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Gleichverteilte Folgen in Iokal kompakten Raumen 
Herrn J. F. KOKSMA zum 60. Geburtstag gewidmet 
Von 
GILBERT HELMBERG 
Einleitung 
Fur eine gegebene Folge ~={xn} in [O, oo[ und beliebige nichtnegative 
Zahlen a, b (0 ~a< b ~ oo) sei Xca, b[ die charakteristische Funktion des Inter-
valles [ a, b [ und A ( ~; a, b; N) definiert <lurch 
N 
A(~; a, b; N)= L X[a,b[(xn) • 
n=1 
Bekanntlich heiBt eine F olge ~ in [O, 1 [ in diesem Intervall gleichverteilt ( glv.), 
wenn 
(1) I. A(~;a,b;N) 1m-----
N • oo N 
b-a flir alle a, b (0~a<b~l) 
gilt. 
Es seien flir ein beliebiges abgeschlossenes Intervall [a, b] (0~a<b~oo) 
mit C([a, b]), R([a, b]) und R+ ([a, b]) beziehungsweise die Mengen aller kom-
plexwertigen, reellwertigen, und nichtnegativen reellwertigen stetigen Funk-
tionen auf [a, b] bezeichnet. Fur b= oo verlangen wir dabei flir eine Funktionf 
aus einer dieser Mengen die Existenz des endlichen Grenzwertes 
limf(x). 
x---+oo 
Eine Folge ~ in [O, 1[ ist genau dann glv. in diesem Intervall, wenn 
(2) flir alle f e C ([O, 1 ]) 
gilt. Dies erkliirt gleichzeitig die - zumindest theoretische - Bedeutung gleich-
verteilter Folgen flir die Approximation von Integralen. 
Bei gegebener Folge ~ in [O, oo[ kann (1) schon deshalb nicht flir alle a, b 
(0~a<b<oo) gelten, weil stets A(~; a, b; N)~N ist. 1st jedoch ~={xn} glv. 
in [O, 1 [ und ist bei gegebenem c > 0 11 die Folge {yn} = { c xn}, dann gilt, wie man 
leicht einsieht, 
(1') I. A(17;a,b;N) 1m c N 
N---+oo 
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b-a fur alle a, b (0~a<b~c). 
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Diese Beziehung ist wieder gleichwertig mit 
(2') fi.ir alle f EC ([O, c ]) . 
Diese Oberlegungen sind aber offenbar unzureichend, wenn die Integration 
nicht auf ein festes Intervall [O, c] beschrankt bleiben soll, d. h. wenn mit Hilfe 
einer einzigen Folge {xn} fi.ir beliebiges c>O und jede beliebige Funktion 
/EC([O, c]) das Integral 
C 
Jf(x)dx 
0 
aus den Funktionswertenj(xn) in ahnlicher Weise wie in (2') berechnet werden 
soll. Dieses Ziel laBt sich jedoch bei geeigneter Abanderung des in (2') ver-
wendeten Summationsverfahrens tatsachlich erreichen, und zwar <lurch Ein-
fi.ihrung eines neuen, mit dem Lebesgueschen MaB dx aquivalenten normierten 
MaBes d <p auf [O, oo [ mit positiver und stetiger Radon-Nikodym-Ableitung 
d<p/dx. Im ersten Teil der vorliegenden Notiz werden Verteilungseigenschaften 
einer Folge in [O, oo [ beziiglich der neu eingefi.ihrten Summationsmethode unter-
sucht, die wie im Falle der Gleichverteilung in [O, 1 [ auf die spezielle Struktur 
der Zahlengeraden Bezug nehmen. Auf Fragestellungen, die auch fi.ir Folgen 
in allgemeinen lokal kompakten Raumen sinnvoll bleiben, wird im zweiten 
Teil eingegangen. 
I. Folgen in [O, oo [ 
1. Gleichverteilung bezilglich stetiger Verteilungsfunktionen 
Unter einer Verteilungsfunktion auf dem Intervall [a, b] (O~a<b~ oo) ver-
stehen wir im folgenden immer eine nichtnegativwertige, monoton im engeren 
Sinn steigende stetige Funktion <p auf [a, b], fi.ir die <p(a)=O und cp(b)=l gilt 
(fi.ir b = + oo verlangen wir lim <p (x) = 1 ). Mit <p- 1 bezeichnen wir die auf [O, 1] 
x • oo 
(bzw. [O, 1[) definierte Umkehrfunktion von <p, d.h. 
<p(x)=y-=<p- 1 (y)=x fiir a~x~b, O~y~l. 
Fiir <p(x)=I-e-x auf [O, oo[ ist also <p- 1 auf [O, 1[ definiert <lurch (()- 1 (y)= 
-log(l-y). 
Bereits SCHOENBERG [12] hat Gleichverteilung von Folgen beziiglich einer 
Verteilungsfunktion auf [O, 1] definiert. VAN DER CoRPUT [2] untersucht Ver-
teilungseigenschaften von Folgen in [O, oo[ und HLAWKA [7] behandelte ahn-
liche Fragen in kompakten topologischen Raumen. Die folgenden, allerdings 
nur einige spezielle Fragen betreffenden Oberlegungen beziehen ihre An-
regungen aus diesen und noch zu erwahnenden Arbeiten. Wir beschranken uns 
dabei auf Folgen in (0, oo [; Folgen in ]- oo, + oo [ konnen in analoger 
Weise behandelt werden. 
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Definition I. Es sei (f) eine Verteilungsfunktion au/ [O, oo [. Eine Folge ( in 
[O, oo [ heijJt d (f)-glv. in [O, oo [, wenn 
(3) 
gilt. 
1. A((; a, b;N) IID-----
N • oo N 
q,(b)-(f)(a) fur alle a,b (O~a<b~oo) 
Das Differential d (f) soll hierbei das <lurch (f) auf [O, oo [ definierte Lebesgue-
Stieltjes-MaB andeuten (vgl. [5] § 15 (9)). d(f)-Gleichverteilung der Folge ( kann 
wieder mit Hilfe des Riemann-Stieltjes-Integrales beziiglich (f) auf C([O, oo]) 
charakterisiert werden. Der Beweis verlauft in den iiblichen Bahnen und soll 
der V ollstandigkeit halber kurz angefiihrt werden. Das Integral 
00 J f(x) dcp (x) 
0 
einer Funktion/ E C([O, oo]) kann hierbei sowohl als uneigentliches Riemann-
Stieltjes-Integral als auch (mit gleichem Recht) als eigentliches Riemann-
Stieltjes-Integral iiber [O, oo] aufgefaBt werden. Dabei wird + oo als Zer-
legungspunkt zugelassen,/( oo) = lim /(x) und cp ( oo) = 1 definiert und von den 
Zerlegungsfolgen 0=x1 <x2 < ··· <xn-i <xn= oo verlangt, daB max{(f)(X;+ 1)-
(f)(X;); 1 ~i~n-1} gegen O geht. 
Satz 1. Die Folge (={xn} ist dann und nur dann d(()-glv. in [O, oo[, wenn 
(4) 
gilt. 
Beweis. Es sei (3) erfiillt und /ER+ ([O, oo]) ( es geniigt, solche Funktionen 
zu betrachten) sowie s>O gegeben. Die Funktion/ kann <lurch eine endliche 
Linearkombination g von charakteristischen Funktionen Xrai,ai+i[ (0=a1 < 
a2 <···<ak-l <ak=oo) bis auf e gleichmaBig approximiert werden. Dann 
folgt (4) aus der Abschatzung 
00 11 N 00 I + J lg(x)-f(x)I d(f)(x)+ N n~/(xn)-J g(x)d(f)(x) 
und der Tatsache, daB der letzte Term rechts wegen (3) fiir wachsendes N be-
liebig klein wird. 
Ist umgekehrt (4) erfiillt und a, b (O~a<b~ oo) sowie s>O gegeben, dann 
existieren Funktionen f 1 ,/2 ER+ ([O, oo]) derart, daB 
00 
f1 ~X[a,b[ ~f2 und J [f2 (x)-f1 (x)] d (f)(x)<B 
0 
11 * 
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gilt. Wir erhalten 
OCJ OCJ 
<p(b)-<p(a)-e= J X[a,b[(x)d<p(x)-e~ J f 1 (x)d<p(x) 
0 0 
-1· 1 ff ( )<I .. f A(~;a,b;N) 
- Im N L, 1 Xn = 1m Ill N 
N • oo n=1 N-+oo 
OCJ co 
<p(b)-<p(a)+e= J X[a,b[(x)d<p(x)+e~ J f 2 (x)d<p(x) 
0 0 
1. 1 ff ( )>l' A(~;a,b;N) = 1m N L, 2 xn = 1m sup N 
N-+oo n=l N • oo 
und somit (3). 
Wir schlieBen an den Beweis von Satz I folgende einfache Bemerkungen an: 
1. In (3) kann ,,fur alle a, b (O~a<b~ ro )" ersetzt werden <lurch ,,fur a/le 
a, b (O~a<b<ro)" oder ,,fur a=O und alle b (O<b<ro)". 
2. In (4) kann C([O, ro]) ersetzt werden durch R([O, ro ]), R+ ([O, ro ]), durch 
die Menge L([O, ro D aller Funktionen in C([O, ro]) mit kompaktem Trager, 
oder durchL+([o, coD=R+([o, co])nL([O, ro[). 
3. Eine reellwertige Funktion f auf [O, ro [ heiBe R-integrierbar auf [O, co[, 
wenn sie auf [O, co[ beschriinkt ist und die Menge ihrer Unstetigkeitsstellen das 
Lebesguesche MaB O besitzt (es ist fur unsere Zwecke einfacher, wenn wir die 
Integrierbarkeit von/iiber [O, ro[ im iiblichen Lebesgueschen Sinne dabei auBer 
Betracht lassen). Die Funktion f ist dann auf [O, oo] beztiglich rp Riemann-
Stieltjes-integrierbar, falls <p absolut stetig ist. Ist auch <p- 1 absolut stetig, 
dann ist eine gleichwertige Definition die folgende: zu jedem e > 0 gibt es zwei 
Funktionen/1,/2 eR([O, ro]) derart, daB 
co 
!1 ~ f ~ fz und J U2 (x)-f1 (x)] d rp(x) <e 
0 
gilt. In (4) kann dann ,,fur alle f E C([O, ro])" ersetzt werden durch ,,fur alle au/ 
[O, ro [ R-integrierbaren Funktionen f". 
Zwischen d<p-glv. Folgen in [O, oo[ und glv. Folgen in [O, 1[ besteht ein 
einfacher Zusammenhang (vgl. [12] 15.): 
Satz 2. Es sei <p eine Verteilungsfunktion auf [O, ro [. Die Folge ~ = { xn} ist 
genau dann d <p-glv. in [O, ro [, wenn die Folge 1J =<po ~ = { <p (xn)} in [O, 1 [ glv. ist. 
Beweis. Es sei ~ d<p-glv. in [O, oo[ und geC([O, I]). Dann giltj =go <pE 
C([O, ro]) und 
1 1 oo 1 N J g(y)dy= J Jo <p- 1 (y)dy= jf(x)d<p(x)= ;~~Nn;/(Xn) 
= ;~~ ntg(<p(Xn)). 
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Ist umgekehrt 1J glv. in [O, 1[ und/EC([O, oo]), dann gilt g=fo cp- 1 EC([O, I]) 
und 
00 00 1 J f(x)d<p(x)= J go cp(x)dcp(x)= J g(y)dy 
0 0 0 
= ;~ ! nt g(cp(xn))= ;~ ~ ntf(xn) • 
Ist also 17={yn} eine glv. Folge in [O, 1[, dann ist ~=<p- 1 017={cp- 1 (Yn)} 
d<p-glv. in [O, oo[ und der -Obergang von 1J zu cp- 1 011 liefert samtliche dcp-glv. 
Folgen in [O, oo[. 
2. Diskrepanz bezuglich einer Verteilungsfunktion auf [O, oo[ 
In der Theorie der Gleichverteilung wird die Diskrepanz D(17, N) einer 
Folge IJ={Yn} in [O, l[ folgendermaBen definiert: 
(5) D(11,N)= sup !A(1J;a,b;N) (b-a)/. 
o:::,a<b:::,1 N 
Bekanntlich ist 17 genau dann glv. in [O, 1 [, wenn 
lim D(17, N)=O 
N • oo 
gilt. (WEYL [13]). 
Ist cp eine Verteilungsfunktion auf [O, oo [ und setzen wir ftir O ~a< b ~ 1 
a'=cp- 1 (a), b'=cp- 1 (b) (=oo ftir b=l) und ~=cp- 1 011={cp- 1 (yn)}, dann gilt 
A(11; a, b; N)=A(~; a', b'; N). 
Definieren wir also 
(6) Dq,(~,N)= o:::;!~f:::;oo I A(~;~b;N) [cp(b)-cp(a)]I, 
so folgt 
(7) 
(vgl. [8] Satz 7). Damit erhalten wir <las folgende, natiirlich auch leicht direkt 
zu beweisende Ergebnis, das auch zum Beweis von Satz 2 hatte verwendet wer-
den konnen. 
Satz 3. Die Folge ~={xn} ist genau dann d<p-glv. in [O, oo[, wenn 
limD"'(~,N)=O. 
N • oo 
Die Bedeutung der Diskrepanz wird auch <lurch einen Satz von KOKSMA [JI] 
aufgezeigt (s. auch [9], [JO]), den wir in einer etwas verallgemeinerten Formu-
lierung wiedergeben. Wir folgen dabei einer von Prof. KOKSMA im Januar 1964 
am Mathematischen Zentrum in Amsterdam vorgetragenen Fassung des Be-
weises. 
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Satz 4. Es sei <p eine Verteilungsfunktion undf eine reellwertige Funktion mit 
beschrankter Schwankung V(f) auf dem Jesten Interval! [a, b] (-oo 2:a<b-;;i; 
+co). Es sei ~={xn} eine Folge in [a, b[ und 
D,p(~, N)= a~!~~~b I A(~; ~y; N) [<p(y)-q,(x)] I· 
Dann gilt 
1
1 N b 1 
N J/Cx.)- J f(x) dq,(x)I;;;; V(f) • D,p(~, N) fur alle N~1. 
Beweis. Bei gegebenem, festen N konnen wir ohne Einschriinkung der All-
gemeinheit a=x0 , b=xN+i setzen und die ersten N Folgenglieder so um-
numerieren, daB a=x0 ;;;;x1 ;;;;x2 ;;;;---;;;;xN;;;;b=xN+l gilt. Dann gilt weiter 
b N b b N 
NJ f(x) d<p(x)- L f(xn)=N f(x) <p(x) I -NJ <p(x) df(x)- L f(x,,) 
a n= 1 a a n= 1 
N b 
=N f(b)- L f(x.)-N J q,(x) df(x) 
n= 1 a 
N N Xn+1 
= L n [f(xn+ 1)- f(xn)]- L N J <p(x) df(x) 
n=O n=O Xn 
N Xn+l 
= L J [n-N <p(x)] df(x). 
n=O Xn 
Im Intervall ]x., x. + iJ gilt 
ln-Nq,(x)l=IA(~; a, x; N)-N<p(x)j;;;;N.Dq,(~, N) 
(hierbei konnen ,,Intervalle" mit xn = Xn + 1 auBer Betracht bleiben). Da <p stetig 
ist, gilt die Ungleichung ln-N<p(x)j;;;;N-D"'(~, N) im abgeschlossenen Inter-
vall [xn, Xn+ i]. Bezeichnen wir die Schwankung vonj in diesem Intervall mit 
v[Xn,Xn+i]U), so erhalten wir 
I 
b N I N 
NJ f(x) d<p(x)-J:J(xn) ;;;;N · Dq,(~, N\"fo Yi:xn,Xn+d(f) 
=N · Dq,(~, N) · V(f). 
3. Verteilungsfunktionen mit positiver stetiger Ableitung 
Es sei eine Funktion h ER+ ([O, oo]) mit folgenden Eigenschaften gegeben: 
(8) 
f h(x)>O flirallexe[O,oo[, 
l l h(x) dx= 1. 
Dann ist 
X 
<p(x)= J h(t) dt 
0 
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eine Verteilungsfunktion auf [0, oo[ und d<p=h dx. Umgekehrt laBt sich jede 
stetig differenzierbare Verteilungsfunktion q> mit positiver Ableitung auf [0, oo[ 
in dieser Weise erhalten. Beispielsweise fiihrt die Funktion h(x)=e-x auf die 
Verteilungsfunktion <p(x) = 1-e-x. 
1st also eine Falge ~={xn} h dx-glv. in [0, oo[, dann gilt 
1 N a:, 
(9) ~~ N n~l g(xn)= J g(x) h(x) dx 
fiir alle R-integrierbaren Funktionen g auf [0, oo [. 1st eine reellwertige Funk-
tion f auf [0, oo[ R-integrierbar und O(h(x)) fiir x-+oo (also auch Lebesgue-
integrierbar auf (0, oo D, dann ist we gen der Stetigkeit der nirgends verschwin-
denden Funktion h die Funktion g= f/h auf [0, oo ( R-integrierbar. Aus (9) folgt 
daher 
(10) 1Nj(x) co lim - I;--n = J f(x)dx 
N • oo N n= 1 h(xn) 0 
fiir alle R-integrierbaren Funktionenf auf [0, oo[, die O(h(x)) sind. Die Menge 
dieser Funktionen bezeichnen wir kiinftig mit S(h(x)). 
Andrerseits gilt/EL([0, oo[) genau dann, wenn g=f/hEL([O, oo[). Bereits 
aus der Giiltigkeit von (10) fiir alle/EL([0, oo[) folgt also die Giiltigkeit von (9) 
fiir alle gEL([0, oo[) und nach Satz 1, Bemerkung 2, die h dx-Gleichverteilung 
der Falge ~- Wir erhalten also folgenden Satz: 
Satz 5. Es sei hER+([o, oo]) wie in (8). Eine Falge ~={xn} ist genau dann 
h dx-glv. in [O, oo [, wenn 
. 1 N f(xn) co 
hm N L-h( ) = J f(x)dx 
N • co n=l X,, O 
(11) fur alle jES(h(x)). 
Hierbei kann S(h(x)) ersetzt werden durch L([O, oo[) oder L + ([O, oo[). 
Wir wenden dies auf die Funktion h(x)=e-x und <p(x)= I-e-x an. Um 
eine in [0, oo[ h dx-glv. Falge ~={xn} zu erhalten, gehen wir von einer in 
[O, I] glv. Falge 11={Yn} aus. Ohne Einschrankung der Allgemeinheit konnen 
wir annehmen, daB y 11 =!=0 fiir alle n gilt (andernfalls konnen wir <lurch Strei-
chung aller Nullen in 17 stets eine glv. Falge dieser Art erhalten). Dann ist auch 
die Folge 17' = {1-yn} glv. in [0, 1 [ und 1-yn =I= 1 fiir alle n. Nach der auf Satz 2 
folgenden Bemerkung ist die Folge ~=<p- 1 (17 1)={-logyn} h dx-glv. in [0, oo[. 
Wegen h(xn) = Yn und der Umkehrbarkeit aller Schritte erhalten wir folgendes 
Ergebnis: 
Korollar 5.1. 1st die Falge 11 = {Yn} glv. in ]O, 1], dann gilt 
(12) lim __!:_f f(-Iogyn) JJ(x)dx furallefES(e-x). 
N • coNn=l Yn 0 
1st 11 = {Yn} eine Falge in ]0, 1] und gilt (12) fur a/le f EL([0, oo [), dann ist 11 glv. 
in ]O, I]. 
164 GILBERT HELMBERG: 
Setzen wir in (lO)f=X[a,b[ (O~a<b<oo), dann erhalten wir fiir eine in 
[O, oo[ h dx-glv. Folge <;={xn} 
lim _!__ f X[a, b[ (xn) b - a 
N • oo N n=l h(xn) fiir alle a, b (O~a<b<oo). 
Dies fiihrt zu einer Charakterisierung h dx-gleichverteilter Folgen in [O, oo [ 
analog zu Definition I : 
Satz 6. Es sei <;={xn} eine Folge in [O, oo[ und heR+ ([O, oo]) wie in (8). Fur 
O~a<b< oo sei Bh(<;; a, b; N) definiert durch 
B (<;· a b· N)= I, X[a,b[(xn) 
h , , , n= 1 h(xn) . 
Die Folge <; ist genau dann h dx-glv. in [O, oo[, wenn 
(13) 
gilt. 
1. Bh(<;;a,b;N) m-----
N • oo N 
b-a fur alle a, b (O~a<b<oo) 
Beweis. Nach Satz 5 brauchen wir nur nachzuweisen, daB (10) fiir alle 
/eL+([O, ooD gilt. Ist/(x)=O fiir alle x~c~l und m=inf{h(x):O~x~c}, 
dann gibt es bei gegebenem e>O eine endliche (nichtnegative) Linearkombina-
tion g charakteristischer Funktionen X[a;,a,+i[ (0=a1 <a2 < ... <ak-l <ak=c) 
derart, daB 
Ill - g 11 <~ min(l, m) 
C 
gilt. Wie im Beweis von Satz 1 folgt 
I
_!__ f f(xn) _ J f(x) dx I 5 _!__ f lf(xn)- g(xn) I + 
N n=1 h(xn) o - N n=l h(x11 ) 
c 11 N (X ) oo i 
+ J lf(x)-g(x) I dx + N n~l !ex:) -J g(x) dx I 
s~f mx[O,c[Cxn) +~•c+es3e 
-Nn=l h(xn) C -
filr hinreichend groBes N. 
4. Diskrepanz-Siitze 
Die GUte der Approximation in (11) kann fiir bestimmte Funktionen f 
mittels der Diskrepanz der Folge {x11} abgeschatzt werden. Der folgende Satz 
ist eine unmittelbare Folgerung aus Satz 4. 
Satz 7. Es sei h ER+ ([O, oo]) wie in (8) und 
X 
<p(x)= Jh(t)dt fur x~O. 
0 
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Ferner sei ~={xn} eine Folge in [O, oo[,f eine reellwertige Funktion auf [O, oo[ 
undf/h auf [O, oo[ von beschrankter Schwankung V(f/h). Dann gilt 
(14) fur alle N~1. 
Wir bemerken, daB unter den angegebenen Voraussetzungen die Funktion 
fl h beztiglich der Verteilungsfunktion (fJ tiber [O, oo] Riemann-Stieltjes-integrier-
bar ist; <las angeschriebene Integral ist also definiert und endlich. 
Ftir den Spezialfall h(x) = e-x erhalten wir unter Berticksichtigung von (7) 
folgendes Korollar (die Folgen {Yn} und {1-yn} in ]O, 1[ haben gleiche Dis-
krepanz): 
Korollar 7 .1. Es sei f eine reellwertige Funktion au/ [O, oo [ und ex f au/ [O, oo ( 
von beschrankter Schwankung V(exf). 1st 11={yn} eine beliebige Falge in JO, I[, 
dann gilt 
l~I f(-Iogyn) 0Jf(x)dxl<V(exf)·D(11,N) Nn=1 Yn fur alle N~l. 
Satz 5 und Satz 7 k6nnen insbesondere zur Berechnung von Integralen tiber 
beliebige endliche Intervalle [a, b] verwendet werden, wenn/ <lurch/• X[a,bJ er-
setzt wird. Es ist aber unbefriedigend, daB in (14) nicht die Schwankung von/ 
sondern die Schwankung von//h eingeht, und daB die Diskrepanz D'P(t N) 
mittels der Diff erenzen 
I A(~;~ b; N) [(fJ(b)-(fJ(a)] I 
gebildet wird, nicht aber mittels der nach Satz 6 eigentlich niiher liegenden 
Differenzen 
(15) 
Allerdings ware es sinnlos, <las supremum der Ausdrticke in (15) tiber alle a, b 
(0 ~a< b < oo) zu nehmen, <la dieses we gender Beschriinktheit von Bh ( ~; a, b; N) 
stets unendlich ist. Wir definieren also zuniichst ftir jedes feste c > 0 
E (fr N )= I Bh(~; a, b; N) h .,,, , c sup N 
O~a<b~c 
(b-a),. 
Satz 8. Es sei hER+ ([O, oo]) wie in (8). Die Folge , ={xn} ist genau dann 
h dx-glv. in [O, oo [, wenn 
(16) 
gilt. 
lim Eh(~, N, c)=O 
N • oo 
fur alle c>O 
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Beweis. Ist (16) erfiHlt, dann gilt (13) und nach Satz 6 ist ~ h dx-glv. in 
[O, oo[. Wir setzen nun umgekehrt die Gilltigkeit von (13) voraus, geben c>O 
und die nattirliche Zahl m vor und wiihlen N0 derart, daB 
I 
B (~ . .!!_ (k+l) c. N) h i;, m' m ' 
N 
__9_1::;-1 
m -m2 
fur alle N~N0 und O~k~m-1. 
Es seien a, b (O~a<b~c) beliebig gegeben und 
Dann folgt ( mit trivialen Anderungen fur a= ~ c oder b = k~ c ) 
B (;:. ka C kb C • N) 
I 
" "' m ' m ' (b-a) ~ N 
m 
1 (1 C) C 
~-+2· -+- +2-
m m2 m m 
fur alle N~N0 • 
Ist m so groB gewahlt worden, daB der letzte Ausdruck kleiner als e ist, dann 
gilt Eh(~; N, c)~e ftir alle N~N0 • Damit ist (16) bewiesen. 
Ist f eine komplexwertige Funktion auf [O, oo [, dann heiBt die abgeschlos-
sene Hillie der Menge {xE [O, oo [ :f(x) =!=O} bekanntlich der Trager von /. 
Satz 9. Es sei hER+ ([0, oo)) wie in (8) und ~={xn} eine Falge in [O, oo[. 
Ferner seif eine reellwertige Funktion auf [O, oo[, deren Trager in [O, c[ enthalten 
ist und die auj [O, c[ von beschrankter Schwankung V(f) ist. Dann gilt 
(17) fur alle N~l. 
Beweis. Durch Umbenennung der N'=A(c;; 0, c; N) in [O, c[ liegenden 
Folgenglieder xn(l~n~N) setzen wir wie im Beweis von Satz 4 0=x0~x1~ 
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x2 ~ • • • ~ xN' < xN, + 1 = c und schlie13en unter Berlicksichtigung von f ( c) = 0 
N' n 1 N' x~+I 
= L L --, [f(x~+ 1)-f(x~)]- L J N x dj(x) 
n=l m=l h(xn,) n=O x~ 
N' X~+I [ n 1 ] 
= L J L -,--N x dj(x) 
n=O x;, m=l h(x,.) 
( wobei wir formal I - 1-,- =0 setzen). Wieder gilt 
m=l h(xm) 
I f-1,--N xl=IBh(e;o,x;N)-N xl~N. E,,(e, N,c) m=l h(xm) 
flir alle xe ]x~, x~+ 1], wobei die Abschatzung sogar im abgeschlossenen Intervall 
[x~, x~+d gilt. Wir erhalten somit 
Ist die reellwertige Funktion f auf dem Intervall [O, c] von beschrankter 
Variation V(f, c), dann ist die Schwankung der Funktion/• X[o,cJ auf jedem 
Intervall [O, c+e] (e>O) nach oben beschrankt <lurch V(f, c)+lf(c)I. Setzen 
wir 
E: ce, N, c)=IimEh(e, N, C +e)' 
e-• O 
dann erhalten wir <lurch Anwendung von Satz 9 folgendes Korollar: 
Korollar 9.1. Es sei heR+ ([O, oo]) wie in (8) und e ={xn} eine Folge in 
(0, oo [. Ferner sei f eine reellwertige Funktion auf [O, oo [, die in jedem Interval! 
[O, c] von beschrilnkter Schwankung V(f, c) ist. Dann gilt 
11
1 N f(x) c I (18) N I-h( n)X[O,c](xn)-Jf(x)dx ~[V(f,c)+lf(c)l]•E:(e,N,c) 
n= 1 Xn o I 
fur alle c>O und alle N~l. 
Wahrend die Diskrepanz (6) bei gegebener Folge, nur von N abhangt, geht 
in E,.(e, N, c) noch der Parameter c ein. Unter der zusatzlichen Voraussetzung 
der Monotonie von h (wie sie beispielsweise flir h(x)=e-x gegeben ist) konnen 
wir beide Diskrepanzbegriffe auf einfache Weise miteinander in Verbindung 
bringen. Die Notwendigkeit einer zusatzlichen Annahme Uber h wird klar, 
wenn wir bedenken, daB bei festem N die Diskrepanz Eh(e, N, c) nur von den 
Werten von h an den endlich vielen Stellen x1 , ... , xN abhangt, zur Bildung der 
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Diskrepanz D,p(~, N) aber wegen 
X 
<p(x)= Jh(t)dt 
0 
die Gesamtheit aller Werte von h herangezogen wird. 
Satz 10. Es sei hER+ ([O, oo]) wie in (8) und manatanfallend, sawie 
X 
<p(x)= S h(t)dt fur x;;;;o 
0 
und ~ eine Falge in [O, oo [. Dann gilt 
Beweis. Fiir O~a<b~c gilt 
I
Bh(~;a,b;N) (b-a)\=I__!__ £ X[a,b[(Xn) of Xra,b[(x)dx/. 
N N n=1 h(xn) 
Die Funktion Xr«,hrfh ist auf [O, oo[ von beschrankter Schwankung und zwar 
hat ihre Schwankung dort den Wert 
2 2 1 
h(b) bzw. h(b) - h(a) fiir a=O. 
Nach Satz 7 gilt wegen--2--<_2_ 
h(b) = h(c) 
I Bh(~;~b;N) (b-a)I~ h~c) D,p(~,N), 
woraus die Behauptung folgt. 
Wir wenden dies wieder speziell auf den Fall h(x)=e-x an und erhalten 
aus Korollar 9 .1 unter Beriicksichtigung von (7) folgendes Ergebnis: 
Satz 11. Es sei f eine reellwertige Funktion auf [O, oo [, die in jeden Interval! 
[O, c] van beschrankter Schwankung V(f, c) ist und 17 = {Yn} eine Falge in ]O, 1 [. 
Dann gilt 
(1
9
) Jltntf(-~gyn) Xro,cl-logyn)-jf(x)dxl 
1 ~2[V(J, c) + I f(c) I] ec D(17, N) fur alle c>O und N;;;; 1. 
Aus Satz 9 und 10 geht hervor, daB bei gegebener Folge 1'/ und monoton 
fallender Funktion h die Approximation in (17) um so besser ist, je langsamer h 
fiir x • oo gegen O konvergiert. Anschaulich ist das auch deshalb klar, weil die 
Funktion 
X 
<p(x)=Jh(t)dt 
0 
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dann filr x • oo gleichmaBiger gegen 1 konvergiert und die Glieder der Folge 
{ <p - 1 (yn)} sich gleichmaBiger tiber die positive Halbgerade verteilen. Wahlen 
wir an Stelle der Funktion h(x)=e-x etwa die Funktion 
h(x)- 8 (e>O) 
-(x+l)1+" ' 
dann tritt an Stelle von (19) die Formel 
1 N f ( y;fe - l) ( 1 ) Jc 
N ~ ~ X[O,c] 7.7e-l - f(x)dx 
n-1 8 Yn 
e~ o 
s2[V(f,c)+lf(c)I]· (c+l)l+e D(YJ,N), 
- 8 
speziell filr e = 1 
1 N 1(+-1) ( 1 ) Jc NL "z X[o,cJ --1 - f(x)dx 
n=l Yn Yn 
0 
und bei Wahl von 
;::;2[V(f, c) + lf(c) I]· (c + 1)2 D(17, N), 
1 
h(x) (x+e)[log(x+e)] 2 
die Formel 
1
1 N elfYn f(elfYn_e) c I NL 2 X[O,c](e 11Yn_e)-ff(x)dx 
n=l Yn 0 
~2[V(f, c) + lf(c) I]· (c +e)[log(c +e)]2 • D(YJ, N). 
Mit Hilfe von Satz 10 konnen wir noch eine zu Satz 8 analoge Aussage 
beweisen, in der der Parameter c nicht mehr erscheint. 
Satz 12. Es sei hE R+ ([O, oo]) wie in (8) und monotonfallend. Fur eine Folge 
~={x.} in [O, oo[ sei Eh(~, N) definiert durch 
Eh(~, N)= sup h(c) I B,,(~; a, b; N) (b-a)l-
o~a<b~c<oo N 
Dann ist Eh(~, N) endlich. Die Folge ~ ist genau dann h dx-glv. in [O, oo[, wenn 
(20) limE,,(~,N)=O. 
N • oo 
Beweis. Wir setzen 
X 
<p(x)= f h(t) dt filrx?;O. 
0 
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Fiir O ~a< b ~ c < oo gilt 
h(c)) Bh(,;Na,b;N) (b )I h() (1" ) -a ~ c Eh ,.,,, N, c ~2D'P(,, N), 
also 
Eh(,, N)~2D'P(,, N) 
und weiter (20), falls , in [0, oo [ h dx-glv. ist. 
Andrerseits gilt 
(21) fiir alle c>O und alle N~l. 
Aus (20) folgt also wegen h(c)=!=0 die Gtiltigkeit von (16) und damit die h dx-
Gleichverteilung von , in [O, oo [. 
Wir bemerken zum Schlu13, da13 wegen (21) bei monoton fallender Funk-
tion h in (17) die Diskrepanz Eh(,, N, c) und in (18) (wegen der Stetigkeit von h) 
die Diskrepanz Eh+(,, N, c) jeweils <lurch den Ausdruck 
1 
h(c) Eh(,, N) 
ersetzt werden kann. 
II. Folgen in lokal kompakten nicht kompakten Raumen 
5. Gleichverteilung bezuglich normierter Bore/ma.fie 
Im folgenden sei X ein lokal kompakter nicht kompakter Hausdorffscher 
Raum mit abzahlbarer Umgebungsbasis 5B={Vn:n~l}. Ohne Einschrankung 
der Allgemeinheit nehmen wir an, da13 alle Vn offen sind und kompakte ab-
geschlossene Htille besitzen. Das Komplement einer Menge A in X bezeichnen 
wir mit A', ihre abgeschlossene Hlille in X mit A. 
Es sei X*=Xv{oo} die Ein-Punkt-Kompaktifizierung von X. Die offenen 
Umgebungen von oo in X* sind bekanntlich die Vereinigungsmengen von { oo} 
mit den Komplementen der kompakten Mengen in X. Ist A eine beliebige 
kompakte Menge in X und 
m 
n=l 
dann ist 
eine in der offenen Menge { oo} u A' enthaltene offene Umgebung von oo in X*. 
Da es nur abzahlbar viele Mengen von der Form 
( u vn)' 
n= 1 
gibt, besitzt auch X* eine abzahlbare Umgebungsbasis. 
Die Klassen der Borelmengen in X bzw. X*, d.h. die von allen kompakten 
Mengen in Xbzw. X* erzeugten a-Ringe (in diesem speziellen Falle a-Algebren, 
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vgl. [5] §5 und §51) seien mit !8 bzw. !8* bezeichnet. Offenbar gilt !81 = 
!8 u {Eu{ oo }:EE!B} c !8*. Andrerseits enthiilt !81 alle Mengen der eben kon-
struierten Umgebungsbasis in X*, also auch alle offenen Mengen in X*, als 
ihre Komplemente alle kompakten Mengen in X* und damit ( da !81 off en bar 
ein a-Ring ist) alle Borelmengen in X*. Es gilt also !8* =!8 u {Eu { oo} :Ee!B}. 
Infolge der Gliltigkeit des zweiten Abziihlbarkeitsaxiomes ist jede Borel-
menge auch Bairemenge undjedes BorelmaB auch BairemaB und damit regular 
(s. [5] §51 und§52). IstµeinBorelmaBaufXunddefinierenwirµ*(E)=µ(E) 
und µ*(Eu{ oo })= µ(E) fiir alle Ee!B (also µ*({ oo })=0), dann erhalten wir 
ein MaB µ* auf X*, <las eine Erweiterung von µ darstellt und µ*(X*)=µ(X) 
erfiillt. Die Menge aller nichttrivialen BorelmaBe auf X bezeichnen wir mit ID?, 
die Untermenge aller normierten BorelmaBe (µ(X)= I) mit in. Die Mengen 
der entsprechenden auf X* erweiterten MaBe seien ID?* und in*. 
Es sei L(X) die Menge aller stetigen komplexwertigen Funktionen auf X 
mit kompaktem Trager und L 00 (X) die Menge aller stetigen komplexwertigen 
Funktionen auf X, die im Unendlichen verschwinden ( d. h. auBerhalb geeigneter 
kompakter Untermengen von X beliebig klein werden). L + (X) und L! (X) 
seien die entsprechenden Mengen von nichtnegativen Funktionen. Ferner be-
zeichnen wir mit C(X*), R(X*) und R+ (X*) beziehungsweise die Mengen aller 
stetigen komplexwertigen, reellwertigen und nichtnegativen reellwertigen Funk-
tionen auf X* und mit C*(X), R*(X) und R+ *(X) ihre Einschriinkungen 
auf X. SchlieBlich seien C(X), R(X) und R+ (X) beziehungsweise die Mengen 
aller stetigen komplexwertigen, reellwertigen und nichtnegativen reellwertigen 
Funktionen auf X. C*(X) ist die Mengejener FunktionenjeC(X), fiir die der 
endliche Grenzwert 
lim f(x) 
x • oo 
existiert. Es gilt L(X)cL00 (X)cC*(X)cC(X), L 00 (X) ist die Vervollstiindi-
gung von L(X) in der Norm 
Ill 11 = sup lf(x) I 
XEX 
und C*(X)={a · 1 + f: a komplex, jeL00 (X)}. Im folgenden denken wir uns 
notigenfalls die Funktionen aus C* (X) auch ohne Anderung der Bezeichnung 
stetig auf X* fortgesetzt. Eine Funktion jER+ *(X) hei13e Urysohn-Funktion, 
wenn O~f(x)~I fiir alle xEX gilt. 
Es sei µ*Ein* gegeben. Eine Folge {xn} in X* heiBt bekanntlich dµ*-glv. 
in X*, wenn 
(22) 1 N I~~ N J:/Cxn)=}. J(x) dµ*(x) fiir alle f E C(X*) 
gilt (s. [7] § 1; wir verwenden dµ* an Stelle von µ* zur Kennzeichnung des 
Ma13es, um wie in Teil I die Schreibweise bei der Betrachtung absolut stetiger 
MaBe beibehalten zu konnen). Um eine sinnvolle Verallgemeinerung zu er-
halten und Siitze fiber Gleichverteilung in kompakten Riiumen anwenden zu 
konnen, verwenden wir folgende Definition. 
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Definition 2. Es sei µE91 gegeben. Eine Falge {xn} in X heif3t dµ-glv. in X, 
wenn 
(23) 
gilt. 
1 N 
lim NL f(xn)= S f(x) dµ(x) 
N • oo n=l X 
fur alle f E L(X) 
Der Trager T(µ) eines MaBes µ ist bekanntlich die abgeschlossene Hiille der 
Menge aller Punkte in X, fur die jede Umgebung positives MaB besitzt. Falls 
T(µ) kompakt ist, ist Definition 2 konsistent mit der Definition der dµ-Gleich-
verteilung der Folge {xn} im kompakten Raum T(µ). Von Interesse sind fur 
uns im folgenden allerdings vorwiegend MaBe mit nicht kompaktem Trager. 
Hilfssatz 1. Es sei µE91 gegeben. Die Falge {xn} in X ist genau dann dµ-glv. 
in X, wenn sie dµ*-glv. in X* ist. 
Beweis. Ist {xn} dµ*-glv. in X*, dann gilt (22) und damit auch (23). Es sei 
nun {xn} dµ-glv. in X. Wegen µ(X)=µ*(X*)= 1 gilt (22) jedenfalls fur alle 
konstanten Funktionen auf X*. Aus (23) folgt ferner die Gliltigkeit dieser 
Gleichung fur alle Funktionen/EL00 (X), da sich jede solche Funktion <lurch 
Funktionen aus L(X) gleichmaBig approximieren lassen. Da jede Funktion 
f E C(X*) Summe einer Konstanten und einer Funktion aus £ 00 (X) ist, gilt (22). 
Offenbar kann in (23) L(X) <lurch L + (X), C* (X) und R+ * (X) ersetzt wer-
den. AuBerdem gilt (23) nach Hilfssatz 1 und [7] Satz 6 noch fur die in Defi-
nition 3 beschriebene groBere Klasse von beschrankten, aber nicht notwendiger-
weise stetigen Funktionen. 
Definition 3. Eine reellwertige Borel-mefibare Funktionf auf X heij3t bezug-
/ich eines Mafies µEml R-integrierbar, wenn es zu jedem a>O zwei Funktionen 
[ 1 ,f2ER*(X) derart gibt, dafi 
gilt. 
f1~f ~f2 und S [f2(x)-f1(x)] dµ(x)<a 
X 
Fiir unsere Zwecke ist die im folgenden Hilfssatz angefiihrte Klasse von 
beziiglich eines MaBes µE91 R-integrierbaren Funktionen von besonderem 
Interesse: 
Hilfssatz 2. Es sei µE91 gegeben undf eine beschrankte, Borel-mejjbare reell-
wertige Funktion auf X, die in X, abgesehen von einer abgeschlossenen µ-Null-
menge A, stetig ist. Dann ist f bezuglich µ R-integrierbar. 
Beweis. Wir setzen wie iiblich.r+ =max(0,f) undf- =max(0, -/). Dann 
gilt/= f + - 1- und j+, 1- besitzen die gleichen Eigenschaften wie /. Da 
Differenz zweier R-integrierbarer Funktionen wieder R-integrierbar ist, geni.igt 
es, die Behauptung fi.ir eine nichtnegativwertige Funktion j zu beweisen. 
Wir definieren/(oo)=0 und setzen A*=Au{oo}. Dann ist A* eine kom-
pakte µ*-Nullmenge in X* und f ist stetig auf X*\A * ( \ bedeute mengen-
theoretische Subtraktion). Es sei W1 eine offene Umgebung von A* in X*, 
fi.ir die 
"' 8 
µ· (Wi)< 21\fll +1 
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gilt. Ferner sei W2 eine offene Umgebung von A* in X* und W2 c W1 • Wir 
wahlen zwei Urysohn-Funktionen h1 , h2 ER+ (X*) derart, daB 
h
1 
(x)={o fiir xE W2 
1 fiir x¢W1 , 
h2(x)={o fiir XEA* 
1 fiir x¢ W2 
gilt. Wir setzen/1 =f-h1 und/2 =f-h2 + ll/11 • (l -h1). Dann gilt 
/1 (x) = f(x) = !2 (x) 
/ 1 (x)=O~f(x)~f2(x)= f(x) h2(x)+ 11/11 
also/1 ~f ~/2 insbesondere auf X. Wegen/1 (x)=O und/2 (x)= 11/11 fiir xEA* 
sind/1 und/2 stetig auf X*. Ferner gilt 
Es folgt 
fiir x¢ W1 
fi.ir XE W1• 
J [J2 (x)-f1 (x)] dµ(x)= J [J2 (x)- / 1(x)] dµ*(x)~2 llf II µ*(W1)<e. 
X X* 
Nach Hilfssatz 2 ist die charakteristische Funktion XE jeder Borelmenge E 
in X, deren Rand das MaB O hat, bezliglich µ R-integrierbar. Setzen wir in (23) 
f = XE, dann erhalten wir die Aussage, daf3 fi.ir eine in X d,u-giv. Folge xn ihre 
relative Haufigkeit in E gegen das MaB von E strebt (s. [7], Satz 6, [6], Satz 3). 
Diese Aussage laBt sich, sogar unter schwacheren Voraussetzungen, auch um-
kehren. Dies folgt aus bekannten Satzen iiber schwache Konvergenz im Raume 
aller regularen BorelmaBe auf X (vgl. [4], S. 192), wenn man Glv. einer Folge 
als Aussage tiber schwache Konvergenz einer Folge von Linearkombinationen 
von PunktmaBen auffaBt (s. [J)). Vollstandigkeitshalber geben wir einen Be-
weis des folgenden Satzes zur Ganze wieder (vgl. [3], § 2.8). 
Satz 13. Es sei µE91 und eine Falge (={xn} in X gegeben. Fur eine Borel-
menge EEm und N;?;; 1 sei A((; E; N) definiert durch 
N 
A((; E; N)= L XE(xn) • 
n=l 
Die Folge ( ist genau dann dµ-glv. in X, wenn 
(24) I. A((; E; N) lill----
N • ro N 
µ(E) 
fur alle kompakten Borelmengen EEm gilt, deren Rand das MajJ O besitzt. 
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Beweis. Nach dem oben gesagten haben wir den Beweis nur mehr in einer 
Richtung zu fi.ihren. Es sei (24) erfiillt undjeL + (X) gegeben. Fii.r jede reelle 
Zahl a~O setzen wir E,.={x:f(x)~ct}. E 0 bezeichne den offenen Kern von E. 
Fii.r O~ct</3 gilt E,.=E,.=>E~=>{x:f(x)>a}=>Ep=Ep=>Ej. Die Randmengen 
E,.\E~ und Ep\Ej sind daher disjunkt. Wegen µ(X)= 1 konnen hochstens ab-
zahlbar viele Mengen E,.\E~ positives MaB haben. Ist e>O gegeben, dann 
wahlen wir Gto=O<ct1<···<Ctn-1<llfll<etn derart, daB IX;-Gt;-1<& und 
µ(E,.,\E~)=O fur 1 ~i~n gilt. Fii.r i=O ist E,,0 =X, fur i~ 1 sind die Mengen Ea, 
kompakt. Es folgt 
n-1 n-1 
f(x)-e~ .L Ct; XE.,\E.i+,(x)= .L et;(XE., (x)- XE.,+
1
(x)) 
,= 1 •= 1 
n 
= L (et;-ct;-1)xE •. (x) = J1(x)~f(x), 
i=1 I 
n n 
f(x)~ .L Ct; XE,,,_, \E •. (x)= .L et;(XE.,_,(x)- XE., (x)) 
i=l i i.==1 
n 
= L (et;-Ct;- 1)xE.. (x) = f 2 (x) ~ f(x) +e i= 1 i-1 
fii.r alle xeX. Wegen (24) erhalten wir 
j f(x) dµ(x)-e~ j f1(x) dµ(x)= ;~~ ~ J/1(xn)~ ;~inf ~ JJ(xn), 
1 N 1 N j f(x) dµ(x)+e~ j f 2 (x) dµ(x)= ;~ N J/2 Cxn)~ ;~sup N J/Cxn). 
Da e beliebig gewahlt war, folgt (23). 
Ist das MaB µE9l. nicht auf einer abzahlbaren Menge in X konzentriert und 
~={xn} eine beliebige Folge in X, dann gibt es kompakte Mengen Evon 
positivem MaB, fii.r die A(~; E; N)=O fiir alle N~l gilt. Die Menge 
X\{xn:n~ I} ist namlich meBbar und von positivem MaB. Aus der Regularitat 
von µ folgt die Behauptung. Die Gl.(24) gilt im allgemeinen also auch bei dµ-
Gleichverteilung der Folge ~ in X nicht fii.r alle kompakten Mengen. Andrer-
seits sieht man wie im Beweis von Satz 14 leicht, daB jede offene Umgebung 
einer kompakten Menge eine kleinere offene Umgebung dieser Menge enthalt, 
deren Rand das MaB O besitzt (vgl. [6], Anmerkung nach Satz 3). Wenden wir 
das auf die abzahlbare Menge jener Paare Vn, VmeID an, fii.r die f\c Vm gilt, 
dann sehen wir, daB wir bei gegebenem MaB µeill ohne Einschrankung der 
Allgemeinheit annehmen konnen, daB der Rand jeder Menge der Umgebungs-
basis ID das MaB O besitzt. Aus (24) folgt dann, daB die abgeschlossene Hiille 
jeder dµ-glv. Folge den Trager des MaBes µ enthalt. 
1st µem. gegeben, dann ist die Existenz dµ-glv. Folgen in X <lurch ein be-
kanntes metrisches Resultat ii.her Folgen in kompakten Raumen gesichert 
(s. [7] Satz 11 ), das sich auch auf den Fall eines lokal kompakten nicht kom-
pakten Raumes ii.bertragen liiBt. Es sei X 00 die Menge aller Folgen in X (also 
Gleichverteilte Folgen in lokal kompakten Riiumen 175 
<las kartesische Produkt von abzahlbar vielen Exemplaren der Menge X) und 
X! die Menge aller Folgen in X*. In Xco bzw. X! fiihren wir mittels µ bzw. µ* 
wie i.iblich ein normiertes Ma.B µco bzw. µ! ein, indem wir das Produkt von 
abzahlbar vielen Exemplaren der MaBraume (X, m, µ) bzw. (X*,l.B*,µ*) bilden 
(s. [5] §38). Dabei ist (X°'" l.Bco, µco) die Einschrankung von (X!, l.B!, µ!) 
auf die Menge X00 El.B!, die wir auch erhalten, wenn wir von X! die µ:0-
Nullmenge aller Folgen in X* abziehen, fi.ir die mindestens ein Glied (d. h. eine 
Koordinate in X!) gleich oo ist. Da µ!-fast alle Folgen in X* dµ*-glv. sind, 
sind µco-fast alle Folgen in X dµ*-glv. in X*. Aus Hilfssatz 1 schlie.Ben wir: 
Satz 14. Es sei µE91 gegeben und µco das zugehorige Produktma/3 im me/3-
baren Folgenraum (X00 , !Bco). Dann ist µco-fastjede Folge in X dµ-glv. in X. 
Da es zu jedem MaB µE91 dµ-glv. Folgen gibt, laBt sich auch jede in X 
i.iberall dichte Folge zu einer dµ-glv. Folge umordnen (s. [7] Satz 17). 
6. Unbeschriinkte Funktionen 
Es sei wieder µE91 gegeben. Aus Hilfssatz 2 und der Bemerkung, die 
Definition 3 vorangeht, folgt, daB fi.ir eine dµ-glv. Folge {xn} in X die Be-
ziehung (23) auch fi.ir alle beschrankten (und daher automatisch integrierbaren) 
stetigen komplexwertigen Funktionen auf X gilt. Wir untersuchen nun in 
welchem Maile die Beziehung (23) auch fi.ir integrierbare, aber unbeschrankte 
stetige Funktionen auf X zutrifft. 
Es sei /ER+ (X) unbeschrankt und fi.ir jedes k ~ I die beschrankte stetige 
Funktion/k definiert durch/k(x)=min{f(x), k} fi.ir alle xeX. 1st die Folge {xn} 
dµ-glv. in X, so erhalten wir 
~~inf~ f;
1 
f(xn) ~ f~~ ~ f;Jk(xn) = J fk(x) d µ(x) fi.ir alle k ~ 1. 
Da die Folge {j,J monoton gegen/ konvergiert, gilt 
lim J A(x) dµ(x)= J f(x) dµ(x) 
k • co X X 
und daher jedenfalls 
(25) 
Also trifft (23) sicher fi.ir alle nicht integrierbaren Funktionen aus R+ (X) zu. 
Die folgenden Satze zeigen, daB die Gi.iltigkeit von (23) im allgemeinen 
nicht auf alle stetigen integrierbaren Funktionen ausgedehnt werden kann, wie 
auch die dµ-glv. Folge {xn} in X gewahlt wird. Fi.ir jede solche Folge gibt es 
aber sicher unbeschrankte integrierbare stetige Funktionen auf X, fi.ir die (23) 
erfi.illt ist. 
Satz 15. Es sei µ E 91 gegeben und { xn: 1 ~ n < oo} eine abziihlbare µ-Nullmenge 
in X, deren abgeschlossene Hulle nicht kompakt ist. Dann existiert eine integrier-
bare FunktionfER+ (X) derart, daft 
1 N 
lim sup N L f (xn) = CIJ • 
N • co n=l 
12* 
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Beweis. Wir setzen 
und erhalten eine monoton gegen X konvergierende Folge offener Mengen Wk 
mit kompakter abgeschlossener Hi.ille. Wir definieren induktiv eine Folge von 
Funktionenf.EL + (X). Es sei n1 = 1 und m1 der kleinste Index m mit folgenden 
Eigenschaften : 
µ(V,,,)<½. 
Wir wahlen die Urysohn-Funktion/1 EL+ (X) so, daB 
{
1 fi.i.r X=X1 
fi(x)= 0 flirx¢V,,,
1 
gilt und erhalten J f1(x)dµ(x)~µ(V,,,)<½. 
X 
Es seien die Funktionen/1 , ... , f,EL + (X) und die Indizes m1 <m2 < ··· <m,, 
n1 <n2 < ··· <n, bereits so gewahlt, daB folgende Bedingungen erfiillt sind: 
1) J.(x)=O fur alle x¢V,,,. (l~s~r). 
2) Vmsn Vm,=0 (l~s<t~r). 
3) XnEWm, fur l~n~n. (l~s~r). 
1 
4) J fs(x)dµ(x)<y (l~s~r). 
(l~s~r). 
Infolge unserer V oraussetzung sind nicht alle Xn in Wm, enthalten. Es sei 
n,+ 1 der kleinste Index n derart, daB xn¢ Wm,, sowie m,+ 1 der kleinste Index m 
mit folgenden Eigenschaften: 
Xn,+,EVm, 
µ(Vm) < (r + 1) n\ 1 2'+ 1 ' 
VmnWmr=0. 
Wir wahlen die Urysohn-Funktionf;+ 1 EL+ (X) so, daB 
J:+1(x)={l f~r X=Xnr+I 
0 fur x¢Vmr+I 
gilt und setzenf,+ 1 = (r + 1) n,+ J:+ 1 . 
Offenbar gilt n,+1>n, und m,+1>m,. Die Bedingungen 1)-3) sind auch 
fur r+ 1 an Stelle von r erfiillt. Ferner gilt 
1 1 f,+1(x) dµ(x)~(r+l) n,+1 µ(Vmr+l)< 2r+1 
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und wegen 3) und der Wahl von n,+ 1 
1 nr+ I 1 
-- Lfr+l (xn)=--f,+1 (xnr+J=r+1. 
n,+1n=1 n,+1 
Nun setzen wir 
00 
f= Ifs• 
s= 1 
Wegen 1) und 2) ist/ nichtnegativ reellwertig. AuBerdem gilt 
r mr 
J(x)=Ifs(x) ftirallexEU V.n=W.nr, 
s=1 m=l 
also ist/ in jedem Punkt XEX stetig. Aus 4) erhalten wir 
00 
JJ(x)dµ(x)= I Jfs(x)dµ(x)<1. 
X s=l X 
Andrerseits folgt aus 5) fur jedes s ~ 1 
also 
1 N 
lim sup- I J(xn) = oo . 
N • oo N n=l 
Die Voraussetzungen von Satz 15 sind insbesondere erftillt, wenn µ nicht 
atomar ist (d.h. µ({x})=O ftir alle xEX gilt; vgl. [5] §40), nicht kompakten 
Trager besitzt und die Folge {xn} in X dµ-glv. ist. 
Korollar 15.1. Es sei ein nicht atomares MaJ3 µ mit nicht kompaktem Triiger 
gegeben und {xn} eine dµ-glv. Folge in X. Dann existiert eine dµ-integrierbare 
FunktionjER+ (X) derart, daft 
1 N 
li~_,8~P N nz;/(xn) = 00 . 
Zwecks Vereinfachung der Sprechweise bedienen wir uns folgender Defi-
nition: 
Definition 4. Es sei µE 91 und eine Falge ~ = { xn} in X gegeben. Eine Borel-
meJ3bare komplexwertige Funktionf auf X heifit (~, dµ)-summierbar, wennf dµ-
integrierbar ist und 
gilt. 
Die Folge ~ ist also genau dann dµ-glv. in X, wennjede Funktion/ER+ *(X) 
(~, dµ)-summierbar ist. Unter den Voraussetzungen von Korollar 15.1 gibt es 
aber stets eine integrierbare Funktion /ER+ (X), die nicht (~, dµ)-summier-
bar ist. 
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Besitzt das MaB µE91 einen kompakten Trager T(µ) und ist die dµ-glv. 
Folge ( ={xn} in T(µ) enthalten (solche Folgen gibt es stets), dann trifft die 
Aussage von Korollar 15.1 sicher nicht mehr zu, da jede Funktionf EC (X) auf 
T(µ) stetig und beschrankt, also auch ((, dµ)-summierbar ist. DaB auch die 
andere Voraussetzung (µ nicht atomar) in Korollar 15.1 nicht einfach fallen 
gelassen werden kann, zeigt das folgende Beispiel. 
Es sei X die Menge aller nattirlichen Zahlen in der diskreten Topologie und 
µE91 definiert durch 1 
µ({k})= 2k (l~k<oo). 
Die Menge aller integrierbaren komplexwertigen Funktionen ist einfach die 
die Menge aller Folgenf von komplexen Zahlen, fiir die die Reihe 
J lf(x)I dµ(x)= f If(:)! 
X k=l 2 
konvergiert. Beispielsweise ist die durchf(k)=2k/k2 definierte Funktion auf X 
unbeschrankt (es gilt sogar lim/(k)=oo), aber dµ-integrierbar. 
k • a:, 
Wir definieren die Folge (={xn} in X folgendermaBen: 
allgemein 
(26) 
Xzm- 1 = 1 fiir alle m~ 1 
Xz(Zm-t)=2 fiir alle m~l 
x 4 czm-1)=3 fiir alle m~l 
Xzk-1(zm-i)=k fiir alle m~l, k~l. 
Da jede natlirliche Zahl n auf genau eine Weise in der Form 
n=2k- 1 (2m-1) (m~l, k~l) 
geschrieben werden kann, ist die Folge ( <lurch (26) wohldefiniert. Ist k~ I 
gegeben, dann gilt (fiir die einpunktige Menge {k}) 
A((; {k}; N)=m fiir 2k- 1 (2m-1)~N <2k- 1 (2m + 1) 
(m ~ 1 ), und fiir solche N weiter 
m < A((; {k};N) < m 
2k- 1 (2m+1) N - 2k- 1 (2m-1)' 
-1 A((;{k};N) __!_< 1 
also 2k(2m+l) < N 2'' - 2k(2m-1)' 
(27) I A((;t};N) _!_I< 1 fiir 2k- 1 (2m-1)~N<2k- 1 (2m+1). 
2k = 2k(2m-1) 
Insbesondere gilt 
(28) fiir alle N ~ 1 . 
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Fiir N"?,.2k-l folgt dies aus (27), wenn wir m <lurch 1 ersetzen, ftir N<2k-l ist 
A(~; {k}; N)=O und (28) daher ebenfalls erfiillt. 
Es sei nun f eine beliebige komplexwertige d µ-integrierbare Funktion auf X 
und e>O willkiirlich gegeben. Wir wahlen erst k 0 so gro13, da13 
gilt. Da bei gegebenem k in (27) mit N auch m gegen oo wachst, ki:innen wir 
einen Index N 0 derart finden, da13 
1 I< 8 2k = ko(l+lf(k)\) ftir alle N "?,.NO und fiir 1 ~ k~ k0 
Also ist die Funktionf(~, dµ)-summierbar. 
In einem lokal kompakten nicht kompakten Hausdorffschen Raum X gibt 
es stets cine abzahlbare Menge { ak: I ~ k < oo} ohne Haufungspunkte. Identi-
fizieren wir die natiirliche Zahl k mit dem Folgenglied ak und iibertragen wir 
die eben angestellten -Oberlegungen auf das durch 
1 
µ({ak})=,z fur alle k"?,.1 
2 
auf X definierte rein atomare MaB µE91, dann erhalten wir: In einem lokal 
kompakten, nicht kompakten Hausdorff schen Raum X gibt es stets ein rein 
atomares Maj3 µE91 mit nicht kompakten Trager und eine dµ-glv. Folge ~={xn} 
derart, daj3jede dµ-integrierbare komplexwertige Funktion (~, dµ)-summierbar ist. 
Fiir eine reellwertige Funktion f auf X schreiben wir wie iiblich 
lim f(x)=oo, 
x • oo 
falls f auBerhalb geeignet gewahlter kompakter Mengen <lurch beliebig groBe 
positive Konstanten nach unten beschrankt ist. 
Satz 16. Es sei µE91 gegeben und ~={xn} eine in X dµ-glv. Folge. Dann gibt 
es eine (~, dµ)-summierbare Funktionf ER+ (X) derart, daj3 Iimf(x) = co. 
x • oo 
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Beweis. Wahrend es im Beweis von Satz 15 darauf ankam, eine Funktion zu 
konstruieren, die auf den Gliedern der Folge ~ moglichst haufig hinreichend 
groBe Werte annahm, konstruieren wir nun eine Funktion die auf den Gliedern 
der Folge ~ so selten groBe Werte annimmt, daB diese die Schwankung der 
Folge 
nicht stark beeinflussen konnen. 
Wir setzen wie im Beweis von Satz 15 
und konnen ohne Einschrankung der Allgemeinheit voraussetzen, daB der 
Rand jeder Menge Vm das MaB Null hat. Wegen 
k 
Wk\Wkc U (Y,,\Vi) 
m=l 
trifft dasselbe fiir jede Menge Wk zu. Wir bestimmen wieder induktiv eine 
Teilfolge {Wk.} und eine Folge von Urysohn-Funktionenf.ER+ (X) und setzen 
k 1 =1 undj1 (x)=l fiir alle xEX. AuBerdem wahlen wir N 1 ;::=;1 so groB, daB 
I 
A(~;Nw;; N) j µ(WD <1 
gilt. 
Es seien die Indizes k1 <k2 <···<k,, die Zahlen N1 <N2 <···<N, und die 
Urysohn-Funktionenf1 ;:;,;/2 ;:;,; ... ;:;,;J, in R+ (X) bereits so gewahlt, daB folgende 
Bedingungen erfiillt sind: 
1) XnEWk, fiir 1;£n;£N.- 1 (1;£s;£r), 
2) wk,_,cWk. (1;£s;£r), 
3) µ(W,')<-1- (1:c;_s;£r), ks = 2•-1 
4) f.(x)={Q filr XE Wks-1 (1;£s;£r), 
1 fti.r Xff Wks 
1
1 N I 1 
5) N J/.Cxn)- j J.(x) d µ(x) I< 7 filr alle N;:;,;N, (1;£s;£r), 
6) I A(~; :L; N) µ(WL)j< ! filr alle N ;:;=; N, 
(fiir s = 1 ist Bedingung 1) leer und Bedingung 2) und 4) erfiillt, wenn wir formal 
Wk0 =0 setzen). Wir bestimmen zunachst den Index k,+ 1 >k, so, daB die Be-
dingungen 1)-3) filr r+ 1 an Stelle von s erfilllt sind und dann die Urysohn-
Funktion f,+ 1 ER+ (X) so, daB Bedingung 4) auch filr r+l an Stelle von s 
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erflillt ist. Insbesondere gilt dannf,+ 1 ~/,. SchlieBlich wahlen wir den Index 
N, + 1 > N, so, daB 5) und 6) fur r + I an Stelle von r erfiillt sind. 
Wir setzen nun 
(X) 
f(x) = L f.(x) • 
s= 1 
Da die Folge {Wk.} <lurch EinschlieBung vollsti.indig geordnet ist, folgt aus 4) 
r 
(29) f(x)= L fs(x) fiir alle XE wk, . 
s=l 
Wir ersehen daraus, daB f auf ganz X nichtnegativ reellwertig und stetig ist. 
Fiir alle xrf=Wk, giltf(x);:;;r, woraus 
lim f(x)= oo 
folgt. AuBerdem ist/ wegen der Abschatzung 
co co 
JJ(x)dµ(x)= I; JJ.(x)dµ(x)~1+ I;µ(W{J~3 
X s= 1 X s= 1 
integrierbar. 
Ist N;:;;I gegeben, dann ist r <lurch die Ungleichung N,~N<N,+ 1 ein-
deutig bestimmt. Wir erhalten we gen Bedingung 1) und (29) 
1 N 1 N r+2 
N n"[:/Cxn)= N n"f1 s"[:/.Cxn) 
3 1 ~ J f(x)dµ(x)+-+ 
2
,_ 2 • X r 
Da mit N auch r gegen oo strebt, folgt 
1 N 
;~~ sup N J/Cxn)~ j f(x) dµ(x), 
und hieraus in Verbindung mit (25) die Behauptung. 
Ist eine Funktion geR+ (X) gegeben, dann bezeichnen wir in Anlehnung 
an die fiir Funktionen einer reellen Veranderlichen gebri.iuchliche Schreibweise 
mit O(g) die Menge aller komplexwertigen Funktionen/ auf X, fiir die es eine 
von f abhi.ingige kornpakte Menge A I und eine ebenfalls von f abhi.ingige 
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positive Konstante c I derart gibt, daB 
fur alle x e Af 
gilt. 
Satz 17. Es sei µem gegeben und ~={xn} eine dµ-glv. Falge in X. Ferner 
sei die Funktion geR+ (X) (~, dµ)-summierbar. Dann ist auch jede Funktion 
feO(g)n C(X) (~, dµ)-summierbar. 
Beweis. Es geniigt die Behauptung fur Funktionenf eO(g) n R+ (X) nach-
zuweisen. Es sei solch eine Funktionf und ein e>O gegeben, sowie A eine 
kompakte Menge in X und c eine positive Konstante mit folgenden Eigen-
schaften 
f(x) ~ cg(x) fur alle xeA', 
e J g(x)dµ(x)<-. 
A' C 
Ferner sei die Urysohn-Funktion heL + (X) so gewahlt, daB 
h(x)=l furallexeA. 
Dann gilt wegen g=gh+g(l-h) und gheL + (X) 
;~ ~ J
1 
gn(xn)(l-h(xn))= ~~ ~ J
1 
g(xn)-;~ ~ J
1 
g(xn) h(xn) 
= J g(x)dµ(x)- J g(x)h(x)dµ(x) 
X X 
= J g(x)(l-h(x))dµ(x) 
X 
e ~ J,g(x) dµ(x)<-, 
A;' C 
also 
1 N 1 N 1 N 
;~sup N J./Cx)= ;~ N J./Cxn) h(xn)+ ;~sup N J./Cxn)(l-h(xn)) 
~ J f(x) h(x) dµ(x) +s 
X 
~ J f(x) dµ(x)+e. 
X 
Da e>O beliebig gewahlt war, folgt hieraus in Verbindung mit (25) die Be-
hauptung. 
Sind endlich viele (~, dµ)-summierbare Funktionen/1 , ... Jm in R+ (x) ge-
geben, dann ist auch ihre Summe 
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(~, dµ)-summierbar und damit auch jede Funktion der Klasse 0(/) n C(X), 
die sicher jede der Klassen 0(fk)n C(X) (1 ~k~m) umfa13t, im allgemeinen 
aber gr6Ber als ihre Vereinigung sein wird. Dieses Resultat laBt sich in folgen-
der Weise auf den Fall einer abzahlbaren Menge von (~, dµ)-summierbaren 
Funktionen/keR+ (X) iibertragen: 
Satz 18. Es sei µdl gegeben und ~={xn} eine dµ-glv. Folge in X, sowie {fk} 
eine Folge von (~, dµ)-summierbaren Funktionen in R+ (X). Dann gibt es eine 
(~, dµ)-summierbare FunktionfeR+ (X) derart, daf3f1ce0(f)fur alle k~ 1. 
Beweis. Wie im Beweis von Satz 14 setzen wir 
m=l 
Fiir jede Funktion geR+ (X) definieren wir 
II g 11,=sup {I g(x) I: XE W.} 
Ferner sei 
(s~ 1). 
ak= !~~ I~ JJk(xn)- j f,,(x) dµ(x)/ (k~ 1). 
Da jede Funktion/k (~, dµ)-summierbar ist, ist ak endlich. 
Wir wahlen zunachst eine monoton gegen O konvergierende Folge positiver 
Zahlen ck derart, daB 
(30) 
und 
00 
L cd A(x) dµ(x)< oo 
k=l X 
~; 00 
L ck ak< oo 
k= 1 
gilt. Wir bestimmen nun induktiv eine Teilfolge {ck.} (k1 <k2 < .. ·<k8 <··-), 
fur die 
(31) 1 Ck<-----
• 25 (1 + !Ifs 11s) fiir alle s~l 
erfiillt ist und betrachten die Funktion 
Auf jeder Menge W, (s ~ I) ist/ we gen (31) eine gleichmaBig konvergente Reihe 
stetiger Funktionen, also ist f auf ganz X nichtnegativ reellwertig und stetig. 
We gen ck. '2 cs und (30) ist f integrierbar und 
00 J f(x) dµ(x)= 2:C1<J f,(x)dµ(x) 
X s=l X 
00 
~ 2, c.J f.(x) dµ(x). 
s=l X 
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Es sei e > 0 gegeben und r ~ I so bestimmt, daB 
00 00 
L ck. (Ts~ I cs O"s<e 
s=r+ 1 s=r+ 1 
gilt. Da jede Funktion f. (~, dµ)-summierbar ist, existiert ein N 0 ~ 1 derart, 
daB fur jedes s~r 
1
1 N I e 
N L f.(xn)- J fs(x) dµ(x) <-n=l x rck, fur alle N~N0 
gilt. Es folgt 
I~ J./Cxn)-J f(x) dµ(x)\ 
e S,.r·-+e=2e 
- r 
flir alle N~N0 • 
Also ist/ (~, dµ)-summierbar. AuBerdem gilt 
fs~-}--J, 
k, 
womit alles bewiesen ist. 
7. Unbeschrankte MaJJe 
Wir betrachten nun ein nicht notwendigerweise normiertes nicht triviales 
BorelmaB µ auf X. 1st µ endlich, dann ist das MaB 
, 1 
µ = µ(X) µ 
normiert. Ist die Folge ~={xn} in X dµ'-glv., dann gilt 
I~ µc:) J.J(xn)= j f(x) dµ(x) 
flir alle (~, -3J!__)-summierbaren Funktionen /, insbesondere fur alle be-
µ(X) 
ziiglich µ R-integrierbaren reellwertigen Funktionen auf X. 
Um die Integration auch im Falle eines unendlichen MaBes µ auf die 
Durchschnittsbildung iiber Funktionswerte auf Elementen einer Folge ~ in X 
zuriickfiihren zu konnen, gehen wir wie in Abschnitt 3 zu einem mit µ aqui-
valenten MaB µ' iiber. Um die Satze der vorangehenden Abschnitte anwenden 
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zu konnen, miissen wir aber sicherstellen, da13 die Radon-Nikodym-Ableitung 
h=dµ'/dµ und die zu ihr inverse Funktion 1/h stetig sind ([5], §31, §32). 
Hilfssatz 3. Es sei µEWc gegeben. Dann existiert eine uberall positive Funk-
tion hER+ (X) derart, daJJ 
J h(x) dµ(x)= 1. 
X 
Beweis. Fiir jedes VnEID sei hnEL + (X) eine Urysohn-Funktion, die auf Vn 
positiv ist. Ferner sei { ctn} eine Folge positiver Zahlen mit folgenden Eigen-
schaften: 
Die Funktion 
00 
00 
Lan< oo' 
n=1 
L anJ hn(x)dµ(x)<oo. 
n= 1 X 
ist iiberall positiv, integrierbar und als Summe einer gleichma13ig konvergenten 
Reihe stetiger Funktionen selbst stetig. Das Integral 
J h'(x) dµ(x) 
X 
ist sicher positiv, also besitzt die Funktion 
h= l h' J h'(x) dµ(x) 
X 
die verlangten Eigenschaften. 
Ist µ endlich, dann konnen wir einfach 
1 h=-~ 
ft(X) 
setzen. Ist µ unendlich, dann ist die Funktion h sicher nicht konstant. Durch 
geeignete Wahl der Funktionen hn konnen wir stets erreichen, daB him Unend-
lichen verschwindet. Beispielsweise konnen die Funktionen hn infolge des Zu-
sammenfallens von Borel- und Baire-Mengen in X und X* so gewahlt werden, 
daB sie auBerhalb von Vn verschwinden ([5], §50 C, E, §51 D). Dann gilt 
00 00 N 
h'(x)= L an hn(x)~ L an fur alle X ¢ u vn; 
n=N+l n=N+l n=1 
also wird auch h au13erhalb geeigneter kompakter Mengen beliebig klein. 
Ist µeWc gegeben und h wie in Hilfssatz 3, dann ist das <lurch 
µ'(E)= J h(x) dµ(x) fiir alle Ee)!, 
E 
186 GILBERT HELMBERG: 
definierte BorelmaB µ' normiert. Es existiert nach Satz 14 sicher eine dµ'-glv. 
Folge ~={xn} in X. Fur diese gilt dann 
(32) 
1 N 
~~ N J
1 
g(xn)= j g(x) h(x) dµ(x) fur alle gEO(l) n C(X), 
sogar fur alle bezilglich µ' R-integrierbaren reellwertigen Funktionen g auf X. 
Setzen wir in (32) f = g h, dann erhalten wir 
(33) lim N1 f tcXn)L= Jf(x)dµ(x). 
N-oo n=1 Xn X 
Satz 19. Es sei µE9Jl gegeben und h wie in Hilfssatz 3, sowie ~={xn} eine 
Folge in X. Diefolgenden Aussagen sind aquivalent: 
a) Die Falge~ ist h dµ-glv. 
b) (33) gilt fur allefEL(X). 
c) (33) giltfur allejEO(h)nC(X). 
d) (33) gilt fur alle bezuglich µ R-integrierbaren reellwertigen Funktionen 
/EO(h). 
Beweis. Ist ~ h dµ-giv. und/EO(h) n C(X) gegeben, dann gilt fur die Funk-
tion g= f/hEO(l) n C(X) die GI. (32), also fur f =gh die Gl. (33). Dies zeigt die 
Implikation a) =>c). Wegen L(X) cO(h) n C(X) folgt b) aus c). Ist b) erfiiJlt 
und gEL(X) gegeben, dann gilt (33) filr die Funktion/=ghEL(X), was auf die 
Gl.(32) filhrt. Also trifft (32) fur alle Funktionen gEL(X) zu und ~ ist h dµ-glv. 
Ist a) erfilllt und die Funktion/EO(h) beztiglich µ R-integrierbar (also auch 
dµ-integrierbar), dann konnen die/ einschriinkenden Funktionen in R*(X) 
<lurch solche in h. R*(X) ersetzt werden, d.h. die Funktion g= f/h ist bezilglich 
µ' R-integrierbar. Da (32) fiir die Funktion g gilt, erhalten wir (33) flir die 
Funktion/. Umgekehrt folgt aus der Gilltigkeit von d) die Giiltigkeit von b), 
womit alles bewiesen ist. 
Der Trager eines unendlichen BorelmaBes µ ist sicher nicht kompakt. Ist µ 
nicht atomar, dann gibt es nach Korollar 15.1 zujeder h dµ-glv. Folge ~={xn} 
in X stets eine h dµ-integrierbare Funktion geR+ (X) derart, daB 
1 N 
lim sup N I g(xn)= oo 
.N • oo n~l 
gilt. Setzen wir f=gh, dann ist/ER+ (X) dµ-integrierbar und 
Im allgemeinen ist es also nicht moglich, die Folge ~ so zu wiihlen, daB (33) 
fur alle dµ-integrierbaren Funktionen in C(X) zutrifft. Ein Gegenstiick zu 
dieser Aussage liefert der folgende Satz. 
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Satz 20. Es sei µEIJR gegeben und gER+ (X) dµ-integrierbar. Dann gibt es 
eine Funktion h wie in Hilfssatz 3 derart, da/3 fur jede h d µ-glv. Folge { xn} in X 
lim Nl I fh((xn)) = J f(x) dµ fur alle f EO(g) n C(X) 
N->oo n= 1 Xn X 
gilt. 
Beweis. Wir wahlen zuerst eine Funktion h1 wie in Hilfssatz 3 und setzen 
h- h1 +g 
- l+Jg(x)dµ(x) · 
X 
Dann ist auch h eine Funktion von der in Hilfssatz 3 beschriebenen Art. Es 
sei nun die Folge {xn} in X h dµ-glv. und die FunktionfEO(g)n C(X) gegeben. 
Dann ist die Funktion 
f 
h1 +g 
beschrankt und 
l{I = h~~g (1+jg(x)dµ(x));£K(l+jg(x)dµ(x)). 
Also liegtf in O(h) und aus Satz 19 c) folgt die Behauptung. 
Fiir eine dµ-integrierbare FunktionfEC(X) gilt (33) genau dann, wenn die 
Funktionf/h (~, h d µ)-summierbar ist. In Erganzung zu Satz 19 lassen sich daher 
aus den Satzen 16, 17 und 18 die folgenden Aussagen ableiten: 
Satz 21. Es sei µE'1R gegeben, h wie in Hi[fssatz 3 und {xn} eine in X h dµ-glv. 
Folge. 
a) Es gibt stets eine dµ-integrierbare Funktionf ER+ (X),fur die sowohl 
als auch 
gilt. 
lim f(x) = oo 
x • oo h(x) 
b) Gilt fur eine dµ-integrierbare Funktion gER+ (X) 
lim ~ I hg((xn)L=J g(x)dµ(x), 
N->oo n=l Xn X 
dann gilt auch 
lim Nl I fh((xn2_) = Jj(x) d µ(x) 
N • oo n = 1 Xn X 
fur allefEO(g)nC(X). 
c) Es sei {fk} c R + (X) eine Folge d µ-integrierbarer Funktionen, fur die 
1. 1 ~ fk(xn) J + ( ( ) f ll N~N n~l h(xn) =xJk x)dµ x ur a e k~l 
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gilt. Dann gibt es eine dµ-integrierbare FunktionjER+ (X)Jur die 
lim Nl I hf((xn)L= J j(x) dµ(x) 
N • oo n=l Xn X 
undjkEO(j)fur alle k~l gilt. 
Von Interesse ist noch der Fall eines auf der a-Algebra aller Borelmengen 
gegebenen MaBes µ, <las moglicherweise auch auf kompakten Mengen den 
Wert oo annimmt. Ein Beispiel hierflir ist etwa <las auf der Zahlengeraden <lurch 
µ(E)=f~dx ftir alle EEm \x1 
E 
definierte MaB µ oder, im Falle eines unendlichen BorelmaBes µ auf X, das in 
Abschnitt 5 eingefiihrte MaB µ* auf X*. 
Hilfssatz 4. Es sei ein Mafi µ auf m gegeben und die Menge YcX definiert 
durch 
Y={yEX:µ(V)= oo fur jede Umgebung V von y}. 
Dann ist Y abgeschlossen in X und die Einschrankung µ 1 von µ auf den lokal 
kompakten Unterraum X 1 =X\Y von X ein Borelmafi auf X 1 • 
Beweis. Es sei YE Y und V eine beliebige Umgebung von y. Dann ist V 
auch Umgebung mindestens eines Punktes von Y und daher µ(V)= oo. Es 
folgt ,YE Y und Y = Y. Die Menge X1 =X\Y ist offen in X und daher lokal 
kompakt in der relativen Topologie. Offenbar genligt auch X1 dem zweiten 
Abzahlbarkeitsaxiom. Eine in X1 kompakte Menge E ist auch kompakt in X, 
daher ist µ 1 jedenfalls auf den Borelmengen von X1 definiert. Jeder Punkt 
in E besitzt mindestens eine offene Umgebung von endlichem MaB. Da bereits 
endlich viele hiervon E iiberdecken, ist auch µ 1 (E) endlich und µ 1 ein BorelmaB 
auf X1 • 
Flir jede dµ-integrierbare Funktion/eC(X) gilt notwendigerweise/(y)=0 
fiir alle yE Y, also auch 
Jj(x) dµ(x)= J f(x) d µ 1 (x). 
X X1 
Wir konnen die Integration dµ-integrierbarer stetiger Funktionen also auf 
Integration liber den lokal kompakten Raum X1 zuriickfiihren und hierauf die 
bisher abgeleiteten Satze anwenden. Insbesondere konnen wir die auf X1 
positive und stetige integrierbare Funktion h so konstruieren, daB sie als Funk-
tion auf X1 im Unendlichen verschwindet, also stetig auf X fortgesetzt werden 
kann. Unter anderem erhalten wir folgendes Resultat: 
Satz 22. Es sei ein Mafi µ auf m gegeben und Y wie in Hilfssatz 4. Dann 
gibt es eine nur au/ Y verschwindende dµ-integrierbare Funktion hER+ (X) und 
eine Falge {xn} in X\Y derart, dafi 
lim___!__ I, f(xn'J_=SJ(x)dµ(x) fur allejEO(h)nC(X), 
N • oo N n= 1 h(xn) X 
speziell also fur alle f EL(X\ Y) gilt. 
Gleichverteilte Folgen in lokal kompakten Riiumen 189 
Literatur 
[1] C!GLER, J.: Folgen normierter MaBe auf kompakten Gruppen. Z. Wahrscheinlichkeits-
theorie 1, 3-13 (1962). 
[2] CoRPUT, J. G. VAN DER: Verteilungsfunktionen, 1-8. Proc. Akad. Amsterdam 38, 
813-821, 1058-1066 (1935); 39, 10-19, 19-26, 149-153, 339-344, 489-494, 
579- 590 (1936). 
[3] ECKMANN, B.: Uber monothetische Gruppen. Commentarii math. Helvet. 16, 249- 263 
(1943/44). 
[4] FoRTET, R.: Recent advances in probability theory. Surveys in applied mathematics IV. 
Some aspects of analysis and probability. New York: John Wiley & sons 1958. 
[5] HALMOS, P.R.: Measure Theory. New York: Van Nostrand 1956. 
[6] HARTMAN, S., u. C. RYLL-NARDZEWSKr: Zur Theorie der lokal kompakten abelschen 
Gruppen. Colloquium Math. 4, 157-188 (1957). 
[7] HLAWKA, E.: Folgen auf kompakten Riiumen. Abh. math. Sem. Univ. Hamburg 20, 
223-241 (1956). 
[8] - Uber C-Gleichverteilung. Ann. Mat. pura appl., IV. Ser. 49, 311-326 (1960). 
[9] - Funktionen von beschriinkter Variation in der Theorie der Gleichverteilung. Ann. 
Mat. pura appl., IV. Ser. 54, 325- 333 (1961). 
[10] - Geordnete Schiitzfunktionen und Diskrepanz. Math. Annalen 150, 259-267 (1963). 
[JJ] KoKSMA, J. F.: Ein allgemeiner Satz der Theorie der Gleichverteilung mod 1. Mathe-
matica, Zutphen B 11, 7-11, 49-52 (1942). 
[12] SCHOENBERG, I.: Uber die asymptotische Verteilung reeller Zahlen mod 1. Math. Z. 
28, 171-199 (1928). 
13] WEYL, H.: Uber die Gleichverteilung von Zahlen mod 1. Math. Ann. 77, 313-352 
(1916). 
Mathematisch Centrum, Amsterdam (Niederlande) 
( Eingegangen am 24. April 1964) 
Mathernatische Zeitschrift, Bd. 86 13 
