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Abstract
We present a project of classification of a certain class of bihamiltonian 1+1
PDEs depending on a small parameter. Our aim is to embed the theory of Gro-
mov - Witten invariants of all genera into the theory of integrable systems. The
project is focused at describing normal forms of the PDEs and their local bi-
hamiltonian structures satisfying certain simple axioms. A Frobenius manifold
or its degeneration is associated to every bihamiltonian structure of our type.
The main result is a universal loop equation on the jet space of a semisimple
Frobenius manifold that can be used for perturbative reconstruction of the in-
tegrable hierarchy. We show that first few terms of the perturbative expansion
correctly reproduce the universal identities between intersection numbers of Gro-
mov - Witten classes and their descendents.
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1 Introduction
In this paper we study the structure of integrable systems of evolutionary PDEs with
one spatial variable of the form
uit =
n∑
j=1
Aij(u)u
j
x + perturbation, i = 1, . . . , n. (1.1)
The basic example of such a system is the celebrated Korteweg - de Vries equation (in
this example n = 1)
ut = u ux +
ǫ2
12
uxxx. (1.2)
Here ǫ is the parameter of the perturbation. Our aim is to develope an approach to
the problem of classification of such systems based on the deep relationship between
integrable systems and quantum field theory discovered in the last decade [11, 29, 81,
26, 65, 28, 145, 27, 146, 90]. The amazing discovery of E. Witten and M. Kontsevich of
the relationship between KdV and the topology of the moduli spaces of stable algebraic
curves opened a new dimension in the theory of integrable systems. The surprising
outcome of our classification project is that, at least at low orders of the perturbative
expansion, the topology of the moduli spaces M¯g,n of stable algebraic curves is “hidden”
in every integrable systems of our class.
Another motivation for our work was the wish to find a proper setup for the general
theory of Frobenius manifolds (cf. [78]). As it has been suggested in [51, 52, 43, 44]
(see also [146]) the right setting for the theory of semisimple Frobenius manifolds is
the theory of hierarchies of integrable PDEs.
Frobenius manifolds were introduced by one of the authors [38] as a coordinate-free
form of the WDVV associativity equations [145, 26]. We refer the reader to [41, 42, 84,
109] for the details of the theory of Frobenius manifolds. In the mathematical literature
Frobenius manifolds are best known in quantum cohomologies, i.e., in the theory of the
genus zero Gromov - Witten invariants of smooth projective varieties or, more generally,
of compact symplectic manifolds [91, 5, 128, 113], although many ingredients of the
theory of Frobenius manifolds already appeared in the singularity theory as a natural
geometrical structure on the base of the universal unfolding of an isolated hypersurface
singularity [129, 109, 83]. Another source of Frobenius manifolds is the geometry of
the orbit spaces of finite Coxeter groups [39, 40] and their generalizations [50, 7]. The
notion of flat coordinates on the orbit spaces discovered in [131, 130] was important
in these constructions. The Frobenius manifolds of the singularity theory and of the
theory of reflection groups are always semisimple. The origin of semisimplicity in
quantum cohomology is still to be understood [139, 44, 4].
In certain cases mirror symmetry constructions, or the Arnold - Brieskorn corre-
spondence between ADE Weyl groups and simple hypersurface singularities establish
relationships between different classes of examples of Frobenius manifolds. However,
4
the general unifying principle of the theory of Frobenius manifolds eventually covering
also the theory of Gromov - Witten invariants of higher genera is still missing.
Our suggestion is that, the right framework of the theory of Frobenius manifolds
of all genera is the theory of integrable PDEs along with all main ingredients of this
theory, i.e., bihamiltonian structures, tau-functions, Virasoro symmetries, W-algebras
etc. (an expert in the theory of integrable systems may have his own opinion about
how should this list of “main ingredients” be continued).
It has already been proven in [37] that all the genus zero topological recursion
relations for the so-called descendents can be correctly reproduced starting from an
arbitrary Frobenius manifold. Dispersionless integrable hierarchies were crucial in this
reconstruction theorem (see also [146]). Bihamiltonian structure for these hierarchies
was discovered in [39, 41]. The next important step has been done in [51]. It was
shown that also the genus one topological recursion relations [146] together with the
E. Getzler’s defining relation for elliptic Gromov - Witten invariants [72] can be re-
produced starting from an arbitrary semisimple Frobenius manifold. Using this result
the Virasoro conjecture of T. Eguchi et al. [56, 58, 59] was proved in [52] up to genus
one approximation (see also [101, 99, 74] for an alternative approach to the theory of
Virasoro constraints in quantum cohomology).
In [51] topology of [146, 72] was used to uniquely recover the first order integrable
perturbation of the dispersionless hierarchy of [37]. In principle this approach can
be extended also to higher genera (see [53] where the genus two topological recursion
relations and other identities in the cohomology of M¯g,n for g ≤ 2 [6, 73] were used in
order to compute the genus 2 free energy in topological sigma models with two primaries
and also [100] where a full system of equations for the genus two Gromov - Witten
potential has been obtained in the general case). We now want to change completely the
setting. Instead of using topology for constructing integrable hierarchies, as it was done
in [37, 51] we want to develope an approach to the problem of classification of integrable
hierarchies eventually reproducing all the universal identities between Gromov - Witten
invariants and their descendents of all genera even for those integrable hierarchies that
a priori have nothing to do with topology.
The main result of this paper is a system of four axioms of the theory of integrable
hierarchies of the form (1.1) that can be used as the basis of the classification of
these hierarchies. We prove that, under assumption of semisimplicity these axioms
allow to uniquely reconstruct the whole structure of the hierarchy starting from the
dispersionless limit ǫ → 0. We are also able to correctly reproduce, starting from our
axioms, essentially all known universal identities for the Gromov - Witten cocycles and
their descendents in H∗(M¯g,n) written as differential constraints for the tau-function
of the hierarchy. In particular, we prove the 3g − 2-conjecture of T. Eguchi and C.-
S. Xiong [59] and reproduce the correct shape of the Virasoro constraints, derive the
formulae for the genus 1 and genus 2 Gromov - Witten potential expressing them in
terms of the genus 0 one (cf. [78, 79]) etc. Let us emphasize again that, all this has
been done for an arbitrary semisimple Frobenius manifold. It remains an open problem
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to figure out what could be the meaning of our integrable hierarchies for other classes
of Frobenius manifolds, e.g., in the singularity theory.
To explain our axioms let us first recall some features of KdV crucial for our clas-
sification project.
One of the starting point of the KdV theory was the discovery [118] of an infinite
family of commuting evolutionary PDEs commuting with (1.2),
∂u
∂tj
= Kj(u, ux, . . . , u
(2j+1)),
∂
∂ti
∂u
∂tj
=
∂
∂tj
∂u
∂ti
(1.3)
with some polynomials Kj, j ≥ 0. For j = 0 one obtains the spatial translations
∂u
∂t0
=
∂u
∂x
,
for j = 1 (1.3) coincides with (1.2), other equations of the so-called KdV hierarchy
(1.3) are more complicated. E.g.,
∂u
∂t2
=
1
2
u2u′ +
ǫ2
12
(2u′u′′ + u u′′′) +
ǫ4
240
uV .
They are obtained by a suitable recursion procedure [118, 67]. The latter has been rep-
resented [104] in the bihamiltonian form: the equation of the hierarchy are considered
as flows on the space of functions u(x) hamiltonian w.r.t. two Poisson brackets { , }1
and { , }2
∂u
∂tj
= {u(x), Hj}1 =
(
j +
1
2
)−1
{u(x), Hj−1}2, (1.4)
{u(x), u(y)}1 = δ′(x−y), {u(x), u(y)}2 = u(x)δ′(x−y)+ 1
2
u′(x)δ(x−y)+ ǫ
2
8
δ′′′(x−y).
(1.5)
The crucial property in the definition of a bihamiltonian structure is compatibility of
the pair of the Poisson brackets:
a1{ , }1 + a2{ , }2
must be a Poisson bracket for arbitrary constant coefficients a1, a2. The Hamiltonians
are local functionals
Hj =
∫
hj(u, ux, . . . , u
(2j+2))dx
to be determined recursively from (1.4) starting from the Casimir
H−1 =
∫
u dx.
Explicitly,
h0 =
u2
2
+ ǫ2
u′′
12
, h1 =
u3
6
+
ǫ2
24
(u′2 + 2u u′′) + ǫ4
uIV
240
,
6
h2 =
u4
24
+
ǫ2
24
(u u′2 + u2u′′) +
ǫ4
480
(3u′′2 + 4u′u′′′ + 2u uIV ) +
ǫ6
6720
uV I .
This observation is the starting point of our study: what we are classifying is not
just a single integrable PDE (1.1) but a hierarchy of integrable PDEs produced by a
bihamiltonian recursion procedure. To say the same thing in a shorter way: we want
to classify bihamiltonian structures of integrable PDEs of the form (1.1). This distin-
guishes our approach from the symmetry analysis technique (see [134] and references
therein) or from the Painleve´ test (see [95] and references therein) proved to be pow-
erful in classification of integrable PDEs of low orders. Our approach differs also from
the perturbative method of V.E. Zakharov et al. (see [150] and references therein)
where nonlinear integrable perturbations of linear systems were studied.
We impose three additional constraints onto the bihamiltonian structure. The first
one is existence of a tau-function [17]. For the example of the KdV hierarchy this means
that, for an arbitrary solution u = u(x+ t0, t1, t2, . . .) of the hierarchy the densities of
the Hamiltonians can be represented in the form
hj(u, ux, . . . , u
(2j+2)) = ǫ2
∂2 log τ(x+ t0, t1, t2, . . .)
∂x ∂tj+1
(1.6)
for some function τ(x + t0, t1, t2, . . .). In particular, for j = −1 one obtains the well-
known formula
u = ǫ2
∂2 log τ
∂x2
.
Existence of a single tau-function is a rather strong restriction onto an integrable
hierarchy (cf. [115] where such a tau-function was constructed for generalized integrable
hierarchies of KdV and affine Toda type). This restriction corresponds to the choice
of a primitive conjugacy class [87] in the Weyl group in the setting of the theory of
generalized Drinfeld - Sokolov hierarchies.
According to the conjecture by E.Witten [146] proved by M.Kontsevich [90], the
logarithm of the tau-function of the particular solution of the KdV hierarchy specified
by the initial data
u|tj=0 = x,
log τ =
1
ǫ2
(
t30
6
+
t30 t1
6
+
t30 t
2
1
6
+
t30 t
3
1
6
+
t30 t
4
1
6
+
t40 t2
24
+
t40 t1 t2
8
+
t40 t
2
1 t2
4
+
t50 t
2
2
40
+
t50 t3
120
+
t50 t1 t3
30
+
t60 t4
720
+ . . .
)
+
(
t1
24
+
t21
48
+
t31
72
+
t41
96
+
t0 t2
24
+
t0 t1 t2
12
+
t0 t
2
1 t2
8
+
t20 t
2
2
24
+
t20 t3
48
+
t20 t1 t3
16
+
t30 t4
144
+ . . .
)
+ǫ2
(
7 t32
1440
+
7 t1 t
3
2
288
+
29 t2 t3
5760
+
29 t1 t2 t3
1440
+
29 t21 t2 t3
576
+
5 t0 t
2
2 t3
144
7
+
29 t0 t
2
3
5760
+
29 t0 t1 t
2
3
1152
+
t4
1152
+
t1 t4
384
+
t21 t4
192
+
t31 t4
96
+
11 t0 t2 t4
1440
+
11 t0 t1 t2 t4
288
+
17 t20 t3 t4
1920
+ . . .
)
+O(ǫ4)
coincides with the generating function of the intersection numbers of the Mumford -
Morita - Miller classes in H∗(M¯g,n). Here M¯g,n is the moduli space of stable algebraic
curves of genus g with n punctures,
log τ =
∑
ǫ2g−2Fg,
Fg =
∑
n
1
n!
tp1 . . . tpn
∫
M¯g,n
cp11 (L1) ∧ . . . ∧ cpn1 (Ln)
where Li is the tautological line bundle over the moduli space corresponding to the i-th
puncture. In this setting different powers of the small dispersion parameter ǫ in the
KdV correspond to the contributions of different genera g. In other words, the small
dispersion expansion coincides with the genus expansion. In the physical literature on
topological field theory the parameter ǫ is called string coupling constant.
The first two assumptions, i.e., existence of a bihamiltonian structure and of a
tau-function of the integrable hierarchy imply that the dispersionless limit ǫ → 0 is
described by a Frobenius manifold structure on the space of dependent variables of
the hierarchy (see Section 3.5 below) or by a degenerate Frobenius manifold structure.
The dispersionless hierarchy itself is reconstructed by the Frobenius manifold structure
according to the construction of [37] (we call it Principal Hierarchy in Section 3.6
below). The Principal Hierarchy possesses all the universal properties observed in
the theory of weak dispersive limits of integrable PDEs [47, 49, 35, 36, 93, 137, 10].
(We consider here only the formal geometric side of the theory of weakly dispersive
integrable PDEs. We refer the reader to the papers of P. Lax, D. Levermore, S.
Venakides, see [97] and references therein, for the analytic side of this theory. We hope,
however, that our geometric analysis could be useful also for the analytic theory.)
The next step is the main one: we are to reconstruct the full hierarchy (1.1) together
with the bihamiltonian structure starting from their dispersionless limit. (We do not
consider in this paper the hierarchies corresponding to degenerate Frobenius manifolds.
We plan to do it elsewhere.) The assumption of semisimplicity is to be added at this
point. From the point of view of integrable systems semisimplicity ensures complete
integrability, i.e., completeness of the family of commuting integrals (see Section 3.6.5
below). The last two axioms are used to provide uniqueness of the reconstruction.
The axiom 3 is the most disputable one. We call it quasitriviality of the hierarchy.
Before explaining this axiom we are to formulate in a more precise way the classification
problem. We study bihamiltonian PDEs depending on a formal small parameter ǫ
represented as a (formal) small dispersion expansion
uit =
n∑
j=1
Aij(u)u
j
x +
∑
k>0
ǫkKi[k](u; ux, . . . , u
(k+1)), i = 1, . . . , n (1.7)
8
where Ki[k](u; ux, . . . , u
(k+1)) is a polynomial in the derivatives weighted homogeneous
of the degree k + 1. It is understood that the m-th derivative ui
(m)
has degree m. We
classify these PDEs and their local bihamiltonian structures w.r.t. the Miura group of
transformations of the form
ui 7→ F i[0](u) +
∑
k>0
ǫkF i[k](u; ux, . . . , u
(k)) (1.8)
where the coefficients F i[k](u; ux, . . . , u
(k)) are homogeneous polynomials in the deriva-
tives of the degree k and
det
(
∂F i[0](u)
∂uj
)
6= 0.
The problem of classification can be presented as the problem of description of normal
forms of integrable PDEs w.r.t. the transformations (1.8). The Miura group acts
also on local translation invariant Poisson brackets of systems of the form (1.7). We
call them (0,n)-brackets (see the definition in Section 2.4.3 below). It turns out that,
at least over complex numbers all (0,n) Poisson brackets are equivalent w.r.t. Miura
group. This important technical step of our theory is based on the differential-geometric
theory, due to S.P. Novikov and B. Dubrovin [47] of the so-called Poisson brackets
of hydrodynamic type and also on the triviality of the Poisson cohomology of these
brackets proved by E. Getzler [75] and also by L. Degiovanni, F. Magri, V. Sciacca
[20] 1. The main object of our study is the problem of normal forms of bihamiltonian
structures of systems (1.7) w.r.t. the Miura group.
An integrable hierarchy (1.7) is called trivial if it can be obtained, together with
the underlined bihamiltonian structure, from the dispersionless limit ǫ = 0 by action
of a transformation of the form (1.8). It is called quasitrivial if the same is true w.r.t.
a transformation
ui 7→ F i[0](u) +
∑
k>0
ǫkF i[k](u; ux, . . . , u
(mk)) (1.9)
where the coefficients are rational functions in the derivatives. The quasitriviality prop-
erty seems to be unobserved even in the theory of the KdV equation (1.2). We prove
it in Section 3.8. The quasitriviality transforming the hierarchy of the dispersionless
KdV
ut = u ux
to the full KdV together with the bihamiltonian structure etc. reads
u 7→ u+ ǫ
2
24
(log ux)xx + ǫ
4
(
uIV
1152 u′2
− 7 u
′′u′′′
1920 u′3
+
u′′3
360 u′4
)
xx
+O(ǫ6). (1.10)
The reader easily recognizes in (1.10) the genus expansion of the topological gravity
written in the form suggested by R. Dijkgraaf and E. Witten [27] (see also [85, 55]).
1The problem of normal forms of Poisson brackets of PDEs was studied also in [114]. However, a
more general class of admissible transformations was considered. This simplified the solution of the
classification problem.
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So, with respect to the group of rational Miura transformations (1.9) the normal forms
of all our hierarchies are just the dispersionless Principal Hierarchies; the reducing
transformation (1.9) is the candidate for the role of the genus expansion.
Indeed, we prove that, choosing in a clever way the dependent variables of the
hierarchy the reducing transformation (1.9) is expressed via second derivatives of the
ǫ-expansion of the logarithm of the tau-function of the hierarchy. Moreover, we prove,
using that the Poisson pencil depends polynomially in the derivatives, that the latter
must have the form
log τ = ǫ−2F0 +
∑
g≥1
ǫ2g−2Fg(u; ux, . . . , u(3g−2)). (1.11)
The terms with g ≥ 1 of the expansion of the reducing transformation do not depend
on the choice of solution of the hierarchy. In the setting of topological sigma-models
(1.11) coincides with the so-called 3g − 2-conjecture of [59] (see also [53]).
The last axiom is used to uniquely fix the terms of the expansion (1.11). It is
based on study of symmetries of the integrable PDEs. First we prove, in Section 3.10.1
that the Principal Hierarchy always admits a rich algebra of infinitesimal symmetries
isomorphic to the half of the Virasoro algebra. Due to quasitriviality these symmetries
can be lifted to Virasoro symmetries of the full hierarchy. We require that the gener-
ators of the action of the half of the Virasoro algebra by symmetries of the hierarchy
act linearly onto the tau-function of the hierarchy. For the KdV example the action of
the generators of the Virasoro algebra by symmetries of the hierarchy is given by the
following formulae [26, 65]
δmτ = Lmτ, m ≥ −1 (1.12)
where
L−1 =
∑
p≥1
tp∂p−1 +
1
2ǫ2
t20
L0 =
∑
p≥0
(
p+
1
2
)
tp∂p +
1
16
L1 =
∑
p≥0
(
p+
1
2
)(
p+
3
2
)
tp∂p+1 +
ǫ2
8
∂20
L2 =
∑
p≥0
(
p+
1
2
)(
p+
3
2
)(
p+
5
2
)
tp∂p+2 +
3 ǫ2
8
∂0∂1
. . .
with ∂k =
∂
∂tk
. The Witten - Kontsevich tau-function (1.7) is uniquely specified [88] by
the following system of Virasoro constraints
Lmτ =
m+1∏
j=1
(
j +
1
2
)
∂m+1τ, m ≥ 0 (1.13)
L−1τ = ∂0τ.
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We call this last axiom linearization of the Virasoro symmetries. A surprizingly
looking consequence of this axioms says that, under certain assumption of monotonic-
ity the tau functions of all analytic solutions to our hierarchies are annihilated by
an appropriate linear combination of the Virasoro symmetries and the flows of the
hierarchy.
We also use the axiom of linearization of the Virasoro symmetries to define a set of
defining equations for our integrable hierarchies. Using universality of the coefficients
of expansion of
∆F(u; ux, uxx, . . . ; ǫ2) =
∑
g≥1
ǫ2g−2Fg(u; ux, . . . , u(3g−2)) (1.14)
we derive a kind of loop equation (3.10.113) for the function (1.14) on the jet space
(regarding loop equations and their applications in matrix models and in topological
gravity see [1, 26, 65]). Universality of ∆F as a function on the jet space is used in
order to develop a machinery of perturbative solution of loop equation. In particular
it allows to fix ambiguities inavoidable in the standard approach to the loop equation
[107] and to prove uniqueness of the reconstruction of the integrable hierarchy starting
from an arbitrary semisimple Frobenius manifold.
2 Normal forms of Hamiltonian structures of evo-
lutionary systems
2.1 Brief summary of finite-dimensional Poisson geometry
Let P be a N -dimensional smooth manifold. A Poisson bracket on P is a structure of
a Lie algebra on the ring of functions F := C∞(P )
f, g 7→ {f, g},
{g, f} = −{f, g}, {af + bg, h} = a{f, h}+ b{g, h}, a, b ∈ R, f, g, h ∈ F (2.1.1)
{{f, g}, h}+ {{h, f}, g}+ {{g, h}, f} = 0 (2.1.2)
satisfying the Leibnitz rule
{fg, h} = f{g, h}+ g{f, h}
for arbitrary three functions f, g, h ∈ F . In a system of local coordinates x1, . . . , xN
the Poisson bracket reads
{f, g} = hij(x) ∂f
∂xi
∂g
∂xj
(2.1.3)
(summation over repeated indices will be assumed) where the bivector hij(x) = −hji(x)
= {xi, xj} satisfies the following system of equations equivalent to the Jacobi identity
(2.1.2)
{{xi, xj}, xk}+{{xk, xi}, xj}+{{xj, xk}, xi} ≡ ∂h
ij
∂xs
hsk+
∂hki
∂xs
hsj+
∂hjk
∂xs
hsi = 0 (2.1.4)
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for any i, j, k. Such a bivector satisfying (2.1.4) is called Poisson structure on P .
Clearly any bivector constant in some coordinate system is a Poisson structure.
Vice versa [98], locally all solutions to (2.1.4) of the constant rank 2n = rk(hij) can be
reduced, by a change of coordinates, to the following normal form
h =
(
h¯ 0
0 0
)
(2.1.5)
with a constant nondegenerate antisymmetric 2n × 2n matrix h¯ = h¯ab. That means
that locally there exist coordinates y1, . . . , y2n, c1, . . . , ck, 2n+ k = N , s.t.
h¯ab = {ya, yb}
and
{f, cj} = 0, j = 1, . . . k (2.1.6)
for an arbitrary function f .
For the case 2n = N the inverse matrix (hij(x)) = (h
ij(x))
−1
defines on P a
symplectic structure
Ω =
∑
i<j
hij(x)dx
i ∧ dxj , Ωn 6= 0.
For 2n < N one obtains on P a structure of symplectic foliation P = ∪c0Pc0, c0 =
(c10, . . . c
k
0), of the codimension k = N − 2n
Pc0 := {x | c1(x) = c10, . . . , ck(x) = ck0}. (2.1.7)
The independent functions c1(x), . . . , ck(x) defined in (2.1.6) are called Casimir func-
tions, or simply Casimirs of the Poissson structure. Every leaf Pc0 is a symplectic
manifold, and the restriction map C∞(P ) → C∞(Pc0) is a homomorphism of Lie alge-
bras.
Example 2.1.1 Let g be n-dimensional Lie algebra. The Lie - Poisson bracket on the
dual space P = g∗ reads
{xi, xj} = cijk xk. (2.1.8)
Here cijk are the structure constants of the Lie algebra. The Casimirs of this bracket
are functions on g∗ invariant with respect to the co-adjoint action of the associated Lie
group G. The symplectic leaves coincide with the orbits of the coadjoint action with the
Berezin - Kirillov - Kostant symplectic structure on them.
An arbitrary foliation P = ∪φ0Pφ0 of a codimension m represented locally in the
form
Pφ0 = {x | φ1(x) = φ10, . . . , φm(x) = φm0 }
will be called cosymplectic if the m × m matrix {φa, φb} does not degenerate on the
leaves. In this situation a new Poisson structure { , }D can be defined on P s.t. the
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functions φa(x) are Casimirs of { , }D. This is the Dirac bracket given explicitly by
the formula
{f, g}D = {f, g} −
∑
a,b
{f, φa}{φa, φb}−1{φb, g}. (2.1.9)
It can be restricted in an obvious way to produce a Poisson structure on every leaf.
The restriction map
(C∞(P ), { , })→ (C∞(Pφ0), { , }D)
is a homomorphism of Lie algebras.
A Poisson bracket defines an (anti)homomorphism
F → V ect(P )
H 7→ XH := {·, H}, (2.1.10)
[XH1 , XH2] = −X{H1,H2}.
XH is called Hamiltonian vector field. The corresponding dynamical system
x˙i = hij(x)
∂H
∂xj
(2.1.11)
is called Hamiltonian system with the Hamiltonian H(x). It is a symmetry of the
Poisson bracket
LieXH{ , } = 0. (2.1.12)
The last one is the notion of Poisson cohomology of (P, { , }) introduced by Lich-
nerowicz [98]. We need to use the Schouten - Nijenhuis bracket. Denote
Λk = H0(P,ΛkTP )
the space of multivectors on P . The Schouten - Nijenhuis bracket is a bilinear pairing
a, b 7→ [a, b],
Λk × Λl → Λk+l−1
uniquely determined by the properties of supersymmetry
[b, a] = (−1)kl[a, b], a ∈ Λk, b ∈ Λl (2.1.13)
the graded Leibnitz rule
[c, a ∧ b] = [c, a] ∧ b+ (−1)lk+ka ∧ [c, b], a ∈ Λk, c ∈ Λl (2.1.14)
and the conditions [f, g] = 0, f, g ∈ Λ0 = F ,
[v, f ] = vi
∂f
∂xi
, v ∈ Λ1 = V ect(P ), f ∈ Λ0 = F ,
[v1, v2] = commutator of vector fields for v1, v2 ∈ Λ1. In particular for a vector field v
and a multivector a
[v, a] = Lieva.
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Example 2.1.2 For two bivectors h = (hij) and f = (f ij) their Schouten - Nijenhuis
bracket is the following trivector
[h, f ]ijk =
∂hij
∂xs
f sk +
∂f ij
∂xs
hsk +
∂hki
∂xs
f sj +
∂fki
∂xs
hsj +
∂hjk
∂xs
f si +
∂f jk
∂xs
hsi. (2.1.15)
Observe that the l.h.s. of the Jacobi identity (2.1.4) reads
{{xi, xj}, xk}+ {{xk, xi}, xj}+ {{xj, xk}, xi} = 1
2
[h, h]ijk.
The Schouten - Nijenhuis bracket satisfies the graded Jacobi identity [121]
(−1)km[[a, b], c] + (−1)lm[[c, a], b] + (−1)kl[[b, c], a] = 0, a ∈ Λk, b ∈ Λl, c ∈ Λm.
(2.1.16)
It follows that, for a Poisson bivector h the map
∂ : Λk → Λk+1, ∂a = [h, a] (2.1.17)
is a differential, ∂2 = 0. The cohomology of the complex (Λ∗, ∂) is called Poisson
cohomology of (P, { , }). We will denote it
H∗(P, { , }) = ⊕k≥0Hk(P, { , }).
In particular, H0(P, { , }) coincides with the ring of Casimirs of the Poisson bracket,
H1(P, { , }) is the quotient of the Lie algebra of infinitesimal symmetries
v ∈ V ect(P ), Liev{ , } = 0
over the subalgebra of Hamiltonian vector fields, H2(P, { , }) is the quotient of the space
of infinitesimal deformations of the Poisson bracket by those obtained by infinitesimal
changes of coordinates (i.e., by those of the form Liev{ , } for a vector field v).
On a symplectic manifold (P, { , }) Poisson cohomology coincides with the de Rham
one. The isomorphism is established by “lowering the indices”: for a cocycle a =
(ai1...ik) ∈ Λk the k-form∑
i1<...<ik
ωi1...ikdx
i1 ∧ . . . ∧ dxik , ωi1...ik = hi1j1 . . . hikjkaj1...jk
is closed. In particular, for P = ball the Poisson cohomology is trivial. In the general
case rk(hij) < dim P the Poisson cohomology does not vanish even locally (see [98]).
We will prove now a simple criterion of triviality of 1- and 2-cocycles.
Lemma 2.1.3 Let h = (hij(x)) be a Poisson structure of a constant rank 2n < N on
a sufficiently small ball U . 1). A one-cocycle v = (vi(x)) ∈ H1(U, h) is trivial iff the
vector field v is tangent to the leaves of the symplectic foliation (2.1.7). 2). A 2-cocycle
f = (f ij(x)) ∈ H2(U, h) is trivial iff
f(dc′, dc′′) = 0 (2.1.18)
for arbitrary two Casimirs of h.
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Of course, the statement of the lemma can be easily derived from the results of [98].
Nevertheless, we give a proof since we will use similar arguments also in the infinite
dimensional situation.
Proof 1). For a coboundary v = ∂f and for any Casimir c of h we have
∂vc = {c, f} = 0.
This means that v is tangent to the symplectic leaves (2.1.7). To prove the con-
verse statement let us choose the canonical coordinates x = (y1, . . . , y2n, c1, . . . , ck)
reducing the bracket to the constant form (2.1.5). Here c1, . . . , ck are indepen-
dent Casimirs (2.1.6). In these coordinates v = (v1, . . . , v2n, 0, . . . , 0). The 1-form
ω = (ω1, . . . , ω2n, 0, . . . , 0) given by
ωi =
2n∑
j=1
h¯ijv
j
has the property
dω|Pc0 = 0.
Therefore a function g locally exists s.t.
dg =
2n∑
i=1
ωidy
i +
k∑
a=1
φadc
a
for some functions φ1, . . . , φk. This function is the Hamiltonian for the vector field v.
2). We will again use the canonical coordinates for h as in the proof of the first
part. For an exact 2-cocycle f = ∂v and arbitrary two functions c′, c′′
f(dc′, dc′′) = −{c′, vi}∂ic′′ − ∂ic′{vi, c′′}.
This is equal to zero if c′ and c′′ are Casimirs of the bracket h.
To prove the converse statement we first consider, for every a = 1, . . . , k, the vector
field w (depending on a)
wi = f ia, i = 1, . . . , N. (2.1.19)
From (2.1.18) it follows that w is tangent to the symplectic leaves of h. The cocycle
condition
0 = [h, f ]aij = ∂kf
aihkj + ∂kf
jahki = (∂w)ij (2.1.20)
implies ∂w = 0. According to the first part of the lemma, there exists a function qa(x)
s.t. w = ∂qa:
f ia = hik∂kq
a, a = 1, . . . , k. (2.1.21)
Let us now change the cocycle by a coboundary
f 7→ f + ∂z
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where the vector field z is given by
z =
k∑
a=1
qa
∂
∂ca
. (2.1.22)
After such a change, due to (2.1.21), we obtain
f ia = fai = 0, i = 1, . . . , N.
The rest of the proof repeats the arguments of the first part. The 2-form
ωij =
2n∑
i, j=1
h¯ikh¯ljf
kl
is closed along the symplectic leaves. Hence there exists a 1-form φ = (φi) s.t.
ω = dφ+ ω˜
where every monomial in ω˜ contains at least one dca for some a. Therefore
f = ∂u
for the vector field
ui =
2n∑
k=1
h¯ikφk, i = 1, . . . , 2n, u
i = 0, i > 2n.
The lemma is proved.
2.2 Formal loop spaces
Let M be a n-dimensional smooth manifold. Our aim is to describe an appropriate
class of Poisson brackets on the loop space
L(M) = {S1 →M}.
In our definitions we will treat L(M) formally in the spirit of formal variational calculus
of [22, 19]. We define the formal loop space L(M) in terms of ring of functions on it.
We also describe calculus of differential forms and vector fields on the formal loop
space. In the next section we will also deal with multivectors on the formal loop space.
Let U ⊂ M be a chart on M with the coordinates u1, . . . , un. Denote A = A(U)
the space of polynomials in the independent variables ui,s, i = 1, . . . , n, s = 1, 2, . . .
f(x; u; ux, uxx, . . .) :=
∑
m≥0
fi1s1;...;imsm(x; u)u
i1,s1 . . . uim,sm (2.2.1)
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with the coefficients fi1s1;...;imsm(x; u) being smooth functions on S
1 ×M . Such an ex-
pression will be called differential polynomial. We will often use an alternative notation
for the independent variables
uix = u
i,1, uixx = u
i,2, . . .
Observe that polynomiality w.r.t. u = (u1, . . . , un) is not assumed.
The operator ∂x is defined as follows
∂xf =
∂f
∂x
+
∂f
∂ui
ui,1 + . . .+
∂f
∂ui,s
ui,s+1 + . . . . (2.2.2)
We will often use the notation
f (k) := ∂kxf. (2.2.3)
The following identities will be useful
∂
∂ui
∂x = ∂x
∂
∂ui
(2.2.4)
∂
∂ui,s
∂x = ∂x
∂
∂ui,s
+
∂
∂ui,s−1
. (2.2.5)
We define the space
A0,0 = A/R, A0,1 = A0,0 dx,
the operator
d : A0,0 → A0,1, df := ∂xf dx (2.2.6)
and the quotient
Λ0 = A0,1/dA0,0. (2.2.7)
The elements of the space Λ0 will be written as integrals over the circle S
1
f¯ :=
∫
f(x; u; ux, uxx, . . .)dx ∈ Λ0 (2.2.8)
We will use below the following simple statement.
Lemma 2.2.1 If
∫
fg dx = 0 for an arbitrary g ∈ A then f ∈ A is equal to zero.
The expressions (2.2.8) are also called local functionals with the density f . The
space of local functionals is the main building block of the “space of functions” on the
formal loop space. The full ring F = F(L(U)) of functions on the formal loop space
by definition coincides with the tensor algebra of Λ0
F = R⊕ Λ0 ⊕ Λ0⊗ˆΛ0 ⊕ Λ0⊗ˆΛ0⊗ˆΛ0 ⊕ . . . (2.2.9)
Elements of Λ⊗ˆ k0 will be written as multiple integrals of differential polynomials of k
copies of the variables that we denote ui(x1), . . . , u
i(xk), u
i
x(x1), . . . , u
i
x(xk) etc.∫
f(x1, . . . , xk; u(x1), . . . , u(xk); ux(x1), . . . , ux(xk), . . .)dx1 . . . dxk ∈ Λ⊗ˆ k0 . (2.2.10)
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The short exact sequence
0→ A0,0 d→ A0,1 π→ Λ0 → 0
(π is the projection) is included in the variational bicomplexxδ xδ xδ
0 → A2,0 d→ A2,1 π→ Λ2 → 0xδ xδ xδ
0 → A1,0 d→ A1,1 π→ Λ1 → 0xδ xδ xδ
0 → A0,0 d→ A0,1 π→ Λ0 → 0xδ xδ xδ
0 0 0
Here Ak,l are elements of the total degree k + l in the Grassman algebra with the
generators δui,s, i = 1, . . . , n, s = 0, 1, 2, . . . (observe the difference in the range of the
second index of ui,s and δui,s) and dx with the coefficients in A having the degree l in
dx. We will often identify
δui,0 = δui.
For example, every k-form ω ∈ Ak,0 is a finite sum
ω =
1
k!
ωi1s1;...;ikskδu
i1,s1 ∧ . . . ∧ δuiksk (2.2.11)
where the coefficients ωi1s1;...;iksk ∈ A are assumed to be antisymmetric w.r.t. permu-
tations of pairs ip, sp ↔ iq, sq.
The exterior differential in the Grassman algebra is decomposed into a sum d + δ.
The horizontal differential
d : Ak,0 → Ak,1
is defined by
dω = dx ∧ ∂xω (2.2.12)
where the derivation ∂x,
∂x(ω1 ∧ ω2) = ∂xω1 ∧ ω2 + ω1 ∧ ∂xω2
is given by (2.2.2) on the coefficients of the differential form and by
∂xδu
i,s = δui,s+1.
The elements of the quotient
Λk = Ak,1/dAk,0
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will be called (local) k-forms on the loop space. k-forms will also be written by integrals∫
dx ∧ ω ∈ Λk, ω ∈ Ak,0.
Example 2.2.2 Any one-form has a unique representative
φ =
∫
dx ∧ φiδui (2.2.13)
(use integration by parts).
More generally, for every k-form ω written as in (2.2.11)
dx ∧ ω ∼ dx ∧ ω˜ (mod d(Ak,0))
where
ω˜ =
!
(k − 1)! ω˜i1;i2s2;...;ikskδu
i1 ∧ δui2,s2 ∧ . . . ∧ δuik,sk (2.2.14)
ω˜i1;i2s2;...;iksk
=
1
k
∑
0 ≤ rl ≤ sl
2 ≤ l ≤ k
∑
s≥r2+...+rk
(−1)s
(
s
r2 . . . rk
)
ω
(s−r2−...−rk)
i1s;i2,s2−r2;...;ik,sk−rk
here (
s
r2 . . . rk
)
=
s!
r2! . . . rk!(s− r2 − . . .− rk)! (2.2.15)
stands for the multinomial coefficients. The coefficients ω˜i1;i2s2;...;iksk will be called
reduced components of ω. They are antisymmetric w.r.t. pairs i2, s2, . . . , ik, sk but
with the permutation of i1 and i2 they behave as
ω˜i2;i1s2;...;iksk
=
∑
0 ≤ tl ≤ sl
3 ≤ l ≤ k
∑
t≥s2+t3+...+tk
(−1)t+1
(
t
s2 t3 . . . tk
)
ω˜
(t−s2−t3−...−tk)
i1;i2s2;i3,s3−t3;...;ik,sk−tk
(2.2.16)
We now define vertical arrows of the bicomplex. For a monomial
ω = f δui1,s1 ∧ . . . ∧ δuik,sk
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put
δω =
∑
s≥0
∂f
∂uj,t
δuj,t ∧ δui1,s1 ∧ . . . ∧ δuik,sk, (2.2.17)
where we denote
∂
∂uj,0
:=
∂
∂uj
.
This gives vertical differential δ : Ak,0 → Ak+1,0,
δ2 = 0.
The map δ on Ak,1 is defined by essentially same formula, δdx = 0. Anticommutativity
δd = −dδ
justifies action of δ on the quotient Λk.
Example 2.2.3 On Λ0 the differential δ acts as follows
δ
∫
f dx =
∫
dx ∧
(∑
s
(−1)s∂sx
∂f
∂ui,s
)
δui (2.2.18)
(the Euler - Lagrange differential). We will use the notation
δf¯
δui(x)
:=
∑
s
(−1)s∂sx
∂f
∂ui,s
(2.2.19)
for the components of the 1-form, f¯ =
∫
f dx.
Theorem 2.2.4 ([19]) For M = ball both arrows and columns of the variational bi-
complex are exact.
Example 2.2.5 A necessary and sufficient condition for
δf¯
δui(x)
= 0, i = 1, . . . , n.
is the existence of a differential polynomial g = g(x; u; ux; . . .) such that f = ∂xg.
Let us now consider the space Λ1 of vector fields on the formal loop space. These
will be formal infinite sums
ξ = ξ0
∂
∂x
+
∑
k≥0
ξi,k
∂
∂ui,k
, ξi,k ∈ A (2.2.20)
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where we denote
∂
∂ui,0
:=
∂
∂ui
.
The derivative of a functional f¯ =
∫
f(x; u; ux, . . .)dx ∈ Λ0 along ξ reads
ξ f¯ :=
∫ (
ξ0
∂f
∂x
+
∑
ξi,k
∂f
∂ui,k
)
dx.
The Lie bracket of two vector fields is defined by
[ξ, η] = (ξ0η0x − η0ξ0x + ξj,t
∂η0
∂uj,t
− ηj,t ∂ξ
0
∂uj,t
)
∂
∂x
+
∑
s≥0
(
ξ0
∂ηi,s
∂x
− η0∂ξ
i,s
∂x
+ ξj,t
∂ηi,s
∂uj,t
− ηj,t ∂ξ
i,s
∂uj,t
)
∂
∂ui,s
(2.2.21)
Evolutionary vector fields a are defined by the conditions of vanishing of the ∂/∂x-
component and the commutativity
[∂x, a] = 0
They are parameterized by n-tuples a1, . . . , an of elements of A as follows
a =
∑
s≥0
∂sxa
i ∂
∂ui,s
. (2.2.22)
The corresponding system of evolutionary PDEs reads
uit = a
i(x; u; ux, uxx, . . .), i = 1, . . . , n. (2.2.23)
In particular, an evolutionary vector field a is called translation invariant if the coeffi-
cients ai do not depend explicitly on x,
∂ai
∂x
= 0, i = 1, . . . , n.
The contraction iξω of a k-form ω ∈ Ak,0 given by (2.2.11) and a vector field ξ is a
(k − 1)-form defined by
iξω =
1
(k − 1)!ξ
j,tωjt;i1s1;...;ik−1sk−1δu
i1,s1 ∧ . . . ∧ δuik−1,sk−1. (2.2.24)
As usual
iξiη = −iηiξ
for two vector fields ξ, η. For a form ω ∈ Ak,1 the contraction iξω ∈ Ak−1,1 is defined
by essentially same formula provided the vector field ξ contains no ∂/∂x-term. It is an
easy exercise to check, using (2.2.5), that for an evolutionary vector field a
dia + iad = 0. (2.2.25)
It readily follows that contraction with evolutionary vector fields is well-defined on the
quotient ia : Λk → Λk−1. A more strong statement holds true
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Lemma 2.2.6 Let ω ∈ Ak,1. It belongs to d(Ak,0) iff iaω ∈ d(Ak−1,0) for an arbitrary
evolutionary vector field a.
Proof We use induction in k. For k = 1 we can choose a representative of the class of
ω ∧ dx ∈ Λ1 with the 1-form ω given by (2.2.13). The contraction reads
ia(dx ∧ ω) = −
∫
dx aiωi.
Using Lemma 2.2.1 we obtain ωi = 0 for all i.
Let us assume validity of the lemma for any (k − 1)-form. We will prove that the
condition iaω∧dx = 0 ∈ Λk−1 implies vanishing of all the reduced components (2.2.14).
By induction the above condition is equivalent to
ib2 . . . ibk iaω ∧ dx ∈ d(A0,0)
for arbitrary evolutionary vector fields b2, . . . , bk. Integrating by parts we rewrite the
last line in the form ∫
aiφi dx = 0 (2.2.26)
where
φi = k ω˜i;i2s2;...;iksk∂
s2
x b
i2
2 . . . ∂
sk
x b
ik
k .
From (2.2.26) it follows that φi = 0 for all i. Since b
i
2, . . . , b
i
k are arbitrary differential
polynomials, this implies ω˜i;i2s2;...;iksk = 0. That means that the form ω∧dx is equivalent
to zero, modulo d(Ak,0). The lemma is proved.
Corollary 2.2.7 A form ω ∈ Ak,1 belongs to d(Ak,0) iff
ia1 . . . iakω ∈ d(A)
for arbitrary evolutionary vector fields a1, . . . , ak.
Example 2.2.8 For the one-form ω = δ
∫
f dx the contraction iaω reads
iaω =
∫
ai
δf¯
δui(x)
dx ∈ Λ0.
This is the time derivative of the functional f¯ =
∫
f dx w.r.t. the evolutionary system
(2.2.23).
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Example 2.2.9 For a one-form ω = ωiδu
i ∧ dx ∈ Λ1 the condition of closedness
δω = 0 ∈ Λ2
reads
∂ωi
∂uj,s
=
∑
t≥s
(−1)t
(
t
s
)
∂t−sx
∂ωj
∂ui,t
(2.2.27)
for any i, j = 1, . . . , n, s = 0, 1, . . .. This is the classical Volterra’s criterion [143] for
the system of ODEs
ω1(x; u; ux, uxx, . . .) = 0, . . . , ωn(x; u; ux, uxx, . . .) = 0
to be locally representable in the Euler - Lagrange form
ωi =
δf¯
δui(x)
, i = 1, . . . , n
(use exactness of the variational bicomplex).
Example 2.2.10 For a 2-form
ω =
1
2
ωis;jtδu
i,s ∧ δuj,t,
the contraction with two evolutionary vector fields a and b can be represented in the
form
iaibω = −2
∫
aiω˜i;js∂
s
xb
j dx (2.2.28)
where
ω˜i;js =
1
2
s∑
r=0
∑
t≥s−r
(−1)t
(
t
s− r
)
∂t−s+rx ωis;jr
are the reduced components (2.2.14). The tilde will be omitted in the subsequent for-
mulae. According to this we will often represent 2-forms in the reduced form
dx ∧ ω = ωi;jsdx ∧ δui ∧ δuj,s. (2.2.29)
The reduced coefficients must satisfy the antisymmetry conditions (2.2.16). They are
spelled out as follows
ωi;js =
∑
t≥s
(−1)t+1
(
t
s
)
∂t−sx ωj;it (2.2.30)
(integrate by parts in (2.2.28) and use arbitraryness of a and b).
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Example 2.2.11 A 2-form dx ∧ ω = δdx ∧ φ for
φ = φiδu
i
has the reduced representative (2.2.29) with
ωi;js =
1
2
(
∂φi
∂uj,s
+
∑
t≥s
(−1)t+1
(
t
s
)
∂t−sx
∂φj
∂ui,t
)
. (2.2.31)
Example 2.2.12 A 2-form (2.2.29) is closed, δω = 0, iff(
t+s∑
m=s
m−s∑
r=0
+
∑
m≥t+s+1
t∑
r=0
)
(−1)m
(
m
r s
)
∂m−r−sx
∂ωj;k,t−r
∂ui,m
+
∂ωi;j,s
∂uk,t
− ∂ωi;k,t
∂uj,s
= 0
(2.2.32)
for any i, j, k = 1, . . . n, s = 0, 1, 2, . . ..
Proof By definition
δ(ω) =
∑ ∂ωi;js
∂uk,l
δui ∧ δuj,s ∧ δuk,l ∧ dx.
So δω = 0 means that for any three evolutionary vector fields
a =
∑
(ai)(s)
∂
∂ui,s
, b =
∑
(bi)(s)
∂
∂ui,s
, c =
∑
(ci)(s)
∂
∂ui,s
the contraction iaibicδ(dx ∧ ω) ∈ d(A0,0), i,e,∫
∂ωi;j,s
∂uk,l
[
ai (bk)(l) (cj)(s) − ai (bj)(s) (ck)(l) − (ak)(l) bi (cj)(s) + (ak)(l) (bj)(s) ci
+(aj)(s) bi (ck)(l) − (aj)(s) (bk)(l) ci] dx = 0 (2.2.33)
Using integration by parts we get∫
∂ωi;j,s
∂uk,l
[
ai (bk)(l) (cj)(s) − ai (bj)(s) (ck)(l)]
+
∑
(−1)m+1
(
m
l r
)
∂m−l−rx
(
∂ωi;j,s
∂uk,m
)(
ak (bi)(l) (cj)(s+r) − ak (bj)(s+l) (ci)(r))
+
∑
(−1)m
(
m
s r
)
∂m−s−rx
(
∂ωi;j,m
∂uk,l
)(
aj (bi)(s) (ck)(l+r) − aj (bk)(l+s) (ci)(r)) dx
= 0
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The above identity is equivalent to
∂ωi;j,s
∂uk,l
− ∂ωi;k,l
∂uj,s
+
(
l+s∑
m=l
m−l∑
r=0
+
∑
m≥l+s+1
s∑
r=0
)
(−1)m+1
(
m
l r
)
∂m−l−rx
(
∂ωk;j,s−r
∂ui,m
)
+
(
l+s∑
m=s
m−s∑
r=0
+
∑
m≥l+s+1
l∑
r=0
)
(−1)m
(
m
s r
)
∂m−s−rx
(
∂ωj;k,l−r
∂ui,m
)
+
(
l+s∑
m=l
m−l∑
r=0
+
∑
m≥l+s+1
s∑
r=0
)
(−1)m
(
m
l r
)
∂m−l−rx
(
∂ωk;i,m
∂uj,s−r
)
+
(
l+s∑
m=s
m−s∑
r=0
+
∑
m≥l+s+1
l∑
r=0
)
(−1)m+1
(
m
r s
)
∂m−s−rx
(
∂ωj;i,m
∂uk,l−r
)
= 0
Now by using the antisymmetry condition (2.2.30) we see that the third term in the
above sum is equal to the forth term, and by using the identity (2.2.5) and the anti-
symmetry condition (2.2.30) again we see that the last two terms equal to the second
and first term respectively. Thus we arrive at the proof of (2.2.32).
Remark 2.2.13 The equations (2.2.32) were derived by Dorfman in the theory of the
so-called local symplectic structures [30], see also the book [31].
Corollary 2.2.14 Any solution to (2.2.32) satisfying (2.2.30) can be locally repre-
sented in the form (2.2.31).
This follows from exactness of the variational bicomplex.
We will briefly outline necessary points of the global picture of functionals, differ-
ential forms and vector fields on the formal loop space L(M) for a general smooth
manifold M (i.e., not only for a ball). The corresponding objects must be defined for
any chart U ⊂ M as it was explained above. On the intersections U ∩ V they must
satisfy certain consistency conditions. For example, functionals in the charts U , V with
the coordinates u1, . . . , un and v1, . . . , vn are defined by densities fU(x; u; ux, . . .) and
fV (x; v; vx, . . .) s.t.
fV (x; v(u);
∂v
∂u
ux, . . .)dx = fU(x; u; ux, . . .)dx (mod Imd).
Such objects comprise the space Λ0(M). As above, we obtain the ring of functions on
the formal loop space taking the tensor algebra of Λ0(M). One-forms in the charts U ,
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V are described by their reduced components ωUi and ω
V
a s.t., on U ∩ V transform as
components of a covector
ωVa (x; v(u);
∂v
∂u
ux, . . .) = ω
U
i (x; u; ux, . . .)
∂ui
∂va
etc. The components of evolutionary vector fields transform like vectors
akV (x; v(u);
∂v
∂u
ux, . . .) =
∂vk
∂ui
aiU(x; u; ux, . . .). (2.2.34)
The contraction iadx ∧ ω of a 1-form with an evolutionary vector field is well-defined
as an element of Λ0(M).
The global theory of the variational bicomplex was developed in [138], [142].
2.3 Local multivectors and local Poisson brackets
We first define more general, i.e. non-local k-vectors as elements of (Λ1)∧k. They will
be written as infinite sums of expressions of the form
α =
1
k!
αi1s1;...iksk(x1, . . . , xk; u(x1), . . . , u(xk); ux(x1), . . . , ux(xk), . . .)
× ∂
∂ui1,s1(x1)
∧ . . . ∧ ∂
∂uik,sk(xk)
(2.3.1)
(in this subsection we will consider only multivectors not containing ∂/∂x). The coef-
ficients must satisfy the antisymmetry condition w.r.t. simultaneous permutations
ip, sp, xp ↔ iq, sq, xq.
The exterior algebra structure on multivectors is introduced in a usual way: the product
of a k-vector α by a l-vector β is a (k + l)-vector
(α ∧ β)i1s1;...;iksk;ik+1sk+1;...;ik+lsk+l(x1, . . . , xk+l; u(x1), . . . , u(xk+l); . . .)
=
1
k!l!
∑
σ∈Sk+l
(−1)sgnσ αiσ(1)sσ(1);...;iσ(k)sσ(k)(xσ(1), . . . , xσ(k); u(xσ(1)), . . . , u(xσ(k)); . . .)
×βiσ(k+1)sσ(k+1);...;iσ(k+l)sσ(k+l)(xσ(k+1), . . . , xσ(k+l); u(xσ(k+1)), . . . , u(xσ(k+l)); . . .)
(2.3.2)
Example 2.3.1 Lie derivative of a k-vector α (2.3.1) along a vector field (2.2.20)
reads
Lieξα
i1s1;...;iksk =
k∑
p=1
[
ξ0(xp; u(xp); . . .)
∂
∂xp
αi1s1;...;iksk + ξjp,tp(xp; . . .)
∂
∂ujp,tp(xp)
αi1s1;...;iksk
]
−
k∑
p=1
∂ξip,sp(xp; . . .)
∂ujp,tp(xp)
αi1s1;...;ip−1sp−1;jptp;...;iksk. (2.3.3)
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here we assume that ξ0 does not depend on uj,t.
Definition. A k-vector α is called translation invariant if
Lie∂xα = 0
and (
∂
∂x1
+ . . .+
∂
∂xk
)
α = 0.
Lemma 2.3.2 Every translation invariant k-vector α has coefficients of the form
αi1s1;...;iksk(x1, . . . , xk; u(x1), . . . , u(xk); . . .)
= ∂s1x1 . . . ∂
sk
xk
Ai1...ik(x1, . . . , xk; u(x1), . . . u(xk); . . .) (2.3.4)
where the differential polynomials Ai1...ik(x1, . . . , xk; u(x1), . . . , u(xk); . . .) are antisym-
metric w.r.t. simultaneous permutations
ip, xp ↔ iq, xq
and also they satisfy
Ai1...ik(x1+ t, . . . , xk + t; u(x1), . . . , u(xk); . . .) = A
i1...ik(x1, . . . , xk; u(x1), . . . , u(xk); . . .)
for any t.
The functions Ai1...ik(x1, . . . ; xk; u(x1), . . . , u(xk); . . .) will be called components of
the translation invariant k-vector α.
Translation invariant multivectors form a graded Lie subalgebra of the full graded
Lie algebra of multivectors closed w.r.t. Schouten - Nijenhuis bracket.
Example 2.3.3 The Lie derivative of a bivector α with the components
Aij(x−y; u(x), u(y); . . .) along a translation invariant vector field a with the components
ai(u; ux, . . .) has the components
Lieaα
ij = ∂txa
k(u(x); . . .)
∂Aij
∂uk,t(x)
+ ∂tya
k(u(y); . . .)
∂Aij
∂uk,t(y)
−∂a
i(u(x); . . .)
∂uk,t(x)
∂txA
kj − ∂a
j(u(y); . . .)
∂uk,t(y)
∂tyA
ik. (2.3.5)
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Example 2.3.4 Let α, β be two translation invariant bivectors with the components
Aij(x − y; u(x), u(y); ux(x), ux(y), . . .) and Bij(x − y; u(x), u(y); ux(x), ux(y); . . .) that
we redenote resp. Aijx,y and B
ij
x,y for brevity. The Schouten - Nijenhuis bracket [α, β] is
a translation invariant trivector with the components
[α, β]ijkx,y,z =
∂Aijx,y
∂ul,s(x)
∂sxB
lk
x,z +
∂Bijx,y
∂ul,s(x)
∂sxA
lk
x,z +
∂Aijx,y
∂ul,s(y)
∂syB
lk
y,z +
∂Bijx,y
∂ul,s(y)
∂syA
lk
y,z
+
∂Akiz,x
∂ul,s(z)
∂szB
lj
z,y +
∂Bkiz,x
∂ul,s(z)
∂szA
lj
z,y +
∂Akiz,x
∂ul,s(x)
∂sxB
lj
x,y +
∂Bkiz,x
∂ul,s(x)
∂sxA
lj
x,y
+
∂Ajky,z
∂ul,s(y)
∂syB
li
y,x +
∂Bjky,z
∂ul,s(y)
∂syA
li
y,x +
∂Ajky,z
∂ul,s(z)
∂szB
li
z,x +
∂Bjky,z
∂ul,s(z)
∂szA
li
z,x. (2.3.6)
For a translation invariant k-vector α and k 1-forms ω1, . . . , ωk,
ωj = ωjisδu
i,s ∧ dx ∈ A1,1, j = 1, . . . , k
the contraction
< α, ω1 ∧ . . . ∧ ωk >
:=
1
k!
∫ ∑
σ∈Sk
(−1)sgnσωσ(1)i1s1 (x1; u(x1); . . .) . . . ω
σ(k)
iksk
(xk; u(xk); . . .)
αi1s1;...;iksk(x1, . . . , xk; u(x1), . . . , u(xk); . . .)dx1 . . . dxk ∈ Λ⊗ˆk0 (2.3.7)
is well defined on Λ⊗k1 .
Example 2.3.5 The value of a translation invariant k-vector α with the components
Ai1...ik on the 1-forms δf¯ 1, . . . , δf¯k equals
< α, δf¯ 1 ∧ . . . ∧ δf¯k >
=
∫
δf¯ 1
δui1(x1)
. . .
δf¯k
δuik(xk)
Ai1...ik(x1, . . . , xk; u(x1), . . . , u(xk); . . .)dx1 . . . dxk
∈ Λ⊗ˆk0 . (2.3.8)
The transformation law of components of translation invariant multivectors w.r.t.
changes of coordinates on the intersection of two coordinate charts (U, u1, . . . , un) and
(V, v1, . . . , vn) is analogous to the transformation law of components of multivectors on
a finite-dimensional manifolds:
Aa1...akV (x1, . . . xk; v(u(x1)), . . . , v(u(xk));
∂v
∂u
ux(x1), . . . ,
∂v
∂u
ux(xk), . . .)
=
∂va1
∂ui1
(x1) . . .
∂vak
∂uik
(xk)A
i1...ik
U (x1, . . . , xk; u(x1), . . . , u(xk); ux(x1), . . . , ux(xk), . . .).
(2.3.9)
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We now proceed to the main definition of local multivectors. They are translation
invariant multivectors α such that their dependence on x1, . . . , xk is given by a finite
order distribution with the support on the diagonal x1 = x2 = . . . = xk
Ai1...ik =
∑
p2,p3,...,pk≥0
Bi1...ikp2,...,pk(u(x1); ux(x1), . . .)δ
(p2)(x1−x2)δ(p3)(x1−x3) . . . δ(pk)(x1−xk).
(2.3.10)
The coefficients Bi1...ikp2, . . . , pk(u(x1); ux(x1), . . .) are differential polynomials in A not
depending explicitly on x. All the sums at the moment are assumed to be finite. In
the next section we will relax this condition. Delta functions and their derivatives and
products are defined by the formulae∫
f(y)δ(x− y)dy = f(x),
∫
f(y)δ(p)(x− y)dy = f (p)(x) (2.3.11)
∫
f(x1, . . . , xk)δ
(p2)(x1 − x2)δ(p3)(x1 − x3) . . . δ(pk)(x1 − xk)dx2 . . . dxk
= ∂p2x2 . . . ∂
pk
xk
f(x1, . . . , xk)|x1=x2=...=xk.
Lemma 2.3.6 The value (2.3.7) of a local k-vector α on k 1-forms ω1, . . . , ωk is given
by
< α, ω1 ∧ . . . ∧ ωk >
=
∫
Bi1...ikp2...pk(u; ux, uxx, . . .)ω
1
i1
(x; u; ux, . . .)∂
p2
x ω
2
i2
(x; u; ux, . . .)
. . . ∂pkx ω
k
ik
(x; u; ux, . . .) dx ∈ Λ0. (2.3.12)
It gives a well-defined polylinear map
α : Λ⊗k1 → Λ0.
In calculations with local multivectors various simple identities for delta-functions
will be useful. All of them are simple consequences of the definition (2.3.11). First,
f(y)δ(p)(x− y) =
p∑
q=0
(
p
q
)
f (q)(x)δ(p−q)(x− y). (2.3.13)
Next,
δ(x1 − x2) . . . δ(x1 − xk) = δ(x2 − x1)δ(x2 − x3) . . . δ(x2 − xk) = . . .
= δ(xk − x1) . . . δ(xk − xk−1). (2.3.14)
Differentiating (2.3.14) w.r.t. x1, . . . , xk we will obtain relations between products of
derivatives of delta-functions.
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We leave as a simple exercise for the reader to prove that the space of local multi-
vectors that we denote
Λ∗loc = ⊕Λkloc
is closed w.r.t. the Schouten - Nijenhuis bracket. Warning: this space is not closed
w.r.t. the exterior product! Because of this we were to introduce a wider algebra of
multivectors to introduce the definition of the Schouten - Nijenhuis bracket according
to the rules one uses in the finite dimensional case.
Example 2.3.7 The component of a local bivector ̟ has the form
̟ij =
∑
s≥0
Aijs (u(x); ux(x), . . .)δ
(s)(x− y). (2.3.15)
The value of the bivector on two 1-forms φ = φiδu
i ∧ dx and ψ = ψiδui ∧ dx equals∫
φiA
ij
s ∂
s
xψjdx. (2.3.16)
The conditions of antisymmetry of the bivector reads
Ajis =
∑
t≥s
(−1)t+1
(
t
s
)
∂t−sx A
ij
t . (2.3.17)
Proof Let us explain how to prove the antisymmetry condition (2.3.17). We must have∑
s
Ajis (u(y); . . .)δ
(s)(y − x) = −
∑
Aijs (u(x); . . .)δ
(s)(x− y).
Using δ(s)(y − x) = (−1)sδ(s)(x− y) and (2.3.13) we obtain (2.3.17).
Remark 2.3.8 One can represent the bivector as
Aij(u(x); ux(x), . . . ;
d
dx
)δ(x− y). (2.3.18)
Here the differential operators Aij are
Aij(x; u(x); ux(x), . . . ;
d
dx
) =
∑
s
Aijs
ds
dxs
.
For local multivectors of higher rank the language of differential operators was used by
Olver [123].
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Example 2.3.9 The Schouten - Nijenhuis bracket of the bivector
̟ = hijδ(x− y),
where hij is a constant antisymmetric matrix, with α of the form (2.3.15) reads
[̟,α]ijkx,y,z =
∂Aijt
∂ul,s
hlk +
∑
(−1)q+r+s
(
q + r + s
q r
)(
∂Akiq+r+s
∂ul,t−q
)(r)
hlj
+
∑
(−1)q+r+t
(
q + r + t
q r
)(
∂Ajks−q
∂ul,q+r+t
)(r)
hli
 δ(v)(x− y)δ(s)(x− z). (2.3.19)
Proof Substituting into (2.3.6) we obtain
[̟,α]ijkx,y,z =
∂Aijt (x)
∂ul,s(x)
hlkδ(v)(x− y)δ(s)(x− z)
+
∂Akit (z)
∂ul,s(z)
hljδ(v)(z − x)δ(s)(z − y) + ∂A
jk
t (y)
∂ul,s(y)
hliδ(v)(y − z)δ(s)(y − x). (2.3.20)
Here Aijt (x), A
jk
t (y), A
ki
t (z) stand for A
ij
t (u(x); . . .), A
jk
t (u(y); . . .), A
ki
t (u(z); . . .) resp.
Use the identities (2.3.14)
δ(v)(z − x)δ(s)(z − y) = (−∂x)t(−∂y)s[δ(z − x)δ(z − y)]
= (−∂x)t(−∂y)s[δ(x− y)δ(x− z)] = (−1)t
t∑
q=0
(
t
q
)
δ(s+q)(x− y)δ(t−q)(x− z),
δ(v)(y − z)δ(s)(y − x) = (−∂x)s(−∂z)t[δ(y − z)δ(y − x)]
= (−∂x)s(−∂z)t[δ(x− y)δ(x− z)] = (−1)s
s∑
q=0
(
s
q
)
δ(s−q)(x− y)δ(t+q)(x− z)
and also (2.3.13) to arrive at (2.3.19).
Definition. A local Poisson structure on the formal loop space is a local bivector
̟ ∈ Λ2loc (2.3.15) satisfying [̟,̟] = 0.
Adopting the notations common in the physical literature we will represent the
Poisson structure in the form
{ui(x), uj(y)} =
∑
s
Aijs (u(x); ux(x), uxx(x), . . .)δ
(s)(x− y). (2.3.21)
The Poisson bracket of two local functionals f¯ =
∫
f(x; u; ux, . . .)dx and
g¯ =
∫
g(x; u; ux, . . .)dx can be written in the following equivalent forms (see above the
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general theory of multivectors)
{f¯ , g¯} =< ̟, δf¯ ∧ δg¯ >=
∫ ∫
dxdy
δf¯
δui(x)
{ui(x), uj(y)} δg¯
δuj(y)
=
∑
s
∫
dx
δf¯
δui(x)
Aijs (u; ux, uxx, . . .)
(
δg¯
δuj(x)
)(s)
∈ Λ0. (2.3.22)
Therefore it is again a local functional.
The crucial property of local Poisson brackets is that, the Hamiltonian systems
uit = −iδH¯̟ = {ui(x), H¯} = Aijs (u; ux, uxx, . . .)∂sx
δH¯
δuj(x)
(2.3.23)
with local translation invariant Hamiltonians
H¯ =
∫
H(u; ux, . . .)dx
are translation invariant evolutionary PDEs (2.2.23).
Living in the infinite dimensional loop space we will not impose conditions on the
rank of the Poisson bracket. However, in the main examples the corank of the bivector
will be finite.
Example 2.3.10 For a constant antisymmetric matrix hij the bivector
{ui(x), uj(y)} = hijδ(x− y) (2.3.24)
is a local Poisson structure. It is called ultralocal Poisson bracket. This is a symplectic
structure on the loop space iff dethij 6= 0. The Hamiltonian evolutionary PDEs read
uit = h
ij δH¯
δuj(x)
.
Reducing the nodegenerate matrix hij to the canonical form we arrive at the Hamilto-
nian formulation of 1+1 dimensional variational problems
qit =
δH¯
δpi(x)
, pit = −
δH¯
δqi(x)
.
Example 2.3.11 For a constant symmetric matrix ηij the bivector
{ui(x), uj(y)} = ηijδ′(x− y) (2.3.25)
is a local Poisson structure. Under the assumption det ηij 6= 0 this Poisson bracket has
n independent Casimirs
u¯1 =
∫
u1 dx, . . . , u¯n =
∫
un dx. (2.3.26)
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The annihilator of (2.3.25) is generated by the above Casimirs.
The Hamiltonian evolutionary PDEs read
uit = η
ij∂x
δH¯
δuj(x)
. (2.3.27)
We finish this section with spelling out the transformation law of coefficients of local
bivectors imposed by the general formula (2.3.9). If Aijs (u; ux, . . .) and A
ab
t (v; vx, . . .)
are the coefficients of a local bivector in two coordinate charts (U, u1, . . . , un) and
(V, v1, . . . , vn) resp. then, on U ∩ V one has
Aabt (v;
∂v
∂u
ux, . . .) =
∑
s≥t
(
s
t
)
∂va
∂ui
(
∂vb
∂uj
)(s−t)
Aijs (u; ux, . . .). (2.3.28)
.
Example 2.3.12 Applying the transformation
u =
1
4
v2 (2.3.29)
to the bivector
{u(x), u(y)} = u(x)δ′(x− y) + 1
2
u′(x)δ(x− y) (2.3.30)
we obtain a constant Poisson bracket of the form (2.3.25)
{v(x), v(y)} = δ′(x− y). (2.3.31)
Hence (2.3.30) is itself a Poisson structure. This is the Lie - Poisson bracket on the
space dual to the Lie algebra of vector fields on the circle [49].
2.4 Problem of classification of local Poisson brackets
The last example of the previous section is the simplest issue of the problem of reduction
of local Poisson brackets to the simplest (possibly, to the constant one) form. In this
example the reduction to the constant form was achieved by a change of coordinates
in the target space M (M was one-dimensional). We give now another well-known
example: to transform the bivector (the Magri bracket for the KdV equation)
{u(x), u(y)} = u(x)δ′(x− y) + 1
2
u′(x)δ(x− y)− δ′′′(x− y) (2.4.1)
to the constant form (2.3.31) one is to use the celebrated Miura transformation
u =
1
4
v2 + v′. (2.4.2)
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Our strategy will be to classify local Poisson brackets on the loop space L(M) (the
target space M will be a ball in this section) with respect to the action of the group
of Miura-type transformations.
The problem of reduction of certain classes of Poisson brackets to a canonical form
by coordinate transformations was first investigated in [47] for the Poisson brackets of
hydrodynamic type and in [48] for the so-called differential geometric Poisson brackets
(see also [49] and the references therein). Some results regarding reduction of the local
Poisson brackets to the canonical form by using Miura - Ba¨cklund transformations were
obtained in[2], [69], [124], [127] (in the latter non translation invariant Poisson brackets
were studied).
We want to classify local Poisson brackets w.r.t. general Miura type transformations
of the form
ui → u˜i = F i(u; ux, uxx, . . .). (2.4.3)
The problem is that these transformations do not form a group. The main trouble is
with inverting such a transformation. E.g., to invert the Miura transformation one is
to solve Riccati equation (2.4.2) w.r.t. v. To resolve this problem we will extend the
class of Miura-type transformations. Simultaneously we will be to also extend the class
of local functionals, vector fields, and Poisson brackets.
2.4.1 Extended formal loop space
Let us introduce gradation on the ring A of differential polynomials putting
degui,k = k, k ≥ 1, degf(x; u) = 0. (2.4.4)
We extend the gradation onto the spaces Ak,l of differential forms by
degdx = −1, degδui,s = s, s ≥ 0.
The differentials d and δ preserve the gradation. Introduce a formal indeterminate ǫ
of the degree
degǫ = −1.
Let us define a subcomplex
Aˆk,l ⊂ Ak,l ⊗C[[ǫ], ǫ−1], Λˆk ⊂ Λk ⊗ C[[ǫ], ǫ−1]
collecting all the elements of the total degree k − 1. In particular, the space of local
functionals Λˆ0 consists of integrals of the form
f¯ =
∫
f(u; ux, uxx, . . . ; ǫ)dx,
f(u; ux, uxx, . . .) =
∞∑
k=0
ǫkfk(u; ux, . . . , u
(k)), fk ∈ A, degfk = k. (2.4.5)
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We will still call such a series differential polynomials when it will not cause confusions.
Taking the tensor algebra of Λˆ0 we obtain the ring of functionals on the extended formal
loop space that we will denote Lˆ(M). The vertical differential δ of the bicomplex must
be renormalized
δ 7→ δˆ = 1
ǫ
δ.
As it follows from Theorem 1.2.1 the bicomplex (Aˆk,l, d, δˆ) is exact
The gradation on the vector and multivector fields is defined by
deg
∂
∂x
= 1, deg
∂
∂ui,s
= −s, s ≥ 0.
Observe that ∂x increases degrees by one:
deg∂xf = degf + 1.
The space Λˆ1 of vector fields on Lˆ(M) is obtained by collecting all the elements in
Λ1⊗C[[ǫ], ǫ−1] of the total degree 1. In particular, the translation invariant evolutionary
vector fields are
ai =
∞∑
k=0
ǫk−1aik(u; ux, . . . , u
(k)), aik ∈ A, degaik = k. (2.4.6)
The corresponding evolutionary system of PDEs reads
uit = ǫ
−1 ai0(u) + a
i
1(u; ux) + ǫ a
i
2(u; ux, uxx) +O(ǫ
2)
ai1(u; ux) = v
i
j(u)u
j
x,
ai2(u; ux, uxx) = b
i
j(u)u
j
xx +
1
2
cijk(u)u
j
xu
k
x (2.4.7)
etc.
Proceeding in a similar way we introduce the subspace
Λˆk ⊂ Λk ⊗ C[[ǫ], ǫ−1]
of k-vectors of the total degree k.
Lemma 2.4.1 The Schouten - Nijenhuis bracket gives a well-defined map
ǫ [ , ] : Λˆk × Λˆl → Λˆk+l−1.
There is an important subtlety with the grading of the local multivectors. Indeed,
a local k-vector is a map
Λ⊗k1 → Λ0
not
Λ⊗k1 → Λ⊗ˆk0
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(cf. the formulae (2.3.7), (2.3.10) and (2.3.12)). Such a map does not respect the
grading. So we must assign a nonzero degree to delta-function
degδ(x− y) = 1, degδ(s)(x− y) = s+ 1 (2.4.8)
Therefore a general local bivector in Λˆloc will be represented by an infinite sum
{ui(x), uj(y)} =
∞∑
k=−1
ǫk{ui(x), uj(y)}[k] (2.4.9)
{ui(x), uj(y)}[k] =
k+1∑
s=0
Aijk,s(u; ux, . . . , u
(s))δ(k−s+1)(x− y),
Aijk,s ∈ A, degAijk,s = s, s = 0, 1, . . . , k + 1.
More explicitly, the first three terms in the expansion (2.4.9) read
{ui(x), uj(y)}[−1] = hij(u(x))δ(x− y) (2.4.10)
{ui(x), uj(y)}[0] = gij(u(x))δ′(x− y) + Γijk (u(x))ukxδ(x− y) (2.4.11)
{ui(x), uj(y)}[1] = aij(u(x))δ′′(x− y) + bijk (u(x))ukxδ′(x− y)
+[cijk (u(x))u
k
xx +
1
2
dijkl(u(x))u
k
xu
l
x]δ(x− y) (2.4.12)
where hij, gij(u), Γij(u), aij(u), bijk (u), c
ij
k (u), d
ij
kl(u) are some functions on the manifold
M .
Remark 2.4.2 Our rules of introducing the gradation can be memorized using the
following simple trick. Do a rescaling of the independent variable x,
x 7→ ǫx. (2.4.13)
The x-derivatives ui,k = dkui/dxk will change
ui,k 7→ ǫkui,k. (2.4.14)
We also have
dx 7→ ǫ−1dx. (2.4.15)
The delta-function, according to the definition (2.3.11) must be rescaled as
δ(x) 7→ ǫ δ(x). (2.4.16)
In other words, “delta-function” is not a function but a density. Simultaneously with
the rescaling we will also redefine the integrals∫
. dx1 . . . dxk 7→ ǫk
∫
. dx1 . . . dxk.
After such a rescaling we expand all the formulae of the previous two sections in a
power series in ǫ to arrive at our grading conventions.
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Example 2.4.3 Rescaling (2.4.13) the KdV equation ut = uux + uxxx one obtains
ut = ǫ(uux + ǫ
2uxxx).
One usually introduces slow time variable t 7→ ǫt to recast the last equation into the
form
ut = uux + ǫ
2uxxx. (2.4.17)
This is the small dispersion expansion of the KdV equation. The smooth solutions of
(2.4.17) describe solutions to KdV slow varying in space and time.
Remark 2.4.4 Besides the rescaling procedure, one can arrive at the above series
(2.4.5), (2.4.6), (2.4.9) considering the continous limits of differential-difference sys-
tems. E.g., for the well-known example of Toda lattice
u˙n = vn − vn−1, v˙n = eun+1 − eun , n ∈ Z (2.4.18)
the continuous limit un = u(ǫn) = u(x), vn = v(ǫn) = v(x) gives an evolutionary
system of the form (2.4.7) with an infinite series in the r.h.s.
ut = (v(x)− v(x− ǫ)) = ǫ[v′ − 1
2
ǫv′′ +O(ǫ2)],
vt = e
u(x+ǫ) − eu(x) = ǫ[(eu)′ + 1
2
ǫ(eu)′′ +O(ǫ2)].
Replacing in the Hamiltonian structure
{um, un} = {vm, vn} = 0, {um, vn} = δmn − δm,n+1
the Kronecker symbols δmn by ǫ
−1δ(x−y), δm,n+1 by ǫ−1δ(x−y−ǫ), we obtain a Poisson
bracket of the (2.4.9) form
{u(x), u(y)} = {v(x), v(y)} = 0,
{u(x), v(y)} = 1
ǫ
[δ(x− y)− δ(x− y − ǫ)] = δ′(x− y)− ǫ
2
δ′′(x− y) +O(ǫ2).
2.4.2 Miura group
The last definition will be that to extend the class of Miura-type transformations
(2.4.3). Let us consider the transformations
ui 7→ u˜i =
∞∑
k=0
ǫkF ik(u; ux, . . . , u
(k)), i = 1, . . . , n
F ik ∈ A, degF ik = k, (2.4.19)
det
(
∂F i0(u)
∂uj
)
6= 0.
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Lemma 2.4.5 The transformations of the form (2.4.19) form a group. The Lie algebra
of the group is isomorphic to the subalgebra Λˆ1ev of all translation invariant evolutionary
vector fileds in Λˆ1 with the Lie bracket operation.
Example 2.4.6 Let us invert the clasical Miura transformation
u =
1
4
v2 + ǫv′
using successive approximations. Rewriting the equation in the form
v = 2
√
u− ǫv′ = 2√u− ǫ v
′
√
u
+O(ǫ2) = 2
√
u− ǫu
′
u
+O(ǫ2)
we obtain first two terms of the solution v = F (u; u′, . . . ; ǫ).
Remark 2.4.7 This way of solving the Riccati equation is essentially equivalent to the
classical WKB method of solving the related linear second order ODE
ǫ2y′′ =
1
4
u y, v = 4ǫ
y′
y
.
Substituting the above series solution to Riccati we obtain the WKB asymptotic solution
to the second order ODE with the small parameter ǫ→ 0
y = u−1/4 exp
1
2ǫ
∫ √
udx (1 +O(ǫ)) .
Definition. The group G of all the transformations of the form (2.4.19) is called Miura
group.
The Miura group G looks to be a natural candidate for the role of the group of “local
diffeomorphisms” of the extended formal loop space Lˆ(M) (recall that at the moment
M is a ball). G contains the group of diffeomorphisms Diff(M) of the manifoldM as a
subgroup. It coincides with the semidirect product of Diff(M) and the pro-unipotent
subgroup G0 of Miura-type transformations close to identity,
ui 7→ ui + ǫAij(u)ujx + ǫ2
(
Bij(u)u
j
xx +
1
2
Cijk(u)u
j
xu
k
x
)
+ . . . (2.4.20)
The produc in the group G0 reads
Aij = A1
i
j + A2
i
j
Bij = B1
i
j +B2
i
j + A2
i
kA1
k
j
Cijk = C1
i
jk + C2
i
jk +
1
2
[
∂sA2
i
jA1
s
k + ∂sA2
i
kA1
s
j + A2
i
s∂kA1
s
j + A2
i
s∂jA1
s
k
]
. . .
(2.4.21)
The following simple statements immediately follow from Lemma 2.4.5.
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Lemma 2.4.8 The class of local functionals (2.4.5), evolutionary PDEs (2.4.7), and
local translation invariant multivectors (see the formula (2.4.9) for the bivectors) on
the extended formal loop space Lˆ(M) is invariant w.r.t. the action of the Miura group.
Lemma 2.4.9 An arbitrary vector field a of the form (2.4.6) with a0 6= 0 can be
reduced, by a transformation of the Miura group, to a constan form
a0 = const, ai = 0 for i > 0.
This is an infinite dimensional analogue of the theorem of “rectifying of a vector
field”.
Proof By using the theorem of “rectifying of a vector field” on a finite dimensional
manifold, we can reduce the vector field (a10, . . . , a
n
0 ) to a constant one by performing
a Miura transformation of the form (2.4.19) with Fk = 0, k ≥ 1. We prove the lemma
by induction. Let us assume the vector field a to be of the form
ai = ai0 + ε
k aik(u, ux, . . . , u
(k)) +O(εk+1)
with deg ak = k. Since a0 6= 0, we can find differential polynomials F ik(u, . . . , u(k)) of
degree k such that
al0
∂F ik
∂ul
+ aik = 0.
Then the Miura transformation
u¯i = ui + εk F ik(u, . . . , u
(k))
reduces the vector field a to the form
ai = ai0 +O(εk+1).
2.4.3 (p, q)-brackets on the extended formal loop space
Let us write explicitly down the transformation law of the coefficients of a local Poisson
bracket w.r.t. transformations from the Miura group (cf. [123]). Let Akl be the
differential operator of the Poisson bracket given in (2.3.18). In the new “coordinates”
u˜i of the form (2.4.3) the Poisson bracket will be given by the operator
A˜ij = L∗ikA
klLjl (2.4.22)
where the matrix-valued operator Lik and the adjoint one L
∗i
k are given by
Lik =
∑
s
(−∂x)s ◦ ∂u˜
i
∂uk,s
, L∗ik =
∑
s
∂u˜i
∂uk,s
∂sx.
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Main Problem. To describe the orbits of the action of the Miura group G on Λˆ2.
To our opinion this problem is the natural setup of the problem of classification of
Poisson structures of one-dimensional evolutionary PDEs with respect to Miura-type
transformations (they are called also Darboux, or Bianchi, or Ba¨cklund transforma-
tions. Our transformations do not involve a change of the independent variable x since
we consider only translation invariant PDEs).
Our conjecture is that, for a reasonable class of Poisson brackets to be defined
below, the orbits are labelled by certain finite-dimensional geometrical structures on
the underlined manifold M . Below we will illustrate this claim describing two orbits
being, in a certain sense, generic. The full problem remains open.
We first explain how a local Poisson bracket from Λˆ2loc induces certain finite-
dimensional geometrical structures on M .
Lemma 2.4.10 The subgroup Diff(M) ⊂ G acts independently on every term { , }[k]
of the expansion (2.4.9), k ≥ −1. In particular, the leading term Aijk,0(u) is a (2, 0)-
tensor field on M , symmetric/antisymmetric for even/odd k.
Proof This follows from the transformation law (2.3.28). The symmetry/antisymmetry
of the coefficients follows from the general antisymmetry condition (2.3.17). The lemma
is proved.
Lemma 2.4.11 The subspaces span
({ , }[−1], { , }[0], . . . , { , }[k]) for every k remain
invariant w.r.t. to the action of the Miura group G.
This follows from the explicit formula (2.4.22).
Lemma 2.4.12 The first non-zero term in the expansion (2.4.9) is itself a local Pois-
son bracket.
This is obvious.
Corollary 2.4.13 The coefficient hij(u) in (2.4.10) is a Poisson structure onM . This
Poisson structure is invariant w.r.t. the action of G on Λˆ2loc.
We obtain a map
Λˆ2loc/G → Poisson structures on M. (2.4.23)
Let us assume that the Poisson structure hij(u) on M has constant rank p = 2p1.
Denote q := n− p the corank of hij(u).
Definition. (2.4.9) is called (p, q)-bracket if the coefficient gij(u) in (2.4.11) does
not degenerate on Ker hij(u) ⊂ T ∗uM on an open dense subset in M ∋ u.
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Example 2.4.14 The ultralocal Poisson bracket (2.3.24) with a non-degenerate matrix
hij is a (n, 0)-bracket.
Example 2.4.15 The Poisson bracket (2.3.25) with a non-degenerate matrix ηij is a
(0, n)-bracket.
Example 2.4.16 Let cijk be the structure constants of a semisimple n-dimensional Lie
algebra g. The Killing form ηij on g defines a central extension gˆ of g called Kac -
Moody Lie algebra [86]. The Lie - Poisson bracket (2.1.8) on the dual space gˆ∗
1
ǫ
{ui(x), uj(y)} = ηijδ′(x− y) + 1
ǫ
cijk u
kδ(x− y) (2.4.24)
can be considered as a Poisson bracket of the form (2.4.9) on the loop space Lˆ(g∗).
Here ǫ is the central charge. This is a (p, q)-bracket with
q = rk g, p = dim g− rk g.
Let a (p, q)-Poisson bracket on Lˆ(M) of the form (2.4.9) - (2.4.11) be given. We
will now construct a flat metric on the base of the symplectic foliation of M defined
by the finite-dimensional Poisson bracket hij(u). Let us assume that M is a small ball
such that the symplectic foliation defines a fibration
M → N, dimN = q. (2.4.25)
Functions on N are Casimirs of the finite-dimensional Poisson bracket hij(u). Define
first a symmetric bilinear form ( , )∗ on T ∗N putting
(df1, df2)
∗ :=
∂f1
∂ui
∂f2
∂uj
gij(u) (2.4.26)
for any two Casimirs of hij(u). By the assumption this bilinear form does not degen-
erate. Define the non-degenerate symmetric tensor ( , ) on TN by
( , ) := [( , )∗]−1 . (2.4.27)
Theorem 2.4.17 The metric (2.4.27) on TN is well-defined and flat.
Proof The simplest way to prove that the metric (2.4.27) is constant along symplectic
leaves and also prove vanishing of the curvature of the metric is the following one.
Choose local coordinates u = (wa, vα) onM , a = 1, . . . , p = 2p1, α = 1, . . . , q, p+q = n,
such that w1, . . . , wp are canonical coordinates on the symplectic leaves and v1, . . . , vq
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is a system of independent Casimirs of hij(u). The v’s can be considered as coordinates
on N . In the local coordinates the Poisson bracket (2.4.9) reads
{wa(x), wb(y)} = 1
ǫ
habδ(x− y) + Aab00(u)δ′(x− y) + Aab01(u, ux)δ(x− y) +O(ǫ)
{vα(x), wa(y)} = Aαa00 (u)δ′(x− y) + Aαa01 (u, ux)δ(x− y) +O(ǫ)
{vα(x), vβ(y)} = gαβ(u)δ′(x− y) + (Γαβa (u)wax + Γαβγ (u)vγx) δ(x− y) +O(ǫ)
(2.4.28)
Here hab is a constant antisymmetric nondegenerate matrix, the q × q matrix gαβ(u)
coincides with the Gram matrix of the bilinear form (2.4.26) in the basis dv1, . . . , dvq.
Let us consider the following foliation on the loop space Lˆ(M)
wa(x) ≡ wa0 , a = 1, . . . , p (2.4.29)
for arbitrary given numbers w10, . . . , w
p
0. Due to nondegeneracy of h
ab this foliation is
cosymplectic. The corresponding Dirac bracket { , }D can be considered as a Poisson
bracket on Lˆ(N) since, by definition
{vα(x), wa(y)}D = {wa(x), wb(y)}D = 0.
Let us show that the Dirac bracket is a (0, q)-bracket on Lˆ(N) with the same leading
term
{vα(x), vβ(y)}D = {vα(x), vβ(y)}+O(ǫ).
Introduce the differential operator
Πab = hab − ǫ ha a′
(
Aa
′b′
00 (u)
d
dx
+ Aa
′b′
01 (u, ux)
)
hb′ b +O(ǫ
2)
inverse to the operator ǫAab. Then the Dirac bracket has the form
{vα(x), vβ(y)}D = {vα(x), vβ(y)} − ǫ
p∑
a,b=1
AαaΠabA
bβδ(x− y). (2.4.30)
We obtain a (0, q) Poisson bracket on Lˆ(N) eventually depending on the parameters
w10, . . . , w
p
0. The leading term
{vα(x), vβ(y)}[0]D = gαβ(v, w0)δ′(x− y) + Γαβγ (v, w0)vγx(x− y)
is itself a Poisson bracket (the so-called Poisson bracket of hydrodynamic type). Ac-
cording to the theory of such brackets [47] one can choose local coordinates vα on N
in such a way that
gαβ = const, Γαβγ = 0.
This proves the theorem.
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An alternative way to prove of the Theorem is to write explicitly down the terms
of the order ǫ−1 in the Jacobi identity
{{vα(x), vβ(y)}, wa(z)}+ (cyclic) = 0
in order to prove that the leading term in {vα(x), vβ(y)} does not depend on w, wx.
Then from the leading term in the Jacobi identity
{{vα(x), vβ(y)}, vγ(z)} + (cyclic) = 0
it follows, as in [47], vanishing of the curvature of the metric gαβ(v).
We believe that the problem of classification of (p, q)-brackets (and also classification
of pencils of (p, q)-brackets) is very important in the Hamiltonian theory of integrable
PDEs. In this paper we will mainly consider (0, n)-brackets leaving the general case
for a subsequent publication.
To illustrate our technique we will begin with a more simple example of (n, 0)-
brackets.
2.4.4 Classification of (n, 0)-brackets
Our first result is
Theorem 2.4.18 If M is a ball then all (n, 0) Poisson brackets in Λˆ2loc are equivalent
w.r.t. the action (2.4.22) of the Miura group G.
Proof First we choose the Darboux coordinates for the symplectic structure on M .
The Poisson bracket in question will read
{ui(x), uj(y)} = 1
ǫ
hijδ(x− y) +
∞∑
k=0
ǫk{ui(x), uj(y)}[k]. (2.4.31)
Next we will try to kill all the terms of the expansion (2.4.31) by transformations of
the form (2.4.19) with F i0(u) = u
i, i = 1, . . . , n. To this end an appropriate version of
Poisson cohomology will be useful. We define the Poisson cohomology H∗(Lˆ(M), ̟)
for a Poisson structure ̟ ∈ Λˆ2loc as the cohomology of the complex
0→ Λˆ0loc ∂→ Λˆ1loc ∂→ Λˆ2loc ∂→ . . . (2.4.32)
with the differential ∂β := [̟, β]. In the present proof ̟ = hijδ(x− y). The cohomol-
ogy is naturally decomposed into the direct sum
Hk = ⊕m≥−1Hk,m (2.4.33)
with respect to monomials in ǫ, where Hk,m consists of the cocycles proportional to
ǫm. Denote
H˜k := ⊕m≥0Hk,m. (2.4.34)
The following obvious statement holds true.
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Lemma 2.4.19 The first non-zero term in the expansion (2.4.31) is a 2-cocycle in the
Poisson cohomology H˜2 of the ultralocal Poisson bracket (2.3.24).
So, we will be able to kill this first nonzero term of the expansion if we prove that, for
any 2-cocycle ∈ Λˆ2loc of the ultralocal bracket ̟ := ǫ{ , }[−1] , there exists a vector field
a of the form (2.4.6) such that the Lie derivative Liea̟ gives the cocycle and a|ǫ=0 = 0.
This will follow from the following general statement about triviality of cohomology of
the ultralocal Poisson bracket.
Lemma 2.4.20 For M = ball and the ultralocal Poisson bracket ̟ (2.3.24) with det
hij 6= 0 the Poisson cohomology H˜1(Lˆ(M), ̟), H˜2(Lˆ(M), ̟) vanish.
The first proof of the lemma (and of the lemma 2.4.22 below) was obtained by E.
Getzler [75] (also triviality of the higher cohomology has been proved). Independently,
L. Degiovanni, F. Magri, V. Sciacca obtained another proof [20]. We have decided to
present here our own proofs of triviality of cohomologies that closely follow the finite-
dimensional case. Our proof will also be useful in the study of bihamiltonian structures
below.
Let us prove first triviality of H1. Let an evolutionary vector field a with the
components a1, . . . , an be a cocycle. Denote
ωi = hija
j
where the constant matrix hij is inverse to h
ij. The condition ∂a = Liea̟ = 0 reads
∂ωi
∂uj,s
=
∑
t≥s
(−1)t
(
t
s
)
∂t−sx
∂ωj
∂ui,t
.
Using (2.2.27) we conclude that there exists a local functional f¯ =
∫
f dx such that
ωi =
δf¯
δui(x)
.
Therefore the vector field is a Hamiltonian one,
ai = hij
δf¯
δuj(x)
.
Let us now proceed to the proof of triviality of H2. The idea is very simple: the
bivector
̟ + εα = hijδ(x− y) + ε
∑
s
Aijs δ
(s)(x− y)
satisfies the Jacobi identity
[̟ + εα,̟ + εα] = 0(mod ε2)
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iff the inverse matrix is a closed differential form
1
2
hijdx ∧ δui ∧ δuj + 1
2
ε ωi;js dx ∧ δui ∧ δuj,s (mod ε2)
where
ωi;js := hiphjqA
pq
s . (2.4.35)
Denote
ω =
1
2
ωi;jsδu
i ∧ δuj,s.
From the condition of closedness δ(dx∧ω) = 0 ∈ Λ3 we derive, due to Corollary 2.2.14,
existence of a one-form dx ∧ φ, φ = φiδui such that δ(dx ∧ φ) = dx ∧ ω. The vector
field a with the components
ai = hijφj
gives a solution to the equation
[̟, a] = α.
To be on the safe side we will now show, by straightforward calculations, that,
indeed, the above geometrical arguments work. First, from the antisymmetry condition
(2.3.17) for the bivector α it readily follows the antisymmetry condition (2.2.30) for the
2-form ω with the reduced components (2.4.35). Next, we are to verify that from the
cocycle condition [̟,α] = 0 where the Schouten - Nijenhuis bracket [̟,α] is written in
(2.3.19), it follows closedness (2.2.32) of dx∧ω ∈ Λ2. First we will rewrite the formula
for the bracket in a slightly modified form. Differentiating the antisymmetry condition
Aiks = −
∑
(−1)m
(
m
s
)
∂m−sx A
ki
m
w.r.t. ul,t and using the commutators (2.2.5) we obtain
∂Aiks
∂ul,t
= −
∑
(−1)q+r+s
(
q + r + s
q r
)(
∂Akiq+r+s
∂ul,t−q
)r
.
So the coefficients of the Schouten - Nijenhuis bracket (2.3.19) can be rewritten as
follows
[̟,α]ijkx,y,z =
[
∂Aijt
∂ul,s
hlk − ∂A
ik
s
∂ul,t
+
∑
(−1)q+r+t
(
q + r + t
q r
)(
∂Ajks−q
∂ul,q+r+t
)(r)
hli
 δ(t)(x− y)δ(s)(x− z). (2.4.36)
The coeffcient of δ(t)(x− y)δ(s)(x− z) must vanish for every t and s. Multiplying this
coefficient by hiahjbhkc we arrive at the condition of closedness (2.2.32) of the 2-form
(2.4.35). Using Corollary 2.2.14 we establish existence of differential polynomials φ1,
. . . , φn representing the 2-form as in (2.2.31). The translation invariant vector field
ai = hijφj
will satisfy ∂a = α. This proves the lemma, and also the theorem.
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2.4.5 Classification of (0, n)-brackets
Let us now proceed to considering the Poisson structures in Λˆ2 with identically vanish-
ing leading term { , }[−1]. As above, the first nonzero term (2.4.11) is itself a Poisson
bracket. The leading coefficient gij(u) of it determines a symmetric tensor field on M
invariant w.r.t. the action of the Miura group. This gives a map
Λˆ2/G → symmetric tensors on M.
Theorem 2.4.21 Let M be a ball. Then the only invariant of a (0, n) Poisson bracket
in Λˆ2 with respect to the action of the Miura group is the signature of the quadratic
form gij(u).
Proof. The symmetric nondegenerate tensor gij(u) defines a pseudoriemannian metric
gij(u)du
iduj, (gij) =
(
gij
)−1
on the manifold M . From the general theory of [47] of the Poisson brackets of the
form (2.4.11) it follows that the Riemann curvature of the metric vanishes, and that
the coefficient Γijk (u) in (2.4.11) is related to the Christoffel coefficients Γ
k
ij(u) of the
Levi-Civita connection for the metric by
Γijk = −gisΓjsk.
Using standard arguments of differential geometry we deduce that, locally coordinates
v1(u), . . . , vn(u) exists such that, in the new coordinates the metric becomes constant
∂vk
∂ui
∂vl
∂uj
gij(u) = ηkl = const.
The Christoffel coefficients in these coordinates vanish. Of course, all constant symmet-
ric matrices ηkl of a given signature are equivalent w.r.t. linear changes of coordinates.
We have reduced the proof of the theorem to reducing to the normal form (2.3.25)
the Poisson bracket
{ui(x), uj(y)} = ηijδ′(x− y) +
∞∑
k=1
ǫk{ui(x), uj(y)}[k] (2.4.37)
by the transformations of the form (2.4.19) with F i0 =id. As in the proof of Theorem
2.4.18 the latter problem is reduced to proving triviality of the second Poisson coho-
mology of the Poisson bracket α of the form (2.3.25). Triviality of the cohomology
is somewhat surprising from the point of view of finite-dimensional Poisson geometry.
Indeed, as we have seen above this Poisson bracket degenerates. So we will be to also
prove that all the cocycles are tangent to the leaves of the symplectic foliation (see the
end of section 2.3).
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Lemma 2.4.22 For M = ball all the cocycles in H1(Lˆ(M)) and H2(Lˆ(M)) vanishing
at ǫ = 0 are trivial.
Denote, like in (2.4.34),
H˜k = ⊕m>0Hk,m. (2.4.38)
We are to prove that H˜1 = H˜2 = 0.
Let us begin with proving triviality of H˜1. Using (2.3.5) we obtain
∂a̟ = Liea̟
ij = −∂x
∑
t≥0
(−1)tηip
(
∂aj
∂up,t
)(v)
δ(x− y)
−
∑
r≥0
[
∂ai
∂up,r
ηpj +
∑
t≥r
(−1)t
(
t+ 1
r + 1
)
ηip
(
∂aj
∂up,t
)(t−r)]
δ(r+1)(x− y). (2.4.39)
Since
δa¯j
δup(x)
=
∑
t≥0
(−1)t
(
∂aj
∂up,t
)(v)
is a differential polynomial in Λ0 ⊗ C[[ǫ]] of the degree 0 vanishing at ǫ = 0, from
vanishing of the coefficient in front of δ(x− y) we derive that
δa¯j
δup(x)
= 0, j, p = 1, . . . , n.
Using Example 2.2.5 we derive existence of differential polynomials bj s.t.
aj = ∂xb
j , j = 1, . . . , n.
This is the crucial point in the proof: we have shown that the vector field a is tangent
to the level surface of the Casimirs (2.3.26). The remaining part of the proof is rather
straightforward. Using (2.2.5) and also the Pascal triangle identity(
m
n
)
+
(
m
n− 1
)
=
(
m+ 1
n
)
we rewrite the coefficient of δ(r+1)(x− y) in the form
∂x
[
∂ωk
∂ul,r
−
∑
t≥r
(−1)t
(
t+ 1
r
)(
∂ωl
∂uk,t
)(t−r)]
+
∂ωk
∂ul,r−1
+ (−1)r ∂ωl
∂uk,r−1
= 0.
Here
ωk = ηlib
i, (ηij) = (η
ij)−1,
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the last two terms are not present for r = 0. As above, for r = 0 we derive that
∂ωk
∂ul
=
∑
t≥0
(−1)t
(
∂ωl
∂uk,t
)(v)
.
Proceeding by induction in r we prove that the 1-form
∫
dx∧ωi δui is closed. Using the
Volterra criterion we derive existence of a differential polynomial f s.t. ω = δ
∫
f dx.
Hence
ai = ηij∂x
δf¯
δuj(x)
.
We proved triviality of H˜1.
Let us proceed to prove the triviality of H˜2. The condition ∂α = 0 for α of the form
(2.3.15) can be computed similarly to Example 2.3.9. We obtain a system of equations
∂Aijt
∂ul,s−1
ηlk +
∑
(−1)q+r+s
(
q + r + s
q r
)(
∂Akiq+r+s
∂ul,t−q−1
)(r)
ηlj
+
∑
(−1)q+r+t
(
q + r + t
q r
)(
∂Ajks−q
∂ul,q+r+t−1
)(r)
ηli = 0
for any i, j, k, s, t (2.4.40)
(it is understood that the terms with s − 1, t − q − 1 or t + q + r − 1 negative do
not appear in the sum). Recall that the crucial point in the proof of triviality of the
2-cocycle is to establish validity of (2.1.18) for the Casimirs (2.3.26) of ̟. Explicitly,
we need to show that
α(δu¯i, δu¯j) =
∫
Aij0 dx = 0 for any i, j. (2.4.41)
We first use (2.4.40) for s = t = 0 to prove that
∂x
∑
r
(−1)r
(
∂Ajk0
∂ul,r
)(r)
ηli = 0.
Hence
Ajk0 = ∂xB
jk
for some differential polynomial Bjk. This implies (2.4.41). The rest of the proof is
identical to the proof of Lemma 2.1.3. We first construct the vector field z (see the
proof of the lemma 2.1.3). To this end we use the equation (2.4.40) for s = 0, t > 0:
∑
q,r
(−1)q+r
(
q + r
r
)(
∂Akiq+r
∂ul,t−q−1
)(r)
ηlj +
∑
r
(−1)t+r
(
t+ r
r
)(
∂Ajk0
∂ul,t+r−1
)(r)
ηli = 0.
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Differentiating the antisymmetry condition
Aik0 =
∑
(−1)r+1 (Akir )(r)
w.r.t. ul,t−1 we identify the first term of the previous equation with
− ∂A
ik
0
∂ul,t−1
ηlj .
The resulting equation coincides with the condition ∂ak = 0 of closedness of the 1-
cocycle
(ak)i = Aik0
for every k = 1, . . . , n (see (2.4.39) for the explicit form of this condition). Using the
first part of Lemma we arrive at existence of n differential polynomials q1, . . . , qn s.t.
Aik0 = η
is∂x
δq¯k
δus(x)
. (2.4.42)
The last step, as in the proof of Lemma 2.1.3, is to change the cocycle α to a
cohomological one to obtain a closed 2-cocycle
α 7→ α + ∂z =: α′
for
z = qi
∂
∂ui
.
The new 2-cocycle α′ will have the same form as above with Aij0 = 0. Denote
gi;js := ηipηjqA
ij
s , s ≥ 1.
We will now show existence of differential polynomials ωi;j0, ωi;j1,. . . s.t.
gi;j1 = ∂xωi;j0,
gi;js = ∂xωi;j,s−1 + ωi;j,s−2 for s ≥ 2. (2.4.43)
From (2.4.40) for s = 1, t = 0 we obtain
∂x
∑
r
(−1)r
(
∂Ajk1
∂ul,r
)(r)
= 0.
As we already did many times, from the last equation it follows that
∑
r
(−1)r
(
∂Ajk1
∂ul,r
)(r)
= 0.
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This shows existence of ωi;j0. Using (2.4.40) for s = 1 and t > 0 we inductively prove
existence of the differential polynomials ωi;j,t−1. Actually, we can obtain
ωi;jl =
∑
s≥l+2
∂s−l−2x gi;js. (2.4.44)
From this it readily follows that the coefficients ωi;js satisfy the antisymmetry condi-
tions (2.2.30). Thus they determine a 2-form ω.
Let us prove that the 2-form ω is closed. Denote
Jijk;st :=
(
t+s∑
m=s
m−s∑
r=0
+
∑
m≥t+s+1
t∑
r=0
)
(−1)m
(
m
r s
)
∂m−r−sx
∂ωj;k,t−r
∂ui,m
+
∂ωi;j,s
∂uk,t
− ∂ωi;k,t
∂uj,s
the l.h.s. of the equation (2.2.32) of closedness of a 2-form. Let us show that the
coefficient of δ(v)(x− y)δ(s)(x− z) in (2.4.40) is equal to
∂xJijk;t−1,s−1 + Jijk;t−1,s−2 + Jijk;t−2,l−1. (2.4.45)
To this end we replace the second sum in (2.4.40) by
− ∂A
ik
s
∂ul,t−1
ηlj.
Lowering the indices by means of ηij and using (2.4.43) we obtain (2.4.45). From
vanishing of (2.4.45) we inductively deduce that Jijk;st = 0 for all i, j, k = 1, . . . , n and
all s, t ≥ 0 (observe that the coefficients Jijk;t0 = Jijk;0s = 0 due to our assumption
Aij0 = 0. This proves that the 2-form ω is closed. So ω = δ
∫
dx ∧ φ for some 1-form
φ = φiδu
i. Introducing the vector field
ai = ηikφk
we finally obtain, for the original cocycle α,
α = ∂(a− z).
Theorem is proved.
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3 Bihamiltonian geometry of loop spaces
3.1 Bihamiltonian structures and hierarchies of commuting
flows
3.1.1 Poisson pencils and bihamiltonian recursion procedure: summary of
the finite-dimensional case
Definition. A bihamiltonan structure on the manifold P is a 2-dimensional linear
subspace in the space of Poisson structures on P .
Choosing two points { , }1 and { , }2 of the subspace we obtain that the linear
combination
a1{ , }1 + a2{ , }2 (3.1.1)
with arbitrary constant coefficients a1, a2 is again a Poisson bracket. This reformulation
is usually referred to as the compatibility condition of the two Poisson brackets. It is
spelled out as vanishing of the Schouten - Nijenhuis bracket
[{ , }1, { , }2] = 0. (3.1.2)
An importance of bihamiltonian structures for recursive constructions of integrable
systems was discovered by F.Magri [104] in the analysis of the so-called Lenard scheme
of constructing the KdV integrals. The basic idea of these constructions is given by
the following simple
Lemma 3.1.1 Let H0, H1, . . . , be a sequence of functions on P satisfying the recur-
sion relation
{ . , Hp+1}1 = { . , Hp}2, p = 0, 1, . . . (3.1.3)
Then
{Hp, Hq}1 = {Hp, Hq}2 = 0, p, q = 0, 1, . . .
For convenience of the reader we reproduce the proof of the lemma. Let p < q and
q− p = 2m for some m > 0. Using the recursion and antisymmetry of the brackets we
obtain
{Hp, Hq}1 = {Hp, Hq−1}2 = −{Hq−1, Hp}2 = −{Hq−1, Hp+1}1 = {Hp+1, Hq−1}1.
Iterating we arrive at
{Hp, Hq}1 = . . . = {Hp+m, Hq−m}1 = 0
since p+m = q −m. Doing similarly in the case q − p = 2m+ 1 we obtain
{Hp, Hq}1 = . . . = {Hn, Hn+1}1 = {Hn, Hn}2 = 0
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where n = p +m = q −m− 1. The commutativity {Hp, Hq}2 = 0 easily follows from
the recursion. The Lemma is proved.
We have not used yet the compatibility condition of the two brackets. It turns out
to be crucial in contructing the Hamiltonians satisfying the recursion relation (3.1.3).
There are two essentially different realizations of the recursive procedure.
The first one applies to the case when the bihamiltonian structure is symplectic ,
i.e. N = 2n and the Poisson structures of the affine line (3.1.1) do not degenerate for
generic a1, a2. Without loss of generality one may assume nondegeneracy of { , }1.
The recursion operator
R : TP → TP
is defined by
R := { , }2 · { , }−11 . (3.1.4)
The main recursion relation (3.1.3) can be rewritten in the form
dHp+1 = R∗dHp, p = 0, 1, . . . (3.1.5)
where
R∗ : T ∗P → T ∗P
is the adjoint operator.
Theorem 3.1.2 [104, 112] The Hamiltonians
Hp :=
1
p+ 1
trRp+1, p ≥ 0
satisfy the recursion (3.1.5).
Clearly there are at most n independent of these commuting functions. We say
that the bihamiltonian symplectic structure is generic if exactly n of these functions
are independent. Let us denote λi = λi(x) the eigenvalues of the recursion operator.
Since the characteristic polynomial of R is a perfect square
det (R− λ) =
n∏
i=1
(λ− λi)2.
only n of these eigenvalues can be distinct, say, λ1 = λ1(x), . . . , λn = λn(x). For
generic bihamiltonian symplectic structure these are independent functions on P ∋ x.
Theorem 3.1.3 [104, 105, 112] Let { , }1,2 be a generic symplectic bihamiltonian
structure. Then
1) All the commuting Hamiltonians
Hp =
1
p+ 1
trRp+1 = 1
p+ 1
n∑
i=1
λp+1i (x), p = 0, 1, . . . , n− 1
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generate completely integrable systems on P .
2) The eigenvalues λi(x) can be included in a coordinate system λ1, µ1, . . . , λn, µn
in order to reduce the two Poisson structures to a block diagonal form where the i-th
block in { , }1 and in { , }2 reads, respectively(
0 1
−1 0
)
,
(
0 λi
−λi 0
)
, i = 1, . . . , n.
The last formula gives the normal form of a generic symplectic bihamiltonian struc-
ture. Therefore all such structures are equivalent w.r.t. the group of local diffeomor-
phisms.
Let us now consider the degenerate situation. We assume that the Poisson structure
(3.1.1) has constant rank for generic a1 and a2. Without loss of generality we may
assume that
k = corank{ , }1 = corank({ , }1 + ǫ{ , }2) (3.1.6)
for an arbitrary sufficiently small ǫ.
Let us first prove the following useful property of bihamiltonian structures of the
constant rank.
Lemma 3.1.4 Let the bihamiltonian structure satisfy (3.1.6). Then the Casimirs of
{ , }1 commute w.r.t. { , }2.
Proof Let 2m be the rank of { , }1. We first reduce the matrix of this bracket to the
canonical constant block diagonal form. Denote (hab) the matrix of the second Poisson
bracket in these coordinates. Let us now choose two integers i, j such that 2m < i <
j ≤ N = 2m+ k and form a (2m+ 1)× (2m+ 1) minor of the matrix { , }1 + ǫ{ , }2
by adding i-th column and j-th row to the principal 2m × 2m minor standing in the
first 2m columns and first 2m rows. The condition (3.1.6) is equivalent to vanishing of
the determinants of all these minors. It is easy to see that the determinant in question
is equal to −ǫ hij + O(ǫ2). Therefore hij = 0 for all pairs (i, j) greater than 2m. The
lemma is proved.
Corollary 3.1.5 For a compatible pair of Poisson brackets of the constant rank ({ , }2
−λ{ , }1) = rank{ , }1, λ→∞,
{ , }2 ∈ H2(P, { , }1)
is a trivial cocycle.
Proof What { , }2 is a cocycle w.r.t. the Poisson cohomology of (P, { , }1) follows
from (3.1.2). To prove triviality use commutativity of the Casimirs of the first Poisson
bracket and also Lemma 2.1.3.
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A bihamiltonian structure with a marked line λ { , }1 is called Poisson pencil.
Choosing another Poisson bracket { , }2 of the pencil one can represent the brackets
of the bihamiltonian structure in the form
{ , }λ := { , }2 − λ{ , }1. (3.1.7)
The representation (3.1.7) is well-defined up to an affine change of the parameter λ
λ 7→ a λ+ b.
In the case of Poisson pencils of constant rank the corank of { , }λ equals k for
λ→∞. The recursive construction of the commuting flows in this case is given by the
following simple statement (cf. [104, 70, 126]).
Theorem 3.1.6 Under the assumption (3.1.6) the coefficients of the Taylor expansion
cα(x, λ) = cα−1(x) +
cα0 (x)
λ
+
cα1 (x)
λ2
+ . . . , λ→∞ (3.1.8)
of the Casimirs cα(x, λ), α = 1, . . . , k of the Poisson bracket { , }λ commute with
respect to both the Poisson brackets
{cαp , cβq}1,2 = 0, α, β = 1, . . . , k, p, q ≥ −1.
Proof Spelling out the definition of the Casimirs
{ . , cα}λ = 0
for the coefficients of the expansion (3.1.8) we must have first that
{ . , cα−1}1 = 0. (3.1.9)
That is, the leading coefficients of the Taylor expansions are Casimirs of { , }1. For
the subsequent coefficients we get the recursive relations
{ . , cαp+1}1 = { . , cαp}2, p = −1, 0, 1, . . . (3.1.10)
From (3.1.10) and Theorem 1 it follows that
{cαp , cαq }1,2 = 0, p, q ≥ −1.
The commutativity {cαp , cβq }1,2 = 0 for α 6= β easily follows from the same recursion
trick and from commutativity of the Casimirs
{cα−1, cβ−1}2 = 0 (3.1.11)
proved in Lemma 3.1.4. The theorem is proved.
54
Example 3.1.7 According to Corollary 3.1.5 there exists a vector field Z such that
LieZ{ , }1 = { , }2.
We say, following [12] that the bihamiltonian structure is exact if the vector field Z
can be chosen in such a way that
(LieZ)
2 { , }1 = 0. (3.1.12)
For an exact bihamiltonian structure the generating functions (3.1.8) of the commuting
Hamiltonians cαp (x) have the form
cα(x;λ) = exp (−Z/λ) cα−1(x) = cα−1(x)−
1
λ
∂Zc
α
−1(x) +
1
λ2
∂2Zc
α
−1(x) . . . (3.1.13)
for every α = 1, . . . , k.
This formula can be easily proved by choosing a system of local coordinates x1, . . . , xN
on the phase space P such that the vector field Z corresponds to the shift along x1.
In these coordinates the tensor of the first Poisson bracket depends linearly on x1 and
the second Poisson bracket is x1-independent. The Poisson pencil { , }λ is obtained
from { , }1 by the shift x1 7→ x1 − 1/λ and by multiplication by −λ.
Conversely, if, in a given coordinate system, { , }1 depends linearly on one of the
coordinates and { , }2 does not depend on this coordinate then the bihamiltonian
structure is exact. In particular this trick can be applied to the standard linear Lie
- Poisson structures on the dual spaces to Lie algebras (cf [108]). In this case it was
called in [116] the method of argument translation.
All our bihamiltonian structures on the loop spaces to be studied below will be
exact. However, at the moment we do not see their Lie algebraic origin.
The construction of Theorem 3.1.6 for a bihamiltonian structure of the constant
corank k produces k chains of pairwise commuting bihamiltonian flows
dx
dtα,p
= {x, cαp}1 = {x, cαp−1}2, α = 1, . . . , k, p = 0, 1, 2, . . . (3.1.14)
The chains are labeled by the Casimirs cα−1 of the first Poisson bracket. The level p
in each chain corresponds to the number of iterations of the recursive procedure (we
will keep using this expression although the recursion operator is not defined in the
degenerate case). All the family of commuting flows organized by the above recursion
procedure is called the hierarchy determined by the bihamiltonian structure.
The hierarchy structure of the constructed family of commuting flows depends non-
trivially on the choice of { , }1 in the Poisson pencil (3.1.1). On the contrary, a different
choice of the second Poisson bracket in the pencil produces a triangular linear trans-
formation of the commuting Hamiltonians, i.e., to the Hamiltonians of the level p it
will be added a linear combination of the Hamiltonians of the lower levels.
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In the finite dimensional case we are discussing now all the chains of the hierarchy
will be finite. In other words, the generating functions (3.1.8) of the commuting flows
will become polynomials after multiplication by a suitable power of λ (the degrees of an
appropriate system of these polynomials correspond to the type of the bihamiltonian
structure [126]). A simple necessary and sufficient condition of complete integrabil-
ity of the flows of the hierarchy was found by A.Brailov and A.Bolsinov (see in [8]).
The problem of normal forms of degenerate bihamiltonian structures has been stud-
ied by I.M.Gelfand and I.Zakharevich [70], [71] for the case of the corank 1 and by
I.Zakharevich [149] and A.Panasyuk [126] for higher coranks.
3.1.2 Construction of bihamiltonian hierarchies on the extended loop
spaces
In the remaining part of the paper we will study bihamiltonian structures on the
extended loop spaces Lˆ(M) assuming M to be a n-dimensional ball. Moreover we
restrict ourselves at considering (0, n) bihamiltonian structures, i.e., of the form
{ui(x), uj(y)}1,2 =
∞∑
k=0
ǫk{ui(x), uj(y)}[k]1, 2, i, j = 1, . . . , n (3.1.15)
with
{ui(x), uj(y)}[k]1, 2 =
k+1∑
s=0
Aijk,s1,2(u; ux, . . . , u
(s))δ(k−s+1)(x− y) (3.1.16)
Aijk,s1,2(u; ux, . . . , u
(s)) ∈ A, degAijk,s1,2 = s,
both satisfying the condition
detAij0,01(u) 6= 0, detA
ij
0,02
(u) 6= 0. (3.1.17)
Example 3.1.8 For n = 1 take
{u(x), u(y)}2 = u(x)δ′(x− y) + 1
2
u′δ(x− y)− 1
4
ǫ2δ′′′(x− y) (3.1.18)
This is the Lie - Poisson bracket on the dual space to the Virasoro algebra (see Example
2.1.8 above). It depends linearly on u(x). Taking the Lie derivative of this bracket along
the vector field ∂/∂u we obtain another Poisson bracket
{u(x), u(y)}1 = δ′(x− y). (3.1.19)
This is an exact bihamiltonian structure in the sense of Example 3.1.7 (the roles of
{ , }1 and { , }2 have been interchanged, Z = ∂/∂u). The Casimir c([u];λ) of the
Poisson pencil { , }2 − λ{ , }1 is determined from the following third order equation
− ǫ
2
4
y′′′ + u y′ +
1
2
u′y = λ y′ (3.1.20)
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where
y :=
δc([u];λ)
δu(x)
.
Starting from the Casimir
I−1[u] =
∫
u dx
of (3.1.19) and applying the recursive procedure of the previous section we produce an
infinite sequence of commuting Hamiltonians of the KdV hierarchy
∂u
∂tk
= ∂x
δIk[u]
δu(x)
=
[
−1
4
ǫ2∂3x + u∂x +
1
2
ux
]
δIk−1
δu(x)
, k = 0, 1, . . . (3.1.21)
where the first few equations of the hierarchy and their Hamiltonians have the form
I0[u] =
∫
u2
2
dx, I1 =
1
4
∫ (
ǫ2
u′2
2
+ u3
)
dx,
I2[u] =
1
16
∫ (
ǫ4
u′′2
2
+ 5ǫ2u u′2 +
5
2
u4
)
dx , . . . , (3.1.22)
∂u
∂t0
= ux,
∂u
∂t1
=
1
4
(6u u′ − ǫ2u′′′),
∂u
∂t2
=
1
16
[30u2u′ − 10ǫ2(2u′u′′ + u u′′′) + ǫ4uV ] , . . . (3.1.23)
The above algorithm of constructing the KdV hierarchy is due to Lenard (see in [67]).
The bihamiltonian interpretation of it is due to Magri [104]. The generating function
of the Hamiltonian densities
1
2χR
=
1
2
√
λ
+
∞∑
j=0
Rj
λ
2j+1
2
(3.1.24)
Hk = −4
∫
Rk−2dx (3.1.25)
that is, the density of the Casimir of the Poisson pencil { , }2 − λ{ , }1 coincides,
according to I.M.Gelfand and L.A.Dickey [68] with the diagonal of the resolvent of the
Lax operator
L = −ǫ2∂2x + u(x).
The series in (3.1.24) is to be understood in the sense of the asymptotic expansion at
λ → ∞. The coefficients of the asymptotic expansion do not depend on the choice of
the boundary conditions.
Let us return back to the general case (3.1.15)–(3.1.17). We will apply now the
results of the first part of the paper to prove existence of the commuting hierarchy
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for an arbitrary bihamiltonian structure of the above form. Indeed, according to these
results for every λ the Poisson bracket
{ui(x), uj(y)}λ := {ui(x), uj(y)}2 − λ{ui(x), uj(y)}1 (3.1.26)
can be reduced to the constant form (2.3.25). We will now prove that the coefficients
of the Taylor expansion of the reducing transformation are densities of the commuting
Hamiltonians.
Theorem 3.1.9 There exists a transformation of the form
ui 7→ u˜i = F i(u; ux, uxx, . . . ; ǫ;λ) =
∞∑
p=−1
f ip(u; ux, uxx, . . . ; ǫ)
λp+1
(3.1.27)
reducing the Poisson bracket (3.1.26) to the normal form
{u˜i(x), u˜j(y)}λ = −λ ηijδ′(x− y). (3.1.28)
The coefficients of the expansion
f ip(u; ux, uxx, . . . ; ǫ) ∈ A⊗ C[[ǫ]]
are densities of pairwise commuting integrals
f¯ ip :=
∫
f ip(u; ux, uxx, . . . ; ǫ) dx (3.1.29)
{f¯ ip, f¯ jq }1,2 = 0, i, j = 1, . . . , n, p, q = −1, 0, 1, 2, . . .
Proof Let us prove first that the reducing transformation for the Poisson pencil (3.1.26)
can be chosen in the form of the series (3.1.27). Let
ui 7→ uˆi = f i−1(u; ux, . . . ; ǫ)
be the Miura-type transformation reducing the first Poisson bracket to the normal form
ηijδ′(x − y) with a constant nodegenerate symmetric matrix ηij. The compatibility
condition of the Poisson pencil says that the second Poisson bracket is a 2-cocycle
of the first one. Due to triviality of the 2-cohomology there exists an infinitesimal
transformation
uˆi 7→ uˆi + fˆ
i
0(u; ux, . . . ; ǫ)
λ
reducing the pencil to the form
−λ
[
ηijδ′(x− y) +O
(
1
λ2
)]
.
Iterating this procedure we will kill all the terms in the 1/λ expansion of the pencil
(3.1.26). The superposition of the Miura-type transformations gives the series (3.1.27).
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To prove commutativity of the functionals (3.1.29) it suffices to observe that∫
u˜idx =
∞∑
p=−1
f¯ ip
λp+1
, i = 1, . . . , n
are the Casimirs of the Poisson pencil (3.1.26). This immediately follows from the
reduced form of it (3.1.28). The theorem is proved.
Corollary 3.1.10 Every bihamiltonian structure of the form (3.1.15) - (3.1.17) gen-
erates a commuting bihamiltonian hierarchy of evolutionary PDEs
∂ui
∂tj,p
= {ui(x), f¯ jp}1 = {ui(x), f¯ jp−1}2, j = 1, . . . , n, p = 0, 1, 2, . . . (3.1.30)
Example 3.1.11 Let us apply the above procedure to the bihamiltonian structure
(3.1.19), (3.1.18) of the KdV hierarchy. We already know that (3.1.18) is reduced to
the constant form by means of the Miura transformation u 7→ χ,
iǫχ′ − χ2 = u.
The whole Poisson pencil (3.1.26) built of (3.1.19) and (3.1.18) is obtained from
(3.1.18) by a shift u 7→ u−λ (i.e., this is an exact bihamiltonian structure). Therefore
the reducing transformation for the pencil has the form
u 7→ u˜ = −2
√
λ[χ−
√
λ],
{u˜(x), u˜(y)}λ = −λ δ′(x− y). (3.1.31)
Here χ is the unique solution to the Riccati equation
iǫχ′ − χ2 = u− λ
of the form
χ = k +
∞∑
m=1
χm
km
, k =
√
λ.
The coefficients χm are polynomials in u, ǫu
′, ǫ2u′′ etc.,
χ1 = −u/2, χ2 = −iǫu′/4, χ3 = 1
8
(ǫ2u′′ − u2), . . .
The even coefficients all are total derivatives; the odd ones give the Hamiltonians of
the KdV hierarchy
∂u
∂tk
= ∂x
δIk
δu(x)
where
Ik = −4
∫
χ2k+3dx, k = 0, 1, . . .
(we redenote f 1k = −4χ2k+3, tk = t1,k).
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This algorithm of constructing the conservation laws of the KdV equation was found
by Gardner, Kruskal and Miura in [118]. The equivalence of the family of KdV integrals
produced by the Lenard scheme to those produced by the Gardner, Kruskal and Miura
algorithm was established by G.Wilson [144]. To our best knowledge the Hamiltonian
nature of this algorithm was not discussed in the literature.
Remark 3.1.12 It can be shown that the even part∑ χ2 l
λl
of the reducing transformation can be gauged out by a Miura-type transformation pre-
serving the canonical form (3.1.31).
3.2 The leading order of (0, n) bihamiltonian structures
The main problem we address in this paper is the classification of Poisson pencils of
the form (3.1.15)-(3.1.17) on the extended loop space w.r.t. the action of Miura group.
Actually we will add below further restrictions on the class of bihamiltonian structures
to be classified.
As we already did above in solving the problem of normal forms of a single Poisson
bracket on the extended loop space, we can try to classify Poisson pencils by successive
approximations, i.e., first reducing to a normal form the leading term of the series
(3.1.15), then studying 2-cocycles on this leading term etc.
It is clear that the leading term
{ui(x), uj(y)}[0]λ = {ui(x), uj(y)}[0]2 − λ{ui(x), uj(y)}[0]1 (3.2.1)
is itself a Poisson pencil. Let us redenote the coefficients of the pencil as follows
{ui(x), uj(y)}[0]1 = gij1 (u(x))δ′(x− y) + Γij1 k(u)ukxδ(x− y),
{ui(x), uj(y)}[0]2 = gij2 (u(x))δ′(x− y) + Γij2 k(u)ukxδ(x− y). (3.2.2)
According to our assumption (3.1.17) the leading coefficients gij1 (u) and g
ij
2 (u) define
two flat geometries onM . Under what conditions these two flat geometries correspond
to a bihamiltonian structure (3.2.2) onM? It is clear that the two flat geometries must
be members of a flat pencil, i.e., the linear combination Γij2 k − λΓij1 k of the Christoffel
coefficients of the two metrics gives the Christoffel coefficients of the linear combination
of the metrics gij2 − λgij1 and the latter is a flat (contravariant) metric for an arbitrary
λ. The notion of the flat pencil was introduced by one of the authors in [40] (see also
[41], [43]). It was shown in [40] that flat pencils are parametrized by solutions to a
certain system of nonlinear PDEs that resembles the equations of associativity. Let us
briefly recall this parametrization.
Definition. A quasi-Frobenius structure on a manifoldM is a pair (f,< , >) where
f = fα(v)dv
α is a one-form and < , > is a symmetric bilinear nondegenerate form on
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the tangent planes. This form will be called metric on M . The following conditions
must hold true.
1) the metric < , > is flat
2) in the flat coordinates v1, . . . , vn for the flat metric,
< ∂α, ∂β >= ηαβ = const, ∂α :=
∂
∂vα
the multiplication table
∂α · ∂β = ∂α∂γfβ(v)ηγµ∂µ (3.2.3)
(here (ηαβ) = (ηαβ)
−1) defines on the tangent spaces TvM a structure of algebra satis-
fying the following conditions
1)
(a · b) · c = (a · c) · b. (3.2.4)
2) The bilinear form < , > is invariant on the algebra TvM , i.e.
< a · b, c >=< a, c · b > . (3.2.5)
Here a, b, c are arbitrary three vectors in TvM .
3) The bilinear form on the cotangent bundle defined by
(dvα, dvβ) = ηαληβµ(∂λfµ + ∂µfλ) (3.2.6)
is an invariant form for the dual algebra
dvα · dvβ = ηαληβµ∂λ∂γfµ(v) dvγ
on T ∗vM .
Warning: the name “quasi-Frobenius manifold” was also used in different senses in
[38, 109]!
Theorem 3.2.1 For an arbitrary quasi-Frobenius manifold the two metrics < , > and
( , ) form a flat pencil. Conversely, any flat pencil can locally be obtained in such a
way.
Remark 3.2.2 The metric ( , ) could be degenerate. However, the linear combination
( , )− λ < , > does not degenerate for generic λ.
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Example 3.2.3 In the particular case of quadratic functions in v
fβ(v) =
1
2
cβλµv
λvµ
the structure constants
cγαβ = η
γνcναβ
define on the linear space M = TvM a structure of Novikov algebra, i.e., an algebra
satisfying (3.2.4) and also left-symmetric, i.e.,
a · (b · c)− (a · b) · c = b · (a · c)− (b · a) · c (3.2.7)
(the algebras satisfying the last identity are called Vinberg algebras or also pre-Lie
algebras). The inner product < , > satisfying (3.2.5) is called an invariant bilinear
form on the Novikov algebra. The above second Poisson bracket in this case is a linear
Poisson bracket of hydrodynamic type. The theory of such Poisson brackets was first
studied by A.Balinsky and S.P.Novikov [3].
Proof of the theorem see in [40], [41].
The problem of local classification of quasi-Frobenius manifolds can be reduced to
the theory of the following system of nonlinear PDEs
∂α∂λfβη
λµ∂µ∂δfγ = ∂α∂λfγη
λµ∂µ∂δfβ (3.2.8)
(∂αfλ + ∂λfα)η
λµ∂µ∂βfγ = (∂βfλ + ∂λfβ)η
λµ∂µ∂αfγ . (3.2.9)
Very recently O. Mokhov [119] and E.Ferapontov [62] proved integrability of this sys-
tem.
As it was essentially shown in [40] (see the precise formulation in [43]) that, under
certain quasihomogeneity assumption the quasi-Frobenius structure onM reduces to a
Frobenius one. In the next section we impose a somewhat different additional constraint
onto the bihamiltonian structure (3.2.2) that will also give a correspondence between
the normal forms of the bihamiltonian structures (3.1.15) on the extended loop spaces
L(M) and Frobenius structures on M .
3.3 Tau-structures, tau-covers and normal coordinates of bi-
hamiltonian hierarchies of PDEs
The densities of the commuting hamiltonians of the hierarchy (3.1.30) constructed in
the Section 3.1.2 admit certain freedom in their definition. Indeed, instead of the
densities f ip one can take
hi,p =
p∑
q=−1
n∑
j=1
aij,pqf
j
q + total derivative (3.3.1)
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with arbitrary constant coefficients aij,pq satisfying the following nondegeneracy condi-
tion
det (aij,pp) 6= 0, p = −1, 0, 1, . . . . (3.3.2)
The flows of the new hierarchy
∂
∂t˜i,p
= { . , h¯i,p}1, h¯i,p :=
∫
hi,pdx, i = 1, . . . , n, p = 0, 1, 2, . . . (3.3.3)
still commute.
Definition. 1). A tau-structure for a Poisson pencil (3.1.26) is a choice of the
densities of the commuting hamiltonians in the class of equivalence w.r.t. the trans-
formations (3.3.1) s.t. the 1-form
ω =
∞∑
p=0
n∑
i=1
hi,p−1dt˜i,p (3.3.4)
is closed, i.e.,
∂hi,p−1(u; ux, . . . ; ǫ)
∂tj,q
=
∂hj,q−1(u; ux, . . . ; ǫ)
∂ti,p
. (3.3.5)
A Poisson pencil admitting a tau-structure is called tau-symmetric.
2). We say that the tau-symmetric Poisson pencil is compatible with spatial trans-
lations if
{ . , h¯1,0}1 = a11,00{ . , f¯ 10}1 =
∂
∂x
. (3.3.6)
Clearly tau-symmetry is a geometric property of a Poisson pencil. Indeed, if a
Poisson pencil { , }˜λ is obtained from { , }λ by means of a Miura-type transformation
ui 7→ u˜i = F i(u; ux, . . . ; ǫ)
then the densities hi,p(u; ux, . . . ; ǫ) satisfying (3.3.1), (3.3.5) considered as functions of
the new coordinates u˜i will give a tau-structure for the pencil { , }˜λ with the same
coefficients aij,pq.
The functions
hi,−1 = h
[0]
i,−1(u) + ǫ h
[1]
i,−1(u; ux) + . . . , i = 1, . . . , n (3.3.7)
will be of particular importance for working with tau-symmetric bihamiltonan hierar-
chies.
Lemma 3.3.1 The functions (3.3.7) define a Miura-type transformation
ui 7→ u˜i := hi,−1, i = 1, . . . , n. (3.3.8)
The functionals
∫
u˜1dx, . . . ,
∫
u˜ndx are Casimirs of { , }1.
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Proof From the definition we have
hi,−1(u; ux, . . . ; ǫ) =
∑
j
aij,−1−1f
j
−1(u; ux, . . . ; ǫ) + total derivative
where the functions f jp (u; ux, uxx, . . . ; ǫ) ∈ A0,0(ǫ) were constructed in the proof of
Theorem 3.1.9. In particular
h
[0]
i,−1(u) =
∑
j
aij,−1−1f
j
−1
[0]
(u)
where
f j−1(u; ux, . . .) = f
j
−1
[0]
(u) +O(ǫ).
Since uj 7→ f j−1(u; ux, . . .) is the transformation reducing { , }1 to the normal form,
the nondegeneracy
det
(
∂f j−1
[0]
(u)
∂uk
)
6= 0
holds true. This implies the nondegeneracy
det
(
∂hi,−1
[0](u)
∂uk
)
6= 0
also for the transformation (3.3.8). It remains to observe that the functionals∫
f j−1(u; ux, . . . ; ǫ) dx
are Casimirs of the first Posson bracket. Taking an invertible linear combination of
them and adding a total derivative will still give a system of Casimirs.
Definition. The dependent variables u˜1 . . . , u˜n are called normal coordinates on
L(M) w.r.t. the given tau-structure.
The first Poisson bracket in the normal coordinates has the form
{u˜i(x), u˜j(y}1 = ηijδ′(x− y) +O(ǫ) (3.3.9)
with a constant invertible matrix (ηij). The variables
u˜i := ηij u˜j,
(
ηij
)
:= (ηij)
−1
will also be called the normal coordinates. The tilde over the normal coordinates will
often be omitted. The equations of the hierarchy in the normal coordinates are written
in the following form
∂ui
∂tj,q
= ∂xΩi,0;j,q(u; ux, . . . ; ǫ) (3.3.10)
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where the matrix Ωi,p;j,q(u; ux, . . . ; ǫ) is defined in the formula (3.3.13) below.
We will settle below the problem of ambiguity in the choice of tau-structure of a
given Poisson pencil under certain additional assumption about the pencil. In partic-
ular we will describe the freedom in the choice of normal coordinates.
Let us denote
K = K(M ; { , }1, { , }2) := ∩λKer ({ , }2 − λ { , }1) ∈ Λ0(M)
the subspace spanned by the commuting Hamiltonians h¯i,p of the hierarchy. This can
be lifted to a subspace
Kˆ =∈ A0,1(M)
w.r.t. to the factorization map A0,1(M) π→ Λ0(M) (all the notations as in Section 2).
Namely, the Hamiltonian h¯i,p lifts to the density hi,p satisfying (3.3.3). We will now
define an important symmetric product map
∗ : Kˆ × Kˆ → A0,0(M) (3.3.11)
as follows. Due to commutativity of the flows there exists an infinite matrix of the
densities of the fluxes of the conserved quantities
Ωi,p;j,q(u; ux, uxx, . . . ; ǫ) =
∞∑
k=0
ǫkΩ
[k]
i,p;j,q(u; ux, . . . , u
(k)) ∈ A0,0, (3.3.12)
1 ≤ i, j ≤ n, p, q = 0, 1, 2, . . .
such that
∂hi,p−1(u; ux, . . . ; ǫ)
∂tj,q
= ∂xΩi,p;j,q(u; ux, uxx, . . . ; ǫ) (3.3.13)
(we will omit tilde over the time variables always assuming the hierarchy to be written
in the normal coordinates). Observe the shift p 7→ p − 1 in the level of the conserved
quantity h¯i,p−1. The matrix Ωi,p;j,q is determined up to adding of constants.
Lemma 3.3.2 The collection of the densities hi,p(u; ux, . . . ; ǫ) of the commuting
Hamiltonians h¯i,p of the form (3.3.1), (3.3.2) is a tau-structure iff the matrix Ωi,p;j,q =
Ωi,p;j,q(u; ux, . . . ; ǫ) is symmetric
Ωi,p;j,q = Ωj,q;i,p. (3.3.14)
Proof The condition of closedness of the 1-form (3.3.4) written in (3.3.5) is equivalent
to the symmetry (3.3.14).
We define the product map (3.3.11) on the basis of the space K putting
(hi,p, hj,q) 7→ hi,p ∗ hj,q := Ωi,p+1;j,q+1. (3.3.15)
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All the equations of the constructed hierarchy have the form (1.7). We define
solutions to the hierarchy as vector functions
ui = ui(t; ǫ) =
∞∑
k=0
ǫkui[k](t), i = 1, . . . , n, t =
(
ti,p
)
1≤i≤n, p=0,1,...
satisfying all the equations of the hierarchy as formal series in ǫ. Compatibility of the
equations of the hierachy gives a possibility to solve them simultaneously. Actually
there is a problem of the definition of an appropriate class of functions of infinite
number of variables. This will be done below where we will also construct the solution
to the Cauchy problem for the hierarchy with the initial data in a suitable class of
functions of x.
Corollary 3.3.3 For every solution
ui = ui(t; ǫ), i = 1, . . . , n
of a tau-symmetric hierarchy there exists a function τ = τ(t; ǫ) such that
Ωi,p;j,q(u(t; ǫ); ux(t; ǫ), . . . ; ǫ) = ǫ
2 ∂
2 log τ
∂ti,p∂tj,q
.
The function τ(t; ǫ) is determined uniquely up to a transformation of the form
τ(t; ǫ) 7→ e 12ǫ2
∑
Qi,p;j,q(ǫ)ti,ptj,qτ(t; ǫ)
with a constant symmetric matrix Qi,p;j,q(ǫ).
The function τ will be called tau-function of a given tau-structure of the bihamil-
tonian hierarchy.
For a tau-structure compatible with spatial translations we have
∂
∂t1,0
=
∂
∂x
.
Therefore the solution to the hierarchy, when written in the normal coordinates reads
ui(t; ǫ) = ǫ
2∂
2 log τ
∂x∂ti,0
, i = 1, . . . , n. (3.3.16)
In the study of symmetries of integrable PDEs it will be useful the following ex-
tension of the PDEs to systems with an infinite family of dependent variables f , fi,p,
i = 1, . . . , n, p = 0, 1, . . . , u1, . . . , un:
ǫ
∂f
∂tj,q
= fj,q
ǫ
∂fi,p
∂tj,q
= Ωi,p;j,q(u; ux, . . . ; ǫ) (3.3.17)
∂ui
∂tj,q
= ∂xΩi,0;j,q(u; ux, . . . ; ǫ).
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Definition. The system (3.3.17) of PDEs is called tau-cover of the hierarchy
(3.3.10).
It is clear that the hierarchy (3.3.17) is still commutative.
The notion of tau-function was discovered by Date, Jimbo, Kashiwara and Miwa [17]
in their study of KP hierarchy. In the next section we will construct the tau-structure
for the KdV hierarchy.
3.4 Example: tau-structure of KdV and heat kernel expansion
Let us define the differential polynomials
hk = hk(u, ǫ ux, ǫ
2uxx, . . . , ǫ
2k+2u(2k+2))
as the Seeley coefficients [132] of the Lax operator L = −ǫ2∂2x+u, i.e., as the coefficients
of the asymptotic expansion at z → 0 of the diagonal of the heat kernel
< x | e−z (−ǫ2∂2x+u(x)) | x >∼ 1√
4 π z
∞∑
k=0
(−z)khk−2, h−2 = 1. (3.4.1)
Note that the coefficients of the asymptotic expansion (3.4.1) do not depend on the
choice of the boundary conditions for the Lax operator [132]. They are related to the
gradients of the old Hamiltonians by
hk :=
k+1∏
i=1
(
i+
1
2
)−1
δIk+1
δu(x)
, k = −1, 0, 1, . . . (3.4.2)
We want to prove that these differential polynomials define a tau-structure of the KdV
hierarchy, i.e. the following symmetry holds true
{hk−1, h¯l}1 = {hl−1, h¯k}1. (3.4.3)
Observe that, redefining the flows of the hierarchy as follows
∂u
∂t˜k
:= {u(x), h¯k}1 = ∂x δh¯k
δu(x)
, h¯k =
∫
hkdx, k = 0, 1, . . . (3.4.4)
we obtain the same hierarchy up to a change of normalization of the flows
∂u
∂t˜k
=
k∏
i=1
(
i+
1
2
)−1
∂u
∂tk
. (3.4.5)
The symmetry (3.4.3) means that the new densities are coefficients of a closed 1-form
ω = h−1dt˜0 + h0dt˜1 + h1dt˜2 + . . . . (3.4.6)
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Explicitly the first few Hamiltonians and the corresponding flows of the hierarchy are
h−1 = u, h0 =
u2
2
− ǫ2u
′′
6
, h1 =
u3
6
− ǫ
2
12
(u′2 + 2u u′′) + ǫ4
uIV
60
,
h2 =
u4
24
− ǫ
2
12
(u u′2 + u2u′′) +
ǫ4
120
(3u′′2 + 4u′u′′′ + 2u uIV )− ǫ
6
840
uV I
ut˜0 = u
′, ut˜1 = u u
′ − ǫ
2
6
u′′′,
ut˜2 =
u2u′
2
− ǫ
2
6
(2u′u′′ + u u′′′) +
ǫ4
60
uV .
To prove that the Seeley coefficients define a tau-structure of the KdV hierarchy
let us recall some identities for the generating functional
p = p(λ) = k +
∞∑
m=1
χ¯m
km
, k =
√
λ
(see, e.g., [33]). Let us introduce the “real part”
χR := k +
∞∑
j=0
χ2j+1
k2j+1
.
Then we have
δp
δu(x)
= − 1
2χR
and
dp
dλ
=
∫
1
2χR
dx.
From the last two formulae it immediately follows that∫
δχ¯2j+3
δu(x)
dx =
(
j +
1
2
)
χ¯2j+1.
This proves that the new flows (3.4.4) are proportional to the equations of the KdV
hierarchy with the coefficient of proportionality given in (3.4.5). From the same formula
it follows that the new densities of the Hamiltonians satisfy the recursion similar to
(3.1.21) but with a different normalization(
−1
4
ǫ2∂3x + u∂x +
1
2
ux
)
δh¯j−1
δu(x)
=
(
j +
1
2
)
∂x
δh¯j
δu(x)
.
All this means that the new Hamiltonians can be obtained from the old ones by mul-
tiplying a nonzero constant and by adding of a total derivative.
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The generating function of the densities hk coincides with
w(x, λ) :=
√
λ
χR(x, λ)
= 1 +
h−1
2λ
+
∞∑
k=2
(2k − 1)!!hk−2
(2λ)k
.
We are now to prove the symmetry
∂hi−1
∂t˜j
=
∂hj−1
∂t˜i
(3.4.7)
for each pair (i, j). We will use the following formula [33]
{χR(x, λ), p(µ)}1 =
1
8 (µ− λ)
(
χR(x, λ)
χR(x, µ)
)′
(3.4.8)
(here ′ = d/dx, µ is an indeterminate). The both sides of the formula are understood
as formal series in inverse powers of
√
µ. From this it easily follows that
−1
4
∞∑
i,j=0
(2i+ 1)!! (2j + 1)!!
(2µ)i+1 (2 λ)j+1
∂hj−1
∂t˜i
=
1
µ− λ [w(x, µ)w
′(x, λ)− w′(x, µ)w(x, λ)].
The symmetry of the r.h.s. proves (3.4.7).
Using the formula (28) from [68] we can represent the r.h.s. as the total derivative
of the function
2
µ− λ [w(x, µ)w
′(x, λ)− w′(x, µ)w(x, λ)]
= ∂x
1
(µ− λ)2 [w
′′(µ)w(λ) + w(µ)w′′(λ)− w′(µ)w′(λ)
+2(λ+ µ− 2 u)w(µ)w(λ)− 2(λ+ µ)] . (3.4.9)
It would be interesting to derive the symmetry (3.4.7) directly from the properties
of the heat kernel (cf. the recent paper [111] where an analogous symmetry of the
derivatives of the Green function of the Dirichlet boundary value problem on the plane
has been derived from the Hadamard variational formula for the Green function).
Remark 3.4.1 In [13] it was suggested an approach to the theory of tau-functions of
the KP hierarchy and of its reductions. This approach is based on the theory of exact
Poisson pencils (see Example 3.1.7 above). Let
{ , }λ = { , }2 − λ { , }1
be an exact Poisson pencil
LieZ{ , }2 = { , }1, LieZ{ , }1 = 0
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for some vector field Z. Let us assume that the vector field Z satisfies the conditions
of the lemma 2.4.9. Doing if necessary a Miura-type transformation we may assume
that
Z =
∂
∂u1
.
Let
ui 7→ u˜i = F i(u1, . . . , un; u1x, . . . , unx, . . . ; ǫ)
be the reducing transformation for the Poisson bracket { , }2. Then the λ-dependent
reducing transformation for the pencil described in Theorem 3.1.9 must have the form
ui 7→ u˜i = F i(u1 − λ, . . . , un; u1x, . . . , unx, . . . ; ǫ) (3.4.10)
assuming that the r.h.s. is analytic at λ = ∞. If this is the case then we can derive,
following [13] that
δf¯ ip
δu1(x)
= p f ip−1 + total derivative. (3.4.11)
Indeed, from
∂
∂λ
∫
F i(u1 − λ, . . . , un; u1x, . . . , unx, . . . ; ǫ) dx = −
∫
δF¯ i
δu1(x)
dx
it follows that
∂
∂λ
F i(u1 − λ, . . . , un; u1x, . . . , unx, . . . ; ǫ) = −
δ
δu1(x)
∫
F i dx+ total derivative.
From (3.4.11) it follows that the coefficients
mip−1 :=
δf¯ ip
δu1(x)
(3.4.12)
of the expansion of δF i/δu1(x) are densities of conserved quantities of the bihamiltonian
hierarchy. They were used in [13] in order to define the tau-function.
In the particular case of KdV one is to use, following the above prescription, the
differential polynomials
mk−1 :=
δIk
δu(x)
,∫
mk−1dx =
2k + 1
2
Ik−1
in order to define the tau-function of the KdV hierarchy
mk−1 = ǫ
2∂
2 log τ
∂x ∂tk
.
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Instead of the symmetry (3.4.3) one obtains
2k + 3
2
{mk−1, m¯l}1 = 2l + 3
2
{ml−1, m¯k}1. (3.4.13)
The main problem with extending this approach to more general class of exact Pois-
son pencils is that to describe the analytic properties for large λ of the reducing trans-
formation defined for small λ by the formula (3.4.10). Our axioms imply that this
transformation always has a regular singularity at λ = ∞ described by the formulae
(3.6.66) -(3.6.68) below.
3.5 From tau-structures to Frobenius manifolds
Here we will construct the main invariant of an arbitrary tau-symmetric Poisson pencil
of (0, n) brackets on ˆL(M) with respect to the action of Miura group. We will prove
that every such a bihamiltonian structure satisfying certain genericity assumption de-
termines a Frobenius structure on M .
Actually our invariant will depend only on the leading order (3.2.2) of the bihamil-
tonian structure. We will prove the following general result: classes of equivalence of
tau-symmetric bihamiltonian structures of the form (3.2.2) on L(M) satisfying certain
genericity assumption are in one-to-one correspondence with Frobenius structures on
M .
All the calculations will be done in the system of flat coordinates v1, . . . , vn for
the metric gij1 . Denote η
αβ the (constant) components of the metric gij1 and g
αβ(v)
and Γαβγ (v) the components of the metric g
ij
2 and the Levi-Civita connection for this
metric. Recall (see Section 3.2 above) that, in these coordinates gαβ(v) and Γαβγ (v) are
expressed in terms of certain functions f1(v), . . . , fn(v) as follows
Γαβγ (v) = ∂
α∂γf
β(v),
gαβ(v) = ∂αfβ(v) + ∂βfα(v). (3.5.1)
Here all raising and lowering of the Greek indices is to be done with the help of the
matrix (ηαβ) and the inverse one (ηαβ) = (η
αβ)−1. E.g.,
∂α := ηαλ∂λ.
We first observe that the densities of the commuting flows of the hierarchy de-
termined by the bihamiltonian structure (3.2.2) are just functions on M . They are
determined by the following procedure.
Lemma 3.5.1 The bihamiltonian hierarchy determined by (3.2.2) in the flat coordi-
nates (v1, . . . , vn) for { , }[0]1 has the form
∂vβ
∂tα,p
= ∂x
(
∂βφα,p(v)
)
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where the functions φα,p(v) on M are the coefficients of the series solution
φα(v;λ) =
∞∑
p=−1
φα,p(v)
λp+1
to the linear system(
gβǫ(v)− λ ηβǫ) ∂ǫ∂γφ+ Γβǫγ (v)∂ǫφ = 0, β, γ = 1, . . . , n (3.5.2)
such that
φα,−1(v) = vα := ηαǫvǫ.
Proof The system (3.5.2) is just the spelling of the definition
{ . , φ¯(v;λ)}[0]λ = 0
of the Casimir of the pencil.
Observe that the system (3.5.2) coincides with the equations for the flat coordinates
for the flat pencil gij2 − λ gij1 written in the flat coordinates for gij1 .
Corollary 3.5.2 The flows of the lower level of the hierarchy have the form
∂vβ
∂tα,0
= ∂x(∂
βfα(v)).
Proof For the coefficient φα,0(v) of λ
0 we obtain
∂β∂γφα,0 = Γ
βǫ
γ ηǫα = ∂
β∂γfα(v)
where the functions fα(v) were defined in (3.5.1). So
φα,0(v) = fα(v) + linear.
Adding of a function linear in v does not affect the flat pencil neither the Hamiltonian
equations.
By the assumption the densities h
[0]
α,p(v) are related to the densities φα,p(v) con-
structed in Lemma 3.5.1 by an invertible triangular transformation with constant co-
efficients. In particular we may assume that
h
[0]
α,−1(v) = vα
and
h
[0]
α,0(v) = a
β
αfβ(v) + linear function. (3.5.3)
Actually the linear function in the last formula can be absorbed by a redefinition of
fβ(v).
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Theorem 3.5.3 Let (3.2.2) be a tau-symmetric bihamiltonian structure. Introduce the
matrices
a = (aβα), b := a
−1 = (bβα), b
αβ := ηαλbβλ.
Then there exists a function F (v) s.t.
Γαβγ (v) = b
βǫ∂α∂γ∂ǫF (v), (3.5.4)
gαβ(v) = bαǫ∂ǫ∂
βF (v) + bβǫ∂ǫ∂
αF (v) + gαβ0 . (3.5.5)
The function F (v) satisfies associativity equations
∂α∂β∂λF (v)η
λµ∂µ∂γ∂δF (v) = ∂δ∂β∂λF (v)η
λµ∂µ∂γ∂αF (v), (3.5.6)
α, β, γ, δ = 1, . . . , n. (3.5.7)
The function F (v) is determined uniquely up to adding of at most quadratic polynomial.
Proof The first of the symmetry conditions (3.3.5) reads
∂vα
∂tβ,0
=
∂vβ
∂tα,0
.
Due to (3.5.3) it implies
aǫα∂βfǫ(v) = a
ǫ
β∂αfǫ(v).
Therefore there exists a function F (v) s.t.
aǫαfǫ(v) = ∂αF (v).
Hence
fα(v) = b
λ
α∂λF (v).
The freedom in adding of linear functions to fα(v) corresponds to the freedom in adding
of a quadratic polynomial to F (v).
It remains to prove that the algebra with the structure constants
cγαβ(v) := ∂α∂β∂
γF (v)
is associative for any t ∈M . Indeed, from the quasi-Frobenius property
Γαβǫ Γ
ǫγ
δ = Γ
αγ
ǫ Γ
ǫβ
δ
for the Christoffel coefficients
Γαβγ (v) = c
α
ǫγ(v)b
βǫ
we obtain
bβλbγµ
[
cαǫλ(v)c
ǫ
µδ(v)− cαǫµ(v)cǫλδ(v)
]
= 0.
This proves associativity.
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Due to the Theorem the formula
∂α · ∂β := cγαβ(v)∂γ (3.5.8)
where
cγαβ(v) := η
γǫ∂ǫ∂α∂βF (v) (3.5.9)
defines on the tangent planes TvM a structure of commutative associative algebra.
We will now put into the game the condition of compatibility with spatial transla-
tions.
Lemma 3.5.4 If the tau-structure is compatible with spatial translations then the func-
tion F (v) constructed in Theorem 3.5.3 satisfies
∂1∂α∂βF (v) = ηαβ .
Proof By definition we must have
aǫ1∂βfǫ(v) = vβ + const,
i.e.,
∂1∂βF (v) = vβ + v
0
β (3.5.10)
for a constant shift v0β. Adding if necesary a quadratic polynomial to F (v) we end the
proof.
According to the lemma the vector field
e := ∂/∂v1 (3.5.11)
is the unity of the Frobenius algebra on TvM at every point v ∈M . Actually we have
a somewhat stronger condition
∂
∂t˜1,0
= c
∂
∂t1,0
=
∂
∂x
, aα1 = c δ
α
1 (3.5.12)
for some nonzero constant c.
We are now to construct the Euler vector field on M . Let us introduce the linear
function ϕ(v) = v1 := η1ǫv
ǫ. The gradient of this function w.r.t. to the second metric
we will denote E.
Lemma 3.5.5 The components Eα(v) of the vector field E = Eα(v)∂α are the follow-
ing linear functions on M
Eα(v) = c vα + b¯αβ(v
β + vβ0 ) + η1ǫg
ǫα
0 (3.5.13)
where b¯αβ is the matrix of the operator adjoint to b
α
β ,
b¯αβ := η
αληβµb
µ
λ.
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Proof By definition
Eα = gαǫ(v)∂ǫϕ(v) = η1ǫg
αǫ(v) = ∂αf1(v) + ∂1f
α(v) + η1ǫg
ǫα
0 .
Using bα1 = c δ
α
1 we obtain
∂αf1 = c v
α.
Representing
fα(v) = b¯αβ∂
βF (v)
and using (3.5.10) we end the proof.
Lemma 3.5.6 Denote ( , ) the bilinear form on T ∗vM corresponding to the second
metric. Then
(ω1, ω2) = iEω1 · ω2. (3.5.14)
Here ω1, ω2 ∈ T ∗vM are two 1-forms on M . There product is the 1-form defined via
the product of tangent vectors on M with the help of the isomorphism
η : TvM → T ∗vM.
Proof From the condition of symmetry of the Levi-Civita connection
gαǫΓβγǫ = g
βǫΓαγǫ
we derive that
gαǫcβγǫ = g
βǫcαγǫ .
Multiplying the last equation by ∂βϕ(v) and taking the sum w.r.t. β we obtain
Eǫcαγǫ = g
αγ.
Definition. We say that a solution F (v) to the associativity equations (3.5.6)
is rigid if every constant invariant symmetric bilinear form on the algebras TvM is
proportional to < ,>. A bihamiltonian structure (3.1.15) - (3.1.17) possesing of a
tau-structure is called rigid if the corresponding solution to the associativity equations
is.
Every cubic solution to the associativity equations is not rigid: taking an arbitrary
constant linear form l we define a constant invariant symmetric bilinear form by
(a, b)l := l(a · b), a, b ∈ TvM.
Observe that the structure constants cγαβ(v) of such a Frobenius manifold do not depend
on v. Conversely, nonrigid solutions to the associativity equations can be characterized
by the following statement.
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Lemma 3.5.7 A solution F (v) to the associativity equations is not rigid if and only
if there exists a constant (in the flat coordinates vα) vector field w non proportional to
e such that
∂wF (v) = at most quadratic polynomial in v. (3.5.15)
Proof . Let ( , ) be a constant invariant symmetric bilinear form on TvM non propor-
tional to < , >. We introduce a constant linear form
l(a) := (a, e)
and a constant vector w = (wα) dual to l, i.e. l(a) =< w, a >,
wα = ηαβlβ, lβ := l(∂β).
Since
(∂α, ∂β) = c
γ
αβ(v)lγ,
the sum
wǫcγαǫ(v)
does not depend on v. Differentiating the last equation along vβ we obtain
∂wc
γ
αβ(v) = 0.
That means validity of (3.5.15). Inverting the arguments, we also prove the converse
statement.
There is a simple way to generate new solutions to the equations of associativity
starting from a non rigid solution.
Lemma 3.5.8 Let F (v) be a solution to the equations of associativity and w be the
constant vector field satisfying (3.5.15). There locally exists a function Fw(v) and a
constant antisymmetric linear operator ρ = (ραβ) such that
∇Fw(v) = w · ∇F (v) + 1
2
ρ(v) (3.5.16)
where
(ρ(v))α = ραβ v
β.
The function Fw(v) satisfies associativity equations (3.5.6) with the same ηαβ.
Proof Let us introduce the following 1-form
ωγ := qγν∇νF (v) = wǫcνγǫ(v)∂νF (v).
Here qγν := w
ǫcγǫν(v) by assumption is a constant symmetric matrix. Differentiating
the above equation twice along vα and vβ and using the associativity we obtain
∂α∂βωγ = w
νcǫνα(v)cǫβγ(v).
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Due to the symmetry of the r.h.s. in β and γ, there exists a constant skew-symmetric
matrix ρβγ such that
∂βωγ − ∂γωβ = ρβγ .
The one-form
ωγ − 1
2
ργνv
ν
is closed. Therefore it is locally equal to the differential of a function we denote Fw(v).
To prove the last statement of Lemma we observe that
∂α∂β∂λF
w(v)ηλµ∂µ∂γ∂δF
w(v) = ∂α∂β∂λF (v)η
λµ
w ∂µ∂γ∂δF (v)
where
ηλµw = q
λ
λ′q
µ
µ′η
λ′µ′ = (w · w)νcλµν (v)
is a constant invariant symmetric bilinear form on TvM . This proves validity of the
associativity equations for the new function Fw(v).
Theorem 3.5.9 For a solution F (v) to the associativity equations corresponding to a
tau-symmetric bihamiltonian structure compatible with spatial translations the constant
vector w = (wα)
wα = 2c δα1 + b¯
α
1 (3.5.17)
satisfies (3.5.15). The function F (v) satisfies
∂EF (v) = 2F
w(v) + quadratic (3.5.18)
The Lie bracket of the vector fields E, e equals
[e, E] = w − c e. (3.5.19)
Proof From the equation (3.5.1) we obtain
Eǫ∂ǫ∂α∂βF = b
ǫ
α∂ǫ∂βF + b
ǫ
β∂ǫ∂αF + g0αβ.
We can rewrite it as
∂α∂β [E
ǫ∂ǫF ] = Q
ǫ
α∂ǫ∂βF +Q
ǫ
β∂ǫ∂αF + g0αβ (3.5.20)
where
Qβα = c δ
β
α + b
β
α + b¯
β
α,
the constant c was defined in (3.5.12). The compatibility conditions
∂γ [Q
ǫ
α∂ǫ∂βF +Q
ǫ
β∂ǫ∂αF ] = ∂β [Q
ǫ
α∂ǫ∂γF +Q
ǫ
γ∂ǫ∂αF ]
implies
Qǫβcǫαγ(v) = Q
ǫ
γcǫαβ(v).
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This means invariance of the constant symmetric bilinear form
< Qx, y >= c < x, y > + < bx, y > + < x, b y > .
Therefore the matrix Qαβ can be represented in the form
Qαβ = w
ǫcαǫβ(v), w
α = Qα1 .
This gives the formula (3.5.17) since bα1 = c δ
α
1 . Using Lemma 3.5.7 we arrive at the
proof of (3.5.15).
To prove (3.5.18) we differentiate (3.5.20) along vγ and use associativity to obtain
∂α∂β∂γ(∂EF (v)) = 2Q
ǫ
γcǫαβ(v) = ∂α∂β[2(w · ∇F (v))γ] = 2∂α∂β∂γFw(v).
The Theorem is proved.
Recall [41] that a solution F (v) to the associativity equations (3.5.6) possesing a
constant unity vector field e defines on M ∋ v a structure of Frobenius manifold if a
linear vector field E exists on M s.t.
∂EF (v) = (3− d)F (v) + quadratic, [e, E] = e. (3.5.21)
Here d is a constant called the charge of the Frobenius manifold. The linear vector field
is called Euler vector field of the Frobenius manifold. If a linear vector field E satisfies
∂EF (v) = k F (v) + quadratic, [e, E] = 0 (3.5.22)
for some constant k then we will call M degenerate Frobenius manifold. The theory
of degenerate Frobenius manifolds is simpler than the theory of Frobenius manifolds
due to presence of a commutative group of algebra automorphisms generated by e, E.
In the particular semisimple case a degenerate Frobenius manifold can be described in
terms of Prym theta-functions of plane algebraic curves of the degree n = dimM with
an involution (see Appendix below).
Lemma 3.5.10 If the constant vector field (3.5.17) is proportional to e,
w = (c+ κ)e
for some constant κ then, for κ 6= 0 the function κF (v), defines on M a Frobenius
structure with the Euler vector field κ−1E, the unity e and the charge
d = 1− 2 c
κ
. (3.5.23)
If κ = 0 then (F (v), E) define on M a structure of degenerate Frobenius manifold.
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Proof For w = (c+ κ)e
Fw(v) = (c+ κ)F (v) + quadratic.
So (3.5.18) gives
∂EF (v) = 2(c+ κ)F (v) + quadratic, [e, E] = κ e.
For κ = 0 the last equation coincides with (3.5.22) with k = 2c. For κ 6= 0 the
renormalization E 7→ κ−1E, F 7→ κF gives (3.5.21). Observe that, due to the renor-
malization of F (v) the formula (3.5.14) for the second metric remains unchanged.
Corollary 3.5.11 Every rigid tau-symmetric bihamiltonian structure on L(M) of the
form (3.2.2) compatible with spatial translations in some coordinates can be reduced to
one of the following two normal forms.
1)
{vα(x), vβ(y)}1 = ηαβδ′(x− y),
{vα(x), vβ(y)}2 = gαβ(v(x))δ′(x− y) + Γαβγ (v(x))vγxδ(x− y) (3.5.24)
where
gαβ(v) = Eǫ(v)cαβǫ (v)
is the intersection form of a Frobenius structure on M
Γαβγ (v) = c
αǫ
γ (v)
(
1
2
− µ
)β
ǫ
µ :=
2− d
2
−∇E.
2)
{vα(x), vβ(y)}1 = ηαβδ′(x− y),
{vα(x), vβ(y)}2 = gαβ(v(x))δ′(x− y) + Γαβγ (v(x))vγxδ(x− y) (3.5.25)
where
gαβ(v) = Eǫ(v)cαβǫ (v)
is the intersection form of a degenerate Frobenius structure on M
Γαβγ (v) = −cαǫγ (v)µβǫ
µ :=
k
2
−∇E.
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We will now show that, under the assumption of semisimplicity the bihamiltonian
structure can be reduced to the direct sum of the structures (3.5.24), (3.5.25) even
without assumption of rigidity.
Definition. The bihamiltonian structure (3.1.15) - (3.1.17) is called semisimple if
the characteristic equation
det(gij2 (u)− λ gij1 (u)) = 0
has pairwise distinct roots for any u ∈M .
We will see below that semisimplicity guarantees integrability of the bihamiltonian
hierarchy (3.1.30).
Lemma 3.5.12 For a semisimple tau-symmetric bihamiltonian structure compatible
with spatial translations the Frobenius algebra constructed in Theorem 3.5.3 is semisim-
ple.
Proof According to Lemma 3.5.6 the linear operator
(gij2 ) · (gij1 )−1
coincides with the operator of multiplication by the vector field E. Therefore the
Frobenius algebra on TvM contains at least one element with simple spectrum. Hence
all the elements of the algebra are semisimple.
Lemma 3.5.13 Every semisimple solution to the associativity equations possesing of
a constant unity can be decomposed into a direct sum of rigid solutions.
Proof Let us consider the subspaceW of all constant vector fields w satisfying (3.5.15).
It contains the unity vector field e. Observe that the operator of multiplication of
vectors of TvM by any vector w ∈W has constant matrix in the basis of flat coordinates
onM . ThereforeW is a finite dimensional subalgebra in the Frobenius algebra of vector
fields on M .
Due to semisimplicity the commuting operators of multiplication by the vectors w
from W can be simultaneously reduced to the diagonal form. Let λ1(w), . . . , λm(w)
be the pairwise distinct eigenvalues of these operators. We consider these eigenvalues
as elements of the dual space W ∗. We define
TM = TM1 ⊕ . . .⊕ TMm
as the decomposition of the tangent bundle into the direct sum of the corresponding
eigensubspaces. It is easy to see that this is an orthogonal decomposition w.r.t. the
bilinear form < , > and that the products of vectors from TMi and TMj are all zeroes
80
for i 6= j. In this way we obtain the submanifolds M1, . . . , Mm. The solution F (v)
decomposes into the sum
F (v) = F1(v1) + . . .+ Fm(vm), vs ∈Ms
up to adding of at most quadratic polynomial.
Denote es, Es, ws the projections of the vectors e, E, w resp. onto the s-th factor.
The vector es is the unity of the Frobenius algebra on Ms. The eigenvalues of the
operator of multiplication by ws − λs(w)es restricted onto TMs are zeroes. Due to
semisimplicity this implies that
ws = λs(w)es.
Therefore Ms is rigid.
Corollary 3.5.14 Let F (v), v ∈M be a semisimple solution to the associativity equa-
tions possesing a constant unity vector field e and a linear vector field E satisfying
(3.5.18) where the constant vector field w satisfies (3.5.15). Then M is isomorphic to
the direct product
M =M1 ×M2 × . . .×Mm (3.5.26)
of Frobenius manifolds or degenerate Frobenius manifolds. The vector field w must
have the form
w = c e+
m∑
s=1
κses,
where e = e1+ . . .+ em is the decomposition of the unity vector fields w.r.t. the product
structure (3.5.26), and κ1, . . . , κm are some constants. The factors with κs = 0
correspond to degenerate Frobenius manifolds and the factors with κs 6= 0 correspond
to the Frobenius manifold Ms with
ds = 1− 2 c
κs
and with the Euler vector field
Es := κ
−1
s prsE.
Proof Decomposing the constant vector field w given in (3.5.17) w.r.t. the decompo-
sition (3.5.26) we obtain, due to rigidity of the factors
w = c+
m∑
i=1
κses.
where κ1, . . . , κm are some constants. Decomposing also (3.5.18), (3.5.19) we obtain
∂EsFs = 2(c+ κs)Fs + quadratic, [es, Es] = κses.
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The factors with κs = 0 give degenerate Frobenius manifolds; those with κs 6= 0 after
a renormalization like in Lemma 3.5.10 are Frobenius manifolds.
It remains to only investigate the freedom in the choice of the tau-structure. We
will do it for the rigid Poisson pencil (3.2.2).
Lemma 3.5.15 For a rigid tau-symmetric Poisson pencil of the form (3.2.2) the tau-
structure is determined uniquely up to simultaneous linear transformations
hα,p(v) 7→ Aβαhβ,p, p = −1, 0, 1, . . . (3.5.27)
and transformations of the form
hα,p(v) 7→ ρp+1hα,p(v) +
p∑
q=0
ρp−qBγα,qhγ,p−q−1, p = 0, 1, . . . (3.5.28)
with some nonzero ρ and a collection of n× n constant matrices Bβα,p, p = 0, 1, . . ..
Proof Indeed, let h˜α,p(v) := h˜
[0]
α,p be another tau-structure. Let us first assume that
h˜α,−1 = hα,−1 = vα.
Let
h˜α,0 = A
β
αhβ,0 +B
β
αvβ .
From
∂vα
∂tβ,0
= cαβγ(v)v
γ
x
using the symmetry
∂vα
∂t˜β,0
=
∂vβ
∂t˜α,0
we derive
Aλαcλβγ(v) = A
λ
βcλαγ(v).
For γ = 1 the last equation implies that the constant bilinear form < Ax, y > on TvM
is symmetric. From the whole equation it follows that this form is invariant. Due to
rigidity it must be proportional to < , >. Hence Aβα = ρ δ
β
α for some nonzero constant
ρ.
Let us redenote Bβα,0 := B
β
α. From the next symmetry condition
∂vα
∂t˜β,1
=
∂h˜β,0
∂t˜α,0
we derive that
∂
∂t˜α,1
= ρ2
∂
∂tα,1
+ ρBγα,0
∂
∂tγ,0
.
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Hence
h˜α,1(v) = ρ
2hα,1(v) + ρB
γ
α,0hγ,0(v) +B
γ
α,1vγ
where Bγα,1 is a new constant matrix. The proof of the lemma can be finished using
induction.
Observe that, conversely, an arbitrary transformation of the form (3.5.27), (3.5.28)
map a tau-structure to another one.
We postpone for a subsequent publication the study of integrable hierarchies cor-
responding to degenerate Frobenius manifolds. In the remaining part of this paper
we will assume that the (0, n) Poisson pencil (3.2.2) defines on M a structure of a
semisimple Frobenius manifold. Actually, we will see that not an arbitrary Frobe-
nius manifold can be obtained starting from a tau-symmetric Poisson pencil (3.2.2).
The restriction is that, the spectrum of the Frobenius manifold must contain no half-
integers. However, an arbitrary semisimple Frobenius manifold generates an integrable
hierarchy according to the construction of the next section. If the spectrum contains
no half-integers then the hierarchy admits a tau-symmetric bihamiltonian structure.
Integrable hierarchies corresponding to the Frobenius manifolds with half-integers in
the spectrum can be considered as the closure of our construction. For example, these
hierarchies are conjecturally in the theory of Gromov - Witten invariants of smooth
projective varieties of odd complex dimension (see below).
3.6 From Frobenius manifold to the Principal Hierarchy
Let M be a n-dimensional Frobenius manifold. In this section we construct the inte-
grable hierarchy on L(M) of the first order quasilinear systems
∂vi
∂t
= Aij(v)
∂vj
∂x
, i = 1, . . . , n. (3.6.1)
Under certain assumptions about the eigenvalues of the gradient∇E of the Euler vector
field E we will show that the hierarchies are generated by the bihamiltonian structure
of the form (3.5.24). We will also construct the conservation laws for the hierarchy
and, for an appropriate class of its solutions we compute the tau-function. Finally, for
the case of semisimple Frobenius manifold we will prove completeness of our system of
conservation laws.
3.6.1 Commuting bihamiltonian flows on the loop space of a Frobenius
manifold
Let us concentrate first at the hamiltonian systems w.r.t. the Poisson bracket { , }1.
Recall that, in the flat coordinates v1, . . . , vn for the metric < , > on M the Poisson
bracket has the form
{vα(x), vβ(y)}1 = ηαβδ′(x− y).
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The flow with the hamiltonian f¯ =
∫
f(v) dx reads
vt = {v(x), f¯}1 = ∂x∇f.
This is a first order quasilinear PDE with the matrix of coefficients
Aαβ(v) = ∇α∇βf(v).
Denote A(M) the space of smooth functions f(v) on M satisfying
∇a∇b f = ∇a·bLieef (3.6.2)
for arbitrary two vector fields a, b on M . Here e is the unity vector field on M .
Theorem 3.6.1 1) For arbitrary two functions f , g ∈ A(M) the hamiltonian flows
vt = {v(x), f¯}1, vs = {v(x), g¯}1 (3.6.3)
commute. 2) For any f ∈ A(M) there exists g ∈ A(M) such that
{ . , f¯}1 = { . , g¯}2.
Here the second Poisson bracket has the form (3.5.24).
Proof The commutator (vt)s − (vs)t of the vector fields (3.6.3) reads
(vαt )s − (vαs )t = ∂x
[
∂β∇αf∂x∇βg − ∂β∇αg∂x∇βf
]
.
Using (3.6.2) we rewrite the expression in the brackets as follows
∂β∇αf∂x∇βg − ∂β∇αg∂x∇βf
=
[
cαβλc
β
γµ(Liee∇λfLiee∇µg − Liee∇λgLiee∇µf
]
vγx = 0
due to associativity.
To prove the bihamiltonian property of the flows with the densities of hamiltonians
in A(M) it suffices, due to Lemma 2.4.22, to prove that these flows are symmetries of
the second Poisson bracket. We leave this calculation as an exercise for the reader.
Remark 3.6.2 To find the hamiltonian g¯ for the hamiltonian flow
vt = {v(x), f¯}1 = {v(x), g¯}2,
f(v) ∈ A(M), w.r.t. the second Poisson bracket (3.5.24) one is to find a solution g(v)
to (3.6.2) satisfying also
LieE∇g + 3− d
2
∇g = ∇Lieef. (3.6.4)
Our nearest goal is to construct a basis in a suitable subspace of A(M). Such a
basis is just the hierarchy we promised to construct.
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3.6.2 Spectrum of Frobenius manifold, Levelt basis of deformed flat coor-
dinates, and Hamiltonians of the Principal Hierarchy
Denote ∇˜ the deformed flat connection on M × C∗
∇˜u v = ∇uv + z u · v, u, v ∈ TM, z ∈ C∗
∇˜ d
dz
v = ∂zv + E · v − 1
z
Vv
where
V := 2− d
2
−∇E (3.6.5)
is an antisymmetric operator w.r.t. < , >. The unity vector field e is an eigenvector
of this operator with the eigenvalue
Ve = −d
2
e.
Lemma 3.6.3 Let f = f(v, z) be a horizontal function for the connection (3.6.5), i.e.,
∇˜ df = 0. (3.6.6)
Then
f(v, z) ∈ A(M) for any z. (3.6.7)
Proof Spelling the first half of the horizontality equation ∇˜αdf = 0 one obtains
∂α∂βf = z c
γ
αβ(v)∂γf.
In particular,
∂1∂γf = z∂γf.
These two equations imply (3.6.2).
To construct a basis in A(M) we will use the coefficients of expansion at z = 0 of the
deformed flat coordinates. By definition these are n independent horizontal functions
v˜1(v; z), . . . , v˜n(v; z), that is,
det
(
∂v˜α(v; z)
∂vβ
)
6= 0
and the functions satisfy
∇˜dv˜α = 0, α = 1, . . . , n. (3.6.8)
We now describe a particular system of solutions to (3.6.8).
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First, using the Levi-Civita connection for the flat metric < , > we obtain a natural
trivialization of the tangent bundle
TM ≃M × V
where V is a n-dimensional complex space with a symmetric nondegenerate bilinear
form that we denote by the same symbol < , >. For an arbitrary linear operator
A : V → V denote A∗ : V → V the adjoint operator
< A∗x, y >=< x,Ay > for any x, y ∈ V.
The horizontal (1, 1)-tensor V becomes a linear operator on V satisfying
V∗ = −V.
The horizontal unity vector field e gives a distinguished eigenvector of V in V that we
also denote e. After such a trivialization the deformed flat connection becomes a flat
connection on the trivial bundle M ×C∗ × V . The equation (3.6.8) for the gradients
Y (v; z) := ∇v˜(v; z)
of deformed flat coordinates takes the form of a system
∂αY = zCα(v)Y, α = 1, . . . , n (3.6.9)
∂zY =
(
U(v) + V
z
)
Y. (3.6.10)
Here Cα(v) and U(v) are the linear operators in V of multiplication by ∂/∂vα and E
resp. These operators are symmetric,
C∗α = Cα, U∗ = U .
To fix a system of the deformed flat coordinates we are to choose a basis in the space
of solutions to the system (3.6.9), (3.6.10). Such a basis corresponds to a choice of a
representative in the equivalence class of normal forms of the system (3.6.10) near z = 0
(see details in [42]). The parameters of such a normal form are called monodromy at the
origin of the Frobenius manifold. Let us first recall the description of the parameters.
Definition. The spectrum of a Frobenius manifold is a quadruple (V,< , >, µˆ, R)
where V is a n-dimensional linear space over C equipped with a symmetric non-
degenerate bilinear form < , >, semisimple antisymmetric linear operator µˆ : V → V ,
< µˆ a, b > + < a, µˆ b >= 0 and a nilpotent linear operator R : V → V satisfying the
following properties. First,
R∗ = −eπ i µˆRe−π i µˆ (3.6.11)
Observe the following consequence of (3.6.11)
Re2π i µˆ = e2π i µˆR. (3.6.12)
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The operator R must also be µˆ-nilpotent, i.e., it must preserve a natural flag in V
associated to the operator µˆ. The flag is constructed as follows.
For a given ρ ∈ Spec e2π i µˆ denote µmax = µmax(ρ) ∈ Spec µˆ the eigenvalue with the
maximal real part satisfying e2π i µmax = ρ. For every nonnegative integer m define the
subspace
V m := ⊕0≤k≤m ⊕ρ∈Spec e2π i µˆ Ker [µˆ− (µmax(ρ)− k) · 1] ⊂ V. (3.6.13)
Clearly
0 = V −1 ⊂ V 0 ⊂ V 1 ⊂ . . . V (3.6.14)
For sufficiently large m one has V m = V . Let 0 = k1 ≤ k2 < k3 < . . . < kl be all the
integers such that
V ki−1 6= V ki.
Denoting
Fi := V
ki, i = 1, . . . , l (3.6.15)
we obtain a flag
0 = F0 ⊂ F1 ⊂ . . . ⊂ Fl = V. (3.6.16)
Definition. The flag (3.6.16) is called Levelt flag associated with (V , < , >, µˆ). The
operator R : V → V is called µˆ-nilpotent if the Levelt flag is invariant
R(Fj) ⊂ Fj , j = 0, 1, . . . , l. (3.6.17)
By the construction the operator R satisfies
zµˆRz−µˆ = R0 +R1z +R2z2 + . . . (3.6.18)
where the coefficients of the matrix valued polynomial are nilpotent operators R0, R1,
. . . such that
R = R0 +R1 + . . . (3.6.19)
and
Rk(V
j) ⊂ V j−k. (3.6.20)
Observe the following useful identity
zµˆRkz
−µˆ = zkRk, k = 0, 1, . . . (3.6.21)
[µˆ, Rk] = k Rk, k = 0, 1, . . . . (3.6.22)
The spelling of the equation (3.6.11) for the coefficients Rk reads
R∗k = (−1)k+1Rk, k = 0, 1, . . . . (3.6.23)
Any polynomial of the matrices Rk can be uniquely decomposed as follows
P (R0, R1, . . .) = [P (R0, R1, . . .)]0 + [P (R0, R1, . . .)]1 + . . . (3.6.24)
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zµˆ[P (R0, R1, . . .)]kz
−µˆ = zk[P (R0, R1, . . .)]k. (3.6.25)
The last ingredient of the monodromy at the origin is an eigenvector e ∈ V of µˆ
satisfying R0 e = 0. It will be needed later on.
We will now explain how to associate a 5-tuple (V,< , >, µˆ, R, e) to a Frobenius
manifold. The linear space V with a symmetric nondegenerate bilinear form < , >
and a vector e ∈ V have already been constructed above. Denote µˆ : V → V the
semisimple part of the operator V, i.e.,
µˆ := ⊕µ∈SpecVµPµ (3.6.26)
where Pµ : V → Vµ is the projector of V onto the root subspace of V
V = ⊕µ∈SpecVVµ, Vµ := Ker (V − µ · 1)n,
Pµ(Vµ′) = 0 for µ 6= µ′, Pµ|Vµ = idVµ . Clearly the operator µˆ is antisymmetric, µˆ∗ = −µˆ.
Denote R0 the nilpotent part of V
V = µˆ+R0.
Other operators R1, R2, . . . are not determined by V only. They appear only in presence
of resonances, i.e., pairs of eigenvalues µ, µ′ of V such that µ− µ′ ∈ Z>0.
Let us choose a basis e1, . . . , en in V such that e1 = e. The matrices of the linear
operators µˆ and R we will denote by the same symbols.
Theorem 3.6.4 For a sufficiently small ball B ∈M there exists a fundamental matrix
of solutions to the system (3.6.9), (3.6.10) of the form
Y (v; z) = Θ(v; z)zµˆzR (3.6.27)
such that the matrix valued function Θ(v; z) : V → V is analytic on B × C satisfying
Θ(v; 0) ≡ 1 (3.6.28)
Θ∗(v;−z)Θ(v; z) ≡ 1. (3.6.29)
This was proved in [42] for the case of diagonalizable V. The general case can be
settled in a similar way. Note that a branch of logarithm log z is to be fixed in order to
define the matrices zµˆ := eµˆ log z and zR := eR log z. The latter matrix is polynomial in
log z. The fundamental matrix (3.6.27) is analytic on the universal covering B × C˜∗.
Remark 3.6.5 Forgetting about the first part (3.6.9) of the linear system and also
about the orthogonality (3.6.29) we arrive, for a fixed v, at a distinguished fundamental
matrix for the system of linear differential equations (3.6.10) with rational coefficients.
It essentially coincides with the fundamental matrix constructed by F.R.Gantmakher
[66] and A.H.M.Levelt [102]. The decomposition (3.6.19) corresponds to the Levelt’s
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flag in the space of solutions V to (3.6.10) determined by the following non-archimedian
valuation function
ν(Y ) := maximal integer m such that lim
z→0
z−rY (z) = 0 for any real r < m (3.6.30)
for a non-zero solution Y = Y (z) (it is understood that, during the limit in (3.6.30)
z goes to zero within an arbitrary fixed sector of the universal covering of C∗), and
ν(0) =∞ (see details in [102]). If
∞ = ν0 > ν1 > . . . > νl
are all the values of the valuation function then the Levelt’s flag
0 = F0 ⊂ F1 ⊂ . . . ⊂ Fl = V
in the space of solutions is defined by
Fk := {y ∈ V | ν(y) ≥ νk} . (3.6.31)
The flag is invariant w.r.t. the monodromy around z = 0 transformation given in the
basis (3.6.27) by the matrix
M0 = e
2π i µˆe2π iR. (3.6.32)
The fundamental matrix (3.6.27) maps the flag (3.6.16) to the flag (3.6.31).
Let us now describe, following [42], the ambiguity in the choice of the fundamental
matrix (3.6.27). Denote P (V,< , >, µˆ, e) ⊂ Aut V the group of linear transformations
∆ : V → V satisfying
zµˆ∆z−µˆ = polynomial in z (3.6.33)
∆∗eπ i µˆ∆ = eπ i µˆ (3.6.34)
∆ e = e. (3.6.35)
The group acts on the fundamental matrices of the form (3.6.27) by the formulae
R 7→ ∆−1R∆ (3.6.36)
Θ(v; z) 7→ Θ(v; z)(∆0 + z∆1 + . . .) (3.6.37)
where
zµˆ∆z−µˆ = ∆0 + z∆1 + . . . (3.6.38)
Theorem 3.6.6 Two fundamental matrices of the form (3.6.27) correspond to the
same Frobenius manifold iff they are related by the transformation (3.6.36) - (3.6.37).
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Definition. Two 5-tuples (Vi, < , >i, µˆi, ei, Ri), i = 1, 2, are called equivalent if
there exists an isomorphism φ : V1 → V2 and ∆ ∈ P (V1, < , >1, µˆ1) such that
φ∗ < , >2=< , >1
µˆ2φ = φµˆ1
φ(e1) = e2
φ−1R2φ = ∆−1R1∆.
Definition. Class of equivalence of the parameters in (3.6.27) is called monodromy
at z = 0 of the Frobenius manifold.
Columns of the fundamental matrix (3.6.27) are gradients of a system of deformed
flat coordinates. Due to constancy of µˆ, R also columns of Θ(v; z) =
(
Θαβ(v; z)
)
are
gradients of some analytic functions on B × C that we denote θ1(v; z), . . . , θ(v; z)
Θαβ(v; z) = ∇αθβ(v; z).
We obtain a system of deformed flat coordinates of the form
(v˜1(v; z), . . . , v˜n(v; z)) = (θ1(v; z), . . . , θn(v; z))z
µˆzR. (3.6.39)
Definition. We will call (3.6.39) Levelt system of deformed flat coordinates on M
at z = 0.
Denote θα,p the coefficients of the Taylor expansions of the analytic part of a Levelt
system of deformed flat cordinates
θα(v; z) =
∞∑
p=0
θα,p(v)z
p, α = 1, . . . , n. (3.6.40)
The coefficients θα,p are determined from the recursion procedure
∂λ∂µθα,p(v) = c
ν
λµ(v)∂νθα,p−1(v), p > 0, (3.6.41)
θα,0 = vα ≡ ηαǫvǫ (3.6.42)
with the additional constraints for the matrices Θp(v) := (∇αθβ,p(v)) given by
(p+1)Θp+1(v)+ [Θp+1(v),V] = U(v)Θp(v)−
∑
k≥1
Θp−k+1(v)Rk, p = 0, 1, . . . . (3.6.43)
In particular,
θα,1(v) =
∂F (v)
∂vα
(3.6.44)
θ1,2(v) =
∂F (v)
∂vǫ
vǫ − 2F (v). (3.6.45)
In these formulae F (v) is the potential of the Frobenius manifold.
Denote A0(M) ⊂ A(M) the subspace of all solutions to (3.6.2) polynomial in the
first coordinate v1. It is a dense subspace when restricting to functions on a compact
in M .
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Lemma 3.6.7 The coefficients θα,p(v) form a basis in A0(M), i.e., every solution f(v)
to (3.6.2) polynomial in v1 can be uniquely represented as a finite linear combination
f(v) =
∑
α,p
cα,pθα,p(v)
with constant coefficients cα,p.
Proof Let us first prove that θα,p(v) are polynomials in v
1. Indeed, from (3.6.41) it
follows that
∂1θα,p(v) = θα,p−1(v), p > 0,
∂1θα,0(v) = ηα 1.
Polynomiality follows from these equations. Moreover, we can compute the leading
terms of the polynomials:
θα,k+1(v) = ηα 1
(v1)k+1
(k + 1)!
+
∑
γ 6=1
ηαγv
γ (v
1)k
k!
+ terms of lower degrees in v1. (3.6.46)
From the above equations and from (3.6.41) it also follows that θα,p(v) satisfies (3.6.2).
So, θα,p(v) ∈ A0(M) for α = 1, . . . , n, p = 0, 1, . . ..
Let us now prove that these functions form a basis in A0(M). We use induction
w.r.t. the degree of f(v) ∈ A0(M) as a polynomial in v1. For the polynomials of the
degree 0 the equation (3.6.2) gives
∂α∂βf(v) = 0.
So f(v) is a linear function of the flat coordinates
f(v) =
∑
cα,0θα,0(v) + const.
Assuming the Lemma already proved for the polynomials of the degree degv1 f(v) ≤
k − 1 consider
f(v) = f0(v¯) + f1(v¯)v
1 + . . .+ fk(v¯)
(v1)k
k!
where
v¯ = (v2, . . . vn).
Then from (3.6.2) we deduce that fk(v¯) is a linear function
fk(v¯) = a
ǫvǫ + b
where a1, . . . , an, b are some constant coefficients. Due to independence of fk on v
1
the coefficients aǫ satisfy
aǫηǫ 1 = 0.
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Using (3.6.46) we show that the polynomial
f ′(v) := f(v)− aǫθǫ,k+1(v)− b η1αθα,k(v) ∈ A0(M)
has degree in v1 less than k.
It remains to prove linear independence of the functions θα,p(v). Assume that a
nontrivial linear combination
m∑
p=0
n∑
α=1
cα,pθα,p(v) = 0
and not all the coefficients cα,m vanish. Applying the operator ∂m1 we obtain
n∑
α=1
cα,mvα = const.
This contradicts independency of the flat coordinates.
We arrive at the main construction of this section, i.e., at an infinite family of
commuting flows
∂v
∂tα,p
= {v(x), Hα,p}1 = ∂x∇θα,p+1(v) = ∇θα,p(v) · vx, Hα,p := θ¯α,p+1, p = 0, 1, . . . .
(3.6.47)
In particular from (3.6.44) it follows that
∂v
∂t1,0
=
∂v
∂x
(3.6.48)
∂vα
∂tβ,0
= cαβγ(v)v
γ
x . (3.6.49)
From (3.6.45) we also obtain that
∂v
∂t1,1
= v · vx (3.6.50)
In the last formula we identify the vector v ∈M of the flat coordinates with the tangent
vector v ∈ TM having the same components.
Definition. The hierarchy (3.6.47) of the first order quasilinear evolutionary PDEs
on L(M) is called the Principal Hierarchy corresponding to the Frobenius manifoldM .
The product map (3.3.11), (3.3.15) is given by the following multiplication table
θα,p ∗ θβ,q = Ωα,p;β,q(v) (3.6.51)
where the generating function of the coefficients Ωα,p;β,q(v) is given by∑
Ωα,p;β,q(v)z
pwq =
< ∇θα(v; z),∇θβ(v;w) > −ηαβ
z + w
=
∞∑
k=1
(−1)k (w + z)
k−1
k!
< ∇θα(v; z), ∂kz∇θβ(v;−z) > .
(3.6.52)
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Example 3.6.8 For one-dimensional Frobenius manifold F (v) = 1
6
v3. Here
Θ(v, z) = ez v, θ1,p =
vp+1
(p+ 1)!
, p = 0, 1, . . . . (3.6.53)
Redenoting the times t1,p =: tp we obtain the hierarchy
∂v
∂tp
=
vp
p!
vx (3.6.54)
In particular
∂v
∂t1
= v vx.
This equation (after the change of the sign of the time t1 7→ −t1) is sometimes called
dispersionless KdV or nonviscous Burgers equation. It also coincides with the Riemann
simple wave equation. The hierarchy (3.6.54) is the simplest example of the hierarchies
in our considerations. We suggest to call it Riemann hierarchy.
The product map of two polynomials (or power series) in v is given by the following
formula
f(v) ∗ g(v) =
∫
dv f ′(v)g′(v).
Example 3.6.9 For the two-dimensional Frobenius manifolds the only parameter is
the charge d. It is convenient to introduce parameter κ s.t.
d = 1− 2
κ
.
For generic κ 6= −1, 0, 1
F =
1
2
(v1)2 v2 +
(v2)κ+1
κ2 − 1 . (3.6.55)
The deformed flat coordinates can be expressed via modified Bessel functions. The
normalized system of deformed flat coordinates (3.6.39) reads
v˜1 = z
− 1
2
√
v2 ez v
1
Γ(1 + κ−1) (κ− κ−1)− 12κ I 1
κ
[
2 z
√
κ2 − 1√
κ
(v2)
κ
2 ]
= ez v
1
[∑
m≥0
Γ(1 + κ−1)
Γ(m+ 1 + κ−1)
(κ− κ−1)m(v2)mκ+1 z
2m
m!
]
z−
1
2
+ 1
κ ,
v˜2 = z
− 1
2
√
v2 ez v
1
Γ(1− κ−1)(κ− κ−1) 12κ I− 1
κ
[
2 z
√
κ2 − 1√
κ
(v2)
κ
2 ]− z− 1κ− 12
= z−1
[
ez v
1
∑
m≥0
Γ(1− κ−1)
Γ(m+ 1− κ−1)(κ− κ
−1)m(v2)κm
z2m
m!
− 1
]
z
1
2
− 1
κ .
93
The matrices µˆ and R in (3.6.39) are given by
µˆ =
(−1
2
+ 1
κ
0
0 1
2
− 1
κ
)
, R = 0.
The hamiltonian flow (3.6.50) after changing of the sign of the time variable t =
−t1,1 and redenoting v1 = v, v2 = ρ coincides with the equations of motion of one-
dimensional polytropic gas with the equation of state p = κ
κ+1
ρκ+1:
vt +
(
v2
2
+ ρκ
)
x
= 0
ρt + (ρ v)x = 0.
The bihamiltonian structure (3.5.24) reads
{v(x), v(y)}[0]λ = 2ρκ−1(x) δ′(x− y) +
(
ρκ−1
)
x
δ(x− y),
{v(x), ρ(y)}[0]λ = (v(x)− λ) δ′(x− y) +
1
κ
v′(x) δ(x− y),
{ρ(x), ρ(y)}[0]λ =
1
κ
(2 ρ(x) δ′(x− y) + ρ′(x) δ(x− y)) . (3.6.56)
This bihamiltonian structure for the polytropic gas equations has been found by P.Olver
[125]. The above formulae remain valid also for the exceptional values κ = ±1 where
the expression for the potential of the Frobenius manifold is to be modified. For the
particular value κ = 3 the Frobenius manifold (3.6.55) corresponds to the A2 topological
minimal model [25].
Example 3.6.10 The exceptional 2-dimensional Frobenius manifold with the charge
d = 1
F =
1
2
(v1)2 v2 + ev
2
(3.6.57)
corresponds to the quantum cohomology of CP1 [38] (it will also be called CP1 sigma-
model). The deformed flat coordinates can also be expressed via modified Bessel func-
tions. We have
µˆ =
(−1
2
0
0 1
2
)
, R =
(
0 0
2 0
)
. (3.6.58)
So the normalized system (3.6.39) reads
(v˜1(v; z), v˜2(v; z)) = (θ1(v; z), θ2(v; z))
(
z−
1
2 0
0 z
1
2
)(
1 0
2 log z 1
)
(3.6.59)
where
θ1(v; z) = −2 ezv1
(
K0(2ze
1
2
v2) + (log z + γ)I0(2ze
1
2
v2)
)
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= −2ez v1
∑
m≥0
(γ − 1
2
v2 + ψ(m+ 1))emv
2 z2m
(m!)2
, (3.6.60)
θ2(v; z) = z
−1 ezv
1
I0(2ze
1
2
v2)− z−1
= z−1
(∑
m≥0
emv
2+z v1 z
2m
(m!)2
− 1
)
. (3.6.61)
Here γ denotes Euler’s constant, ψ(z) stands for the digamma function.
The −t1,1-flow has still the meaning of one-dimensional isentropic fluid (polytropic
gas) with the equation of state p = (ρ2− 2ρ+2)eρ. It is more instructive to look at the
t = t2,0-flow. Using (3.6.49) we obtain the so-called long wave limit of the Toda lattice
equation
ρtt − (eρ)xx = 0. (3.6.62)
The bihamiltonian structure reads
{v(x), v(y)}[0]λ = 2 eρ(x) δ′(x− y) +
(
eρ(x)
)
x
δ(x− y),
{v(x), ρ(y)}[0]λ = (v(x)− λ) δ′(x− y),
{ρ(x), ρ(y)}[0]λ = 2 δ′(x− y).
Remark 3.6.11 In the setting of two-dimensional topological field theory [27, 23, 24,
146] the Frobenius manifold is called small phase space. The basis of the Hamiltonian
densities θα,p(v) coincides with particular two point tree level correlators
θα,p(v) =< τp(φα)τ0(φ1) >0
as functions on the small phase space. Here φ1 corresponds to the identity operator.
Other two point tree level correlators are
< τp(φα)τq(φβ) >0= θα,p ∗ θβ,q.
To extend these formulae on the big phase space one is to evaluate these functions on the
topological solution v = v(t) (see (3.6.89), (3.6.90) below) of the Principal Hierarchy.
We are to clarify an important point about the bihamiltonian nature of the hierarchy
(3.6.47). Although all these equations, as it has been proved in Theorem 3.6.1, are
bihamiltonian flows w.r.t. the Poisson pencil (3.5.24), their hamiltonian densities in
A(M) not always belong to A0(M). For example, the spatial translation flow on L(M),
M being the Frobenius manifold of the Example 3.6.10 above
v1t = v1x, v2t = v2x
w.r.t. the first Poisson bracket has the hamiltonian ¯v1v2 with the density v1v2 ∈ A0(M).
But the hamiltonian density of this flow w.r.t. the second Poisson bracket
g =
1
4
v22 −
[
1
2
v2 − log v1 +
√
v21 − 4 ev2
]2
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does not belong to A0(M). We will show below that the hamiltonians of all but a finite
number of the flows of the hierarchy (3.6.47) w.r.t. the second Poisson bracket belong
to A0(M).
3.6.3 Periods of the Frobenius manifold and the bihamiltonian recursion
for the Principal Hierarchy
The first step will be to show that the hamiltonians of the hierarchy (3.6.47) are ob-
tained by a triangular transformation from those given by the bihamiltonian recursion
procedure presented in Section 3.1.2 above. To do this we are to find the reducing
transformation for the Poisson pencil { , }[0]λ = { , }[0]2 −λ{ , }[0]1 and to express the co-
efficients of the expansion of this reducing transformation in terms of the hamiltonian
densities θα,p(v).
Definition. The functions p = p(v;λ) satisfying
(∇∗ − λ∇)dp = 0 (3.6.63)
are called periods of the Frobenius manifold. The system (3.6.63) is called the Gauss-
Manin system on the Frobenius manifold [41].
Here ∇∗ is the Levi-Civita connection for the metric ( , ). The connection is
well-defined outside the discriminant Σ ⊂M (see details in [41]).
Choosing a system of n independent periods we obtain a system of flat coordinates
p1(v;λ), . . . , pn(v;λ) for the flat pencils of metrics ( , )λ := ( , )− λ < , >(
dpi(v;λ), dpj(v;λ)
)
λ
= Gij (3.6.64)
for some constant nondegenerate matrix Gij. According to the results of Section 2.4.5,
choosing pi(v;λ), i = 1, . . . , n as a new system of depending variables we obtain a
reduction of the Poisson pencil to the canonical form
{pi(v(x);λ), pj(v(y);λ)}λ = Gijδ′(x− y).
Using results of [45] we will produce a particular system of independent periods
specified according to their behaviour for large λ. For technical reasons it will be
convenient to label these periods by lower indices; the roles of upper and lower indices
therefore will be interchanged in the subsequent formulae.
Theorem 3.6.12 Let M be a semisimple Frobenius manifold such that the spectrum
of V does not contain half-integers. Then the transformation pα = pα(v;λ) reducing
the Poisson pencil to the constant form
{pα(v(x);λ), pβ(v(y);λ)}λ = Gαβδ′(x− y)
with a constant matrix G = (Gαβ)
G = −2π η [eπ iReπ i µˆ + e−π iRe−π i µˆ]−1 (3.6.65)
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is given by the formula
p(v;λ) = (p1(v;λ), . . . , pn(v;λ)) = (π1(v;λ), . . . , πn(v;λ))λ
− 1
2
−µˆλ−R (3.6.66)
where the vector function π(v;λ) = (π1(v;λ), . . . , πn(v;λ)) is analytic for sufficiently
large |λ|. It has the following Taylor expansion at λ =∞
π(v;λ) = π(0)(λ) +
∞∑
m=0
λ−m
∑
p+q=m
θp(v)Γq(R, µˆ+m+
1
2
), (3.6.67)
π(0) = λ
∑
q≥0
ω1 Γq(R, µˆ+ q − 1
2
), ω1 := (η11, η12, . . . , η1n). (3.6.68)
In this formula θp(v) = (θ1,p(v), . . . , θn,p(v)). The decomposition of the matrix polyno-
mial eR = [eR]0+[e
R]1+. . . was defined in (3.6.24), (3.6.25). The matrices Γq(R, µˆ+a)
for an arbitrary complex number a such that the spectrum of the matrix µˆ + a id does
not contain negative integers are defined by
Γq(R, µˆ+ a) =
[
eR∂ν
]
q
Γ(µˆ+ a+ ν)ν=0. (3.6.69)
Proof As we already know, the reducing transformation for the Poisson pencil { , }2−
λ{ , }1 is given by a system of the flat coordinates for the flat pencil of metrics
( , )−λ < , >. The latter can be obtained [41] by applying the Laplace-type integrals
to the deformed flat coordinates
pα(v;λ) =
∮
e−λ z v˜α(v; z)
dz√
z
, α = 1, . . . , n.
Here the symbol of loop integral means just the possibility of integration by parts
dropping the boundary terms. On a semisimple Frobenius manifold the above loop
integral can be regularized as follows. Consider the integral
p(ν)α (v;λ) =
∫ ∞eiϕ
0
e−λ z v˜α(v; z)
dz
z
1
2
−ν (3.6.70)
along the ray arg z = ϕ on the complex z-plane. Here ν is a complex parameter. The
integral converges at z = 0 for Re ν >> 0. It also converges at z = eiϕ∞ for sufficiently
large |λ| > r for some r = r(v) due to the exponential behaviour of the deformed flat
coordinates at z = ∞ (here the semisimplicity of the Frobenius manifold plays the
crucial role!). Rotating the argument ϕ we obtain an analytic continuation of the
integral onto the universal covering of the disc r < |λ| <∞. It remains to analytically
continue the integral into the point of interest ν = 0 to obtain the needed functions
pα(v;λ) := p
(0)
α (v;λ).
We will do the needed analytic continuation just integrating the terms of the expansion
(3.6.39), (3.6.40) and then setting x to zero. This can be done using the following
calculations∫ ∞eiϕ
0
e−λ zzµˆ+p+ν−
1
2zRdz =
∫ ∞
0
e−ttµˆ+p+ν−
1
2 tR0+
R1
λ
+
R2
λ2
+...dt λ−(µˆ+p+ν+
1
2
)λ−R
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=
∑
q≥0
∑
k≥0
∫ ∞
0
e−ttµˆ+p+ν−
1
2λ−q
[Rk]q log
k t
k!
dt λ−(µˆ+p+ν+
1
2
)λ−R
=
∑
q≥0
∑
k≥0
1
k!
∂kνΓ(µˆ+ p+ ν +
1
2
)
[Rk]q
λq
λ−(µˆ+p+ν+
1
2
)λ−R
=
∑
q
[eR∂ν ]qΓ(µˆ+ p+ q + ν +
1
2
)λ−(µˆ+p+q+ν+
1
2
)λ−R
where we used the following obvious integral∫ ∞
0
e−tts−1 logk t dt = ∂ksΓ(s)
and also the commutation relation
f(µˆ)[P (R0, R1, . . .)]q = [P (R0, R1, . . .)]qf(µˆ+ q)
valid for an arbitrary polynomial of the matrices Ri and for an arbitrary analytic
function f .
We see that the coefficients of the above series are meromorphic functions on the
complex ν-plane with the poles at
ν ∈ ∪µ∈Spec µˆ ∪k>0 (−µ− k − 1
2
). (3.6.71)
For every pole in (3.6.71) only finite number of the coefficients of the series become
infinite. Therefore the sum of the series is a meromorphic function in x with poles at
(3.6.71). Due to the assumption about the spectrum of V = spectrum of µˆ the value
ν = 0 is not a pole of this series. Setting ν = 0 we obtain the proof of (3.6.66), (3.6.67).
Note that the term π
(0)
α (λ) does not depend on v. It drops from the Gauss - Manin
system (3.6.63). We choose this term in such a way to have the identity
∂p(v;λ)
∂λ
= −∂p(v;λ)
∂v1
(3.6.72)
valid.
Remark 3.6.13 The Poisson brackets {πα(v(x);λ), πβ(v(y);λ)}λ are also constant but
they depend on λ:
{πα(v(x);λ), πβ(v(y);λ)}λ = g˜αβ(λ)δ′(x− y)(
G˜αβ
)
= −2π λ η
[
eπ i (R0+
R1
λ
+...)eπ i µˆ + e−π i (R0+
R1
λ
+...)e−π i µˆ
]−1
.
We are now able to write explicitly down the bihamiltonian recursion relation for
the Principal Hierarchy.
Theorem 3.6.14 Under the assumptions of the theorem 3.6.12 the following recursion
relation holds true
R ∂
∂tp−1
=
∂
∂tp
(
p+ µˆ+
1
2
)
+
p∑
k=0
∂
∂tp−k
Rk. (3.6.73)
Here
∂
∂tp
:=
(
∂
∂t1,p
, . . . ,
∂
∂tn,p
)
.
Proof Applying the recursion operator to the hamiltonian flow
vt = {v(x), f¯}1 = ∂x∇f(v), f¯ :=
∫
f(v) dx
with an arbitrary Hamiltonian density f(v) one obtains
Rαβ vβt = ∇∗α∂γf(v) vγx.
For the generating function of the flows of Principal Hierarchy we take
f = v˜(v; z)
and use the identity [41]
∇∗dv˜ = (∂z − 1
2 z
)∇dv˜ (3.6.74)
to arrive at the needed recursion relation.
If the spectrum of µˆ contains half-integers then the Gauss - Manin system has
solutions polynomial in λ. The recursion operator (3.6.73) becomes degenerate. In
other words, although the flows of the Principal Hierarchy remain bihamiltonian, their
Hamiltonians are not described by the bihamiltonian recursion procedure.
More specifically, if 1
2
∈ Spec µˆ then the two Poisson brackets have common
Casimirs. E.g., in the particular example of the CP1 model the variable v2 is the
density of a Casimir for both Poisson brackets.
3.6.4 Solutions to the Principal Hierarchy and their tau-functions
We will now describe a natural class of solutions to the hierarchy (3.6.47) and compute
explicitly their tau-functions.
We will consider analytic solutions of the hierarchy, i.e., power series in the variables
t := (tα,p) with the coefficients in C[[ǫ]]
v = v(x, t, ǫ) = a0(ǫ) +
∑
k>0
aα1,p1;...;αk,pk(ǫ)t
α1,p1 . . . tαk ,pk|t1,0 7→t1,0+x. (3.6.75)
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Analyticity of the function in infinite number of variables is to be understood as follows.
Setting tα,p = 0 for all α = 1, . . . , n, p ≥ N for an arbitrary positive integer N we
must obtain a power series in the finite number of variables x and tβ,q, β = 1, . . . , n,
0 ≤ q < N with the coefficients in C[[ǫ]]. Every term of the formal power series in ǫ
must be a convergent series in x and tβ,q, β = 1, . . . , n, 0 ≤ q < N in a ball near the
origin of the space CnN+1 (the size of the ball may depend on N).
To make it possible the substitution of the solution to the equations of the hierarchy
the vector a0(0) must be a point in the Frobenius manifoldM . The vector vx for ǫ = 0,
t = 0, x = 0 can be considered as an element of the tangent space at this point:
vx(x = 0, t = 0, ǫ = 0) ∈ Tv=a0(0)M. (3.6.76)
Definition. The solution (3.6.75) is called monotone at the origin if the vector
(3.6.76) is an invertible element of the algebra Tv=a0(0)M .
We will now construct a dense subset in the space of analytic monotone solutions.
Let us fix a point v0 ∈ M and a collection of formal power series cα,p(ǫ) ∈ C[[ǫ]]
with constant coefficients, α = 1, . . . , n, p ≥ 1 with only finite number of them being
nonzero such that the multiplication operator
m0 :=
(
· ∇
∑
p≥1
cα,p(0)θα,p−1(v)
)
v=v0
: Tv0M → Tv0M (3.6.77)
is invertible. We are to also fix n series cα,0(ǫ) ∈ C[[ǫ]] such that
cα,0(0) := −∇α
∑
p≥1
cβ,p(0)θβ,p(v0).
The solution to the hierarchy will be defined by the following system of equations
x e+
∑
p≥0
t˜α,p∇θα,p(v) = 0 (3.6.78)
where
t˜α,p := tα,p − cα,p(ǫ). (3.6.79)
Theorem 3.6.15 1) There exists a unique solution to the system (3.6.78) in the form
(3.6.75) with a0(0) = v0. It satisfies the equations of the hierarchy (3.6.47). 2) The
solutions of the form (3.6.75) are dense in the space of analytic monotone solutions to
the hierarchy.
The first part of the theorem is an analogue of the Tsarev’s generalized hodograph
transform in the theory of integrable systems of hydrodynamic type [140] adapted for
the case of hierarchies of these systems. A construction of a dense set of solutions for
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certain particular classes of systems of hydrodynamic type has been obtained in [35],
[141].
Proof Differentiating (3.6.78) w.r.t. v1, . . . , vn and setting x = 0, t = 0, ǫ = 0 we
obtain the Jacobi matrix of the system coinciding with the nondegenerate matrix −m0
of the operator (3.6.77). Therefore existence and uniqueness of an analytic solution of
(3.6.78) with tα,p = 0 for p ≥ N
v = v0 +
∑
k>0
v
[k]
0 ǫ
k +
∑
k>0
∑
0≤p1,...,pk<N
aα1,p1;...;αk,pk(ǫ)t
α1,p1 . . . tαk ,pk|t1,0 7→t1,0+x
for every positive N is an immediate consequence of the implicit function theorem.
Differentiating (3.6.78) w.r.t. x and tα,p we obtain
w · vx = −e
w · ∂tα,pv = −∇θα,p(v)
where the operator of multiplication by the vector
w :=
∑
t˜β,q∇θβ,q−1(v)
is invertible for small tβ,q and for v close to v0 due to our choice of v0 and of the
constants cβ,q(ǫ). The equations of the hierarchy
∂tα,pv = ∇θα,p(v) · ∂xv
readily follow by dividing over w.
Let us prove density of the constructed solutions. Let v = v(x, t, ǫ) be a monotone
analytic solution to the hierarchy s.t. v(0, 0, 0) = v0 ∈ M . From the monotonicity
condition and from the level zero equations of the hierarchy
∂tα,0v
β = cβαγ(v)∂xv
γ (3.6.80)
it follows that
det
(
∂vα(0, 0, 0)
∂tβ,0
)
6= 0.
Restricting this solution onto the subspace tα,p = 0 for p > 0 and using the nondegen-
eracy of the Jacobian we can rewrite this restriction in the following implicit form
x+ t1,0 = f 1(v, ǫ) ,
t2,0 = f 2(v, ǫ) ,
. . . , (3.6.81)
tn,0 = fn(v, ǫ) .
Here f 1(v, ǫ), . . . , fn(v, ǫ) are some formal power series in ǫ with the coefficients analytic
in a ball near v = v0.
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Lemma 3.6.16 The functions fα(v, ǫ) have the form
fα(v, ǫ) = ∇αf(v, ǫ) (3.6.82)
for some function f(v, ǫ) ∈ A(M) Conversely, every function f(v, ǫ) satisfying (3.6.2)
defines a solution to the Principal Hierarchy (3.6.47) in the implicit form
x e+
∑
tα,p∇θα,p(v) = ∇f(v, ǫ). (3.6.83)
Proof Differentiating (3.6.81) w.r.t. x and tα,0 and using again the level zero part
(3.6.80) of the equations of the hierarchy we obtain
δαβ =
∂fα
∂vǫ
cǫβγ
∂vγ
∂x
.
The last equation can be recast into the form
eα = ∇fα · vx
where we denote
fα(v, ǫ) := ηαβf
β(v, ǫ).
In particular,
vx = (∇f1)−1.
Hence
∇fα = eα · ∇f1,
i.e.,
∂βfα = c
γ
αβ∂γf1.
The symmetry in α and β proves closedness of the one-form
fα(v, ǫ)dv
α = d f(v, ǫ)
and also implies the equation (3.6.2).
To finish the proof of the Theorem we just approximate near v = v0 the coefficients
of the ǫ-expansion of the solution f(v, ǫ) to the system (3.6.2) by the coefficients of
the expansion of another solution f˜(v, ǫ) to (3.6.2) polynomial in v1. Applying Lemma
3.6.7 to the function f˜(v, ǫ) (with possibly the adding to it a linear in vα term) we
obtain a finite linear combination
f˜(v, ǫ) =
∑
p≥1
cα,p(ǫ)θα,p
for some constants cα,p(ǫ). We now use these constants together with ∇αf˜(v0, 0) =
−cα,0(ǫ) to produce a solution (3.6.78) to the hierarchy. Let us denote this solution
v˜(x, t, ǫ). It will approximate the given number of the coefficients of the expansion of
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the given solution to v(x, t, ǫ) to (3.6.83) in a power series in ǫ when restricted onto
a finite-dimensional subspace tα,p = 0 for p ≥ N for sufficiently small |x| and |tα,p|,
0 ≤ p < N . The Theorem is proved.
The equation (3.6.78) can be rewritten as the following stationary point equation
∇Φx,t,c(ǫ)(v) = 0 (3.6.84)
where the function Φx,t,c(ǫ)(v) on M depending on the parameters x, t = (t
α,p) and
c(ǫ) = (cα,p(ǫ)) has the form
Φx,t,c(ǫ)(v) =
∑
t˜α,pθα,p(v)|t˜1,0 7→t˜1,0+x. (3.6.85)
(The solution depends also on the choice of the point v0 ∈M such that
∇αΦ0,0,c(0)(v0) = 0, α = 1, . . . , n.
However, locally v0 is uniquely determined by c(0) due to invertibility of the vector
∇∑ cα,p(0)θα,p−1(v0) ∈ Tv0M .) As we have just proved the dependence of the station-
ary point that we denote v(x, t, c(ǫ)) on the parameters x and t satisfies the equations
of the hierarchy (3.6.47). The representation (3.6.84) will be useful in all calcula-
tions with the solutions of the hierarchy and with their tau-functions. Observe that
Φx,t,c(ǫ)(v) can be considered as a vector of the space K ⊗ C[[ǫ]] of the densities of the
conservation laws of the hierarchy depending explicitly on x, t and ǫ.
Theorem 3.6.17 The tau-function of the solution v(x, t, c(ǫ)) defined by (3.6.84) has
the form
F0(x, t, c(ǫ)) = ǫ2 log τ = 1
2
Φx,t,c(ǫ)(v) ∗ Φx,t,c(ǫ)(v)|v=v(x,t,c(ǫ))
=
1
2
∑
t˜α,pt˜β,qΩα,p;β,q(v(x, t, c(ǫ))).
(3.6.86)
The first derivatives of the tau-function w.r.t. the times of the hierarchy are given by
the formula
ǫ2∂tα,p log τ = θα,p(v) ∗ Φx,t,c(ǫ)(v)|v=v(x,t,c(ǫ)) =
∑
t˜β,qΩα,p;β,q(v(x, t, c(ǫ))). (3.6.87)
Recall that the product map ∗ was defined in (3.3.11), (3.3.15), (3.6.51).
Proof Differentiating (3.6.86) w.r.t. tγ,r and using
∇(θα,p ∗ θβ,q) = ∇θα,p · ∇θβ,q
we obtain
ǫ2∂tγ,r log τ =
∑
t˜β,qθγ,r∗θβ,q|t˜1,0 7→t˜1,0+x+
1
2
< ∇Φx,t,c(ǫ)(v)·∇Φx,t,c(ǫ)(v)·∇θγ,r(v), vx > .
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The second part of the formula vanishes for v = v(x, t, c) due to (3.6.84). This proves
(3.6.87). Repeating the trick we obtain
ǫ2
∂2 log τ
∂tα,p∂tβ,q
= Ωα,p;β,q.
The theorem is proved.
Example 3.6.18 The particular solution to the Principal Hierarchy specified by the
constants
cα,p = δα1 δ
p
1 (3.6.88)
will be called topological solution. It is specified by the following fixed point equation
v = ∇Φx,t(v), Φx,t(v) =
∑
t¯α,pθα,p(v). (3.6.89)
The expansion of the topological solution has the form
vα(t) = tα,0 +
∑
k≥1, pi≥1
Aαβ1,q1;...;βk,qk(t
1,0, . . . , tn,0) tβ1,q1 . . . tβk,qk, (3.6.90)
the coefficients are determined recursively by (3.6.89). For example, we have
Aαβ,q =
∂θβ,q
∂vα
∣∣∣∣
vγ=tγ,0
, Aαβ1,q1;β2,q2 =
1
2
∂2θβ1,q1
∂vα∂vγ
∂θβ2,q2
∂vγ
∣∣∣∣
vξ=tξ,0
.
As it was shown in [37], the logarithmic derivatives of the tau-function of the topo-
logical solution satisfy the genus zero topological recursion relations [27]. In order to
formulate these recursion relations we introduce the symbols (“the genus zero correla-
tion functions”)
〈〈τp1(φα1)τp2(φα2) . . . τpk(φαk)〉〉0 := ǫk
∂k log τ
∂tα1,p1∂tα2,p2 . . . ∂tαk ,pk
. (3.6.91)
They are functions of all the times tα,p. The following identities hold true for these
functions
〈〈τp(φα)τq(φβ)τr(φγ)〉〉0
= 〈〈τp−1(φα)τ0(φν)〉〉0ηνµ〈〈τ0(φµ)τq(φβ)τr(φγ)〉〉0. (3.6.92)
In topological sigma-models expanding the function log τ at the point of classical limit
one obtains from (3.6.92) the corresponding identities for the intersection numbers of
the Gromov - Witten Mumford - Morita - Miller classes on M¯0,k [146, 128].
On the small phase space tα,p = 0 for p > 0 the logarithm of the tau-function
coincides [37] with the potential of the Frobenius manifold
log τ |tα,0=vα, tα,p=0, p>0 =
1
ǫ2
F (v). (3.6.93)
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The formula
F (v) =
1
2
Ω1,1;1,1(v)− vαΩα,0;1,1 + 1
2
vαvβΩα,0;β,0(v) (3.6.94)
was used in the derivation of (3.6.93). This formula, together with (3.6.52)gives an
expression of F (v) via gradients of the functions θα,p(v), 0 ≤ p ≤ 3.
Note that the quasihomogeneity axiom was not used in the proofs of these state-
ments. So, the above relations remain valid also for degenerate Frobenius manifolds.
Remark 3.6.19 The Principal Hierarchy appears also in the so-called symplectic field
theory of Ya. Eliashberg, A. Givental and H. Hofer [60] at the genus zero approxima-
tion. For example, the long wave limit of the Toda lattice essentially appears in their
calculation of the genus zero Gromov - Witten invariants of the projective plane. We
are going to consider the new problems of the theory of integrable systems inspired by
[60] in a subsequent publication.
3.6.5 Complete integrability of the Principal Hierarchy corresponding to
a semisimple Frobenius manifold
We are now to prove completeness of the system
Hα,p =
∫
θα,p+1dx
of conservation laws of the hierarchy (3.6.47).
Let us assume that
I =
∫
h(v; vx, . . . , v
(m))dx
is a conservation law of the hierarchy,
{I, θ¯α,p}1 = 0, α = 1, . . . , n, p = 0, 1, 2, . . . .
Lemma 3.6.20 I is a conservation law of the hierarchy (3.6.47) iff
∂
∂vα,k
δI
δv(x)
= 0, α = 1, . . . , n, k > 0. (3.6.95)
Proof Denote
W α = ηαβ
δI
δvβ(x)
.
Then I gives a conservation law for the dispersionless hierarchy iff
δ
δvα(x)
(
W γ ∂x
∂θβ(v; z)
∂vγ
)
= 0, α, β = 1, . . . , n
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identically in z. Using
∂2θβ(v; z)
∂vλ∂vµ
= z cνλµ(v)
∂θβ(v; z)
∂vν
we obtain, after division by z,
∂
(
W γ cργσ
)
∂vα
∂θβ
∂vρ
vσx + z W
γ cργσ c
ν
αρ
∂θβ
∂vν
vσx − ∂x
(
∂W γ
∂vαx
cργσ
∂θβ
∂vρ
vσx +W
γ cργα
∂θβ
∂vρ
)
+
2m∑
k=2
(−1)k∂kx
(
∂W γ
∂vα,k
cργσ
∂θβ
∂vρ
vσx
)
=
∂
(
W γ cργσ
)
∂vα
∂θβ
∂vρ
vσx − ∂x
(
W γ cργα
) ∂θβ
∂vρ
+
2m∑
k=1
(−1)k∂kx
(
∂W γ
∂vα,k
cργσ
∂θβ
∂vρ
vσx
)
Multiplying by the inverse matrix of
(
∂θβ(v;z)
∂vξ
)
we arrive at a polynomial of degree 2m
in z with the coefficient of z2m given by
∂W γ
∂vα,2m
cρ1γσ c
ρ2
σ1ρ1 c
ρ3
σ2ρ2 . . . c
ρ2m
σ2m−1ρ2m−1 c
ξ
σ2mρ2m v
σ
x v
σ1
x . . . v
σ2m
x
=
∂W γ
∂vα,2m
∑
i
ψiγ ψ
ξ
i u
2m+1
i,x
where ui are the canonical coodinates. The vanishing of the above expression yields
∂W γ
∂vα,2m
= 0.
In a similar way, we prove inductively that
∂W γ
∂vα,k
= 0, k = 1, . . . 2m− 1.
Therefore W γ does not depend on the x-derivatives of vα.
Theorem 3.6.21 Let I =
∫
h(v; vx, . . . , v
(m))dx be a conservation law of the hierarchy
(3.6.47) polynomial in v1. Then
h(v; vx, . . . , v
(m)) =
∑
cα,pθα,p(v) + total derivative (3.6.96)
where only finite number of the constant coefficients cα,p is not equal to zero.
Proof This follows from the above lemma and from the lemma 3.6.7.
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3.7 Quasitrivial bihamiltonian structures
After having settled the problem of normal forms of the leading term of the expansion
of the Poisson pencil (3.1.15)-(3.1.16) we now address the problem of construction and
classification of the higher order terms. Recall that we want to classify the Poisson pen-
cils up to the action of the Miura-type transformations independent of the parameter
λ of the pencil. More precisely,
Definition. Two Poisson pencils
{ui(x), uj(y)}λ =
∞∑
k=0
ǫk
[
{ui(x), uj(y)}[k]2 − λ{ui(x), uj(y)}[k]1
]
(3.7.1)
and
{vi(x), vj(y)}λ =
∞∑
k=0
ǫk
[
{vi(x), vj(y)}[k]2 − λ{vi(x), vj(y)}[k]1
]
(3.7.2)
are called equivalent if there exists a Miura-type transformation
vi =
∞∑
k=0
ǫkF ik(u; ux, . . . , u
(k)), i = 1, . . . , n
transforming (3.7.1) to (3.7.2) for every λ. The Poisson pencil (3.7.1) is called trivial
if it is equivalent to (3.7.2) with { , }[k]1,2 = 0 for k > 0.
As in Section 2.4 above, the infinitesimal description of the space of classes of
equivalence of Poisson pencils with a given leading term can be done in terms of
certain cohomology. More precisely, the two Poisson brackets { , }[0]1,2 induce two
anticommuting differentials ∂1 and ∂2 on multivectors,
∂i =
[
. , { , }[0]i
]
, i = 1, 2,
∂21 = ∂
2
2 = ∂1∂2 + ∂2∂1 = 0.
As we already know both the differentials have trivial cohomology.
Lemma 3.7.1 Let us denote
Hk(L(M); ∂1, ∂2) := Ker ∂1∂2|Λk−1/ (Im∂1 + Im∂2) , k > 1,
H1(L(M); ∂1, ∂2) := Ker ∂1∂2|Λ0 (3.7.3)
H0(L(M); ∂1, ∂2) := Ker ∂1|Λ0 ∩Ker ∂2|Λ0 .
The zero cohomology coincides with the algebra of common Casimirs for the two Poisson
brackets. The first cohomology coincides with the space of bihamiltonian vector fields for
the Poisson pencil (3.2.2). The second cohomology coincides with classes of equivalence
of the infinitesimal deformations of the Poisson pencil modulo infinitesimal Miura-type
transformations.
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Proof The interpretation of the zero cohomology is straightforward by the definition.
For a local functional h¯, h = h(u; ux, . . . ; ǫ) ∈ A the condition ∂1∂2h¯ = 0 means that
∂2h¯ ∈ Ker ∂1. Due to the triviality of the first cohomology of ∂1 the last condition
implies existence of a local functional f¯ such that
∂2h¯ = ∂1f¯ .
That is, the vector field ∂2h¯ is a bihamiltonian one. Obviously, the converse statement
is also true.
Let us now look at the infinitesimal deformations of the Poisson pencil. Without
loss of generality we may assume that the perturbation of { , }[0]1 is trivial, due to
triviality of the second cohomology of ∂1. The infinitesimal deformation of { , }[0]2
must be annihilated by ∂2 and also by ∂1, due to the compatibility condition of the
Poisson brackets. So the deformation of the Poisson pencil must be of the form
{ , }[0]1 7→ { , }[0]1 +O(ǫ2), { , }[0]2 7→ { , }[0]2 + ǫ ∂1X +O(ǫ2), ∂2∂1X = 0. (3.7.4)
This transformation is trivial if it can be generated by another vector field Y . This
means that
∂1Y = 0, ∂2Y = ∂1X.
The first of the two equations implies Y = −∂1a¯ for some local functional a¯. The
second one proves existence of another local functional b¯ such that X = ∂2a¯+∂1b¯.
Similar arguments prove the following simple statement.
Theorem 3.7.2 The classes of equivalence of bihamiltonian structures on the loop
space with the given { , }[0]1,2 are in one-to-one correspondence with classes of equivalence
of vector fields
X, X|ǫ=0 = 0
satisfying
∂1
(
−∂2X + 1
2
[X, ∂1X]
)
= 0 (3.7.5)
modulo shifts along the { , }[0]1 -hamiltonian vector fields
X 7→ exp[ad∂1h]X
with ǫ dependent Hamiltonian h.
We leave the proof of this statement to the reader.
We will call the groups (3.7.3) the bihamiltonian cohomology of the pencil (3.2.2).
The calculation of the bihamiltonian cohomology seem to be a nontrivial problem.
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Another problem to be fixed is the one of obstructions to extension of a given infinites-
imal deformation (3.7.4) to a global one. It is easy to see from (3.7.5) that the first
obstruction is the class of equivalence of the cocycle
[X, ∂1X] ∈ H3(L(M); ∂1, ∂2). (3.7.6)
The analysis of this and higher obstructions seems to be an interesting problem of
infinite dimensional Poisson geometry.
Example 3.7.3 For n = 1 all deformations upto the fourth order of the Poisson pencil
{u(x), u(y)}λ = (u− λ)δ′(x− y) + 1
2
uxδ(x− y) (3.7.7)
have been classified by P.Lorenzoni [103]. They are parametrized by one arbitrary
function f = f(u) of one variable as follows
{u(x), u(y)}λ = (u− λ)δ′(x− y) + 1
2
uxδ(x− y)
+ǫ2
[−2fδ′′′(x− y)− 3∂xfδ′′(x− y)− ∂2xfδ′(x− y)]
+ǫ4
[
4gδV (x− y) + 10∂xgδIV (x− y) + (20 ∂2xg − 8 huxx)δ′′′(x− y)
+(20∂xg − 12∂x(huxx))δ′′(x− y) + (6∂4xg − 4 ∂2x(huxx))δ′(x− y)
]
+O(ǫ5). (3.7.8)
In the r.h.s. of this fomula
u = u(x), ux = ux(x), uxx = uxx(x), g = ff
′, h = ff ′′ + f ′2, f = f(u(x)).
In particular, the obstruction (3.7.6) is trivial for an arbitrary infinitesimal deformation
of the order ǫ2. All the above Poisson pencils are inequivalent for different f(u). In
particular, for f(u) = c one obtains the KdV Poisson pencil.
{u(x), u(y)}λ = [u(x)− λ] δ′(x− y) + 1
2
u′δ(x− y) + c ǫ2δ′′′(x− y).
We will now impose the main restriction onto the class of Poisson pencils that will
allow us to get rid of the above unpleasant cohomological problems. Let us extend the
class of Miura-type transformations.
Definition. The transformations of the form
ui 7→ vi = ui +
∞∑
k=1
ǫkF ik(u; ux, . . . , u
(nk)), i = 1, . . . , n (3.7.9)
where the coefficients F ik are quasihomogeneous of the degree k rational functions in the
derivatives ux, . . . , u
(nk) will be called quasi-Miura transformations. The Poisson pencil
(3.1.15)– (3.1.17) is called quasitrivial if there exists a quasi-Miura transformation
reducing the pencil to its leading term (3.2.2).
We emphasize that the coefficients of the Poisson pencil are still to be polynomials
in the derivatives. All the denominators must disappear after the transformation.
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Remark 3.7.4 As it was proved in [103], the deformation (3.7.8) is quasitrivial up to
the order 4. This suggests that all Poisson pencils of the form (3.1.16) corresponding
to a semisimple Frobenius structure in { , }[0]λ could be quasitrivial. To our opinion,
the problem of quasitriviality deserves further investigation.
In the next section we will show quasitriviality of the KdV hierarchy. Even in this
simplest example the quasitriviality is something unobserved before.
3.8 Quasitriviality of KdV and genus expansion in topological
gravity
To construct a transformation that maps any solution v of the Riemann hierarchy
(3.6.54) to a solution u of the KdV hierarchy we will proceed following [46]. Every
solution v of the Riemann hierarchy can be represented in the standard implicit form
(3.6.78), i.e.,
x+ t˜0 + t˜1v + t˜2
v2
2
+ t˜3
v3
6
+ . . . = 0. (3.8.1)
Here
t˜p = tp − cp
where the constants cp correspond to the choice of the solution (in this section we will
systematically suppress the explicit dependence of the coefficients cp on ǫ). Represent-
ing the equation (3.8.1) in the variational form (3.6.84) we obtain
Φ′x,t,c(v) = 0, Φ
′
x,t,c(v) = (x+ t˜0)v + t˜1
v2
2!
+ . . . . (3.8.2)
Let h¯p =
∫
hp(u; ux, . . .)dx be the Hamiltonians of the KdV hierarchy normalized as in
(3.4.2), i.e.
hp =
up+2
(p+ 2)!
+ ǫ2(terms with derivatives), p ≥ −1.
Let us construct a functional depending on the same parameters x, t, c
Ix,t,c[u] =
∫ (
(x+ t˜0)u+
∑
p>0
t˜php−1(u; ux, . . .)
)
. (3.8.3)
At the moment we do not care about the precise meaning of the integral. We will be
interested only in the Euler - Lagrange equation
δ
δu(x)
Ix,t,c[u] =
∑
k
(−1)k∂kx
∂
∂u(k)
(
(x+ t˜0)u+
∑
p>0
t˜php−1(u; ux, . . .)
)
= x+ t˜0 +
∑
p>0
t˜p
δh¯p−1
δu(x)
= 0. (3.8.4)
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The first few terms of the Euler - Lagrange equation (3.8.4) read
x+ t˜0 + t˜1u+ t˜2
(
u2
2
− ǫ2u
′′
6
)
+ t˜3
(
u3
6
− ǫ
2
12
(u′2 + 2u u′′) + ǫ4
uIV
60
)
+ . . . = 0.
Truncating tp = 0 for p ≥ N (and assuming that only finite number of the constants
cp is distinct from zero) we obtain an ODE for the function u = u(x) depending on the
times t0, . . . , tN−1 and on the constants c = (c0, c1, . . .) as on the parameters.
Lemma 3.8.1 (cf. [120]) The space of solutions to the Euler - Lagrange equation
(3.8.4) is invariant w.r.t. the flows of the KdV hierarchy.
Proof Let u0(x) be a solution to the differential equation (3.8.4) with tp = t
0
p, p = 0, 1,
. . . . We are to prove that the solution to the Cauchy problem for the KdV hierarchy
with the initial data
u(x, t)|tp=t0p, p=0,1,... = u0(x)
will satisfy the same ODE (3.8.4).
Let v = v(x, t, c) be the solution to the Riemann hierarchy determined by (3.8.2)
such that v′(0, 0, c) 6= 0. (The solution depends on the choice of a simple root v0 of
the polynomial
∑
cp
vp0
p!
= 0. It will be understood that such a choice has already been
done.)
Lemma 3.8.2 There exists a unique solution to (3.8.4) in the form of power series in
ǫ2
u = v + ǫ2u[1] + ǫ4u[2] + . . . . (3.8.5)
Proof We plug (3.8.5) into the equation (3.8.4)) and compute recursively the terms of
the expansion. For example, for the first correction we obtain
u[1] = − 1
24
2 v′′
(
t˜2 + t˜3v + t˜4
v2
2
+ . . .
)
+ v′2
(
t˜3 + t˜4v + . . .
)
t˜1 + t˜2v + t˜3
v2
2
+ . . .
.
Corollary 3.8.3 The solution (3.8.5) to (3.8.4) satisfies equations of the KdV hier-
archy.
Thus we obtain a map
the stationary point (3.8.2) 7→ the stationary function (3.8.5) of (3.8.4) (3.8.6)
transforming solutions of the Riemann hierarchy to the solutions to the KdV hierarchy.
We will now show that this is a quasitriviality transformation.
First we will prove
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Lemma 3.8.4 There exist universal (i.e., independent on the choice of the solution v
to the Riemann hierarchy) polynomials P [2k](v′, v′′, . . . v(3k)) quasihomogeneous of the
degree 6 k − 2 such that the transformation (3.8.6) is given by
v 7→ u = v +
∑
k≥1
ǫ2 k(v′)2−4 kP [2k](v′, v′′, . . . , v(3 k)). (3.8.7)
Proof It is technically convenient to return to the original normalization of Example
3.1.11 for the KdV hierarchy
∂u
∂tk
= ∂x
δIk
δu(x)
where the generating function of the densities of the KdV integrals is to be determined
from the Riccati equation
iǫ χ′ − χ2 = u− λ,
χ = k +
∞∑
m=1
χm
km
, k =
√
λ,
Ik = −4
∫
χ2k+3dx.
We can rewrite the Euler - Lagrange equation (3.8.4) in the following form. Introduce
the series
t(λ) := t˜0 +
∞∑
k=1
2k
(2k − 1)!! t˜kλ
k.
Let us also introduce the linear operator Res acting on the series in inverse powers of
k =
√
λ by
Res f := resk=∞t(λ)f dk.
Then the Euler - Lagrange equation reads
Res
δ
∫
χ dx
δu(x)
= 0. (3.8.8)
In a similar way, the variational equation (3.8.2) can be written as
Res
1√
λ− v = 0.
We will now expand the variational derivatives in powers of ǫ2. Using the formula
δ
∫
χ dx
δu(x)
= − 1
2χR
,
where χR is the real part of χ, χ = χR + iχI , χI =
1
2
χ′R
χR
, we rewrite (3.8.8) as
Res
1
χR
= 0. (3.8.9)
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Using differential equation for f := 1/χR,
f 2 +
ǫ2
λ− u
[
1
2
f ′′f − 1
4
f ′2
]
=
1
λ− u
(a consequence of Riccati) we can expand 1/χR in the series of the form
1
χR
= σ +
1
8
ǫ2
(
σ σ′2 − 2 σ2 σ′′
)
+
1
128
ǫ4
(
3 σ σ′4 − 12 σ2 σ′2 σ′′ + 12 σ3 σ′′2 + 16 σ3 σ′ σ′′′ + 8 σ4 σIV
)
+O(ǫ6)
where
σ =
1√
λ− u.
Let us now compute the first correction u[1] in the expansion (3.8.5). Within the order
ǫ2 the equation (3.8.9) reads
Res
[
σ +
1
8
ǫ2
(
σ σ′2 − 2 σ2 σ′′
)]
= O(ǫ4). (3.8.10)
Denote
σ0 :=
1√
λ− v .
We must expand the above equation and retain the linear in ǫ2 terms. Substituting
u = v + ǫ2u[1] + . . .
in σ we obtain
σ = σ0 +
ǫ2
2
u[1]σ30 + . . .
In the second term in (3.8.10) we may replace σ → σ0. Next, we are to observe the
following simple rules for differentiating σ0:
σ′0 =
1
2
σ30 , σ
′′
0 =
1
2
v′′σ30 +
3
4
v′2σ50, . . . .
So, the equation (3.8.10) can be rewritten as
Res
[
1
2
u[1]σ30 −
1
8
v′′σ50 +
5
32
v′2σ70
]
= 0.
It remains to calculate the residues of the form
Res σ2k+10 =
2k
(2k − 1)!!Qk
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where the rational functions Qk in the derivatives are defined recursively
Qk+1 =
1
v′
Q′k, Q1 = −
1
v′
.
To prove the last formula it suffices to observe that
Res
dkσ0
dvk
= t˜k + t˜k+1v + . . . = Qk,
and to compute
dkσ0
dvk
=
(2k − 1)!!
2k
σ2k+10 .
Finally we obtain the needed formula in the form
u[1] =
1
Q1
[
1
6
v′′Q2 − 1
12
v′2Q3
]
= − 1
12
(log v′)′′.
It is clear how to proceed with higher corrections. We want to emphasize that the
expressions
u[k] =
P [2k](v′, v′′, . . . , v(3k−2))
v′4k−2
, k ≥ 1
do not depend on v explicitly.
Corollary 3.8.5 The correspondence (3.8.6){
solutions to (3.8.2)
v(x, t, ǫ) = v0(x, t) + ǫv1(x, t) + . . .
}
7→
{
solution to (3.8.4)
u(x, t, ǫ) = u0(x, t) + ǫu1(x, t) + . . .
}
is a quasi-Miura transformation
u = F (v; vx, vxx, . . . ; ǫ)
= v − ǫ
2
12
(log v′)′′ + ǫ4
[
vIV
288v′2
− 7v
′′v′′′
480v′3
+
v′′3
90v′4
]′′
+O(ǫ6). (3.8.11)
We are now to prove that the quasi-Miura transformation is one-to-one. Loosely
speaking we want to prove that an arbitrary monotone function u(x, ǫ) satisfies an
ODE (3.8.4) possibly of infinite order with t = 0 and appropriate coefficients cp that
may depend on ǫ. More precisely,
Lemma 3.8.6 Let u = u(x, ǫ) ∈ C[[x, ǫ]] be an arbitrary power series satisfying
ux(0, 0) 6= 0. Then there exist unique power series
cp(ǫ) = c
(0)
p + ǫ c
(1)
p + ǫ
2c(2)p + . . . , p = 0, 1, 2, . . .
such that the following identity in the ring C[[x, ǫ]] holds true
x = c0(ǫ) +
∑
p>0
cp(ǫ)hp−2(u; ux, . . . , ǫ
2p−2u(2p−2)). (3.8.12)
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Proof The leading coefficients c
(0)
p must satisfy∑
p
c(0)p
up0(x)
p!
= x
where u0(x) = u(x, 0). Therefore they are equal to the derivatives of the inverse
function
c(0)p =
dpx
dup0
∣∣∣∣
u0=0
, p = 0, 1, 2, . . . .
Proceeding by induction we obtain∑
p
c(k)p
up0(x)
p!
= fk(x)
where fk(x) is a polynomial in
c(i)q , i = 0, . . . , k − 1
and in
uj(x) =
dju(x, ǫ)
dǫj
∣∣∣∣
ǫ=0
, j = 0, . . . , k
and their derivatives in x. Therefore
c(k)p =
dpfk(x)
dup0
∣∣∣∣
u0=0
, p = 0, 1, 2, . . . .
Corollary 3.8.7 The transformation (3.8.6) establishes a one-to-one correspondence
between solutions v(x, t, ǫ) to the Riemann hierarchy satisfying vx(0, 0, 0) 6= 0 and
solutions u(x, t, ǫ) to the KdV hierarchy satisfying ux(0, 0, 0) 6= 0.
Proof Let cp(ǫ) be the coefficients determined according to Lemma 3.8.6 by u(x, 0, ǫ).
According to Lemma 3.8.1 the solution u(x, t, ǫ) to the KdV hierarchy satisfies
x+ t0 − c0(ǫ) +
∑
p>0
(tp − cp(ǫ))δh¯p−1
δu(x)
= 0
identically in t. Let v = v(x, t, c(ǫ)) be the solution (3.8.2) to the Riemann hierarchy
determined by these coefficients. By the construction the quasi-Miura transformation
maps v to u(x, t, ǫ).
We will now prove
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Lemma 3.8.8 The quasi-Miura (3.8.7) v 7→ u = F (v; vx, . . . ; ǫ) transforms the vector
fields of the Riemann hierarchy to those of the KdV hierarchy.
Proof Let
Kˆj(u; ux, . . . ; ǫ) =
∑
m
ǫ2mu−pmx Kˆ
[2m]
j (u; ux, . . . , u
(qm)) =
(∑
s
∂F
∂v(s)
∂s+1x
)
vj+1
(j + 1)!
be the result of application of the quasi-Miura transform to the flows of the Riemann
hierarchy. Here K
[2m]
j (u; ux, . . . , u
(nm)) are some polynomials in the derivatives. The
precise values of the positive numbers pm and qm (that also depend on j) is not impor-
tant. Denote
Kj(u; ux, . . . , u
2j+1; ǫ) =
2j∑
m=0
ǫ2mK
[2m]
j (u; ux, . . . , u
(2m+1))
the r.h.s. of the j-th equation of the KdV hierarchy. According to the Lemma 3.8.6
the identity
2j∑
m=0
ǫ2mK
[2m]
j (u; ux, . . . , u
(2m+1)) =
∑
m
ǫ2mu−pmx Kˆ
[2m]
j (u; ux, . . . , u
(qm))
holds true for an arbitrary monotone solution u(x, t, ǫ) to the KdV hierarchy. From
this it easily follows that
u−pmx Kˆ
[2m]
j (u; ux, . . . , u
(qm)) = K
[2m]
j (u; ux, . . . , u
(2m+1)).
Denote
hˆk(v; vx, . . . ; ǫ) = hk(u; ǫ ux, . . . , ǫ
2k+2u(2k+2)), k = −1, 0, 1, . . . ,
the functions in the derivatives obtained from the Hamiltonian densities of KdV by the
inverse to the quasi-Miura transformation (3.8.7).
Lemma 3.8.9
hˆk =
vk+2
(k + 2)!
+ total derivative.
Proof Applying the inverse to the quasi-Miura transformation to the infinitesimal form
of the conservation law
∂hk(u, ǫ ux, . . .)
∂tj
=
∂Ωk+1,j(u, ǫ ux, . . .)
∂x
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(here Ωk+1,j(u, . . .) is the density of the flux of the conserved quantity along the j-th
time defined in (3.3.13)) we obtain, according to Lemma 3.8.4
∂hˆk(v, vx, . . . ; ǫ)
∂tj
=
∂Ωˆk+1,j(v, vx, . . . ; ǫ)
∂x
.
In the last equation the time derivative is taken w.r.t. the Riemann hierarchy; the
functions Ωˆk+1,j(v, vx, . . . ; ǫ) are obtained from Ωk+1,j(u, ǫ ux, . . .) by the same inverse
quasi-Miura. Therefore hˆk(v, vx, . . . ; ǫ) is the density of a conservation law for the
Riemann hierarchy. Due to the completeness theorem 3.6.21 it must coincide with the
standard density vk+2/(k + 2)! up to a total derivative in x.
We are now ready to prove the main result of this section.
Theorem 3.8.10 The (inverse to) the quasi-Miura transformation (3.8.7) transforms
the Magri Poisson pencil (3.1.18), (3.1.18) to the Poisson pencil (3.7.7) for the Rie-
mann hierarchy.
Proof Applying the inverse quasi-Miura to the first Poisson bracket of the KdV we
obtain a Poisson bracket
{v(x), v(y)}ˆ1 =
∑
ǫ2mA2m,s(v; vx, . . . , )δ
(2m−s+1)(x− y).
From Lemma 3.8.9 it follows that
δ
∫
hˆk
δv(x)
=
vk+1
(k + 1)!
, k = 0, 1, . . . .
From Lemma 3.8.8 it follows that∑
ǫ2mA2m,s(v; vx, . . . , )∂
2m−s+1
x
vk+1
(k + 1)!
= ∂x
vk+1
(k + 1)!
for all non-negative k. Multiplying the last equation by zk+1, where z is an indetermi-
nate, and summing in k we obtain∑
ǫ2mA2m,s(v; vx, . . . , )∂
2m−s+1
x e
z v(x,ǫ) = ∂xe
z v(x,ǫ)
for all z and for an arbitrary function v(x, ǫ). From this it easily follows that { , }ˆ1 =
{ , }1.
Applying the inverse quasi-Miura to the second Poisson bracket for KdV we obtain
a Poisson bracket
{v(x), v(y)}ˆ2 =
∑
ǫ2mB2m,s(v; vx, . . . , )δ
(2m−s+1)(x− y).
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that must satisfy the recursion relation (3.6.73) for the Riemann hierarchy∑
ǫ2mB2m,s(v; vx, . . . , )∂
2m−s+1
x
vk
k!
= (k +
1
2
)∂x
vk+1
(k + 1)!
.
Multiplying by zk+1 and summing in k we obtain the identity∑
ǫ2mB2m,s(v; vx, . . . , )∂
2m−s+1
x e
z v =
(
z v +
1
2
)
vxe
z v
valid for any z and for an arbitrary function v = v(x, ǫ). This proves that { , }ˆ2 = { , }2.
The Theorem is proved.
Our approach can easily be extended to prove quasitriviality of the Gelfand - Dickey
hierarchy (also called nKdV). We will study in a separate publication the problem of
quasitriviality of other hierarchies of integrable 1+1 PDEs, in particular of the Drinfeld
- Sokolov hierarchies of D and E type and of Toda lattice.
We will now prove that, in addition to Lemma 3.8.4, the following statement.
Lemma 3.8.11 There exists a function
∆f = ∆f(v′, v′′, . . . ; ǫ2) =
∞∑
k=1
ǫ2k−2∆f [k](v′, . . . , v(3k−2)) (3.8.13)
where
∆f [1](v′) = − 1
12
log v′
and ∆f [k](v′, . . . , v(3k−2)) is a quasi-homogeneous function in the derivatives of the de-
gree 2k − 2 such that the correspondence (3.8.11) is represented as
v 7→ u = v + ǫ2∂2x∆f(v′, v′′, . . . , ; ǫ2). (3.8.14)
Proof (cf. the proof of Theorem 3.9.1 below). We already know from Lemma 3.8.9
that
hp−1(u; u′, . . . , u(p−1); ǫ) =
vp+1
(p+ 1)!
+ ǫ∂xgp−1(v, v′, . . . ; ǫ)
for some functions gk(v, v
′, . . . ; ǫ). Using the tau-symmetry
∂hp−1
∂tq
=
∂hq−1
∂tp
∂
∂tq
vp+1
(p+ 1)!
=
∂
∂tp
vq+1
(q + 1)!
of the KdV hierarchy and of the Riemann hierarchy we obtain
∂
∂x
[
∂gp−1
∂tq
− ∂gq−1
∂tp
]
= 0.
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This implies existence of a function
∆f =
∞∑
k=1
ǫ2k−2∆f [k](v, v′, . . . , v(3k−2))
such that
gp−1(v, v′, . . . ; ǫ) = ǫ
∂∆f
∂tp
= ǫ
∑ ∂∆f
∂v(i)
(
vp+1
(p+ 1)!
)(i+1)
.
In particular, the quasi-Miura transformation itself reads
u = v + ǫ∂xg0 = v + ǫ
2∂2x∆f
where we may assume, due to quasihomogeneity of the terms u[k] in the derivatives
that
∆f = ∆f(v′, v′′, . . . ; ǫ2)
does not depend explicitly on v. Lemma is proved.
Example 3.8.12 The topological solution to the Riemann hierarchy is determined by
the equation
v = t0 + t1v + t2
v2
2
+ t3
v3
6
+ . . . (3.8.15)
(we omit x identifying x with t0). The tau-function of this solution
log τ0 =
1
ǫ2
(
t30
6
+
t30 t1
6
+
t30 t
2
1
6
+
t30 t
3
1
6
+
t30 t
4
1
6
+
t40 t2
24
+
t40 t1 t2
8
+
t40 t
2
1 t2
4
+
t50 t
2
2
40
+
t50 t3
120
+
t50 t1 t3
30
+
t60 t4
720
+ . . .
)
.
(3.8.16)
Applying the quasi-Miura transformation (3.8.11) we obtain, after changing the nor-
malization
ǫ2 7→ −ǫ
2
2
a solution to the KdV hierarchy with the tau-function (1.7). We will show below in
Section 3.10.4 this series coincides with the Witten - Kontsevich generating function
of the Mumford - Morita - Miller intersection numbers on the moduli spaces M¯g,n of
all genera
F =
∞∑
g=0
ǫ2g−2Fg (3.8.17)
where
Fg =
∞∑
n=1
1
n!
tp1 . . . tpn < φp1 . . . φpn >g (3.8.18)
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< φp1 . . . φp2 >g=
∫
M¯g,n
cp11 (L1) ∧ . . . ∧ cpn1 (Ln) (3.8.19)
where Li is the tautological line bundle over the moduli space M¯g,n of stable algebraic
curves C of genus g with n punctures x1, . . . , xn, i.e., the fiber of Li coincides with
the cotangent line T ∗xiC.
The idea to express the terms F1, F2, . . . , of the genus expansion (3.8.17) as
functions of v′, v′′, . . . where v = v(t) is the solution (3.8.15) is due to Dijkgraaf and
Witten [27]. This idea proved to be fruitful also in other models of 2D topological field
theory [56, 58, 59, 152, 110, 78].
Example 3.8.13 Applying (3.8.11) to the monotone at x = 0 function v = v(x)
x =
√
vJ1(2
√
v) =
∞∑
m=0
(−1)m v
m+1
m!(m+ 1)!
(3.8.20)
one obtains
u(x, ǫ) = π6
∞∑
g=0
( ǫ
π3
)2 g∑
n
V ol(Mg,n)
( x
π2
)n
(3.8.21)
where V ol(Mg,n) is the Weil - Petersson volume of the moduli space of punctured
algebraic curves. This is a reformulation of the result of P. Zograf [152] (see also
[110]).
3.9 Properties of quasitrivial Poisson pencils
Let
{uα(x), uβ(y)}λ =
∑
k≥0
ǫk{uα(x), uβ(y)}[k]λ
be a quasitrivial Poisson pencil written in the normal coordinates with the leading term
{uα(x), uβ(y)}[0]λ =
(
gαβ(u(x))− λ ηαβ) δ′(x− y) + Γαβγ (u)uγxδ(x− y)
determined by a n-dimensional rigid semisimple Frobenius manifoldM (see the formula
(3.5.24) above). Let
uα = vα +
∑
k>0
ǫkF [k]α (v; vx, . . . , v
(nk+2)) (3.9.1)
be the quasitriviality transformation for the pencil:∑
k≥0
ǫk{uα(x), uβ(y)}[k]λ =
(
gαβ(v(x))− λ ηαβ) δ′(x− y) + Γαβγ (v) vγx δ(x− y).
Here we lower the indices as usual by means of the constant matrix ηαβ ,
F
[k]
α (v; vx, . . . , v
(nk)) are some functions rational in the derivatives.
Our first result is
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Theorem 3.9.1 Let the quasi-Miura transformation (3.9.1) depend polynomially on
v1. Then there exists a function
F(v; vx, . . . , ; ǫ) =
∑
k>0
ǫkF [k](v; vx, . . . , v(nk)) (3.9.2)
such that the quasitriviality has the form
uα = vα + ∂x∂tα,0F(v; vx, . . . , ; ǫ). (3.9.3)
Moreover, the tau-structure for the pencil { , }λ written in the coordinates v has the
form, up to an equivalence (3.5.27), (3.5.28),
hα,p(v; vx, . . . ; ǫ) = θα,p(v) + ∂x∂tα,pF(v; vx, . . . , ; ǫ). (3.9.4)
We recall (see Section 3.6.2 above) that polynomiality in v1 means that every co-
efficient F
[k]
α (v; vx, . . . , v
(nk)) is a polynomial in v1 of the degree that may depend on
k.
Proof By the definition of the normal coordinates u¯α is a Casimir of { , }1. Since
{ , }1 is obtained from { , }[0]1 by the change of coordinates (3.9.1), and v¯α is a
Casimir of { , }[0]1 , it follows that v¯α is also a Casimir of { , }1. Hence the difference
uα − vα = O(ǫ) is a conserved quantity for the Principal Hierarchy. Due to Lemma
3.6.20 uα − vα must be a total derivative (polynomiality in the derivatives assumption
can be eliminated by considering arbitrary functions in the derivatives). Hence the
quasitriviality transformation must have the form
uα = vα + ∂xfα,0(v; vx, . . . ; ǫ)
for some function fα,0(v; vx, . . . ; ǫ).
Let hα,p be the densities of the commuting Hamiltonians corresponding to a choice
of a tau-structure for the Poisson pencil { , }λ satisfying a recursion relation
{ . , h¯α,p}2 =
p∑
q=0
Aβ,qα,p{ . , h¯β,q+1}1
with some constant coefficients Aβ,qα,p. We have hα,0 = uα since uα are the normal
coordinates for the chosen tau-structure. Rewriting the densities in the v-coordinates
hα,p = hα,p(v; vx, . . . ; ǫ) =
∑
k≥0
ǫkh[k]α,p(v; vx, . . .)
we obtain the same recursion relation
{ . ,
∫
hα,p(v; vx, . . . ; ǫ) dx}[0]2 =
p∑
q=0
Aβ,qα,p{ . ,
∫
hβ,q+1(v; vx, . . . ; ǫ) dx}[0]1
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with the initial data ∫
hα,0(v; vx, . . . ; ǫ) dx =
∫
vα dx.
Therefore the Hamiltonians
∫
hα,p(v; vx, . . . ; ǫ) dx are linear combinations of the stan-
dard Hamiltonians
∫
θβ,0(v) dx, . . . ,
∫
θβ,p(v) dx of the hierarchy (3.6.47). It follows
that the leading terms hα,p(v)
[0] give a tau-structure of the standard hierarchy. It
must be related to the standard tau-structure by a transformation of the form (3.5.27),
(3.5.28). Modifying the Hamiltonians hα,p by the inverse transformation we obtain an
equivalent tau-structure for the Poisson pencil { , }λ satisfying
hα,p(v; vx, . . . ; ǫ) = θα,p(v) + ǫ ∂xfα,p(v; vx, . . . ; ǫ)
where
fα,p(v; vx, . . . ; ǫ) =
∑
k>0
ǫk−1f [k]α,p(v; vx, . . .)
for some functions f
[k]
α,p(v; vx, . . .). By the definition of the tau-structure we have
∂fα,p(v; vx, . . . ; ǫ)
∂tβ,q
=
∂fβ,q(v; vx, . . . ; ǫ)
∂tα,p
.
In particular,
∂f1,0(v; vx, . . . ; ǫ)
∂tβ,q
=
∂fβ,q(v; vx, . . . ; ǫ)
∂x
. (3.9.5)
So f1,0(v; vx, . . . ; ǫ) is an integral of the hierarchy (3.6.47). Due to the polynomiality
assumption it must be a total derivative of some function that we denote F
f1,0(v; vx, . . . ; ǫ) = ∂xF(v; vx, . . . ; ǫ).
From (3.9.5) we get
∂x∂tβ,qF = ∂xfβ,q.
This proves the theorem.
We will next obtain upper estimates for the order of the highest derivative in F [k],
and we will also describe the explicit form of the first three terms of this expansion.
Let us first consider the infinitesimal deformation of the Poisson pencil
{vα(x), vβ(y)}[0]λ caused by a quasi-Miura transformation
vα 7→ wα = vα + ǫ ∂
2F(v; vx, . . . , v(l))
∂x∂tα,0
+O(ǫ2). (3.9.6)
We have changed the notations for the dependent functions of the hierarchy since
the variables ui = ui(v), i = 1, . . . , n, will be reserved for denoting the canonical
coordinates on the Frobenius manifold. As in the Section 2, we denote vα,s and wα,s
the jet coordinates,
vα,s =
∂vα
∂xs
, wα,s =
∂wα
∂xs
,
vα,0 = vα, wα,0 = wα, vα,1 = vαx , w
α,1 = wαx , . . . .
122
Lemma 3.9.2 The deformed Poisson pencil has the form
{wα(x), wβ(y)}1 = ηαβ δ′(x− y)
+ǫ
(
W αβ(w,wx, . . .) δ
(Kl)(x− y) +Rαβ(w,wx, . . .) δ(Kl−1)(x− y) + . . .
)
+O(ǫ2), (3.9.7)
{wα(x), wβ(y)}2 = gαβ(w(x)) δ′(x− y) + Γαβγ (w(x))wγx δ(x− y)
+ǫ
(
Sαβ(w,wx, . . .) δ
(Kl)(x− y) +Qαβ(w,wx, . . .) δ(Kl−1)(x− y) + . . .
)
+O(ǫ2), (3.9.8)
where the integer Kl is equal to l + 3 when l = 2m and it is equal to l + 2 when
l = 2m− 1.
The proof can be obtained by a simple straightforward computation.
Lemma 3.9.3 Let l = 2m, then in the deformed Poisson bracket (3.9.8) the term
Sαβ(w,wx, . . .) δ
(l+3)(x−y) does not appear iff F does not depend on vα,2m, α = 1, . . . , n.
Proof From the form of the quasi-Miura transformation we see that the functions
Sαβ(v, vx, . . .) are given by the formulae(
gαν cγβν + g
βν cγαν
) ∂F
∂vγ,2m
= 2 gαν cγβν
∂F
∂vγ,2m
So outside the discriminant det(gαβ) = 0 of the Frobenius manifold the above expres-
sion vanishes iff ∂F
∂vγ,2m
= 0. The lemma is proved.
Lemma 3.9.4 Let l be an odd positive integer, l = 2m − 1. Denote hα = ∂F∂vα,2m−1 ,
then
W αβ = −2mηαγ cβξγ ∂xhξ + ηαγ
∂hγ
∂tβ,0
+ ηβγ
∂hγ
∂tα,0
+ 2 ηαγ cβξγ
∂F
∂vξ,2m−2
+2m∂x(η
αγ cβξγ )hξ. (3.9.9)
Sαβ = −2mgαγ cβξγ ∂xhξ + gαγ
∂hγ
∂tβ,0
+ gβγ
∂hγ
∂tα,0
+ 2 gαγ cβξγ
∂F
∂vξ,2m−2
+
(
2m∂x(g
αγ cβξγ ) + ∂γg
αβ cγξν v
ν
x
)
hξ, (3.9.10)
and
cλαβ
(
Sαβ − Uαγ W γβ
)
= (2m+ 1) cλαβ c
αγ
ν c
βξ
γ v
ν
x
∂F
∂vξ,2m−1
, 1 ≤ λ ≤ n, (3.9.11)
where Uαβ = Eγ cαγβ is the matrix of the operator of multiplication by the Euler vector
field. In particular, the left hand sides of the last equalities vanish iff F does not depend
on vα,2m−1, α = 1, . . . , n.
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Here we use notations
∂
∂tα,p
:= ηαβ
∂
∂tβ,p
for the linear combinations of the flows of the hierarchy (3.6.47).
Proof The identities (3.9.9) and (3.9.10) are deduced from their definitions. The equal-
ities in (3.9.11) follow directly from (3.9.9) and (3.9.10). To prove the last statement
of the lemma, let us rewrite the right hand side of the identity (3.9.11) in the canonical
coordinates ui = ui(v1, . . . , un), 1 ≤ i ≤ n (see Section 3.10.5 for the definition of the
canonical coordinates and of the functions ψi,α to be used below). It becomes equal to
(2m+ 1)ηλν ψiν
uix
ψ3i1
∂F
∂ui,2m−1
.
Since det(ηλνψiν) 6= 0, we deduce that the left hand sides of the above equalities vanish
iff F does not depend on ui,2m−1, 1 ≤ i ≤ n (equivalently, F does not depend on
vα,2m−1, 1 ≤ α ≤ n). Lemma is proved.
Theorem 3.9.5 Let
{wα(x), wβ(y)}1 = ηαβδ′(x− y)
+
∑
i≥1
ǫi {wα(x), wβ(y)}[i]1 (3.9.12)
{wα(x), wβ(y)}2 = gαβ(w(x)) δ′(x− y) + Γαβγ (w(x))wγx δ(x− y)
+
∑
i≥1
ǫi {wα(x), wβ(y)}[i]2 (3.9.13)
be a quasitrivial Poisson pencil. Here {wα(x), wβ(y)}[i]1 , {wα(x), wβ(y)}[i]2 have the form
{wα(x), wβ(y)}[i]1 =
i+1∑
l=0
Hαβi,l (w;wx, wxx, . . . , w
(l)) δ(i+1−l)(x− y),
{wα(x), wβ(y)}[i]2 =
i+1∑
l=0
Kαβi,l (w;wx, wxx, . . . , w
(l)) δ(i+1−l)(x− y), (3.9.14)
and Hαβi,l , K
αβ
i,l are quasihomogeneous polynomials in the derivatives of the degree l.
Then the quasi-triviality transformation
vα 7→ wα = vα +
∑
k≥1
ǫk
∂2F [k](v1, . . . , vn; v1,1, . . . , vn,1; . . . , v1,mk , . . . , vn,mk)
∂x∂tα,0
, (3.9.15)
must have the property
m2g, m2g+1 ≤ 3g − 2. (3.9.16)
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Moreover, modulo additive constants, we
F [1] = 0, (3.9.17)
F [2] =
n∑
i=1
ai log(u
i
x) + f(v), (3.9.18)
F [3] =
n∑
i=1
fi(v) u
i
x. (3.9.19)
where ai are constants, f(v) and fi(v) are some functions, and u
1(v), . . . , un(v) are
the canonical coordinates on M .
Proof From Lemma 3.9.3 and Lemma 3.9.4 we see that F [1] must be a constant, and
F [2], F [3] only depend on v1, . . . , vn; v1x, . . . , vnx . We are to prove that F [2g],F [2g+1]
depend at most on v1, . . . , vn; v1,1, . . . , vn,1; . . . ; v1,3g−2, . . . , vn,3g−2 for g ≥ 2. This can
be done by induction. Assume that the statement is true for g ≤ N − 1, we need to
prove the validity of the above property for g = N . Express the left and right hand sides
of (3.9.12) and (3.9.13) in the v-coordinates by using the quasi-Miura transformation
(3.9.15) and compare the ǫ2N terms of both sides. We denote, as in Lemma 3.9.2, by
W αβ and Sαβ the coefficients of the highest order derivatives of the delta function in
the ǫ2N term that are contributed by F [2], . . . ,F [2N−1] in the left hand sides of (3.9.12)
and (3.9.13) respectively. When N is even this is the coefficients of δ(3N+1)(x− y) and
when N is odd this is the coefficient of δ(3N)(x − y). While on the right hand side of
(3.9.12) and (3.9.13) the highest order derivatives of the delta function in the ǫ2N term
is δ(2N+1)(x−y) due to the form of { , }[2N ]2 . So, in order that the equality (3.9.13) holds
true, the F [2N ] term in the quasi-Miura transformation (3.9.15) must be responsible for
the killing of the Sαβ δ(3N+1)(x−y) term when N is even and the Sαβ δ(3N)(x−y) term
when N is odd in the left hand sides of (3.9.12) and (3.9.13). We first consider the case
when N is odd. In this case, by using Lemma 3.9.3 and Lemma 3.9.4 we immediately
deduce that F [2g] depends at most on v1, . . . , vn; v1,1, . . . , vn,1, . . . , v1,3N−2, . . . , vn,3N−2.
Now let us consider the case when N is even. From Lemma 3.9.3 we see that F [2N ]
depends at most on vα, vα,1, . . . , vα,3N−1, α = 1, . . . , n. We are to prove that actually
it does not depend on v1,3N−1, . . . , vn,3N−1. To prove this let us compute W αβ and Sαβ
to obtain
Sαβ =
N−1∑
k=1
∂F [2k]
∂vγ,3k−2
∂F [2N−2k]
∂vν,3(N−k)−2
cαγσ c
βν
ρ g
σρ,
W αβ =
N−1∑
k=1
∂F [2k]
∂vγ,3k−2
∂F [2N−2k]
∂vν,3(N−k)−2
cαγσ c
βν
ρ η
σρ,
and
cλαβ
(
Sαβ − Uαγ W γβ
)
= 0.
So from Lemma 3.9.4 we see that F [2N ] indeed does not depend on v1,3N−1, . . . , vn,3N−1.
In a similar way, we can prove that F [2N+1] depends at most on v1, . . . , vn; v1,1, . . . , vn,1;
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. . . ; v1,3M−2, . . . , vn,3M−2. We have thus finished the procedure of induction and proved
(3.9.16).
We next prove that F [2] must have the form (3.9.18). Our assumption on { , }[2]1 ,
{ , }[2]2 implies that Hαβ2,0 and Kαβ2,0 are functions of u1, . . . , un. Rewrite both sides
of (3.9.12) and (3.9.13) in the v-coordinates by using the quasi-Miura transformation
(3.9.15) and compare the coefficients of ǫ2δ′′′(x − y), we obtain by using (3.9.11) the
following identities:
3 cλαβ c
αγ
ν c
βξ
γ v
ν
x
∂F [2]
∂vξ,1
= cλαβ
(
Kαβ2,0 − Uαγ Hγβ2,0
)
, 1 ≤ λ ≤ n. (3.9.20)
In the canonical coordinates the left hand sides of the above identities have the expres-
sions
ηλν
n∑
i=1
ψiν
ψ3i1
uix
∂F [2]
∂uix
.
So from (3.9.20) we see that there exist functions a1(u), . . . , an(u) of u
1, . . . , un such
that
uix
∂F [2]
∂uix
= ai(u), 1 ≤ i ≤ n, (3.9.21)
which yields
F [2] =
n∑
i=1
ai(u) log(u
i
x) + f(u) (3.9.22)
for certain function f of u1, . . . , un. Now let’s prove that ai(u) are constants. In-
deed, the coefficients of ǫ2 δ′′′(x − y) in the left hand side of (3.9.13) written in the
v-coordinates have the expressions
−2 gαγ cβξγ ∂x
(
∂F [2]
∂vξx
)
+ gαγ
∂
∂tβ,0
(
∂F [2]
∂tγ,1
)
+ gβγ
∂
∂tα,0
(
∂F [2]
∂tγ,1
)
+
(
2m∂x(g
αγ cβξγ ) + ∂γg
αβ cγξν v
ν
x
) ∂F [2]
∂vξx
+ 2 gαγ cβξγ
∂F [2]
∂vξ
(3.9.23)
Substituting the formula (3.9.22) into the above expressions, we see that the first
four summands are rational polynomials in the x-derivatives of u1, . . . , un, and the
last summand is a linear combination of log(u1x), . . . , log(u
n
x). Since (3.9.23) should be
functions of u1, . . . , un only, we deduce that
gαγ cβξγ
∂ai
∂vξ
= 0, 1 ≤ i ≤ n.
Putting β = n in the above equations we obtain
∂ai
∂vξ
= 0, 1 ≤ i, ξ ≤ n
for generic point v when det(gαβ(v)) 6= 0. So a1(u), . . . , an(u) are constants.
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We will now prove that F [3] has the form (3.9.19). Since F [3] only depends on
v1, . . . , vn; v1x, . . . , v
n
x , the highest order of the derivatives of the delta-function in { , }[3]2
is 3, and the coefficients of δ′′′(x− y) depend linearly on v1x, . . . , vnx since degKαβ3,1 = 1.
An approach similar to the one given in the derivation of (3.9.21) yields
uix
∂F [3]
∂uix
=
n∑
k=1
bik(u) u
k
x, 1 ≤ i ≤ n. (3.9.24)
By using the compatibility condition ∂
∂uix
(
∂
∂ujx
F [3]
)
= ∂
∂ujx
(
∂
∂uix
F [3]
)
we have
bik(u) = 0, i 6= k
which yields
F [3] =
n∑
i=1
bii(u) u
i
x + h(u).
Here h(u) is certain function of u1, . . . , un. To prove that h(u) is a constant we use
the explicit expression for Kαβ3,1 which is given by the right hand side of (3.9.10) with
m = 1 and F = F [3]. From this expression we get
gαγ cβξγ
∂h(u)
∂vξ
= 0, 1 ≤ α, β ≤ n
which implies that h(u) is a constant. The theorem is proved.
Since F [1] is a constant and F [3] is a polynomial in the x-derivatives of vα, the
quasitrivial bihamiltonian structure (3.9.12) and (3.9.13) is equivalent to a quasitrivial
bihamiltonian structure whose quasitriviality transformation does not contain the ǫ
and ǫ3 terms. The equivalence is established by the Miura transformation
uα 7→ uα − ǫ3∂
2F [3](v, vx)
∂x∂tα,0
.
We were not be able to prove that, for an arbitrary quasitriviality transformation all
the terms with odd powers of ǫ can be gauged out by a Miura transformation. In the
next section we will prove that this is the case under an additional assumption about
the structure of the symmetry algebra of the hierarchy.
3.10 Virasoro symmetries
In this section we will show that the Principal Hierarchy (3.6.47) on L(Mn) of a n-
dimensional Frobenius manifoldMn always admits a rich algebra of symmetries isomor-
phic to the half of the Virasoro algebra with the central charge n. The Virasoro algebra
is constructed in terms of the spectrum of the Frobenius manifold. The operators of the
Virasoro algebra act by nonlinear first order differential operators on the tau-cover of
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the hierarchy. We will characterize general solution of the Principal Hierarchy in terms
of the action of the Virasoro algebra. Due to quasitriviality the action of the Virasoro
algebra can be extended to the full hierarchy (1.7). Our last condition requires linearity
of this action of Virasoro onto the tau-function of the full hierarchy. We prove that,
for a semisimple Frobenius manifold Mn this condition uniquely determines the qua-
sitriviality transformation (3.7.9). For the semisimple Frobenius manifolds coinciding
with quantum cohomology of a smooth projective variety X we identify our condition
of linearization of the Virasoro symmetries with the Virasoro constraints conjectured
by T.Eguchi et al. [56] in the theory of the higher genus Gromov - Witten invaraints
of X.
3.10.1 From Galilean invariance to Virasoro symmetries of the Principal
Hierarchy
This subsection is based on the paper [52]. We also find a nice generating formula for
the Virasoro symmetries that will be useful in subsequent calculations.
Let us begin with the following
Definition. The PDE
∂vα
∂s
= Bα(x, t, v; vx, . . . , ; ǫ) (3.10.1)
is called (infinitesimal) symmetry of the hierarchy (3.6.47) if it commutes with all the
flows of the hierarchy
∂
∂s
∂v
∂tα,p
=
∂
∂tα,p
∂v
∂s
.
According to our definition the flows of the hierarchy themselves are symmetries. In
this case the r.h.s. does not depend on x, t. Less trivial example is given by
Lemma 3.10.1 The flow
∂v
∂s
= e+
∞∑
p=1
tα,p
∂v
∂tα,p−1
(3.10.2)
is a symmetry of the Principal Hierarchy (3.6.47).
Here e is the unity vector field on the Frobenius manifold.
Proof (cf. [52]) Let us consider first the flow
∂v
∂s
= e.
Using
∂1θα,p+1 = θα,p, p ≥ 0, ∂1θα,0 = ηα 1
128
we obtain
∂
∂s
∂v
∂tα,p
− ∂
∂tα,p
∂v
∂s
=
∂v
∂tα,p−1
, p > 0,
∂
∂s
∂v
∂tα,0
=
∂
∂tα,0
∂v
∂s
.
The term
∑∞
p=1 t
α,p ∂v
∂tα,p−1
in (3.10.2) compensates the noncommutativity of the above
flow with the equations of the hierarchy (cf. [64]).
Example 3.10.2 For the Riemann equation
vt = v vx
the above symmetry coincides with the infinitesimal form
vs = 1 + t vx
of the Galilean transformation
x 7→ x+ c t, t 7→ t, v 7→ v + c.
Here c is an arbitrary parameter.
Also in the general case we will call (3.10.2) the Galilean symmetry of the hierarchy
(3.6.47). It is natural to produce an infinite chain of other symmetries by applying the
recursion operator
R ∂
∂sm−1
=
∂
∂sm
, m ≥ 0 (3.10.3)
where we redenote ∂/∂s 7→ ∂/∂s−1 the Galilean symmetry (3.10.2). Such symmetries
were discovered in [16] for the case of KdV (also the idea appeared already in [82]). It
was shown in [154] that, for the symplectic bihamiltonian structures the above chain
satisfies the Virasoro commutation relations[
∂
∂si
,
∂
∂sj
]
= (j − i) ∂
∂si+j
, i, j ≥ −1 (3.10.4)
if
Lie∂/∂s0R = R.
We cannot apply directly this result to the Principal Hierarchy. Indeed, the Poisson
pencil (3.5.24) is not symplectic. From practical point of view the recursion procedure
(3.10.3) produces nonlocal flows, starting from m = 1. For the simplest example of
Riemann hierarchy
∂v
∂s0
= v +
x
2
vx +
∑
k≥0
(
k +
1
2
)
tk
∂v
∂tk
∂v
∂s1
= v2 +
3
4
x2
∂v
∂t1
+
1
4
∂−1x v +
∑
k≥0
(
k +
1
2
)(
k +
3
2
)
tk
∂v
∂tk+1
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etc.
The general problem of dealing with the nonlocalities in the bihamiltonian recursion
procedure has been analyzed, in the style of formal variational calculus, in [89, 133]. For
the case of Principal Hierarchy it was shown in [52] that the bihamiltonian recursion
procedure can be used to produce Virasoro symmetries of the tau-cover (3.3.17) of
the Principal Hierarchy. We present here this result in a slightly modified form, using
generating functions.
Let us consider first the nonresonant case, i.e., assuming that the spectrum of µˆ
contains no half-integers. Let pα(v;λ), α = 1, . . . , n be a basis of independent periods
(e.g., the one described in Theorem 3.6.12). Introduce the constant Gram matrix
Gαβ :=
(
∂
∂pα
,
∂
∂pβ
)
λ
=
∂vσ
∂pα
gσǫ(v;λ)
∂vǫ
∂pβ
, (gσǫ(v;λ)) = (g
σǫ(v)− λησǫ)−1 .
Recall that, if the basis of independent periods is chosen as in Theorem 3.6.12, then(
Gαβ
)
= − 1
2 π
(eπ iReπ i µˆ + e−π iRe−π i µˆ)η−1. (3.10.5)
Introduce action functions
sα = sα(x, f, ∂f/∂t;λ)
sα =
∫ x
pα(v;λ)dx = xω1
∑
q≥0
Γq(R, µˆ+ q − 12)
λq−1
λ−
1
2
−µˆλ−R
+
∑
m≥0
∑
p+q=m
∂f
∂tp
Γq(R, µˆ+m+
1
2
)
λm
λ−
1
2
−µˆλ−R.
(3.10.6)
Put
Sα = Sα(x, t, f, ∂f/∂t;λ)
= sα +
∑
m
λm+1
∑
p−q=m
(−1)ptpΓq(R, µˆ−m− 1
2
)λ−
1
2
−µˆλ−R
=
∫ ∞
0
dz√
z
e−λ z
[∑
p≥0
∂f
∂tp
zp +
∑
q≥0
(−1)q t¯qz−q−1
]
zµˆzR. (3.10.7)
Here we use short notations for the following row vectors
∂
∂tp
:=
(
∂
∂t1,p
, . . . ,
∂
∂tn,p
)
,
tq := (t1,q, . . . , tn,q), tα,q := ηαβt
β,q,
and we denote
t¯q = tq, q > 0, t¯0 = t0 + xω1.
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The Laplace integrals in (3.10.7) are defined as in Theorem 3.6.12.
It will be always assumed that the periods p = p(v;λ) are chosen in such a way
that
∂λp = −∂1p. (3.10.8)
The functions Sα, α = 1, . . . , n satisfy the following simple identities
∂x
∂
∂λ
Sα =
∂pα
∂λ
= −∂1pα (3.10.9)
∂
∂tγ,0
∂
∂λ
Sα = −∂γpα. (3.10.10)
In the proof of the second formula one is to use the equation
∂α∂βp = c
γ
αβ(v)∂γ∂1p.
Theorem 3.10.3 The flows ∂/∂sm, m ≥ −1, are defined on the tau-covering of the
Principal Hierarchy by the following generating formula
∂
∂s
=
∑
m≥−1
1
λm+2
∂
∂sm
(3.10.11)
∂f
∂s
=
[
−1
2
∂Sα
∂λ
Gαβ
∂Sβ
∂λ
]
+
(3.10.12)
∂fγ,p
∂s
=
∂
∂tγ,p
∂f
∂s
(3.10.13)
∂vγ
∂s
=
[
∂x∂γpαG
αβ ∂Sβ
∂λ
]
+
− ηγǫ
(
(E − λ e)−1)ǫ (3.10.14)
In these formulae [ ]+ means the regular part of the expansion of the function
vanishing at λ =∞.
Proof We first derive the part of the symmetries not containing explicitly the times.
Lemma 3.10.4 Let B−1 = (B−1,α), B0 = (B0,α), B1 = (B1,α), B2 = (B2,α), . . . , be
the r.h.s. of the flows
∂vα
∂sm
= Bm,α
defined recursively by
Bm = RBm−1, m ≥ 0, B−1,α = ηα,1. (3.10.15)
Here
Rαβ = Uαβ + ηβγΓαγǫ vǫx∂−1x (3.10.16)
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is the recursion operator,
R = { , }2{ , }−11 .
Then the generating function
Bλ :=
B−1
λ
+
B0
λ2
+
B1
λ3
+ . . .
reads
(Bλ)α = −1
2
∂tα,0∂x
[
∂λ
∫ x
padxGab∂λ
∫ x
pb
]
. (3.10.17)
Here pa = pa(v;λ), a = 1, . . . , n is a system of independent periods of the Frobenius
manifold, the constant Gram matrix Gab is defined by
Gab :=
∂vα
∂pa
∂vβ
∂pb
(
gαβ(v)− λ ηαβ)−1 .
Proof Denote ̟1 and ̟2 the tensors of the first and the second Poisson brackets
respectively. Then
Bλ =
1
λ
(
1− R
λ
)−1
B−1 = −̟1(̟2 − λ̟1)−1B−1.
Let us first compute
b := (̟2 − λ̟1)−1B−1.
To this end we are to solve the following linear inhomogeneous equation
(gαβ − λ ηαβ)∂xbβ + Γαβǫ vǫxbβ = δα1 . (3.10.18)
Denote
φaα := ∂αp
a, a = 1, . . . , n
the basis of solutions of the corresponding linear homogeneous equation. Applying
variation of constants we obtain
bα = φ
a
αGab
∫ x
∂1p
bdx.
Therefore
(Bλ)α = −∂x
(
∂αp
aGab
∫ x
∂1p
bdx
)
. (3.10.19)
Using
∂tα,0
∫ x
p dx = ∂αp
valid for an arbitrary period p = p(v;λ) (cf. (3.10.10) above) we complete the proof of
the lemma.
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To complete the proof of the theorem we are to apply the operator
1
λ
(
1− R
λ
)−1
= −̟1(̟2 − λ̟1)−1
at the sum
∑
tǫ,r ∂v
∂tǫ,r−1
. We leave this part of calculations as an exercise to the reader.
The final step in the proof of the theorem is to check that, indeed, the flows
(3.10.12)–(3.10.14) are symmetries of the tau-covering of the Principal Hierarchy sat-
isfying the Virasoro commutation relations. This can be done by identifying the coef-
ficients of the expansion of the flows (3.10.14) with the symmetries obtained in [52]).
The theorem is proved.
In the resonant case we can regularize the formula (3.10.12)–(3.10.14) as follows:
Introduce
S(ν)α =
∫ ∞
0
dz
z
1
2
−ν e
−λ z
[∑
p≥0
∂f
∂tp
zp +
∑
q≥0
(−1)q t¯qz−q−1
]
zµˆzR. (3.10.20)
Define the deformed Gram matrix by
Gαβ(ν) := − 1
2 π
[(
eπ iReπ i (µˆ+ν) + e−π iRe−π i (µˆ+ν)
)
η−1
]αβ
. (3.10.21)
Then we define the regularized symmetry by
∂f
∂s
= lim
ν→0
[
−1
2
∂S
(ν)
α
∂λ
Gαβ(ν)
∂S
(−ν)
β
∂λ
]
+
. (3.10.22)
Existence of the limit and the Virasoro commutation relations can be proved repre-
senting the r.h.s. in the form similar to (3.10.31).
3.10.2 Free field realization of the Virasoro algebra
Let (L, < , >, µˆ, R) be the spectrum of a n-dimensional Frobenius manifold. We will
construct here a representation of the Virasoro algebra in the ring of functions of infinite
number of variables t = (tα,p). The construction is isomorphic to that of [52] but the
formulae are much simpler.
Let us choose a basis e1, . . . , en in L, denote ηαβ =< eα, eβ >. We introduce the
Heisenberg algebra with the generators
aα,p, α = 1, . . . , n, p ∈ Z+ 1
2
and the commutation relations
[aα,p, aβ,q] = (−1)p− 12ηαβδp+q,0. (3.10.23)
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Introduce the row vectors
ap = (a1,p, . . . , an,p)
and put
φα(λ) =
∫ ∞
0
dz
z
e−λ z
∑
p∈Z+ 1
2
apz
p+µˆzR

α
, α = 1, . . . , n. (3.10.24)
We consider first the nonresonant case where the spectrum of µˆ contains no half-
integers. In this case the Virasoro operators are given by the following generating
function
T (λ) =
∑
m∈Z
Lm
λm+2
= −1
2
: ∂λφαG
αβ∂λφβ : +
1
4 λ2
tr
(
1
4
− µˆ2
)
. (3.10.25)
Here
Gαβ = − 1
2 π
[(
eπ iReπ i µˆ + e−π iRe−π i µˆ
)
η−1
]αβ
, (3.10.26)
the normal ordering is defined by
: aα,paβ,q := aβ,qaα,p if q < 0, p > 0,
: aα,paβ,q := aα,paβ,q otherwise.
Lemma 3.10.5 The operators Lm satisfy Virasoro commutation relations
[Li, Lj ] = (i− j)Li+j + n i (i
2 − 1)
12
δi+j,0. (3.10.27)
In more general resonant case we regularize the formula (3.10.25) as follows. Intro-
duce the operator-valued functions
φ(ν)α (λ) =
∫ ∞
0
dz
z1−ν
e−λ z
∑
p∈Z+ 1
2
apz
p+µˆzR

α
, α = 1, . . . , n. (3.10.28)
and the Gram matrix Gαβ(ν) as in (3.10.21). Here ν is an arbitrary complex parameter.
Put
T (ν)(λ) =
∑
m∈Z
L
(ν)
m
λm+2
= −1
2
: ∂λφ
(ν)
α G
αβ(ν)∂λφ
(−ν)
β : +
1
4 λ2
tr
(
1
4
− µˆ2
)
. (3.10.29)
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Lemma 3.10.6 Let k be the minimal positive integer such that Rk = 0. Then there
exist the limits
Lm := lim
ν→0
L(ν)m , m ≥ −1
Lm := lim
ν→0
νkL(ν)m , m < −1.
(3.10.30)
These operators satisfy the following commutation relations
[Li, Lj ] = 0, i, j < −1, or i+ j ≥ −1, but (i+ 1)(j + 1) < 0,
[Li, Lj ] = (i− j)Li+j , i+ j < −1, (i+ 1) (j + 1) < 0, or i, j ≥ −1.
The proof easily follows form the explicit formula
T (ν)(λ) =
1
2π
×
×
∑
p,q∈Z+ 1
2
∑
r≥0
: ap
[
eR∂ν
]
r
Γ(µˆ+ ν + p+ r + 1) cosπ(µˆ+ ν)Γ(−µˆ − ν + q + 1)
λp+q+r+2
aq :
+
1
4 λ2
tr
(
1
4
− µˆ2
)
. (3.10.31)
In this formula
aq =
(
a1,q, . . . , an,q
)T
is a column vector with the entries
aα,q := ηαβaβ,q.
To prove the commutation relations of the Virasoro operators it suffices to compute
the commutator
[T (λ1), T (λ2)] =
1
2
∑
p,q
∑
s
(−1)s− 12 : ap
(
Mp−s(λ2)M
s
q (λ1)−Mp−s(λ1)Msq (λ2)
)
aq :
+
1
2
∑
p,q>0
(−1)p+q+1(Mpq (λ1)M−q−p (λ2)−Mpq (λ2)M−q−p (λ1).
Here
Mpq (λ) =
∑
r≥0
Npq (r)λ
−p−q−r−2 (3.10.32)
with
Npq (r) =
1
π
[
eR∂ν
]
r
(Γ(µˆ+ ν + p+ r + 1) cosπ(µˆ+ ν)Γ(−µˆ− ν + q + 1))
∣∣∣∣
ν=0
. (3.10.33)
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This can be easily done using the identity∑
r1+r2=m+n−p−q
(−1)p+r2−n− 12 Npn−p−r2(r2)N−n+p+r2q (r1)
+
∑
r1+r2=m+n−p−q
(−1)m−p−r2− 12 Np−m+p+r2(r2)Nm−p−r2q (r1)
= (m− n)Npq (m+ n− p− q).
A natural representation of the Heisenberg algebra (3.10.23) is obtained as follows
aα,p = ǫ
∂
∂tα,p−
1
2
, p > 0,
aα,p = ǫ
−1(−1)p+ 12 ηαβtβ,−p− 12 , p < 0.
(3.10.34)
In this representation T (λ) and Lm become linear second order differential operators
T (λ) = T (ǫ−1t, ǫ∂/∂t;λ) (3.10.35)
Lm = Lm(ǫ
−1t, ǫ∂/∂t)
= ǫ2
∑
aα,p;β,qm
∂2
∂tα,p∂tβ,q
+
∑
bm
α,p
β,q t
β,q ∂
∂tα,p
+ ǫ−2cmα,p;β,q t
α,p tβ,q (3.10.36)
for some constant coefficients aα,p;β,qm , bm
α,p
β,q , c
m
α,p;β,q depending onm and on the spectrum
of the Frobenius manifold.
Example 3.10.7 For n = 1 (the KdV theory) the Virasoro operators (3.10.36) coin-
cide, up to normalization of the independent variables, with the well known in the KdV
theory [26, 65, 88] realization of the Virasoro algebra
Lm =
ǫ2
2
∑
k+l=m−1
(2k + 1)!! (2l + 1)!!
2m+1
∂2
∂tk∂tl
+
∑
k≥0
(2k + 2m+ 1)!!
2m+1(2k − 1)!! tk
∂
∂tk+m
+
1
16
δm,0, m ≥ 0,
L−1 =
∑
k≥1
tk
∂
∂tk−1
+
1
2ǫ2
t20,
L−m =
1
2 ǫ2
∑
k+l=m−1
2m−1
(2k − 1)!!(2l − 1)!!tk tl
+
∑
k≥0
2m−1(2k + 1)!!
(2m+ 2k − 1)!! tk+m
∂
∂tk
, m > 1. (3.10.37)
136
Example 3.10.8 For the Frobenius manifold (3.6.57) (the CP1-model) the regularized
operators (3.10.29) read
Lm =
ǫ2
2
m−1∑
k=1
k! (m− k)! ∂
2
∂t2,k−1∂t2,k−m−1
+
∑
k≥1
(m+ k)!
(k − 1)!
(
t1,k
∂
∂t1,m+k
+ t2,k−1
∂
∂t2,k−1
)
+ 2
∑
k≥0
αm(k)t
1,k ∂
∂t2,m+k−1
, m > 0
L0 =
∑
k≥1
k
(
t1,k
∂
∂t1,k
+ t2,k−1
∂
∂t2,k−1
)
L−1 =
∑
k≥1
tα,k
∂
∂tα,k−1
+
1
ǫ2
t1,0t2,0
L−m =
1
ǫ2
m−1∑
k=1
t1,k t1,m−k
(k − 1)!(m− k − 1)! , m > 1.
(3.10.38)
Here the integer coefficients αm(k) are defined by
αm(0) = m!, αm(k) =
(m+ k)!
(k − 1)!
m+k∑
j=k
1
j
, k > 0.
Lemma 3.10.9 The generating symmetry flow (3.10.12) can be represented as follows
1
ǫ2
∂f
∂s
=
[
T (ǫ−1t¯, ǫ∂/∂t;λ) exp(
f
ǫ2
)
]
+
+O(1), (3.10.39)
t¯ = (t¯α,p).
The proof is straightforward.
Remark 3.10.10 After this paper was finished a very interesting work of A. Givental
appeared [79]. In particular, an elegant realization of our Virasoro operators Lm with
m ≥ −1 was obtained in [79].
3.10.3 Virasoro symmetries and solutions of the Principal Hierarchy
Let v = v(x, t, c(ǫ)) be a solution to the Principal Hierarchy specified by the series
c(ǫ) = (cα,p(ǫ)) in ǫ with constant coefficients as in (3.6.75). Put
f(x, t, c(ǫ)) = F0(x, t) = log τ, fα,p(x, t, c(ǫ)) = ∂tα,p log τ. (3.10.40)
Here the tau-function and its first derivatives for the solution v = v(x, t, c(ǫ)) are
defined by the formulae (3.6.86), (3.6.87).
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Theorem 3.10.11 The functions v = v(x, t, c(ǫ)), f = f(x, t, c(ǫ)),
fα,p = fα,p(x, t, c(ǫ)) are the stationary points of the following symmetries of the Prin-
cipal Hierarchy
∂f
∂s˜
=
[
−1
2
∂Sα(λ, t˜)
∂λ
Gαβ
∂Sβ(λ, t˜)
∂λ
]
+
= 0 (3.10.41)
∂fγ,p
∂s˜
=
∂
∂tγ,p
[
−1
2
∂Sα(λ, t˜)
∂λ
Gαβ
∂Sβ(λ, t˜)
∂λ
]
+
= 0 (3.10.42)
∂vγ
∂s˜
=
[
∂x∂γpαG
αβ ∂Sβ(λ, t˜)
∂λ
]
+
− ηγǫ
(
(E − λ e)−1)ǫ = 0 (3.10.43)
where t˜ = (t˜α,p),
t˜α,p = tα,p − cα,p(ǫ). (3.10.44)
Observe that the difference between the “shifted symmetries” (3.10.43) and the
original ones (3.10.14) is a linear combination of the flows of the Principal Hierarchy.
In other words, the solution v = v(x, t, c(ǫ)) satisfies the following infinite family of
constraints
∂v
∂s
= bm
α,p
β,q c
β,q ∂v
∂tα,p
, m ≥ −1. (3.10.45)
The theorem was proved in [52] for the particular case cα,p = δα1 δ
p
1 . The proof can
be repeated also in the general case without major changes. The crucial point in the
proof is the identity
∂Em+1Ωα,p;β,q = 2
∑
aλ,k;ǫ,lm Ωα,p;λ,k Ωǫ,l;β,q + b
λ,k
m;α,pΩλ,k;β,q + b
λ,k
m;β,q Ωλ,k;α,p + 2 c
m
α,p;β,q.
(3.10.46)
valid for any m ≥ −1.
The expanded form of the stationary equations (3.10.41) reads∑
aα,p;β,qm
∂f
∂tα,p
∂f
∂tβ,q
+
∑
bm
α,p
β,q t˜
β,q ∂f
∂tα,p
+
∑
cmα,p;β,q t˜
α,pt˜β,q = 0, m ≥ −1. (3.10.47)
The constant coefficients are the same as in (3.10.36). The stationary equations for
the first derivatives of the tau-function and for vα are obtained from the above by
differentiation.
3.10.4 Linearization of Virasoro symmetries
Let us consider a quasitrivial bihamiltonian tau-symmetric hierarchy
∂wα
∂tα,p
= {wα(x), Hα,p}1 (3.10.48)
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obtained from the Principal Hierarchy by a quasi-Miura transformation
vα 7→ wα = vα + ∂x∂tα,0
∑
k≥1
ǫkF [k](v; vx, . . . , v(nk)). (3.10.49)
(For technical reasons we have changed the notations of the dependent variables of the
hierarchy from u1, . . . , un to w1, . . . , wn.)
Theorem 3.10.12 The flows ∂
∂sˆm
defined by the generating function
∂
∂sˆ
=
∑
m≥−1
1
λm+2
∂
∂sˆm
(3.10.50)
∂ log τ
∂sˆ
=
∂f
∂s
+
∑
k≥1
ǫk
nk∑
r=0
∂F [k]
∂vα,r
∂rx
∂vα
∂s
(3.10.51)
∂
∂sˆ
∂ log τ
∂tα,p
=
∂
∂tα,p
∂ log τ
∂sˆ
(3.10.52)
∂wα
∂sˆ
= ǫ2∂x∂tα,0
∂ log τ
∂sˆ
(3.10.53)
(3.10.54)
are symmetries of the tau-cover of the hierarchy (3.10.48). They satisfy the Virasoro
commutation relations (3.10.4). Every solution of the hierarchy, its tau-function and
the first derivatives of it is a stationary point of the symmetries with the shifted times
as in (3.10.41)–(3.10.43).
Proof This is obtained by applying the “change of coordinates” (3.10.49) to Theorems
3.10.3 and 3.10.11.
Definition. We say that the quasitriviality (3.10.49) linearizes the Virasoro sym-
metries if there exists linear differential operators
Lˆm = Lˆm(ǫ
−1t, ǫ
∂
∂t
), m ≥ −1 (3.10.55)
with coefficients polynomial in {ǫ−1tα,p} such that
∂τ
∂sˆm
= Lˆmτ, m ≥ −1. (3.10.56)
Example 3.10.13 The quasi-triviality (3.8.11)
v 7→ u = v + ǫ2∂2x∆f(v′, v′′, . . . ; ǫ2)
= v +
ǫ2
24
(log v′)′′ + ǫ4
(
vIV
1152 v′2
− 7 v
′′v′′′
1920 v′3
+
v′′3
360 v′4
)′′
+O(ǫ6).(3.10.57)
for the KdV hierarchy satisfies the condition of linearization of Virasoro constraints.
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Observe that we have changed the normalization
ǫ2 7→ −ǫ
2
2
.
Proof From independence of ∆f of v and from Lemma 3.8.8 it follows that (3.10.57)
transforms the Galilean symmetry
∂v
∂s−1
= 1 +
∑
p≥1
tp
∂v
∂tp−1
(3.10.58)
of the Riemann hierarchy to the Galilean symmetry
∂u
∂s−1
= 1 +
∑
p≥1
tp
∂u
∂tp−1
(3.10.59)
of the KdV hierarchy. For higher symmetries we use, due to Theorem 3.8.10, that the
quasi-Miura (3.10.57) transforms the recursion
∂v
∂sm
=
(
v +
1
2
v′∂−1x
)
∂v
∂sm−1
, m ≥ 0
for the symmetries of the Riemann hierarchy to the recursion
∂u
∂sm
=
(
1
8
ǫ2∂2x + u+
1
2
u′∂−1x
)
∂u
∂sm−1
, m ≥ 0 (3.10.60)
for the symmetries of the KdV hierarchy. As it was shown in [26], the symmetries
generated by the recursion procedure (3.10.60), (3.10.59) have the form
∂u
∂sm
= ǫ2∂2x
Lmτ
τ
, m ≥ −1 (3.10.61)
where the Virasoro operators Lm are defined in (3.10.37). Observe that our normaliza-
tion of the flows of the KdV hierarchy differs from that of [26]. Our flows satisfy the
recursion relation(
p+
1
2
)
∂u
∂tp
=
[
ǫ2
8
∂2x + u+
1
2
u′∂−1x
]
∂u
∂tp−1
, p ≥ 1.
Let us assume that the quasitriviality transformation (3.10.49) is such that F1 = 0.
This can always be done according to Theorem 3.9.5.
Lemma 3.10.14 The operators Lˆm in (3.10.55) must have the form
Lˆm = Lm + κ0 δm,0, m ≥ −1 (3.10.62)
where the Virasoro operators Lm were defined in Section 3.10.2 and κ0 is a constant.
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Proof By definition the principal symbol of the operator Lˆm coincides with∑
aα,p;β,qm Pα,pPβ,q +
∑
bm
α,p
β,q t˜
β,qPα,p +
∑
cmα,p;β,q t˜
α,pt˜β,q, m ≥ −1.
Here the variables Pα,p correspond to
∂
∂tα,p
. Due to vanishing of the terms of the order
ǫ−1 in the expansion of the tau-function we conclude that
Lˆm = ǫ
2
∑
aα,p;β,qm
∂2
∂tα,p∂tβ,q
+
∑
bm
α,p
β,q t¯
β,q ∂
∂tα,p
+ ǫ−2cmα,p;β,q t¯
α,pt¯β,q + κm = Lm + κm
for some constants κm. Using the Virasoro commutation relations[
∂
∂ˆsi
,
∂
∂sˆj
]
= (j − i) ∂
∂sˆi+j
, i, j ≥ −1
and
[Li, Lj ] = (j − i)Li+j , i, j ≥ −1
we derive that κm = 0 for m 6= 0.
Let v = v(x, t, c(ǫ)) be a solution to the Principal Hierarchy described in Section
3.6.4. We call it admissible w.r.t. the quasitriviality transformation if all the denomi-
nators of the rational functions ∂x∂tα,0F [k](v; vx, . . . , v(nk)) do not vanish at the point
x = 0, t = 0. We will see below that any monotone solution to the Principal Hierarchy
is admissible for our class of quasitriviality transformations.
Denote w = w(x, t, c(ǫ)) the solution to the full hierarchy (3.10.48) obtained from
an admissible solution v = v(x, t, c(ǫ)) by the quasitriviality transformation (3.10.49).
All these will be called admissible solutions to the full hierarchy. Applying to an admis-
sible solution w(x, t, c(ǫ)) the quasi-Miura inverse to (3.10.49) one obtains a solution
v(x, t, c(ǫ)) of the form (3.6.75). The tau-function of the solution w(x, t, c(ǫ)) has the
form
τ(x, t, c(ǫ)) = exp [ǫ−2F0(x, t, c(ǫ))+
∑
k≥1
ǫk−2F [k](v; vx, . . . , v(nk))|v=v(x,t,c(ǫ))] (3.10.63)
where the function F0(x, t, c(ǫ)) has been defined in (3.6.86).
Lemma 3.10.15 The tau-function (3.10.63) of any admissible solution
w = w(x, t, c(ǫ)) to the full hierarchy satisfies the following system of Virasoro con-
straints
Lˆm(ǫ
−1t˜, ǫ
∂
∂t
) τ(x, t, c(ǫ)) = 0, m ≥ −1 (3.10.64)
where
t˜α,p = tα,p − cα,p(ǫ) + x δα1 δp0 .
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Proof Substituting the expansion (3.10.63) into the definition of the linearization
Lˆmτ =
∂τ
∂sˆm
and collecting the coefficients of ǫk−2 we obtain, for every k ≥ 0
k∑
l=0
aα,p;β,qm
∂F [l]
∂tα,p
∂F [k−l]
∂tβ,q
+ aα,p;β,qm
∂2F [k−2]
∂tα,p∂tβ,q
+ bm
α,p
β,q t
β,q ∂F [k]
∂tα,p
+δk,0
∑
cmα,p;β,q t¯
α,p t¯β,q + κ0 δm,0 δk,2 =
∂F [k]
∂sm
. (3.10.65)
In this equation we identify F0 =: F [0]. The equality with k = 0 holds true due to the
definition of the symmetry (3.10.51)–(3.10.53). For k > 0 we can use (3.10.45) in order
to rewrite the r.h.s. in the form
∂F [k]
∂sm
=
∑ ∂F [k]
∂vγ,r
∂rx
∂vγ
∂sm
=
∑ ∂F [k]
∂vγ,r
∂rxbm
α,p
β,q c
β,q ∂v
γ
∂tα,p
= bm
α,p
β,q c
β,q ∂F [k]
∂tα,p
.
This proves the lemma.
From the above statements it follows
Theorem 3.10.16 The logarithm of the tau-function
F := log τ
of any admissible solution of the full hierarchy satisfies the following system of equations∑
p,q>0
[
ǫ2
2
∂
∂tp−1/2
Mpq (λ)
∂
∂tq−1/2
F + ∂F
∂tp−1/2
Mpq (λ)
∂F
∂tq−1/2
(−1)p− 12 t˜p− 12M q−p(λ)
∂F
∂tq−1/2
+
1
2ǫ2
(−1)p+q+1t˜p− 12M−q−p (λ)t˜q− 1
2
+
κ0
λ2
]
+
= 0
(3.10.66)
for any λ.
Example 3.10.17 For n = 1 the equation (3.10.66) coincides with the loop equation
in topological gravity [26, 65] (for the particular solution with cj = δj,1) or in the double
scaling limit [11, 29, 81] of the Hermitean matrix model at the k-th multicritical point
(for the particular solution with cj = δj,k+1, k ≥ 1) [18] (see also [1, 107]).
Motivating by this example, we introduce
Definition. The equation (3.10.66) is called generalized loop equation in the theory
of integrable hierarchies.
In Section 3.10.6 we will develop a technique to obtain a universal “perturbative
solution” to the loop equation. To this end we need first to recall some technical tricks
of using canonical coordinates on semisimple Frobenius manifolds.
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3.10.5 Working with Frobenius manifolds in the canonical coordinates
In this Section we summarize, following [37, 41] a very efficient technique of working
with semisimple Frobenius manifolds based on introduction of canonical coordinates.
Let M be a semisimple Frobenius manifold. Denote Ms s ⊂ M the open dense
subset in M consisting of all points v ∈ M s.t. the operator of multiplication by the
Euler vector field
E(v)· : TvM → TvM
has simple spectrum. Denote u1(v), . . . , un(v) the eigenvalues of this operator, v ∈
Ms s. The mapping
Ms s → (Cn \ ∪i<j(ui = uj)) /Sn, v 7→ (u1(v), . . . , un(v))
is an unramified covering. Therefore one can use the eigenvalues as local coordinates
on Ms s. The vectors ∂/∂ui, i = 1, . . . , n are basic idempotents of the algebra TvM for
any v ∈ Ms s
∂
∂ui
· ∂
∂uj
= δij
∂
∂ui
.
Orthogonality 〈
∂
∂ui
,
∂
∂uj
〉
= 0, i 6= j
readily follows from the above multiplication table. We call u1, . . . , un canonical
coordinates on Ms s. We will never use summation over repeated indices when working
in the canonical coordinates.
Choosing locally branches of the square roots
ψi1(u) :=
√
< ∂/∂ui, ∂/∂ui >, i = 1, . . . , n (3.10.67)
we obtain a transition matrix Ψ = (ψiα(u)) from the basis ∂/∂v
α to the orthonormal
basis
ψ−111 (u)
∂
∂u1
, ψ−121 (u)
∂
∂u2
, . . . , ψ−1n1 (u)
∂
∂un
(3.10.68)
of the normalized idempotents
∂
∂vα
=
n∑
i=1
ψiα(u)
ψi1(u)
∂
∂ui
. (3.10.69)
Equivalently, the Jacobi matrix has the form
∂ui
∂vα
=
ψiα
ψi1
. (3.10.70)
The matrix Ψ(u) satisfies orthogonality condition
ΨT (u)Ψ(u) ≡ η, η = (ηαβ), ηαβ :=
〈
∂
∂vα
,
∂
∂vβ
〉
.
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The lengths (3.10.67) coincide with the first column of this matrix. So, the metric
< , > in the canonical coordinates reads
< , >=
n∑
i=1
ψ2i1(u)du
2
i . (3.10.71)
Denote V (u) = (Vij(u)) the matrix of the antisymmetric operator V (3.6.5) w.r.t.
the orthonormal frame
V (u) := Ψ(u)V Ψ−1(u). (3.10.72)
It is a solution to the following system of commuting time-dependent Hamiltonian flows
on the Lie algebra so(n) equipped with the standard Lie - Poisson bracket (2.1.8)
∂V
∂ui
= {V,Hi(V ; u)}, i = 1, . . . , n (3.10.73)
with quadratic Hamiltonians
Hi(V ; u) =
1
2
∑
j 6=i
V 2ij
ui − uj . (3.10.74)
The matrix Ψ(u) satisfies
∂Ψ
∂ui
= Vi(u)Ψ, Vi(u) := adEiad
−1
U (V (u)). (3.10.75)
Here U = diag (u1, . . . , un), the matrix unity Ei has the entries
(Ei)ab = δaiδib.
The isomonodromic tau-function of the semisimple Frobenius manifold is defined
by
d log τI(u) =
n∑
i=1
Hi(V (u); u)dui. (3.10.76)
It is an analytic function on a suitable unramified covering of Ms s.
The system (3.10.73) coincides with the equations of isomonodromy deformations
of the following linear differential operator with rational coefficients
dY
dz
=
(
U +
V
z
)
Y. (3.10.77)
The latter is nothing but the last component of the deformed flat connection (3.6.5)
written in the orthonormal frame (3.10.68). The integration of (3.10.73), (3.10.75)
and, more generally, the reconstruction of the Frobenius structure can be reduced to a
solution of certain Riemann - Hilbert problem [42].
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In the canonical coordinates the intersection form ( , )λ, having in the flat coordi-
nates the Gram matrix (
gαβ(v)− λ ηαβ)−1 ,
becomes equal to
( , )λ =
n∑
i=1
ψ2i1(u)
ui − λdu
2
i . (3.10.78)
The differential equations for the periods p = p(v;λ) (i.e., the Gauss - Manin system
in the terminology of [41]) can be recast into the form
∂φi
∂uj
= − Vij
ui − uj φj, j 6= i
∂φi
∂ui
=
1
λ− ui
[
1
2
φi +
∑
s
Visφs
]
+
∑
s
Vis
ui − usφs (3.10.79)
where the functions φi = φi(v;λ) are defined by
∂p(v(u);λ)
∂ui
= ψi1(u)φi(v(u);λ). (3.10.80)
These functions also satisfy the following equations which will be used later:
∂φi
∂λ
=
φi
2(ui − λ) +
∑
k
Vik φk
ui − λ. (3.10.81)
For the basis of periods pα = pα(v;λ) such that
Gαβ =
(
∂
∂pα
,
∂
∂pβ
)
λ
we put
∂pα(v(u);λ)
∂ui
= ψi1(u)φiα(u;λ). (3.10.82)
From (3.10.78) and from the tensor law for the metric ( , )λ the orthogonality condition
follows
φiα(v(u);λ)G
αβφjβ(v(u);λ) =
δij
ui − λ. (3.10.83)
3.10.6 Loop equation on the jet space of a semisimple Frobenius manifold
In this section we develop the main tool for computing the “perturbative solution” of
the loop equation. In particular we will prove that the loop equation (3.10.66) uniqely
determine the quasitriviality transformation (3.10.49).
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The coefficients F [k] for k > 0 are to be determined from the recursion relations
2 aα,p;β,qm
∂F0
∂tα,p
∂F [k]
∂tβ,q
+ bm
α,p
β,q t˜
β,q ∂F [k]
∂tα,p
= −
k−1∑
l=1
aα,p;β,qm
∂F [l]
∂tα,p
∂F [k−l]
∂tβ,q
− aα,p;β,qm
∂2F [k−2]
∂tα,p∂tβ,q
− κ0δm,0δk,2, m ≥ −1 (3.10.84)
that must hold true for an arbitrary solution v = v(x, t, c(ǫ)). The l.h.s. of this
equation is a linear differential operator acting on F [k]. We will call it linearized
Virasoro constraint. The coefficients of the linear differential operator depend on the
choice of the solution v = v(x, t, c(ǫ)). Let us compute the generating function (3.10.66)
of the linearized Virasoro constraints.
Lemma 3.10.18 Let F(v; vx, . . . , v(N)) be an arbitrary function on the jet space, the
functions F0(x, t, c(ǫ)) be as in (3.6.86). Then
∞∑
m=−1
1
λm+2
[
2 aα,p;β,qm
∂F0
∂tα,p
∂F
∂tβ,q
+ bm
α,p
β,q t˜
β,q ∂F
∂tα,p
]
=
N∑
r=0
∂F
∂vγ,r
∂rx
(
1
E − λ
)γ
+
N∑
r=1
∂F
∂vγ,r
r∑
k=1
(
r
k
)
∂k−1x ∂1pαG
αβ∂r−k+1x ∂
γpβ.
(3.10.85)
Proof According to (3.10.41)–(3.10.43), the l.h.s. of the last equation can be written
in the form[
∂Sα (˜t, λ)
∂λ
Gαβ
∫ ∞
0
dz√
z
e−λ z
(
∂F
∂tp
zp+1 zµˆzR
)
β
]
+
=
∂Sα (˜t, λ)
∂λ
Gαβ
∫ ∞
0
dz√
z
e−λ z
(
N∑
r=0
∂F
∂vγ,r
∂rx
∂vγ
∂tp
zp+1 zµˆzR
)
β

+
=
[
∂Sα(˜t, λ)
∂λ
Gαβ
N∑
r=0
∂F
∂vγ,r
∂rx∂x∂
γpβ
]
+
=
[
−
N∑
r=0
∂F
∂vγ,r
∂rx
(
∂Sα (˜t, λ)
∂λ
Gαβ∂x∂tγ,0
∂Sβ (˜t, λ)
∂λ
)
−
N∑
r=1
∂F
∂vγ,r
r∑
k=1
(
r
k
)
∂kx
∂Sα (˜t, λ)
∂λ
Gαβ ∂r−k+1x ∂
γpβ
]
+
=
N∑
r=0
∂F
∂vγ,r
∂rx
(
1
E − λ
)γ
+
N∑
r=1
∂F
∂vγ,r
r∑
k=1
(
r
k
)
∂k−1x ∂1pαG
αβ ∂r−k+1x ∂
γpβ .
(3.10.86)
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The lemma is proved.
We will now rewrite the linearized Virasoro constraint operator in the canonical
coordinates u1, . . . , un on the Frobenius manifold.
For any integer r > 0 denote
Kγr (u; ux, . . . , u
(r);λ) = ∂rx
(
1
E − λ
)γ
+
r∑
k=1
(
r
k
)
∂k−1x ∂1pαG
αβ ∂r−k+1x ∂
γpβ (3.10.87)
where pα = pα(v(u);λ), pβ = p(v(u); β).
Lemma 3.10.19 The differential polynomial Kr(u; ux, . . . , u
(r);λ) is a rational func-
tion in λ with poles of the order r + 1 at λ = u1, . . . , λ = un. It is regular at λ =∞.
The coefficient of the highest order pole (λ− ui)−r−1 is equal to
− ψi1(u)ψiγ(u) (u′i)r
[
r! + 2−r
r∑
k=1
(
r
k
)
(2k − 3)!!(2r − 2k + 1)!!
]
. (3.10.88)
Proof For v ∈Ms s the vector functions φi(v;λ) = (φ1(v;λ), . . . , φn(v;λ))T are solutions
of a Fuchsian system in λ with regular singularities at λ = u1, . . . , λ = un, λ = ∞.
The monodromy group of this Fuchsian system preserves the invariant bilinear form
(3.10.83). The monodromy does not depend on the point of the Frobenius manifold.
Therefore every term
∂k−1x ∂1pαG
αβ ∂r−k+1x ∂
γpβ
in the expression (3.10.87) is a single valued function in λ with regular singularities at
the same points. Hence this is a rational function with poles at u1, . . . , un,∞. From
the expansion (3.6.66), (3.6.67) it easily follows that the pole at infinity disappears. To
compute the pole of the highest order it suffices to derive from (3.10.79) that
∂mx φi =
(2m− 1)!!
2m
(u′i)
m
(λ− ui)mφi + . . . (3.10.89)
where dots denote the terms with poles of the lower order. Using the orthogonality we
obtain the highest order pole at λ = ui in
∂k−1x (
∑
i
ψi1(u)φiα)G
αβ∂r−k+1x (
∑
j
ψj
γ(u)φjβ)
= −(2k − 3)!!(2r − 2k + 1)!!
2r
(u′i)
r
(λ− ui)r+1ψi1(u)ψi
γ(u) + . . .
(3.10.90)
where dots denote poles of lower order. To finish the proof of the lemma it remains to
observe that (
1
E − λ
)γ
=
n∑
i=1
ψi1(u)ψi
γ(u)
ui − λ . (3.10.91)
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So, the highest order pole at λ = ui in the first term in (3.10.87) equals
−ψi1(u)ψ
γ
i (u) r! (u
′
i)
r
(λ− ui)r+1 .
The lemma is proved.
Theorem 3.10.20 The solution of the system of Virasoro constraints (3.10.64) for a
semisimple Frobenius manifold is unique.
Proof It suffices to prove that, for any N the linear homogeneous equation
N∑
r=0
∂F
∂vγ,r
∂rx
(
1
E − λ
)γ
+
N∑
r=1
∂F
∂vγ,r
r∑
k=1
(
r
k
)
∂k−1x ∂1pαG
αβ ∂r−k+1x ∂
γpβ = 0 (3.10.92)
has only trivial solution F = F(v; vx, . . . , v(N)). According to the previous Lemma the
l.h.s. of the equation is a rational function in λ with poles of the order N + 1 at the
points λ = u1, . . . , λ = un. The highest order pole at the point λ = ui reads
−
∑
γ
∂F
∂vγ,N
ψi1(u)ψ
γ
i (u) (u
′
i)
N
(λ− ui)N+1
[
N ! + 2−N
N∑
k=1
(
N
k
)
(2k − 3)!!(2N − 2k + 1)!!
]
.
Due to nondegeneracy of the matrix (ψi
γ(u)) we derive that
∂F
∂vγ,N
= 0, γ = 1, . . . , n.
The theorem is proved.
Corollary 3.10.21 If the quasitriviality transformation satisfies the assumption of lin-
earization of the Virasoro symmetries, then it is equivalent, up to an action of the Miura
group, to the transformation of the form
vα 7→ wα = vα + ∂x∂tα,0
∞∑
g=1
ǫ2 gFg(v; vx, . . . , v(3g−2)) (3.10.93)
where the functions Fg are uniquely determined from the system of Virasoro constraints
(3.10.64).
Proof Using Theorem 3.9.5, we can kill the first term F [1] in the quasitriviality trans-
formation (3.10.49). All subsequent trems F [k] for odd k must vanish due to the
uniqueness theorem. Theorem 3.9.5 implies that the highest order of jets in Fg is equal
to 3 g − 2. The corollary is proved.
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In the framework of the theory of Gromov - Witten invariants, the generating
function of the genus g Gromov-Witten invariants is conjectured to have the form
Fg(v, vx, . . . , v3g−2) where vα are some special two point correlation functions, it makes
part of the so-called Virasoro conjecture of T.Eguchi et. al. [56]. For the case where
Frobenius manifold M coincides with the quantum cohomology of a smooth projective
variety X with Hodd(X) = 0 the Virasoro conjecture suggests a system of differential
equations for the generating function of Gromov - Witten invarants of X and their
descendents that coincides, in this particular case, with our Virasoro constraints (see
details in [52]).
Corollary 3.10.22 The partial derivatives ∂Fg/∂ui,k with respect to the jet coordi-
nates ui,k := ∂kxu
i, k = 1, . . . , 3g− 2, are rational functions of the jets with the denom-
inator containing only powers of u1x, . . . , u
n
x.
Corollary 3.10.23 Any monotone solution w = w(x, t, ǫ) satisfying w(0, 0, 0) ∈ Ms s
is admissible. The quasitriviality transformation (3.10.93) establishes a one-to-one cor-
respondence between monotone solutions v(x, t, ǫ) to the Principal Hierarchy satisfying
and admissible solutions to the full hierarchy.
Let us now derive the generating function of the remaing part of the system of
Virasoro constraints (3.10.66). The following statement will be convenient for such a
derivation.
Lemma 3.10.24 Let b′α,p and b
′′
β,q be two sets of elements of a commutative algebra,
α, β = 1, . . . , n, p, q = 0, 1, . . .. Denote
b′p = (b
′
1,p, . . . , b
′
n,p), b
′′
p = (b
′′
1,p, . . . , b
′′
n,p)
and put
σ′α(λ) :=
(∫ ∞
0
dz√
z
e−λ z
( ∞∑
p=0
b′pz
p
)
zµˆzR
)
α
,
σ′′β(λ) :=
(∫ ∞
0
dz√
z
e−λ z
( ∞∑
p=0
b′′pz
p
)
zµˆzR
)
β
.
Then
− 1
2
∂σ′α(λ)
∂λ
Gαβ
∂σ′′β(λ)
∂λ
=
∞∑
m=1
∑
p+q=m−1
aα,p;β,qm
λm+2
b′α,pb
′′
β,q. (3.10.94)
Proof follows immediately from the free field realization of the Virasoro operators.
Let us denote
∆F(v; vx, . . . ; ǫ) :=
∞∑
k=1
ǫk−2F [k].
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Lemma 3.10.25 The loop equation (3.10.66) is equivalent to the following differential
equations for the function ∆F on the jet space
∂∆F
∂vγ,r
∂rx
(
1
E − λ
)γ
+
∑
r≥1
∂∆F
∂vγ,r
r∑
k=1
(
r
k
)
∂k−1x ∂1pαG
αβ ∂r−k+1x ∂
γpβ
=
1
2
∂pα(v;λ)
∂λ
∗ ∂pβ(v;λ)
∂λ
Gαβ − κ0
λ2
+
ǫ2
2
∑( ∂2∆F
∂vγ,k∂vρ,l
+
∂∆F
∂vγ,k
∂∆F
∂vρ,l
)
∂k+1x ∂
γpαG
αβ∂l+1x ∂
ρpβ
+
ǫ2
2
∑ ∂∆F
∂vγ,k
∂k+1x
[
∇∂pα(v;λ)
∂λ
· ∇∂pβ(v;λ)
∂λ
· vx
]γ
Gαβ . (3.10.95)
Proof Direct substitution of exp(ǫ−2F0+∆F) into the system of Virasoro constraints
gives
∂∆F
∂vγ,r
∂rx
(
1
E − λ
)γ
+
∑
r≥1
∂∆F
∂vγ,r
r∑
k=1
(
r
k
)
∂k−1x ∂1pαG
αβ ∂r−k+1x ∂
γpβ
+ǫ2
∑ aα,p;β,qm
λm+2
(
∂2∆F
∂tα,p∂tβ,q
+
∂∆F
∂tα,p
∂∆F
∂tβ,q
)
+
∑ aα,p;β,qm
λm+2
Ωα,p;β,q(v) +
κ0
λ2
= 0.
(3.10.96)
Applying the formula (3.10.94) to
b′α,p = b
′′
α,p =
∂∆F
∂tα,p
we obtain
σ′α(λ) = σ
′′
α(λ) = {∆F(v(x); . . . ; ǫ),
[∫ ∞
0
dz
z3/2
e−λ z
( ∞∑
p=0
θ¯pz
p
)
zµˆzR
]
α
}1.
So
∂σα(λ)
∂λ
= −{∆F(v(x); . . . ; ǫ),
∫ ∞
0
dz√
z
e−λ z
(∫
v˜α(v(x); z)dx
)
}1
= −{∆F(v(x); . . . ; ǫ), p¯α(λ)}1.
Therefore∑ aα,p;β,qm
λm+2
∂∆F
∂tα,p
∂∆F
∂tβ,q
= −1
2
{∆F(v(x); . . . ; ǫ), p¯α(λ)}1Gαβ{∆F(v(x); . . . ; ǫ), p¯β(λ)}1.
This gives the second term in the third line in the equation (3.10.95). Similarly, to
calculate the two terms of the expression∑ aα,p;β,qm
λm+2
∂2∆F
∂tα,p∂tβ,q
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=
∑ aα,p;β,qm
λm+2
∂2∆F
∂vγ,k∂vρ,l
∂kx
∂vγ
∂tα,p
∂lx
∂vρ
∂tβ,q
+
∑ aα,p;β,qm
λm+2
∂∆F
∂vγ,k
∂k+1x
∂Ωα,p;β,q(v)
∂tγ,0
we are to use the same trick and also the formula
∂Ωα,p;β,q(v)
∂tγ,0
= [∇θα,p · ∇θβ,q · vx]γ .
This will give the first term of the third line and also the last line of the equation
(3.10.95). Finally, applying the same trick to the calculation of∑ aα,p;β,qm
λm+2
∂2F0
∂tα,p∂tβ,q
=
∑ aα,p;β,qm
λm+2
θα,p ∗ θβ,q
we obtain the first term of the second line of the equation. The lemma is proved.
Example 3.10.26 For n = 1 we have
p =
√
v − λ, G = 4,
∂λp ∗ ∂λp = 1
32 λ2
− 1
32(v − λ)2 .
So the spelling of the loop equation (3.10.66) reads
∑
r
∂∆F
∂v(r)
∂rx
1
v − λ +
∑
r≥1
∂∆F
∂v(r)
r∑
k=1
(
r
k
)
∂k−1x
1√
v − λ∂
r−k+1
x
1√
v − λ
=
1
16 λ2
− 1
16(v − λ)2 −
κ0
λ2
+
ǫ2
2
∑[ ∂2∆F
∂v(k)∂v(l)
+
∂∆F
∂v(k)
∂∆F
∂v(l)
]
∂k+1x
1√
v − λ∂
l+1
x
1√
v − λ
− ǫ
2
16
∑ ∂∆F
∂v(k)
∂k+2x
1
(v − λ)2 . (3.10.97)
Now we can determine recursively each term of the expansion
∆F = F1(v; vx) + ǫ2F2(v; vx, vxx, vxxx, vxxxx) + . . .
substituting it into equation (3.10.97). For F1 we obtain
1
v − λ
∂F
∂v
− 3
2
v′
(v − λ)2
∂F
∂v′
=
1
16 λ2
− 1
16(v − λ)2 −
κ0
λ2
.
This implies that
κ0 =
1
16
, F1 = 1
24
log v′. (3.10.98)
For the next term
F := F2(v; v′, v′′, v′′′, vIV )
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we obtain from (3.10.97)
1
(v − λ)5
(
105
2048
v′2 − 945
16
v′4
∂F
∂vIV
)
+
1
(v − λ)4
(
− 49
1536
v′′ +
735
8
v′2v′′
∂F
∂vIV
+
105
8
v′3
∂F
∂v′′′
)
+
1
(v − λ)3
[
1
192
v′′′
v′
− 23
4608
v′′2
v′2
−
(
16v′′2 +
87
4
v′v′′′
)
∂F
∂vIV
− 55
4
v′v′′
∂F
∂v′′′
−15
4
v′2
∂F
∂v′′
]
+
1
(v − λ)2
(
3vIV
∂F
∂vIV
+
5
2
v′′′
∂F
∂v′′′
+ 2v′′
∂F
∂v′′
+
3
2
v′
∂F
∂v′
)
− 1
v − λ
∂F
∂v
= 0. (3.10.99)
Solving this system we easily obtain
F2 = v
IV
1152 v′2
− 7 v
′′v′′′
1920 v′3
+
v′′3
360 v′4
. (3.10.100)
Example 3.10.27 For the two-dimensional Frobenius manifold (3.6.57) (i.e., for the
CP1 sigma-model) one can choose the following system of independent periods
p1 = v2 − 2 log
(
v1 − λ+
√
(v1 − λ)2 − 4 exp v2
)
p2 = v2.
(3.10.101)
The Gram matrix is equal to (
Gαβ
)
=
1
2
(−1 0
0 1
)
.
A simple calculation gives
∂λpα ∗ ∂λpβGαβ = 2e
v2(4 ev2 + (v1 − λ)2)
(4 ev2 − (v1 − λ)2)3 .
So the loop equation (3.10.66) reads
∑
r≥0
(
∂∆F
∂v
(r)
1
∂rx
v1 − λ
D
− 2∂∆F
∂v
(r)
2
∂rx
1
D
)
+
∑
r≥1
r∑
k=1
(
r
k
)
∂k−1x
1√
D
(
∂∆F
∂v
(r)
1
∂r−k+1x
v1 − λ√
D
− 2∂∆F
∂v
(r)
2
∂r−k+1x
1√
D
)
= D−3ev2
(
4 ev2 + (v1 − λ)2
)− κ20
λ2
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+
∑
k,l
ǫ2
4
[
−
(
∂2∆F
∂v
(k)
1 ∂v
(l)
1
+
∂∆F
∂v
(k)
1
∂∆F
∂v
(l)
1
)
∂k+1x
v1 − λ√
D
∂l+1x
v1 − λ√
D
+4
(
∂2∆F
∂v
(k)
1 ∂v
(l)
2
+
∂∆F
∂v
(k)
1
∂∆F
∂v
(l)
2
)
∂k+1x
v1 − λ√
D
∂l+1x
1√
D
−4
(
∂2∆F
∂v
(k)
2 ∂v
(l)
2
+
∂∆F
∂v
(k)
2
∂∆F
∂v
(l)
2
)
∂k+1x
1√
D
∂l+1x
1√
D
]
−ǫ
2
2
∑
k
{
∂∆F
∂v
(k)
1
∂k+1x e
v2
−[(v1 − λ)2 + 4 ev2 ] v′1 + 4 ev2(v1 − λ)v′2
D3
+
∂∆F
∂v
(k)
2
∂k+1x e
v2
4 (v1 − λ) v′1 − [(v1 − λ)2 + 4 ev2 ] v′2
D3
}
(3.10.102)
where
D = (v1 − λ)2 − 4 ev2.
In the next sections we will solve the system of Virasoro constraints for low genera
g ≤ 2 and compare this solution with the topological one.
3.10.7 Genus one case and the final form of the loop equation
Lemma 3.10.28 For an arbitrary semisimple Frobenius manifold and an arbitrary
system of independent periods pα(v;λ), α = 1, . . . , n, G
αβ = (∂/∂pα, ∂/∂pβ)λ, the
following identity holds true
∂λpα(v(u);λ) ∗ ∂λpβ(v(u);λ)Gαβ
= −1
8
n∑
i=1
1
(λ− ui)2 +
∑
i<j
V 2ij
(λ− ui)(λ− uj) +
1
2 λ2
tr
(
1
4
− µˆ2
)
.(3.10.103)
Proof Introducing, as above, the functions φi α(v;λ) by
∂ipα(v(u);λ) = ψi 1(u)φi α(v(u);λ)
we obtain
∂i(∂λpα ∗ ∂λpβGαβ) = ∂λφi α∂λφi βGαβ .
Using differential equations (3.10.81) we rewrite the r.h.s. as
=
1
(ui − λ)2
[
1
2
φi α +
∑
k
Vikφk α
]
Gαβ
[
1
2
φi β +
∑
l
Vilφl β
]
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=
1
4(ui − λ)3 +
∑
j
V 2ij
(ui − λ)2(uj − λ) .
To derive the last formula we have used the orthogonality condition (3.10.83). Using
the differential equations for the matrix Vij [41, 42] we integrate the last formula to
obtain
∂λpα ∗ ∂λpβGαβ = −1
8
∑
i
1
(ui − λ)2 +
∑
i<j
V 2ij
(ui − λ)(uj − λ) + c(λ) (3.10.104)
where the rational function c(λ) is an integration constant. It can have poles only at
λ =∞. To determine this integration constant we will use the basis of the regularized
periods (see Section 3.6.3 above) as follows
lim
ν→0
∂λp
(ν)
α G
αβ(ν) ∗ ∂λp(−ν)β = −
1
π
×
×
∑
p,q≥1
∑
r≥0
θp−1
[
eR∂ν
]
r
(
Γ(µˆ+ ν + p− r + 1
2
) cosπ(µˆ+ ν)Γ(−µˆ− ν + q + 1
2
)
) ∗ θq−1
λp+q+r+1
.
Here
θk = (θ1,k, . . . , θn,k), θ
k = (θ1,k, . . . , θn,k)t, θα,k := ηαβθβ,k.
Therefore the integration constant c(λ) must be chosen in such a way that the r.h.s.
of (3.10.104) = O(1/λ3). Hence
c(λ) =
n
8 λ2
−
∑
i<j
V 2ij
λ2
=
1
2 λ2
tr
(
1
4
− V 2
)
.
To complete the proof it remains to observe that
trV 2 = tr (µˆ+R0)
2 = tr µˆ2
due to nilpotency of R0 and commutativity [R0, µˆ] = 0.
Theorem 3.10.29 For an arbitrary semisimple Frobenius manifold the system
(3.10.95) implies
F1 = log τI(u)
J1/24(u)
+
1
24
n∑
i=1
log u′i, (3.10.105)
κ0 =
1
4
tr
(
1
4
− µˆ2
)
. (3.10.106)
Here the isomonodromic tau-function τI(u) of the Frobenius manifold is defined by
(3.10.76), J(u) is the Jacobian of the transformation from canonical to the flat coordi-
nates
J(u) = det
(
∂vα
∂ui
)
= ±
n∏
i=1
ψi 1(u). (3.10.107)
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We proved the formula (3.10.105) in [51] using results [72] on topology of the moduli
space M¯1,4. Remarkably, the very same formula follows from our axioms of integrable
PDEs!
Proof We are to solve the following equation for the function F1 = F1(v; vx)
n∑
i=1
∂F1
∂ui
1
ui − λ −
n∑
i=1
∂F1
∂u′i
u′i
(ui − λ)2 +
∑ ∂F1
∂vγx
∂1pαG
αβ∂x∂
γpβ
= − 1
16
n∑
i=1
1
(λ− ui)2 +
1
2
∑
i<j
V 2ij
(λ− ui)(λ− uj) +
1
4 λ2
tr
(
1
4
− µˆ2
)
− κ0
λ2
.
(3.10.108)
Using the formulae
∂F1
∂vγx
=
∑
i
ψi γ(u)
ψi 1(u)
∂F1
∂u′i
∂σpα =
∑
ψk σ(u)φk α(v(u);λ)
we obtain∑ ∂F1
∂vγx
∂1pαG
αβ∂x∂
γpβ =
∑ ∂F1
∂u′i
(
ψj 1
ψi 1
ψi γ∂xψj
γ
uj − λ +
ψk 1
ψi 1
φk αG
αβ∂xφi β
)
.
With the help of the differential equations for the functions ψi σ and φk α and the
orthogonality conditions (3.10.83) and
ψi γψj
γ = δij
we rewrite the equation (3.10.108) in the form∑
i
∂F1
∂ui
1
ui − λ −
3
2
∑ ∂F1
∂u′i
u′i
(ui − λ)2 −
∑ ∂F1
∂u′i
ψj 1
ψi 1
Vij
(ui − λ)(uj − λ)
= − 1
16
n∑
i=1
1
(λ− ui)2 +
1
2
∑
i<j
V 2ij
(λ− ui)(λ− uj) +
1
4 λ2
tr
(
1
4
− µˆ2
)
− κ0
λ2
.
The formulae (3.10.105) and (3.10.76) easily follow from the last equation.
As in (3.6.91) we define “genus one correlators”
〈〈τp1(φα1)τp2(φα2) . . . τpk(φαk)〉〉1 := ǫk
∂kF1(v; vx)
∂tα1,p1∂tα2,p2 . . . ∂tαk ,pk
(3.10.109)
where instead of v, vx one is to substitute the topological solution (3.6.89), (3.6.90)
and its x-derivative.
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Theorem 3.10.30 For an arbitrary semisimple Frobenius manifold the genus 1 so-
lution (3.10.105) of the loop equation evaluated on the topological solution (3.6.89),
(3.6.90) satisfies the following identities.
1). The genus one topological recursion relations
〈〈τp(φα)〉〉1 = 〈〈τp−1(φα)τ0(φν)〉〉0ηνµ〈〈τ0(φµ)〉〉1
+
1
24
ηνµ〈〈τp−1(φα)τ0(φν)τ0(φµ)〉〉0. (3.10.110)
2). The restriction
G(v) := F1(v; vx)
onto the small phase space tα,p = 0 for p > 0 evaluated onto the topological solution
satisfies ∑
1≤α1,α2,α3,α4≤n
zα1zα2zα3zα4
(
3 cµα1α2 c
ν
α3α4
∂2G
∂vµ∂vν
− 4 cµα1α2 cνα3µ
∂2G
∂vα4∂vν
−cµα1α2 cνα3α4µ
∂G
∂vν
+ 2 cµα1α2α3 c
ν
α4µ
∂G
∂vν
+
1
6
cµα1α2α3 c
ν
α4µν
+
1
24
cµα1α2α3α4 c
ν
µν −
1
4
cµα1α2ν c
ν
α3α4µ
)
= 0. (3.10.111)
Here the coefficients cαβδ = c
α
βδ(v) are structure functions of the Frobenius multiplication
on TvM , c
αβγδ = cαβγδ(v) and cµαβγδ = c
µ
αβγδ(v) are linear combinations of the 4th and
5th order derivatives of the potential F (v),
cαβγµ = η
αα′ ηββ
′ ∂4F (v)
∂vα′ ∂vβ′ ∂vγ ∂vµ
, cµαβγδ = η
µν ∂
5F (v)
∂vν∂vα∂vβ∂vγ∂vδ
. (3.10.112)
It is understood that all the coefficients of the degree 4 polynomial in z1, . . . , zn in
(3.10.111) are equal to zero.
Proof of the Theorem can be obtained just inverting the arguments of [51] where,
vice versa, the formula (3.10.105) has been derived starting from the “topological”
equations (3.10.110), (3.10.111).
Similarly to the genus zero relations (3.6.92) the above equations (3.10.110),
(3.10.111) can be spelled out as an infinite system of identities for the genus one and
genus zero Gromov - Witten and Mumford - Morita - Miller classes in the case when
the Frobenius manifold comes from quantum cohomology. For this case the genus
one topological recursion relations (3.10.110) were derived by E. Witten in [146], the
equations (3.10.111) were derived by E. Getzler [72]. They are known to be the defining
relations for the genus one classes (see details in [72]).
We arrive at the main
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Theorem 3.10.31 The tau-symmetric quasitrivial (0,n) Poisson pencil with the lead-
ing term (3.5.24) corresponding to a semisimple Frobenius manifold and satisfying the
axiom of linearization is obtained from (3.5.24) by the transformation
vα 7→ wαvα + ǫ2∂x∂tα,0∆F(v; vx, vxx, . . . ; ǫ2), α = 1, . . . , n
where the function
∆F =
∑
g≥1
ǫ2g−2Fg(v; vx, . . . , v(3g−2))
is uniquely determined from the following universal loop equation
∂∆F
∂vγ,r
∂rx
(
1
E − λ
)γ
+
∑
r≥1
∂∆F
∂vγ,r
r∑
k=1
(
r
k
)
∂k−1x ∂1pαG
αβ ∂r−k+1x ∂
γpβ
= − 1
16
tr (U − λ)−2 − 1
4
tr
[
(U − λ)−1 V]2
+
ǫ2
2
∑( ∂2∆F
∂vγ,k∂vρ,l
+
∂∆F
∂vγ,k
∂∆F
∂vρ,l
)
∂k+1x ∂
γpαG
αβ∂l+1x ∂
ρpβ
+
ǫ2
2
∑ ∂∆F
∂vγ,k
∂k+1x
[
∇∂pα(v;λ)
∂λ
· ∇∂pβ(v;λ)
∂λ
· vx
]γ
Gαβ . (3.10.113)
It remains an open problem to prove existence of solution to the loop equation
(3.10.113) – this sounds plausible since the number of equations is equal to the number
of unknowns – and also to prove polynomiality of the resulting Poisson pencil in every
order g. For g = 1 this follows from the results of [51]. In the next section we will
consider the g = 2 terms.
3.10.8 Genus two
Let us now proceed to the genus two case. After long but straightforward calculations
we obtain the following formula for F2(u; ux, . . . , uxxxx). Denote
uij = ui − uj, i 6= j,
u′i := ui,x, u
′′
i := ui,xx etc.
hi = hi(u) := ψi 1(u), i = 1, . . . , n.
Theorem 3.10.32 For an arbitrary semisimple Frobenius manifold the following for-
mula holds true
F2 = 1
1152
uIVi
u′i
2 h2i
− 7
1920
u′′i u
′′′
i
u′i
3 h2i
+
1
360
u′′i
3
u′i
4 h2i
+
1
40
V 2ij u
′′′
i
uij u′i h
2
i
+
1
640
Vij hj u
′
j u
′′′
i
uij u
′
i
2 h3i
− 19
2880
Vij u
′′′
i hj
uij u′i h
3
i
+
1
1152
Vij u
′′′
i hi
uij u′j h
3
j
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+
7
40
V 2ij V
2
ik u
′′
i
uij uik h
2
i
− 1
240
V 2ij Vik u
′′
i hk (32 u
′
i − 7 u′k)
uij uik u
′
i h
3
i
+
1
40
Vij V
2
jk u
′′
i hi
uij ujk h
3
j
− 1
48
Vij V
2
jk u
′
j u
′′
i
uij ujk u
′
i hi hj
− 3
64
V 2ij u
′′
i
u2ij h
2
i
− 11
480
V 2ij u
′′
i
2
uij u′i
2 h2i
+
29
5760
Vij Vjk u
′′
i hi hk
(
u′k − 2 u′j
)
uij ujk u
′
j h
4
j
+
1
1920
Vij Vik u
′′
i hj hk
(
54 u′i
2 − 25 u′i u′j − u′j u′k
)
uij uik u′i
2 h4i
+
1
384
Vij Vik u
′′
i hk (u
′
i − u′k)
uij uik u
′
j h
3
j
− 1
384
Vik Vjk u
′
k u
′′
i hi
uik ujk u
′
j h
3
j
+
1
576
Vij Vjk u
′′
i hk
(
2 u′j − u′k
)
uij ujk u
′
i hi h
2
j
− 1
5760
Vij Vjk u
′
k u
′′
i hk (27 u
′
i + u
′
k)
ujk uik u′i
2 h3i
− 19
1920
Vij Vjk u
′′
i hk
uij uik h
3
i
+
1
5760
Vij Vjk hk
(
27 u′i u
′
k − u′j2 + 2 u′j u′k
)
u′′i
uij ujk u′i
2 h3i
+
1
288
Vij Vjk u
′′
i hi
ujk uik h3k
+
1
384
Vij Vjk u
′
i u
′′
i hi
uij uik u′k h
3
k
− 1
576
Vij Vjk u
′
k u
′′
i
ujk uik u′i hi hk
+
1
1920
Vij u
′′
i
2 hj
(
11 u′i − 5 u′j
)
uij u
′
i
3 h3i
− 1
5760
Vij u
′′
i u
′′
j hj
uij u
′
i
2 h3i
+
1
5760
Vij u
′′
i hj
(
57 u′i
2 − 27 u′i u′j − u′j2
)
u′i
2 h3i
+
1
1152
Vij u
′′
i hi
(
4 u′j − 3 u′i
)
u′j h
3
j
− 1
576
Vij u
′
j u
′′
i
u′i hi hj
− 1
1152
Vij u
′′
i u
′′
j
u′i u
′
j hi hj
+
1
10
V 2ij V
2
ik V
2
il u
′
i
2
uij uik uil h
2
i
− 7
20
V 2ij V
2
ik Vil hl u
′
i
2
uijuikuil h
3
i
+
7
40
V 2ij V
2
ik Vil hl u
′
i u
′
l
uij uik uil h
3
i
− 1
8
V 2ij Vik V
2
kl u
′
i u
′
k
uij uik ukl hi hk
+
1
40
V 2ij Vik Vkl hl
(
u′k
2 − 3 u′i2 − 2 u′k u′l
)
uij uik ukl h3i
+
3
40
V 2ij Vik Vkl u
′
i u
′
l hl
uij uik uil h3i
+
1
40
V 2ij Vik Vkl hl
(
3 u′i
2 + u′l
2
)
uij ukl uil h3i
+
1
48
V 2ij Vik Vkl hl u
′
i (2 u
′
k − u′l)
uij uik ukl hi h2k
+
5
96
V 2ij Vik Vil hk hl
(
4 u′i
2 − 4 u′i u′k + u′ku′l
)
uijuikuil h
4
i
− 83
480
V 2ij V
2
ik u
′
i
2
uij u
2
ik h
2
i
+
1
144
Vij Vik Vjl Vkl u
′
i
2
uik ujl uil h2i
− 1
144
Vij Vik Vjl Vkl u
′
i
2
uij uik ukl h2i
− 1
48
V 2ij Vik Vkl u
′
i u
′
l
uij ukl uil hi hl
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+
29
1920
Vij Vik Vjl hk hl
(
u′k u
′
l − u′i u′k + 2 u′i2 − u′i u′l
)
uij uik uil h
4
i
− 29
5760
Vij Vik Vjl hk hl u
′
l
2 (2 u′i − u′k)
uik ujl uil h4i u
′
i
− 29
5760
Vij Vik Vjl hk hl u
′
j
(
2 u′k u
′
l + 2 u
′
i u
′
j − u′j u′k − 4 u′i u′l
)
uij uik ujl h4i u
′
i
− 1
1152
Vij Vik Vjl hk hl
(
4 u′i u
′
j − 4 u′i u′l + u′k u′l
)
uij uik ujl h2i h
2
j
− 1
384
Vij Vik Vjl hl
(
u′i u
′
j
2 − 2 u′j u′i u′l
)
uij uik ujl u′k h
3
k
+
1
1152
Vij Vik Vjl hl u
′
i
2 (u′i − 3 u′l)
uij uik uil u′k h
3
k
− 1
384
Vij Vik Vjl hl u
′
i u
′
l
2
uik ujl uil u′k h
3
k
− 1
1152
Vij Vik Vjl hl u
′
j
2
(
3 u′l − 2 u′j
)
uij ujl ujk u
′
k h
3
k
− 1
288
Vij Vik Vjl hl u
′
j
(
u′j − 2 u′l
)
uik ujl ujk h
3
k
+
1
576
Vij Vik Vjl hl u
′
k (2 u
′
k − 3 u′l)
uik ujk ukl h3k
− 1
1152
Vij Vik Vjl hl u
′
l
3
ujl ukl uil u′k h
3
k
+
1
288
Vij Vik Vjl hl u
′
l
2
uik ujl ukl h3k
− 1
576
Vij Vik Vjl hk u
′
l (u
′
k − 2 u′i)
uik ujl uil h2i hl
− 1
1152
Vij Vik Vjl u
′
k u
′
l
uik ujl ukl hk hl
− 7
1440
Vij Vik Vil hj hk hl
(
8 u′i
3 − 12 u′i2 u′j − u′j u′k u′l + 6 u′i u′j u′k
)
uij uik uil h
5
i u
′
i
− 29
1152
Vij Vik Vjk u
′
i
2
uij u2ik h
2
i
− 1
320
V 2ij Vik hk
(
3 u′i
2 − 8 u′k2
)
uij u2ik h
3
i
− 53
1920
V 2ij Vik hk u
′
i u
′
k
uij uik ujk h3i
−V
2
ij Vik u
′
i hk
u2ij ujk h
3
i
(
27
640
u′k −
233
2880
u′i
)
−V
2
ij Vik u
′
i hk
u2ik ujk h
3
i
(
233
2880
u′i −
67
960
u′k
)
+
1
1152
V 2ij Vik hi u
′
i
3
uij u
2
ik u
′
k h
3
k
− 1
576
V 2ij Vik hi u
′
i
3
u2ij uik u
′
k h
3
k
− 1
48
V 2ij Vik u
′
i u
′
k
uij u2ik hi hk
+
233
1440
V 3ij hj u
′
i
2
u3ij h
3
i
− 43
384
V 3ij hj u
′
i u
′
j
u3ij h
3
i
− 1
12
V 3ij u
′
i u
′
j
u3ij hi hj
+
29
5760
Vij Vik u
′
j u
′
k hj hk (u
′
k − 6 u′i)
uij u2ik u
′
i h
4
i
+
29
5760
Vij Vik hj hk
(
3 u′i u
′
k + 3 u
′
j u
′
k + 6 u
′
i u
′
j − 6 u′i2 − 2 u′j2
)
u2ij uik h
4
i
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+
1
576
Vij Vik u
′
j hk (2 u
′
i − u′k)
u2ij uik h
2
i hj
+
1
1152
Vij Vik uij hk
(
3 u′i
2 u′k − 3 u′i u′k2 + u′k3 − u′i3
)
u2ik u
2
jk u
′
j h
3
j
+
1
576
Vij Vik uik hk
(−u′i3 + 3 u′j2 u′k − 4 u′i u′j u′k + 2 u′i2 u′j − 2 u′j3)
u2ij u
2
jk u
′
j h
3
j
+
1
384
Vij Vik hk
(−u′i u′k2 + u′i3 − 6 u′j2 u′k)
uij u2jk u
′
j h
3
j
+
1
288
Vij Vik hk
(
4 u′i u
′
j u
′
k + u
′
j u
′
k
2 − 2 u′i2 u′j + 3 u′j3
)
uij u2jk u
′
j h
3
j
+
1
384
Vij Vik hk
(
2 u′i u
′
k
2 − u′i2 u′k − u′k3
)
uik u
2
jk u
′
j h
3
j
+
1
288
Vij Vik hk
(
u′j u
′
k
2 − 2 u′i u′j u′k + u′i2 u′j
)
uik u2jk u
′
j h
3
j
+
1
384
Vij Vik hk u
′
i
2 u′k
u2ij ujk u
′
j h
3
j
− 1
576
Vij Vik u
′
j u
′
k
uik u2jk hj hk
+
1
1152
V 2ij u
′
i
(
37 u′i u
′
j h
2
j + 10 u
′
i u
′
j h
2
i − 3 u′i2 h2i + 11 u′j2 h2j
)
uij u′j h
2
i h
2
j
− 1
576
Vij hj
(
4 u′i
3 + 4 u′i u
′
j
2 − 6 u′i2 u′j − u′j3
)
u3ij u
′
i h
3
i
+
1
576
Vij u
′
i u
′
j
u3ij hi hj
.
(3.10.114)
A summation over repeated indices is assumed in each term of the formula provided
the denominators do not vanish.
Example 3.10.33 For the CP1 model defined by the potential (3.6.57) the canonical
coordinates are
u1 = v1 + 2 exp(
v2
2
), u2 = v1 − 2 exp(v2
2
). (3.10.115)
The functions h1, h2 and the matrix V have the form
h1 =
√
2√
u1 − u2 , h2 = −
√
2 i√
u1 − u2 ,
V =
i
2
(
0 −1
1 0
)
.
By substituting the above formulae for the functions hi, Vij into the formula of genus two
free energy for general semisimple Frobenius manifolds, we get the following expression
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for the genus two free energy of the CP1 model:
242F2 = 4 u
′′
1
3 u12
5 u′1
4 −
4 u′′2
3 u12
5 u′2
4 −
u′′1 u
′′
2
4 u′1 u
′
2
+
3 u′′1
4 u′1
3
(
1
2
u′′1 u
′
2 −
7
5
u′′′1 u12
)
+
3 u′′2
4 u′2
3
(
1
2
u′′2 u
′
1 +
7
5
u′′′2 u12
)
+
1
4 u′1
2
(
33
10
u′′1
2 − 9
10
u′′′1 u
′
2 +
1
10
u′′1 u
′′
2 + u
IV
1 u12
)
+
1
4 u′2
2
(
33
10
u′′2
2 − 9
10
u′′′2 u
′
1 +
1
10
u′′1 u
′′
2 − uIV2 u12
)
− 1
4 u′1
(
17
5
u′′′1 +
1
2
u′′′2
)
− 1
4 u′2
(
17
5
u′′′2 +
1
2
u′′′1
)
− 1
10 u212
(
u′1
3
u′2
+
u′2
3
u′1
)
− 1
u212
(
u′1
2 − 11
5
u′1 u
′
2 + u
′
2
2
)
+
u′′1 − u′′2
u12
(
u′2
5 u′1
+
u′1
5 u′2
+ 1
)
. (3.10.116)
Here we denote u12 = u1 − u2 as above.
Let us now explain how to use the above formula for computation of the genus
2 Gromov - Witten invariants and their descendents in the CP1 model. We must
substitute into the formula for F2 the genus zero two point correlation functions
vα =
∂2
∂t1,0∂tα,0
〈exp(
∑
τp(φβ)t
β,p)〉0, α = 1, 2, (3.10.117)
where τp(φα), p ≥ 0, α = 1, 2 are the gravitational descendents of the primary fields
φ1 = 1, φ2 of the CP
1 model. The expansion of these two point correlation functions
in power serieses of tα,p can be obtained by solving the following equations (see Section
3.6.4)
vα(t) =
∑
p≥0
2∑
β=1
tβ,q
∂θβ,q
∂vγ
, α = 1, 2. (3.10.118)
The generating function for θβ,q is given in (3.6.60), (3.6.61), we list few of them
θ1,0 = v2, θ2,0 = v1,
θ1,1 = v1 v2, θ2,1 = e
v2 +
1
2
v21,
θ1,2 =
1
2
v21 v2 + v2 e
v2 − 2 ev2 ,
θ2,2 =
1
6
v31 + v1 e
v2 ,
θ1,3 =
1
6
v31 v2 + v1 v2 e
v2 − 2 v1 ev2 ,
θ2,3 =
1
24
v41 +
1
2
v21 e
v2 +
1
4
e2 v2 . (3.10.119)
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The expansion of the correlation functions of (3.10.117) is the unique solution of the
form
vα(t) = t
α,0 +
∑
k≥1, pi≥1
Aαβ1,q1;...;βk,qk(t
1,0, t2,0) tβ1,q1 . . . tβk,qk
of the equations given in (3.10.118), the coefficients are determined recursively by
(3.10.118). For example, we have
Aβ,q =
∂θβ,q
∂vα
∣∣∣∣
vγ=tγ,0
, Aβ1,q1;β2,q2 =
1
2
∂2θβ1,q1
∂vα∂vγ
∂θβ2,q2
∂vγ
∣∣∣∣
vξ=tξ,0
.
Taking the expansions of vα up to the 6-th order of t
α,p, we obtain the following expan-
sions for u1, u2 defined in (3.10.115):
u′1 = 1 + t
1,1 + (t1,1)2 + t1,0 t1,2 − (t1,2)2 − t1,3 − 2 t1,1 t1,3 − 2 t1,2 t1,3 + (t1,3)2
+t1,2 t2,0 + t2,1 + 2 t1,1 t2,1 + t1,2 t2,1 − 3 t1,3 t2,1 + t
2,0 t2,1
2
+ (t2,1)2 + t2,2
+t1,0 t2,2 + 2 t1,1 t2,2 − 4 t1,3 t2,2 + t2,0 t2,2 + 7 t
2,1 t2,2
2
+ 2 (t2,2)2 + t2,3 + t1,0 t2,3
+2 t1,1 t2,3 − t
1,2 t2,3
2
− 5 t1,3 t2,3 + 3 t
2,0 t2,3
2
+ 3 t2,1 t2,3 + 4 t2,2 t2,3
+
3 (t2,3)2
2
+O(t3),
u′′1 = t
1,2 + 3 t1,1 t1,2 + t1,0 t1,3 − 4 t1,2 t1,3 − 2 (t1,3)2 + t1,3 t2,0 + 3 t1,2 t2,1
+t1,3 t2,1 +
(t2,1)2
2
+ t2,2 + 3 t1,1 t2,2 + 3 t1,2 t2,2 − 3 t1,3 t2,2 + t
2,0 t2,2
2
+ 3 t2,1 t2,2
+
7 (t2,2)2
2
+ t2,3 + t1,0 t2,3 + 3 t1,1 t2,3 + 2 t1,2 t2,3 − 9 t
1,3 t2,3
2
+ t2,0 t2,3 + 5 t2,1 t2,3
+7 t2,2 t2,3 + 4 (t2,3)2 +O(t3),
u′′′1 = 3 (t
1,2)2 + t1,3 + 4 t1,1 t1,3 − 4 (t1,3)2 + 4 t1,3 t2,1 + 6 t1,2 t2,2 + 4 t1,3 t2,2
+
3 t2,1 t2,2
2
+ 3 (t2,2)2 + t2,3 + 4 t1,1 t2,3 + 6 t1,2 t2,3 − t1,3 t2,3 + t
2,0 t2,3
2
+ 4 t2,1 t2,3
+12 t2,2 t2,3 + 7 (t2,3)2 +O(t3),
uIV1 = 10 t
1,2 t1,3 + 10 t1,3 t2,2 +
3 (t2,2)2
2
+ 10 t1,2 t2,3 + 10 t1,3 t2,3 + 2 t2,1 t2,3
+10 t2,2 t2,3 + 12 (t2,3)2 +O(t3),
u′2 = 1 + t
1,1 + (t1,1)2 + t1,0 t1,2 − (t1,2)2 − t1,3 − 2 t1,1 t1,3 + 2 t1,2 t1,3 + (t1,3)2
−t1,2 t2,0 − t2,1 − 2 t1,1 t2,1 + t1,2 t2,1 + 3 t1,3 t2,1 − t
2,0 t2,1
2
+ (t2,1)2 + t2,2
−t1,0 t2,2 + 2 t1,1 t2,2 − 4 t1,3 t2,2 + t2,0 t2,2 − 7 t
2,1 t2,2
2
+ 2 (t2,2)2 − t2,3 + t1,0 t2,3
−2 t1,1 t2,3 − t
1,2 t2,3
2
+ 5 t1,3 t2,3 − 3 t
2,0 t2,3
2
+ 3 t2,1 t2,3
162
−4 t2,2 t2,3 + 3 (t
2,3)2
2
+O(t3),
u′′2 = t
1,2 + 3 t1,1 t1,2 + t1,0 t1,3 − 4 t1,2 t1,3 + 2 (t1,3)2 − t1,3 t2,0 − 3 t1,2 t2,1
+t1,3 t2,1 − (t
2,1)2
2
− t2,2 − 3 t1,1 t2,2 + 3 t1,2 t2,2 + 3 t1,3 t2,2 − t
2,0 t2,2
2
+ 3 t2,1 t2,2
−7 (t
2,2)2
2
+ t2,3 − t1,0 t2,3 + 3 t1,1 t2,3 − 2 t1,2 t2,3 − 9 t
1,3 t2,3
2
+ t2,0 t2,3 − 5 t2,1 t2,3
+7 t2,2 t2,3 − 4 (t2,3)2 +O(t3),
u′′′2 = 3 (t
1,2)2 + t1,3 + 4 t1,1 t1,3 − 4 (t1,3)2 − 4 t1,3 t2,1 − 6 t1,2 t2,2 + 4 t1,3 t2,2
−3 t
2,1 t2,2
2
+ 3 (t2,2)2 − t2,3 − 4 t1,1 t2,3 + 6 t1,2 t2,3 + t1,3 t2,3 − t
2,0 t2,3
2
+ 4 t2,1 t2,3
−12 t2,2 t2,3 + 7 (t2,3)2 +O(t3),
uIV2 = 10 t
1,2 t1,3 − 10 t1,3 t2,2 − 3 (t
2,2)2
2
− 10 t1,2 t2,3 + 10 t1,3 t2,3
−2 t2,1 t2,3 + 10 t2,2 t2,3 − 12 (t2,3)2 +O(t3),
u12 = t
1,2 + 3 t1,1 t1,2 + t1,0 t1,3 − 4 t1,2 t1,3 − 2 (t1,3)2 + t1,3 t2,0 + 3 t1,2 t2,1 + t1,3 t2,1
+
(t2,1)2
2
+ t2,2 + 3 t1,1 t2,2 + 3 t1,2 t2,2 − 3 t1,3 t2,2 + t
2,0 t2,2
2
+ 3 t2,1 t2,2 +
7 (t2,2)2
2
+t2,3 + t1,0 t2,3 + 3 t1,1 t2,3 + 2 t1,2 t2,3 − 9 t
1,3 t2,3
2
+ t2,0 t2,3 + 5 t2,1 t2,3
+7 t2,2 t2,3 + 4 (t2,3)2 +O(t3).
In the r.h.s. of the above formulae we only keep the terms up to the quadratic ones in
tα,p with p ≤ 3. The function F2 thus has the following expansion:
F2 = − t
1,3
240
+
7 t2,2
5760
− 5 (t
1,2)2
576
− t
1,1 t1,3
80
+
29 (t1,3)2
2880
+
7 t1,3 t2,0
5760
+
7 t1,2 t2,1
1920
+
7 t1,1 t2,2
1920
+
t1,3 t2,2
192
+
(t2,2)2
1152
+
7 t1,0 t2,3
5760
+
t1,2 t2,3
192
+
25 (t2,3)2
2304
+O(t3).
Again the above formula for F2 is at the approximation up to quadratic terms in t
α,p
with p ≤ 3. The above expansion of the function F2 coincides, to the extend of the above
mentioned approximation, to the generating function of the genus two Gromov-Witten
invariants for the CP1 model defined by
F˜2 =
∑
n≥0
1
k!
〈(
∑
p≥0
2∑
α=1
τp(φα)t
α,p)k〉2
= 1 +
∑
p≥0
2∑
α=1
〈τp(φα)〉2tα,p
+
1
2
∑
p,q≥0
2∑
α,β=1
〈τp(φα)τq(φβ)〉2tα,p tβ,q +O(t3). (3.10.120)
163
A list of some of the invariants can be found in [135], the numbers 〈τk,i〉2 and 〈τk,i τm,j〉2
there correspond to 〈τk(φi+1)〉2 and 〈τk(φi+1)τm(φj+1)〉2 respectively. For example,
〈τ3(φ1)〉2 = − 1
240
, 〈τ2(φ2)〉2 = 7
5760
,
〈τ2(φ1)τ2(φ1)〉2 = − 5
288
, 〈τ3(φ1)τ3(φ1)〉2 = 29
1440
,
〈τ2(φ1)τ1(φ2)〉2 = 7
1920
, 〈τ3(φ1)τ2(φ2)〉2 = 〈τ2(φ1)τ3(φ2)〉2 = 1
192
,
〈τ2(φ2)τ2(φ2)〉2 = 1
576
, 〈τ3(φ2)τ3(φ2)〉2 = 25
1152
. (3.10.121)
Example 3.10.34 The expansion of the function F2 for the CP2 model can be ob-
tained in a similar way as we did for the CP1 model. The canonical coordinates ui are
the roots of the characteristic polynomial of the matrix correspondent to the operation
of multiplication by the Euler vector field, express ui in the form
ui = v1 + v
−1
3 zi(y), i = 1, 2, 3,
where y = v2 + 3 log v3. Then the functions zi(y) are roots of the following cubic
polynomial:
z3 − f ′′ z2 + (6 f − 15 f ′ − 9 f ′′) z − 54 f + 243 f ′
+4 f ′2 − 243 f ′′ − 6 f f ′′ + 3 f ′ f ′′ + 9 f ′′2 = 0. (3.10.122)
Here f = f(y) is the generating function of the genus zero Gromov - Witten invariants
of CP2, i.e.
f(y) =
∑
k≥1
N
(0)
k
(3k − 1)!e
ky
with N
(0)
k being the number of rational curves of degree k on CP
2 passing through 3k−1
generic points. The matrix Ψ = (ψi,α) is given by
ψi,1 = ai v3
√
f ′′ + 9− zi,
ψi,2 =
ai (3zi + 2f
′ − 6f ′′)√
f ′′ + 9− zi
,
ψi,3 =
ai (z
2
i − f ′′ zi + 6f ′ − 18f ′′)
v3
√
f ′′ + 9− zi
, (3.10.123)
where the coefficents ai are defined by
ai =
1√∏
k 6=i(zi − zk)
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The matrix V = (Vij) has the following expression
V = ΨµΨ−1, µ = diag(−1, 0, 1).
The genus zero two point functions v1, v2, v3 can be obtained by solving (3.6.78). Thus
we have all the data to compute the expansion of the function F2 for the CP2 model.
Let us now consider the deformations of the Principal Hierarchy induced by the qu-
asitriviality transformation (3.10.49) satisfying the loop equation (3.10.66). It remains
an open problem to prove that, at every order in the ǫ2-expansion the coefficients of
the bihamiltonian structure are polynomials in the derivatives. For the first term in
the ǫ2-expansion this was proved in [51]. At the next approximation the calculations
are more complicated. We consider here bihamiltonian structures corresponding to
two-dimensional Frobenius manifolds (3.6.55).
As we already know from Example 3.6.9 of Section 3.6.2 for generic two-dimensional
Frobenius manifold
F (v1, v2) =
1
2
v21v2 +
vκ+12
κ2 − 1
the t = −t1,1-flow
vt + v · vx = 0
of the Principal Hierarchy coincides with the equations of motion of 1D polytropic gas
with the equation of state of the form
p =
κ ρk+1
κ+ 1
(we redenote as above v1 = u, v2 = ρ).
Our construction produces the following deformation of the polytropic gas equations
∂u
∂t
+ ∂x
{
u2
2
+ ρκ
+ǫ2
[
κ− 2
8
ρκ−3 ρ2x +
κ
12
ρκ−2ρxx
]
+ǫ4(κ− 2)(κ− 3) [a1 ρ−4 u2x ρ2x + a2 ρκ−6 ρ4x
+a3 ρ
−3 uxx ux ρx + a4 ρ−2 u2xx + a5 ρ
−3 u2x ρxx
+a6 ρ
κ−5 ρ2x ρxx + a7 ρ
κ−4 ρ2xx + a8 ρ
−2 ux uxxx
+a9 ρ
κ−4 ρx ρxxx
]
+ ǫ4
κ (κ2 − 1) (κ2 − 4)
360
ρκ−3 ρxxxx
}
= O(ǫ6),
∂ρ
∂t
+ ∂x
{
ρ u+ ǫ2
(
(2− κ)(κ− 3)
12 κ ρ
ux ρx +
1
6
uxx
)
+ǫ4(κ− 2)(κ− 3) [b1 ρ−4 ux ρ3x + b2 ρ−3 ρ2x uxx + b3 ρ−3 ux ρx ρxx
+b4 ρ
−2 uxx ρxx + b5 ρ−2 uxxx ρx + b6 ρ−2 ux ρxxx + b7 ρ−1 uxxxx
]}
= O(ǫ6).
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integrable up to corrections of the order O(ǫ6). The coefficients are given below
a1 =
36 + 144 κ− 59 κ2 + 19 κ3
5760 κ3
, a2 =
60 + 176 κ+ 433 κ2 − 182 κ3 + 17 κ4
5760 κ3
a3 =
6− 19 κ− 11 κ2 − 4 κ3
1440 κ3
, a4 =
−6− 5 κ+ 13 κ2
1440 κ3
, a5 =
−42 + 13 κ− 7 κ2
2880 κ2
a6 =
−36− 72 κ− 245 κ2 − 61 κ3 + 30 κ4
2880 κ2
, a7 =
6 + 5 κ+ 15 κ2 + 5 κ3 + 5 κ4
1440 κ2
a8 =
1
120 κ
, a9 =
2 + 5 κ
240
b1 =
108 + 192 κ− 97 κ2 + 17 κ3
2880 κ3
, b2 =
−18− 75 κ+ 47 κ2 − 10 κ3
1440 κ3
b3 = −6 + 17 κ− 5 κ
2 + 2 κ3
288 κ3
, b4 =
6− 4 κ+ κ2
180 κ2
, b5 =
6 + κ + κ2
720 κ2
b6 =
6 + κ + κ2
720 κ2
, b7 = − 1
360 κ
(3.10.124)
The polytropic gas equations can be considered as the dispersionless limit of the above
integrable system.
The bihamiltonian structure of the above system will be written in the coordinates
where the first Poisson bracket has the canonical form (3.10.124) up to O(ǫ6). These
coordinates v¯1, v¯2 are given by the following Miura-type transformation (recall v1 = u,
v2 = ρ; we do not distinguish between upper and lower indices in these formulae)
v¯α = vα + ǫ
2Aα(v, v
′, v′′) + ǫ4Bα(v, v′, . . . , vIV ), α = 1, 2 (3.10.125)
where
A1 =
(κ− 2)(κ− 3)
24 κ
∂
∂x
(
v′1
v2
)
, A2 =
(κ− 2)(κ− 3)
24 κ
∂
∂x
(
v′2
v2
)
B1 =
(κ− 2)(κ− 3)
240
∂x
[
κ2 − 13 κ+ 6
κ2
(
1
4
v′′′1
v22
− 1
2
v′′1 v
′
2
v32
− 7
12
v′1 v
′′
2
v32
)
+
1
6
5 κ3 − 54 κ2 + 25 κ− 6
κ3
v′1 v
′
2
2
v42
− 1
18
(κ+ 3)(κ+ 2)(κ+ 1)
(κ− 1)κ4
v′1
3
vκ+22
]
.
B2 = 0
In the new coordinates our deformed bihamiltonian structure reads
{v¯α(x), v¯β(y)}1 = {v¯α(x), v¯β(y)}[0]1 +O(ǫ6),
{v¯α(x), v¯β(y)}2 = {v¯α(x), v¯β(y)}[0]2 + ǫ2 (d1X)αβ + ǫ4 (d1Y )αβ +O(ǫ6).
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with the vector fields X and Y defined by
X1 =
1
24
[
(3 κ2 − 7 κ+ 2) vκ−32 v′22 + (4κ− 2)vκ−22 v′′2
]
X2 =
κ+ 1
12 κ
v′′1
and
Y 1 =
(κ− 2)(κ− 3)
240
(
g1v
′′′
1 v
′
1
v22
+
g2v
′′
1
2
v22
+
g3v
′
1
2 v′′2
v23
+
g4v
′
1
2v′2
2
v24
+
g5v
′
1
4
v2κ+2
+
g6 v2
κ vIV2
v23
+
g7 v2
κv′′2
2
v24
+
g8 v2
κ v′′2 v
′
2
2
v25
+
g9 v2
κ v′2
4
v26
)
Y 2 =
(κ− 2)(κ− 3)
240
(
f1 v
IV
1
v2
+
f2 v
′′′
1 v
′
2
v22
+
f3v
′′
1 v
′′
2
v22
− 2 f3 v
′′
1 v
′
2
2
v23
+
f4v
′
1 v
′′′
2
v22
−6 f4 v
′
1 v
′′
2 v
′
2
v23
+ 6 f4
v′1 v
′
2
3
v24
)
,
where
g1 = − 1
24
9 κ3 − 120 κ2 + 101 κ+ 30
κ3
g2 = − 1
12
6 κ3 − 81 κ2 + 79 κ+ 6
κ3
g3 = − 1
12
8 κ3 − 109 κ2 + 117 κ− 6
κ3
g4 =
1
24
37 κ4 − 478 κ3 + 461 κ2 + 28 κ+ 12
κ4
g5 = − 1
72
(κ+ 3)(κ+ 2)(κ2 − 1)
κ5
g6 =
1
4
9 κ3 − 12 κ2 + 41 κ− 18
κ2 (κ− 3)
g7 = − 1
24
43 κ3 − 30 κ2 + 197 κ− 90
κ2
g8 = − 1
12
63 κ4 − 287 κ3 + 492 κ2 − 1258 κ+ 540
κ2
g9 = − 1
72
78 κ6 − 732 κ5 + 2268 κ4 − 4393 κ3 + 8340 κ2 − 3395 κ− 6
κ3
f1 = −7 κ
2 − 35 κ+ 18
12 κ3
f2 = −21 κ
3 − 312 κ2 + 529 κ− 138
24 κ3
f3 = −21 κ
3 − 291 κ2 + 424 κ− 84
12 κ3
f4 = −21 κ
3 − 284 κ2 + 389 κ− 66
24 κ3
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For the particular value κ = 2 the above formulae truncate at the order ǫ2. We
obtain a system of two uncoupled KdVs
u˙± + u±u
′
± ±
ǫ2
12
√
2
u′′′± = 0
for
u± = u± ρ
√
2.
For κ = 3 the formulae (3.10.126) define a Poisson pencil. That is, the Jacobi
identity becomes exact but not just modulo O(ǫ6). One obtains the bihamiltonian
structure for the Boussinesq hierarchy (see details in [51]). The Boussinesq equation
itself for the unknown function v2 = v2(x, t) is the spelling of the t
2,0-flow of the full
hierarchy.
The last interesting particular value of the parameter κ is κ = 1. The formula for
the potential of the Frobenius manifold must be modified
F =
1
2
v21v2 +
1
2
v22 log v2. (3.10.126)
However, the formula for the −t1,1-flow of the hierarchy and the bihamiltonian struc-
ture are well defined for this particular value of the parameter. The PDE (3.10.124)
coinicides, in the leading approximation in ǫ, with the nonlinear Schro¨dinger equation
(NLS)
i ψt = −1
2
ψxx + |ψ|2ψ (3.10.127)
when using
u =
1
2i
(
logψ/ψ¯
)
x
ρ = |ψ|2
(3.10.128)
as the new dependent variables
ut + ∂x
[
u2
2
+ ρ+ ǫ2
(
ρ′2
8 ρ2
− ρ
′′
4 ρ
)]
= 0
ρt + ∂x(ρ u) = 0. (3.10.129)
The relationship of the bihamiltonian structure of NLS to topological field theory was
discussed in [9] (see also recent paper [14, 15]). To reduce the bihamiltonian structure
of NLS to our normal form one is to perform a Miura-type transformation that contains
an infinite number of terms in the ǫ-expansion. We will consider this transformation
in a subsequent publication.
The above formulae work also for the exceptional value κ = −1 where the potential
of the Frobenius manifold reads
F =
1
2
v21v2 −
1
2
log v2.
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It remains to consider the Frobenius manifold (3.6.57) of the CP1 model. The
transformation reducing the first Poisson structure to the canonical form in this case
becomes very simple
vα 7→ v¯α = vα + ǫ
2
24
v′′α +
ǫ4
1920
vIVα +O(ǫ
6), α = 1, 2. (3.10.130)
The Poisson pencil has the form (3.10.126) with
X1 =
(
1
6
v′′2 +
1
8
v′2
2
)
ev2 , X2 =
1
12
v′′1
Y 1 =
(
1
120
vIV2 +
1
96
v′2 v
′′′
2 +
1
288
v′′2
2 − 1
1152
v′2
4
)
ev2
Y 2 = − 1
720
vIV1 .
The resulting Poisson pencil is equivalent, within the order ǫ4 approximation, to the
bihamiltonian structure of Toda lattice [153].
4 Conclusions
In this paper we presented a new approach to the problem of classification of hier-
archies of 1+1-dimensional integrable PDEs of certain class. We have formulated a
system of simple axioms that can be used as defining relations in the theory of such
hierarchies. We developed an efficient tools for a perturbative reconstruction of the
hierarchy starting from a given semisimple Frobenius manifold. We computed the first
few terms of the perturbative expansion and showed that, for low genera the identi-
ties for the tau-function of a particular solution to the hierarchy correctly reproduce
the universal identities among Gromov - Witten classes and their descendents in the
cohomology of the moduli spaces of stable algebraic curves.
Of course, our system of axioms can probably be improved (in particular, indepen-
dence of the quasitriviality axiom is questionable). However, as the reader may agree,
it is something more than just putting Gromov - Witten invariants into the game in
the beginning in order to get them back at the very end.
Some important problems of our classification programme remain to be fixed. We
did not prove polynomiality in the derivatives in every term of the perturbative ex-
pansion of the integrable hierarchy corresponding to an arbitrary semisimple Frobenius
manifold. For g ≤ 1 this follows from the results of [51]. We are to also check whether
main examples of integrable hierarchies (e.g., Drinfeld - Sokolov hierarchies [32] of the
ADE type, Toda lattice etc.) satisfy our four axioms. In the present paper we did it
only for the illustrative example of KdV.
A more challenging problem is to find a “non-perturbative construction” of the
integrable hierarchies in question performing a summation over all genera. We hope
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that the structure theory of semisimple Frobenius manifolds based on a Riemann -
Hilbert problem [41] will be important for such a summation. A related problem is
to study relationships between our classification approach and topological results of
the very recent paper of A. Givental [79]. It might happen that a reasonable non-
perturbative construction of the hierarchy can be obtained only for certain particularly
“nice” Frobenius manifolds. Recall [41], that generic n-dimensional Frobenius mani-
fold depends on n(n−1)
2
complex parameters. Mathematically or physically interesting
integrable hierarchies might correspond to special points in the space of parameters.
For example, from results of C. Hertling [83] it can probably be derived that integrable
hierarchies satisfying our axioms that are polynomial also in u must correspond to the
Frobenius structures on the orbit space of Weyl groups of the ADE type. However, just
the universality of our approach suggests to apply it to other ingredients of the theory
of integrable systems, first of all to the theory of classical and quantum W-algebras
[151, 61, 21] and, more generally, of vertex Poisson algebras and vertex algebras [63] in
order to unravel the eventual role of the topology of moduli spaces of stable algebraic
curves in the theory of these algebraic structures.
From the point of view of applications to the theory of dispersive waves the in-
tegrable systems we are constructing may look ugly. Indeed, they typically contain
infinite number of terms of the dispersion in the r.h.s. However, one can obtain an
approximately integrable system just truncating the expansion at some order in ǫ. We
expect that solutions to such an approximately integrable system exhibit an integrable
behaviour within a certain range of physical parameters. For n = 1 such approxi-
mately integrable systems were studied in [103] (only the bihamiltonian property has
been used). In numerical experiments elastic scattering of solitons was observed in such
systems. It could be of interest to study numerically our approximately integrable de-
formation of the one-dimensional gas dynamic equations constructed in Section 3.10.8.
Finally, the problem of classification of Poisson pencils of (p, q)-brackets with
(p, q) 6= (0, n) and study of the properties of associated bihamiltonian hierarchies is still
completely open. The (n, 0) case was recently studied by P. Lorenzoni (unpublished)
where preliminary results were obtained. Such a classification is needed to extend our
general classification strategy onto other classes of integrable systems not admitting
dispersionless limit (e.g., integrable systems of the Sine-Gordon type).
We plan to study these problems in subsequent publications.
Note added. After finishing this work we have received the paper of S. Baran-
nikov, Semi-infinite variations of Hodge structures and integrable hierarchies of KdV-
type, math.AG/0108148. The author also presents a construction of a bihamiltonian
hierarchy associated to an arbitrary semisimple Frobenius manifold. Virasoro symme-
tries of this hierarchy were not discussed. Relations of the Barannikov’s hierarchy to
Gromov - Witten invariants is still to be investigated.
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Appendix: Degenerate Frobenius manifolds, spectral
curves, and Poisson pencils
Let M be a degenerate Frobenius manifold, F (v) the corresponding solution to the
equations of associativity, e = ∂1 and E = E
α∂α the unity and the Euler vector fields
on M resp. satisfying
∂EF (v) = k F (v) + quadratic, [e, E] = 0. (A.1)
We introduce the following linear operator on TM
V := k
2
−∇E (A.2)
(cf. (3.6.5) above). This (1,1)-tensor is constant in the flat coordinates on M .
Lemma A.1 The following equations hold true
LieE < , >= k < , > (A.3)
LieE(a · b) = LieEa · b+ a · LieEb. (A.4)
Proof Differentiating (A.1) along ∂1, ∂α, ∂β one obtains
< Vx, y > + < x,Vy >= 0 (A.5)
for any two vectors x, y. This implies (A.3). Differentiating the same equation along
∂α, ∂β , ∂γ we obtain
∂Ecαβγ = −k
2
cαβγ + Vǫαcǫβγ + Vǫβcαǫγ + Vǫγcαβǫ.
Raising the index γ and using (A.5) we arrive at
LieE c
γ
αβ = 0.
This coincides with (A.4).
Denote
L(v; z) := z U + V. (A.6)
Lemma A.2 The operator L(v; z) is horizontal w.r.t. to the deformed flat connection
∇˜(z)L(v; z) = 0. (A.7)
The proof easily follows from Lemma A.1.
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Corollary A.3 The spectral curve does not depend on the point v ∈ M of the degen-
erate Frobenius manifold. The differentials of the deformed flat connection ξ = dv˜,
v˜ = v˜(v; z) are meromorphic sections of the vector bundle of eigenvectors of L(v; z)
over the spectral curve
C : det(L(v; z)− w) = 0. (A.8)
Proof For the covectors ξ we obtain the compatible system
∂αξ = z Cα(v) ξ (A.9)
L(v; z) ξ = w ξ. (A.10)
This proves the corollary.
Let us assume that the spectral curve has no singularities at |z| <∞ and that (A.10)
is a line bundle on C. We will see below that this is the case under the assumption
of semisimplicity. In this case one can choose a meromorphic trivialization of the line
bundle. Denote v˜(v;P ) the corresponding flat function for the deformed connection ∇˜
considered as a meromorphic function on the spectral curve depending on the point
v ∈M . Let z = 0 be not a ramification point of the spectral curve. Denote
Pα := (z = 0, w = µα), α = 1, . . . , n
the points of the spectral curve over z = 0. Expanding the branches of the function
v˜(v; z) near P → Pα we obtain, after a multiplication by an appropriate normaliza-
tion factor depending only on z, the basis of the deformed flat coordinates v˜α(v; z),
α = 1, . . . , n. Recall that the coefficients of expansion of these functions in z are Hamil-
tonian densities of the analogue of the Principal Hierarchy for the case of degenerate
Frobenius manifold. This procedure can be modified in an obvious way in the case
when z = 0 is a ramification point.
Due to symmetry of U and antisymmetry of V w.r.t. the bilinear form < , > the
spectral curve admits a holomorphic involution
σ : (z, w) 7→ (−z,−w). (A.11)
The orthogonality condition in this case reads as follows: the inner product
< ∇v˜(v;P ),∇v˜(v; σ(P )) > does not depend on v ∈ M . Considering the function on
the Cartesian square of the spectral curve
< ∇v˜(v;P ),∇v˜(v; σ(P ′)) > − < ∇v˜(v;P ),∇v˜(v; σ(P )) >
z(P ) + z(P ′)
and expanding it into a power series in z = z(P ), z′ = z(P ′) near P → Pα, P ′ → Pβ
we obtain, after an appropriate renormalization, the matrix Ω(v; z, z′).
The system for the differentials of periods p(v;λ) (i.e., of the flat coordinates of the
flat pencils of metrics ( , )λ) reads
(U − λ)−1∂αφ+ Cαµφ = 0, φ = ∇p(v;λ).
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From here it follows that
∂E−λeφ = 0
and, more important, that the operator (U − λ)−1V is horizontal w.r.t. the connection
∇∗ − λ∇. Therefore φ is meromorphic on the spectral curve
det[ν(U − λ) + µ] = 0, (U − λ)−1µφ+ νφ = 0
The new spectral curve is birationally equivalent to the old one:
w = λν, z = ν. (A.12)
Therefore the system of independent periods p1(v;λ), . . . , pn(v;λ) is obtained as follows
pα(v;λ) = v˜(v;Pα(λ)) (A.13)
where Pα(λ) are the intersection points of the line (A.12) with the spectral curve. For
large λ they can be ordered in such a form that
Pα(∞) = Pα, α = 1, . . . , n.
Example A.4 An arbitrary two-dimensional degenerate Frobenius manifold has the
potential
F =
1
2
v21v2 + a
2v2 log v2, E = v2∂2 (A.14)
where a is a parameter. Then
V = diag (1/2,−1/2),
L(v; z) =
(
1/2 −a2z/v2
v2z −1/2
)
.
This gives the spectral curve
w2 + a2z2 =
1
4
.
Uniformizing it
z =
1
a
s
1 + s2
, w =
1
2
1− s2
1 + s2
we obtain the eigenvector in the form
ξ = φ
(
a
sv2
)
where φ is a normalizing factor. The dependence of it on v1 and v2 is completely
determined by the above differential equations. This gives
v˜ = e
s v1
a (1+s2)v
1
1+s2
2 .
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Therefore the basis of the deformed flat coordinates reads
v˜1 = z
−1
(
ez v1v
1−
√
1−4a2z2
2
2 − 1
)
v˜2 = e
z v1v
1+
√
1−4a2z2
2
2 .
The coefficients of expansion of these functions in powers of z are hamiltonians of the
hierarchy related to the degenerate polytropic gas equations
ρt + (ρ u)x = 0
ut + u ux − a2(log ρ)x = 0.
(A.15)
Here u = v1, ρ = v2, t = −t2,1.
The above involution becomes s 7→ −1/s. The orthogonality gives
< ∇v˜(s),∇v˜(−1
s
) >= −2zw.
Using this one can easily compute the tau-fucntion of the hierarchy.
Let us now add the assumption of semisimplicity. Recall that this means that the
eigenvalues of the operator of multiplication by E are pairwise distinct. One can locally
introduce a system of canonical coordinates u1, . . . , un onM such that the vector fields
πi :=
∂
∂ui
, i = 1, . . . , n
are the basic idempotents of the Frobenius algebra on TuM at each point (u1, . . . , un) =
u ∈M ,
πi · πj = δijπi.
Lemma A.5 The Euler vector field in the canonical coordinates equals
E =
n∑
i=1
ci
∂
∂ui
(A.16)
where c1, . . . , cn are pairwise distinct constants.
Proof Define the matrix (bij) by
LieE πi =
n∑
j=1
bijπj .
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Using (A.4) one obtains, for i 6= j
0 = LieE(πi · πj) = bijπj + bjiπi.
Hence bij = bji = 0. Using the same trick for the square of πi we have
biiπi = LieE(πi · πi) = 2biiπi.
Hence
LieEπi = 0, i = 1, . . . , n. (A.17)
This means that E has the form (A.16) with some constants ci. These constants clearly
are the eigenvalues of the operator of multiplication by E,
E · πi = ciπi.
Therefore
ci 6= cj for i 6= j.
Introduce, as usual, the basis of normalized idempotents
fi =
πi√
< πi, πi >
and the transition matrix
Ψ = (ψiα(u)), ∂α =
n∑
i=1
ψiαfi.
The matrix Ψ satisfies the linear system
∂iΨ = ViΨ, i = 1, . . . , n (A.18)
where the antisymmetric matrix Vi is defined by this equation. The matrices Vi satisfy
[Ei, Vj] = [Ej , Vi], ∂jVi − ∂jVj + [Vi, Vj] = 0, i 6= j.
The last system coincides with the equations of flateness of the deformed connection
∇˜
[∂i − (zEi + Vi), ∂j − (zEj + Vj)] = 0 (A.19)
depending on the parameter z. Here Ei is the i-th matrix unity, i.e.
(Ei)pq = 0 for (p, q) 6= (i, i), (Ei)ii = 1.
The flat coordinates and the structure constants can be reconstructed from an arbitrary
solution to (A.18), (A.19) by the formulae of [37]
vα = Ωα,0;1,0, dvα =
n∑
i=1
ψi1ψiαdui (A.20)
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ηαβ =
n∑
i=1
ψiαψiβ (A.21)
F =
1
2
Ω1,1;1,1 − vαΩα,0;1,1 + 1
2
vαvβΩα,0;β,0 (A.22)
e =
n∑
i=1
∂
∂ui
. (A.23)
All these statements were proved in [37] for an arbitrary solution to the associativity
equations (the quasihomogeneity has not been used in their derivation).
Let us now use the Euler vector field of the form (A.16).
Lemma A.6 The matrices Ψ, Vi satisfy
∂EΨ = ΨV (A.24)
∂EVi = 0, i = 1, . . . , n. (A.25)
Proof Using (A.3) and also
< , >=
n∑
i=1
ψ2i1 du
2
i
we obtain
∂Eψi1 = −k
2
ψi1.
From this using commutativity (A.17) we obtain (A.24). Therefore
∂EVi = ∂E
[
∂iΨ ·Ψ−1
]
= 0.
Lemma A.7 The operators ∂i−(zEi+Vi) commute with the operators of multiplication
by the matrix
L(z) := zC + V, C = diag(c1, . . . , cn), V =
n∑
i=1
ciVi = −ΨVΨ−1. (15)
Proof This is just the spelling of the statement of Lemma A.6.
We arrive at
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Theorem A.8 For a semisimple degenerate Frobenius manifold the antisymmetric
matrix V ∈ so(n) satisfies the Euler equations of free rotations of n-dimensional rigid
body
∂iV = [Vi, V ], Vi = adEiad
−1
C (V ), i = 1, . . . , n. (A.26)
Conversely, let V = V (u1, . . . , un) be any solution to (A.26), and Ψ = Ψ(u1, . . . , un)
be a solution to the linear system (A.18). Then the formulae (A.20) - (A.23), (A.16)
determine a structure of a semisimple degenerate Frobenius manifold on an open subset
in M consisting of the points u = (u1, . . . , un) where
n∏
i=1
ψi1(u) 6= 0.
The nonlinear system (A.26) can be integrated [34] in terms of Prym theta-functions
of the spectral curve (A.8) with the involution (A.11). The solution Ψ to the linear
system (A.18) and also all the ingredients of the degenerate Frobenius structure can
be given in terms of Baker - Akhiezer functions on the spectral curve. In the generic
situation the spectral curve is a smooth plane algebraic curve of the degree n. It has
the genus equal
g =
(n− 1)(n− 2)
2
.
The fixed points of the involution σ are
∞k = (z, w →∞, w
z
→ ck), k = 1, . . . , n
and, for odd n, also the point
P0 = (z = 0, w = 0).
Baker-Akhiezer function is a vector function Y = Y (u, P ), u = (u1, . . . , un), meromor-
phic in P = (z, w) ∈ C \ (∞1, . . . ,∞n) such that
Y = ez uk(ek +O(
1
z
), P →∞k, k = 1, . . . , n (A.27)
with a nonspecial divisor of poles D, degD = n(n−1)
2
that must belong to the odd
part of the generalized Jacobian J(C,∞1, . . . ,∞n) of the spectral curve with identified
infinite points. Here
(ek)i = δik.
We will give elsewhere the explicit formulae in terms of Prym theta functions for
the corresponding degenerate Frobenius manifold and for the analog of the Principal
Hierarchy for this manifold. We also postpone for a subsequent publication the study
of the perturbations of the hierarchy.
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Remark A.9 The method of constructing solutions to the associativity equations using
theta-functions has been suggested in [37]. The explicit solutions for an arbitrary n-
sheeted Riemann surface with an involution were obtained by I.Krichever [94]. The
relationship of these solutions to bihamiltonian structures of hydrodynamic type was
not observed before. This relationship takes place only for the case where the spectral
curve is a plane algebraic curve of the degree n or its degeneration.
Example A.10 n = 3. According to the above theory, three-dimensional semisim-
ple degenerate Frobenius manifolds are expressed via solutions to the classical Euler
equations of free rotations of a rigid body. The potential of the degenerate Frobenius
manifold reads
F =
1
2
v21v3 +
1
2
v1v
2
2 + f(v2, v3) (A.28)
where
f(x, y) = x2g(y x−2) + a x2 log x+ b y log y. (A.29)
Here a, b are arbitrary constants, g = g(s) is given by an elliptic quadrature
s3g′′ =
1
8
(
1− 4 a s+
√
1− 8 a s+ 16(a2 + b) s2 + 8(c− 8 a b) s3
)
(A.30)
where c is another constant. The spectral curve is a plane cubic
w3 − 2aw2z + 4bw z2 − c z3 − w + 2a z = 0. (A.31)
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