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The peeling in the “very external region” of non
linear perturbations of the Kerr spacetime
Francesco Nicolo` ∗
Universita` degli Studi di Roma “TorVergata”
Abstract
Let an initial data metric g be, outside a ball BR0 centered in the origin,
the induced metric on Σ0 of a Kerr spacetime (with a mass M and angular
momentum J whose ratio, J/M , depends on the size of R0) plus small
corrections which decay at spacelike infinity faster than r−3; let, in the
same region, a symmetric tensor k be the second fundamental form of the
Kerr spacetime plus small corrections which decay at spacelike infinity
faster than r−4, let g and k satisfy the constraint equations. Then, using
the previous results of [Ch-Kl] and [Kl-Ni1], the global existence of the
external region of a global spacetime, outside the region of influence of
BR0 follows.
In this external region the various components of the Riemann tensor
decay along the outgoing null directions in agreement with the suggestion
of the “Peeling Theorem”.
∗Dipartimento di Matematica, Universita` degli Studi di Roma “Tor Vergata”, Via della
Ricerca Scientifica, 00133-Roma, Italy
1
1 Introduction and results
The problem of the global stability for the Kerr spacetime is a very difficult
and open problem. The more difficult issue is that of proving the existence of
solutions of the vacuum Einstein equations with initial data “near to Kerr” in
the whole external region up to the event horizon, which is also an unknown
of the problem.1 If we consider the existence problem in a part of the external
region sufficiently far from the Kerr event horizon, we call hereafter the “very
external region”, the result is included, in the version of Minkowski stability
result proved by S.Klainerman and the present author with initial data near the
flat ones (see [Kl-Ni1] and also [Ch-Kl]). How far the “very external region”
has to be from the event horizon2 will depend on the mass, M , of the Kerr
spacetime, see later for a detailed discussion.
What is known up to now relative to the whole outer region are some relevant
uniform boundedness results for solutions to the wave equation in the Kerr
spacetime used as a background spacetime, see Dafermos-Rodnianski, [Da-Ro]
and references therein.3
If we are interested to the asymptotic behaviour of the Riemann components
toward (a portion of)4 the null infinity, more precisely to the question if the non
linear perturbation of the “very external region” of the Kerr spacetime satisfy
the peeling properties 5 one has to observe that also this much easier, but not
easy, problem is an open problem.
In [Ch-Kl] and in [Kl-Ni1], the null asymptotic behaviour of some of the null
components of the Riemann tensor, specifically the α and the β components, see
later for their definitions, is different from the one expected from the “Peeling
Theorem”,[W], as the decay proved there is slower. Nevertheless in a subse-
quent paper S.Klainerman and the present author, [Kl-Ni2], proved for these
components an asymptotic behaviour consistent with the “Peeling Theorem”
under stronger asymptotic conditions for the initial data. Unfortunately these
conditions do not include initial data “near to Kerr”, due to the fact that, as
the angular moment J of the Kerr spacetime is different from zero, in the Kerr
initial data there are metric components decaying as r−2, a decay not sufficient
to guarantee the peeling in [Kl-Ni2].
Therefore the new result we expect to be true and that we would like to prove
is the following one:
Expected result: Assuming the initial data on the hypersurface Σ0/BR0 near
to the Kerr initial data, where BR0 is a ball centered at the origin sufficiently
1Of course for small perturbations the horizon is expected to stay “near” to the Kerr
horizon for r+ = m+
√
m2 − a2.
2More precisely, the intersection of this region with Σ0 from the ball centered in the origin
with radius r+ = m+
√
m2 − a2.
3See also for the J = 0 case, [Bl] and references therein.
4As we are concerned to a spacetime region whose initial data are given on Σ0 outside a ball
centered in the origin of radius R0 >> r+ this implies that we cannot obtain the asymptotic
behaviour for the Riemann tensor on the whole null infinity, but only on a portion of it.
5The decay of the Riemann components satisfying or not the “Peeling Theorem” have been
a problem studied by many authors, see [Kr1], [Kr2] and references therein.
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large, it is possible to prove a global existence result for the “very external region”
such that the null Riemann components decay in agreement with the “Peeling
Theorem”.
In fact we prove a weaker result where the size of the Kerr mass, M , depends
on how large is R0, namely:
Proved result: Assuming the initial data on the initial hypersurface Σ0/BR0 ,
where BR0 is a ball centered at the origin sufficiently large, near to the initial
data of a Kerr spacetime whose mass M is (upper) bounded by a quantity de-
pending on the size R0, it is possible to prove a global existence result for the
“very external region” such that the null Riemann components decay in agree-
ment with the “Peeling Theorem”.
The detailed version of this theorem is given at the end of this section. Its proof
can be divided in five steps which we summarize here and will describe in detail
in the following sections:
a) From the explicit expression of the Kerr metric, in the Boyer-Lindquist co-
ordinates, {t, r, θ, φ},6
ds2 = −∆− a
2 sin2 θ
Σ
dt2 +
Σ
∆
dr2 +Σdθ2 − 4Mar sin
2 θ
Σ
dφdt+R2 sin2 θdφ2
we can write its restriction to the t = 0 hypersurface, Σ0, as
g = g(Sch) +
(
a2 sin2 θ
r2
+O
(
a2m
r3
)
+O
(
a4
r4
))
dr2 +
(
a2 cos2 θ
r2
)
r2dθ2
+
(
a2
r2
+O
(
a2m
r3
)
+O
(
a4
r4
))
r2 sin2 θdφ2 . (1.1)
where g(Sch) denotes the restriction of the Schwarzschild metric on the initial
hypersurface:
g(Sch) = (1−
2M
r
)−1dr2 + r2(dθ2 + sin θ2dφ2) .
It follows that the components of the correction to the g(Sch) metric, (g(Kerr)−
g(Sch)), have terms of order O(a
2/r2) or higher. Therefore if we consider in the
external region initial data which are a “small modification” of those of a Kerr
spacetime with a small parameter a = J/m ≤ ε0 we can write, for the metric
on Σ0,
g = g(Kerr) + δg = g(Sch) +
[
(g(Kerr) − g(Sch)) + δg
]
(1.2)
and if δg is a small correction to the Kerr initial data with a better decay toward
spacelike infinity, then it follows that the whole correction to g(Sch) satisfies the
conditions of the theorem proved in [Kl-Ni1].
Observe that the initial decay conditions in the present case are even stronger
than those required in [Kl-Ni1] where the components of the metric restriction
6See the appendix eq.4.146 for the definitions of the various coefficients.
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on Σ0 have to decay faster than r
− 32 . This will turn out to be crucial in the
sequel.
These considerations allow us to conclude that, outside the dependance region of
the sphere BR0 , we have a global spacetime satisfying all the properties proved
in [Kl-Ni1] which can be interpreted as a “small” non linear perturbation of the
very external region of a Kerr spacetime with a small angular momentum.
Moreover expression 1.1 and the fact that in [Kl-Ni1] the decay required for g
is r−
3
2 allows to use part of the extra decay of the term O(a2/r2) to avoid the
condition a = J/M small. In fact we can choose γ < 1/2 and require
a2
Rγ0
≤ ǫ0 equivalent to J
M
≤
√
Rγ0ǫ0 . (1.3)
If we consider the Kerr spacetimes satisfying the inequality a = J/M ≤ M 7
then condition 1.3 is satisfied when
M ≤
√
Rγ0ǫ0 (1.4)
which tells us that provided the Kerr mass satisfies inequality 1.4 no conditions
on J is imposed.8 In the sequel we denote BR0 ≡ B.
b) From the results in [Kl-Ni1], it follows that the decay in the null directions
of the various components of the Riemann tensor9 do not follow the “Peeling
theorem”. More precisely the components α and β decay as r−
7
2 while we “ex-
pect r−5 and r−4 respectively.10 In a subsequent paper, [Kl-Ni2], S.Klainerman
and the author proved that the decay suggested from the “Peeling theorem”
could be obtained assuming a stronger spacelike decay for the initial data. In
particular we proved the following result:
Theorem 1.1. Let assume that on Σ0/B the metric and the second fundamental
form have the following asymptotic behaviour 11
gij = gSij +Oq+1(r
−(3+ǫ))
kij = Oq(r
−(4+ǫ)) (1.5)
where gS denotes the restriction of the Schwarzschild metric on the initial hy-
persurface:
gS = (1 − 2M
r
)−1dr2 + r2(dθ2 + sin θ2dφ2) .
Let us assume that a smallness condition for the initial data is satisfied.12 Then
7Those Kerr spacetimes which do not have a naked singularity and can therefore be inter-
preted as representing the spacetime around a black hole with angular momentum J .
8Remark that, unfortunately, this does not allow to choose R0 ∼= 2M as to prove the global
existence in the external region, see [Kl-Ni1], Chapter 3, the following inequalityM/R0 ≤ √ε0
has to be satisfied.
9Components relative to a null frame adapted to the null outgoing and incoming cones
which foliate the “very external region” we will denote K.
10In principle some log powers can be present, see J.A.V.Kroon,[Kr2].
11Here f = Oq(r−a) means that f asymptotically behaves as O(r−a) and its partial deriva-
tives ∂kf , up to order q behave as O(r−a−k). Here with gij we mean the components written
in Cartesian coordinates.
12The details of the smallness condition are in [Kl-Ni2].
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along the outgoing null hypersurfaces C(u) (of the external region K) the fol-
lowing limits hold, with ǫ′ < ǫ and u and u the generalization of the Finkelstein
variables u = t− r∗ u = t+ r∗ in the Schwarzschild spacetime:
lim
C(u);u→∞
r(1 + |u|)(4+ǫ)α = C0
lim
C(u);u→∞
r2(1 + |u|)(3+ǫ)β = C0
lim
C(u);u→∞
r3ρ = C0
lim
C(u);u→∞
r3σ = C0 (1.6)
lim
C(u);u→∞
r4(1 + |u|)(1+ǫ)β = C0
sup
(u,u)∈K
r5(1 + |u|)ǫ′ |α| ≤ C0 .
α, β, ... are the null components of the Riemann tensor defined with respect to
a null frame adapted to the double null foliation, see [Kl-Ni1] Chapter 2, we
recall here their definition for completeness,
α(R)(ea, eb) = R(ea, e4, eb, e4) , α(R)(ea, eb) = R(ea, e3, eb, e3)
β(R)(ea) =
1
2
R(ea, e4, e3, e4) , β(R)(ea) =
1
2
R(ea, e3, e3, e4) (1.7)
ρ(R) =
1
4
R(e3, e4, e3, e4) , σ(R) =
1
4
ρ(⋆R) =
1
4
⋆R(e3, e4, e3, e4)
where {ea, eb, e3, e4} is a null frame adapted to the foliation.
This result was obtained, basically, in two steps. The first one consisted in
proving that a family of energy-type norms, Q˜, made with the Bel-Robinson
tensor associated to the Riemann tensor R, of the same type as those used to
prove the global existence of the spacetime in the external region K see [Kl-Ni1],
but with a different weight in the integrand, were bounded in terms of the same
norms relative to the initial data. This allowed to prove that the various null
components of the Riemann tensor, besides the decay in r (or u) already proved,
have a decay factor in the in the |u| variable. In the second step it was proved,
integrating along the incoming cones, that the extra decay in the u variable can
be transformed in an extra decay in the r variable proving the final result.
Unfortunately Theorem 1.1 cannot be applied to the present case as the initial
conditions of the previous theorem do not include the initial data 1.2, due to
the part (g(Kerr) − g(Sch)) which decays as O(r−2).
This can be understood observing that the extra weight in the Q˜ norms, required
in [Kl-Ni2], is a factor |u|(3+ǫ) and, as on the initial hypersurface |u| is equivalent
to r, it follows that the decay O(r−2) of (g(Kerr) − g(Sch)) is not sufficient to
make the initial data norms Q˜|Σ0 bounded. To be more explicit let us look at
the second term of the Q˜ norm in [Kl-Ni2], eq.(2.6), on the initial hypersurface,∫
Σ0∩K
|u|3+ǫQ(LˆOR)(K¯, K¯, T, T ) .
5
Recalling the expression of Q(LˆOR)(K¯, K¯, T, T ), see [Kl-Ni1], Chapter 4,
Q(LˆOR)(K¯, K¯, T, T ) = 1
8
u4|α|2 + 1
8
u4|α|2 + 1
2
(u4 +
1
2
u2u2)|β|2
+
1
2
(u4 + 4u2u2 + u4)(ρ2 + σ2) +
1
2
(u4 +
1
2
u2u2)|β|2
and observing that on Σ0 ∩ K u, u behave like r, we have∫
Σ0∩K
|u|3+ǫQ(LˆOR)(K¯, K¯, T, T ) ∼=∫ ∞
R0
drr2+(3+ǫ)+4
[|α|2 + |α|2 + |β|2 + (ρ2 + σ2) + |β|2] .
This integral is convergent if all the null components of LˆOR decay faster than
r−5 which implies that the various components of g have to decay faster than
r−3, while (g(Kerr) − g(Sch)) decays as r−2 and in particular ρ(LˆOR) decays as
r−4.13
The idea to overcome this difficulty is based, intuitively, on the fact that the
Kerr spacetime is static and ∂∂t is a Killing vector field. Therefore if, instead of
considering the Riemann components, we consider their time derivatives, they
do not depend anymore on the Kerr part of the Riemann tensor, Their initial
data can have a good decay and then, reapplying Theorem 1.1, a good decay
along the null directions. Once we have this decay by a simple “time integration”
we can obtain the decay of the Riemann tensor.
This argument as described here is not rigorous, but could be directly imple-
mented if we consider a “linear perturbation” of the (very external) Kerr space-
time.14 In the non linear case the proof of its validity has to be redone from
scratch, but it turns out that the basic idea is still valid in the following sense:
Let us consider instead of the time derivative of the Riemann tensor its (mod-
ified) Lie derivative LˆTR,15 where T is not anymore a Killing vector, but only
“nearly Killing”,16 then we can define some Q˜ norms relative to LˆTR with ap-
propriate weights and prove that they are bounded in terms of the corresponding
initial data norms.
To prove that these norms are bounded in terms of the initial data ones, is not
obvious even if we are in a given spacetime K. The reason is that the “Error”17
which has to be controlled depends on the ρ component of the LˆT derivative
13One could expect a decay r−3, but the result is better as the part of the ρ component
which decays as r−3 is spherically symmetric and therefore cancelled by LˆO. Here the fact
that LˆO is a “modified” Lie derivative, see later on for its definition, is not relevant.
14This is, basically, part of a paper by G.Caciotta and T.Raparelli, to appear, where it is
also discussed in which sense we can define a linear perturbation of the Kerr spacetime.
15See later for its precise definition.
16With “nearly Killing” we mean that its deformation tensor is small with respect to some
Sobolev norms.
17with Error we mean the difference between the norms on the final boundary of a region
of K and those defined on (the portion of) the initial hypersurface.
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of the Riemann tensor, LˆTR, which cannot be estimated by the Q˜ norms (they
can only provide an estimate of ρ − ρ, see [Kl-Ni1], Chapter 5); on the other
side ρ is estimated by an integration along the incoming directions which, to be
done, requires the control of the other Riemann null components which are at
their turn estimated in terms of the Q˜ norms. This clearly suggests the need of
a bootstrap mechanism that we show in detail in the following sections.
c) The initial data correction, δg have to be chosen with a decay in r such that
all the components of LˆTR on Σ0 have a decay which makes the Q˜ norms on
Σ0 finite. Once this is achieved to prove that the same norms in the whole
region K are bounded in terms of the initial data ones amounts to prove that
the “Error”, which is a spacetime integral describing the difference between the
final and initial norms, can be bounded by the same Q˜ norms mutiplied by a
factor proportional to ε0R0
−1, where ε0 is a parameter defining the smallness
of the initial data corrections. Formally we have
Q˜ ≤ Q˜|Σ0 + c
ε0
R0
Q˜ (1.8)
implying
Q˜ ≤ 1
1− c ε0R0
Q˜|Σ0 .
The control of these norms allows to prove, with the same techniques used in
[Kl-Ni1] and in the first part of [Kl-Ni2], the following decay along the outgoing
null directions for the null components of LˆTR, α(LˆTR), β(LˆTR), ..... ,
sup
K
r
7
2 |u| 52+ ǫ2 |α(LˆTR)| ≤ C0 , sup
K
r
7
2 |u| 52+ ǫ2 |β(LˆTR)| ≤ C0
sup
K
r3|u|3+ǫ′ |ρ(LˆTR)− ρ(LˆTR)| ≤ C0 , sup r3|u|3+ ǫ2 |σ(LˆTR)− σ(LˆTR)| ≤ C0
sup
K
r2|u|4+ ǫ2β(LˆTR) ≤ C0 , sup
K
r|u|5+ ǫ2 |α(LˆTR)| ≤ C0 . (1.9)
As said before while discussing point b), this is only the first step for getting the
right decay. The next one, which is basically a repetition of what has been done
in [Kl-Ni2], consists in transforming the |u| decay in a r decay, integrating along
the (portion) of the incoming cones. As proved in detail later on, Theorem 2.3,
this provides the following estimates
sup
K
r5|u|1+ ǫ
′′
2 |α(LˆTR)| ≤ C1, sup
K
r4|u|2+ ǫ
′′
2 |β(LˆTR)| ≤ C1
sup
K
r3|u|3+ ǫ
′
2 |ρ(LˆTR)− ρ(LˆTR)| ≤ C1, sup r3|u|3+ ǫ
′
2 |σ(LˆTR)− σ(LˆTR)| ≤ C1
sup
K
r2|u|4+ ǫ2β(LˆTR) ≤ C1, sup
K
r|u|5+ ǫ2 |α(LˆTR)| ≤ C1 . (1.10)
where
ǫ′′ < ǫ′ < ǫ .
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d) Differently from [Kl-Ni2] our goal is not yet obtained. In fact we have a decay
in agreement with the peeling only for the null components of LˆTR. To get the
decay for the null components ofR we have to integrate the previous components
along the timelike curves r = const. To do it we have first to connect the null
components of LˆTR to the partial t-derivatives of the null components of R.
Observe that, as we will show in detail later on, the decay coming from inequal-
ities 1.10 seems sufficiently good for integrating in the t variable and getting
again uniform decay estimates, but as we will integrate the time derivatives of
the various components, ∂tα(ea, ǫb), ∂tβ(ea), .... we have first to prove that these
time derivatives satisfy the same bounds as those in 1.10.
To connect, for instance, α(LˆTR) to ∂tα(ea, ǫb) one has first observe that LˆT is
the modified Lie derivative introduced in [Ch-Kl], see its definition in [Kl-Ni1],
page 75, def.(3.2.2); therefore one has first to estimate, starting from the proved
decay of α(LˆTR), the decay satisfied by α(LTR) and then from it the one
satisfied by ∂tα(ea, ǫb). This can be done using the equations which connect
these various expressions. To connect, for instance, α(LˆTR) with α(LTR) we
use the definition,
LTR = LˆTR+ 1
2
(T )[R]− 3
8
(tr(T )π)R (1.11)
where (T )π is the deformation tensor of the vector field T .
From 1.11 and the explicit expression of (T )π, eq.2.86, one realizes that to prove
that α(LTR) and ∂tα(ea, ǫb) satisfy the same bounds of α(LˆTR) requires to
control the decay of the connection coefficients of the spacetime K and of the
components of the non derived Riemann tensor R which we have, up to now, at
our disposal, therefore those provided in [Kl-Ni1].
e) This is a slightly delicate point. In fact if we assume for the connection
coefficients of the spacetime K and of the components of the Riemann tensor
R exactly the decay proved in [Kl-Ni1] it is easy to realize that this will not
allow to obtain a decay for ∂tα(ea, eb) sufficient to integrate and to obtain the
expected r−5 decay for α(R), but at most we can prove a decay O((log r)r−5)
(Viceversa this would be enough for β(R), while the other components already
satisfy the appropriate “Peeling decay”).
It is to face this problem that we take advantage from the fact, observed dis-
cussing point a), that the corrections to the Schwarzschild metric on Σ0/B
decay faster than the minimum (spacelike) decay required in [Kl-Ni1]. This fact
will allow, as proved in the first part of [Kl-Ni2], to obtain for the various null
components of R (with the exception of ρ) and for those connection coefficients
or their combinations which are identically zero in Kerr, an extra |u| 12−δ decay
factor with δ > 0 arbitrarily small.18
This result allows us to prove that α(LTR) and ∂tα(ea, ǫb) satisfy the same
bounds as α(LˆTR) and that, therefore, we can perform the integration along
18It is important to observe that the combination of connection coefficients which appear
in the (T )π components are, in fact, identically zero in Kerr.
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the T integral curves, obtaining the expected decay. Therefore we have proved
the following theorem:
Theorem 1.2. Assume that the initial data on the initial hypersurface Σ0/B
(where B is a ball centered at the origin of linear size R0 sufficiently large) are
near to the initial data of a Kerr spacetime with angular momentum J satisfying
the condition J/M ≤ M and the mass M satisfying, with γ > 0 sufficiently
small,19
M ≤
√
Rγ0ε0 . (1.12)
Denoted with g the metric on Σ0 we have
g = g(Kerr) + δg = g(Sch) +
[
(g(Kerr) − g(Sch)) + δg
]
(1.13)
where
(g(Kerr) − g(Sch)) = O
(
a2
r2
)
. (1.14)
Moreover let the remaining correction δg be such that,
δg = oq
( ε0
r−3
)
and let k be a symmetric tensor such that
k = k(Kerr) + oq−1
( ε0
r−4
)
,
with q ≤ 6.20
Under these assumptions it is possible to prove a global existence result for the
“very external region”, K, endowed with a double null canonical foliation with
g and k the restrictions to Σ0 of the Lorentzian metric g and of the second
fundamental form associated to the vector field
T = Ω(e3 + e4)
where ǫ3, e4 are the null vector fields adapted to the double canonical foliation
and Ω is defined through the relation
g(L,L) = −(2Ω)−2 ,
where L,L are the null geodesic vector field associated to the double canonical
foliation. Finally all the null Riemann components decay in agreement with the
“Peeling Theorem” .
19γ ≤ 1
4
wolud be enough.
20A function f is oq(r−k) if ∂lf = o(r
−k−l) for l = 0, 1, .., q.
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The result proved in this theorem tell us, in broad terms, that perturbing the
(external) initial data of a slow rotating Kerr spacetime the “peeling behaviour”
of the various Riemann components is preserved. One can argue that the allowed
“perturbation” is very mild, see the assumptions on δg in the theorem, but the
previous results in [Kl-Ni2] suggest, although do not prove, that a lower decaying
correction δg to Kerr would destroy the peeling, at least for α(R). If for instance
we assume an r−2 decay all the strategy based on the fact that the r−2 decaying
part of the metric does not depend on t would fail. Even with a decay r−γ with
γ ∈ [2, 3] the present proof could not be completed and the [Kl-Ni2] results
would again suggest a peeling violation.
Remark: As done for J the smallness of the correction δg can be relaxed if we
increase (not in a linear way) the value of R0.
In the sequel, just for notational simplification we will consider the situation
with R0 given and sufficiently large and a = J/M ≤ √ε0 .
Acknowledgments: The author is deeply indebted to Sergiu Klainerman for
pointing to him the importance of considering the Lie derivative, with respect
to the “time” vector field T , of the Riemann tensor to obtain more detailed
estimates for the various components of the Riemann tensor. Besides he is also
indebted for many illuminating discussions he had with him about this subject
and many related ones. He also thanks G.Caciotta for pointing to him some
delicate aspects of the proof to be clarified. He also wants to state strongly that
the present result is deeply based on the previous works [Kl-Ni1], [Kl-Ni2] and
on the original seminal work by D.Christodoulou and S.Klainerman, [Ch-Kl].
Therefore nothing has been “gracefully 21 acknowledged”, but all the due credits
have been explicitly given at the best of the author’s knowledge.
21A very improper adjective.
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2 Proof of the result
2.1 The very external region K
The main difference between the result we obtain and the “Expected result” is
that in the present proof we assume the ratio of the Kerr angular momentum
with the mass, J/M , small.22 This allows us to treat the initial data difference
between Kerr and Schwarzschild as a perturbation of the initial data. Even in
this case to get the global existence in the external region is not at all easy,
but it is a result already at our disposal, see [Kl-Ni1]. If we do not require
J/M small,23 together with proving the asymptotic decay we have to prove
the global existence of spacetimes which in the “very external region” are non
linear perturbations around a (J,M)-Kerr spacetime and we cannot fully use the
results of [Kl-Ni1]. The main difficulty is that the rotation generators vector
fields cannot be considered anymore approximately “Killing” and this makes
difficult to prove the boundeness of some of the Q norms.24
Assuming, therefore, J/M small,
J =Ma ≤Mε
1
2
0 ,
we can apply the results in [Kl-Ni1]. Moreover, as it will turn out to be necessary
later on, we can use the fact that the decay of the correction to the Schwarzschild
metric on Σ0 is faster than the decay required there and that, therefore, the
Riemann tensor has an extra factor “decay” in the |u| variable. This implies
that also the decay behaviour of some of the connection coefficients is improved
by the same factor. Even this result has not to be proved here as it is already
contained in the first part of [Kl-Ni2]. Therefore we only recall this result:
Theorem 2.1. Assume the initial data {g, k} on the initial hypersurface Σ0/B
have the following asymptotic behaviour
g − gKerr = o4(r−3)
k − kKerr = o3(r−4) (2.15)
and a smallness condition J ≤ ε0 is given as in [Kl-Ni1], then there exists
a complete spacetime K25 with a double null canonical foliations such that its
Riemann components behave in the following way, with C1 = O(ε0),
sup
K2
r
7
2 |u| 12−δ|α(R)| ≤ C1 , sup
K2
r
7
2 |u| 12−δ|β(R)| ≤ C1
sup
K2
r3|ρ(R)| ≤ C1 , sup
K2
r3|u|1−δ|σ(R)| ≤ C1 (2.16)
sup
K2
r2|u|2−δβ(R) ≤ C1 , sup
K2
r|u|3−δ|α(R)| ≤ C1 .
22As we said before all the proof can be performed under the more general condition 1.12.
23More precisely if we do not require J/M depending on R0.
24 More specifically the Q(LˆOR) norms, see [Kl-Ni1] Chapter 3 for their definitions or later
on .
25It is the very external region outside the influence region of the initial ball B.
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with δ > 0 and arbitrarily small. Moreover all the connection coefficients (and
their combinations) which are identically zero in the Kerr spacetime acquire the
extra decay factor |u| 12−δ. In particular the following inequalities hold
sup
K
r2|u|1−δ|trχ+ trχ| ≤ C1
sup
K
r2|u|1−δ|ω + ω| ≤ C1 . (2.17)
Moreover all the norms of the connection coefficients, O˜, are proportional to ε0.
Proof: With the exception of 2.17 whose proof is in the appendix, the proof
of this result is the content of part I of Theorem 1.2, of Theorem 2.2 and
of the definition given there of the O˜ norms, see Appendix A.2, of [Kl-Ni2].
Nevertheless in the appendix we give a simplified proof of this result which does
not use the results proved in [Kl-Ni2].
Remarks:
a) It is important to remark, see subsection 4.1, that the estimates 2.17 for ω+ω
and trχ + trχ are valid in the whole spacetime, but the estimates on Σ0 of the
same quantities are stronger due to the decay assumptions for the metric and
the second fundamental form k. These stronger initial data assumptions are
needed to have bounded Q˜ norms on Σ0.
b) As it will be clear in the following sections and specifically in Subsection
2.7, Theorem 2.4, the result we prove requires all the estimates which are valid
in spacetime K; nevertheless a weaker result can be obtained using only the
estimates proved in [Kl-Ni1]. In this case, see Theorem 2.5, we obtain for the
α component a decay with an extra logarithmic term in agreement with some
results discussed in J.A.V.Kroon works, see [Kr1], [Kr2] and references therein.
2.2 The boundness of the Q˜ norms
Once the K spacetimes are defined together with the asymptotic behaviour of the
various Riemann components and connection coefficients, we can start proving
the better asymptotic behaviour for the α and β components of the Riemann
tensor. As explained at point b) of the introduction we cannot apply the result
of [Kl-Ni2] in a direct way and we have to look first for a better asymptotic
behaviour of the LˆTR null components. This is done defining some Bel-Robinson
norms similar to those introduced in [Kl-Ni2], see equations (2.6),...,(2.11), but
relative to LˆTR and with a different weight factor, |u|5+ǫ instead of |u|3+ǫ. We
define, therefore, the following Q˜ norms:
Q˜(u, u) = Q˜1(u, u) + Q˜2(u, u) +
q−2∑
i=2
Q˜(q)(u, u)
Q˜(u, u) = Q˜1(u, u) + Q˜2(u, u) +
q−2∑
i=2
Q˜(q)(u, u) , (2.18)
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where, denoting K the “very external region” whose existence has already been
proved and the regions V (u, u) ⊂ K, with S(u, u) = C(u) ∩ C(u),26
V (u, u) = J (−)(S(u, u)) ∩ K ,
Q˜1(u, u) ≡
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆT R˜)(K¯, K¯, K¯, e4)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆOR˜)(K¯, K¯, T, e4)
Q˜2(u, u) ≡
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆOLˆT R˜)(K¯, K¯, K¯, e4)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(Lˆ2OR˜)(K¯, K¯, T, e4) (2.19)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆSLˆT R˜)(K¯, K¯, K¯, e4)
Q˜(q)(u, u) ≡
q−2∑
i=2
{∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆT LˆiOR˜)(K¯, K¯, K¯, e4)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(Lˆi+1O R˜)(K¯, K¯, T, e4) (2.20)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆSLˆT Lˆi−1O R˜)(K¯, K¯, K¯, e4)
}
Q˜1(u, u) ≡
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆT R˜)(K¯, K¯, K¯, e3)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆOR˜)(K¯, K¯, T, e3) ,
Q˜2(u, u) ≡
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆOLˆT R˜)(K¯, K¯, K¯, e3)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(Lˆ2OR˜)(K¯, K¯, T, e3) (2.21)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆSLˆT R˜)(K¯, K¯, K¯, e3)
26Recall that in K a double null canonical foliation exists made by outgoing and incoming
“cones” {C(u)}, {C(u)}.
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Q˜(q)(u, u) ≡
q−2∑
i=2
{∫
C(λ)∩V (λ,ν)
|u|5+ǫQ(LˆT LˆiOR˜)(K¯, K¯, K¯, e3)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(Lˆi+1O R˜)(K¯, K¯, T0, e3) (2.22)
+
∫
C(u)∩V (u,u)
|u|5+ǫQ(LˆSLˆT0Lˆ
i−1
O R˜)(K¯, K¯, K¯, e3)
}
.
and
Q˜1(Σ0) ≡
∫
Σ0∩V (u,u)
|u|5+ǫQ(LˆT R˜)(K¯, K¯, K¯, T )
+
∫
Σ0∩V (u,u)
|u|5+ǫQ(LˆOR˜)(K¯, K¯, T, T ) (2.23)
Q˜2(Σ0) ≡
∫
Σ0∩V (u,u)
|u|5+ǫQ(LˆOLˆT R˜)(K¯, K¯, K¯, T )
+
∫
Σ0∩V (u,u)
|u|5+ǫQ(Lˆ2OR˜)(K¯, K¯, T, T )
+
∫
Σ0∩V (u,u)
|u|5+ǫQ(LˆSLˆT R˜)(K¯, K¯, K¯, T ) . (2.24)
q−2∑
i=2
Q˜(q)(Σ0) ≡
q−2∑
i=2
{∫
Σ0∩V (u,u)
|u|5+ǫQ(LˆT LˆiOR˜)(K¯, K¯, K¯, T )
+
∫
Σ0∩V (u,u)
|λ|5+ǫQ(Lˆi+1O R˜)(K¯, K¯, T, T ) (2.25)
+
∫
Σ0∩V (u,u)
|λ|5+ǫQ(LˆSLˆT Lˆi−1O R˜)(K¯, K¯, K¯, T )
}
We also introduce the following quantity:
Q˜K ≡ sup
{u,u|S(u,u)⊆K}
{Q˜(u, u) + Q˜(u, u)} . (2.26)
The initial conditions which define the spacetime K have been chosen in such
a way that the Q˜, Q˜ norms are bounded on Σ0 (due to the fact that we are
considering R˜ = LˆTR instead of R). This is discussed in greater detail in
subsection 4.1 of the appendix.
As discussed in the introduction, see b), to fulfill the expectation that, ev-
erywhere in K, the “Kerr part is “basically” subtracted in LˆTR, we have to
prove that these norms are bounded everywhere, that is that Q˜K is bounded.
To prove it, proceeding in a similar way as in [Kl-Ni1], we define a spacetime
integral Ê(u, u), we call the “Error”,
Ê(u, u) :=
(
Q˜(u, u) + Q˜(u, u)
)
−
(
Q˜(Σ0 ∩ V (u, u)) + Q˜(Σ0 ∩ V (u, u))
)
(2.27)
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and prove that the “Error” can be bounded by
Ê(u, u) ≤ ε0f(R0)
(
Q˜(u, u) + Q˜(u, u)
)
+ sup
Σ0∩V (u,u)
(|r3|u|3−δρ(R˜)|2 + |r3|u|3−δσ(R˜)|2) (2.28)
with f a function decaying in R0.
The boundedness of Q˜K, as we said before, allows us to control the L2(C) and
L2(C) weighted norms for the null components of R˜ = LˆTR and their derivatives
up to fourth order, with the exception of ρ(R˜) and σ(R˜), and, using them, to
obtain the sup norms and the decay of the same quantities.27 The terms ρ(R˜)
and σ(R˜) have to be treated differently. In fact only ρ−ρ, σ−σ can be estimated
by the Q˜ norm associated to LˆOR˜, via Poincare` Lemma.
The norms supK |r3|u|3−δ(ρ(R˜), σ(R˜))| are estimated directly, using the evolu-
tion equation for ρ and σ along the incoming cones, in terms of the corresponding
initial data norm.28
Here the need of a bootstrap mechanism shows up: supK |r3|u|3−δ(ρ(R˜), σ(R˜))|
are estimated, using the transport equations along the incoming cones, in terms
of the initial data supΣ0∩K |r3|u|3−δ(ρ(R˜), σ(R˜))| and of an integral part which
depends on the remaining null Riemann components. On the other side these
remaining components are estimated in terms of the Q(R˜) norms which at
their turn, to prove they are bounded, require a control of the (ρ(R˜), σ(R˜))
components.
2.3 The bootstrap assumption and the “Error” estimate.
The strategy to estimate the “Error terms” is, basically, a much simpler version
of the one used in [Kl-Ni1]. The reason of the simplification is that in [Kl-Ni1]
the estimate of the error terms required some bootstrap assumptions on the
R norms of the Riemann components and on the O norms of the connection
coefficients, see the discussion in Chapter 4. This was due to the fact that the
control of the Q norm was an intermediate step to prove global existence. Here
the global existence of the spacetime K, is already proved, and we need a simpler
bootstrap assumption only to estimate (ρ(LˆTR), σ(LˆTR)). The various steps
are the following:
a) We know that due to the initial conditions on Σ0 the following estimate holds,
with R˜ = LˆTR:
Lemma 2.1. Under the initial data assumptions on g and k given in Theorem
2.1 we have the following estimates,
sup
Σ0∩V (u,u)
|r6−δρ(R˜)| ≤ cε0 , sup
Σ0∩V (u,u)
|r7−δσ(R˜)| ≤ cε0 . (2.29)
27This is done in any detail in Chapter 5 of [Kl-Ni1] for the derivatives of R up to second
order, the higher derivatives are easier and are estimated exactly in the same way.
28Of course we have also to prove that the initial data is finite and small, we discuss it later
on.
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Proof: The proof of Lemma 2.1 is in the appendix.
Therefore we can define a spacetime region V ≡ V (u = −R0, u = R0+ δu) ⊂ K
where, by continuity,
sup
(u,u)∈V
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 ≤ ε12 . (2.30)
with ε1 = cε0 > ε0, but sufficiently small. In this region it is easy to prove,
using also 2.30, that, with an appropriate constant c,29
sup
(u,u)∈V
{Q˜(u, u) + Q˜(u, u)} ≤ cε0(ε0 + ε1) . (2.31)
b) This “local” result allows to state a bootstrap mechanism:
i) Define J (−)(S(u′, u′)) ≡ K′ ⊂ K as the largest possible region where
sup
(u,u)∈K′
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 ≤ ε12 (2.32)
ii) Prove that using 2.32 the error in the region K′ satisfies the following bound
sup
(u,u)∈K′
Ê(u, u) (2.33)
≤ ε0f(R0)
(
sup
(u,u)∈K′
(
Q˜(u, u) + Q˜(u, u)
)
+ sup
(u,u)∈K′
(|r3|u|3−δρ(R˜)|2 + |r3|u|3−δσ(R˜)|2))
where f(R0) goes to zero as R0 →∞ .
iii) This implies that, for an appropriate constant c
sup
(u,u)∈K′
(
Q˜(u, u) + Q˜(u, u)
)
(2.34)
≤ 1
1− cε0
[(
Q˜(Σ0 ∩ K′) + Q˜(Σ0 ∩ K′)
)
+ cε0
(|r3|u|3−δρ(R˜)|2 + |r3|u|3−δσ(R˜)|2)]
iv) The estimate of
(
Q˜(u, u) + Q˜(u, u)
)
in 2.34 allows to prove, using the trans-
port equation for |r3− 2p |u|3−δ(ρ(R˜), σ(R˜))|p,S (and the analogous one for ∇/ ρ),
the following estimate
sup
(u,u)∈K′
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 ≤ sup
Σ0∩K′
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 (2.35)
+c
[
sup
(u,u)∈K′
(
Q˜(u, u) + Q˜(u, u)
)
+ ε0
2 sup
(u,u)∈K′
(|r3|u|3−δρ(R˜)|2 + |r3|u|3−δσ(R˜)|2)]
≤ sup
Σ0∩K′
|r3|u|3−δρ(R˜)|2
+c
[(
Q˜(Σ0 ∩ K′) + Q˜(Σ0 ∩ K′)
)
+ (ε0 + ε0
2) sup
(u,u)∈K′
(|r3|u|3−δρ(R˜)|2 + |r3|u|3−δσ(R˜)|2)]
29We do not report the proof here as it is just a particular case of the proof of point iii).
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which implies, choosing ε0 sufficiently small
sup
(u,u)∈K′
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 (2.36)
≤ c
1− cε0
(
sup
Σ0∩K′
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 +
(
Q˜(Σ0 ∩ K′) + Q˜(Σ0 ∩ K′)
))
≤ c
1− cε0
(
ε0
2 +
(
Q˜(Σ0 ∩ K′) + Q˜(Σ0 ∩ K′)
))
≤ cε0
2
1− cε0 .
v) Choosing ε0 sufficiently small the previous inequality implies that
sup
(u,u)∈K′
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 ≤ ε1
2
2
(2.37)
which contradicts the definition of K′ unless it coincides with the whole space-
time K. We have, therefore proved the estimate
sup
(u,u)∈K
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 ≤ ε12 . (2.38)
vi) Using these estimates and the assumption made on ε1 we can compute the
error in the whole region K proving that
sup
(u,u)∈K
Ê(u, u) (2.39)
≤ cε0
(
sup
(u,u)∈K
(
Q˜(u, u) + Q˜(u, u)
)
+ sup
(u,u)∈K
(|r3|u|3−δρ(R˜)|2 + |r3|u|3−δσ(R˜)|2)) .
which, at its turn, implies that, for an appropriate constant c, repeating the
result at point iv),
sup
(u,u)∈K
(
Q˜(u, u) + Q˜(u, u)
)
(2.40)
≤ 1
1− cε0
(
Q˜(Σ0 ∩ K) + Q˜(Σ0 ∩ K) + ε0 sup
(u,u)∈K
(|r3|u|3−δρ(R˜)|2 + |r3|u|3−δσ(R˜)|2))
≤ cε0(ε0 + ε12)
vii) The control of these Q˜ norms and of |r3|u|3−δ(ρ(R˜), σ(R˜))|2 allows to control
the sup norms of all the components of LˆTR with some weights (not yet the
final ones).
If we had used only the estimates proved in [Kl-Ni1] then in all the previous
steps the exponent 3−δ would be substituted by 52 .
Remarks:
1) The estimates 2.37 which are proved in the sequel could be improved, with
some extra work, for the σ component due to the fact that its estimate on Σ0 is a
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better one. The result we prove here is obtained looking at the transport equation
for ρ and σ instead of ρ and σ and does not allow to distinguish between ρ and
σ.
2) In the previous argument that ε1 be small is not really needed. In fact, as
said before, we do not need it as the spacetime K is already given.
3) Here and in the whole work we denote with c many different constants, which,
assumed ε0 small, do not depend on ε0 or ε1.
4) In this argument and more in general in the whole work the fact the R0
has to be large is used, as in [Kl-Ni1], to prove that the spacetime K does exist
and follows from the requirement that M/R0 has to be small. As discussed in
the introduction, see eq.1.3, the requirement of the smallness of the ratio J/M
angular momentum can be weakened increasing R0.
To prove the results described in i).....vii) we have to prove inequality 2.33 and
the first inequality of 2.35. This is the content of the following
Theorem 2.2. In the spacetime K, see Theorem 2.1, the following inequalities
hold
sup
(u,u)∈K
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 ≤ sup
Σ0∩K
|r3|u|3−δ(ρ(R˜), σ(R˜))|2 (2.41)
+c
[
sup
(u,u)∈K
(
Q˜(u, u) + Q˜(u, u)
)
+ ε0
2
(
1 + sup
(u,u)∈K
(|r3|u|3−δρ(R˜)|2 + |r3|u|3−δσ(R˜)|2))]
sup
(u,u)∈K
Ê(u, u) (2.42)
≤ ε0f(R0)
(
sup
(u,u)∈K
(
Q˜(u, u) + Q˜(u, u)
)
+ sup
(u,u)∈K
(|r3|u|3−δρ(R˜)|2 + |r3|u|3−δσ(R˜)|2)) .
Proof of 2.41: We prove the estimate for the ρ component, the one for σ goes
exactly in the same way.
The evolution equation of ρ along the incoming cones is:
d
du
ρ+
3
2
Ωtrχρ = Ω
(
−div/ β − 2η · β − 1
2
χˆ · α+ ζ · β
)
. (2.43)
Applying Lemma 4.1.5 of [Kl-Ni1] it follows:
|r(3− 2p )ρ(R˜)|p,S(u, u) ≤ c0
(
|r(3− 2p )ρ(R˜)|p,S(u0, u) +
∫ u
u0
|r(3− 2p )F˜ |p,S(λ, u)dλ
)
(2.44)
where
F˜ := Ω
(
−div/ β(R˜)− 2η · β(R˜)− 1
2
χˆ · α(R˜) + ζ · β(R˜)
)
(2.45)
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and
S(u0, u) = C(u) ∩ Σ0 . (2.46)
As in K, |u| ≤ |u0|, multiplying the left hand side of 2.44 with |u|3−δ we obtain
the inequality
|r(3− 2p )|u|3−δρ(R˜)|p,S(u, u) (2.47)
≤ c0
(
|r(3− 2p )|u0|3−δρ(R˜)|p,S(u0, u) +
∫ u
u0
|r(3− 2p )|λ|3−δF˜ |p,S(λ, u)dλ
)
.
We consider this inequality for p = 4 as this is what we need to get sup estimates.
We have to prove that the estimate of |r(3− 2p )|λ|3−δF˜ |p=4,S(λ, u) in terms of the
Q˜ norms makes the integral in 2.47 uniformily bounded. In the inequality
|r(3− 2p )|λ|3−δF˜ |p=4,S ≤ c
(
|r(3− 24 )|λ|3−δ∇/ β|p=4,S + 2|r(3− 24 )|λ|3−δηβ|p=4,S (2.48)
+
1
2
|r(3− 24 )|λ|3−δχˆα|p=4,S + |r(3− 24 )|λ|3−δζβ|p=4,S
)
Next Lemma estimates the term |r(3− 24 )|λ|3−δ∇/ β|p=4,S(λ, u) and the term |r(3− 24 )|λ|(3−δ)η·
β|p=4,S , the other ones have a better decay and can be treated in a similar way.
Lemma 2.2. The following estimate holds
|r(3− 24 )|λ|3−δ∇/ β|p=4,S(λ, u) (2.49)
≤ c
|λ|1+ (ǫ+2δ)2
(
Q˜
1
2 (λ, u) + ε0
(
1 + sup
(λ,u)∈K2
(|r3|λ|3−δρ(R˜)|+ |r3|λ|3−δσ(R˜)|)))
|r(3− 24 )|λ|(3−δ)η ·β|p=4,S (2.50)
≤ 1
|λ|2− δ2
(
sup
(λ,u)∈K2
Q˜(λ, u) 12 + ε0
(
1 + sup
(λ,u)∈K2
(|r3|λ|3−δρ(R˜)|+ |r3|λ|3−δσ(R˜))|))
Proof: See the appendix. This implies that∫ u
u0
|r(3− 24 )|λ|3−δ∇/ β(R˜)|p=4,Sdλ = O
(
1
|u| (ǫ˜+2δ)2
)(
ε0 + sup
(u,u)∈K
Q˜(u, u) 12
+
ε0
|λ|1− 2δ+ǫ2
sup
(u,u)∈K
(|r3|λ|3−δρ(R˜)|+ |r3|λ|3−δσ(R˜)|)
)
.
and ∫ u
u0
|r(3− 24 )|λ|(3−δ)η · β|p=4,Sdλ (2.51)
≤ c 1
|u|1− δ2
(
ε0 + sup
(u,u)∈K
Q˜(u, u) 12 + ε0 sup
(u,u)∈K
(|r3|λ|3−δρ(R˜)|+ |r3|λ|3−δσ(R˜)|)) .
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The other terms in 2.48 can be treated in the same way, therefore we obtain
finally
|r(3− 2p )|u|3−δρ(R˜)|p,S(u, u) ≤ c0
[
|r(3− 2p )|u|3−δρ(R˜)|p,S(u0, u)
+c
1
|u|1− δ2
(
sup
(u,u)∈K
(Q˜(u, u) 12 + Q˜(u, u) 12 )+ ε0(1 + sup
(u,u)∈K
(|r3|λ|3−δρ(R˜)|+ |r3|λ|3−δσ(R˜)|)))] .
Deriving tangentially the transport equation for ρ and proceeding as before,
we obtain analogous estimates for |r(4− 2p )|u|3−δ∇/ ρ(R˜)|p,S(λ, u), then applying
Lemma 4.1.3 of [Kl-Ni1] and taking the sup norms we obtain the desired in-
equality 2.41 proving the first part of the theorem.
Remarks:We do not prove here this estimate for ∇/ ρ(R˜) as we will prove a
better estimate in Lemma 2.3. This improved estimate will be needed in the
sequel.
Proof of 2.42:
In the Q˜ norms, there are some differences with respect to those defined in
[Kl-Ni1], the more important being, obviously, the presence in these norms of
the extra weight factor |u|5+ǫ; the control of the norms with an extra factor |u|σ
has been already examined in [Kl-Ni2].
The important property which has been proved there and which is one of the
central features of the whole approach is that the “Error”, Ê(u, u), which has to
be controlled to prove the boundedness of the Q˜ norms, has exactly the same
structure as the one relative to the Q norms. This is because, in the external
region (or more in general, in the region where u is negative), the extra terms
in Ê(u, u) produced by the weight factor |u|σ give a negative contribution and,
therefore, can be neglected.30
We start examining the general structure of Ê(u, u). Proceeding exactly as in
[Kl-Ni2], see equations (3.15), (3.16), (3.17), we know that the expression of
Ê(u, u) for a Weyl tensor W , (which in the present case is LˆOR˜ , LˆT R˜ or terms
with more (modified) Lie derivatives) is, neglecting the negative terms of the
error,31
Ê(W )(X,Y, Z) =
−
∫
V(u,u)
|u|σ
[
DivQ(W )βγδX
βY γZδ +
1
2
Qαβγδ(W )
(
(X)παβYγZδ
+(Y )παβZγXδ +
(Z) παβXγYδ
) ]
(2.52)
where (X)παβ is the deformation tensor relative to the vector field X .
30See eq. (3.15) of [Kl-Ni2].
31The final expression of the error will be the sum of the bE(W )(u, u) with respect to all the
possible W appearing in the Q˜ norms.
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Symbolically we can write, denoting with Π a generic term at the connection
coefficients level:32
Ê(W ) =
∑∫
K
|u|5+ǫτa−τb+(DαR˜) · (DβR˜) · (DγΠ) (2.53)
where α+ β + γ ≥ 2, the factor τa−τb+ represents, with appropriate a and b, the
weights already present in the analogous terms of [Kl-Ni1] and W denote the
term LˆδXR˜ with δ ∈ {1, 2, ..., q−1}, see 2.20,..,2.22. The factor |u|5+ǫ is the extra
weight factor which we have to cope with.
Remark: That all the terms of the “Error” have the structure 2.53 can be seen
explicitely in Chapter 6 of [Kl-Ni1] where all the terms are explicitely written
and analyzed.
At first glance we might expect that each of the terms DαR˜,DβR˜,DγΠ appear-
ing on the right hand side of 2.53,33 can absorb a factor |u| 5+ǫ2 for the reason
that the L2 norms of the various Riemann components have these weight fac-
tors as these norms are estimated in terms of these Q˜ norms (defined with these
weight factors). This will more than compensate the presence of the weight
|u|5+ǫ in 2.53.34
Unfortunately this is not quite true, indeed the symbolic expression DαR˜·DβR˜ ·
DγΠ hides the presence of terms such as ρ(R˜), σ(R˜) or trχ, trχ, ω, ω. To prove
that the term ρ(R˜), σ(R˜) can absorb in its L2 norms some additional weight
requires more care and has been proved when we estimate separately, via a
bootstrap mechanism, supK |r3|u|3−δρ(R˜)| and supK |r3|u|3−δσ(R˜)|.35
Moreover the norms of the connection coefficients trχ, trχ, ω, ω cannot ab-
sorb any additional weight factor as they are different from zero even in the
Schwarzschild spacetime. Nevertheless, with the present definition of the vector
field T 36 and of the canonical foliation these connection coefficients only ap-
pear in the “Error”, when together with ρ, in the linear combinations trχ+trχ
and ω + ω which are identically zero in Kerr spacetime and have a better and
sufficient asymptotic behaviour as it has been show in Theorem 2.1.
Most of the error terms, nevertheless, do not have this problem and they can
be estimated as in [Kl-Ni1]; the control of the extra weight can be done as said
before and has been carefully proved in a kind of linearized version discussed in
32With this we mean terms proportional to connection coefficients or linear combinations
of them.
33DγΠ denotes the covariant derivative of an arbitrary deformation tensor. Although the
term Π is at the level of the connection coefficient and therefore has “a derivative less” with
respect to the R terms this fact is already present at the level of decay in [Kl-Ni1] and,
therefore, does not change the possible presence of the extra decay factor.
34To make this statement clearer recall that, apart from a ρ term the estimate we need to
prove for the “Error” is bE ≤ cε0Q˜.
35The additional weight which ρ(R˜), σ(R˜) can tolerate is smaller than the one for the re-
maining Riemann components, but still sufficient to prove the result. Observe, moreover, that
the proof we present here of inequality 2.42 has to be used “before” to prove inequality 2.33
and to complete the bootstrap mechanism.
36The same as in [Kl-Ni2], different from [Kl-Ni1].
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a paper by G.Caciotta and T.Raparelli to appear. Here we do not repeat their
proof and we examine only some of the more problematic error terms.
2.3.1 Some error terms
As we said the more delicate terms are those containing ρ(R˜) (and also σ(R˜),
but the terms with σ have always an extra r−1 decay and therefore are easier).
These terms are of the following kind:∫
K
|u|5+ǫτa−τb+ρ(R˜)(Lˆ
α
X R˜)(D
γΠ) (2.54)
where (LˆαXR˜) is, symbolically, a null component of Lˆ
α
XR˜, with α ≥ 1. This
last term multiplied by its weight including the factor |u| 5+ǫ2 can be estimated
by a Q˜ norm. The factor ρ(R˜) has been estimated before, using the evolution
equation for ρ along the incoming cones, in terms of the initial data term,
supΣ0∩K |r3|u|3−δρ(R˜)|.
To show how to control the error term 2.54 we estimate it following [Kl-Ni1],
Chapter 6. More precisely we estimate one of the terms with this structure,
namely a term analogous to the one in the first line of eq.(6.2.1).
The term we are considering is one of the many terms which compose the part of
the error E1, see [Kl-Ni1] page 242, relative to the spacetime region V (u, u) ⊂ K,
the part over Σ0 of J
(−)(S(u, u)). The boundaries of this region are
Σ0 ∩ J (−)(S(u, u)) , C(u, [u0(u), u]) , C(u, [u0(u), u]) ,
where
u0(u) = |u| , u0(u) = −u .
Therefore we consider∫
V (u,u)
|u|5+ǫτ6+α(LˆT R˜) ·Θ(T, R˜) (2.55)
a term of
∫
V (u,u)
|u|5+ǫDivQ(LˆT R˜)βγδK¯βK¯γK¯δ, and, more specifically, between
the various terms which compose Θ(T, R˜) we choose, see equation (6.1.14) of
[Kl-Ni1], the term proportional to (T )p4(ρ(R˜), σ(R˜)). In conclusion the term we
want to control is∫
V (u,u)
|u|5+ǫτ6+α(LˆT R˜) ·
(
(T )p4(ρ(R˜), σ(R˜))
)
. (2.56)
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Proceeding as in [Kl-Ni1] Chapter 6 page 260, we write37∣∣∣∣∣
∫
V (u,u)
|u|5+ǫτ6+α(LˆT R˜) ·
(
(T )p4(ρ(R˜), σ(R˜))
)∣∣∣∣∣ (2.57)
≤ c
∫ u
u0(u)
du′
(∫
C(u′)∩V (u,u)
|u′|5+ǫτ6+|α(LˆT R˜)|2
) 1
2
(∫
C(u′)∩V (u,u)
|(T )p4|2|u′|5+ǫτ6+|ρ(R˜)|2
) 1
2
≤ cQ˜
1
2
1
∫ u
u0(u)
du′
(∫
C(u′)∩V (u,u)
|(T )p4|2||u′|
5+ǫ
2 τ3+ρ(R˜)|2
) 1
2
.
The estimate of the last integral is:(∫
C(u′)∩V (u,u)
|(T )p4|2
∣∣∣|u′| 5+ǫ2 τ3+ρ(R˜)∣∣∣2
) 1
2

≤
(
sup
V (u,u)
∣∣∣|u′|3−δτ3+ρ(R˜)∣∣∣
)
1
|u| 12−( ǫ2+δ)
(∫
C(u′)∩V (u,u)
|(T )p4|2
)1
2
≤
(
sup
V (u,u)
∣∣∣|u′|3−δτ3+ρ(R˜)∣∣∣
)
1
|u′| 32−( ǫ2+δ)
(∫ ∞
u0(u
′)
1
τ2+
|τ+τ−(T )p4|2p=2,S
) 1
2
≤
(
sup
V (u,u)
∣∣∣|u′|3−δτ3+ρ(R˜)∣∣∣
)
1
|u′|2−( ǫ2+δ)
(
sup
V (u,u)
|τ+τ−(T )p4|2p=2,S
) 1
2
≤ c ε0|u′|2−( ǫ2+δ)
(
sup
V (u,u)
∣∣∣|u′|3−δτ3+ρ(R˜)∣∣∣
)
(2.58)
recalling that u0(u
′) = |u′|. The last two inequalities use the estimate for p4
proved in [Kl-Ni1], Proposition 6.1.4, which could be improved. Therefore as
from (the first part of) Theorem 2.2 we have∣∣∣|u′|3−δτ3+ρ(R˜)∣∣∣ ≤ (ε0 + c Q˜ 12K)
we conclude that∫
K
|u|5+ǫτ6+α(LˆT R˜) ·Θ(T, R˜) ≤ cQ˜
1
2
1
∫ u
u0
du′
(∫
C(u′)∩K
|(T )p4|2||u′|
5+ǫ
2 τ3+ρ(R˜)|2
) 1
2
≤ cQ˜
1
2
1
(∫ u
u0
1
|u′| 52−( ǫ2+δ) du
′
)(
sup
K
∣∣∣|u′|3−δτ3+ρ(R˜)∣∣∣)(sup
K
|τ+τ−(T )p4|2p=2,S
) 1
2
≤ c ε0
R
3
2−(
ǫ
2+δ)
0
Q˜
1
2
K
(
ε0 + c Q˜
1
2
K
) ≤ c ε0
R0
(
ε0
2 + Q˜K
)
. (2.59)
37We consider only the ρ part as the easier σ part can be treated in a similar way.
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in agreement with 2.42.
Conclusions:The previous discussion and estimate, although done for a specific
term of the “Error” should convince the reader that the Q˜ norms are bounded.
The remaining part of the paper is devoted to obtain decay informations from
them.
2.4 The decay estimates for the LˆTR null components
Form the boundedness of the Q˜ norms we obtain, proceeding as in [Kl-Ni1] and
in the first part of [Kl-Ni2], the following sup estimates:38
sup
K
r
7
2 |u| 52+ ǫ2 |α(LˆTR)| ≤ C0, sup
K
r
7
2 |u| 52+ ǫ2 |β(LˆTR)| ≤ C0
sup
K
r3|u|3+ ǫ2 |ρ(LˆTR)− ρ(LˆTR)| ≤ C0, sup r3|u|3+ ǫ2 |σ(LˆTR)− σ(LˆTR)| ≤ C0
sup
K
r2|u|4+ ǫ2 β(LˆTR) ≤ C0, sup
K
r|u|5+ ǫ2 |α(LˆTR)| ≤ C0 . (2.60)
As in [Kl-Ni2] we use the transport equations for β(LˆTR) and α(LˆTR) along
the incoming cones to obtain a better decay in r for these components. More
precisely we prove the following theorem:
Theorem 2.3. In the spacetime K, from the estimates 2.60 we derive the fol-
lowing ones
sup
K
r4|u|2+ ǫ
′′
2 |β(LˆTR)| ≤ C1 (2.61)
sup
K
r5|u|1+ ǫ
′′
2 |α(LˆTR)| ≤ C1 (2.62)
where ǫ′′ < ǫ.
Proof of 2.61: From the Bianchi equations, see (3.2.8) of [Kl-Ni1], it follows
that β = β(LˆTR) satisfies, along the incoming null hypersurface C(ν), the
evolution equation
D/ 3β + trχβ = ∇/ ρ+
[
2ωβ + ⋆∇/ σ + 2χˆ · β + 3(ηρ+ ⋆ησ)] (2.63)
which can be rewritten as
∂βa
∂λ
+Ωtrχβa = 2Ωωβa +Ω
[∇/ aρ+ ⋆∇/ aσ + 2(χˆ · β)a + 3(ηρ+ ⋆ησ)a] (2.64)
where 39 βa = β(ea)(LˆTR). From this equation, see Chapter 4 of [Kl-Ni1], we
38Recall that the decay of the initial data has an ǫ′ > ǫ. Hereafter all the capital C constants,
C,C0, C1, ... are proportional to ε0.
39All the notations used in this paper without an explicit definition are those already intro-
duced in [Kl-Ni1]. The movig frame compatible with equation 2.64 is the Fermi transported,
see detailed discussion in [Kl-Ni1].
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obtain the following inequality,
d
dλ
|r(2− 2p )β|p,S ≤ ||2Ωω − (1− 1/p)(Ωtrχ− Ωtrχ)||∞|r(2−
2
p
)β|p,S (2.65)
+ ‖Ω‖∞
(
|r(2− 2p )∇/ ρ|p,S + 3|r(2−
2
p
)ηρ|p,S + |r(2−
2
p
)F˜ |p,S
)
,
where F˜ (·) = 2χˆ·β+(⋆∇/ σ+3⋆ησ).40 Integrating along C(ν), with λ1=u|C(ν)∩Σ0 ,
we obtain
|r(2− 2p )β|p,S(λ, ν) ≤ |r(2−
2
p
)β|p,S(λ1)
+
∫ λ
λ1
||2Ωω − (1 − 1/p)(Ωtrχ− Ωtrχ)||∞|r(2−
2
p
)β|p,S(λ′, ν)
+ ‖Ω‖∞
(∫ λ
λ1
|r(2− 2p )∇/ ρ|p,S+3
∫ λ
λ1
|r(2− 2p )ηρ|p,S+1
2
∫ λ
λ1
|r(2− 2p )F˜ |p,S
)
.
In K we have at least the following behaviour 41
‖Ωω‖∞ = O(r−1|λ|−1) and ‖Ωtrχ− Ωtrχ‖∞ = O(r−2|λ|− 12 ) .
Therefore we can apply the Gronwall’s Lemma obtaining:
|r2− 2p β|p,S(λ, ν) ≤ c
[
|r2− 2p β|p,S(λ1) + ‖Ω‖∞
(∫ λ
λ1
|r2− 2p∇/ ρ|p,S
+ 3
∫ λ
λ1
|r2− 2p ηρ|p,S + 1
2
∫ λ
λ1
|r2− 2p F˜ |p,S
)]
(2.66)
and recalling that ‖Ω‖∞ ≤ C, we will inglobe, hereafter, this factor in the con-
stant c. Multiplying both sides by r2|λ|2+ ǫ′′2 , with ǫ > ǫ′ > ǫ′′ > 0, remembering
that r(λ, ν) < r(λ1, ν) and |λ| < |λ1|, we obtain
|r4− 2p |λ|2+ ǫ
′′
2 β|p,S(λ, ν) ≤ c
(
|r4− 2p |λ|2+ ǫ
′′
2 β|p,S(λ1) (2.67)
+
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 ∇/ ρ|p,S+3
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 ηρ|p,S+1
2
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 F˜ |p,S
)
.
We examine the integrals in 2.67 and prove that they are uniformily bounded
in ν.42
a)
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ′′2 ∇/ ρ(LˆTR)|p,S :
To prove the boundedness of this integral we use the following lemma:
40The term ⋆∇/ σ+3⋆ησ behaves as the term ∇/ aρ+3ηaρ and, therefore, we will not consider
it explicitely.
41Consistent with the decay properties proved in [Kl-Ni1]. In fact in K the estimates for
the second term are better with respect to the |λ| decay.
42Recall that all the null components α, β, ρ, σ, ... refer to LˆTR.
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Lemma 2.3. In the spacetime K from the boundedness of the Q˜ norms the
following estimate holds:
sup
K
∣∣r4− 2p |λ| 6+ǫ′2 ∇/ ρ(R˜)∣∣
p,S
≤ C . (2.68)
Proof: See the appendix.
b)
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ′′2 ηρ|p,S : Recalling that η satisfies in [Kl-Ni1],
|r2−2/p|λ| 12 η|p,S(λ, ν) ≤ c , p ∈ [2,∞] . (2.69)
Using the previous estimate for ρ(R˜) in K,
sup
K
∣∣∣|u|(3−δ)τ3+ρ(R˜)∣∣∣ ≤ cR0 (ε0 + Q˜ 12K) ≤ C ,
it follows immediately∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 ηρ|p,S ≤ c
∫ λ
λ1
1
r|λ′| 32− 2δ+ǫ′′2
≤ c . (2.70)
c)
∫ λ
λ1
|r4− 2p |λ′|2+ ǫ′′2 F˜ |S,p :
From the expression F˜ (·) = ⋆∇/ σ + 3⋆ησ + 2χˆ · β and the previous remark con-
cerning ⋆∇/ σ + 3⋆ησ, we have only to prove that∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 χˆβ|p,S ≤ c (2.71)
This is easy, as, from the estimates 2.60, we have
sup
K
|r2|λ|4+ ǫ2 β| ≤ C0 , sup
K
||λ| 12 r2−2/pχˆ|p,S ≤ C0 .
Therefore∫ λ
λ1
|r4− 2p |λ′|2+ ǫ
′′
2 F˜ |p,S ≤ c
∫ λ
λ1
1
|λ′| 52+ ǫ−ǫ′′2
≤
∫ λ0
λ1
1
|λ′| 52+ ǫ−ǫ′′2
≤ c
R
3
2+
ǫ−ǫ′′
2
0
, (2.72)
where λ0 = R0. Collecting all these estimates for the integrals in 2.67 we infer
that
|r4− 2p |λ|2+ ǫ
′′
2 β|p,S(λ, ν) ≤ c
(
|r4− 2p |λ|2+ ǫ
′
2 β|p,S(λ1) + 1
)
(2.73)
and using the initial data assumptions we conclude that,
|r4− 2p |λ|2+ ǫ
′′
2 β|p,S(λ, ν) ≤ c , p ∈ [2, 4] . (2.74)
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To prove the sup estimate 2.61 we have to repeat for ∇/ β the previous estimate
for β. This requires again the transport equation for ∇/ β along the C “cones”
which at its turn requires the control of an extra derivative for ρ and σ. This is
the reason why we need a greater regularity in the initial data which translates
in the introduction of Q norms with more Lie derivatives than in [Kl-Ni1]. We
do not write the proof here as it goes, with the obvious changes, exactly as for
the β estimate.
Proof of 2.62: We look at the transport equation for |r(1− 2p )α(LˆTR)|p,S .
From the evolution equation satified by α, see [Kl-Ni1], Chapter 3, equation
(3.2.8),
∂α
∂λ
+
1
2
Ωtrχα = 4Ωωα+Ω
[∇/ ⊗̂β + (−3(χˆρ+ ⋆χˆσ) + (ζ + 4η)⊗̂β)] ,
it follows that
∂|α|p
∂λ
= p|α|p−1 ∂|α|
∂λ
= p|α|p−2α · ∂α
∂λ
= p|α|p−2α ·
(
(−1
2
Ωtrχ+ 4Ωω)α+Ω∇/ ⊗̂β + F (·)
)
(2.75)
= p(−1
2
Ωtrχ+ 4Ωω)|α|p + p|α|p−2Ωα · (∇/ ⊗̂β) + p|α|p−2α · F (·)
where
F = Ω
(−3(χˆρ+ ⋆χˆσ) + (ζ + 4η)⊗̂β) .
Immediately,
∂|α|p
∂λ
+
p
2
Ωtrχ|α|p = 4pΩω|α|p + p|α|p−2Ωα · (∇/ ⊗̂β) + p|α|p−2α · F (·) . (2.76)
As, see [Kl-Ni1], Chapter 4,
d
dλ
(∫
S(λ,ν)
rσ|α|pdµγ
)
=
∫
S(λ,ν)
rσ
(
∂|α|p
∂λ
+ (1 +
σ
2
)Ωtrχ|α|p
)
− σ
2
∫
S(λ,ν)
rσ|α|p(Ωtrχ− Ωtrχ) , (2.77)
choosing σ = p(1− 2p ) we obtain
d
dλ
(∫
S(λ,ν)
|r(1− 2p )α|pdµγ
)
=
∫
S(λ,ν)
rp(1−
2
p
)
(
∂|α|p
∂λ
+
p
2
Ωtrχ|α|p
)
−
p(1− 2p )
2
∫
S(λ,ν)
|r(1− 2p )α|p(Ωtrχ− Ωtrχ)
=
∫
S(λ,ν)
rp(1−
2
p
)
(
4pΩω|α|p + p|α|p−2Ωα · (∇/ ⊗̂β) + p|α|p−2α · F (·))
−
(p
2
− 1
)∫
S(λ,ν)
|r(1− 2p )α|p(Ωtrχ− Ωtrχ) . (2.78)
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Therefore with p ∈ [2, 4] we have
d
dλ
|r(1− 2p )α|pp,S =
∫
S(λ,ν)
(
4pΩω −
(p
2
− 1
)
(Ωtrχ− Ωtrχ)
)
|r(1− 2p )α|p
+
∫
S(λ,ν)
prp(1−
2
p
)|α|p−2Ωα · (∇/ ⊗̂β) +
∫
S(λ,ν)
prp(1−
2
p
)|α|p−2α · F (·)
and, therefore,
p|r(1− 2p )α|p−1p,S
d
dλ
|r(1− 2p )α|p,S ≤ ‖Ω‖∞
(
4p|ω|∞ +
(p
2
− 1
)
|trχ− trχ|∞
)
|r(1− 2p )α|pp,S
+p‖Ω‖∞‖r5|λ|2+ ǫ
′′
2 ∇/ β‖∞ 1
r(4+
2
p
)|λ|2+ ǫ′′2
∫
S(λ,ν)
|r(1− 2p )α|p−1 + p‖r1− 2pF‖∞
∫
S(λ,ν)
|r(1− 2p )α|p−1
≤ ‖Ω‖∞
(
4p|ω|∞ +
(p
2
− 1)|trχ− trχ|∞) |r(1− 2p )α|pp,S
+p‖Ω‖∞‖r5|λ|2+ ǫ
′′
2 ∇/ β‖∞ 1
r4|λ|2+ ǫ′′2
|r(1− 2p )α|p−1p,s + p‖rF‖∞|r(1−
2
p
)α|p−1p,s
where in the last inequality we applied the Holder inequality
∫
S(λ,ν)
r(p−1)(1−
2
p
)|α|p−1 ≤
(∫
S(λ,ν)
1p
) 1
p
(∫
S(λ,ν)
[r(p−1)(1−
2
p
)|α|p−1] pp−1
) p−1
p
≤ cr 2p
(∫
S(λ,ν)
rp(1−
2
p
)|α|p
) p−1
p
≤ cr 2p |r(1− 2p )α|p−1p,s .
Therefore the following inequality holds:
d
dλ
|r(1− 2p )α|p,S ≤ ‖Ω‖∞
(
4p|ω|∞ +
(p
2
− 1)|trχ− trχ|∞) |r(1− 2p )α|p,S
+ p‖Ω‖∞ 1
r4|λ|2+ ǫ′′2
‖r5|λ|2+ ǫ
′′
2 ∇/ β‖∞ + p‖rF‖∞ . (2.79)
F = Ω
(−3(χˆρ+ ⋆χˆσ) + (ζ + 4η)⊗̂β) satisfies the following bound:
‖F‖∞ ≤ c‖Ω|∞‖χˆ‖∞ (‖ρ‖∞ + ‖σ‖∞) + (‖ζ‖∞ + ‖η‖∞)‖β‖∞
≤ c
(
1
r2|λ| 12 ‖r
2|λ| 12 χˆ‖∞ 1
r3|λ|3−δ ‖r
3|λ|3−δ(ρ, σ)‖ + 1
r2|λ| 12
(
‖r2|λ| 12 ζ‖∞
+‖r2|λ| 12 η‖∞
)
1
r4|λ|2+ǫ′′ ‖r
4|λ|2+ǫ′′β‖∞
)
≤ c 1
r5|λ| 7−2δ2
(
‖r3|λ|3−δ(ρ, σ)‖∞ + ‖r4|λ|2+ǫ
′′
β‖∞
)
≤ cC1 1
r5|λ| 7−2δ2
(2.80)
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and the previous inequality becomes
d
dλ
|r(1− 2p )α|p,S ≤ ‖Ω‖∞
(
4p|ω|∞ +
(p
2
− 1)|trχ− trχ|∞) |r(1− 2p )α|p,S
+p‖Ω‖∞ 1
r4|λ|2+ ǫ′′2
‖r5|λ|2+ ǫ
′′
2 ∇/ β‖∞ + c 1
r5|λ| 7−2δ2
(
‖r3|λ|3−δ(ρ, σ)‖∞ + ‖r4|λ|2+ǫ
′′
β‖∞
)
≤ c
r|λ| |r
(1− 2
p
)α|p,S + c
r4|λ|2+ ǫ′′2
≤ c|λ|2 |r
(1− 2
p
)α|p,S + c
r4|λ|2+ ǫ′′2
.
Integrating along C(ν) we obtain
|r(1− 2p )α|p,S(λ, ν) ≤ c
(
|r(1− 2p )α|p,S(λ1, ν) + 1
r4|λ|1+ ǫ′′2
)
(2.81)
where λ1 = uΣ0∩C(ν) , and multiplying the inequality by r
4|λ|1+ ǫ′′2 , we obtain
|r(5− 2p )|λ|1+ ǫ
′′
2 α(LˆTR)|p,S(λ, ν) ≤ c
(
|r(5− 2p )|λ|1+ ǫ
′′
2 α(LˆTR)|p,S(λ1, ν) + 1
)
(2.82)
which completes the proof of Theorem 2.3.
2.5 The decay estimates for the LTR null components
In the final section 2.7 we use the estimates of the null components of LTR
to get estimates for the asymptotic behaviour of R. Observe that from the
boundedness of the Q˜ norms we have, instead, a control of the null components
of the LˆTR tensor. Therefore we have to get from these estimates those for
LTR. The two tensors are connected by the following equation,
LTR = LˆTR+ 1
2
(T )[R]− 3
8
(tr(T )π)R , (2.83)
where
(T )[R]αβγδ =
(T )πµαRµβγδ +
(T )πµβRαµγδ +
(T )πµγRαβµδ +
(T )πµδRαβγµ . (2.84)
In the previous section, see Theorem 2.3, we have proved the following decay
for the LˆTR null components,
sup
K
r5|u|1+ ǫ
′′
2 |α(LˆTR)| ≤ C1, sup
K
r4|u|2+ ǫ
′′
2 |β(LˆTR)| ≤ C1
sup
K
r3|u|3+ ǫ
′
2 |ρ(LˆTR)− ρ(LˆTR)| ≤ C1, sup r3|u|3+ ǫ
′
2 |σ(LˆTR)− σ(LˆTR)| ≤ C1
sup
K
r2|u|4+ ǫ2 β(LˆTR) ≤ C1, sup
K
r|u|5+ ǫ2 |α(LˆTR)| ≤ C1 ,
Therefore from 2.83 and 2.84 it is clear that, due to the fact that for the null
components of R the asymptotic estimates at our disposal are those proved in K,
see 2.16, which are weaker than those suggested from the “Peeling Theorem” by
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a factor r−
3
2 for α and a factor r−
1
2 for β, the decay in r for the LTR components
are analogous to those for the LˆTR ones if the various components of (T )π decay
at least as r−2.43 Nevertheless we will see in a moment that a r−2 decay for
(T )π is not yet enough to get the decay of the R null components as to get it
we have to perform an extra integration bringing from the decay of LTR to the
decay of R.
Intuitively we expect that the various components of (T )π have a sufficiently
strong decay for the following argument: The T vector field is Killing in the
Kerr spacetime, therefore the only reason why here (T )π is not exactly zero is
due to the extra correction of the initial data metric. As this correction is chosen
to decay very fast it follows that the decay of the connection coefficients (which
are zero in Kerr) should also decay as faster as we need, satisfying our goal.
This argument, although correct, has to be proven and is the content of the
next subsection.
2.6 The (T )pi estimates
Defining the vector field T as in [Kl-Ni2],
T = Ω(e3 + e4) (2.85)
we have the following expression for the various components of (T )π:
(T )iab = 2Ω
(
χˆab + χˆab + δab(ω + ω)
)
(T )j = Ω(trχ+ trχ) + 4Ω(ω + ω) (2.86)
(T )ma = −4Ωζa , (T )ma = 4Ωζa
(T )n = 0 , (T )n = 0 .
From Theorem 2.1 we have:
|r2− 2p |u|1−δ(T )i|p,S ≤ cε0
|r2− 2p |u|1−δ(T )j|p,S ≤ cε0 (2.87)
|r2− 2p |u|1−δtr(T )π|p,S ≤ cε0
|r2− 2p |u|1−δ((T )m, (T )m)|p,S ≤ cε0
with arbitrary δ > 0. Using estimates 2.87 we can obtain the decay of the LTR
null components and prove the following result:
Theorem 2.4. In the spacetimes K, whose initial conditions are given in The-
orem 1.2, the following inequalities hold
sup
K
r5|u|1+ ǫ
′′′
2 |α(LTR)| ≤ C2, sup
K
r4|u|2+ ǫ
′′
2 |β(LTR)| ≤ C2
sup
K
r3|u|3+ ǫ
′
2 |ρ(LTR)− ρ(LTR)| ≤ C2, sup
K
r3|u|3+ ǫ
′
2 |σ(LTR)− σ(LTR)| ≤ C2
sup
K
r2|u|4+ ǫ2β(LTR) ≤ C2, sup
K
r|u|5+ ǫ2 |α(LTR)| ≤ C2 .
43The connection coefficients decay in r with integer powers.
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Proof: From equations 2.83 and 2.84 it follows:
α(LTR)ab = α(LˆTR)ab + 1
2
(T )[R]a4b4 − 3
8
(tr(T )π)α(R)ab
β(LTR)a = β(LˆTR)a + 1
2
(T )[R]a434 − 3
8
(tr(T )π)β(R)a
ρ(LTR) = ρ(LˆTR) + 1
2
(T )[R]3434 − 3
8
(tr(T )π)ρ(R)
σ(LTR) = σ(LˆTR) + 1
2
(T )[∗R]3434 − 3
8
(tr(T )π)σ(R) (2.88)
β(LTR)a = β(LˆTR)a + 1
2
(T )[R]a343 − 3
8
(tr(T )π)β(R)a
α(LTR)ab = α(LˆTR)ab + 1
2
(T )[R]a3b3 − 3
8
(tr(T )π)α(R)ab
and, observing that (T )π44 = 0,
(T )[R]a4b4 =
(T )πµaRµ4b4 +
(T )πµ4Raµb4 +
(T )πµbRa4µ4 +
(T )πµ4Ra4bµ
= −1
2
(T )πa4R34b4 +
(T )πacRc4b4 − 1
2
(T )π43Ra4b4 +
(T )π4cRacb4
−1
2
(T )πb4Ra434 +
(T )πbcRa4c4 − 1
2
(T )π43Ra4b4 +
(T )π4cRa4bc (2.89)
= −1
2
(T )πˆa4R34b4 +
(
(T )πˆacRc4b4 +
1
4
(tr(T )π)Ra4b4
)− 1
2
(
(T )πˆ43Ra4b4 − 1
2
(tr(T )π)Ra4b4
)
+(T )πˆ4cRacb4 − 1
2
(T )πˆb4Ra434 +
(
(T )πˆbcRa4c4 +
1
4
(tr(T )π)Ra4b4
)
−1
2
(
(T )πˆ43Ra4b4 − 1
2
(tr(T )π)Ra4b4
)
+ (T )πˆ4cRa4bc
= −1
2
(T )πˆa4R34b4 +
(
(T )πˆacRc4b4 +
(T )πˆbcRa4c4 +
3
4
(tr(T )π)Ra4b4
)
−1
2
(T )πˆ43Ra4b4 +
(T )πˆ4c(Racb4 +Ra4bc)− 1
2
(T )πˆb4Ra434 .
Therefore estimating (T )[R]a4b4 we obtain
‖(T )[R]a4b4‖∞ ≤ c
(
(‖|(T )i|‖∞ + ‖(T )j‖∞)‖α(R)‖∞ + ‖(T )m‖∞‖β(R)‖∞
)
≤ c
(
1
r2+
7
2 |λ|1−δ (‖r
2|λ|1−δ(T )i‖∞ + ‖r2|λ|1−δ(T )j‖∞)‖r 72α(R)‖∞
+
1
r2+
7
2 |λ|1−δ ‖r
2|λ|1−δ(T )m‖∞‖r 72β(R)‖∞
)
≤ c
(
1
r5+
1
2 |λ|1−δ ‖r
7
2α(R)‖∞ + 1
r5+
1
2 |λ|1−δ ‖r
7
2 β(R)‖∞
)
≤ c
(
1
r5+
1
2 |λ| 32−2δ ‖r
7
2 |λ| 12−δα(R)‖∞ + 1
r5+
1
2 |λ| 32−2δ ‖r
7
2 |λ| 12−δβ(R)‖∞
)
≤ c
r5+
1
2 |λ| 32−2δ ≤
c
r5|λ|2−2δ (2.90)
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so that, finally,
‖r5|λ|(2−2δ)(T )[R]a4b4‖∞ ≤ c . (2.91)
Moreover
‖(tr(T )π)α(R)‖∞ ≤ c
r5+
1
2 |λ| 32−2δ |r
2|λ|1−δtr(T )π|∞‖r 72 |λ| 12−δα(R)‖∞
≤ c
r5|λ|2−2δ |r
2|λ|1−δtr(T )π|∞‖r 72 |λ| 12−δα(R)‖∞ (2.92)
and finally
‖r5|λ|2−2δ(tr(T )π)α(R)‖∞ ≤ c . (2.93)
using estimates 2.91 and 2.93 we obtain choosing δ such that
1 +
ǫ′′′
2
≤ 2− 2δ
sup
K
|r5|u|1+ ǫ
′′′
2 α(LTR)| ≤ C2 . (2.94)
Let us repeat the previous estimate for the β term.
(T )[R]a434 =
(T )πµaRµ434 +
(T )πµ4Raµ34 +
(T )πµ3Ra4µ4 +
(T )πµ4Ra43µ
= −1
2
(T )πa4R3434 +
(T )πacRc434 − 1
2
(T )π43Ra434 +
(T )π4cRac34
−1
2
(T )π34Ra434 +
(T )π3cRa4c4 − 1
2
(T )π43Ra434 +
(T )π4cRa43c (2.95)
= −1
2
(T )πˆa4R3434 +
(
(T )πˆacRc434 +
1
4
(tr(T )π)Ra434
)− 1
2
(
(T )πˆ43Ra434 − 1
2
(tr(T )π)Ra434
)
+(T )πˆ4cRac34 − 1
2
(T )πˆ34Ra434 +
(
(T )πˆ3cRa4c4 +
1
4
(tr(T )π)Ra434
)
−1
2
(
(T )πˆ43Ra434 − 1
2
(tr(T )π)Ra434
)
= −1
2
(T )πˆa4R3434 +
(
(T )πˆacRc434 +
(T )πˆ3cRa4c4 +
3
4
(tr(T )π)Ra434
)
−1
2
(T )πˆ43Ra434 +
(T )πˆ4cRac34 − (T )πˆ34Ra434 + (T )πˆ4cRa43c
=
(
−1
2
(T )πˆa4R3434 +
(T )πˆ3cRa4c4 +
(T )πˆ4cRac34 +
(T )πˆ4cRa43c
)
+
(
(T )πˆacRc434 +
3
4
(tr(T )π)Ra434 − 1
2
(T )πˆ43Ra434 − (T )πˆ34Ra434
)
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Therefore estimating (T )[R]a434 we obtain
‖(T )[R]a434‖∞ ≤ c
(
(‖(T )m‖∞ + ‖(T )m‖∞)‖ρ(R)‖∞ +
(‖(T )i‖∞ + ‖(T )j‖∞ + (tr(T )π))‖β‖∞)
≤ c
(
1
r4+1|λ|1−δ (‖r
2|λ|1−δ(T )m‖∞ + ‖r2|λ|1−δ(T )m‖∞)‖r3ρ(R)‖∞
+
1
r2+
7
2 |λ|1−δ
(‖r2|λ|1−δ(T )i‖∞ + ‖r2|λ|1−δ(T )j‖∞ + (r2|λ|1−δtr(T )π))‖r 72β(R)‖∞)
≤ c
(
1
r4+1|λ|1−δ ‖r
3ρ(R)‖∞ + 1
r4+
3
2 |λ| 32−2δ ‖r
7
2 |λ| 12−δβ(R)‖∞
)
≤ c
(
1
r4|λ|2−δ ‖r
3ρ(R)‖∞ + 1
r4|λ|3−2δ ‖r
7
2 |λ| 12−δβ(R)‖∞
)
≤ c
r4|λ|2−δ +
c
r4|λ|3−2δ ≤
c
r4|λ|2−δ (2.96)
and finally
‖r4|λ|(2−δ)(T )[R]a434‖∞ ≤ c . (2.97)
Moreover
‖(tr(T )π)β(R)‖∞ ≤ c
r5+
1
2 |λ| 32−2δ |r
2|λ|1−δtr(T )π|∞‖r 72 |λ| 12−δβ(R)‖∞
≤ c
r4|λ|3−2δ |r
2|λ|1−δtr(T )π|∞‖r 72 |λ| 12−δβ(R)‖∞ (2.98)
and finally
‖r4|λ|3−2δ(tr(T )π)β(R)‖∞ ≤ c . (2.99)
using estimates 2.97 and 2.99 we obtain choosing δ such that
1 +
ǫ′′
2
≤ min (2− δ, 3− 2δ)
sup
K
|r4|u|1+ ǫ
′′
2 β(LTR)| ≤ C2 . (2.100)
For the other terms there is no need to repeat this computation. In fact the R
null components already satisfy the peeling and going from LˆT to LT the |u|γ
weight factor cannot become worst.
If we use only the estimates proved in [Kl-Ni1], see the remark at page 13, we
can prove a weaker result, namely
Theorem 2.5. Using only the estimates proved in [Kl-Ni1] the following in-
equalities hold
sup
K
r5|u||α(LTR)| ≤ C3, sup
K
r4|u|1+ ǫ
′′
2 |β(LTR)| ≤ C3
sup
K
r3|u|3+ ǫ
′
2 |ρ(LTR)− ρ(LTR)| ≤ C2, sup
K
r3|u|3+ ǫ
′
2 |σ(LTR)− σ(LTR)| ≤ C2
sup
K
r2|u|4+ ǫ2β(LTR) ≤ C2, sup
K
r|u|5+ ǫ2 |α(LTR)| ≤ C2 .
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To prove the peeling for both the components α(R) and β(R) we have to use
the result of Theorem 2.4 as the decay proved in Theorem 2.5 is not sufficient
for getting the “peeling estimate” for α(R). In fact to obtain it, as we explain
in detail in the next subsection, we integrate along the integral curves of T for
a fixed r = r and the decay factor |u|−γ makes, if γ > 1, the integral uniformily
bounded. This implies that the estimates of the norms of the null components
times their appropriate r weights are bounded if the corresponding initial data
are bounded. Using the estimates of Theorem 2.5, the decay factor |u|−1 of the
α(LT ) null component is not integrable and therefore it is impossible to obtain
the expected decay for α(R). Viceversa the result proved in Theorem 2.4 gives
a decay factor |u|−(1+ ǫ′′′2 ) which makes the integration uniformily bounded and
the decay of α tied to the that of the associated initial data and, therefore,
satisfying the peeling estimate.
2.7 The decay estimates for the R null components
Once we have a control of the decay of the various null components of LTR we
can easily obtain analogous estimates for the ∂T derivatives of the (pointwise)
norms of the R components. Let us consider the more delicate α term. From
the relation
α(LTR)(ea, eb) = (LTR)(ea, e4, eb, e4) (2.101)
= ∂T (α(ea, eb)) +
∑
R([T, ea], e4, eb, e4) +
∑
R(ea, [T, e4], eb, e4) ,
observing that in the Kerr spacetime [T, ea] and [T, e4] decay sufficiently fast,
it follows that these terms cannot have a slower decay in K due to the extra
correction in the metric whose initial data have been chosen to decay faster than
the Kerr metric’s ones. In fact
[T, ea] = [Ω(e3 + e4), ea] = Ω[e3, ea]− ea(Ω)e3 +Ω[e4, ea]− ea(Ω)e4
= Ω([e3, ea] + [e4, ea])− ea(Ω)(e3 + e4)
= Ω(D/ 3ea +D/ 4ea)− Ω(χ+ χ)abeb − ea(Ω)(e3 + e4) (2.102)
and
[T, e4] = [Ω(e3 + e4), e4] = Ω[e3, e4]− e4(Ω)e3 − e4(Ω)e4
= Ω(D4 logΩ)e3 − Ω(D3 logΩ)e4 + 4Ωζ(ea)ea − Ω(D4 logΩ)e3 − Ω(D4 logΩ)e4
= −Ω(D3 logΩ +D4 logΩ)e4 + 4Ωζ(ea)ea (2.103)
Observing that in Kerr spacetime
D3 logΩ +D4 logΩ = 0 , (χ+ χ) = 0 , ea(Ω) = 0 (2.104)
34
The only terms which survive in Kerr spacetime are Ω(D/ 3ea + D/ 4ea) and
4Ωζ(ea)ea which decay as
44
Ω(D/ 3ea +D/ 4ea) =
1
r3
cabeb
4Ωζ(ea)ea =
1
r3
cabeb . (2.105)
The first line can be proved observing that as shown in the appendix, eq. 4.183,
the following estimate holds in Kerr spacetime, see also eq. 4.147 for the defi-
nition of the vector field eλ:
[T, eλ] = −2R sin θeλ(ωB)eφ = O(ar−3)eφ , [T, eφ] = 0 , (2.106)
the second line from an explicit computation of ζ(eφ). Therefore as the cor-
rections to the Kerr metric decay faster also these commutators satisfy in K a
decay at least of the following type
|g([T, ea], eα)| ≤ c 1
r2|u|1−δ , |g([T, e4], eα)| ≤ c
1
r2|u|1−δ (2.107)
and observing that [T, e4] does not produce terms proportional to e3,
45 it follows
that ∂T (α(ea, eb)) has the same decay as α(LTR)(ea, eb).
The same result holds for β(LTR) and more easily for the remaining components
which we already know satisfy the “Peeling decay”. Therefore we have the
following estimates
sup
K
r5|u|1+ ǫ
′′′
2 |∂T (α(R)(ea, eb))| ≤ C3
sup
K
r4|u|2+ ǫ
′′
2 |∂T (β(R)(ea))| ≤ C3 . (2.108)
The final step is to integrate along the integral curves of T at fixed r. It is
clear that the |u| weight factors will allow to bound uniformily these integrals.
Basically, the details are in the appendix, identifying T with ∂∂t and u with t−r∗
we have integrating |r5α(R)| on the curve starting at r = r,
|r5α(R)|(t, r) ≤ c
(
|r5α(R)|(0, r) +
∫ t=r−r1
0
1
(r − t′)1+ ǫ′′′2
dt′
)
, (2.109)
where, identifying r with r∗,
r = r(u, u) =
u− u
2
, t = t(u, u) =
u+ u
2
u = u(t, r) = u(0, r1) = −r1 , u = u(t, r) = u(0, r2) = r2
t = t(u, u) =
r2 − r1
2
=
t+ r − r1
2
. (2.110)
44With D/ 3ea, D/ 4ea we denote the projection of theD4ea and D3ea derivatives on TS, see
[Kl-Ni1], Chapter 3.
45This will produce a term proportional to ρ(R) whose decay would not be sufficient for the
conclusion.
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As the exponent in the integrand is greater than one, the integrand is uniformily
bounded in r and the previous inequality becomes:
|r5α(R)|(t, r) = |r5α(R)|(u, u) ≤ c (|r5α(R)|(0, r) + 1) . (2.111)
As the initial data are chosen in such a way that
|r5α(R)|(0, r) ≤ c ,
we conclude that
sup
K
|r5α(R)| ≤ c , (2.112)
which is the desired result as it implies the expected asymptotic null decay, that
is when r goes to infinity, with |u| constant.
Remark: If we used only the estimates proved in [Kl-Ni1] we would prove the
estimate
sup
K1
r5|u||∂T (α(R)(ea, eb))| ≤ C4
and from it we obtain a decay for α which does not satisfy the peeling for the
presence of a log r factor, namely we would obtain
sup
K1
∣∣∣∣ r5log rα(R)
∣∣∣∣ (0, r) ≤ c . (2.113)
3 Conclusions
Let us recall some general aspects of the problem we are considering.
The assumptions done at the beginning on the Kerr mass upper bound allows
to treat the Kerr part of the metric as a perturbation and to apply the result
of [Kl-Ni1] in the slightly modified version discussed in [Kl-Ni2] . On the other
side if the metric correction, δg, of the initial Kerr data metric were absent it is
clear that the (very external region of the) spacetime would coincide with the
one of the corresponding Kerr spacetime. If the initial data metric differ from
the Kerr metric by some small corrections then the solutions are still near to
Schwarzschild, but also near to Kerr. Therefore, although we are not making
any linearization in the metric correction, but treating a true non linear problem,
nevertheless these considerations allow us to write the Riemann tensor as
R = RKerr + δR . (3.114)
This is the reason why to prove the “expected result” is more difficult than
the “weaker result” we are proving here. In that case, in fact, we have to
prove a non linear perturbation around a Kerr spacetime and we cannot fully
use the machinery in [Kl-Ni1]. The difficulty is, of course, that the rotation
generators vector fields cannot be considered in this case as “nearly Killing”
and this makes difficult to bound the Q(LˆOR) norms.
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4 Appendix
4.1 The initial data Q˜ norms.
Looking at the initial data for one of the Q˜ norms we have that the following
quantity has to be bounded∫
Σ0∩K
|u|5+ǫQ(LˆOR˜)(K¯, K¯, T, T )
Recalling the expression of Q(LˆOR˜)(K¯, K¯, T, T ),
Q(LˆOR˜)(K¯, K¯, T, T ) = 1
8
u4|α|2 + 1
8
u4|α|2 + 1
2
(u4 +
1
2
u2u2)|β|2
+
1
2
(u4 + 4u2u2 + u4)(ρ2 + σ2) +
1
2
(u4 +
1
2
u2u2)|β|2
where α = α(LTR), β = β(LTR)..... Observing that on Σ0 ∩K u, u behave like
r, we can write∫
Σ0∩K
|u|5+ǫQ(LˆOR)(K¯, K¯, T, T ) ∼=∫ ∞
R0
drr2+(5+ǫ)+4
[|α|2 + |α|2 + |β|2 + (ρ2 + σ2) + |β|2]
Therefore α(LˆOLˆTR) has to decay, as r → ∞ as o(r−(6+ǫ˜)) with ǫ˜ > ǫ and
the same for all the other components. As LˆO does not increase the decay this
means that all the null components of LˆTR, with the exception of ρ has to decay
in the same way. This implies that, again with the exception of ρ, all the null
components of R has to decay toward spatial infinity as r−(5+ǫ˜). Therefore this
requires that the metric correction δg has to decay as O(r−(3+ǫ˜)). To complete
this analysis let us look at the more delicate term, namely ρ(LˆOLˆTR). We have
ρ(LˆOLˆTR) = LOρ(LˆTR)− 1
8
(O)πρ(LˆTR) +O(1
r
)(β((LˆTR) + β(LˆTR)) (4.115)
Observe that the term O(1r )(β(LˆTR) + β(LˆTR)) has a very good decay as
β(LˆTR) and β(LˆTR) have. The term 18 (O)πρ(LˆTR) behaves as
O(r−1)ρ(LˆTR) = O(r−1)r−2|u|−γr−3
with γ = 12 or 1− δ depending if we are considering the spacetime K1 or K2. In
both cases we have O(r−1)ρ(LˆTR) = r−3|u|−γ which is what we need. We are
left to consider the term LOρ(LˆTR) = ∂Oρ(LˆTR). Observe that
∂Oρ(LˆTR) = ∂O
(
ρ(LTR) + 3
8
tr(T )πρ(R) + {corrections}
)
(4.116)
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Observe that on Σ0 tr
(T )π = o(r−3) so that 38 tr
(T )πρ(R) = o(r−6) as we need.
Finally
∂Oρ(LTR) = ∂O
(
∂Tρ(R) +O(r
−(3+ǫ˜)(β(R) + β(R))
)
. (4.117)
The last term is a correction decaying very fast and in the first term ∂T∂Oρ(R)
the derivatives with respect to O adds a factor r in the decay as the part of ρ
which decays as r−3 does not depend on the angular variables, the ∂T derivative
does not give zero as (T )π is not zero due to the corrections to Kerr, but this
term goes at least as r−(3+ǫ˜).46 Therefore all the terms decay sufficiently fast
and we can conclude that the following estimate holds:
|ρ(LˆOLˆTR)|Σ0 = O
(
1
r6+ǫ˜
)
with ǫ˜ > ǫ > 0 . (4.118)
Therefore the present result is a true extension of the result in [Kl-Ni2] for the
situation where in the metric to the δg correction it is added, as a correction, a
time independent part which is small and decay as r−2.
4.2 Some proofs
Proof of the last part of Theorem 2.1:
In the spacetime K, whose existence is proved in Theorem 2.1, the following
inequalities hold:
sup
K
r2|u|1−δ|trχ+ trχ| ≤ cε0
sup
K
r2|u|1−δ|ω + ω| ≤ cε0 . (4.119)
Proof: To prove the first line of inequalities 4.119 we have to look at the
transport equation for trχ + trχ. From the structure equations, see [Kl-Ni1],
equations (3.1.46),.....,(3.1.48), we have
D3trχ=−1
2
trχtrχ−(D3 logΩ)trχ+ 2ρ+
[−χˆ · χˆ+ 2|η|2+2(△/ logΩ + div/ ζ)]
D3trχ=−1
2
(trχ)2 + (D3 logΩ)trχ+ |χˆ|2 (4.120)
and from them
D3(trχ+ trχ) = −1
2
trχ(trχ+ trχ) + (D3 logΩ)(trχ+ trχ)
+2 (ρ−(D3 logΩ)trχ) +
[−χˆ · χˆ+ 2|η|2+2(△/ logΩ + div/ ζ) + |χˆ|2]
46We can see it in a slightly different way: on Σ0 we can write ∂OR = ∂ORKerr + ∂OδR
and ∂T = ∂TKerr + ∂δT so that ∂T ∂OR = ∂TKerr∂OδR + ∂δT ∂ORKerr . Therefore as δT =
o(r−2)cαeα it is clear that ∂T ∂OR = o(r
−6).
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which we can rewrite
∂
∂λ
(trχ+ trχ) +
Ωtrχ
2
(trχ+ trχ) =
[
2−1
(
Ωtrχ−Ωtrχ)+Ω(D3 logΩ)](trχ+ trχ)
+2Ω(ρ−(D3 logΩ)trχ) + Ω
[−χˆ · χˆ+ 2|η|2+2(△/ logΩ + div/ ζ) + |χˆ|2] . (4.121)
Recalling Lemma 4.1.5 of [Kl-Ni1] from the previous equation, observing that[
2−1
(
Ωtrχ−Ωtrχ)+Ω(D3 logΩ)] is integrable in λ, we obtain
|r1− 2p (trχ+ trχ)|p,S(λ, ν) ≤ |r1−
2
p (trχ+ trχ)|p,C(ν)∩Σ0
+c
∫ λ
λ1
dλ′|r1− 2p (ρ−(D3 log Ω)trχ) |p,S(λ′, ν) (4.122)
+c
∫ λ
λ1
dλ′
∣∣∣r1− 2p [−χˆ · χˆ+ 2|η|2+2(△/ logΩ + div/ ζ) + |χˆ|2]∣∣∣
p,S
.
Observe that the integrand of the last integral can be estimated in the following
way, using the results of subsection 4.3.16 in [Kl-Ni1] and recalling that due to
the better decay of the initial data we have an extra decay factor |u| 12−δ, with
δ > 0 and arbitrary, we obtain:∣∣∣r1− 2p [−χˆ · χˆ+ 2|η|2+2(△/ logΩ + div/ ζ) + |χˆ|2]∣∣∣
p,S
(4.123)
≤ cε0r
(
1
r3|u|3−2δ +
1
r4|u|2−2δ +
1
r3|u|1−δ +
1
r2|u|4−2δ
)
≤ c ε0
r|u|2−δ .
Substituting this estimate in 4.122 we obtain
|r1− 2p (trχ+ trχ)|p,S(λ, ν) ≤ |r1−
2
p (trχ+ trχ)|p,C(ν)∩Σ0
+c
∫ λ
λ1
dλ′|r1− 2p (ρ−(D3 logΩ)trχ) |p,S(λ′, ν) + c ε0
r|λ|1−δ (4.124)
and from it, using the following estimate we prove later on
sup
(λ,ν)∈K
|r3− 2p |λ|1−δ(ρ−(D3 logΩ)trχ)|p,S(λ, ν) ≤ cε0 , (4.125)
|r1− 2p (trχ+ trχ)|p,S(λ, ν) ≤ |r1−
2
p (trχ+ trχ)|p,C(ν)∩Σ0 (4.126)
+cε0
(∫ λ
λ1
dλ′
1
r2(λ′, ν)|λ′|1−δ
)
+ c
ε0
r|λ|1−δ
≤ |r1− 2p (trχ+ trχ)|p,C(ν)∩Σ0 + cε0
1
r(λ, ν)|λ|1−δ + c
ε0
r(λ, ν)|λ|1−δ
which implies
|r2− 2p |λ|1−δ(trχ+ trχ)|p,S(λ, ν) ≤ |r2−
2
p |λ|1−δ(trχ+ trχ)|p,C(ν)∩Σ0 + cε0 .(4.127)
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Therefore the first of inequalities 4.119 is proved if we can prove the estimate
4.125 47
sup
(λ,ν)∈K
|r3− 2p |λ|1−δ(ρ−(D3 logΩ)trχ)|p,S(λ, ν) ≤ cε0 .
The proof of this last estimate follows the analogous proof in [Kl-Ni2], Proposi-
tion 3.1. We write the transport equation for (ρ−(D3 logΩ)trχ) along an out-
going cone C(λ) of the K spacetime using the structure equations, see [Kl-Ni1]
equations (3.1.46),...,(3.1.48) of [Kl-Ni1] and the null Bianchi equations. We
obtain
∂
∂ν
(ρ−trχD3 logΩ) = ΩD4ρ−[Ω(D3 logΩ)D4trχ+ΩtrχD4D3 logΩ] . (4.128)
where ∂∂ν = ΩD4. Recalling the explicit expression of the Bianchi equations,
see [Kl-Ni1], equations (3.2.8) we have
ΩD4ρ = −3
2
Ωtrχρ+
[
div/ β − (− 1
2
χˆ · α− ζ · β + 2η · β)] (4.129)
= −3
2
Ωtrχρ+ ε0
[
O
(
1
r
9
2 |λ| 12−δ
)
+O
(
1
r
9
2 |λ| 52−2δ
)
+O
(
1
r4|λ|3−2δ
)
+O
(
1
r4|λ|3−2δ
)]
= −3
2
Ωtrχρ+O
(
ε0
r4|λ|1−δ
)
(4.130)
The second term in the right hand side of 4.128 can be written, using the
transport equation for trχ, as:
− [Ω(D3 logΩ)D4trχ+ΩtrχD4D3 logΩ]
= −Ωtrχ (−ρ− (D3 logΩ)(D4 logΩ) + [η · η − 2ζ2 − 2ζ · ∇/ logΩ])
−ΩD3 logΩ
(
−1
2
trχ2 + trχ(D4 logΩ) + |χˆ|2
)
= −1
2
Ωtrχ(−trχD3 logΩ) + Ωtrχρ− Ωtrχ
[
η · η − 2ζ2 − 2ζ · ∇/ logΩ + |χˆ|2]
= −1
2
Ωtrχ(−trχD3 logΩ) + Ωtrχρ+O
(
ε0
r4|λ|2−2δ
)
(4.131)
Collecting 4.129 and 4.131, evolution equation 4.128 can be written as
∂
∂ν
(ρ−trχD3 logΩ) = −1
2
Ωtrχ(ρ− trχD3 logΩ) + ε0
[
O
(
1
r4|λ|1−δ
)
+O
(
1
r4|λ|2−2δ
)]
.
Integrating along an outgoing cone from (λ, ν∗) to (λ, ν) with ν∗ > ν and ap-
plying Gronwall’s lemma we obtain 48
|r3− 2p |λ|1−δ(ρ−trχD3 logΩ)|p,S(λ, ν)≤c|r3−
2
p |λ|1−δ(ρ−trχD3 logΩ)|p,S(λ, ν∗) + cε0 . (4.132)
47In fact the slightest weaker one: sup(λ,ν)∈K |r2−
2
p |λ|2−δ (ρ−(D3 log Ω)trχ) |p,S(λ, ν) ≤
cε0 would be sufficient.
48Choosing δ sufficiently small.
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As the spacetime K is already at our disposal, we can perform, in the previous
inequality the limit ν∗ → ∞. From [Kl-Ni1], Chapter 8, Propositions 8.2.1,
8.3.1, we conclude that
lim
ν∗→∞
r3(ρ−trχD3 logΩ) = lim
ν∗→∞
[
r3(ρ− 2
r
D3 logΩ) + r
3O(
1
r2
ω)
]
= lim
ν∗→∞
r3(ρ− 2
r
D3 logΩ) = lim
ν∗→∞
r3(ρ+
4ω
r
) = 0 (4.133)
so that 4.132 becomes
|r3− 2p |λ|1−δ(ρ−trχD3 logΩ)|p,S(λ, ν)≤cε0 , (4.134)
proving 4.125. To prove the second inequality of 4.119 we proceed in a similar
way. Inequality 4.125 implies immediately the following relation:
ω = −(2trχ)−1ρ+O
(
ε0
r2|λ|1−δ
)
. (4.135)
Using this relation we can estimate ω + ω from the estimate of (ω − (2trχ)−1ρ)
as
ω + ω =
(
ω − (2trχ)−1ρ)+O( ε0
r2|λ|1−δ
)
. (4.136)
To estimate of
(
ω − (2trχ)−1ρ) we write the evolution equation for this quantity
along C(ν). We observe that, from equation (4.3.59) in [Kl-Ni1],
D3ω = −1
2
D3D4 logΩ = − 1
2Ω
D3ΩD4 logΩ +
1
2
(D3 logΩ)D4 logΩ
= −(D3 logΩ)ω + 1
2
ρ− 1
2Ω
Fˆ = −(D3 logΩ)ω − trχω +
[
O
(
ε0
r3|λ|1−δ −
1
2Ω
Fˆ
)]
= −(D3 logΩ)ω + trχω − (trχ+ trχ)ω + ε0
[
O
(
1
r3|λ|1−δ
)
+O
(
1
r4|λ|2−2δ
)]
= −(D3 logΩ)ω + trχω +
[
O
(
ε0
r3|λ|1−δ
)]
(4.137)
where Fˆ ≡ 2Ωζ · ∇/ logΩ + Ω(η · η − 2ζ2).
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From the structure equations and Bianchi equations, [Kl-Ni1], Chapter 3,
D3
(−(2trχ)−1ρ) = 1
2
ρ
trχ2
(D3trχ)− 1
2trχ
D3ρ
=
(
−ω +O( ε0
r2|λ|1−δ
)) 1
trχ
D3trχ− 1
2trχ
(
−3
2
trχρ+
[
−div/ β +O
(
ε0
r3|λ|4−2δ
)])
= −ω 1
trχ
D3trχ+
1
2trχ
3
2
trχρ+
[
O
( ε0
r2|λ|1−δ
) 1
trχ
D3trχ+
1
2trχ
O
(
ε0
r3|λ|4−2δ
)]
= −ω 1
trχ
(
−1
2
trχtrχ− (D3 logΩ)trχ+ 2ρ−
[
χˆ · χˆ− 2div/ ζ − 2△/ logΩ− 2|η|2])
+
1
2trχ
3
2
trχρ+ ε0
[
O
(
1
r2|λ|1−δ
)
1
trχ
D3trχ+
1
2trχ
O
(
1
r3|λ|4−2δ
)]
=
1
2
trχω + (D3 logΩ)ω − ω 1
trχ
2ρ+
1
2trχ
3
2
trχρ+ ε0
[
O
(
1
r2|λ|2−δ
)]
=
1
2
trχω + (D3 logΩ)ω − 1
2
(D3 logΩ)4ω − 3
2
trχω +
[
O
(
ε0
r2|λ|2−δ
)]
(4.138)
Therefore
D3
(−(2trχ)−1ρ) = 1
2
trχω − (D3 logΩ)ω − 3
2
trχω +
[
O
(
ε0
r2|λ|2−δ
)]
(4.139)
= −trχω − (D3 logΩ)
(−(2trχ)−1ρ)+ [O( ε0
r2|λ|2−δ
)]
which finally implies, together with 4.137,
D3
(
ω − (2trχ)−1ρ) = −(D3 logΩ)(ω − (2trχ)−1ρ)+ [O( ε0
r2|λ|2−δ
)]
(4.140)
Repeating the same calculation for the first tangential derivatives, applying
again Gronwall’s lemma and using the initial data assumptions we conclude
that
sup
K1
∣∣r2|λ|1−δ(ω − (2trχ)−1ρ)∣∣ ≤ cε0 (4.141)
so that, together with 4.136, we obtain
sup
K1
r2|λ|1−δ |(ω + ω)| ≤ cε0 . (4.142)
A simplified proof of Theorem 2.1. As said in Section 2 the proof of
Theorem 2.1 is a simple adaptation of Theorem 2.1 of [Kl-Ni2]. A direct proof
based only on the results in [Kl-Ni1] can be, nevertheless, obtained. The proof
of Theorem 2.1 used there requires a different definition of the last slice foliation.
This can be avoided proving the result in the following steps:
i) We introduce as in [Kl-Ni2] some Qˆ norms relative to the Riemann tensor
R, but with an extra weight factor |u|1−2δ and we prove that using the estimates
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4.119 proved before, these Qˆ norms are bounded, provided the initial data decay
at least as r−2. This implies that all the null components of the Riemann tensor
α(R), β(R), (ρ−ρ)(R), (σ−σ)(R), β(R), α(R) have an extra decay factor |u| 12−δ.
ii) With these improved decay factors for the Riemann components using
the transport equations for the connection coefficients one obtains that all the
connection coefficients which are identically zero in Kerr spacetime have also
the extra decay factor |u| 12−δ.49
Therefore the only thing which has to be proved is that the “Error” for the Qˆ
norms is bounded assuming the [Kl-Ni1] estimates for the connection coefficients
plus inequalities 4.119. Again the problem is similar to the estimate of the error
for Q˜ norms relative to LˆTR, the only terms which have to be controlled are
those involving ρ(R) as differently from (ρ− ρ)(R) the decay of ρ(R) cannot be
improved.
Proof of Lemma 2.1: As the Kerr spacetime is of type D, following the Petrov
classification, in the null frame where the null vector fields are the principal null
directions, the only null Riemann component are ρ and σ or, in the Newman-
Penrose classification, Ψ2 and their explicit expression is
ρ(R) + iσ(R) =
1
(r − i cos θ)3 =
1
r3
+ i
3a cos θ
r4
+O
(
1
r5
)
(4.143)
so that
ρ(R) =
1
r3
+O
(
1
r5
)
σ(R) =
3a cos θ
r4
+O
(
1
r6
)
. (4.144)
The principal null directions l, n defined, for instance, in Chandrasekar book,
[Ch], are
l =
r2 + a2
∆
∂
∂t
+
a
∆
∂
∂φ
+
∂
∂r
n =
∆
2Σ
(
r2 + a2
∆
∂
∂t
+
a
∆
∂
∂φ
− ∂
∂r
)
e˜θ =
1√
Σ
∂
∂θ
(4.145)
e˜φ =
1√
Σ
(
a sin θ
∂
∂t
+
1
sin θ
∂
∂φ
)
49There is no need of defining a last slice foliation as the spacetime K is already at our
disposal and the transport equations can be used starting from Scri where we know that the
relation ω − (2trχ)−1ρ = 0 holds.
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where
∆ = r2 + a2 − 2Mr
Σ = r2 + a2 cos2 θ
ΣR2 = (r2 + a2)2 −∆a2 sin2 θ (4.146)
Besides the fact that our initial data are not exactly those of the Kerr spacetime
due to corrections δg and δk, one has to recognize that our null orthonormal
frame is not the one associated to the principal null directions and, therefore,
the Kerr spacetime gives a contribution to all the Riemann components. In fact
the frame which, apart from extra small corrections, is adapted to the double
null foliation of K is the one proposed by Israel and Pretorius, see [Is-Pr],
e4 = 2ΩL =
√
R2
∆
(
∂
∂u
+ ωB
∂
∂φ
)
e3 = 2ΩL =
√
R2
∆
(
− ∂
∂u
+ ωB
∂
∂φ
)
(4.147)
eλ =
R
L
∂
∂λ
=
1
ΣR
(
−∆P ∂
∂r
+Q
∂
∂θ
)
=
Q
ΣR
(
−P ∂
∂r∗
+
∂
∂θ
)
eφ =
1
R sin θ
∂
∂φ
. (4.148)
Its relation with the previous one are
l =
1
2
√
∆R
[
(r2 + a2 +Q)e4 + (r
2 + a2 −Q)e3 + 2
√
∆a sin θeφ
]
n =
√
∆
4ΣR
[
(r2 + a2 +Q)e3 + (r
2 + a2 −Q)e4 + 2
√
∆a sin θeφ
]
e˜θ =
√
ΣR
Q
eλ +
√
∆
Σ
P
2R
(e4 − e3)
e˜φ =
1√
ΣR
(
r2 + a2
)
eφ +
√
∆a sin θ
2
√
ΣR
(e3 + e4) (4.149)
and the inverse relation
e4 =
√
∆
2ΣR
[(
r2 + a2 +
RΣr
Q
)
l+
(
r2 + a2 − RΣr
Q
)
2Σ
∆
n− 2
√
Σa sin θe˜φ
]
e3 =
√
∆
2ΣR
[(
r2 + a2 − RΣr
Q
)
l+
(
r2 + a2 +
RΣr
Q
)
2Σ
∆
n− 2
√
Σa sin θe˜φ
]
eλ =
Q√
ΣR
e˜θ − ∆P
2ΣR
(
l − 2Σ
∆
n
)
eφ =
r2 + a2√
ΣR
e˜φ − ∆
2RΣ
a sin θ
(
l +
2Σ
∆
n
)
. (4.150)
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Under the assumption that a and M are small we have approximately
l = e4 +O
(
a2
r2
)
e3 +O
(
a sin θ
r
)
eφ
n = e3 +O
(
a2
r2
)
e4 +O
(
a sin θ
r
)
eφ
e˜θ = eλ +O
(
a2
r2
)
(e4 − e3)
e˜φ = eφ +O
(
a sin θ
r
)
(e3 + e4) . (4.151)
These relations show that the “Kerr part contribution” to the null Riemann
components different from ρ is negligeable and decay always sufficiently fast
when we are considering the null components of LˆTR.
Therefore we can neglect these extra contributions and observe that from the
expression of R˜ = LˆTR and definition 1.11 it follows that the more delicate
contribution to ρ(R˜) is: (T )πρ(R) and the explicit expression of (T )π is given
in subsection 2.6. In the spacetime K, |(T )π| behaves as r−2|u|1−δ as proved in
subsection 2.6. Therefore from the initial data we have
|r5|u|1−δρ(LˆTR)|Σ0 ≤ c equivalent to |r6−δρ(LˆTR)|Σ0 ≤ c . (4.152)
4.2.1 Proof of Lemma 2.2:
Proof of 2.49: Using Corollary 4.1.1 of [Kl-Ni1] the following relation holds:
|r(3− 24 )|λ|3−δ∇/ β|p=4,S(λ, u) =
(∫
S(λ,u)
r2|λ|2(r8|λ|10−4δ)|∇/ β|4
) 1
4
≤
(∫
S(u0,u)
r4|r|4(3−δ)|r 32∇/ β|4
) 1
4
+c
(∫
C(u;[u0,λ])
[
r4|λ′|5−2δ|∇/ β|2 + r6|λ′|5−2δ|∇/ 2β|2 + r4|λ′|7−2δ|D/ 3∇/ β|2
]) 12
≤
(∫
S(u0,u)
r4|r|4(3−δ)|r 32∇/ β|4
) 1
4
(4.153)
+c
1
|λ|1+ (ǫ+2δ)2
(∫
C(u;[u0,λ])
|λ′|(5+ǫ)
[
r4|λ′|2|∇/ β|2 + r6|λ′|2|∇/ 2β|2 + r4|λ′|4|D/ 3∇/ β|2
]) 12
.
We estimate the first of the three integrals in the last inequality of 4.153 as the
other ones are treated exactly in the same way; from the inequality, see [Kl-Ni1],
Lemma 5.1.1: ∫
S(λ′,u)
r2|∇/ β|2 ≤ c
∫
S(λ′,u)
|LOβ|2 (4.154)
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it follows∫
C(u;[u0,λ])
|λ′|(5+ǫ)r4|λ′|2|∇/ β|2 ≤ c
∫
C(u;[u0,λ])
|λ′|(5+ǫ)r2|λ′|2|LOβ|2 . (4.155)
From Proposition 5.1.1 of [Kl-Ni1] and the estimates on the deformation tensors
and connection coefficients proved there we have
|LOβ(R˜)| ≤ c
(
|β(LˆOR˜)|+ O(ε0)
r
(
|α(R˜)|+ |β(R˜)|) + |ρ(R˜)− ρ(R˜)|+ |σ(R˜)− σ(R˜)|
))
+
O(ε0)
r
(|ρ(R˜)|+ |σ(R˜)|) (4.156)
This implies that∫
C(u;[u0,λ])
|λ′|(5+ǫ)r4|λ′|2|∇/ β(R˜)|2 ≤ c
(∫
C(u;[u0,λ])
|λ′|(5+ǫ)r2|λ′|2|β(LˆOR˜)|2
+
ε20
|λ|2
∫
C(u;[u0,λ])
|λ′|(5+ǫ)
[
r2|λ′|2|β(R˜)|2 + |λ′|4|α(R˜))|2 + r4[|ρ(R˜)− ρ(R˜)|2 + r4|σ(R˜)− σ(R˜)|2
]
+ε20
∫
C(u;[u0,λ])
|λ′|(5+ǫ)
|λ′|2 r
4[ρ(R˜)|2 + σ(R˜)|2]
≤ c
∫
C(u)∩V (λ,u)
|λ′|5+ǫQ(LˆOR˜)(K¯, K¯, T, e3) + ε20
∫
C(u;[u0,λ])
|λ′|(3+ǫ)r4[ρ(R˜)|2 + σ(R˜)|2]
≤ cQ˜(λ, u) + cε20 sup
(λ,u)∈K2
(|r3|λ|3−δρ(R˜)|2 + |r3|λ|3−δσ(R˜)|2)
∫
C(u;[u0,λ])
|λ′|(3+ǫ) r
4
r6|λ′|6−2δ
≤ cQ˜(λ, u) + c ε
2
0
|λ|2−2δ−ǫ sup(λ,u)∈K2
(|r3|λ|3−δρ(R˜)|2 + |r3|λ|3−δσ(R˜)|2) . (4.157)
Therefore going back to 4.153 we have
|r(3− 24 )|λ|3−δ∇/ β|p=4,S(λ, u) ≤
(∫
S(u0,u)
r4|r|4(3−δ)|r 32∇/ β|4
) 1
4
+c
1
|λ|1+ (ǫ+2δ)2
(
Q˜
1
2 (λ, u) +
ε0
|λ|1−δ− ǫ2 sup(λ,u)∈K2
(|r3|λ|3−δρ(R˜)|+ |r3|λ|3−δσ(R˜)|)
)
which completes the proof of Lemma 2.2.
The first term has also a decay c
|λ|1+
(ǫ˜+2δ)
2
in |λ|. In fact as it is made by initial
data we have u0 = u0(u) = −u = r(u0, u) and |∇/ β(R˜)| = O(r−(7+ ǫ˜2 )) with
ǫ˜ > ǫ.50 Then
|r1+(3−δ)r 32∇/ β|4 = O(r 52+(3−δ)−(7+ ǫ˜2 ))4 = O(r− 32− (ǫ˜+2δ)2 )4 = O(r−6−2(ǫ˜+2δ)) and
50Recall that β is the component of LˆTR and this implies an extra decay factor r−1.
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(∫
S(u0,u)
|r1+(3−δ)r 32∇/ β|4
)1
4
= O(r−4−2(ǫ˜+2δ))
1
4 = O
(
r−1−
(ǫ˜+2δ)
2
)
≤ cε0
|λ|1+ (ǫ˜+2δ)2
. (4.158)
Therefore
|r(3− 24 )|λ|3−δ∇/ β|p=4,S(λ, u) (4.159)
≤ c 1
|λ|1+ (ǫ+2δ)2
(
ε0 + Q˜
1
2 (λ, u) +
ε0
|λ|1−δ− ǫ2 sup(λ,u)∈K2
(|r3|λ|3−δρ(R˜)|+ |r3|λ|3−δσ(R˜)|)
)
.
Proof of 2.50: The following inequality holds:
|r(3− 24 )|λ|(3−δ)η ·β|p=4,S(λ, u) =
(∫
S(λ,u)
r2|λ|4(3−δ)|β|4|r2η|4
) 1
4
(4.160)
≤ |r2η|∞
(∫
S(λ,u)
r2|λ|4(3−δ)|β|4
) 1
4
≤ 1|λ|1−δ |r
2|λ|1−δη|∞
(∫
S(λ,u)
r2|λ|12−4δ|β|4
)1
4
.
Applying again Corollary 4.1.1 of [Kl-Ni1], we have(∫
S(λ,u)
r2|λ|2||λ| (5−2δ)2 β|4
) 1
4
≤
(∫
S(λ,u0)
r2|λ|2||λ| (5−2δ)2 β|4
) 1
4
(4.161)
+
1
|λ|2+ δ+ǫ2
(∫
C(λ)
|λ|(5+ǫ)
[
||λ|2β|2 + r2||λ|2∇/ β|2 + |λ|2|D4|λ|2β|2
]) 12
.
Proceeding as in the previous case we have(∫
S(λ,u)
r2|λ|2||λ| (5−2δ)2 β|4
) 1
4
≤
(∫
S(λ,u0)
r2|λ|2||λ| (5−2δ)2 β|4
) 1
4
(4.162)
+
1
|λ|2+ δ+ǫ2
(
sup
(λ,u)∈K2
Q˜(λ, u) 12 + ε0|λ|−δ− ǫ2 sup(λ,u)∈K2
(|r3|λ|3−δρ(R˜)|+ |r3|λ|3−δσ(R˜)|))
≤
(∫
S(λ,u0)
r2|λ|2||λ| (5−2δ)2 β|4
) 1
4
(4.163)
+
1
|λ|2− δ2
(
sup
(λ,u)∈K2
Q˜(λ, u) 12 + ε0 sup
(λ,u)∈K2
(|r3|λ|3−δρ(R˜)|+ |r3|λ|3−δσ(R˜)|)) .
The estimate of the first term goes in the following way(∫
S(λ,u0)
r2τ2−||λ|
(5−2δ)
2 β|4
) 1
4
≤ c
(∫
S0(λ,u0)
r2+2+10−4δ|β|4
) 1
4
(4.164)
= O
(
r
2+4+10−4δ
4
)
|β(LˆTR)| = O
(
r
4+2+10−4δ
4 −1−5−ǫ˜
)
≤ O
(
ε0
|λ|2+(ǫ˜+δ)
)
.
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4.2.2 Proof of Lemma 2.3
Observe that from Lemma 5.1.1 in [Kl-Ni1] we have∫
S(λ,ν)
|λ|5+ǫr2|λ|2r2|∇/ ρ(R˜)|2 ≤
∫
S(λ,ν)
|λ|5+ǫr2|λ|2|LOρ(R˜)|2 (4.165)
≤
∫
S(λ,ν)
|λ|5+ǫr2|λ|2|ρ(LˆOR˜)|2 +
∫
S(λ,ν)
|λ|5+ǫr2|λ|2|tr(O)π|2|ρ(R˜)|2 + {good corrections} .
and also∫
S(λ,ν)
|λ|5+ǫr4r2|∇/ ρ(R˜)|2 ≤
∫
S(λ,ν)
|λ|5+ǫr4|LOρ(R˜)|2 (4.166)
≤
∫
S(λ,ν)
|λ|5+ǫr4|ρ(LˆOR˜)|2 +
∫
S(λ,ν)
|λ|5+ǫr4|tr(O)π|2|ρ(R˜)|2 + {good corrections} .
From the estimate for ρ(R˜) in Theorem 2.2
sup
K
|r3|λ|3−δρ(R˜)| ≤ c
and from the estimate proved in [Kl-Ni1], Chapter 6,
sup
K
|r(O)π| ≤ c ,
the second integral in 4.166 can be estimated by∫
S(λ,ν)
|λ|5+ǫr4|tr(O)π|2|ρ(R˜)|2 ≤
∫
S(λ,ν)
|λ|5+ǫr2 1
r6|λ|6−2δ
≤ cr2|λ|5+ǫr2 1
r6|λ|6−2δ ≤ c
1
r2|λ|1−2δ−ǫ (4.167)
This implies∫
C(ν)
|λ|5+ǫr4r2|∇/ ρ(R˜)|2 ≤
∫
C(ν)
|λ|5+ǫr4|ρ(LˆOR˜)|2 + c (4.168)
≤ cQ˜Σ0 + c
∫
C(ν)
|λ|5+ǫr2 1
r6|λ|6−2δ + c ≤ cQ˜Σ0 + c
1
r|λ|1−2δ−ǫ + c ≤ c1
Using Corollary 4.1.1 of [Kl-Ni1] we have(∫
S(λ,ν)
r2|λ|2|F |4
) 1
4
≤
(∫
S(λ1,ν)=C(ν)∩Σ0
r2|λ|2|F |4
) 1
4
+
(∫
C(ν)
[|F |2 + · · ··]) 12 (4.169)
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Choosing F = |λ| 5+ǫ2 r3∇/ ρ(R˜) we obtain
|r4− 24 |λ|3+ ǫ2∇/ ρ(R˜)|p=4,S =
(∫
S(λ,ν)
||λ|3+ ǫ2 r4− 24∇/ ρ(R˜)|4
)1
4
(4.170)
≤
(∫
S(λ1,ν)=C(ν)∩Σ0
||λ|3+ ǫ2 r4− 24∇/ ρ(R˜)|4
)1
4
+
(∫
C(ν)
[
||λ| 5+ǫ2 r3∇/ ρ(R˜)|2 + · · ··
])12
≤
(∫
S(λ1,ν)=C(ν)∩Σ0
||λ|3+ ǫ2 r4− 24∇/ ρ(R˜)|4
)1
4
+
(∫
C(ν)
|λ|5+ǫ
[
r4|ρ(LˆOR˜)|2 + · · ··
])12
≤
(∫
S(λ1,ν)=C(ν)∩Σ0
||λ|3+ ǫ2 r4− 24∇/ ρ(R˜)|4
)1
4
+ Q˜
1
2
ΣO
≤ c ,
where the last inequality uses the boundedness of the Q˜ norms. Observe now
that inequality 4.168∫
C(ν)
|λ|5+ǫr4r2|∇/ ρ(R˜)|2 =
∫ λ
λ1
||λ| 5+ǫ2 r3∇/ ρ(R˜)|2p=2,S ≤ c1
imply, with ǫ˜ > 0,
||λ| 5+ǫ2 r3∇/ ρ(R˜)|2p=2,S ≤ c
1
|λ|1+ǫ˜ (4.171)
and from it
||λ|3+ǫ˜+ ǫ2 r4− 2p∇/ ρ(R˜)|p=2,S ≤ c . (4.172)
Interpolating between 4.170 and 4.172 we obtain for p ∈ [2, 4],
|r4− 2p |λ|3+ǫ∇/ ρ(R˜)|p,S ≤ c (4.173)
proving the lemma.
4.3 Some technical details
1. The Kerr metric in the Boyer-Linquist coordinates {t, r, θ, φ} is:
ds2 = −∆− a
2 sin2 θ
Σ
dt2 +
Σ
∆
dr2 +Σdθ2 − 4Mar sin
2 θ
Σ
dφdt+R2 sin2 θdφ2
and its restriction to Σ0:
ds2 =
Σ
∆
dr2 +Σdθ2 +R2 sin2 θdφ2 (4.174)
= gS +
(
a2 sin2 θ
r2
+O
(
a2M
r3
)
+O
(
a4
r4
))
dr2 +
(
a2 cos2 θ
r2
)
r2dθ2
+
(
a2
r2
+O
(
a2M
r3
)
+O
(
a4
r4
))
r2 sin2 θdφ2 .
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It follows that the components of the correction to the gS metric start with
terms of order O(a2/r2) and if a2/R20 is O(ε0) then it is clear that these terms
are corrections compatible with the assumptions in [Kl-Ni1].
We expect, therefore, that we can connect to double null foliation of [Is-Pr] to
the one introduced in [Kl-Ni1] when a is small.
In principle once we have proved that the Riemann components can be written
as those of Kerr plus corrections small and decaying fast we could look again
at the transport equations for the connection coefficients and show that we
can subtract the Kerr part and prove that what remains is small and faster
decaying. This is, nevertheless, somewhat delicate as the null frame adapted
to the Israel-Pretorius foliation does not coincide exactly with the one used in
[Kl-Ni1].
Before discussing this point let us recall the main properties of the Israel-
Pretorius foliation.
Let us define u, u as two functions solutions of the eikonal equation
gµν∂µw∂νw = 0 ,
u =
t− r∗(θ, r)
2
u =
t+ r∗(θ, r)
2
. (4.175)
The Kerr metric in the Boyer-Lindquist coordinates {xµ} = {t, r, θ, φ} is
g(Kerr)(·, ·) = −
(
∆− a2 sin2 θ)
Σ
dt2 − a sin2 θ (r
2 + a2 −∆)
Σ
(dt⊗dφ+ dφ⊗dt)
+
Σ
∆
dr2 +Σdθ2 +
(r2 + a2)2 −∆a2 sin2 θ
Σ
sin2 θdφ2 (4.176)
and
g00 = − gφφ△ sin2 θ , g
0φ =
g0φ
△ sin2 θ , g
φφ = − g00△ sin2 θ
grr = g−1rr , g
θθ = g−1θθ .
The null (radial) geodesic vector field L,L
L = Lρ
∂
∂xρ
, L = Lρ
∂
∂xρ
have the components Lρ = −gρµ∂µ (t+r∗)2 , Lρ = −gρµ∂µ (t−r∗)2 , therefore
L0 = −g
00
2
Lr = −grr (∂rr∗)
2
Lθ = −gθθ (∂θr∗)
2
Lφ = −g
φ0
2
L0 = −g
00
2
Lr = grr
(∂rr∗)
2
Lθ = gθθ
(∂θr∗)
2
Lφ = −g
φ0
2
(4.177)
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From these definitions with an easy calculation we obtain
L =
1
2Ω2
(
∂
∂u
+ ωB
∂
∂φ
)
L =
1
2Ω2
(
∂
∂u
+ ωB
∂
∂φ
)
(4.178)
where
ωB =
2Mar
ΣR2
, Ω =
√
∆
R2
. (4.179)
Let us define
e3 =
1
Ω
(
∂
∂u
+ ωB
∂
∂φ
)
, e4 =
1
Ω
(
∂
∂u
+ ωB
∂
∂φ
)
N =
(
∂
∂u
+ ωB
∂
∂φ
)
, N =
(
∂
∂u
+ ωB
∂
∂φ
)
. (4.180)
Therefore
T = Ω(e3 + e4) =
(
∂
∂u
+
∂
∂u
)
+ 2ωB
∂
∂φ
=
∂
∂t
+ 2ωB
∂
∂φ
(4.181)
and , in Kerr,
[T, eλ] = [
∂
∂t
, eλ] + 2[ωB
∂
∂φ
, eλ] = −eλ(ωB) ∂
∂φ
= −2R sin θeλ(ωB)eφ
[T, eφ] = [
∂
∂t
, eφ] + 2[ωB
∂
∂φ
, eφ] = 0 (4.182)
Observe that ωB = O(r
−3) then
eλ(ωB) =
∂r
∂λ
∂ωB
∂r
+
∂θ
∂λ
∂ωB
∂θ
=
∂r
∂λ
O(ar−4) +
∂θ
∂λ
O(a2r−5)
= O(1)
(
O(ar−4) +O(a2r−5)
)
= O(ar−4) (4.183)
as, see [Is-Pr],
∂r
∂λ
= −µP
2Q∆
ΣR2
= O(1) ,
∂θ
∂λ
=
µPQ2
ΣR2
= O(1) . (4.184)
where P 2 = a2(λ − sin2 θ) , Q2 = (r2 + a2)2 − a2λ∆ .
Therefore
[T, eλ] = −2R sin θeλ(ωB)eφ = O(ar−3)eφ . (4.185)
It is immediate to recognize that N and N are equivariant vector fields, that is
they send S(u, u) into S(u+ ǫ, u) and S(u, u+ ǫ) respectively.
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A simple computation gives the following expressions
[N,N ] = −4Ω2ζ(eφ)eφ (4.186)
ζ(eφ) = −R sin θ
2Σ
Q
∂ωB
∂r
, ζ(eλ) = 0 (4.187)
where eλ is the unit vector which form a null orthonormal frame with e3, e4, eφ.
In the previous sections we defined T = Ω(e3 + e4) and we expect that [T, e4]
decays fast. Let us compute it in Kerr and check the decay.51 Clearly if it is
good in this case it will work also in the perturbed Kerr.
[T, e4] = [Ω(e3 + e4), e4] = [Ωe3, e4] + [Ωe4, e4] = [N,
1
Ω
N ]− e4(Ω)e4
=
1
Ω
[N,N ]− 1
Ω2
N(Ω)N − e4(Ω)e4
=
1
Ω
[N,N ]− e3(Ω)e4 − e4(Ω)e4 = −4Ωζ(eφ)eφ − Ω
(
e3(logΩ) + e4(logΩ)
)
e4
−4Ωζ(eφ)eφ + 2(ω + ω)e4 = −4Ωζ(eφ)eφ (4.188)
and we know that ζ(eφ) = O(r
−3) which satisfies our request.
2. Once we have the estimate supK |r5|u|1+ǫ∂Tαab| to perform the integral we
proceed in the following way: let us consider the integral curves of the vector
field T = Ω(e3 + e4), let us denote them γ(s) such that
dγµ
ds
= Ω(e3 + e4) = (N +N)
µ
where
N = Ωe3 , N = Ωe4
are the equivariant vector fields associated to the foliation. Mimicking the sit-
uation of the exact Kerr case we can define
N =
∂
∂u
+X ; N =
∂
∂u
+X
e4 =
1
Ω
(
∂
∂u
+X
)
; ǫ3 =
1
Ω
(
∂
∂u
+X
)
(4.189)
and we expect that
X = ωB
∂
∂φ
+ δX = Xφeφ +Xθeθ (4.190)
where
Xφ := g(X, eφ) , Xθ := g(X, eθ) ,
51If we hade chosen T such that in Kerr becomes ∂
∂t
then the commutator (in Kerr) would
be zero.
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where X is a vector field tangent to S and δX is the part which is identically
zero in Kerr. As we know that
[N,N ] = −4Ω2ζ(ea)ea
it follows that
(
∂
∂u
− ∂
∂u
)X = −4Ω2ζ(ea)ea .
With these definitions
d
ds
u(γ(s)) =
dγµ
ds
∂u
∂xµ
=
dγu
ds
= Ω(e3 + e4)
u = 1 (4.191)
so that
u(γ(s; r)) = u(γ(0; r)) + s . (4.192)
In K it is easy to show that defining e3, e4 as in 4.189 and using u, u as coordi-
nates we can write the metric in the following way
g(·, ·) = −4Ω2dudu+ γab (dωa −Xa(du+ du))
(
dωb −Xb(du+ du)) . (4.193)
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