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INTRODUCTION 
Many of the problems in partial and ordinary differential equations may be 
described in terms of seeking a solution of an abstract equation 
K(u) + N(u) := 0, u f  x (1) 
where X and Y are Banach spaces such that K: D(K) _C X 4 I7 is a linear 
mapping and N: X - Y is a particular type of nonlinear mapping. If  K is a 
differential operator, and N is a nonlinear differential operator which depends 
on Iower order terms, then when one chooses the spaces X and Y appropriately 
one may often ensure the compactness of N, so that when K has a partial 
inverse, one can reformulate the equation so that Leray and Schauder’s topo- 
logical degree is applicable. 
Here WC present some results concerning the existence of solutions to the 
above equation in a setting of sufficient generality to allow nonlinearities which 
need not necessarily be compact, which means in terms of differential equations 
that one can allow nonlinear dependence on the highest order terms, and also to 
yield the solvability of this equation when the linear part fails to be invertible. 
We begin Section 1 by introducing various definitions needed in the sequel, 
and then establish a framework within which there exists a mapping M: I7 + X 
such that (K + N) 0 A1 = I + C, w h ere C is condensing, so that, based upon 
topological degree arguments, wc can prove the existence of solutions of equa- 
tion (1) and also, in some cases, the surjectivity of K + N. Our results are 
applicable to the case when K has a right compact regularizator, so, in particular, 
when K is Fredholm, and when N = l* 2 K + Lv, where &G: Y - I’ is con- 
densing and N: X - Y is compact. 
In Section 2 we specialize the situation to where Y is a Hilbert space, which 
contains the Banach space X as a vector subspacc and K EL(X, Y) has a finite 
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dimensional null space whose orthogonal complement in Y is the range of K. 
Among other results, we give sufficient conditions for solving equation (1) in 
terms of hypotheses involving l&~(N(x,), x,,\, where (11 Y, I]} + +co and 
%/II %a II - x0 E N(K). 
Section 3 is devoted to illustrating some of the possible applications of the 
results of the previous two sections to problems in ordinary and partial differen- 
tial equations. We show how the equations 
and 
-u”(t) + g(c u’(t), u”(t)) + f(f, u(t), u’(t)) = 0, f E [O, 11 
u(O) = u(l), u’(0) = u’(l) 
-u”(t) + g(t, u(t), u’(t), u”(t)) = 0 
u(0) = U(1) = 0 
may be considered in the context of the results of the previous sections, and so 
we derive various existence results. We then consider weak solutions of 
,a,;,<l (-lP’whs(4 @44) +fb, 4.4) = @), A- E Q 
U(X) = 0, XEa2, 
giving conditions on f  ensuring the existence of a weak solution in X _C fir(Q), 
where Xis a closed subspace determined by the linear part of the above equation. 
The last equation we consider is 
--du(x) + &, Wx), 44) + f(44) = 44, XEQ 
E(x) = 0, XEtX2, 
where Q is a bounded domain in iI%“, and in order to do so use an extension of 
the results in Section 2 which we outline in Remark 2.5; namely, letting p > n 
we let X = {u E Wal.p(Q) 1 (C%/+)(X) = 0, x E L%}, and Y = LP(o). The L* 
inner-product now defines a positive bilinear form on X x Y, and by verification 
of certain asymptotic conditions satisfied by the nonlinearity with respect to 
this bilinear form we obtain conditions on g and f  guaranteeing the above 
equation has a solution for each h ELP(Q). 
SECTION 1 
When Y is a Banach space, with 0 a bounded neighborhood of 0 E Y and 
T: 8 -+ Y, then in order to use degree theoretic arguments to solve the equation 
T(y) = 0, y  E 0, there are two types of hypotheses which are necessary. One 
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type of hypothesis is a pointwise hypothesis concerning T on 8’; either of the 
following is an example: 
P(i) T(y) # jly, when fl < 0, y E sol; 
P(ii) T is odd on 30, i.e. T(--y) = -T(y), for YE @; T(y) # 0, for 
3’ E BF, and G is symmetric. 
The second type of hypothesis one needs is some type of global assumption 
above T on all of 8, such as I - T is generalized condensing (see [22], [24]), T 
is a monotone-like mapping (see [2]), or I - T is A-proper (see [23]). 
In this paper we will examine a large class of equations which may be 
reformulated as T(y) = 0, where T, or a mapping suitably homotopic to T, 
satisfies either P(i) and P(ii), and I - T is condensing. Elsewhere, we will 
consider analogous results based upon the monotone and P-compact mapping 
results. We will begin by recalling some relevant definitions. 
Let X be a Banach space. If 0 C X, by 80 and d we will denote the boundary 
and closure, respectively, of C; if A, B C X we let ,4 + B = {u + b 1 a E A, 
b E B}; a mapping T: D C X + Y is called compact provided that it is continuous 
and T(A) is relatively compact when A is a bounded subset of D. 
For Q C X one defines y(Q) = inf{d > 0 1 Q can be covered by a finite 
number of sets, each of which has diameter less than d), and x(Q) = inf{d > 0 [ D 
can be covered by a finite number of balls, each of which has radius less than d); 
$5)) and x(Q) are referred to as the set measure of noncompactness of Q and 
the ball measure of noncompactness of Sz, respectively. In general, if for each 
bounded subset Q of X we assign a nonnegative real number a?(Q) such that: 
when R, A and B are bounded subsets of X, 
(i) (Y(Q) = 0 if and only if Q is relatively compact, 
(ii) c@(Q)) = a(Q), rh u ere G(Q) denotes the closed convex hull of Q, 
(iii) (~(-4) < a(B) if A C B, and 
(iv) OI(A + B) < a(A) + a(B), 
then (Y is called a measure of noncompactness. The assignments y, introduced 
by Kuratowski [17], and x, introduced by Gohberg, Goldenstein and Marcus 
[12], are measures of noncompactness. While y was originally introduced in [17] 
to facilitate the construction of arcs, the usefulness of this notion, and its natural 
generalizations, in fixed point results has become clear. 
DEFINITION 1.1. Let X be a Banach space, with 01 a measure of non- 
compactness on X. Let T: D C X-t X. Then T is called condensing (with 
respect to a) provided that T is continuous and that 
4w4) < 4% whenever 9 C X 
is bounded and not relatively compact. 
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The class of condensing mappings is sufficiently large to include compact 
perturbations of Lipschitz mappings whose Lipschitz constant lies in (0, 1) 
(in Section 3 we give other examples), and sufficiently well-behaved that there 
is a topological degree theory for such mappings; i.e. whenever P c S is open 
and bounded, T: fl + X is condensing, and T(x) + x when x E iX, there is 
defined an integer, the topological degree of I - T on d with respect to 0, 
which is denoted by deg(1 - T, fi:‘, 0), and which satisfies the basic properties 
enjoyed by the degrees of Brouwer and of Leray and Schauder. A development 
of these ideas may be found in Nussbaum [22] and in Sadovskii [24]. 
For a mapping K, we denote by D(K) and R(K), the domain and the null- 
space, respectively. of K. We recall that if -Y and ET are Banach spaces and 
K: D(K) 5 S-+ 1’ is linear, then a mapping S EL(I-, D(K)) is called a right 
compact regularizator for K provided that K ‘2 S ~= I + C, where C E L( Y, Y) 
is compact, and a mapping T EL(I’, X) . 1s called a left compact regularizator 
provided that T 0 K = (I f- c)IDtK) , where e E L(X, x> is compact. A mapping 
which is both a left and a right compact regularizator is called a compact reg- 
ularizator. From the Riesz-Schauder theory it is easy to see that if K has a right 
compact regularizator S then R(K) has finite codimension in I’ and that K: 
R(S) ---f I- is continuous if RR(S) is closed. Moreover, if D(K) is closed, K is 
continuous, N(K) admits a continuous projection, and R(K) has finite co- 
dimension, then K has a right compact regularizator. 
THEOREM 1.1. Let K: D(K) C XF - Y haze a right compact regulurizator 
S E L(Y, D(K)), and let T: I’ + D(K) be a bounded continuous mapping whose 
range is contained in a finite dimensional space. Suppose N: D(N) C S + Y is 
such that N 6 (S -+ T) is well-defined and condensing. Then the equation 
K(x) + N(x) = 0, (1.1) 
has a solution provided that there exists an open bounded subset i!! of I’* such that 
deg(K 0 (S + T) + N 0 (S -1 T), C, 0) f  0. 
Proof Let K 0 S = I + C, where C EL( 1’, E’) is compact. Now K 2 T is 
well-defined, and compact since T has range contained in a finite-dimensional 
subspace of D(K) and T is bounded. Moreover, since N 0 (S + T) is condensing, 
it follows from property (iv) of a measure of noncompactness that C + K 0 T + 
NO (S + T) is also condensing. Thus K o (S + T) + N 0 (S + T) is a per- 
turbation of the identity by a condensing mapping and so the results of ([22], 
[24]) yield the existence of a well-defined topological degree. Q.E.D. 
COROLLARY 1.1. Let K, N, S, and T be as in the statement of Theorem 1.1. 
Let 0 be a bounded neighborhood of 0 E Y such that K 3 (S + T) + N 3 (S + T) 
satisfies either P(i) or P(ii). Then equation (1.1) has a soZution. 
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Proof. Either P(i) or P(ii) guarantees that 
de@ c (S + T) + N~(S+ T),C,O) # 0 (see [22] and [24]) Q.E.D. 
COROLLARY 1.2. Let K, S and T be as in the statement of Theorem 1.1. Sup- 
pose N: D(n’) C S + J- is compact with D(m) C R(S + T). Let iiT: I7 + I’ be 
condensing. Then the equation 
K(s) i- a 0 K(x) + N(x) = 0, (1.2) 
has a solution provided that theye is an open bounded subset & of Y such that 
deg(Ko(S+ T)+IC’o(S+ T)+No(S+ T),O,O) #O. 
In particular this holds ij there exists a bounded neighborhood of 0 E Y on the 
boundary of which K o (S + T) + fi 0 K 0 (S + T) + m 0 (S + 2’) satisjks 
either P(i) or P(ii). 
Proof. S + T is a bounded continuous mapping, so that flo (S + T) is 
compact. Furthermore, xr 0 (S + 7’) = N 0 (I + C + K 0 T), where C and 
K 0 T are compact, which implies that fi 0 K 0 (S + T) is condensing. The 
result now follows from Theorem 1.1 and Corollary 1.1. Q.E.D. 
In case KEL(X, Y) is Fredholm of index 0, we can construct a compact 
mapping C E L(X, Y) such that K + C is a bijection, and hence so that (K+ C)-r 
is a compact regularizator for K. In this situation it is useful to state the first 
part of Corollary 1.1 in terms of C, and derive some consequenses whose 
usefulness we will demonstrate in Section 3. 
COROLLARY 1.3. Let K E L(X, Y) be Fredholm of index 0, and C E L(X, Y) 
be compact and such that K + C is a bijection. Suppose N: X + Y is such that 
N 0 (K + C)-l is condensing. Suppose, morepzvr, that there is a bounded neigh- 
borhood of 0 E X, 0, such that 
P(i)’ K(x) + N(x) # fl(K + C)(x), when /3 < 0 and x E 6Q’. 
Then equation (1.1) has a solution. 
The following two Corollaries give useful conditions under which one can 
verify P(i)‘. 
We denote by Y* the dual space of Y, and let (g,y) denote the evaluation 
ofg sty, forgE Y*,yE Y. 
COROLLARY 1.4. Let K, C and N be as in the prezlious Corollary. Suppose 
there exists a mapping T: X - Y* and a bounded neighborhood of 0 E X, 0, such 
that 
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(9 (T(x), (K + C>(4) > 0, if XEac, 
and 
(ii) Wh (K + N)(x)) 3 0, if x~ao. 
Then equation (1 .I) has a solution. 
(1.3) 
COROLLARY 1.5. Let K, C and N be as in the previous Corollary. Suppose 
Then for each y  E Y, the equation 
KC.4 + N(x) = Y, (1.4) 
has a solution. In particular, if w: I’ -+ I’ is Lipschitz with Lipschitz constant 
01 E (0, I), m: X + Y is compact and 
ll(N - C)(x)ll 
II%~ Il(K + C)(x)11 < ’ - 01’ 
then for each y  E Y, the equation 
has a solution. 
K(x) + (A 0 K)(x) + N(x) = y, (1.5) 
The surjectivity result contained in the previous Corollary is based simply on 
the procedure of choosing arbitrarily an element y E Y, letting N - y replace 
the role of N in equation (1.1) and the solving equation (1.1). As such, this type 
of result may often be obtained from fixed point theorems directly, without 
recourse to topological degree. Another type of surjectivity result, which is 
more firmly tied to degree theoretic arguments, is based upon the following 
notion, whose usefulness in this context was first point out by the author in [6]. 
DEFINITION 1.2. A mapping T: X - Y is said to satisfy condition (+) 
provided that (x,J is bounded whenever (I+,$ is relatively compact. 
THEOREM 1.2. Let K E L(X, Y) be Fredholm of index 0, and let C E L(X, Y) 
be compact and such that K + C is a bijection. Let N: X + Y be such that K + N 
satisfies condition (+). Moreoaer, assume there exists an r0 > 0 such that either 
P(i)” (K + N)(x) # /3(K + C)(x) if /3 < 0 and /I x Ij 2 r,, , or 
P(ii)” K + N is odd on X\B(O, r,,). 
Then, if N 0 (K + C)-l is condensing (in particular, if N = i%’ 0 N + m where fi 
is condensing and m is compact), there is a solution to equation (1.4) for each y  E Y. 
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Proof. Let y  E Y. It suffices to solve the equation 
u + (N - C) 0 (K + C)-l(u) = y. 
We observe that I + (N - C) 0 (K + C)-l also satisfies condition (+), and 
hence we may choose Y > r,, such that 
24 + (N - C) 0 (K + C)-l(u) # Q, when IIuII = Y and TV [0, I]. 
The invariance under suitable homotopy of the topological degree thus implies 
that 
deg(l + (N - C) 0 (K + C)-l, B(O, Y), 0) 
= deg(1 + (N - C) 0 (K + C)-l - y, B(0, Y), 0). 
Finally, either P(i)” or P(ii)” implies 
d&l+ W - C) 0 (K + C)-l, W, y), 0) # 0, 
and thus we invoke the existence property of the topological degree to obtain a 
solution of our equation. Q.E.D. 
Remark 1.1. The existence of solutions to an equation of the form, K(x) + 
N(x) = 0, with K linear and N nonlinear, has been considered by a number of 
authors. With respect to a topological approach, when N is compact we note 
the results of Cronin [5], Nirenberg [21] and Mahwin [19], and for N a k-set 
contraction we note the results of Hetzer [15]. The basic approach of these 
papers is to follow in the spirit of Lyapunov-Schmidt technique and find a 
system of two equations, one of which is an equation in a finite dimensional 
space, the solvability of which is equivalent to the solvability of the original 
equation. The first step is to find a mapping S: D(S) Z Y -+ X such that 
S(y) = 0 if and only if y  = 0 and such that S 0 (K + N) is well-defined. The 
idea then is to establish that either S 0 (K + N) 1’ ies within a class of mappings 
for which there is defined a topological degree, in which case the nonvanishing 
of the topological degree will ensure the existence of a soIution to the original 
equation (this is what is done in [15] and [19]), or else to determine a finite 
dimensional mapping, the nonvanishing of whose Brouwer degree or the non- 
triviality of whose stable homotopy class, will again ensure the existence of a 
solution to the original equation (this is carried out in ([5]), [21])). In the case 
when one is going to verify the nonvanishing of the topological degree, it does 
not seem that the introduction of the finite dimensional equations plays an 
important a role as it might appear from examination of the proofs of these 
results, and moreover, in certain situations the reformulation of the original 
equation as S 0 (K + N)(x) = 0 does not always seem to be the right type of 
reformulation. Let us be more specific. In the case that K EL(X, Y) is a 
Fredholm mapping, K has a compact reguIarizator S, and S may be chosen to 
be injective if, and only if, index (K) 3 0, surjective if, and only if, index 
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(K) < 0, and bijective if, and only if, index (K) = 0. Thus, in the case when 
index (K) < 0, the natural reformulation of the equation (K + N)(X) = 0, is 
(K 0 5’ + N G S)(y) = 0, and when, say, N is compact, K o S + X z S will be 
a compact perturbation of the identity, so the Leray-Schauder theory applies. 
When i(K) < 0, the natural reformulation of the equation (K + N)(x) = 0 is 
S c (K + N)(x) = 0. Although in this situation the degree of S 0 (K + N), 
when it is defined, is necessarily 0 (the range of S 0 (K -+ N) is contained in a 
proper subspace), nevertheless it is possible to glean some information by 
degree arguments in this situation (see [5] and [S]). 
Moreover, in the case when index (K) = 0, which is the situation in which 
the coincidence degree ([15], [19]) IS most useful, the basic existence result 
obtainable from this theory may be rephrased as follows (in the case N is 
compact): let S be a left compact regularizator for K and let T: I’-+ X be 
continuous and have finite dimensional range, such that (S + T) 3 (K + N) is 
defined on an open subset of X, and (S + T)( 1.) = 0 if and only if y  = 0. 
Then equation (1.1) has a solution if deg((S + T) 5 (K A ,V), c, 0) f  0. So 
again in this situation the role of a compact regularizator is crucial. 
When one places the emphasis on the part played by the compact regularizators 
and not so much on the finite dimensional determining equations, it seems that 
the basic ideas involved become more perspicacious, and, moreover, various 
new reformulating techniques suggest themselves. For instance, an equation 
of the form (K $ lv 2 K + N)(X) = 0, w h ere, say, all of the involved maps 
act in the same Hilbert space, I? is Lipschitz, with Lipschitz constant 1, and lv 
is completely continuous may be written as (M c K - L\;)(~~) = 0, where :I1 is 
monotone and then if K is Fredholm of nonnegative index, we may choose a 
surjective compact regularizator S for K, reformulate the equation as 
(M o K o S + iv : S)(x) = 0 an d b o serve that the operator Jl o K 3 S + :V 0 S 
is pseudomonotone, so that the existence results for pseudomonotone mappings 
apply directly (see [7]). JVe point out that the example treated in [3] may be 
treated directly by the above technique, without recourse to the auxiliary and 
bifurcation equations. 
In ([lo], Dll, WI) th e solutions of equation (1 .I) when N is compact is 
sought by means of an application of the Schauder Fixed Point Theorem via 
the Caesari-Lazar Lemma. In Section 3 we show how one can obtain these 
results as corollaries to results which we obtain bv a simpler and more direct 
method, and when N is not necessarily compact, thus allowing application to 
broader classes of differential equations. 
SECTION 2 
We now wish to consider some consequences of the previous Section under 
the following standing hypothesis: 
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H is a Hilbert space which contains the Banach space X as a sector subspace, 
and K EL(X, H) is such that N(K) hashfinite dimension with R(K) = (N(K))‘. 
In the above, N(K) and R(K) denote the null-space and range, respectively, 
of K, while (i3)l denotes the orthogonal complement in H of A _C H. We denote 
by Q the orthogonal projection of H onto N(K). We also assume throughout 
this Section that 
N: X + H is such that N 0 (K + Q)-’ is condensing. 
As previously noted the above hypothesis is satisfied if N = A 0 K + iv, where 
&: P --f I7 is condensing and E: X + I7 is compact. 
PROPOSITIO~T 2.1. Assume there exists a bounded neighborhood of 0 E X, 0, 
such that either 
P(i)’ is satisfied with C = Q, or (2.1) 
P(ii) is satisjed. (2.2) 
Then equation (1.1) has a solution. 
Proof. Since N(K) is finite dimensional, Q is a compact mapping, and since 
R(K) @ N(K) = Hand Q is the orthogonal projection onto N(K), K + Q is a 
bijection, so we may apply Corollary 1.1. Q.E.D. 
PROPOSITION 2.2. Assume there exists a bounded neighborhood of 0 E A’, C, 
such that 
(i) (K(x), x) > 0 if x E 30 with K(x) # 0, 
and 
(ii) ((K + N)(x), x) > 0 ;f x E 86. 
Then equation (1.1) has a sohtion. 
(2.3) 
Proof. This result follows from Corollary 1.4 when one lets T = I and 
C = Q. Indeed, condition (1.3) (ii) is precisely the same as condition (2.3) (ii), 
and so it remains to verify that 
((k’ + Q)(x), xi) > 0 if xEX; 
but W + Q>(x), xi = W(x), x> + II Q(x)l12, so that (2.3) (i) implies that 
(K(x), x> 3 0 with (K(x), xi > 0 unless K(x) = 0, and so (K(x), x) + 
11 Q(x)/1 > 0 unless K(x) = 0 and Q(x) = 0, which means x = 0, so that since 
0 EO, ((K + Q)(X), x) > 0 for x E 6%‘. Q.E.D. 
As an example of an asymptotic condition which will guarantee the solvability 
of (1.2) we have 
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PROPOSITION 2.3. Let fi: H -+ H be Lipschitz, with Lipschitz constant 
01 E (0, l), and let w: X--f Y be compact. Suppose 
lh W(x) - Q(4, Q) + Q(.q 
- 




Then for each y  E H, equation (1.4) has a solution. 
Proof. It suffices to solve equation (1.2). We claim that there exists an r > 0 
such that condition (2.1) is satisfied with 0 = B(0, r’), and any Y’ > Y. Indeed, 
if this is not the case then one has {x~} C X and (tJ C (0, l] such that (11 x,, II} -+ 
+co, and for each n 
w + Q>W + hJw(%J) + 4dm - Q&4 = 0. 
Taking the inner product with (K + Q)(x,J, using the Lipschitz hypothesis 
on N, and also the fact that jl K(x& < II K(x,) + Q(x& we get 
IiNW,)), (K + QhJ:?l < IIW + Q)h>ll {a lIW + Qk)lI + II mw:, 
so that 
I + ME - Q)(xn), (K + QhJ> 
IIF + Q&Me 
and since lim ,+& fi(O)ll/l(K + Q)(x,,)ll) = 0, hypothesis (2.4) yields a con- 
tradiction. Q.E.D. 
We now wish to consider conditions which are sufficient to ensure the existence 
of solutions of equation (1.1) when N satisfies both an asymptotic growth 
condition and an asymptotic positivity condition. Such assumptions have their 
origin in the existence result for elliptic partial differential equations of 
Landesman and Lazar ([ 181) and have since been considered by a number of 
authors, among whom we mention FuEik ([lo]), Fucik, KuEera, and NeEas ([I 11) 
and NeEas ([20]). As special cases of our results there follow the abstract results 
of [lo] and [l 11, in a unified manner and with proofs which are a good deal 
simpler. 
In [14] Hess gave a proof of the results in [18], based upon a perturbation 
argument. While our proof of Proposition 2.4 is quite different in concept, it 
amounts to establishing the non-vanishing of a certain topological degree, there 
is some similarity in the internal technical details to the above. 
The following three propositions are based upon an application of the boundary 
condition (2.1). Specifically, we impose conditions on, N to ensure that there 
exists r > 0 such that 
K(x) + (1 - A) Q(x) + Wx) f  0, if Ij XII > r and 0 < h < 1, (2.5) 
EXISTENCE RESULTS 161 
so that one gets the existence of solutions of equation (1. I) in B(0, I), and also 
knows the set of all solutions is bounded. 
PROPOSITION 2.4. Let N: X -+ H be such that /I N(x)11 = o(II x/I), where 
O(Y)/Y -+ 0 as Y -+ +co. Suppose that 
limOW,~o) > 0 whenever {xn> C X 
is such that (11 x, II} -+ + 00 and {x,&/ x, Ii} -+ y. E N(K). Then equation (1.1) has 
a solution, and the set of solutions is bounded. 
Proof. We claim that there exists Y > 0 such that (2.5) holds. Indeed, if 
this is not so then we may select {x~} C X and {h,} _C (0, l] such that {II x, I]} + 
+co and for each nE LJ 
Wd + (1 - h) Q(G) + UhJ = 0. (2.6) 
Since lim,,,(ll N(x,Jl/ll x, II) = 0, and {X,} C (0, l] we see that 
W(Yn) + (1 - u Q(m)> - 0, 
where yn = x,J x, I] for each n, and, by choosing a subsequence if necessary, 
we may assume {h,} + h, E [0, 11, so that 
But K + (1 - X,)Q is Fredh o m 1 of index 0, so that, in particular it is proper. 
Therefore, by again choosing a subsequence if necessary, we may assume 
{Yn> - 3’0 , and II y. I] = I. Consequently 
K(Y,) + (1 - Xo) Q(Y~) = 0, 
and since K + j?Q is one-to-one for p # 0 it follows that h, = 1 and y. E N(K). 
Taking the inner-product of equation (2.6) with y. and noting the fact that 
<K(x,), yo) = 0 we can use the fact that {h,} + 1 to obtain 
lim n+a I (’ TnA”’ II x, II Cm ,yo) + WW,Y~)) = 0, 
Since {(m , yo)} + 1 and ((1 - X,)/X,) /I x, 11 > 0 for n sufficiently large, we 
obtain 
lim@k), ~0) 9 0, 
in contradiction to our assumption. Q.E.D. 
A few remarks comparing Proposition 2.4 and the results of [20] are in order. 
First, in [20] the nonlinearity is assumed to be both compact and bounded on 
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all of the space, whereas in Proposition 2.4 we need not require compactness, so 
that applications such as Theorem 3.3 are allowable, and neither do we require 
boundedness, so that an application such as Theorem 3.7 is allowable. On the 
other hand, the actual asymptotic positivity conditions imposed do not seem to 
be directly comparable, although we feel that perhaps our conditions are easier 
to verify. When one can verify that not only does lim,,,,,,,(/j N(zi)ii,;i s 11) :..~ 0, 
but, in fact, there exists 6 E (0, 1) such that ((11 N(~)/l/li x: 11”) I x E Sj is bounded, 
one can give an alternate asymptotic positivity condition. In the sequel we will 
denote by /3 the largest positive constant such that, j3 11 x 11 < (1 K(.v)!‘, for all 
x E R(K). 
PROPOSITION 2.5. Let N: S + H be such that there exist constants cl , c? ;a 0 
and 6 E (0, 1) such that 
II N.r)ll d Cl + c2 II x IP, for each x E X. 
itlcoreover, suppose 
wheneom {II Q(~,Jll --f c~j and (I\(1 - Q)(xJi/li Q(x,#) is bounded. Then equation 
(1.2) has a solution and the set of solutions is bounded. 
Proof. We claim that there exists an Y > 0 such that (2.5) is satisfied. 
Indeed, if this is not the case then we can choose {A,} C (0, l] and {x~). such that 
(11 X, ]lj --f + co and equation (2.6) holds for each n E N. Hence, for each n E N, 
so that 
k’w - Q)c%)) = -L(I - QWW), 
B !I(1 - Wn)ll d cl + c2 il Lx P, for each no N, 
and thus {#I- @(Nn)ii/il x, 11”) is bounded. Moreover, since (11 X, j/1-6j ---f + CC, 
we also conclude that (I] ,O(x,J# - +a. Finally, for each n E N we have 
and since, by hypothesis, li&(N(x,), $J(x,J)/ll $)(xn)li) > 0, we obtain a con- 
tradiction. Q.E.D. 
Remark 2.1, The above result implies the main abstract result of ([I l]), 
where under slightly more stringent positivity conditions a similar result is 
obtained for compact N. 
Our final Proposition is an existence result when N is asymptotically linear. 
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PROPOSITION 2.6. Let N: X + H be such that there exist constants a. > 0 and 
y  E (0, fi) such that 
!I N(.x)ll < ci + y  II x II, for each .r E ,I-. 
Suppose l&(N(a,), Cl(xn)\/li Q(xn)[l) > 0, whenez-er [Ii .Y,~ ‘;j a +CYJ and 
Then equation (1.1) has a solution and the set of solutions is bounded. 
Proof. It suffices to derive a contradiction from the existence of sequences 
{xJ and [A,} C (0, l] such that {II X, II} ---f + =o and equation (2.6) holds for each 
71 E N. Indeed, if this should happen, then 
P IiU - Q)(%ll ,< 01 + Y II .% ‘I> foreach ngN, 
so that ~m(lIV - 0%4l/lI .G II) < r/B. 
But since 0 is an orthogonal projection 
II Q(.yn)li2 li(Z - Q)(xn)l12 
II s, ~‘2 = 1 - I!?c,ll’ ’ 
for each )I E N, 
so that lim(~l(Z - ~)(xn)ll/ll pi/) ,< r/(fi2 - y2)lj2. As in the previous two 
proofs we now get a contradiction. Q.E.D. 
Remark 2.2. As a special case of the above Proposition we get the main 
abstract result of [IO], where N is assumed to be compact and the asymptotic 
condition is somewhat more stringent. 
Remark 2.3. We have made the comment that the proofs of Propositions 2.5 
and 2.6 are simpler than the proofs of the special cases proven in ([IO], [ll]) 
when N is compact, and in connection with this observation it is in order to 
point out that when C: B(O, r) C X + S is compact and C(X) # XX when 
/I x I/ -= Y and h > 1, then the fact that it necessarily has a fixed point follows 
from the Schauder Fixed Point Theorem; indeed, letting p be the radial retrac- 
tion of X onto B(O, r), Schauder’s Theorem implies p c C has a fixed point, 
and the above boundary condition implies that this fixed point is also a fixed 
point of C. RIoreover, since we are also establishing the nonvanishing of a 
topological degree, one can also solve a small perturbation of the equation, so 
that, for instance the proofs of Propositions 2.4, 2.5 and 2.6 imply we can solve 
the equation (1.4) for suitably small 1’. 
Remark 2.4. In the preceding three Propositions none of the hypotheses 
are altered if we replace K by --K. which means we can also solve equation (1. I) 
if the condition that 
liIJ(N(qJ, ye\, > 0 
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is replaced by the condition that 
fi;;;ov(X,), yJ < 0 
whenever {x~} satisfies the properties prescribed in these Propositions. 
Remark 2.5. A number of the results of this Section can be extended to the 
situation where I’ is not a Hilbert space. Suppose that X and I; are Banach 
spaces, with X a vector subspace of I’, and that [ , 1: ,J- x I’ --f iw is a positive 
bilinear form such that if {x,} C X and {x,} - x,, , then h[x;, , x0] 3 [s,, , x,,]. 
Moreover, suppose that K E L(.X, Y) is Fredholm of index 0 and R(K) @I 
N(K) = I;, where ‘@I’ now denotes orthogonal direct sum with respect to [ , 1. 
Then Propositions 2.4, 2.5 and 2.6 remain-valid when ( , > is replaced by [ , 1. 
An example of the usefulness of such a generalization is given in Problem 4 
of Section 3. 
Remark 2.6. The author wishes to thank the referee for pointing out the 
results of D. Defigueiredo (The Range of Nonlinear Operators with Linear 
Asymptotes which are not Invertible, Commentationes Math. Univ. Carolinae, 
15, 3 (1974) 415-428) where, based upon a perturbation argument, a number of 
interesting existence results are obtained for equation (1.1). 
SECTION 3 
In this final part we wish to examine four problems in differential equations 
and show the usefulness of the results in the previous sections in solving these 
equations. 
PROBLEM 1. We wish to find the solutions of 
-u”(t) + cp(t, u(t), u’(t)), u”(t)) = 0, on [O, 11, 
(3.1) 
40) = u(l), u’(0) = u’(1). 
As our first existence result for equation (3.1), we give conditions guaranteeing 
the existence of a solution in C2([0, 11). To do so we now let Y = C([O, I]), 
equipped with its maximum norm, and letting Cs([O, I]) be equipped with the 
norm 
we see that X = {u E C2([0, 11) I u(O) = u(l), u’(O) = u’(l)} is a Banach space 
such that K: X- Y defined by K(u)(t) = -u”(t), for u E X, t E [0, I], is a 
bounded linear mapping which is such that K + /31: X -+ Y is a bijection when 
/I # -J-(2rz~)s, for n E N u (0}, where I denotes the inclusion mapping. The 
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Arzela-Ascoli Theorem implies I: X ---f Y is compact. It is not hard to prove 
the following 
LEMMA 3.1. Let g: [0, l] x W + R be continuous and such that there is an 
a E (0, 1) with 
Ig(t,r,s,)-g(t,r,s,)l <4s,-s?I, for tE[O,I],r,Sl,s,E[W. 
Let S: C([O, I]) -+ C([O, 11) be compact. Define N: C([O, 11) + C([O, 11) by 
-W)(t) = dc w4Ph W), for u E C([O, l]), t E [O, 11. 
Then N is condensing with respect to the set measure of noncompactness. 
THEOREM 3.1. Let g: [0, l] x W --f IF8 be as in Lemma 3.1, and also be 
bounded. Let f: [0, l] x W + IR be continuous and bounded, and let /3 E R be such 
that tkl # f(2nr)2, for n E IV u (0). Then for each h E C([O, 11) there is a 
u E @([O, I]) such that 
-u”(t) + g(t, u’(t), U”(t)) + f(t, u(t), u’(t)) + @(t) = h(t), for t E [0, I] 
40) = u(l), u’(0) = u’(l), 
and the set of solutions is bounded in C2([0, I]). 
Proof. Letting X, Y and K be as in the discussion preceding Lemma 3.1, 
we define Xi to be a subspace of X complementary to N(K), and let P be a 
projection of Y onto R(K). Now define S: Y -+ Y by 
S(u)(t) = -r’(t), where z’ = (K \x,)-l(P(u)), 
for u E Y, t E [0, 11. 
The Arzela-Ascoli Theorem implies S is a compact mapping, and since 
zu’ = 0 when K(w) = 0, we see that 
(S 0 K)(u)(t) = u’(t), when u E X, tE[O, I]. 
On the other hand, Lemma 3.1 implies that fi: Y -+ Y defined by 
e 
W)(t) = & MW), -4th for uEY, tE[O,l], 
is condensing, and we clearly have 
(fi o K)(W) = g(t, u’(t), u”(t)>, for uEX, tE [O, I]. 
Clearly m: X-t Y is compact, where m(u)(t) = f(t, u(t), u’(t) + ,h(t), for 
u E x, t E [O, 11. 
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Let C = PI: -X - I-. Then C being compact, K + C being a bijection, and 
(1%: 0 K + m) 0 (K -t C)-l being condensing, 
leaves us in the situation where Corollary 1.5 may be applied. Since bothfand g 
are bounded, it follows that 
,im ll(lcr o k’ + ,~ - C)(u)11 = o 
lluil-+m NK + C)(u)11 ’ 
so all the hypotheses of Corollary 1.5 are satisfied. Q.E.D. 
The next two results concerning the existence of solutions of Problem 1 will 
be in the context of solutions in the space H2([0, I]) of functions u on [0, l] 
which have absolutely continuous first derivatives and are such that u, u‘. and 
u” lie inL2([0, l]), and we equip this space with the norm 
we use the fact that H”([O, 11) is a Hilbert space which is compactly embedded in 
Cl([O, 11). For u, z’EL~([O, l]), we denote by (u, z.1) the usual L2([0, 11) inner- 
product, and the symbol ‘0 will denote the orthogonal direct sum in I,s([O, I]). 
For the remaining discussion of Problem 1, X will denote {u 1 u E Ha([l, 0]), 
u(0) = u(l), u’(0) - u’(l)}, and I7 will denote L’([O, I]). Defining K: X + Y 
by K(u)(t) = -u”(t), for u E ,Y and t E [0, I], we see that K is a bounded linear 
mapping, M(K) consists of the constant functions and R(K) 9 N(K) = Y. 
Moreover, the orthogonal projection Q: Y --, R(K) is simply 
Q(u)(t) = - f’ u(s) ds, for u E Y, tE [O, 11. 
‘0 
In Kannan and Schur [ 161 the Poincare Boundary Value Problem was treated 
by means of alternative equations and a factoring technique. Our next result 
improves on that of [ 161 in that our nonlinearity f  is not assumed to satisfy the 
growth conditions of [16] and moreover we allow nonlinearities in the second 
derivative. It is clear that our same technique may be used to make similar 
improvements on problems involving x”“, as in [16]. 
We will need the following result, whose proof is straight forward. 
LEMMA 3.2. Let g: [0, l] x 08” 4 IR be continuous. Moreozw, assume (i) 
there is an ti E (0, 1) such that 
I g(4 s, Tl) - g(t. s, r*)l < fl ’ r1 - r2 I> if tE[O, 11, S,rl,r,EIR, 
and (ii) given E > 0 there is a 6 > 0 such that 
! g(t, s1 , r) - g(t, s2 , r)i < E ; f  I s1 - sq’ < S and tE[O, 11, rE!R. 
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Let S: L2([0, I]) + C([O, I]) be compact. Then the mupping N: L2([0, 11) -+ 
L2([0, I]), defined by 
is condensing with respect to the set measure of noncompactness. 
THEOREM 3.2. Let g sati& the hypotheses of Lemma 3.2, and let f: [0, I] x 
W + R satisfy the Carethiodory conditions and be such that there exist constants 
y, S E R, and ,6 E L2([0, 11) such that If(t, s, r)I d B(t) + 8 I s I + 8 I r I, for 
t E [0, 11, s, r E R. Suppose there exists a bounded neighborhood, 0, of 0 E X, such 
that 
II 24’ ll$ + cd& W), U”(Q) + f (t, a, u’(q), wi 3 0, 
whenever u E 80. Then the problem 
-u”@) + g(c u’(4, u”(Q) + f  (6 u(t), u’(t)) = 0, for tE[O, I] 
40) = u(l), u’(0) = u’(l), 
has a solution. 
Proof. We use the notation introduced preceding Lemma 3.2. If  we define 
S: X+ Yandfl: Y-t Yandm: X + Yin a manner similar to their definition 
in the proof of Theorem 3.1 (only the spaces change) then the compact em- 
bedding of X in Cl([O, 11) together with Lemma 3.2 implies fi is condensing 
and w is compact. 
We wish to invoke Proposition 2.2 and since we have imposed the assumption 
that 2.3 (ii) holds, it suffices to check 2.3 (i). But, 
(K(u), uj = ,,’ [u’(t)12 dt, 
and so it is positive when u is not constant. Q.E.D. 
Our final existence result for equation (3.1) will be based upon Proposition 2.4. 
THEOREM 3.3. Let g, f: [0, l] x R2 -+ R be continuous and such that 
(i) there exist N > 0 and 6 > 0 such that f (t, s, y) > 6 if t E [0, I], Y E IR, 
and s 3 N, while f (t, s, Y) < -S if t E [0, 11, r E 58 and s < -N. 
(ii) there exists 71 E L*([O, 11) and /3 E (0, 1) and y  E R! such that f (t, s, r)i < 
q(t) + ~(1 Y IB + 1 s Is) if t E [0, l] and r, s E R. 
(iii) g satisjes the hypotheses of Lemma 3.2, and there exists p E (0, 6) such 
that 1 g(t, s, r)j < p, for all t E [0, I], s, Y  E R. 
409/66/I-12 
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Then the equation 
-u”(t) t g(t, u’(t), u”(t)) -+ f(f, u(t), u’(t)) = 0, for f  E [O, I] 
U(O) = u(l), u’(0) = u’(l) 
has a solution in fP([O, l]), and the set of solutions is bounded. 
Proof. We continue to use the notation introduced in the proof of Theorem 
3.2, and to apply Proposition 2.4 we first show that if (Us} C Ha([O, l]) with 
{I] u, I]} -+ +oo, and {u,/11~, II} converges to the function whose constant value 
is + 1 (resp. -1) then 
lim o1 (g(t, u'(t), u"(t)) + f (6 u(t), u'(t)> dt > 0 s 
(resp. li;;; i1 g(t, u’(t), u”(f)) + f (t, U(Z), u’(t)) dt < 0). 
II 
Suppose, say, we consider the case when (u,J u, 11) converges to + 1. The 
{u,J u, ]I} converges uniformly to + 1, and hence we may choose n,, E N such 
that u,,(t) >, N if n > no , and t E [0, I], so that 
g(t, u;(t), u:(t)) +f(t, u,(t), u;(t)) > 6 - p, if / E [0, I] and n >> n,, , 
from which the above inequality follows. 
It remains to show that 
but (fi 0 K)(X) is b ounded, and Holder’s inequality together with the growth 
condition on f imply that 
II @4ll, < II 7 llrp + Yl II u II;* > for each u E X. Q.E.D. 
Remark 3.1. Using Remark 2.4, it follows that the above result also follows 
if we replace(i the condition thatf(t, s, r) < -S when s > Nandf(t, s, I) > 8 
whens<--NandtE[O,l],rE(W. 
PROBLEM 2. We wish to find solutions of 
-u”(t) + &, u(t), u’(t), u”(t)) = 0, t E [O, 11 
(3.2) 
u(0) = u(1) = 0. 
For our first result we let X = {u E: W([O, 11) 1 u(0) = u( 1) = 0} which we 
equip with the Hs norm and we let Y = Ls([O, 11). Then K: X -+ Y is a bijection 
where K(u)(t) = -u”(t) for u E X and t E [0, 11. 
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THEOREM 3.4. Let g: [0, I] x R --f R be continuous and Lipschitz in the 
second variable with Lipschitx cmstant 0. E (0, 1). Let f: [0, l] X R2 -+ R be 
continuous and such that there exist constants y and 6, and /3 EL~([O, 11) such that 
(1) / f(4 s, y)l < B(t) + y I s I + 6 I y I,foy (f, s, y) E [O, 11 x R2, 
and 
(2) (Y-t y+c2li/77 < 1. 
Then for each h EL~([O, 11) there exists a solution in H2([0, I]) of 
-u”(t) + gk u”(t)> + f(t, u(t), u’(t)) = h(t), t E P, 11 
u(0) = U(1) = 0, 
and for a giwen h the set of such solutions is bounded. 
Proof. As in Problem 1 we again define A: Y --f Y by a(u)(t) = g(t, -u(t)) 
for UEY, tE[O, 1] andm: X --f Y by m(u)(t) = f (t, u(t), u’(t)] for u E X and 
t E [0, 11. We observe that compact embedding of X in Cr([O, 11) ensures the 
compactness of m, and fi is clearly Lipschitz with Lipschitz constant 01. 
Now Theorem 257 of [13] yields 
II u lip < $ II u’ Ilp if uEX, 
while a slight modification of Theorem 256 in [13] yields that 
II 24 lip < ; II u’ Ilp if u, u’ EL~([O, I]) and u 
vanishes at some point in [0, 11, 
from which it follows that 
II 24’ I/p < 1 /I UN lip if uEX. 
The above immediately gives 
II m4l~n G II B + Y I u I + 8 I 11’ I llLB 
d II P Ild + Y II u Ilp + 6 II u’ IId 
G II B Ilp + (5 + $) II K(u)llp 
and thus 
so that we may invoke Corollary 1.5 to conclude the proof. Q.E.D. 
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Remark 3.2. In Fitzpatrick and Petryshyn [9] the above problem (3.2) was 
treated in the context of Galerkin approximation methods for Hammerstein 
Equations via a splitting technique for the linear operators involved. 
Remark 3.3. On could also handle the above problem if one chooses X to 
be the space to twice continuously differentiable functions on [0, 11, 1’ = 
C( [0, 11) with Y- having the supremum norm and X having any norm making K, 
as define above, a bijection and S complete. It turns out, however, that in this 
context one will obtained a somewhat weaker result in the sense that the growth 
condition (ii) on f has to be strengthened: this is because of the new estimate 
one now obtains for Ij u Ij . (II u’ 11))’ and (/ u’ 11 (11 U” ii))‘, taking the supremum 
norm. 
Our second existence result for Problem 2 is based upon Theorem 1.2, with 
boundary condition P(ii)‘. We will use the following Lemma, whose proof 
follows by a technique similar to that used to prove Lemma 4.6 of [I]. 
LEMMA 3.3. Letf: [w + [w be continuous and such that there exist pi E (-16rr2, 0), 
with pi # -42, for i = 1,2, such that 
lim f(t)= jjl and f(t) 
t-t+* t ,“mX t = /$ . * 
Assume also that f  (0) = 0. If  {u,} C P([O, 11) will 
-4(t) + f  &dtN = &z(t)7 for t E [O, l] 
u,(O) = u,(l) = 0, 
for each n E N, where (g,> is bounded in C([O, I]), then {u,} is bounded in C’([O, 11). 
THEOREM 3.5. Let f:  1w --f [w be odd, continuous and such that there exists 
/3 E (-16x2, 0), /3 # --4~~, such that 
Let g: [0, l] x [w3 -+ [w be bounded aad continuous and such that there exists a 
6 E (0, 1) with 
I g(t, s, y, 3) - At, s, r, 2211 G 6 I Xl - 3 It ;f tE [O, 11, s, rr 21 , % E R 
and also suppose that 
g(t, s, 7, z) = -g(t, -s, -p, -4, for t E [O, 11, s, 7, z E R. 
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Then for each h E C([O, I]) there exists u E Ca([O, 11) such that 
-u”(t) + gft, u(t), u’(t), u”(t)> + f (u(t)) = h(t), for t E [O, 11, 
u(0) = u(1) = 0, 
and the set of such solutions is bounded in C2([0, 11). 
Proof. Let X = {u E C2([0, 11) 1 u(0) = u(1) = O> and let I- = C([O, 11). 
Defining K: X - Y by 
K(u)(t) = -u”(t), for uES tE [0, l] 
K is a bijection. 
Letting S, : Y -+ Y be defined by S, = K-l and S,: E’ + Y be defined by 
S,(W = w, where z: = S,(U), u E I-, t E [0, I]. 
Then both S, and S, are compact mapping, and with the aid of a lemma anal- 
ogous to Lemma 4.1 it is easy to see that fl: I’ + Y is condensing, where 
N(U)(~) = g(t, -S,(u)(t), -&(u)(t), -u(t)), for u E Y, t E [0, 11. Moreover 
(8 0 K)(u)(t) = g(t, u(t), u’(t), u”(t)), for u E X, t E [O, 11. Definingm: X + Y by 
m)(t> = f  (u(t)), for uGX, tE[O,l], 
m is compact, and Lemma 3.3 states that {u,} is bounded in X if {K(u,J + N(u,)} 
is bounded in Y. Since (fi 0 K)(X) * b 1s ounded it follows that K + I? 0 K + :V 
satisfies condition (+), so that the oddness of K + &C K + IV allows us to 
invoke Theorem 1.2. Q.E.D. 
Remark 3.4. The previous result gives a partial answer to the question 
raised in Remark 3 of [IO]. 
Remark 3.5. If  f: II%! 4 Iw is continuously differentiable and f’(t) E [a, b], 
for all t E iw, where A, < a < b < h,+r , where X, and h,+r are consecutive 
eigenvalues of K (using the notation of the previous Theorem) then K + _V: 
S + Y is a homeomorphism of X onto Y, as can be easily seen by verification 
of the hypotheses of the infinite-dimensional version of Hadamard’s homeo- 
morphism theorem. In particular, K + N satisfies condition (+). It would be 
interesting to find suitable I?’ so that K $ I? o K + m also satisfies condition 
(i-1. 
PROBLEM 3. The equation which we wish to consider is 
,,,.siGl (-r)l4Dya,,(x) U(X)) + f(x, u(x)) = k(x), for .y in Q 
(3.3) 
u(x) = 0, for Y in 8Q. 
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We will consider weak solutions of the above equation, and in order to 
identify precisely the spaces X and I’ and the operators K and N. we need to 
recall the basic idea behind weak solutions. 
Let n E N and if N = (01~ ,..., a,) E (N u (O})?l we let 1 01 1 denote x:=, 0~~ . 
Let Sz be a bounded domain in KY, and denoting (&/ax,) ... (@*/&Ju by D&u 
where pi = (aI ... a,), we define H”(Q) to be the completion of P(Q) with 
respect to the norm 
one denotes by @(Q) the completion in the above norm of Ccm(Q) - the infinitely 
differentiable functions which are compactly supported in Q. We assume that Q 
is of sufficient smoothness that H’(Q) is compactly embedded in L2(Q). 
A function u E@(Q) is said to be a weak solution of (3.3) provided that 
4u> v-4 = ja (f(x, u(x)) - 44) v(x) dx 
for all v  E C,m(Q), where 
4% 4 = x j, uas(x) D&(x) . D%(x) dx, 
l’~/.l~l$l 
for u, ‘0’ E kl(Q). 
We make the assumption that a,, EL”(Q) and uuB = a,, for ( 01/, 1 /3 / < 1. 
Furthermore, assume a(u, v) satisfies Girding’s Inequality: i.e., 
there exist constants cr and c,, such that 
a@, u) 2 co II u iI;1 - Cl II u II”,? , for u E A’. 
Then it follows from the Lax-Milgram Lemma that if X0 > cr , then for each 
u ELM there exists a unique ‘1 E p(Q) such that 
44 94 + ho<% 9) = (u, F>, for all q E C,=(Q), 
and we denote this z.1 by T(u). Then T: L2 + fir is continuous and it is easy to 
see that its graph is closed, so that the range of T, which we denote by X, is a 
Hilbert space. Define K: X + L2 by K(u) = (T)-‘(u) - X,u. Then K is a 
bounded linear mapping such that K(u) + m(u) == 0, where ~(U)(X) = 
f(~, u(x)) - h(x) for u E X, x E Q, if and only if u is a weak solution of (3.3). 
Since K = (I - X,T) G T-1: X-L” and T-l is a bijection of X onto L”, it 
follows that R(K) = R(I - X,T); on the other hand, K(u) = 0 if and only if 
T-l(u) = h,u, which means u E N(I - A,,,T). The compact embedding of S in 
L2 guarantees that T: L2 + L2 is compact, and since a,, = a,,> , T: Lz + L” is 
self-adjoint. Thus I - h,T is Fredholm and L” = R(I - AoT) @ N(I - h,T), 
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which gives L2 = R(K) @ N(K). Ag ain the compact embedding of X in L2 
ensures the compactness of the mapping m: X -+ L2, and so we may apply the 
results of Section 2. 
THEOREM 3.5. Let f: Q x R + IR be continuous and such that there exists 
k E L2(s2) with 
If 6% 41 G wt for all xEl2, SER. 
Moreover, assume that 
s’j& f (.F 4 = g+w and pa f (y, 4 = g-(4, 
for each x E 12. For w E@ let P(w) = {x 1 x E Sz, w(x) > 0} and N(w) = 
{x 1 x E Q), w(x) < 0). Then, gizfen h E L2(sZ), equation has a weak solution provided 
that either 
s,,., g+W 44dx + I,,,, g-(x) 44 dx > s, 44 44 dx, (3.4) 
or 
for each non-zero soZution of equation (3.3) when f = h = 0, 
1,,, g+(x) 44 dx + I,,, g-(4 4 dx < s, 44 44 dx, 
for each non-zero solution of equation (3.3) when f  = h = 0. 
(3.5) 
Proof. Using the notation introduced preceding the statement of the 
Theorem, it suffices to solve 
K(u) + N(u) = 0. 
The growth condition onf implies that if (us> C fil then lim,,,(// ~(u,)l///~ u, 11) = 
0, when (11 u, II} - +cc. We will show that if condition (3.4) is satisfied, then 
lim (N(u,), 240) > 0, 
whenever (un} C 8l is such that {ii u, 11: + + CC and {u,/u,} + us E N(K), and 
so we can invoke Proposition 2.4. In like manner, the sufficiency of condition (3.5) 
follows from Remark 2.5. Well, if {un} and us are as above, then {u,,/ll u, II}, or 
at least a subsequence, converges pointwise a.e. on Q to u,, . Then {iY<u,)> 
converges pointwise a.e. on P(uJ to h, , while {m(u,)} converges pointwise a.e. 
on N(u,) to g- . The dominated convergence theorem guarantees 
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Actually, what we have proven is that every subsequence of {(m(u,), u,,jj- 
has a further subsequence which converges for which the above inequality 
holds, so that, in fact, the whole sequence converges. Q.E.D. 
Remark 3.5. In the Landesman and Lazer paper [7], the hypothesis on the 
linear elliptic operator is that it has a one-dimensional null-space, and then 
the inequality (3.4) holding for all nonzero members of N(K) is equivalent to a 
related single inequality for a particular member of N(K). In \t’illiams’ paper 
[IO] an inequality is used which is easily seen to be equivalent to (3.4). In both 
of the above papers there is an added assumption thatf( - cn) < f(t) < f(+ cc) 
for each t E W. Such an assumption is, as we have shown, not necessarv for 
existence; in the above papers it is used to show the necessity of an inequalit! 
related to (3.4) in order for existence to occur. In [24] there are results similar 
to the above, with an additional unique continuation hypothesis. 
Remark 3.6. When one considers the elliptic operators whose null-space 
consists of functions which do not vanish unless they vanish identically, the 
form of inequality (3.4) becomes particularly simply. For instance, if one 
considers the operator 
A(u) + Au = 0, in Sz 
u = 0, on Z&Q!, 
then the set of h’s for which there exists a nontrivial solution is a countable set 
in (0, co) which has no finite limit point and if A, is the smallest element of this 
set, then the nontrivial U’S which satisfy the above equation have no interior 
zeros (see [l]). Consequently the problem 
Au +A4 = A, in Sz 
u = 0, on Z2, 
may be rewritten as 
Au + X,u + (f(u) - h,uj = h, in Sz 
u = 0, in Z2, 
and then assuming that limx+rf(.x) - h,(x) = I, and limxGmf(x) - h,(x) = I- , 
where Z- and 1, are finite, since either P(W) or N(w) is empty for each nontrivial 
eigenfunction corresponding to the smallest eigenvalue, it is easy to see that (3.5) 
is satisfied if, say, either 
I- < R(x) < 1, , 
1, < h(x) < I , 
for a.a. x in D, or 
for a.a. x in !2. 
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PROBLEM 4. The final problem which we wish to consider is 
--du(.4 + g(x, ~u@z.), Au(x)) + fM.4) = 44, s E 52 
(3.6) 
E (.I,) = 0, .v E a, 
and to do so vve make use of the extension of Proposition 2.4 which was discussed 
in Remark 2.5. Let Q C W be a bounded domain satisfying the cone condition; 
choose p > tl, and letting W.P(Q) be the Banach space modelled on D’(Q) as 
W(Q) was on L2(Q), we define X to be {u E IV*~fl(Q), (&/a?)(X) = 0 for 
x E aQ>; let I- = D(Q). On S x I- we define the positive bilinear form [ , ] by 
[u, v] = j, U(X) V(X) dx, for uEX, v  E Y. 
Let K: X - Y be defined by K(u) = -Au, for u E X, and observe that 
N(K) consists of the constant functions while R(R) consists of those functions 
whose mean value is zero, so that Y = N(K) @ R(K), where @ means orthogonal 
direct sum with respect to [ , 1. We have chosen p > n, so that W2~p(s2) is 
compactly embedded in Cl(Q). Now assume that 
(i) g: Q X [Wn+l - [w is continuous, and if 
(x, u, S) E Q x [w” x [w then g is continuous 
in u uniformly with respect to (.r, S) E Sz x [w, 
(ii) there is a constant 01 E (0, 1) such that 
I g(x, u, 4 - g(x, u, s2)l < a I s1 - s2 I, if 
(x, u) E Q x W, sr , sg E [w, and 
(iii) there exists v  ELI(Q) such that 
I g(x, 24, s)l < q(x), for (x, u, s) E J? X aBn X [w. 
(3.7) 
In the same manner as Lemma 3.2 allowed one to consider Problem 1 in L2 
one can show that 
g(x, VU(N), Au(x)) = (-Kr o K)(u)(x), for uEX, xEQ, 
where fi: I- -+ I’ is condensing. Our assumptions on f  are that 
(i) f is continuous and there exist a, b E Iw and 6 E (0, 1) 
such that 1 f (s)l < a + b 1 s j8, when s E IF!, and (3.8) 
(ii) lim s++m f (s) = + 00, while lim,+, f (s) = -co. 
Finally, defining m: X -+ Y by m(u)(x) = f(u(~)), for u E X, x E a, we are in 
the situation described in Remark 2.5 and we will apply the extended version 
of Proposition 2.4. But if {x,} C X, with (11 x, II} + fee and {qJ] x, II> + 
x0 E N(K), then since x0 is a non-zero constant and {x,J x, II} converges uni- 
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formly to x0 on Q it is clear that if N = 8 J K + IV then lim,,,[N(x,), x0] -= 
-t a. Thus we have 
THEOREM 3.7. Suppose assumptions (3.7) and (3.8) hold. Let p > n. Then 
for any h E Lp(Q) there is a solution to Problem 4. 
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