We present an approach for computing the heading direction of a vehicle by processing measurements from a 2-axis magnetometer rapidly. The proposed method relies on a non-linear transforma tion of the measurement data comprising only two inner products. Deterministic analysis of the signal model shows how the heading direction is contained in the signal and the proposed estimator is an alyzed in terms of its statistical properties. Experimental verification indicates that good performance is achieved under the presence of saturation, measurement noise, and near field effects.
INTRODUCTION
Existing methods for traffic monitoring such as inductive loops are more and more challenged by emerging solutions based on small size, low-cost sensors such as microphones or magnetometers. These sensors are often incorporated in sensor nodes for wireless sensor networks (WSN). One of the biggest advantages of using this technology is its flexibility. Nodes can be easily placed at points of interest and due to their connectivity, the measurement data can be made available almost instantly. Furthermore, the low cost makes them very attractive [I, 2] .
However, such sensor nodes also bring certain limitations. Gen erally, the energy budget is limited as the units are powered by either batteries or solar panels [3] . Furthermore, computational resources are limited, either for the reason of power saving (e.g. duty-cycling of the computations or low-power processors) or due to sharing of the microcontroller between different tasks (measuring, computing, communication, etc.), see, e.g. [4, 5] . Thus, it is very important that the computation time for each task is reduced to a minimum, which emphasizes the need for low-complexity data processing algorithms.
One of the quantities of interest e.g. for road administrations, urban planners, or traffic management centers is traffic flow and, associated with that, the heading direction. The latter is important because it provides more insightful information regarding the traf fic flow direction. With this information, the traffic volume that is normally measured by a simple detector can be analyzed more thor oughly and better conclusions for future measures such as road plan ning can be drawn.
In this paper, a scheme for classifying the heading direction of a vehicle in a fast and efficient way using measurements from a single This work has been supported by the Swedish Foundation for Strategic Research under the project Cooperative Localization, the Swedish Govern mental Agency for Innovation Systems (VINNOVA), and GEVEKO AB.
978-1-4673-0046-9/12/$26.00 ©2012 IEEE 3385 sensor node is proposed. The problem is stated in Section 2, fol lowed by the development of the algorithm in Section 3. Finally, the method is applied to measurement data from commercially available sensors and evaluated in Section 4.
PROBLEM FORMULATION
When a metallic target passes, a stationary magnetometer measures a distortion of the magnetic field [6] . This distortion contains rich information which is associated with both the target trajectory as well as target specific parameters. One example of such a distortion is shown in Figure 1 , where two components of the magnetic field are measured. In this work we are only interested in finding the correct heading direction of the target. Consequently, the method should be insensi tive to other quantities such as velocity, distance between the sensor and the trajectory, magnetic signature, and target extension. Addi tionally, the following physical limitations of the sensor should be taken into consideration: a) The magnetometer has only two axes:
This means that the magnetometer only measures the two compo nents of the magnetic field parallel to the ground. and not the third component orthogonal to the ground. b) The signal might be sat urated: Especially when large targets pass close to the sensor, the measured distortion is saturated as shown in Figure 1 . c) Mea surement noise: The magnetometer measures the magnetic field dis turbed by noise.
One way of solving the problem is to approximately model the target as a magnetic dipole. This approximation holds if the distance between the target and the sensor is large in comparison to the char acteristic length of the target. This gives raise to a magnetic dipole field h(t) expressed as h( ) = 3(r(t)· m)r(t) -ll r(t) 11 2m t Il r(t) 11 5 '
where r(t) is the position of the target relative to the sensor and m is the magnetic dipole moment, which can be considered as a target specific parameter [7] . Two components of the magnetic field (I)
can then be measured with a two-axis magnetometer
where T is the sampling time of the sensor and e(kT) measurement noise. The models (I) and (2) can now be used to estimate r(t) from the measurement of y(kT) and the heading information can be extracted from the estimated trajectory f(t) . However, this is a non-linear problem and convergence is not guaranteed. Furthermore, if the target is close to the sensor, a higher order model including more parameters is needed to describe the signal accurately, for example by including higher order moments of the magnetic field or by modeling the target as a grid of dipoles [8] . Un fortunately, the computational cost of the corresponding estimation problem would grow quadratically with the number of parameters.
Instead of using a model based approach, we will, with (1) as basis, construct a test statistic from the magnetometer signal directly. The sign of this test statistic will be shown to be sensitive to the heading direction of the target.
HEADING DIRECTION INFORMATION
The heading direction information of the two dimensional magne tometer signal in Figure 1 can partly be revealed by plotting the two dimensions of the measurement against each other in a graph as pre sented in Figure 2a . As it will be shown, the measurement trajectory is turning clockwise in the x-y-plane as time increases. Further, it is easy to realize that the measurement trajectory would tum coun terclockwise if the same vehicle reversed in the opposite direction. This can be seen by changing the time direction for the measurement sequence.
Consequently, the rotation direction of the measurement trajec tory might indicate the heading direction of the target. The equiva lent plot can be made for other vehicles, and, according to Figures 2b and 2c, this pattern is recognized for them as well.
Before proving this relation, we will simulate the dipole model (I) for a predefined trajectory to get even more intuition. This is done in the following example.
Example
Assume a linear trajectory orthogonal to the z-direction r(t) = [t, 1, of and a magnetic dipole moment m = [mX, mY, mZf .
From (I) we get
[ 2mXt2 + 3mYt -mX 1 By plotting the x and y components of h(t) against each other for different values of m, we conclude that all trajectories of h(t) tum clockwise (see Figure 3) .
Furthermore, from (3) we observe that the h Z(t) does not have any heading direction information since it is an even function. Thus, since the magnetometer we are using in this work only measures the x and y components of the magnetic field, the exclusion of the z component will not lead to any information loss regarding the head ing direction.
Deterministic analysis
Next, we will prove that the conclusion from the example will hold for all m and arbitrary trajectories as long as they lie in the x-y plane. The proof is accomplished by computing the area that the tar get trajectory and the measurement trajectory are enclosing. These two areas will be proved to have the same sign. For an infinitesimal position change dr this area equalizes the area of the triangle that r and dr are spanning, see Figure 4 . From linear algebra it is known that this area can be computed with the determinant of the 2 x 2-matrix, whose columns consist of the vectors spanning the triangle. The following theorem shows that this area has the same sign for the target trajectory as for the measurement trajectory. Consequently, if the target trajectory is tuming clockwise around the sensor, the trajectory of the magnetic field h(t) will also tum clockwise and vice versa. The theorem is also illustrated in Figure 4 . 
Now, define the notation of a pair of two orthogonal 2-dimensional vectors from u E )R3
where u = [u X,u Y,u zf . Furthermore, for u , v, w E )R2 we can easily verify the following identities
In addition, we also notice that a 2 x 2 determinant can be rewritten as an inner product I �:
Since r Z = 0 and d r z = 0, the two-dimensional version of (4) and (6) Finally, by using the relation (9), we will arrive at the result in (5) with Finally, the discrete time version of (12) will then be where the notation h % = h X(kT) has been used. So far the magnetic field is assumed to be known deterministically. There for, we will investigate how measure ment noise will affect the heading direc tion estimation by considering the two dimensional measurement equation (2) , where the measurement noise is as sumed to be normal distributed ek � N(O, 0-2 h ). Based on the result from the last section a decent estimator of (\3) would then be
By using (2), (13) and (14), the estima tor (14) can easily be shown to be unbi ased. Further, the variance of (14) can be computed as 
k=1
where � h k :::0 (h k+l -hk-I)/2. Consequently, the variance of the estimator scales with 0-4, which makes it very sensitive to noise. However, its impact can be reduced to 0-2 by modifying the estimator such that it does not sum over each individual area contribution from two consecutive samples, but rather average over larger area seg ments, see Figure 5 . In this case, however, each individual segment between k and k + 1 will be counted p times. Thus, the estimator has to be normalized by l/p so that its value still has the interpretation of being the enclosed area.
This modified estimator will be slightly biased, however, it will have a lower variance, which can be computed as 
However, we might not choose p a too large since the increasing bias of (16) will deteriorate the classification results. Finally, the improved estimator (16) can be written as the differ ence of the two inner products 
Experiment setup
Experiments were conducted in order to verify the proposed algo rithm on real data. The measurements were performed on a two-way country road with moderate traffic density. Commercially available 2-axis magnetometers (Honeywell HMC6042, [9] ) including the corresponding signal conditioning and acquisition hardware sam pling at 100 Hz were placed on both sides of the road as illustrated in Figure 6 . Traffic was measured for 45 minutes and 88 vehicles travelling south-north (close to sensor 1) and 99 vehicles travelling north-south (close to sensor 2) were captured. Furthermore, the whole experiment was recorded with a video camera. From the video recording the true passing time of the vehicles as well as their heading directions were manually extracted. For each passage a 1.0 s long time window from the magnetometer signal was extracted and the heading direction was classified with the method described in Section 3 with p = 10, which was the value maximizing the classification performance. The classification was then compared to the ground truth. Note that the detection problem is not considered here. However, this could be done, for example by using methods described in [2] .
Results and discussion
The results are summarized in Table 1 . It indicates that the sen sors are capable of classifying the heading directions of the vehicles passing in the nearby lane with a very high accuracy with almost no wrong classification. Furthermore, most of the vehicles passing on the distant lane are also classified correctly.
Even though the statistical significance of these results is low due to low number of samples, they clearly show that the proposed method can correctly classify the heading direction of vehicles in the close vicinity of the sensor. Consequently, the proposed method is robust even if near field effects are present. Furthermore, the vehicles farther away are more difficult to classify due to worse SNR.
Additionally, if two vehicles meet each other in front of the sen sors, each sensor will most likely classify the heading direction of the vehicle passing on the distant lane wrongly. In total four miss classifications in the results can be explained this way. However, this problem can be solved by fusing the information from the two sensors.
Finally, the ability of the proposed method to handle saturation can intuitively be understood by considering its geometrical inter pretation as being the enclosed area of the measurement trajectory, as described in Section 3. A saturation will only crop this area but not change its sign, see for example Figure 2a.
S. CONCLUSION
In this paper, a technique for fast and efficient vehicle heading clas sification using a two-axis magnetometer has been proposed. It was shown theoretically and by applying the method to measurement data from commercially available sensors with certain limitations (namely saturation), that the proposed algorithm works well if the SNR is high enough, even though the simplified dipole model in (I) was assumed to be the general case. However, the method has diffi culties of handling multiple vehicles in front of the sensor.
Future work should focus on verifying the method more system atically, including the analysis of how the near-field effects, where the single dipole-model is a very crude approximation, affect the algorithm. Furthermore, more real world data tests as well as the implementation in a real sensor platform should be targeted.
