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Abstract
Nonlinear frictional dynamics reduce the tracking performance of machine control
systems involving high-precision low-velocity tasks. We present an adaptive nonlinear
friction compensation scheme which captures problematic friction effects, including
Stribeck effect, hysteresis, stick-slip, presliding displacement and rising static friction.
Our compensator is designed for stable compensation for the effects of the friction
force due to its static, Coulomb and viscous components, while remaining robust to
perturbations in friction force due to frictional lag and frictional memory. Simulation
studies show that our method improves the tracking performance in low velocity tasks
and overcomes the specific problems caused by nonlinear friction dynamics such as
stick-slip limit cycling, hunting about a set point, and hysteresis.
A new type of error model is developed based on the design of the friction com-
pensation scheme. The main features of this error model are that, the regression
vector, a known function used to generate parameter adaptive laws, contains first
and third quadrant nonlinearities, and disturbances, representing perturbations due
to frictional dynamics, include Lipschitz and bounded disturbances. This error model
is used to extend robust adaptive theory using persistently exciting inputs.
The main analytical result is that if the inputs are persistently exciting over a small
enough subinterval with a large enough degree of persistent excitation compared to the
disturbances, and if the bandwidth of the linear controller is high enough relative to
the Lipschitz disturbances, then the error model system has bounded solutions. Using
properties of first and third quadrant nonlinearities, we choose conditions about the
subinterval in the persistent excitation condition as well as a scaling factor relating the
functions in the regression vector so that a positive definite function of the system
errors decreases on every interval of a certain length by an amount more than it
increases over the same interval. Additionally, if the Lipschitz disturbances are small
enough, an algorithm exists to compute persistent excitation conditions and tracking
error and parameter error bounds for the friction compensation system. Simulations
show that adding persistent excitation to the adaptive nonlinear friction compensator
improves tracking performance using acceptable parameter estimates and reasonable
control levels.
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Title: Associate Professor of Mechanical Engineering
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Chapter 1
Introduction
1.1 MOTIVATION
Friction is a force that resists the relative motion of contacting bodies. At low veloc-
ities, nonlinear contact surface mechanics cause systems to exhibit complex phenom-
ena such as stick-slip and hysteresis. Stick-slip is a sudden transition between a stick
phase, in which the bodies are not in relative motion even under the presence of an
applied external force, and a slip phase, in which the bodies quickly slip relative to
each other. Hysteresis is caused by a lag between a change in velocity and a change
in friction force.
In control systems operating at low velocities, the friction force can dominate the
effects of the control force and this produces undesirable tracking errors and limit
cycling. Control applications involving high-precision, low-velocity tasks frequently
exhibit unacceptable performance due to problems with friction. Modifying the con-
trol design for compensation of the effects of friction may improve tracking perfor-
mance; however, it is especially difficult due to nonlinearities of the contact surface
mechanics, lack of feedback of the internal friction states, and both structural and
parametric modelling uncertainty.
A variety of control techniques are available to address problems caused by friction.
Passive techniques such as lubricating the surface with grease are only partially effec-
tive. Although special chemical agents can be added to the grease to reduce stick-slip
effects, they are not particularly effective due to sensitivity to wear and temperature
changes. An active technique is to use high bandwidth linear control. By making the
control input large compared to the friction force, the friction force and consequent
nonlinear behavior no longer dominate. However, high bandwidth control is undesir-
able because the effects of unmodelled dynamics and sensor noise become problematic
at high frequencies.
Friction compensation is an alternative active control strategy in which an appropri-
ate friction model is used to generate a friction estimate which is integrated with a
controller to eliminate or reduce the effects of the friction force. The friction model
utilized should be accurate enough to capture nonlinear dynamic friction effects and
pertinent environmental factors in the system. High control forces are not needed in
friction compensation techniques because the goal of the compensation is to match
the friction forces, which are generally low in magnitude, and not to dominate them as
in a high bandwidth linear design. For these reasons, friction compensation is highly
promising and should not have the negative features of either passive techniques or
high bandwidth linear techniques.
The potential of friction compensation relies on both accurate friction models and
stability-based adaptive and nonlinear control techniques. Both fields are areas of
active research. In tribology, much progress has been made in this century in under-
standing the physics of friction, and although many alternative models exist, they
share basic common features. In control, many new methods have been developed
for nonlinear systems and for systems with uncertainty. These methods are geared
towards improving performance and maintaining stability in the presence of uncer-
tainties while using reasonable control levels. Recently, control researchers have begun
to explore the new methods to try to exploit the known features of the more complex
physical-based friction models in order to estimate the unknown features of friction
and utilize both to obtain better performance.
1.2 BACKGROUND
Several researchers have successfully illustrated the potential of friction compensation
methods, yet the combination of a sufficiently complex friction model, encompassing
most of the nonlinear frictional dynamic effects, and a corresponding controller which
provides an adaptive nonlinear compensation has not yet been presented [13, 14, 4].
A good survey paper of friction physics, modelling and compensation techniques is
presented in [2].
In [13], adaptive control has been to shown to have the potential to improve problems
due to friction. In particular, modelling of the lag between change in velocity and
change in friction force, often called the Dahl effect, was particularly helpful in im-
proving performance for trajectories with repeated zero velocity crossings. However,
some friction nonlinearities including the Stribeck effect were not included in this
study. The Stribeck effect, discussed further in chapter 2, is the dip in the friction
force vs. velocity curve when the velocity is held steady, and it is important for the
accurate modelling of stick-slip onset conditions.
Nonlinear adaptive friction compensation was shown to improve tracking performance
compared to a P.I.D. controller for a positioning table in [14]. The friction model used
in this study was a static nonlinear map between velocity and friction force. Dynamic
effects such as frictional lag were not considered.
Unlike the models used in the previous two studies, a new friction model, presented
recently in [4], captures both the Stribeck effect as well as frictional lag effects. A
nonlinear compensation scheme assuming known model parameters was presented
with the new model.
Extending these results to include parameter adaptation would be beneficial because
performance improvement depends in part of the parameters in the model, which may
be poorly known. However, because parameter adaptation for a nonlinear system is,
in general, a difficult problem, an adaptive nonlinear compensator design for this
friction model is a non-trivial problem. The groundwork laid in adaptive control for
linear systems makes use of linear growth constraints which are not applicable to the
general nonlinear problem. Although some nonlinear systems have been successfully
analyzed by capitalizing on special structures [11], [25], these special structures are
not present in the friction problem.
Although, designing an adaptive nonlinear compensator for the new model represents
a new control analysis problem, it is a problem which fits very naturally into the
framework that has developed for adaptive control of linear systems, which we now
overview briefly.
In adaptive control for linear systems, the overall system is reduced to an error model.
This is a nonlinear dynamic system which relates tracking errors and parameter er-
rors. A part of the error model, called the regression vector, is a function of known
system variables that, together with tracking error, is used to generate the parameter
adaptive laws. Stability analysis for error models, which is important for adequate
performance, must use analysis tools geared for nonlinear systems because the overall
dynamic system for the tracking and parameter estimation errors is typically nonlin-
ear.
In the late 1970's in [16], the stability of an error model was analyzed for which the
regression vector is a bounded function of time. This choice of error model structure
was the result an adaptive controller constructed in [15] for a linear system. At the
time of the work by [16], boundedness of the regression vector for the linear adaptive
control problem had not yet been proved. This problem was actively pursued and
solved in the early 1980's when linear growth constraints were used to show that the
corresponding regression vector, which is a linear function of the state, was indeed a
bounded function of time [20], [19]. This work meant that the stability problem for
the general linear adaptive control problem with output feedback had been solved.
The analysis in [16], used arguments based on persistent excitation (p.e.) to show
that if the regression vector was p.e., then the error model that was considered,
with the bounded regression vector, was uniformly asymptotically stable. Persistent
excitation of a signal roughly means that the signal periodically excites enough of
system dynamics in every direction. The intuition behind using persistent excitation
analysis is that when a sufficiently rich signal is fed into a system, knowledge of the
system structure can be used to predict useful characteristics of the system response.
The work [16] was significant because coupled with the later results, it implied that
persistently exciting inputs could be used to make parameters in the associated linear
adaptive control system converge to their true values.
Unlike the linear adaptive problem, in a general nonlinear adaptive problem such as
the friction compensation, the regression vector is a nonlinear function of the state
and consequently, linear growth arguments used in linear adaptive control to show
the regression vector is bounded can not be applied.
In the mid 1980's, research attention took a direction to focus on improving robustness
properties of adaptive controllers. It had been discovered ( [23], [7]), that bounded
disturbances present in a linear adaptive system could make the overall adaptive
system unstable by making the parameter estimates grow without bound.
In a friction compensation problem, robustness issues are of particular importance be-
cause uncertainties in the model can act as disturbances to the system. The techniques
that were developed to address robustness issues for the linear adaptive problem also
provide a framework for the nonlinear adaptive friction compensation problem.
Two types of robust adaptive theory were developed. Adaptive law modifications is
an approach in which the adaptive laws are modified in ways which prevent param-
eter divergence. These methods include dead-zones ( [7], [24]), maximum parameter
bounds, ( [12]), sigma modification ( [10]), and e-modification ( [18]). The other
approach is the use of persistently exciting inputs. Work in [17] showed that if the
level of persistent excitation is high enough compared to the level of disturbances,
then the inputs counter the undesirable effects of the disturbances, and consequently
boundedness of the tracking and parameter errors can be obtained.
1.3 CONTRIBUTIONS OF THIS THESIS
In this thesis, we will focus on position control of a simple mass with friction based on
the new friction model in [4]. We design, analyze and simulate an adaptive nonlinear
friction compensator and show that it is successful in improving tracking problems
due to friction in low velocity control tasks. Undesirable stick slip limit cycles are
eliminated, hunting about a set point is eliminated and large tracking errors are
reduced. Furthermore the tracking performance improvement is gained in a stable,
robust manner using reasonable levels of control.
The compensator design is motivated by the goal of estimating and compensating
for the effects of friction due to it static, Coulomb and viscous components, while
remaining robust to perturbations due to dynamics in the model. Compensators
which estimate the entire friction force result in error models are still too difficult for
present analysis methods. The design, analysis, and simulation study of the structure
and parameter adaptation laws for this adaptive nonlinear compensator is one of the
contributions of this thesis.
The particular nonlinearities in the friction system result in a an error model which
differs from previously studied error models in two ways. The first and more signifi-
cant is that the regression vector contains nonlinear first and third quadrant functions
of a state variable. The second difference is that the disturbances in our problem in-
clude both a bounded and a Lipschitz bounded disturbance whereas previous theory
only addressed a bounded disturbance. A Lipschitz bounded disturbance is one which
is bounded by linear growth rates. It arises because part of the unestimated part of
the model is scaled by relatively fast internal friction dynamics, which scale with ve-
locity. We show that similar to the error models used linear adaptive control which
have linear regression vectors, the presence of disturbances in the new type of error
model system can also cause instability. For the friction compensation design this
means that the perturbations in the model due to dynamics can cause the parameter
estimate errors to grow unbounded.
The main contribution of this work is a stability theorem for the new error model
which implies the design of a stable adaptive nonlinear friction compensator. The
stability theorem states that if the inputs to this new type of error model are per-
sistently exciting over a small enough interval with a large enough level compared
to the disturbances in the system and if the bandwidth of the linear portion of the
controller is large enough compared to the Lipschitz disturbances in the system, then
the error model will have bounded solutions. A second theorem guarantees that the
error model solution bounds and the conditions required for stability of the friction
compensation system can be computed if the Lipschitz disturbances in the system
are small enough. This contribution is important because it shows that, if these per-
turbations are small, the conditions required in the stability theorem are guaranteed
to exist.
Our approach for designing a robust adaptive controller is to use persistent excitation.
Although we also examined robust adaptive approaches using adaptive law modifica-
tions, the focus in this study is on persistent excitation for two reasons. The first is
that friction problems with zero-velocity crossings naturally have some persistent ex-
citation due to the presence of periodically-occurring inputs. The second is that while
persistent excitation arguments have been only sparsely used in nonlinear systems;
for example, in systems that are bilinear [6], our work, in which the nonlinearity is
more general but does have some special features, represents the first time persistent
excitation approaches have been explored in this nonlinear adaptive control problem.
In the stability proof, the technique we use to deal with the nonlinearity in the
regression vector is to exploit useful properties of first and third quadrant functions.
We choose conditions about the p.e. subinterval and as well as a scaling factor so
that a measure of regression vector error can be related to a measure of tracking
error. Then we choose the p.e. level large enough compared to the disturbances
and nonlinearities in the regression vector so that a positive definite function of the
system errors decreases on every interval more than its maximum increase on the
interval. The problem of a Lipschitz disturbance is handled in a similar manner to
linear control problems, i.e. by making the bandwidth of the linear portion of our
compensator high enough to reject the disturbance.
1.4 SYNOPSIS
The remainder of the thesis is organized as follows. In chapter 2, we introduce the
friction model in [4], which will be used as the basis for this study. We tie the model
to the underlying physics of the friction process and verify by simulation that it cap-
tures the important nonlinear dynamic friction effects that are under investigation.
We also examine alternative modelling techniques in order to study robustness later in
the thesis. For a linear position control system, friction effects can induce undesirable
stick slip limit cycling and significant tracking errors in low velocity tasks. Three rep-
resentative tasks are introduced as a baseline study for the thesis. Finally, we show
that by simulation nonlinear friction compensation and nonlinear adaptive friction
compensation have the potential to improve tracking performance, and we identify
robustness, stability, and control requirements as design issues of importance. In
chapter 3, an adaptive nonlinear friction compensator is designed for stable compen-
sation of the static, viscous and Coulomb components of the friction and robustness to
dynamic perturbations in the friction force. The overall friction compensation system
reduces to a new type of nonlinear error model relating tracking error and parameter
errors. We show that stability of the compensator can be affected due to the presence
of the dynamic perturbations in the model which act as disturbances, and that this
constitutes a new error model stability problem. We introduce persistent excitation
as an approach for this issue. In chapter 4, we present a stability theorem for the
error model which states that if the input to the control system is persistently excit-
ing with a high enough degree over a small enough subinterval, and if the bandwidth
is high enough relative to the Lipschitz disturbance bounds, then the adaptive algo-
rithm will have bounded solutions. We also prove a second theorem which says that
an algorithm exists to find appropriate p.e. condition which will satisfy our stability
theorem for the friction system if the Lipschitz perturbations in the friction model are
small enough. In chapter 5, we present simulation results for the adaptive nonlinear
friction compensator using persistent excitation in the inputs. We show this method
improves the tracking performance for problematic friction behavior compared to the
linear controller. Furthermore, the adaptation algorithm is stable and uses reasonable
control levels. In addition, we verify by simulation that our method has some robust-
ness to possible modelling errors and unmodelled dynamics. We also present a brief
the performance of the control design with a detuned nonlinear controller. Chapter
6 is the conclusions chapter.
Chapter 2
Friction: Mechanisms, Dynamic Models
and Control
In this chapter, we examine the nonlinear dynamic effects of friction and the problems
these effects cause in linear control systems. In the first section, we give a brief
overview of the history of friction modelling. We describe friction mechanisms that
have been observed and we tie each observed behavior to the underlying physical
processes. We discuss the primary effects in friction literature including presliding
displacement, rising static friction, varying breakaway force, Stribeck effect, stick-slip
limit cycling and hysteresis effects. In the next section, we motivate and present
a dynamic nonlinear friction model that is based on work by [4]. We show that
static models are inadequate in explaining all of the observed friction mechanisms,
and we verify that this model captures the frictional mechanisms of interest. Finally,
in the third section we discuss the reasons that standard linear controller exhibits
tracking performance problems in low-velocity operating regimes. We present three
low-velocity tasks, which will serve as a baseline study that we return to in later
chapters. We verify that the friction model we use causes the tracking errors and
undesirable limit cycling such as stick slip and hunting about a set point that have
been observed experimentally.
2.1 FRICTION MECHANISMS
Because friction, the force resisting the relative motion of contacting bodies, is present
in virtually all mechanical systems, friction models, which quantitatively relate the
friction force to relevant system information, have been explored for centuries. The
earliest known friction model -that friction opposes motion, is proportional to load
and independent of the contact area- was postulated by DaVinci in 1519 before New-
ton's laws were published in 1687. However, this knowledge remained hidden in his
notebooks for centuries [2]. The basic effects were later rediscovered, developed, and
publicized by other researchers [2]. Amontons, near the year 1699, found that friction
was independent of contact area. Around 1785, Coulomb discovered that when the
bodies are at rest, the friction is proportional load, and this resulted in this force being
called the Coulomb friction. Later in 1833, Morin found that static friction, typically
higher than Coulomb friction, is the level of applied force in steady conditions that
must exceeded in order for motion to occur. Studies of fluid mechanics by Reynolds
led to the viscous friction force model in 1866, in which the friction force present in
greased surfaces is proportional to relative velocity. When the velocity is held steady,
the friction force is a function of velocity and in most greased and ungreased surfaces
there is a drop in the friction force vs. velocity curve at low velocities. This is called
the Stribeck effect and was discovered in 1902.
In this century, the field of tribology, the science of rubbing surfaces, has made enor-
mous advances towards identifying these types of behaviors and postulating dynamic
friction models that more accurately explain the behaviors because they are rooted in
the physics of the contact surface [3, 21, 28, 8, 2]. At the microscopic level, protrusions
in the contact surface called asperities bend in response to relative motion and act
as a shear stiffness. The spring-like effect of these bending asperities exert frictional
dynamic forces on the system. Additionally, the true contact area, which depends on
how much these asperities come together, can be different from the apparent contact
area [3]. This observation brought the physical theory closer to experimental results.
In most machine control systems, the surfaces are layered with grease in order to
reduce the effects of friction. Grease consists of a solid with a fluid lubricant additive.
As the surfaces move in relation to each other, the fluid lubricant comes out of the
grease layer. Surfaces sliding on a fluid have less friction than solid-to-solid sliding.
Grease does not always eliminate the problem because before the fluid comes out of
the boundary layer, the effects of the asperities and shear in the solid boundary layer
could dominate.
Examples of the types of behavior that are not adequately modelled by static models
are presliding displacement, rising static friction, stick-slip and frictional lag. In the
next sections, for each of these observed behavior, we will define and describe the
behavior and explain how the underlying physical processes cause the behavior. In
the process, we will also explain the static friction model features such as Coulomb
friction, static friction constant and Stribeck effect in terms of the underlying physics.
2.1.1 PRESLIDING DISPLACEMENT AND RISING STATIC FRICTION
At very low applied force levels, the friction force approximately balances applied
force, producing very small (presliding) displacements. As the force level is increased,
the friction force rises to match it. This observed behavior is called rising static
friction. Eventually, the applied force reaches a level at which the friction can not
match the applied force causing breakaway. In a static friction model, in which friction
force is considered to be a function of velocity and does not include dynamic effects,
breakaway occurs when the applied friction level exceeds a fixed level which is defined
as the static friction constant, Fstatic. In reality; however, the breakaway force does
not depend strictly on the applied force level; instead, it also depends on the applied
force rate. This behavior is called varying breakaway force.
The underlying physical process that cause these phenomenon can be understood in
terms of the asperities, which act as a shear stiffness when the surfaces move relative
to one another. The solid boundary layer also resists shear motion and provides
damping. At low applied force levels, there is a small deflection in the asperities
which are the presliding displacements, the asperities exert a shear spring-like force
back on the opposing surface that holds the surfaces together. As the applied force
is gradually increased, the asperities bend more to accommodate the increased load,
which is the physical reason for rising static friction. As the applied force becomes
larger, eventually the asperities bend too far or break. At low velocities the system
behaves as a damped spring-mass system, so breakaway is a dynamic phenomena. As
the applied force rate is increased, the system does not respond to the high frequencies
in the input and the breakaway force is reduced.
2.1.2 STRIBECK EFFECT AND Viscous FRICTION
A static friction model consists of the friction force as a function of velocity when
the velocity is held constant. An example is shown in figure 2-1. At zero velocities,
the static friction constant, Fstatic, is the peak friction force which must be exceeded
in steady conditions for sliding to occur. It is typically higher than the Coulomb
friction, Fe, which is proportional to the normal load. Typically, the curve has a dip,
called the Stribeck effect, as transition is made from zero to low to higher velocity
friction regimes. In greased surfaces, a physical process that is partially responsible
for the Stribeck effect is that entrainment of the fluid lubricant out of the grease
boundary layer occurs. Because shear in a solid is typically larger than shear in
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Figure 2-1: When the velocity is held constant, the friction force is a function of velocity.
The peak, labelled, Fstatic, is the static friction constant, which must be exceeded in order
for motion to occur in steady conditions. It is higher than the Coulomb friction, F,. The dip
in the curve is called the Stribeck effect. The viscous friction regime is at higher magnitudes
of velocity, where the friction is a linear function of the velocity.
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a fluid, friction force decreases as more fluid is drawn out. The Stribeck effect is
also observed in ungreased metal surfaces. As the aggregate spring-like effect of the
asperities diminishes with increasing velocity, the friction force, which is proportional
to load for ungreased surfaces, drops.
At velocities that are not close to zero, the static friction model is linearly proportional
to the velocity. This is called viscous friction.
2.1.3 STICK-SLIP LIMIT CYCLE
Stick-slip is an observed behavior which occurs in certain low-velocity conditions in
which one of the bodies moving at low velocities stops and remains in 'stick' for a
certain length of time, and then suddenly, quickly 'slips' before getting stuck again.
This effect is responsible for the familiar unpleasant sound of chalk squeaking on
a blackboard or the more pleasant (depending on who is playing) bow on a violin
string. Another familiar example is a spring-loaded stapler. As the stapler is opened,
the slider mechanism, that holds the staples in place is pulled by a spring. It can
suddenly transition from non-motion stick to a fast slip motion and then back to
stick. In machine control applications, situations can arise in low velocity regimes in
which surfaces keep alternating between the stick and slip conditions, resulting in an
undesirable limit cycle.
These limit cycles can occur when the Stribeck effect is present, i.e. when there is
a dip in the static force vs. velocity curve [22]. Figure 2-2 shows how the physical
features we discussed result in a stick slip limit cycle. A spring is attached to a mass
and pulled with a constant relatively small velocity. Before the mass starts to slide,
the spring force, F, increases and the static friction force, Ff, rises to balance the
spring force. In this condition, the mass is in the 'stick' position and there are small
(presliding) displacements which cause the asperities to bend and balance the spring
force. As the spring force continues to increase, eventually the friction force cannot
balance the spring force. At breakaway, the imbalance in the spring force and the
friction force causes the mass to slip and there is a sharp increase in velocity. As the
mass slides, the spring contracts, reducing the spring force until the mass stops in the
stick position again.
Static friction models in which the static friction is higher than the Coulomb friction
exhibit the stick-slip phenomena. This can be explained using simple friction mod-
els or phase plane diagrams [22]. However, the onset of stick slip conditions is not
accurately predicted by these models because breakaway is a really a dynamic phe-
nomena. Friction dynamics are necessary in order to accurately model the conditions
that induce the behavior.
2.1.4 FRICTIONAL LAG AND HYSTERESIS
Another behavior that is not explained by the static models is frictional lag, which was
also observed by [21]. Static models predict that as the velocity changes, the friction
force can change instantaneously. However, Newton's laws prohibit an instantaneous
change in the friction force with velocity changes, there is a lag.
If velocity is varied sinusoidally, lag in the friction force means that if the force is
plotted vs. the velocity there will be a hysteresis loop. Consider the static friction
model in figure 2-1. Imagine that the velocity is varied around a very low level which
is lower than the lowest part of the Stribeck dip. Instead of the static friction model
as shown in figure 2-1, the actual friction force is a perturbation of this curve and the
shape of this perturbation is a hysteresis loop. At low velocities when the velocity is
accelerating away from zero, there is a drop in the static friction model due to the
Stribeck effect. However, because the actual friction force lags the velocity, the force is
slightly higher than the static friction curve. Similarly, when the velocity is decreasing,
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Figure 2-2: If the spring is pulled at low velocities, the friction force initially matches the spring force and
the mass does not move (stick). As the spring force increases, the friction force eventually can not balance it.
The mass breaks away and there is a sudden quick motion (slip) due to the unbalanced spring force. As the
mass moves, tension in the spring relaxes and the low forces can again be balanced by friction so the mass
re-enters the stick condition
the static force is rising but, as the friction lags, the force is slightly lower than the
static friction curve. These hysteresis loops have been observed experimentally. And
they have been observed to become more pronounced at higher frequencies, when the
period of oscillation is small relative to the lag, which appears to be independent of
oscillation frequency [9].
Frictional lag is observed in both lubricated and non-lubricated contacts. The phe-
nomenon have been observed or studied by numerous researchers including [9], [21], [2].
The deformation of the asperities, which act as a shear stiffness contributing to the
friction force, lag changes in relative velocity and contribute to the lag in friction
force. In lubricated contacts, there is some evidence that the time required to modify
the thickness of the lubricant film gives rise to some of the frictional memory effects;
however, a physics-based model of this process is not yet available [2].
2.2 DYNAMIC MODELS
2.2.1 MOTIVATION
These frictional mechanisms can cause tracking error problems in machine control
applications that require high precision at low velocities. As explained in the previous
section, static friction models do not accurately describe some of the observed friction
behavior, for example presliding displacement, the onset of stick slip, and frictional
lag. Because friction compensation schemes have potential to reduce these problems,
control engineers have attempted to encapsulate knowledge gained from tribology to
form simpler lumped parameter dynamic models suitable for control methods [5, 4,
2]. These models must accurately but simply relate a set of dynamic mathematical
equations to the observed behavior of the system as well as to the physics of the
system.
In this section, we present a typical static friction model, highlight its inadequacies,
and then build upon that model to present a more accurate dynamic friction model
developed in [4]. A slightly modified version of the model is used as the baseline for
this study. We relate the elements of the baseline dynamic nonlinear friction model to
the underlying physics of the contact surface and we present simulation justification
that the model indeed captures the desired friction type behavior.
Because so much work has been done in friction modelling and because this model is a
simplified version, questions naturally arise regarding the effects of modelling errors.
Since this is important for friction compensation, in this section we also mention
some alternative methods for modelling the effects. In chapter 5, we evaluate the
robustness of our method by simulating the effects of some of these other types of
models.
2.2.2 A STATIC FRICTION MODEL
Static models in which the friction force depends statically, not dynamically, on the
applied load or the velocity consist of Coulomb friction, static friction, viscous fric-
tion and possibly the Stribeck effect. This type of model, which is used in most
introductory engineering courses, is still adequate for many engineering applications.
However, at low velocities, the observed frictional mechanisms discussed in the previ-
ous section are not adequately captured by static models. Recognition that dynamic
phenomena are an important factor in accurately predicting the onset of stick slip is
credited to [21]. A model which identifies and integrates several types of interacting
surface phenomena is identified in [28].
Figure 2-1 shows a typical friction force velocity relationship when the velocity is held
steady. The friction force opposes the direction of motion, so at low velocities, the
friction force changes sign. The Coulomb friction is the friction when the bodies are
at rest and proportional to the load. The static friction constant, Fstatic, is typically
higher than the Coulomb friction and in steady conditions, this is the force that must
be exceeded in order for motion to occur. As the velocity transitions from low to high
regimes, the drop that occurs in the steady friction value is called the Stribeck effect.
At higher velocities, the dependence of the friction force to the velocity is linear. The
curve shown can be described by the following static model (equation (2.1))
F,(v) = bv + aosign(v) + ozle-(v/vo)2sign(v) (2.1)
In this equation F,(v) represents the friction force when the velocity is steady, and v
represents the relative velocity of the two interacting bodies. The signum (or sign)
function, sign(v), is defined as follows (equation (2.2)),
sign(v) = -1 if v < 0
sign(v) = 0if v=0
sign(v) = 1 if v > 0 (2.2)
The parameters in the equation can be related to the commonly understood friction
constants. At high velocities, the friction force has a slope of bv and is proportional
to velocity, so bv is the viscous friction parameter. At very small velocities, Ivl < vo,
we have
Fstatic = to + al (2.3)
So the sum ~o + ac1 represents 'static' friction constant, Fstatic. We see for this plot
that this peak occurs at about 1.5 N. Actually we can break this down further, in
the equation above the term cale-(v/v) 2sign(v) is solely responsible for the dip in the
figure. Therefore, a0o represents the Coulomb friction, Fe, while al represents the
difference between the static friction constant and the Coulomb friction Fstatic - F c .
The sharpness of the dip in the curve is related the parameter v0 . For this reason, vo
is called the Stribeck parameter. Note that it occurs nonlinearly in equation. This is
significant because adaptive control schemes have trouble with nonlinearly occurring
parameters, although recent work, in which the concavity or the convexity of the
nonlinearity is exploited, is promising [27] [1].
Note that while there are many different models for static friction, they have several
common features: the static friction model is a function of velocity that is confined
to the first and third quadrants. The model has a Coulomb friction, static friction,
Stribeck dip, and a linear part at higher velocities. Some other models have modelled
the Stribeck dip with a different type of function [2], but these basic features remain
for the static friction model.
The static friction model does not capture the effects of presliding displacement,
varying breakaway force, accurate stick slip onset conditions, and frictional lag.
2.2.3 A DYNAMIC FRICTION MODEL
DYNAMIC MODEL EQUATIONS
The baseline model for this study, slightly modified from that proposed by Canudas
de Wit et al [4], captures all of the features that we have discussed.
Figure 2-3 shows a control system for a unitary mass system with friction.
The system can be described by the following equations (2.4).
S= u-F
Soh(v)z
g (V)
~-> Mass Velocity, v
-~- Mass Position, x
face
Figure 2-3: A control force, u, acting on a unitary mass is used to control the position x.
The friction force, F, is a nonlinear function of velocity, v, as well as an internal friction
state, z, which represents the average deflection of asperities.
F -= oz + t l + bv (2.4)
h(v) = Iv if I·v > vc
= vcif lv <v
= v/sat(v)
g(v) = Co ±+ ole - (v/vo) 2
In the above equations, the mass position is represented by x; the velocity, by v, and
the friction force is represented by F.
The friction model contains one internal state variable, z, representing average asper-
ity deformation, five parameters which enter the equations of motion linearly and one
parameter, the Stribeck parameter (vo), which enters nonlinearly. Parameter values
from [4] were used in this study and are presented in the table below.
Parameter Values for the Friction Model
Parameter effect Parameter Value
Coulomb friction ~o 1
Static, Coulomb Difference al .5
Stribeck vo .001
Viscous bv .4
Asperity Stiffness 0o 1e5
Asperity Damping 1 (15)
REMARK 2.2.1 These equations represent dynamic equations for a unitary mass sys-
tem. They could also represent normalized equations for a system in which the mass
is a known parameter. The analysis we present in later chapters is currently appli-
cable to a known or unitary mass system because it is based on a special structure
in the regression vector. An unknown mass would add a feedforward term to the
regression vector. Extending the results to an unknown mass system would require
modifications in the stability argument.
There is a slight difference in the function h(v) in this model and that in [4]. We
have defined h(v) using the saturation function instead of the signum function. The
saturation function, defined below, is very similar to the signum (sign) function except
for a very small interval near zero velocity [-vc v , the saturation function is
continuous.
sat(v) = sign(v) if v| > vc
vsat(v) = - if Iv| < vc (2.5)
Vc
The signum function on the other hand is not continuous at zero. For analysis pur-
poses later, we want to have a continuous transition at zero velocity. We accomplish
this by using the saturation function instead of the signum function. This change will
allow the parameter adaptive control laws which we will define in later chapters to
be continuous, ensuring that solutions for the parameter estimates exist.
The modification is not significant because the effects can be made arbitrarily small
by making the v, arbitrarily small. In this study, we used a value of one tenth the
Stribeck parameter. The effects made in the function, h(v), consequently, the static
friction model, F,(v) are shown exaggerated in figure 2-4.
h(v)=Ivl h(v)=v/sat(v)
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Figure 2-4: The function h(v) is slightly modified from that in Canudas et al. For velocities
less than or equal to an arbitrarily small velocity, v, then h(v) is modified so that h(v) = vc
instead of zero. When the velocity is held steady, this change results in the friction as
continuous function of the velocity, and this assures that parameter adaptive laws defined
in the next chapter will be continuous.
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ELEMENTS AND MODEL BEHAVIOR
First we examine how this model behaves when the velocity is held steady. At steady
velocity, the internal state variable, z, which represents the average asperity defor-
mation, reaches a constant, z., which is defined below,
1 v
z = g(v) (2.6)
uo h(v)
1 (v)2
zS = (a0sat (v) + ale-(e sat (v)) (2.7)
-0
In this case, the friction force also reaches a steady value, F,(v), defined below,
F,(v) = bv+ g(v) (2.8)
h(v)
F,(v) = bv + sat (v(ao + aie-) 2) (2.9)
The features of the static friction model presented in equation (2.1) and shown in
figure 2-1 are recovered. The Stribeck effect is the dip in the curve. The Stribeck
parameter, vo, affects how steep the Stribeck effect is. The physical interpretation
of the parameters, ao, al are the Coulomb friction and the difference between the
Coulomb and static friction respectively. In this model the Coulomb friction is 1
N and the static friction constant is 1.5 N. The value of the Stribeck parameter is
vo = .001, and this makes the Stribeck effect for this model sharper than is shown in
the figure which used a value of vo = .04 to illustrate the shape of dip more clearly.
When there is relative motion between the mass and the surface, the asperities bend
with deformation, z. This produces a force with a stiffness and damping term, a0z
and O'z, respectively. Therefore in this model, the parameters, ao and al represent
stiffness and damping of the asperities and grease layer.
Next we examine qualitatively the dynamic features of the model. The internal state
variable, z, is represented by first order nonlinear dynamics which depend on velocity.
First we consider very low velocities. Linearizing the equations near zero velocity
shows that in this regime, the internal friction state, z, is lagged version of the velocity.
v z_ u- F (2.10)
z ~ v (2.11)
F co- + (au + bv)v (2.12)
where s is the Laplace variable. Frictional lag is present between changes in velocity
and changes in friction force. Additionally in this range, the relationship between
z and x is just a second order damped equation, giving rise to the phenomenon
of presliding displacement, rising static friction and varying breakaway force. The
relationship between applied force u and the friction force F is also second order and
this why these equations can model the rising static friction. For low velocities up to
about 50Hz due to the choice of the parameter ao, the linearized friction force matches
the applied force. Breakaway is reached but the conditions that cause breakaway are
dynamic. As the velocity is increased, the nonlinear effects also become important.
Next consider higher velocities. The dynamics of z are first order and depend on ve-
locity as an input. At steady velocity, z, reaches a steady value as we have previously
noted. If the velocity is high, z reaches this value more quickly. Additionally, we will
show below that z is bounded as it is in [4]. This makes physical sense because z
represents asperity deformation which should only reach a certain level before having
a negligible effect.
LEMMA 2.2.1 Z IS BOUNDED Assume, we are given bounds on the parameters, such
that
O < o < aomax
0 < Oz < aimax
0 < rOm. < 0o0max (2.13)
The internal friction dynamic system
- oh(v)zr =v- (2.14)
ao + ale - (v/vo)2
has bounded solutions with
IZ < max(|z(to), zsmax) (2.15)
This can be proved using a Lyapunov function argument and the details are in an
appendix (A).
Notice that at high velocities, because z is bounded and comparatively small, the
viscous friction term, bv, dominates the equation as it should.
HYSTERESIS
Figure 2-5 shows hysteresis effects for the friction model under investigation. The
mass is moved with a 2 Hz sinusoid, with an amplitude that is .025 m/sec, which
is twenty five times the Stribeck parameter and low enough to exhibit frictional dy-
namic effects. The figure shows the response of the internal friction state, z, which
is essentially a lagged version of the input velocity for this low velocity regime as the
linearized equations (2.12) predict. The resulting friction force is a lagged version of
the velocity, and it acts in a direction opposite the velocity. When the magnitude of
the friction force is plotted vs. the velocity, a hysteresis loops are observed as shown in
the figure. The hysteresis loops lie on top of each other in the plot. The upper curves
correspond to acceleration away from zero velocity, and the lower curves correspond
to deceleration towards zero velocity. This corresponds with the experimental results
of [9]. The fact that the wideness of the hysteresis loop increases with increasing
frequencies was also noted in [9] and is observed in this model as well as shown in the
figure.
In [9], the behavior as the velocity extremely small values was not extensively mod-
elled. It was noted that in this region other physical variables contribute to the
friction. It was however, observed that as the velocity gets smaller and smaller, stick
effects cause the measured friction force to drop. The friction model we use predicts
these effects and also predicts hysteresis loops at very small velocities and when zero
velocity is crossed. Due to the presence of stick, these types of hysteresis loops have
a different qualitative shape, but because the forces drop at these extremely small
velocities they do fit with the observations in [9]. An example of this is seen later in
the chapter in figure 2-8.
STICK SLIP LIMIT CYCLING
The model also exhibits stick slip limit cycling, and we will see several examples of
this behavior in the next section where we examine a position control system with
this friction model.
MODEL LIMITATIONS AND ALTERNATIVE MODELLING METHODS
In this section, we consider the implications of the fact that this model has limita-
tions, and some of the effects may be modelled using alternative techniques. Friction
compensation techniques may depend in part on the accuracy of the model so these
are important issues. However, the friction compensation design we propose and an-
alyze in later chapters is an approach that naturally has some robustness properties.
In this section, we briefly present alternative modelling techniques for some of the
behaviors so that later in chapter 5, we can verify that our method is robust to some
of the structural types of modelling errors that may be present.
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The model presented above is useful because it has ties to the physical processes that
have been discussed, and exhibits all of the observed behaviors, including Stribeck
effect and frictional dynamic effects which have not yet been incorporated in a non-
linear adaptive friction compensation scheme, and it is simple enough to consider for
control purposes. Because of the lumped parameter and simplified nature, the model
naturally has it limitations as does any idealized model. The entrainment process,
for example, in greased surfaces is not included in the model. A modern friction
model that includes more contact surface effects than the model used in this study is
presented in [28].
Even among the simplified friction models currently being considered for control,
there is variation in the modelling techniques; however, the basic features of the
static friction model remain and the other effects are perturbations. For example,
the model in [2] is a model which essentially links together several models of friction
operating in different velocity regimes and is based on previous results of several
different researchers.
The Stribeck effect, which is modelled using the exponential term in g(v) in the model
we use, can also be modelled with an alternative decreasing function such as
1 (2.16)
1+ ( ) 2
which is used in [2]. At small velocities, the differences in this term and the term used
in the model above which is e- (v/vo) 2 are small. In fact these differences are bounded,
with the peak occurring at some low velocity. The compensation design, we use is
designed for robustness to bounded disturbances. Rising static friction in the model is
not a state model in [2], instead it is modelled as a function of 'stick' time. Hysteresis
in the model in [2] is modelled as a constant lag between change in velocity and change
in friction force and is based on the model proposed by [9]. However, the experiments
in [9] do not consider operation about zero velocity; instead, the experiments and
models considered are for just above 'stick'.
However, because the compensator is specifically designed for robustness to bounded
or linear growth bounded (Lipschitz) disturbances, it should have some robustness
properties to these types of modelling uncertainties when the differences remain small.
Simulations in chapter 5 are included to verify the robustness properties of the new
friction compensator. Three types of modelling uncertainties are considered which are
motivated in part by the alternative modelling techniques in the literature discussed
above. First the Stribeck parameter, vo, has a ten percent error. This change is to
reflect a modelling error in the steepness of the Stribeck effect. Second, the parameter,
a•, which is the difference between the static and Coulomb friction constants is time-
varying. This change is made to reflect the errors that could be present in the nature
of the rising static friction behavior. The third modelling error considered in chapter
5 is the inclusion of unmodelled actuator dynamics.
2.3 ACTIVE CONTROL OF SYSTEMS WITH FRICTION
In this section, first we examine the inadequacies of linear control. We explain why
linear controllers have tracking problems for low velocity tasks and we present sim-
ulation results for the friction model in this chapter that illustrate these tracking
problems. The simulations also serve to verify that the friction model exhibits the
observed problematic behavior discussed in the previous sections in systems with
friction. In the second section, we illustrate that nonlinear and nonlinear adaptive
control have potential to reduce these tracking problems. We also point out some
of the issues that must be addressed in these designs such as parametric uncertainty
and stability robustness.
2.3.1 THE INADEQUACIES OF LINEAR CONTROL
In this section, we combine the friction model with a typical representative linear
controller and illustrate in detail the control challenges posed by nonlinear frictional
dynamics. These will include tracking errors and undesirable limit cycles such as stick-
slip and hunting. First we consider why a linear controller has tracking problems at
low velocities.
Figure 2-6 shows a static friction model. The actual friction force is a perturbation
of this curve due to dynamic effects. A linear controller would use a friction model
linearized about a fixed velocity. The linearization has range of usefulness for which
the linear controller is robust to parametric variations. A friction model linearized
about zero velocity would have a range of usefulness like that shown by the dashed
diagonal lines in figure 2-6. In the high velocity regimes, the friction force falls within
this range so the linearization is valid in these regimes. In the low velocity regime, the
friction force can fall outside the range for which the linearization is valid. A linear
controller is expected have problems tracking trajectories which spend a significant
portion of time in the low velocity regime.
Note that a high gain linear controller could reduce these problems because it has more
robustness to parametric variations and the region of validity for the linear controller
would be broader. However, there are the usual problems associated with high gain
control: exciting unmodelled dynamics or sensor noise, utilizing large control inputs,
etc.
Next we illustrate by simulation that a linear controller for a mass with the friction
model presented in this chapter has tracking problems for low velocity tasks. We set
up a baseline study of three different low-velocity tasks, in order to illustrate that
friction causes the tracking problems we have discussed. These tasks are representa-
tive of the types of problematic tasks in machine control systems. Throughout the
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Figure 2-6: A linear controller uses a linearized model of the friction force. However,
friction is a nonlinear function of velocity as well as internal contact surface dynamics.
The linearization range is only valid for higher velocities. Consequently, any controller
which neglects the nonlinear and dynamic effects of friction will have tracking problems for
trajectories which spend significant portions of time in the low velocity regime.
thesis, we will return to this baseline study of three tasks. In this section, we present
the three tasks to illustrate the problems due to friction for linear control system and
the potential of nonlinear adaptive control in reducing these problems. In the next
chapter, we design and adaptive nonlinear friction compensator and we return to the
three baseline tasks to illustrate that although the method has potential to improve
tracking performance, stability of the adaptive algorithm must be addressed. Finally
in chapter 5, we show that for the three tasks, the solution presented in chapter 4,
which makes use of persistent excitation in the input trajectory, can improve tracking
performance using a stable algorithm.
The linear controller for the baseline study is a P.I.D. controller
UL = Xd + k,(id - i) + kp(xd - x) + ki (Jd(xd() - x(r)dT) (2.17)
where the gains, ki = 4, kd = 6, kp = 3, from [4] are used. This gives a low bandwidth
(1 rad/sec) controller which will exhibit control problems at low velocities.
The first type of task is a low constant velocity tracking task, i.e. a ramp in position,
which can experience stick-slip. Even though the velocity is not zero, we see that
at low velocities, stick slip can cause undesirable tracking errors in a simple tracking
tasks. The second task is characterized by repeated zero velocity crossings. We use
a low velocity sinusoid for this task. This type of task can experience large tracking
errors (on the order of the task) because the mass can stay stuck. Low velocity tasks
such as these are used in machine tools and robots under position control. Pick and
place maneuvers can be affected by friction in low velocity regimes. An example
of a task with repeated zero velocity crossings is multiple degree of freedom robots
in which one degree of freedom is held steady by small oscillations about zero [2].
The third task is a regulation task, in which the presence of friction can result in
hunting about the set point. We use a unit step response for this task. Regulation
tasks are necessary in precision pointing applications. In addition, to illustrating the
inadequacies of using linear control for these tasks, the first and third tasks verify
that the friction model presented earlier in this chapter exhibits the undesirable stick
slip limit cycling observed by many researchers [2].
P.I.D. CONTROL FOR Low VELOCITY TASK 1- A CONSTANT VELOCITY TASK
In the first task, the desired trajectory consists of a constant low velocity trajectory,
which is a ramp in position. The velocity is .02 m/sec which is 20 times the Stribeck
parameter, a value which the simulations show is low enough to exhibit a stick slip
limit cycle and high enough to exhibit nonlinearities in the response. Figure 2-7 shows
a set of simulation results for this task using the linear controller. Instead of the de-
sired smooth position ramp, the actual position of the mass alternates between stick,
a period of no motion, and slip, a period in which the mass quickly overshoots the
desired trajectory. The amplitude of the tracking errors is at least five centimeters.
The control force and the magnitude of the friction force are also plotted and show
the reason for the stick slip behavior. At low control force levels, the friction matches
the control force, exhibiting the rising static friction behavior discussed earlier. Even-
tually, for this steady velocity condition, at values near the static friction force of 1.5
N, the friction force can no longer match the control force. As the friction force drops
suddenly, the difference between the control and the friction force acts as an impulse
to the mass and it quickly slips forward. The control terms are reduced as the mass
overshoots the desired position and this causes the mass to stick and the limit cycle
to begin again.
P.I.D CONTROL FOR Low VELOCITY TASK 2- A TASK WITH REPEATED ZERO
VELOCITY CROSSINGS
Because the zero velocity region is the most problematic, we shall show in the second
task that a trajectory with more frequent zero velocity crossings may exhibit more
tracking errors problems. In this section, we will see that it is possible to construct
a low velocity trajectory with zero velocity crossings in which the mass stays stuck.
For a low velocity trajectory with repeated velocity crossings, if the velocity changes
sign before breakaway occurs, then the mass can stay stuck. The tracking error is
relatively large, on the order of the task, because breakaway conditions are never
reached. Simulations for a sinusoid of with a desired position of Xd = .05sin.5t are
presented in figure 2-8. This corresponds to a velocity level that is twenty-five times
the Stribeck parameter. Because the friction force nearly always balances the control
force, the mass essentially stays in stick consequently the tracking errors are on the
order of magnitude of the desired task, which is five centimeters in position. Note
that this simulation was made with high enough sampling frequency, and hence the
behavior is a result of the friction physics and not due to sampling. The figure also
shows that due to the lag between the velocity and the friction force, a hysteresis
P.I.D. Control for Task 1 - A Constant Low Velocity Task
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Figure 2-7: A constant low velocity tracking task under linear control exhibits a stick
slip limit cycle with jumps causing tracking errors of at least 5 cm. Initially the friction
force balances the low applied force level (rising static friction). Breakaway is reached at
approximately 1.5 N for this steady velocity condition. As the friction force drops suddenly,
the overall force acts as an impulse response and the mass quickly slips forward, overshooting
the desired position. As the mass slows down, the friction force again balances the control
force and the limit cycle begins again. This simulation shows that friction can cause tracking
errors and undesirable limit cycling in a standard linear control scheme.
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loop is present. The shape of the hysteresis loop is qualitatively different from that in
figure 2-5. This is due to the effects of stick. In [9], behavior near stick was observed
and noted, but the study focused on capturing the behavior of the hysteresis loops
when stick was not such as the plots in figure 2-5.
P.I.D CONTROL FOR Low VELOCITY TASK 3 - A REGULATION TASK
The third control task is a regulation task which is a unit step response. The stick slip
limit cycle it exhibits is sometimes called hunting in the literature. The simulation
results are shown in figure 2-9 . Instead of reaching zero steady state error as a P.I.D
controller should, the mass gets stuck at zero velocity. The amplitude of the peak
tracking errors after the transients have died away is about six and a half centimeters.
The integral terms in the controller builds up during stick times until the friction
force no longer balances the control force and causes the mass to breakaway. As
in the position ramp in task 1, the sudden change in forces cause the mass to slip
quickly, and overshoot the desired position, and get stuck again beginning the limit
cycle again.
For a step response, it is the integral action in the controller which causes the limit
cycle. As observed in the behavior of systems with friction, a P.D. controller for this
system does not exhibit hunting about a set point [22].
2.3.2 THE POTENTIAL OF ADAPTIVE NONLINEAR FRICTION COM-
PENSATION
Nonlinear adaptive control has the potential to reduce the problems associated with
control of systems with friction. In this section, we present simulation examples for
the baseline low velocity control tasks for two different types of nonlinear controllers
P.I.D. Control for Task 2- A Low Velocity Task with Repeated Zero Velocity Crossings
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Figure 2-8: This plot shows that the tracking errors for a linear control system with friction
can be relatively large, on the order of the task itself. For this simulation, the mass hardly
moves at all and essentially remains in stick because the friction force is nearly always
balances the control force. The lag between the velocity and friction force creates a hysteresis
loop.
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P.I.D. Control for Task 3 - A Regulation Task
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Figure 2-9: In a regulation task, the integral terms in a P.I.D. controller build up when
the mass is in stick, eventually causing the mass to breakaway and slip. This stick slip
limit cycle is called hunting about a set point. The tracking errors in steady state have an
amplitude of about 6.5 centimeters.
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with detuning in the parameters. The first is an estimator for the static friction
force. Although there is tracking performance improvement compared to the linear
controller in the previous section, the improvement for this controller is shown to be is
sensitive to parameter detuning. The second type of nonlinear controller uses an ap-
proach that is similar to that in [4]. The tracking is substantially improved even with
parameter detuning; however, the stability requirements for this type of controller
are very restrictive and satisfying them requires a large bandwidth linear controller.
Not satisfying may mean that the performance improvement is not very robust to
modelling uncertainties. The third controller is included to show the potential of a
nonlinear adaptive friction compensator.
POTENTIAL OF NONLINEAR CONTROL
The first simulation is for a controller in which the friction compensation is for the
static friction force, F,(v). However, three of the linearly occurring parameters, bv
o•o, and a 1 are detuned by minus ten or plus fifty percent. The friction estimate is
F = b,v + &osat(v) + Ole-(v/vo) 2sign(v) (2.18)
and the control law consists of the linear control law in the previous section in equa-
tion (2.17) and the friction force estimate as follows
u = UL + F (2.19)
The tracking performance is improved compared to the results of the linear controller
in the previous section; however, the performance improvement is sensitive to how
well the parameters are known as shown in figure 2-10. For the simulations in which
the parameters are detuned by minus ten percent, stick slip limit cycles observed in
the previous section are eliminated in the ramp and the step response tasks. In the
sinusoidal tasks, the error is 2 centimeters, which is a substantial improvement over
the linear controller in which the mass stayed stuck. For the simulations in which
the parameters are detuned by plus fifty percent, the tracking error levels are about
twenty centimeters for all three tasks, and this is worse than the linear controller in
the previous sections where the tracking errors were about five or six centimeters for
all three tasks.
POTENTIAL OF NONLINEAR CONTROL
The second type of nonlinear controller is designed similarly to the techniques in [4].
It consists of an estimator for the internal friction state, z, and the linear control, UL,
in equation (2.17) as shown below,
h(v)z
z = v - go + k(xd - x)
&o + &1e-(V/Vo)2
F = &O + &1ý + 6•2
u = UL+p (2.20)
where we used an observer k = 10 with the baseline linear controller in the previous
section. With perfect parameter estimates, the overall system reduces to the following
1ls + 0o0
s 2 + k,s + kp + kz
h(v)
z = -( ke (2.21)
where 2 = z - 2 is the estimation error for the internal friction state, z, and e is the
position tracking error.
As discussed in [4], stability arguments for this type of controller are based on satis-
fying SPR requirements. The requirements for this system would require very large
bandwidths because the dynamics in the friction model are fast. The zero in the
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Figure 2-10: A nonlinear friction compensator using a static friction force estimate. Track-
ing performance is improved but is sensitive to how well the parameters are known
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above transfer function, ' occurs at 50 Hz. So the bandwidth of the linear control
portion of the system would have to be greatly increased from its value of less than 1
Hz in order to meet these SPR requirements. This is undesirable because of the prob-
lems associated with high gain control including robustness issues and large control
inputs.
The controller was simulated without satisfying the restrictive stability requirements,
which may be overly conservative, in order to show that nonlinear control does have
potential to improve tracking even with parameter detuning. All of the linearly-
occurring parameters were increased by fifty percent.
The results in figure 2-11 show that the stick slip limit cycle is eliminated in both the
ramp and the step responses. However, due to the detuning, there is an oscillation
of about a half a centimeter about the desired ramp position. Similarly, the sinusoid
response has tracking errors of about 10 percent or about a half of a centimeter and
the step response has tracking errors of about one percent or about 1 centimeter.
These simulations shows that both types of nonlinear control have the potential to
improve these tracking problems due to friction. However, performance can be sensi-
tive to parameter detuning. Furthermore, developing a nonlinear compensation with
lower bandwidth stability requirements would be beneficial.
POTENTIAL OF ADAPTATION
The introduction of adaptation can desensitize a nonlinear friction compensator to
parameter detuning, but stability of the overall system, which includes the param-
eter estimates, must be addressed. To illustrate the effect of adaptation, the next
simulation, shown in figure 2-12, consists of a nonlinear friction compensation using
perfect parameter estimates. Due to the modelling uncertainty, perfect estimation
of parameters is not possible but the simulation serves to illustrate the potential of
Nonlinear Control using Internal Friction State Estimator
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Figure 2-11: A nonlinear friction compensator based on an estimator for the internal friction
state, z has the potential to improve tracking performance. Stick slip is eliminated in the
ramp. The sinusoidal trajectory does not stay in stick as in the linear controller and the
problem of hunting about a set point is eliminated for the step. The parameters were
detuned by fifty percent. Small tracking errors of about ten percent for the sinusoid and
one percent for the step response are present. The ramp response has about a half a
centimeter error. The stability requirement for this type of controller are restrictive and
would require large bandwidths
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adaptive nonlinear compensation. Tracking problems associated with the effects of
friction are not seen at all in these simulations. The ramp response does not exhibit
a stick slip limit cycle. The sinusoidal response does not get stuck or stay in stick.
And hunting is eliminated in the step response.
2.4 CHAPTER SUMMARY
In this chapter, we discussed the underlying physical processes of friction and how
they can cause the tracking problems in low velocity tasks in control applications. We
presented a model recently published by [4] that captures more of the important prob-
lematic friction effects, including Stribeck effect and hysteresis effects than friction
model in earlier friction compensation work. We also discussed alternative modelling
techniques that will be useful for the study robustness issues in later chapters. We
showed that linear control methods are inadequate to deal with the problems due to
friction and we introduced a baseline study of three representative low velocity tasks
that we will return to throughout the thesis. These include a constant low velocity
task, which exhibits a stick slip limit cycle under linear control, a task with repeated
zero velocity crossings, which stays stuck and barely moves at all under linear control,
and a regulation task, which exhibits hunting about a set point under linear control
with integral terms. Finally we showed that nonlinear and nonlinear adaptive con-
trol have the potential to eliminate these problems, but considerations must be made
regarding modelling uncertainty, stability requirements and robustness.
The Potential of Adaptive Nonlinear Control
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Figure 2-12: A nonlinear adaptive controller has potential to improve the tracking problems
caused by friction in low velocity tasks. In this simulation, the friction force parameters are
estimated with no errors. Although this situation is not realistically possible, it serves to
verify the potential of nonlinear adaptive compensation. The tracking problems associated
with a linear controller are completely eliminated. Stick slip effects are eliminated from the
ramp and step responses. The sinusoidal response does not stay in stick.
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Chapter 3
An Adaptive Nonlinear Compensator
Design
In this chapter we motivate and design an adaptive nonlinear friction compensator for
a position control system with the friction model discussed in the previous chapter.
The design objective is a friction force estimator that will cancel out the effects of
friction. Because of the uncertainty in the model, both in the internal friction state,
z, which has nonlinear dynamics, as well as in the parameters of the system, it is
not possible to estimate all of the features of the friction force. So we modify the
design objective to estimate a part of the friction force and make sure the overall
system design is robust to the unestimated part of the friction force. We choose
to estimate the components of the friction force representing the static, Coulomb
and viscous components. And this choice makes the unestimated part of the friction
equal to perturbations in the friction model due to dynamics. We show that these
perturbations are 'small' in the sense that they consist of bounded terms and terms
which grow linearly with velocity.
We introduce error models and formulate the design objective in terms of an error
model stability problem. The choice of the parameter adaptive laws are motivated
by keeping the effects of the friction estimation error 'small' in a sense, which is
equivalent to keeping the effects of the parameter errors in the system 'small'.
We identify the friction compensation algorithm as a special case of a new type of
error model. We discuss how stability of the error model is non-trivial problem which
must be addressed in order for the adaptive algorithm to behave in a stable fashion.
We describe how disturbances in the system can cause an instability mechanism by
which the parameters grow unbounded. We introduce the concept of persistently
exciting inputs to address the stability issue, and make adaptive algorithm robust to
model perturbations. Finally, we present simulations for the friction compensator that
verify that the dynamic perturbations in the friction model can make the adaptive
nonlinear compensation scheme unstable if there insufficient persistent excitation in
the inputs.
In the next chapter, we explore the new error model and develop conditions for
boundedness of the solutions.
3.1 DESIGN OBJECTIVE
Figure 3-1 shows a block diagram of a friction compensation scheme. The plant con-
sists of the inertia with dynamic nonlinear friction modelled in the previous chapter.
The friction depends on the internal friction state, z, the velocity, v, and a set of
parameters. The friction compensator consists of two main components- a linear con-
troller and a friction estimator. The purpose of the friction estimator is to cancel out
the undesirable effects of friction that cause the problems discussed in the previous
chapter -tracking errors and undesirable limit cycles in low velocity conditions. Sup-
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Figure 3-1: Friction Compensation Scheme- A position control system for a mass with friction. The friction force is a
nonlinear dynamic model with velocity as an input. The internal state of the friction model is not measurable and the
parameters are poorly known. A friction compensator consists of a linear controller and a friction estimate. When the
friction estimate balances the friction force, the overall system reduces to a linear system, eliminating the problematic
tracking problems due to friction.
pose we could make the friction force estimate, F, exactly equal to the friction force
F. Then the overall system in figure 3-1 would be a linear controller and inertia,
and standard linear techniques could be applied without exhibiting the problematic
behavior caused by dynamic nonlinear friction effects. Ideally then, the design goal is
to make the friction estimate approach the actual friction force so that the tracking
error will be acceptable. That is,
For good tracking, make F -+ F
This goal is not achievable at this time because it is difficult to exactly match the
friction estimate to the actual friction force. In addition to being a function of the
velocity, which is measurable, the friction force is also a function of internal friction
state, z, which is unknown and unmeasurable, as well as the parameters which typ-
ically are poorly known. Estimating both the state and the parameters is difficult
because a dynamic state estimate for the internal friction state, z, would require
some knowledge of the unknown parameters, while a parameter estimator for all of
the parameters requires knowledge of the internal state, z.
Although we can not match the friction force exactly, friction compensation tech-
niques may still be useful and we may still be able to improve tracking performance
if we can make the friction estimate 'close' to the actual friction force in some sense.
The design must also be robust to the differences between the friction estimate and
the actual friction force. In the next section, we design a friction compensator that
is motivated by this goal.
3.2 DESIGN OF ADAPTIVE NONLINEAR FRICTION COM-
PENSATOR
In this section we design the specific components for the friction compensation scheme
described in figure 3-1. These components consist of a linear controller and a friction
estimator. We make two main design choices about the friction estimator. The first
is the structure of the friction estimator. The second is the choice of the parameter
adaptive law.
As stated previously, it is difficult to estimate both the internal friction state, z, and
the full set of parameters, so the structure of the friction compensator can not be
a certainty equivalence type design which consists of all of the parameters and the
state variables which make up the friction force. Motivated by the design objective
of keeping the difference between the friction force and the estimated friction force
small, we structure the friction force into two parts, a part that we will estimate, Fet,
and a part that will remain unestimated, Funet, would should be chosen to be 'small'.
This is shown in figure 3-2. The friction force consists of two parts and the goal of
the friction compensator is to make the differences between F approach F,,t 'small'
and to make the overall system robust to the uncertainties represented by Funet. We
now re-phrase the design objective stated in the previous section.
For good tracking,
choose F = Fest + Funet so that Funet is 'small'
and make F -+ Fest
In order to meet this modified design objective, we will choose to estimate the static
part of the friction force, Fest = F,. We have discussed in the previous chapter that
the dynamic effects in the model are perturbations of the static force. In this section
we will support this choice and quantify the size of the unestimated part of the friction
force.
The second main design choice for the friction estimator is the parameter adaptive
law. The static friction force, presented in chapter 2 in equation ( 2.1), is a function
of linearly-occurring parameters. The parameter adaptive law is an on-line algorithm
for dynamically varying the parameter estimates so that the effect of the differences
between the estimated force and static friction force F -- F, are also 'small'. In
this section, we will also state the choice of parameter update law and introduce the
concept of an error model. The motivation for the particular choice of parameter
update law is postponed until the next section where it is explained by reconsidering
the design objective as an equivalent error model stability problem.
Thus in this section we present an adaptive nonlinear friction compensator, which
consists of a linear control law and a friction estimator that is motivated by the
objective of cancelling the undesirable effects of friction. The design is characterized
by two primary design choices, the structure of the estimator, which is discussed in
this section and the choice of parameter update laws, which is discussed in the next
section in the context of error models.
Note that there are alternatives to how to choose the friction force estimate. For
example in the last section of the previous chapter ( 2.3.2), two nonlinear compen-
sators were described briefly. The first is like this design but without the parameter
estimation. The second uses an estimator for the internal friction state, z, and as-
sumes known parameters. The performance and stability robustness of these other
types of designs can also be thought of in terms how much error there is in the fric-
tion force estimate and how that error affects the stability of the overall system. The
method designed here is distinguished from these by its motivation, which is for stable
adaptation without the use of high control gains. Although the analysis in chapter 4
suggests that some bandwidth restrictions are required, the simulations in chapter 5
show that these restrictions are moderate and performance is improved with the low
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Figure 3-2: The friction force estimator is unable to estimate all of the features of the friction force. So instead, the
compensation scheme estimates the static part of the friction force, Fest = F,(v). The unestimated part of the friction
force, Funest is due to dynamic model perturbations which should be small in some sense.
bandwidth controller.
3.2.1 LINEAR CONTROLLER
Define a tracking error vector, e, in terms of the difference between the plant position,
x, and a desired reference position, Xd.
=[ f(xd(T)- X(T))dT Xd - X d - ' I
We also define the linear control term, UL, that consists of a feedforward term, ad, 
linear P.I.D term,
UL = :'d+ k,(.d --) + kp(X - x) + ki (J(Xd(T) - X(T)dT) (3.2)
Throughout this study the desired trajectory states, Xd, X'd and 'id are assumed to be
bounded.
3.2.2 FRICTION ESTIMATOR
THE CHOICE OF FRICTION ESTIMATOR STRUCTURE
The static friction force, which we discussed in chapter 2, can be characterized by
a vector of linearly-occurring parameters, 0 = [ b
vector, w(v), where
0o Oal , multiplied by the
sat(v) sat (v)e-( .2
(3.1)
(V) = [ I (3.3)
Recall in the previous chapter that these parameters had the interpretation of the
viscous friction constant, Coulomb friction constant, and the difference between static
and Coulomb friction constants, respectively. Defining 0 as vector estimated param-
eter estimates
=T &[ b ^ ] (3.4)
Then the structure of our friction estimator is given by
F = 6T(v) (3.5)
Notice that the vector w(v), which we will refer to as the regression vector for the
friction compensator design, is measurable because the velocity is measurable. In
adaptive control, the regression vector is the function of known system variables that
is used to generate the adaptive laws, and in upcoming sections we will define a
parameter adaptive law for the friction compensator in terms of this vector and we
will motivate our choice.
Before moving on to the choice of parameter adaptation, we first support our choice of
the structure of the friction estimator. Consider the unestimated part of the friction
force, Funest, which is the difference between the actual friction force and the friction
force at steady velocity. In appendix (B), we quantify this difference as a function of
the difference between the internal friction state, z, and its value at steady velocity,
z., which is defined in chapter 2 equation ( 2.7). We define this value as the error e
E = z - z8 (3.6)
Figure 3-3 shows the static friction force and a shaded region that represents the
maximum bound on the region that in which the unestimated part of the friction
force could lie. The perturbation of the static friction vs. velocity curve is caused
by the dynamic effects of the internal friction state and is bounded by a region
around the static friction curve that grows linearly with velocity. In appendix (B)
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Figure 3-3: The unestimated part of the friction force is due to perturbations in the static
model caused by dynamic effects. The maximum size of these perturbations is shown by
the shaded region.
the unestimated part of the friction force is shown to be 'small' in the sense that it is
scaled by the error, e, which should be small. Because the internal friction state, z,
is bounded, a fact that was shown in the previous chapter, this error is also bounded.
Assuming upper and lower bounds on the parameters that are not estimated, the
appendix shows that unestimated part of the friction force can be written as the sum
of a bounded function and a Lipschitz bounded function, which is a function bounded
by linear growth constraints. The linear growth of the perturbation with velocity is
due to the fact that the internal friction dynamics become faster as the velocity is
increased.
By designing a compensator that will be robust to the model perturbations repre-
sented by the shaded region, then the range of acceptable performance will include
the low velocity region. In chapter 2, the range of acceptable performance for a linear
controller, shown in figure 2-6, does not include the low velocity region.
THE CHOICE OF PARAMETER ADAPTIVE LAWS
Define a vector of parameter errors, 0, as the difference between the actual parameters
and the parameter estimates, i.e.
0=0-0 (3.7)
The overall friction compensator in figure 3-2 can be reduced the system which relates
tracking error, e, parameter error, 0, and model perturbations, Funest. This system is
described by the error equation below and depicted in figure 3-4. In the figure, the
dynamics of the error equation are stable and one of the inputs to the system is the
vector of parameter errors, 0 multiplied by the regression vector, w(v). Note that it is
a vector which consists of functions which are first and third quadrant functions of the
velocity. In the next chapter, we will show how we can exploit properties of this class
of systems. The other input to the system is Funet which is the unestimated part of
the friction force. Using the notation in appendix, (B), we break this down into a
bounded plus a Lipschitz bounded components. The error equation below describes
the overall system,
e= Ae - bwT(v(t)) O + bFnest
(3.8)
where A is a stable matrix given by the P.I.D gains
0 1 0
A = 0 0 1
-ki -kd -kp
bT [0 0 1] (3.9)
The following parameter adaptive law, also denoted in the figure, will be chosen
0 = w(v)bTPe (3.10)
where P = pT > 0 is a positive definite matrix associated with a Lyapunov equation
for the stable matrix A.
The overall system of the error equation and the parameter update law is called an
error model system. Consider the design objective in terms of the behavior of the
error model system. We want the tracking error to behave as if the friction were not
present. In terms of the error equation, this means that our goal would be reached
if the unestimated part of the friction force, Funest, and the parameter error, 0, were
zero because then the effects of friction would be cancelled out and the tracking error
equation would be that of a stable linear system. Although, we can not achieve this
goal perfectly, the presence of the stable linear part of overall error system implies
that if we can keep the effects of these terms small then the tracking error system
can be dominated by desirable dynamics. By the structure of the estimator, we have
attempted to make Funest 'small' in the sense that is scaled by the error E. The choice
of adaptation laws is motivated by the desire to keep the effects of 0 'small', and we
will discuss this in the next section..
To understand the motivation for the choice of the parameter adaptive law, in the next
section, we will re-cast our original design goal as an error model stability problem.
We will also see that the friction compensation algorithm results in a new type of
error model, the analysis of which is the subject of the next chapter.
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Figure 3-4: The overall block diagram can be reduced to an error equation with stable dynamics. The inputs are
due to the parameter estimation error and the unestimated part of the friction force, which are dynamic
perturbations in the model. Adaptation laws are motivated by keeping the effects of 0 small. Bounds on the
dynamic perturbations are known. The design goal is to allow stable dynamics to dominate the system.
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3.3 AN ERROR MODEL APPROACH TO THE DESIGN
In this section, we reformulate the design objective in terms of the error model sta-
bility problem. We examine why stability issues for the nonlinear error model system
are not immediately obvious, motivating the analysis in chapter 4. Finally, we gen-
eralize the features of the friction error model system to define a new type of error
model. In the next section, we will discuss the use of persistent excitation in robust
adaptation and we verify by simulation, that stability of the error model is indeed a
problematic issue by presenting simulations in which the parameter errors can grow
unbounded. This further motivates the development of the conditions in chapter 4
under which this instability mechanism can be prevented.
First consider more specifically what the design objective means in terms of the error
model system. The unestimated part of the friction, F,,,,unet, a model perturbation
consisting of bounded as well as Lipschitz bounded terms, acts as a disturbance to
the error model system. The compensator was designed so that Funest is small, but we
must also ensure that the overall system performance, in particular the error model
stability is robust to this disturbance.
The difference between the estimated friction force and the static friction force is as
follows
F - F, = ow(v) (3.11)
Ideally, the effect of these differences on the overall system would be eliminated if
the parameter estimates, were updated in a way such that the parameter error, 0,
converged to zero. Additionally, another possible way that these effects would be
eliminated is if the parameter error vector converged to a null space of the regression
vector. Parameter convergence to values that are not the true values, which may
happen if the inputs are not persistently exciting, is not uncommon in linear adaptive
control. Thus the effects of parameter error are 'small' when either the parameter
estimates reach the true values or the parameters converge to in such a way that the
parameter errors multiplied by the regression vector is zero.
The results of the next chapter indicate that similarly to the linear adaptive control
problem, the presence of disturbances in the system prohibits uniform asymptotic
stability of the error model system, which would imply perfect estimation of the
parameters. Instead, we will find conditions under which the parameters estimates
and the tracking errors remain bounded.
More specifically, we can rephrase the friction compensation design objective as fol-
lows
For good tracking, make the difference F - F, small by making the effects of the
parameter error, 0, 'small' and make the error model system robust to the model
perturbations represented by Funest
The results in chapter 4 will show tracking and parameter errors can remain bounded
if the input is sufficiently persistently exciting. The size of the bounds depend in part
on the size of the bounds for the disturbance term, Funest.
3.3.1 WHY STABILITY OF THE ERROR MODEL IS A PROBLEM
In this section we show why the stability of the error model system discussed above is
a problem which must be addressed in order for the friction compensator to perform
reasonably.
The most natural step to investigate stability would be to define a scalar positive
definite function, V(q(t)), of the system errors and to try to use Lyapunov techniques
to make the derivative negative. Define
V(q(t)) = qTq
e= TPe + ' (3.12)
where q E R6 is defined as qrT F [ P- TeT T and P = pT is the associated positive
definite matrix satisfying the Lyapunov equation Q = QT > 0 = -(PA + ATP). The
derivative of V along a trajectory of the tracking error equation is as follows
V = -eTQe + 2eTPbFunest + 2 T (0 - w(v)bTpe) (3.13)
The motivation for the adaptive laws becomes clear by examining this equation.
The adaptive laws are chosen to eliminate terms in the derivative of V which may be
positive. Because the terms multiplying the parameter error, 0, in the above equation
could be positive, a choice of the parameter adaptive laws is made that will cancel
those terms. This choice makes the derivative of V along a trajectory as follows
V = -eTQe + 2eTPbFunest (3.14)
However, due to the presence of the disturbance terms represented by the unestimated
part of the friction model, which may be positive or negative, we can not completely
eliminate terms which could be positive and thus we can not guarantee that the
derivative of V is negative definite or even negative semi-definite.
Alternative techniques could be used to address the stability issues of this system. One
approach would be to try to incorporate knowledge of the sign of the unestimated part
of the friction force and choose the adaptive law accordingly. When the unestimated
force is actually zero; however, this approach may lead to bounded tracking and
parameter errors.
There are two types of robust adaptive approaches that have been successfully em-
ployed for linear adaptive control in the presence of bounded disturbances. These
are adaptive law modifications such as dead zones, a or e modification. In these
approaches, when the disturbances are zero, the system may not have zero track-
ing errors. We applied these methods to this problem as well with some additional
assumptions on the disturbances, but this study will not focus on those approaches.
The other robust adaptive approach, which is the focus of this thesis, is the use of
persistent exciting inputs. The idea in using p.e. is to make the tracking errors can
periodically large enough so that the function V decreases more than it increases on
an interval. This is the approach in the next chapter.
Using the notation in appendix (B) the unestimated part of the friction force consists
of bounded and a Lipschitz bounded function. Consider the case when the first term
of the above equation is the least negative and the second term is the most positive.
The resulting bound for the derivative of V along a trajectory is presented below
V < -A'I I e 2+ 2Apmmax|vm e| (3.15)
where
A'Q = AQmin - 2Apmaxbmadmax
nax = bmax(Vmax + dmazxVdmax) (3.16)
and AQmn is defined as the minimum eigenvalue of Q, Apmax is defined as the maximum
eigenvalue of P, and bmax is defined as the maximum element of the vector b.
Due to the presence of disturbance terms, the function V will not work as a Lyapunov
function because for small values of I e| , V can increase. This shows that the stability
problem of this error model system is not immediately obvious. For small tracking
errors, the parameter errors could grow unbounded.
A reasonable question is that if small tracking errors can be obtained, why does it
matter if the parameter errors become large? The answer is that it is important to
have bounded parameter estimates because as changes occur in the input trajectory,
large parameter estimates could cause large transients in the tracking error. So in
order for the friction compensation design to work reasonably well, the parameter
errors must remain bounded.
3.3.2 A NEW TYPE OF ERROR MODEL
In this section, we define a general error model system below which will be analyzed
in chapter 4. The friction compensation error model system is a special case of this
type of system. In the equations below, e is an nth order vector of tracking errors
representing the difference between the desired state, Xd and the actual state, x. And
SE RFm is a vector of parameter errors.
e = Ae - bwT(v(t))O + b(v + d(x))
0 = w(v(t))b T Pe (3.17)
where A is a stable matrix and where the term v is a bounded function of the state
and d(v) is a Lipschitz bounded function of the jth component of the state, v, and
consequently the error, e, i.e.
V K Vmax
d(x) < dmaxIvI
< dmax(Vdma. + Ie- 1 ) (3.18)
For error model under consideration, the regression vector is comprised of continuous
first and third quadrant functions of the jth state element, v. In addition, one of the
functions in the regression vector is the state element v itself. The other functions
may be nonlinear.
w(v(t)) = [(t) f 2((t) )) - m(v(t)) ] (3.19)
As in the previous section for the friction system, we define a positive definite function
of the system errors, V, and derive its derivative along a trajectory as below. We
will use these expressions in the next chapter and include them here as part of the
characterization of the new error model for completeness.
V(q(t)) = qTq
= eT P e + (3.20)
where q e Rm is defined as qT = [ vieT 6T ] and P = PT is the associated positive
definite matrix satisfying the Lyapunov equation Q = QT > 0 = -(PA + ATP).
The derivative of V along a trajectory of the tracking error equation can be bounded
as follows,
V < -Al| e 12 + 2APmazxaaxl el (3.21)
where
A = AQm -2APabmazdmax
Vmax = bmax(Vmax + dmaxVdmax) (3.22)
and AQmin is defined as the minimum eigenvalue of Q, Apmax is defined as the maximum
eigenvalue of P, and bmax is defined as the maximum element of the vector b.
COMPARISON WITH OTHER ERROR MODELS
Next we show how the error model differs from previous work [16, 17]. The system
studied in [16] is like the error model presented above, however, it has no disturbance
term and instead of the term w(v(t)), the regression vector, is a bounded function
of time. The system studied in [17] has a bounded disturbance term and where our
system has w(v(t)) containing a bounded nonlinear functions of state element, v, the
system in [17] has w(x(t)) as a linear function of state vector, x. Thus the error
model we study in equation (3.17) is a natural extension of these results but differs
from them in two respects. The first difference is that the regression vector w(v), can
contain nonlinear functions of an element of the plant state. The second difference
is that the term, v + d(v), which we will consider as a disturbance term in the error
model, is not a bounded function as in [17], but it contains a bounded function as
well as a Lipschitz bounded function of state.
Although our error model is an extension of the other error models, we should expect
to be able to derive a similar boundedness result. This is because the nonlinear-
ity in the regression vector is 'nice' in the sense that it could be scaled, 'stretched',
continuously deformed to look like a linear function. Additionally, the second dif-
ference, which is the addition to the error model of a Lipschitz bounded function,
should not interfere with a error model boundedness result because similar to lin-
ear control, we can take care of this type of perturbation by having high enough
bandwidth. Although, in keeping with the original motivation for the friction com-
pensation approach, we want to avoid using higher bandwidth control. The size of
the Lipschitz disturbance will determine the required bandwidth. The next chapter
deals specifically with the stability analysis of the new error model.
The new error model is similar to that considered in [11] in that both contain a
nonlinear regression vector that is a function of an output. The stability proof there
is based on a Lyapunov type argument in which terms are added to the control law
to counter the effect of the growing nonlinearities. Here we consider an additional
unknown disturbance term.
3.3.3 THE ROLE OF PERSISTENT EXCITATION FOR ROBUST ADAP-
TATION
In this section we motivate the use of persistent excitation as a tool for solving our
error model problem. We briefly overview the history of its use in adaptive control.
Then we define persistent excitation and show some examples. Finally, we show by
simulations that with inputs that have insufficient persistent excitation, the adaptive
algorithm we designed may result in unbounded parameter estimates.
Persistent excitation was used in adaptive control in the linear adaptive control pa-
rameter convergence problem. If persistent excitation was present and no disturbances
were present, then adaptive structures could be adopted such that the parameter er-
rors converged to zero ( [20], [19]). The idea was that if the input dynamics excited
all the dynamic modes of the system, then the parameter error could not converge to
a null space of the regression vector.
Adaptive control of linear systems with bounded disturbances was studied in the
1980's. It was discovered that in the presence of bounded disturbances, the parameter
errors could become unbounded [23]. In the error model in this study, the model
perturbation acts as a disturbance and the parameters can become unbounded as
shown in the simulations which follow. To address these issues, researchers developed
the field of robust linear adaptive control using either adaptive law modifications or
persistent excitation techniques.
In the presence of bounded disturbances, the work of [17] showed that the linear
adaptive control problem is has bounded solutions if the level of persistent excitation
is high enough. When the input is sufficiently persistently exciting, then the tracking
error periodically becomes large enough to prevent the instability mechanism we dis-
cussed above- i.e. a situation where the tracking error stays small, but the parameter
errors grow without bound. Critical in the proof was the fact that the regression
vector in the linear adaptive control problem is a linear function of the state. The
regression vector in our error model does not have this feature; however, in the next
chapter, we will see how the first and third quadrant property can be used to argue
a similar boundedness result.
Persistent excitation is defined as follows.
DEFINITION 3.3.1 Persistent Excitation
A bounded vector w R +  n is persistently exciting (p.e.) with degree co if
positive constants Top, Jo, and co exist such that there is a subinterval [ t2 t2 + 60
of any interval [ ti t + Top ] such that
t2 +50
W •T(T)rdT > coTop
t 2
for all ti > to and any unit vector r E R
We use the terms p.e. degree and p.e. level interchangeably for the term *o. We also
refer frequently to the term, 60, as the p.e. subinterval width. And sometimes we
refer to the term To, as the p.e. interval.
EXAMPLE 3.3.1 w(t) = sin(Qt) cos(Qt) is p.e. in 92
EXAMPLE 3.3.2 w(t) = sin(Qt) sin(Qt) sin(Qt + ¢) where ¢ is a constant
phase difference, is not p.e. in 23
INSTABILITY AND LACK OF SUFFICIENT PERSISTENT EXCITATION
In this section, we show specifically that when the inputs have insufficient persistent
excitation, then this error model can be unstable. We return to the three baseline
tasks in the previous chapter- a low velocity position ramp, a low velocity tracking
task with zero velocity crossings and a step input. The main result of the next chapter
will be to develop persistent excitation conditions on the input trajectory that will
guarantee the stability of the error model. The purpose of the examples in this section
is to show that without this result, the adaptive friction compensation algorithm can
result in an unstable error model. By applying the adaptive compensation algorithm
to the simulation examples presented in chapter 3, we show that with insufficient
persistent excitation conditions on the input trajectory, the parameter estimates can
grow without bound, thus making the error model unstable. We include one more
task which is also a sinusoid to show that some input trajectories naturally have
enough persistent excitation in the input so that the algorithm improves tracking
performance with bounded parameter estimates. This is significant because many
of the types of tasks for which nonlinear dynamic friction effects are problematic
include trajectories with repeated zero velocity crossings. For example pick and place
maneuvers have repeated zero velocity crossings. These types of trajectories have
some level of persistent excitation occurring naturally.
ADAPTIVE NONLINEAR FRICTION COMPENSATION WITH INSUFFICIENT P.E. FOR
Low VELOCITY TASK 1- A CONSTANT VELOCITY TASK
In this section, we examine the first task in the baseline study using the friction
compensator designed in this chapter. The desired input trajectory for the first task
is a position ramp with a low velocity of .02m/sec.
Simulation results are shown in figure 3-5. Initially, up until about 25 seconds, the
tracking error is low. In fact, if we compare this plot to the corresponding plot without
friction compensation in chapter 2, we find that the algorithm is initially successful.
In chapter 2, stick starts at 5 seconds (figure 2-7) but here that is delayed. However,
once stick is reached, the friction compensation algorithm with insufficient p.e. inputs
does not recover. The mass stays stuck resulting in errors which become worse than
with no friction compensation.
The parameter estimates are shown in the next plot in the simulation set in figure 3-
5. Two of which are growing. Without the persistent excitation conditions we will
develop in the next chapter, the error is not p.e. in every direction. In this case, the
parameter update laws, which depend on the error, cause the parameter errors can
grow large in a particular direction. Because the parameter estimates are used to
compute an estimated friction force, the difference between the actual friction force
and the estimated friction force, which is initially a small difference eventually grows
large as is shown in the figure.
The overall forces on the mass consist of the control force, which consists of the linear
terms and the friction estimate, and the friction force. The mass gets stuck because
the growing terms in the friction force estimate balance the growing terms in the
P.I.D. portion of the control force. The overall force becomes small and the mass
stays stuck. Misapplied, the friction compensation algorithm can actually worsen
performance.
FRICTION COMPENSATION WITH INSUFFICIENT P.E. FOR Low VELOCITY TASK
2- A TASK WITH REPEATED ZERO VELOCITY CROSSINGS
The next set of simulations is for the second task in the baseline study, which is the
low velocity sinusoid. The desired position is Xd = .05sin(t/2). Figure 3-6 is a plot of
the desired and actual trajectories. Up until about 27 seconds, the trajectories track
fairly well, with the mass getting stuck first at ten seconds, then for a little longer at
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Figure 3-5: Initially the friction compensation scheme with insufficient p.e. is successful at
eliminating the stick slip limit cycle observed in a linear controller for a desired trajectory
of a position ramp. However, the tracking error is stabilizing and because it does not
have richness in all directions, two of the parameters start to grow large. This causes the
estimated friction force to grow and this is balanced by components of the control force.
The overall forces on the mass become small and the mass gets stuck.
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fifteen seconds, then for longer at 22 seconds. Finally the mass gets stuck and stays
stuck at about 27 seconds.
The figure also shows the parameter estimates, c 2, the viscous parameter, as well as
ao and al. The parameter a2 is stabilizing at a value above .39. Similarly, to the
first task, the other parameters; however, start to grow large causing the error in the
estimated friction force to grow large.
The final plot for this simulation set is the control force. The control force consists
of the linear parts of the controller as well as the estimated friction force. When the
estimated friction force grows, the linear terms in the control grow as well so that
in this simulation, the overall control force does not grow and balances the actual
friction force causing the mass to eventually remain stuck.
We can compare this set of simulations to the corresponding set of simulations in
chapter 2 (figure 2-8). We see that without the required p.e. conditions, the friction
compensation controller initially improves tracking for about 27 seconds. Eventually,
however the mass becomes stuck and the tracking errors stay within the bounds of
the desired trajectory.
Although this trajectory does lead to an unstable error model, the results of this
simulation lead to the speculation that some trajectories, with frequent zero crossings,
could naturally have enough persistent excitation to satisfy the input conditions.
This is important because many types of tasks where friction is a problem do have
frequent zero crossings, for example, pick and place manuevers. We will see that
our speculation is correct by showing a trajectory with enough excitation naturally
occurring to get a stable algorithm. This simulation will be presented later in this
section.
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Figure 3-6: Initially, the friction compensator with insufficient p.e. in the input tracks the
desired sinusoidal trajectory. The mass gets stuck for progressively longer times as the
parameter estimates start to grow. The presence of disturbances or modelling uncertainties
can cause the parameter estimates can grow in a particular direction when the tracking
error is not excited in every direction.
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ADAPTIVE NONLINEAR FRICTION COMPENSATION WITH INSUFFICIENT P.E.- A
REGULATION TASK
The next set of simulations show a unit step response when the friction compensation
is used without the required p.e. input conditions. Figure 3-7 shows the desired
trajectory, which is a unit step, as well as the actual trajectories. The actual trajectory
has a constant steady state error of about 10 percent which equals ten centimeters.
This is larger than the 6.5 centimeter steady state hunting oscillation in the linear
control system in figure 2-9. At approximately 3 seconds, the mass becomes stuck
and the tracking error stays constant.
The results of this simulation are similar to the results of the previous two low velocity
tasks. The adaptation on the parameter estimates can not effectively reduce the
tracking problems in the system. The growth of some of the parameter estimates
causes the estimated force to grow and the force error to grow. The overall control
force eventually matches the actual friction force causing stick. The parameter errors
for co and a1 continue to grow, while the parameter estimate for a2, the viscous
parameter reaches a steady value.
A Low VELOCITY TASK WITH REPEATED ZERO VELOCITY CROSSINGS THAT
NATURALLY HAS SUFFICIENT P.E.
In this section, we present a higher frequency sinusoid, Xd = .05sin(t). The simu-
lation results support the previous speculation that some trajectories have enough
P.E. naturally occurring so that the friction compensation algorithm performs well.
Figure 3-8 shows the desired and actual positions and low tracking error. The mass
does not get stuck. The parameter estimates remain fairly steady, and the error in
the estimated friction force is not growing.
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Figure 3-7: The adaptive nonlinear friction compensator with insufficient p.e. gets stuck
with errors of about ten percent. The instability mechanism occurs because the tracking
error does not have dynamics in every direction. Some of the parameter errors start to
grow.
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stay low and parameter errors not to grow unreasonably large.
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3.4 CHAPTER SUMMARY
In this chapter, we designed an adaptive nonlinear compensator to address the track-
ing problems due to friction that were presented in chapter 2. The design is based on
compensating for the static, Coulomb and viscous components of the friction force
while remaining robust to dynamic perturbations. We show these perturbations are
'small' in the sense that they consist of bounded terms and Lipschitz bounded terms
which grow linearly with velocity and these terms are scaled by the difference between
the internal friction state and its steady value.
We showed how the design objective can be viewed equivalently as an error model sta-
bility problem for a new type of error model characterized by a regression vector with
first and third quadrant functions with bounded or Lipschitz bounded disturbances.
We described how the presence of disturbances can cause an instability mechanism
in which the tracking errors stay small but the parameter errors grow unbounded.
We introduced persistent excitation as a tool for addressing this problem. We veri-
fied that dynamic model perturbations which act as disturbances can cause adaptive
nonlinear friction compensator with insufficient p.e. in the input to become unstable.
In the next chapter, we present a solution to the stability issues by using inputs which
are sufficiently persistently exciting.
Chapter 4
Stability of the Adaptive Controller
In this chapter, we use persistent excitation in the input trajectory as an approach
to proving conditions for boundedness of solutions for the new error model discussed
in the previous chapter in section (3.3.1) and shown in section (3.3.3).
First, we give an idea of why the proof works and an overview of the chapter.
Consider the error model equations from equation (3.17), which are reprinted below.
e = Ae - bwT(v(t))O + b(v + d(x))
0 = w(v(t))bT Pe (4.1)
We defined a positive definite function of the errors, V, and we saw the derivative of
V is negative at large tracking errors but positive at small tracking errors (equation
(3.21)).
The error model system has a similar structure to that studied in [16]. That result
stated that if w(v) is p.e., then the above system is uniformly asymptotically stable if
the disturbances are zero (which will be defined as the 'unforced' error model system).
We will consider two cases. For the first case, the regression vector, w(v), satisfies a
p.e. condition on an interval, and we will be able to show that implies V decreases if
the initial condition is large enough.
In the second case, w(v) does not satisfy a p.e. condition on an interval. And we
let the input have enough persistent excitation so that the desired regression vector
does satisfy the p.e. condition on the interval. Because the regression vector consists
of first and third quadrant functions that are essentially scaled versions of linear
functions, we will be able to establish conditions such that this implies there must
be a tracking error. Thus, the type of regression vector allows us to conclude that
a measure of errors in the regression vector implies a measure of errors in tracking.
Persistent excitation in the input trajectory can prevent the instability mechanism in
this case by guaranteeing that the tracking error periodically becomes large enough
to allow V to decrease.
We will show that if the input to the control system is p.e. over a small enough
subinterval and with a high enough degree, and if the bandwidth of the linear part
of the compensator is high enough compared to the Lipschitz bounded disturbances,
then error model presented in an earlier chapter has bounded solutions. This means
that the tracking error is bounded and the control algorithm results in bounded
parameter estimates. A second theorem, which is important to make the friction
compensation method implementable and useful for a control designer, shows that if
the Lipschitz disturbances are small enough, an algorithm exists which will converge
to p.e. conditions that satisfy the requirements for the friction compensation system
and the error model solution bounds can be computed.
First, we present three sections of preliminary results about the error model system
under investigation. In the first preliminary section, properties about continuous
first and third quadrant functions which make up the regression vector are examined.
Quantifying the minimum size of the tracking error in terms of the error in the
regression vector will be a key feature used in the main stability to quantify the
decrease in V on a the p.e. subinterval. The second section contains results about
the error model, and third section contains bounds on an interval for the state and
the associated function V. In the fourth and fifth sections, the main theorem is
presented and proved. Finally in the sixth section, a second theorem is presented
about the computing the solution bounds and the conditions required for stability for
the friction compensation system.
4.1 PRELIMINARIES: PROPERTIES ABOUT FIRST AND
THIRD QUADRANT CONTINUOUS FUNCTIONS
In this section, we are going to establish useful properties for the type functions that
make up the regression vector. These functions consist of first and third quadrant
continuous functions which may or may not be nonlinear. The first section deals
with scalar first and third quadrant functions, and the second section deals with a
vector of first and third quadrant functions. Under certain conditions, the features
of these functions allow us to relate measure of the error in the regression vector to a
minimum measure of the tracking error. Finally, in the third section, we discuss the
set of conditions which are required to apply the first two properties and we present
a useful property that will be used in the the proof of theorem (4.4.1).
4.1.1 A PROPERTY ABOUT FIRST AND THIRD QUADRANT CON-
TINUOUS FUNCTIONS
A first and third quadrant continuous functions is essentially a scaled version of the
signal. If we integrate over a small enough interval, then we will show how the integral
of the signal and the integral of the function of the signal can be related in size by a
scaling factor which we will call k. We will do this by choosing the subinterval width,
6o, small enough so that v(T) does not change sign for T E [ t2 t2 + 60 , and then
by choosing the scaling factor, k, small enough so that the two integrals in equation
( 4.5) have similar minimum magnitudes. We will choose a small positive constant,
ve, and choose the subinterval width small enough so that Ivl does not reach this
value. This idea is shown in figure 4-1 and stated more formally in the property
below.
v
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Figure 4-1: Given an upper bound on the rate of change of v over the interval, 'max, the
subinterval width, •o, can be chosen small enough so that ivi does not reach zero in the
subinterval. The scaling factor, k, can be chosen small enough so that the integral of the
two signals over the subinterval are related in size.
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PROPERTY 4.1.1 Let v : R1 - 9R1 be a continuous differentiable function and fp
R1 _+ R1 be a continuous first and third quadrant function, i.e.
fP (0)
f (v)
f, (v)
= 0
> 0
< 0
if v > 0
if v < 0
Assume the following,
(i.) Upper bounds for Iv(t)I and |i(t) , on the subinterval t E [ t2 t2 + are as
follows,
fortC [t 2 t2 +]60
for t [t 2 t2 +6 0
(ii.) The subinterval width, 60, is small enough so that,
( kEoTop _60 < 0. -
Vmax
(iii.) The scaling factor, k, is small enough so that,
0<k < 1
maxp=2,..m fp kEoToD 6o (4.4)
min 
-Umax 
-Uc u VC maxI
(4.3)
IV(t)l umax
I)(t)| I vmax (4.2)
Then
t2 +O0 t2+60
If J v(T)dT > keoTo, then J f(v())d7 > kcoToD (4.5)
t2  t 2
The proof, detailed in appendix (C), proceeds in three parts. First, we show that the
given conditions imply that the signal must be at least a threshold magnitude, VT =
keoTo
6 o, somewhere on the interval. Second, using an upper bound of the maximum
rate of change of v on the interval, we choose 60 small enough to ensure that v(T)
does not reach zero in the subinterval; instead, v(T) is in a closed, bounded set
[ -Vmax --Vc U V[c Vmax . Third, we compute the minimum value for the integral
of the first and third quadrant nonlinear function, fp, over this interval and choose
the scaling factor, k, small enough to satisfy the desired property. The notation used
above is defined in appendix (C).
This property allows us to think of the first and third quadrant function as a scaled
version of the signal and relate a measure of the signal and a measure of the function.
In the next section, we examine a similar result for a vector of first and third quadrant
functions.
4.1.2 A PROPERTY ABOUT A VECTOR OF FIRST AND THIRD
QUADRANT CONTINUOUS FUNCTIONS
In this section, we are going to establish the main property that will allow us to deal
with possible nonlinearity in the regression vector. We would like to think of the
regression vector, w(v), projected onto any direction, as a scaled version of the signal
v. This condition is going to be useful will allow us to relate a measure of the error
in the regression vector to a minimum measure of the tracking error.
The next lemma implies that under given assumed conditions, an error in the regres-
sion vector implies an error in tracking.
LEMMA 4.1.1 Given that the regression vector, w : 1 -+ m, is a vector of scalar
continuous first and third quadrant functions,
w(v(t)) = [ f(v(t)) fm(v(t)) (4.6)
where fi(v(t)) = v(t). Assume the following,
(i.) Upper bounds for jth element of the state vector, v, and its derivative, i, and
the jth element of the desired state vector, vd, and its derivative, id, are as
follows,
v(t)| Vma x  fort [ t2 t2 + ]
|i(t)| • imax for t C t2 -t 2 +60 ]
Vd(t) I Vdmax fort C t2 t2  0+ ]
I d(t) I adma• for te [t 2 t2 + 0 ](4.7)
(ii.) For each of the component functions of the regression vector, fp(v(t)), the subin-
terval width, 5o, and scaling factor, k, are chosen small enough to meet the
conditions of property (4.1.1) (keoTOD vN
6 0 < 0o
Vmax
0 < k < 1 (4.8)
maxp=2,..m P 1 keoToD < 60 (4.9)
min IU max 
-Vc IUIVC Vmax I
(iii.) The subinterval width, 60 is small enough so that
60 < 0o (4.10)
admax
(iv.) There is an error in the regression vector such that,
The desired regression vector satisfies the following p.e condition. On subinter-
val [t 2 t2 +60
t2 +0
w T (v((T))rdT > eoToD (4.11)
t2
for any unit vector r E m
The regression vector does not satisfy a specified p.e. condition. Instead, on
subinterval [ t 2 t2 + 60 , the regression vector, w(v(T)), satisfies the following
condition,
t2 +60J w T (v(())rdT < kEoTo (4.12)
t2
for some unit vector r E Rm.
These together imply that the tracking error does satisfy a p.e. condition, and
a measure of the error in the regression vector is
t2 60
coTOD(1 - k) (WT(vd(T)) WT (v(Tr))) rdT (4.13)
t2
for any unit vector r in Rm.
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(v.) co is chosen large enough so that
0 < CoToD (1 - k - keff)
where 0 < keff < 1
differences between
for the following
for the following
exists and is defined as an upper bound for a measure of the
the component functions of the vector, w(v(t)), such that
t2 + 6 Op=m
SE r (fp (v (T)) - f,(vd (T))) dT < keff
t2 p=2
(4.15)
v E -max -vc] U [c max ]
vd E [ -vVdmax
Then a positive lower bound
vector is
-vc] U [vc ma ] (4.16)
for a measure of the jth element of the tracking error
t2+50
0 < COTOD(1 - k - kef•f) < J (vd(T)- -v( T))dT
t2
(4.17)
Conditions (i.) and (ii.) are the conditions that are required to apply property (4.1.1)
which ensures that the jth element of the state does not change sign over the subinter-
val and that the component functions of the regression vector have integral measures
that can be scaled appropriately. Condition (iii.) is an additional upper bound on
the p.e. subinterval. This condition together with the assumed p.e. condition on
the desired regression vector in condition (iv.) ensures that the jth element of the
desired state element, vd, also does not change sign over the subinterval. In condition
(iv.) the desired regression vector is 'large' in the sense that it satisfies a p.e. con-
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(4.14)
dition over the subinterval. The actual regression vector is 'small' in the sense that
it does not satisfy a smaller specified p.e. condition. Hence, there is an error in the
regression vector. Condition (v. ) ensures that the corresponding minimum measure
of the tracking error will have a positive lower bound by scaling the p.e. level on
the desired regression vector, co, large enough. This is important because, as we saw
in section (3.3.1), when the tracking error is large enough the positive definite func-
tion of errors, V, can decrease, and this idea will used in to prove the main stability
theorem (4.5).
Consider conditions (ii.), (iii.), and (v.) on the p.e. subinterval width, 0o, scaling
factor, k, and the p.e. level, Co. Another variable, ToD, is also used in these conditions,
and it will be defined in the next section (4.2) and it will represent the interval length
over which we argue that V decreases in the main stability proof. These conditions
are going to be of importance in both the design and the performance of the system.
They are important to the design because they determine the p.e. conditions that
the desired input trajectory must satisfy. Additionally, they are important to the
performance because they determine the largeness of the measure of the tracking error
that will be used in the main stability proof to make V decrease. Notice that the
conditions are interdependent and therefore, it is not initially obvious how a control
designer can make these choices. In the last section of this chapter, an algorithm is
presented to show how the conditions and bounds can be computed if the Lipschitz
disturbances are small enough.
An idea of the proof of lemma (4.1.1), which is detailed in the appendix (D), is
presented here. First consider the simpler case when r is the pth standard unit basis
vector and f, is the pth component of the regression vector. A depiction of a possible
situation that meets the conditions of the lemma for this case is shown in figure 4-2.
By condition (iv.), both the desired state element, Vd(t) and the function fp(vd(t))
satisfy the p.e. condition and are 'large' over the subinterval because the area under
the respective curves at least equal to EOTOD. By condition (v.), fp(v), is 'small' over
102
the subinterval, because it has a smaller area under the curve, which is less than
kcoToD where, k < 1. Property (4.1.1) was designed so that the only way condition
(v.) can be true is if v also is 'small' over the subinterval and therefore has an area of
at most kfoToD. This means that over the subinterval, there is a difference between
the state element, v, and the desired state element, vd, hence there is a tracking error
over the subinterval. Furthermore, we can quantify this measure of the tracking error
and it is at least
0 < oToD (1 - k) <
d (t)
Area
k TO D L _ v(t)
T -,
I I
t2+• 0
S(vd(T) - (T)) dT
t2
'I
f (v (t))pd
Area
k F T \"- - -i
D - f (v(t))
-iIPI _ I
t 2 + 80  t +T
S D
t 2 t 2 + 8 0
Figure 4-2: If the function fp(v) is 'small' over the subinterval in the sense that the area
under the curve is less than kcoToD for k < 1, then property (4.1.1) implies that v must
also be 'small' over the subinterval. Under assumed conditions that both the desired state
element vad, and the function, fp(vd), are 'large' over subinterval in the sense that area under
their respective curves over the subinterval is bigger than or equal coToD, a difference in
the scalar function, fp(v) - f(vd), over the subinterval implies a tracking error over the
subinterval.
When r is a general unit vector, the situation is more complicated. Consider the
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(4.18)
t +T Oi D
· ·f v
measure of the error in the regression vector that we are using,
t2 2 t2
In particular, consider the term in summation on the left-hand side of the above
equation. The more the functions change over the interval, the more they contribute
to this measure of the error in the regression vector, but not necessarily to the measure
of the tracking error itself. For example, suppose one of the component functions is the
signum function, fp(v) = sign(v), if v and vd both have the same sign in the interval,
then this term contributes nothing to the measure of the error in the regression vector.
Suppose that one of the component functions is the signum function multiplied by
a decaying exponential, fp(v) = sign(v)e-( v/vo) 2 , if the decay rate is large, the term
on the left hand side of the above equation could be contributing a lot to the error
in the regression vector even when the actual tracking error is small. Note that in
the friction system the component functions behave like these functions because vc
appropriately small.
The amount that these functions can contribute to the error in the regression vector is
bounded in the lemma by the term involving keff. So keff is essentially a measure of
complexity in the regression vector. Functions which are highly nonlinear can increase
the value of keff. Functions which are linear with a high slope can also increase the
value of keff.
REMARK 4.1.1 It is advantageous for the designer to use the tightest bound as pos-
sible. A smaller value of keff implies a smaller level of p.e. is required to satisfy the
conditions of the lemma.
REMARK 4.1.2 A reasonable question is why the restriction to first and third quad-
rant functions (or second and fourth quadrant functions which are similar)? Consider
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Lipschitz or locally Lipschitz functions, which are functions satisfy a Lipschitz condi-
tion
fi(v) - f(vd)ll < L lv - VdH| (4.19)
either globally or locally, respectively, for some L > 0 called the Lipschitz constant.
Due to this scaling characteristic, a condition such as property (4.1.1), for a scalar
Lipschitz function could be derived. For a vector of Lipschitz functions, however,
it would be more complicated to derive a result such as lemma (4.1.1). We need a
minimum measure of the tracking error. The measure that we need, a positive lower
bound for
t 2+o0
S(v(T) - v(T)) dT (4.20)
t2
is sign-dependent. Because the absolute value function is outside the integral in this
measure, if the regression vector were composed of Lipschitz functions, an error in
the regression vector could imply a measure of the tracking error that is zero, while
we need a positive lower bound. Extensions to this type of regression vector may be
possible by considering the location of zeros of the component functions.
4.1.3 A PROPERTY ABOUT THE CONDITIONS REQUIRED TO AP-
PLY FIRST AND THIRD QUADRANT FUNCTION PROPERTIES
In this section, we discuss the conditions (ii.), (iii.) and (v.) in lemma (4.1.1) because
these become important in the stability theorem (4.4.1). Conditions (ii.) and (iii.)
on the smallness of the p.e. subinterval, o0 and the scaling factor, k are also required
in the stability theorem, and they become condition (iii.) in theorem (4.4.1). Addi-
tionally, the minimum measure of the tracking error, which is measured by condition
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(v.) of lemma (4.1.1), is required by condition (ii.) in theorem (4.4.1) to be large
compared to the disturbances in the system.
In this section, first we introduce an alternative notation to measure the minimum
tracking error over a subinterval that will be useful in the proof of the main stability
theorem in the upcoming sections.
Then we present a useful property about the conditions required in the main stability
theorem on p.e. level, co, p.e. subinterval width, 60, and scaling factor, k. This
property says that if the conditions are satisfied for a given set of upper bounds on
the state variables of interest, then the conditions are also satisfied for a set of lower
upper bounds, and this is useful in the main stability proof in section (4.5) to argue
that the required conditions are satisfied for every interval.
Condition (v.) in lemma (4.1.1) is a minimum measure of the tracking error. In the
stability theorem (4.4.1), we will require that this minimum measure of the tracking
error is large compared to the disturbances in the system.
co(1 - k - keff) > 7'lVnax (4.21)
Define 6 and 6,ff so that
1 I1- k = "7''Vmax
7yVrnax + 6
- k - keff max (4.22)
7'V',ax + 6 + 6 eff
Then an equivalent representation of the requirement on the p.e. level in equation
(4.21) is as follows
E0 > 'Y',ax + 6 + 6 eff (4.23)
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Next we prove a useful property is about the conditions on p.e. level, 60, p.e. subin-
terval width, 0o, and scaling factor, k. Both these conditions depend on the upper
bounds for the jth element of the state and desired state, v and vd, respectively, and
their derivatives. This property says that if these conditions are chosen for a set of
upper bounds for these variables, then these conditions are also satisfied for a set of
lower upper bounds for these variables.
Suppose we are given an a set of lower upper bounds,
Vmaxi P <_ V max
Vrmaxli g < imax (4.24)
Define keff, as an upper bound for a measure of the differences between the compo-
nent functions of the vector, w(v(t)), using the alternative upper bounds, as follows
1 t2 6 0p= mJTO I rp (fp(v(T(7)) - fp(vd(T))) dT < keffi
for the following
(4.25)
V 
-Vmaxjip
Vd [ -Vdma
-Vc ] [Vc Vmaxj, ]
-vc] [ Vc Vdmax ]
Also define 6 fyfI
Pfri
1 - k - keff ip "Y /Vmax)/ Vlmax + 6 + f
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(4.26)
(4.27)
Because we are defining keff,ip over a subset of the interval used to define keff, then
keff, < keff
LEMMA 4.1.2 Given a set a lower upper bounds
Vmaxip Vmax
Vmax ip max
(4.28)
(4.29)
If the conditions on p.e. level, eo, p.e. subinterval width, 60, and scaling factor, k,
hold as follows for the upper bounds vmax and imax,
(i.) The p.e. level, co, is large enough so that
O > I VnazI + 6 + 6eff > 0 (4.30)
(ii.) The p.e. subinterval width, 60 is small enough so that
6 o < mmin
(cTOD L keoTOD
admax Vmax
(4.31)
(iii.) The scaling factor, k, is small enough so that
0<k<1
r
min
- Vmax -vc ]u [ v
kcoTo, < 6o (4.32)
Vmax ]
Then these conditions also hold for the lower upper bounds, maxlip and imaxp , as
follows
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maxp=2,..m
o > max + 6 + effli
OTOD kETD
o < min oToD E
admax Vmaxlip
(iii.')
O<k<1
maxp=2,..m 
m 
fp
min 
-Umaxip
kcoToD < 6 (4.35)
/C01O
-c ][ Vc Vmaxip ]
The proof is in appendix (E).
4.2 PRELIMINARIES: PROPERTIES ABOUT THE 'UN-
FORCED' ERROR MODEL SYSTEM
In this section, we establish properties pertaining to the study of the error model
without the disturbance terms, v + d(v), which we will call the 'unforced' error model
system. In order to study the way the error model evolves with the disturbances, it
will be useful to use the same techniques as in [16] to establish facts about the growth
of the 'unforced' error model system.
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(i '.)
(ii'.)
(4.33)
(4.34)
Define the 'unforced' system in equation ( 4.36) below. Let previous definitions hold
for associated system variables A, b P, and Q.
eu = Ae, - bw(v(t))',
OU = w(v(t))b TPeu (4.36)
where the velocity, v(t), is a solution based on the 'forced' system in equation ( 3.17).
Define
qu= [iPeu 0, (4.37)
Define Vu,(q(t), t) as a positive definite function of the system errors for the 'unforced'
error model system.
Vu (qu (t), t) = qT q eTPeu + 0 8, (4.38)
Then the derivative along a trajectory is negative semidefinite.
Vu(qu(t), t) < -AQXmi .6 2  (4.39)
This system is similar to the system studied in [16] (equation ( 4.36)), where it is
shown if w(v(t)) is persistently exciting, which means that it is bounded as well as
that it satisfies an integral p.e. condition on every interval, then the system in ( 4.36)
is uniformly asymptotically stable. Notice that in our problem, however, we cannot
assume that w(v(t)) is bounded because it is a function of v(t) for the forced system
and we have not yet proved that v(t) for the forced system is bounded.
We can use the techniques in [16] for the unforced system to construct conditions so
that if w(v(t)) satisfies a p.e. condition on a specified interval ,ip = [ ti ti + Top],
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then on an interval, iD= [ t ti + T , ,the function, V,, decreases such that
Vu(qu(ti + ToD)) < cVu(qu(ti)) (4.40)
for some 0 < c < 1. This is stated in the following property and used in the proof
theorem (4.4.1) in section (4.5) to study the evolution of the 'forced' system.
It will be useful to work with the given p.e. level condition in terms of either Top or
ToD, so define e' so that
EoToD = ET0o (4.41)
PROPERTY 4.2.1 Let the 'unforced' error model system and the function Vu(qg(t), t)
be defined as above in equations (4.36), (4.37), (4.38). Given positive constants Top,
6o, k and E'. If
(i.) w(v(t)) satisfies the following p.e. condition on an interval [ ti ti + To
There is a subinterval [ t2 t2 + 60 ]
(4.42)
t2+60Jw(v(r))Trdr > kc'To,
t 2
for any unit vector r E m.
(ii.) An upper bound on Ijv(t)II is known fort t [ ti +To ]
|v(t)| I< vmaxp for
(iii.) An initial bound on V, such that
(4.43)
(4.44)
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tE [ i t + Top ]
II Vu(qu(ti), ti)| <_
Then an interval [ i ti + To, can be constructed such that Vu decreases such that
for some 0 < c < 1,
V,(qu(ti + ToD)) < cVu(qu(ti)) (4.45)
The proof of this property uses the results and method in [16] and is included in the
appendix (F).
The size of the interval length, ToD, over which V, decreases by at least the amount c
is an important quantity. In the stability proof for the forced system in section (4.5),
the presence of the Lipschitz disturbances require constraint on c and ToD as follows
ce = Cek 2TOD < 1 (4.46)
where k2 > 0 depends on the bound for the Lipschitz disturbances (see case 1 of the
proof in section (4.5)). If there are no Lipschitz disturbances, then k2 = 0.
For the stability proof of theorem (4.4.1), we must guarantee that values of ToD and c
exist such that the constraint is satisfied given any level of disturbances. The existence
of values that will satisfy the constraint is the subject of the following lemma.
LEMMA 4.2.1 If the following p.e. assumption on the desired
satisfied
w(vd) satisfies a persistent excitation condition on any interval
on a subinterval [ t 2 t2 + 6 ]
regression vector is
[ti ti+TO ] i.e.
t2+60I T(vd((T))rdT > e0Top
t2
(4.47)
for any unit vector r E m~ for o > O0. Then for any k2 > 0, then c and ToD exist
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such that
0<c < 1
V,(q,(ti + To)) < cV,(qu,(ti)) (4.48)
subject to the constraint c' = cek2TOD < 1.
By corollary (4.5.1) this lemma is true because the 'unforced' error model system is
uniformly asymptotically stable.
Calculating a value for ToD is of interest for our problem for several reasons. First,
conditions (ii.) and (iii.) on the p.e. subinterval and scaling factor in lemma 4.1.1
are in terms of ToD. These requirements become condition (iii.) in theorem (4.4.1).
Additionally, the requirement on p.e. level in condition (ii.) of theorem (4.4.1) also
depends on ToD because the definition for keff in equation (4.15) depends on ToD.
In addition to the conditions of theorem (4.4.1), the bounds on the error model
solutions are a function of the interval width, ToD, as well as the c', as well as the
level of disturbances in the system (see equations (4.80) and (4.103)) in the proof in
section (4.5).
In order to compute the conditions of the stability theorem or the bounds on the
error model solution, a control designer must know a either a value of ToD or an
appropriate bound for ToD. Notice that when k2 becomes zero, the constraint equation
is automatically satisfied. For small enough levels of Lipschitz disturbances, k2, the
value of ToD can be computed and this is the subject of the next lemma.
LEMMA 4.2.2 For a small Lipschitz disturbances, k*, defined in the lemma proof,
values for c and To, which satisfy the conditions of property (4.2.1) and the constraint
in equation (4.46), can be computed.
The proof is in appendix (F).
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4.3 PRELIMINARIES: PROPERTIES BOUNDING THE ER-
ROR MODEL STATE AND THE FUNCTION, V, ON
AN INTERVAL
Most of the properties developed in the preliminary sections of this chapter have
required a bound on the state variables over a time interval. In this section, we
develop these bounds as well as a growth rate bound on the positive definite function
of the errors, V. The first property is the an upper bound maximum growth of the
function V on a closed time interval, and it will be used in the main stability proof to
compare the maximum increase of V on a time interval to the minimum decrease of
V on a time interval. It will also be used to derive the second property, which are the
upper bounds for the state on a closed interval in terms of the value of the function
V at the beginning of the interval.
4.3.1 A PROPERTY ABOUT THE MAXIMUM INCREASE IN V ON AN
INTERVAL
PROPERTY 4.3.1 Define V(q(t)) as the positive definite function of tracking and pa-
rameter errors for the error model system in (3.17) as
V(q(t)) = qq = ePe + T
(4.49)
where P = pT > 0 is the solution to the Lyapunov equation for Q > 0 and Q =
-(PA + ATP) and q E '6 is defined as qr = [ -ieTT T Then the derivative of
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V along trajectories of the error model system is
V • -AX e2 + 2APma x/maxv IIe (4.50)
The maximum increase in V over an time interval lint = ti ti +Tint i
12 12
V(q(ti + Tint)) - V(q(ti)) = 4m ax A' in t  (4.51)4 Q
where
I 2Ap.x (4.52)
Because the derivative of V has a maximum positive value, for a time interval of fixed
length, the function V can increase by a limited amount. The details are of the proof
of this property are presented appendix (G).
4.3.2 A PROPERTY ABOUT UPPER BOUNDS FOR STATES AND
STATE DERIVATIVES ON AN INTERVAL
The regression vector is a function of the state element, v. The following property
contains bounds for this state element as well as its derivative and the regression
vector on a time interval in terms of the value of the function V at the beginning of
a time interval.
PROPERTY 4.3.2 Let iint = [ti + Tint]. Let v be the jth element of the state vector
of the error model system defined in (3.17). The maximum magnitudes of the state
element v(t) and derivative of state element i(t) for t E lit exist. Additionally, the
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maximum of I w(v(t))ll for t lint exists. If we define,
Vmaxi = max(lv(t)l) for t E lint (4.53)
Vmaxin,, = max(li(t)l) for t C lint (4.54)
(4.55)
then an upper bound for Vmax, is
1 ~/i2 12
Vmaxiint  A - V(q(ti)) + 4max ATint + Vdnax  (4.56)
-- " P min 4
and we can denote an upper bound for I|w(v(t)ll as
I b(v(t))l _ Wmaxint (4.57)
And an upper bound for Jmaxli t is
Vimaxlint admax
+ (Amax + bmaxdmax) 1 V(q(ti))+ ± m2lax A'jTintFm in 4 Q
+baxWmax, V (q(ti)) + 2max A'Tint
+V'ax (4.58)
On an interval, the function, V, can only grow by a limited amount. The fact that V
is defined in terms of the tracking and parameter errors implies that bounds for these
errors may be obtained in terms of the bounds for the function, V. Using the bounds
for the state on an interval, then bounds for the regression vector on the interval can
be obtained. The dynamic error model equation can be used to determine bounds for
the state derivative on the interval. Details are in appendix (G).
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4.4 ROBUST ADAPTIVE APPROACH - USE OF P.E. IN-
PUTS
In this section, we state the main stability theorem, which is proved in the next
section. The use of sufficient persistent excitation in the input will prevent the insta-
bility mechanisms presented in the previous chapter in which the parameter estimates
became unbounded at low tracking errors.
In the theorem statement below, it is assumed that the desired input trajectory
satisfies a p.e. condition on every interval. Then three additional conditions are
required. First, condition (i.), is a bandwidth constraint. It requires that the linear
portion of the controller is fast enough compared to the level of Lipschitz disturbances
in the system. Second, condition (ii.) requires that the level of p.e. in the input is
large enough compared to the level of disturbances in the system, represented by
7'v'na, and an additional term, 6eff, which depends on the features of regression
vector. Finally, condition (iii.) is a condition on the smallness of the p.e. subinterval,
60 and the scaling factor, k. We need this condition to satisfy the assumptions of
lemma (4.1.1).
We will address issues related to the computability of these conditions in the final
section of this chapter.
THEOREM 4.4.1 Given the error model system in section (3.3.2),
e = Ae - bw T (v) + b(v + d(x))
0 = w(v)bTPe (4.59)
where A is a stable matrix, '0 E 3n, is a vector of parameter errors and e = Xd - x is
the tracking error vector for a dynamic system in which x C R and Xd Ec are the
state vector and the desired state vector, respectively. And v and vd denote the jth
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element of the state and desired state vectors respectively.
The regression vector, w(v) : R1 _ Rrm, is a vector function in which fi(v(t)) = v(t)
and the other elements, fp(v(t)) for p = 2, ..m, are first and third quadrant continuous
functions of the jth element of the state, v, i.e.
w(v(t)) = [ fi(v(t))
The disturbance term, v + d(x), can be bounded such that
IV + d(x) • Vmax + dmaxllell
Assume the following p.e. condition on the desired input trajectory,
w(vd) satisfies a persistent excitation condition on any interval [ ti T ], i.e.
on a subinterval [ t2 t2 0
(4.62)W T(vd((T))rdTr e'To,
t2
for any unit vector r E Rm.
Also assume bounds on the initial errors and on the desired trajectory as in equa-
tions (4.69) and (4.71), respectively, which are defined in the notation below.
If the following conditions,
(i.) A, P and Q are chosen so that A'Q > 0.
(ii.) The p.e. degree, co, is large enough so that
Eg > 7ylvnaz 6 + 6 eff > 0
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fm(v(t)) ] (4.60)
(4.61)
(4.63)
(iii.) The p. e. subinterval width, 60, and a scaling factor, 0 < k < 1, are small enough
to satisfy the following
0 < k<1
0 < maxp=2,..m
r
min 
-U Vmax
-c ]u[ c
•0Lt OD)
Vmax
/ - Vc koT -o 
o0 < min J0o o0
admax 
-max
(4.64)
hold, where the notation has been defined in the preliminaries and remaining notations
are defined in the proof. Then, the error model system has bounded solutions.
NOTATION
V(q(t)) = eTpe + ±Tý (4.65)
where qT = [v/l-eT T ], and P = pT > 0 is the associated positive definite matrix
satisfying the Lyapunov equation for Q = QT = - (PA + ATP).
ApmieTe < eT Pe • API ,ae T e (4.66)
We derived in chapter 3 that the derivative of V for this error model satisfies the
following,
VT I 1-e|1 + 2Apm•maxl (4.67)
Define y' = ,2pmPx A ax as the maximum eigenvalue of A.Q
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Let
li =  ti ti + Top
iD [ti ti +TOD (4.68)
And let Top = T(l, Ss), be defined as in the proof of property (4.2.1). This is
so that the interval, I'D, on which we will argue that V decreases is at least as
large as the p.e. interval, lip. Let 0 < c < 1, and ToD be a decrease level and
an interval width, respectively, that satisfies property (4.2.1) such that the positive
definite function of the errors for the 'unforced' system decreases by at least c over
interval Ii,. Furthermore, let c and ToD be such that the constraint in equation (4.78)
later in the proof is satisfied. These values exist by lemma (4.2.1).
Let an initial bound on the tracking and parameter errors be such that
V(q(to)) < e1 (4.69)
Let the bounds on the jth element of the desired trajectory and its derivative be
denoted
Vdma, = max(vd(t)) for t > 0 (4.70)
admax = max(id(t)) for t > 0 (4.71)
4.5 PROOF OF THEOREM
Before proceeding, we discuss strategy briefly here and outline the steps in the proof.
The strategy is to make the positive definite function of the system errors, V, decrease
more than it increases on every interval.
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First we establish conditions under which V will decrease on the ith interval IiD.
As in [17], we consider two possible cases that encompass all possibilities. The first
case is if regression vector w(v) satisfies a specified p.e. condition on the interval
t it + Top . In this case, the results of [16] indicate the useful property that
solutions of the 'unforced' error model system, which is the system without the dis-
turbance term, decrease over an interval [ t ti + ToD ]. We analyze the additional
effect of the disturbance terms and are able to conclude that if the initial condition
is large enough V decreases on the interval [ ti ti TOD . In this case when the
regression vector satisfies a p.e. condition, a difference in our problem and that of [17]
is the fact that the disturbance has an additional Lipschitz bounded term, d(x).
The second case is if the regression vector w(v) does not satisfy the specified p.e.
condition on the interval I ti ti + To, I. Under the assumption given in the theorem,
the desired regression vector, w(ad), does satisfy a larger p.e. condition. Because there
is an error in the regression vector, then if the additional conditions of lemma (4.1.1)
apply, we can exploit the first and third quadrant properties of the regression vector
and establish a measure of the tracking error. This measure of the tracking error
enables us to find the minimum decrease of V over the p.e. subinterval. By ensuring
that this decrease is larger than the maximum increase of V over the rest of the
interval of liD, we can ensure conditions by which V must decrease over the given
interval IiD. Note however, that the conditions of the lemma as well as the measure
of the tracking error are both in terms of bounds for v and i' on the interval.
By considering these two possible cases on the ith interval, we can conclude under cer-
tain conditions, which are interval-dependent, then V decreases more than it increases
on the interval.
The next step is to ensure that the required conditions are met on every interval.
Assuming conditions that will satisfy the requirements on the first interval, we proceed
by induction to show that the conditions chosen will also satisfy the requirements for
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every subsequent interval, ensuring boundedness of the solutions. An algorithm in
the next section is presented to show that conditions can be chosen to satisfy the
conditions for the first interval if the Lipschitz disturbances are small enough.
Next we proceed to the proof of the theorem.
4.5.1 ESTABLISH SUFFICIENT CONDITIONS FOR V TO DECREASE
ON ith INTERVAL Ii,
CASE 1: w(v) SATISFIES A P.E. CONDITION
Suppose there is a subinterval [ t2 t2 + 6 of I[ ti i + Top , such that
t2+60J WT(v(T))rdT > kcoToD (4.72)
t 2
for any unit vector r E m. This case, in which the regression vector w(v) satisfies
the specified p.e. condition on interval Iip, is called Case 1. Consider the error
model system given in the theorem in equation ( 4.59) as a forced system, with the
disturbance, v + d(x) acting as a forcing input. In the preliminaries, we studied
the error model system without the effect of these disturbances. We can apply the
Bellman-Gronwall inequality to obtain an upper bound for V(q(ti + ToD)). Let q,(t)
denote the solution to the unforced system, then q(t), the solution to the forced
system, satisfies the following inequality.
ti+t
q(t) < qu(t) + f vib(v + d(v(T)))dT (4.73)
ti
122
ti+TOD
I q(ti + ToD)l •< jqu(t)l +
ti
a•, abmaxz(vnax + dmax lq() I )d-T
We apply the Bellman-Gronwall lemma and obtain
jjq(ti ToD) • (cbq(ti) + bmvToD) Pmax bmaxdmaxTOD
Define
k, = APmaxbmaxToDek2ToD
k2 APmax bmaxdmax
C/ = cek2TOD
By lemma (4.2.1), we can choose c small enough so that c' < 1,
[q(ti + ToD) _ c'l q(ti)| +± kVlma x
Define c' as
c1 = klvmax/(1 - c')
As long as c1 > c'2 then
V(q(ti + ToD)) < V(q(ti)) if V(q(ti)) > c/2
CASE 2: w(v) DOES NOT SATISFY A P.E. CONDITION
Suppose on any subinterval [ t 2
tor, r Ec m, such that
t2 + 60 ] of [ t, ti + Top ], there is some unit vec-
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(4.74)
(4.75)
(4.76)
(4.77)
(4.78)
(4.79)
(4.80)
(4.81)
(4.82)
t2+Jo
wf T(v(T))rdT < kcoToD
t2
This case, in which the regression vector w(v) does not satisfy the p.e. condition on
the interval Ii, is called Case 2.
Under the assumption given in the theorem, the desired regression vector, w(vd), does
satisfy a larger p.e. condition. We proceed in four steps to establish conditions under
which V will decrease on the interval hID•
STEP 1: ESTABLISH CONDITIONS UNDER WHICH WE CAN APPLY LEMMA (4.1.1) TO
OBTAIN A MEASURE OF THE TRACKING ERROR OVER THE SUBINTERVAL [ t2 + 60 ]
Let upper bounds for the jth state element, v, and its derivative be denoted as follows
|v(t)| v naxz,l for t E li,
iM(t) I rnaxjip for t G lip
(4.83)
(4.84)
The assumptions of lemma (4.1.1) will be satisfied, if the following condition holds
for the interval ip,,
O < k<1
maxp=2,..m
f [
min 
-Umaxjip -vc] U V
°kcoToD
Vmaxip ]
( oTOD V60 < m in Jodm
admax
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keoTop
60alp
Vmaxli
(4.85)
If the above conditions hold, then by lemma (4.1.1) a measure of the tracking error
on the subinterval, [ t2 t2 +0 ],is
t2 +60
0 < cOToD (1 - k - keffi ) < (Vd(T) - V (T))dT (4.86)
t2
where keff,,p was defined in the preliminaries in equation (4.25) as an upper bound
for the following
t26Op=•m
IEpt2 rp (f,(v(T)) - fp(Vd(7))) dT < keff, (4.87)
OTOD t2 p=2 (4.87)
The tracking error on the subinterval is proportional to the level of p.e., 0o, in the
input trajectory.
Notice that the conditions under which we can apply the lemma as well as the measure
of the tracking error are interval-dependent because they depend on the bounds on
the interval of the jth state element and its derivative, Vmaxi and vmaxi . They
also depend on the interval width, ToD, and the p.e. level, o0.
STEP 2: USING THE MEASURE OF TRACKING ERROR ON THE SUBINTERVAL
[ t 2 t2 + 60 ± , CALCULATE THE MINIMUM DECREASE OF V ON THE SUBINTERVAL
The derivative of V along system trajectories satisfies the following,
V < -A' lel 2 + 2APmaVmaxzl|e (4.88)
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The minimum decrease in V over t2
t 2+bot2 60
V(q(t 2))- V(q(t 2 + 60)) Qb
t 2
t 2 + 6 ]
t2+60
I()1 1 d7-- 2APmo V'a I Ie()l dr (4.89)
t2
By the Cauchy-Schwartz inequality, we have
V(q(t2)) - V(q(t2 + 6o)) >
A' t2 +50J
t2
t2+60 Ile(T)1 d - 2 V'max 60A / maxQ (4.90)
And by equation (4.86), the minimum decrease of V on the subinterval is
V(q(t 2)) - V(q(t 2 + 60 )) >
- k - keff1, )CoToD (1 - k - keff i, )coToD - 2 APmax6O)/ ma
Notice that the tracking error over the subinterval and hence the minimum decrease
in V on the subinterval is larger when the level of p.e. in the input trajectory, Co, is
larger.
STEP 3: FIND THE MAXIMUM INCREASE OF V OVER THE REST OF INTERVAL ID
Using property (4.3.1) derived in the preliminaries, the maximum increase on the rest
of the interval IiD is
S ma2x a,(ToD 
- So)4 1V(q(ti + ToD)) - V(q(ti)) (4.92)
STEP 4: SPECIFY CONDITIONS ON THE P.E. LEVEL SO THAT V DECREASES MORE
THAN IT INCREASE ON IiD
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A(1
60 (4.91)
Define 6 eff, so that
S- k -keff max (4.93)
1-k k'ax + 6 + 6 ef f .ip
In addition to the other conditions established in this case 2 condition, if the p.e.
level, Eo satisfies the following,
E0 > 7Imax + 6 + 6 eff,fp (4.94)
Then the minimum decrease in V over t2  2  6] will be
V(q(t 2)) - V(q(t 2 + 6 )) > A)2(To D - 0) (4.95)Q 60(Vmax)(TOD 6
which is greater than the maximum increase in V over the time period ToD - 60 in
equation( 4.92).
SUMMARIZE CONDITIONS TO MAKE V DECREASE ON INTERVAL IiD
On interval subinterval Ii, of IiD, either Case 1 applies and w(v) satisfies the p.e.
condition in equation ( 4.72) or Case 2 applies and w(v) does not satisfy the p.e.
condition in equation ( 4.72).
If case 1. applies, then we conclude that if V(q(ti)) > c'12, then V(q(ti + ToD)) <
V(q(ti)), i.e. V decreases on interval lID
. 
If V(q(ti)) < c',2, then using the max-
imum increase of V over a time interval ToD, we obtain, V(q(ti + ToD)) < c'2 +
(1/4) ('YVmazx)2 AQ OD.
If case 2. applies and the condition on p.e. level in equation (4.94) holds and the
conditions on p.e. subinterval width, So and scaling factor, k in equation (4.85) hold,
then V decreases on Ii,.
127
Since we have examined the only two possibilities for interval liD, we conclude that if
the conditions in equations ( 4.94) and ( 4.85) hold for interval Ii,, then if V(q(ti)) >
c1 , then V(q(ti+ToD)) < V(q(ti)). If V(q(ti)) < c',2, then using the maximum increase
of V over a time interval Too, we obtain, V(q(ti+ ToD)) < c' + (1/4)(y'v'•ax) 2 QToD.
4.5.2 CHOOSE CONDITIONS TO MAKE V DECREASE FIRST INTER-
VAL AND ON EVERY SUBSEQUENT INTERVALS, ENSURING
BOUNDED SOLUTIONS
Define
E= max( 1 , C,2 + (1/4)(Y'v4ax)2 QTOD)
Define
S1 + -2 lma x AQTOp + Vdmax
m P ,in 4
admax
S(Amax + bmax dmax) -V + max A TP
12 + l2
+bmaxWmaxP Ei + 4max Top
+v (max
where the bound on the regression vector, wmaxlp = max(|jw(v(t))ll) exists be-
cause it is a continuous function defined on the compact set t E I, for which
V [
- max, ' Vmax
Assume that conditions (ii.) and (iii.) in the theorem statement hold. From condition
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(4.96)
Vmax
Vmax
(4.97)
(ii.) The p.e. level, co, satisfies the following,
o0 > v'/ imax + 6 6 eff > 0 (4.98)
where 6 eff is defined using the definitions in equations ( 4.87) and ( 4.22). And from
condition (iii.) the p.e. subinterval, 60 and the scaling factor, k, satisfy the following
0<k<1
r_ _ 1
r aup=2,..m I" -JP
min VUmax -Vc u Vc max I
/oTOD - V oTD
o < min 6o JO
admax Vmax
Because V(q(to)) < Ei < e', by applying the results of property (4.3.2). in
bounds where determined for the state and derivative in terms of the function
have
Vmaxl • Vmax
7maxj1 <• Vma
(4.99)
which
V, we
(4.100)
We apply lemma (4.1.2), which says that if the conditions hold for one set of upper
bounds they also hold for a set of lower upper bounds; and we conclude that the
conditions in equations ( 4.94) and ( 4.85) hold for interval lip. By the results in the
previous section, we can conclude for interval I1D, if V(q(to)) > C'2 , then V(q(to +
ToD)) < V(q(to)). If V(q(to)) _ c 2, then V(q(to + ToD)) • c + (1/4)( Q'lVax)2 ATOD'
Now we proceed by induction to show that we can conclude a similar result for every
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subsequent interval. Suppose that
Vmaxip • Vmax
imaxjig • max  (4.101)
Then lemma (4.1.2) again applies and we conclude that the conditions in equations
( 4.94) and ( 4.85) hold for interval Ii,. Therefore for interval iD,, if V(q(ti)) > c'2
then V(q(ti + ToD)) < V(q(ti)). If V(q(ti)) < c', then V(q(t + To,)) C2 +
(1/4) (Y'' nx)2 A' OD
Furthermore because V(q(ti + ToD)) < ll,
Vmaxli+lp < Vmax
vmax +p i<max (4.102)
Therefore, for t > to,
V(q(t)) < c12 + (1/4)(y'v§ ax)2 AQTOD for t > to (4.103)
END OF PROOF
COROLLARY 4.5.1 Given the p.e. assumption on the desired regression vector in
theorem (4.4.1) equation, (4.62), if there are no disturbances in the system, v+d(v) =
0, then the error model defined in equation (4.59), which is the 'unforced' error model,
is uniformly asymptotically stable.
PROOF OF COROLLARY
If the disturbances are zero, in the analysis above, then c', = 0. Uniform asymptotic
stability follows.
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Note that because in this case k2 = 0, then the pair 0 < c < 1 and ToD can be chosen
to satisfy property (4.2.1). This result does not require lemma (4.2.2). Additionally,
in case 2, since V does not increase at all, any amount of decrease in V will suffice
and this happens as long as co > 0.
REMARK 4.5.1 THE THEOREM CONDITION ON BANDWIDTH AND LIPSCHITZ DIS-
TURBANCE LEVEL The first condition in the theorem, which mandates that AQ > 0 is
essentially a minimum bandwidth constraint. For a given level of dmax, the Lipschitz
disturbance bound, the constraints on A, P and Q are equivalent to a bandwidth con-
straint for the linear portion of the adaptive compensator system. Note that because
friction compensation was motivated by achieving performance with lower bandwidth
control, this condition has direct impact on how well this goal can be achieved.
REMARK 4.5.2 THE THEOREM CONDITION ON INPUT P.E. DEGREE The second
condition in the theorem requires that the input degree of p.e. in the system, Eo is
large enough compared to the sum, y'vmax + 6 + 6 eff. This term increases if the level
of disturbances in the system is higher and it also depends on characteristics of the
functions which make up the regression vector.
REMARK 4.5.3 THE THEOREM CONDITION ON P.E. SUBINTERVAL WIDTH, 60,
AND SCALING FACTOR, k. The third condition of the theorem is due to the fact
that we wanted to apply lemma (4.1.1) so that an error in the regression vector and
over the subinterval implies a tracking error over the subinterval. In order to do this,
we chose the p.e. subinterval width, 60 small enough so that v and Vd would not
change sign in the subinterval [ t 2 t 2 + 60 ]. We also chose scaling factor, k, small
enough so the the integral of the signal, v, and the integral of the first and third
quadrant function of the signal both have a similar magnitude.
REMARK 4.5.4 RECOVERY OF RESULT FOR LINEAR ADAPTIVE PROBLEM WITH
BOUNDED DISTURBANCES Suppose the regression vector consisted of just the linear
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part w(v) = v, then 6,ff = 0 and the second condition in the theorem is no longer
required, making 6 just an arbitrary positive constant. We recover the result of [17].
REMARK 4.5.5 EXTENDING RESULT TO MORE GENERAL ERROR MODELS Note
that in [17] the regression vector could also be a linear function of other state variables.
It would be interesting to try to extend our result similarly and to let the regression
vector contain terms that are functions of the other state variables. This is not a
trivial problem, however, because the nature of above proof was to let a measure
of the regression vector imply a measure of an element of the tracking error vector.
When we let the regression vector be a function of other variables, the analysis method
must be adjusted or changed to accommodate this fact.
Similarly, in the friction problem, our basic result holds for a unitary or a known
mass. If we wanted to extend the result to make the mass an unknown parameter,
it is not hard to show that the regression vector would contain a term related to the
acceleration of the desired trajectory, 'd. The analysis is harder for this case.
4.6 COMPUTING THEOREM CONDITIONS AND BOUNDS
FOR THE FRICTION SYSTEM
In this section, we discuss the conditions in theorem (4.4.1). Because conditions (ii.)
and (iii.) depend on each other, it is not obvious how to choose a p.e. level, co,
p.e. subinterval width, So, and scaling factor, k, that will meet the requirements of
the stability theorem. In this section, we show how choices can be made for these
variables that will satisfy conditions (ii.) and (iii.) of theorem (4.4.1).
Consider condition (ii.) in theorem (4.4.1), which is a requirement on the p.e. level,
co, and as discussed in section (4.1.3), the requirement on the p.e. level can be
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equivalently written as
E0(1 - k - keff) > ''Vlmax (4.104)
This shows that the p.e. level, co, depends on the scaling factor, k, which is part of
condition (iii.)
Next consider condition (iii.) in theorem (4.4.1). These are conditions on the small-
ness of the p.e. subinterval width, So, and the scaling factor, k. However, they also
depend on the p.e. level, co. Additionally, they are also implicit conditions. The
upper bound condition on the p.e. subinterval width, 6o, depends on the scaling
factor, k. And the condition on the smallness of the scaling factor, k, depends on
the p.e subinterval width, 6o. Furthermore, the requirements in condition (iii.) de-
pend on the interval, ToD, which is the length of the interval, Ii'. Issues about the
interdependence of these conditions are resolved in the following theorem.
THEOREM 4.6.1 Given the error model system for the friction system, assumptions
and notation defined in the previous theorem. Assume the following
(i.) The Lipschitz disturbances are small enough so that
k2 < k*
A' > 0 (4.105)
where k* is derived in lemma (4.2.2) and A'Q = AQmin - 2k 2 is defined chapter
3 equation (3.22).
An iterative algorithm exists to compute the input p.e. level, co, the p.e. subinter-
val width, So, and the scaling factor, k, which converges to values that satisfy the
conditions (ii.) and (iii.) in the previous theorem (equations (4.63) and (4.64)).
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Furthermore, the bound on the error model solutions can calculated in terms of the
apriori information.
PROOF
For the first part of the theorem to show that the conditions exist, we define an
algorithm which proceeds in 4 steps. In step 1, we set up the initial variables of
interest of the problem and calculate bounds for Vmax and vmax. We also choose, 6o,
the p.e. subinterval width which will satisfy condition (iii.) and can be decoupled from
the choices for p.e. level, Co and scaling factor k using the results in appendix (H).
In step 2, we set up the beginning of an iteration process for the level of input p.e.,
Co, that is needed. In step 3, based on a given p.e. level, we choose the scaling factor
k small enough to satisfy condition (iii.) in the theorem ( 4.64). In step 4, we check
whether the p.e. level that was chosen in step 2 is high enough to meet condition (ii.)
in the theorem ( 4.63). If it is not we return to increase the degree of p.e. and return
to step 2.
Finally, we show why the overall iteration process in steps 2-4 converges to a values of
the p.e. level, p.e. subinterval width, and scaling factor that will satisfy the conditions
(ii.) and (iii.) in theorem (4.4.1)
The following notation will be used,
Ivc,vma = -Vmax c ] [ Vc Vmax ] (4.106)
The value for v~ will be assumed to be zero at first and will be chosen at the end
of the algorithm. For the friction system, ve, can be chosen arbitrarily small and
calculations can be made independent of the value of v,. This is because the first
and third quadrant nonlinearities in the regression vector for the friction problem
have a magnitude near 1 at values near zero. Recall these functions were sat(v) and
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sat(v)e- (v/vo) 2 . Note that we can choose the cutoff term in the saturation function
(which is called vc in definition in equation (2.5)) to be the same as the small positive
value, vC, that we are choosing so that v and Vd do not change sign in the p.e.
subinterval. So we can always choose vc so that fPminIvc,vmax is independent of vc.
STEP 1. INITIAL ASSUMPTIONS
Let Top = T(e1 , 6,) which is defined in the proof of property (4.2.1). Using the value
for Top, calculate the upper bounds for v and i', (Vmax and i'max, respectively) using
equation (4.97).
The results in appendix (H) show the upper bound on the p.e. subinterval width, 60,
in condition iii. of theorem (4.4.1) can be decoupled from the equations for p.e. level,
Co and scaling factor, k. From equation (H.7), choose 6o to satisfy
1
60 < - fPmin•vc,vmax (4.107)
vmax
STEP 2. ITERATION FOR P.E. DEGREE IN THEOREM CONDITION (II)
Choose an input p.e. level, co, for this pass through steps 2-4 as follows.
If this is the first pass of the iteration procedure choose 6pass1 > 0 as a small arbitary
positive constant.
Eo > 7~'Vax + 6 passl (4.108)
If this is not the first pass through the iteration procedure and it is the ith pass for
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i > 2, increase the p.e. degree by choosing
60 > 'Y/max+ ± 6 passi (4.109)
such that 6 passi > 6 passi 1
Compute keff using the choice in step 1 for So, using the above lower bound on co,
and using To, calculated from lemma (4.2.2) in equation (4.15), which is restated
below,
1
IoToD
t2+ 5 Op=m
t2 p=2 (fp(v(T)) - fp(vd(T))) dT < keff (4.110)
STEP 3. CHOOSE SCALING FACTOR, k, IN THEOREM CONDITION (III.) FOR vc = 0
Use the results in appendix (H) in equation (H.8) to obtain an upper bound on
the scaling factor, k. Use the lower bound on co in step 2, and use the value of
ToD calculated in lemma (4.2.2), choose scaling factor k small enough to satisfy the
following,
k < oToD (fminvc,vmax (4.111)) (fPminic,vmax )
STEP 4. CHECK P.E. DEGREE
With the bound for the scaling factor k chosen in step 3 and for using keff from step
2, check if the p.e. level is high enough
co(1 - k - keff) > 7'V ax (4.112)
If the statement above is true, we are finished. If the statement above is not true,
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return to step 2 and iterate again with an increased degree of p.e.
This algorithm will converge. On each pass through steps 2-4, we choose a higher p.e.
degree, co. In step 2, that means that keff is smaller. In step 3, a higher degree of p.e.
means that k is smaller. Therefore, k + keff is smaller on each pass. A sequence can
be formed of the values on each pass for 1 - (k + keff). This sequence is monotonically
increasing and bounded by one. Therefore, a there exists a degree of input p.e., co,
for which 1 - k - keff > 0.
Finally choose vi small enough so that the conditions still hold i.e. choose vc small
enough so that
keoToD CoToD 
__ V
0 < < 60 (4.113)
Vmax admax
And use this value in the definition for the saturation function.
This concludes the end of the first part of the theorem. An algorithm exists that
converges to values which satisfies the conditions in theorem (4.4.1).
Next we prove the second part, that the error model solution bounds can be calculated.
From equation (4.103), the bounds on the error model solutions are
||91|2 < ~C + (1/4)(Q'vmax) 2 ATOD
e2 12 + (1/4)(7'"vax)2A ToD)
(4.114)
where c' was defined in equation (4.80) as
cI = kikVax/(1 - (cek2TD)) (4.115)
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where
ki = Pa,,,bmaxToDek2TOD
k2 = max ,bmaxdmax (4.116)
These bounds are a function of ToD, which can be computed using lemma (4.2.2).
The other terms involved in that the error model solutions bounds are functions of
the control terms, A, P and Q and the bounds for the disturbances in the system.
These are known apriori to the control designer. So because ToD can be computed
using lemma (4.2.2), error model solution bounds can be computed.
END OF PROOF
REMARK 4.6.1 Although this theorem makes the method implementable to a con-
trol designer, conservative conditions may have implications on the practicality of
satisfying all the conditions. Instead, a control designer may decide to just increase
the level of p.e. in the system until an acceptable tradeoff is reached between tracking
error, parameter estimate rates and control gain.
REMARK 4.6.2 Notice that the assumption on the desired trajectory in the stability
theorem (equation (4.62)) has implications for the range of usefulness of the control
scheme. If the control designer must increase p.e. level to a very high level, then for
a given desired trajectory the assumption in equation (4.62) may never be reached.
So there is an underlying relationship between p.e. level and capability of the desired
trajectory. This is not a serious concern for the friction problem because the method
is applied to tasks when the velocity is operating near zero.
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4.7 CHAPTER SUMMARY
In this chapter, we analyzed and proved conditions to guarantee that the solutions of
the new type of error model are bounded. These conditions imply that if the input
is persistently exciting enough over a small enough interval and if the bandwidth is
large enough compared to the level of disturbances, then the tracking and parameter
estimates for the adaptive nonlinear friction compensator are bounded. The approach
we used was to exploit special properties of first and third quadrant functions so that
the errors in the regression vector can be scaled to errors in tracking. We also focused
on implementation issues and showed that the p.e. conditions and bounds can be
computed for the friction compensation system when the Lipschitz perturbations in
the model are small enough.
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Chapter 5
Performance of Friction Compensation
Algorithm
In this chapter, we input signals to the baseline velocity tasks to boost the level of
p.e. in the input trajectory and to verify the results in chapter 4. We show that with
sufficient persistent excitation in the input trajectory, the adaptive nonlinear friction
compensation algorithm improves tracking performance and the algorithm is stable
(i.e. the parameter estimates do not grow unbounded). Because the conditions for
bounded tracking and parameter estimates may be conservative, we experimented
with the level of p.e. in the system until we got parameter estimates to stay within
reasonable ranges over reasonably long times. So in this chapter, 'sufficient' means
that the simulation results are reasonable. We show that even if the p.e. levels
are not chosen specifically to satisfy the conditions of the theorem, the adaptive
nonlinear friction compensation scheme can offer a dramatic improvement in the
tracking problems due to friction. Additionally, we find that the design has robustness
to some of the typical types of modelling errors which could be present in the friction
model.
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We return to the three baseline low velocity problematic friction tasks studied. In
chapter 2, we observed undesirable tracking performance in a linear control design due
to problems with friction. In chapter 3, we observed the adaptive nonlinear friction
compensator with insufficient p.e. can be unstable. In the first section of this chapter,
we test the adaptive nonlinear friction compensator with the addition of small sinu-
soidal terms to make the input trajectories have more persistent excitation, and we
show that this friction compensation design improves the tracking performance with-
out unreasonably large parameter estimates and without unreasonably large control
usage.
In the second section, we compare the adaptive nonlinear friction compensator to a
friction compensator based on estimating the internal friction state. We find compa-
rable tracking performance.
In the third section of this chapter, we study the robustness of compensator. Although
the method is designed to have robustness to bounded uncertainty in the model, we
are also interested in the effects of structural modelling errors in the friction model as
well as unmodelled dynamics. This is an important consideration given the variety
of different friction models discussed in the literature. In chapter 2 in section (2.2.3),
we alluded to some of the alternative methods to model the observed frictional mech-
anisms. Analyzing the stability of our method with a different structural model or
with unmodelled dynamics is very difficult; however, because our method is designed
for some bounded modelling uncertainties, we expect to have local robustness proper-
ties when the additional modelling uncertainties are small in some sense. We support
this hypothesis by including simulations in which we apply the friction compensator
we designed to a control system with unmodelled actuator dynamics and a friction
model that is structurally different and uses some alternative modelling techniques
motivated by the literature.
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5.1 Low VELOCITY TRACKING BASELINE TASKS WITH
FRICTION COMPENSATION AND P.E.
In this section we investigate how the addition of persistent excitation to the friction
compensator improves tracking performance.
We experimented with different levels of p.e., frequency component of p.e. signal ,
and the rate of decay of V, which can be varied by adjusting the Q and P matrices.
Additionally, we also experimented with adaptation gain because multiplying the
adaptation laws by a positive constant will not affect the stability analysis in the
previous chapter. We were interested in a tradeoffs between p.e. level, tracking error,
parameter error levels and parameter convergence rates.
Adaptive control systems can be 'stiff', which means that the performance is sensitive
to the initial conditions. Additionally, friction system itself has a sharp nonlinear be-
havior at zero velocity. These factors make it more difficult for numerical integration
packages. Due to this fact, we used 'odel5s.m ', which is a matlab simulation routine
specifically written for stiff systems, [26].
In this section, we present runs using levels of p.e. which exhibit improved tracking
compared to the linear controller for all three baseline low velocity tasks.
5.1.1 ADAPTIVE NONLINEAR FRICTION COMPENSATION WITH SUF-
FICIENT P.E.: A CONSTANT VELOCITY TASK
The first task is a ramp in position, with a constant velocity of .02m/s. To give
the trajectory some p.e., we add a small sinusoidal input (1 centimeter 2 Hz)to the
desired trajectory.
142
Tracking performance results are shown in figure 5-1 and tracking results from chap-
ters 2 and 3 are also reprinted and compared in this figure. We see that tracking
performance is much improved from the corresponding plots in chapters 2 and 3. The
linear controller exhibited a stick slip limit cycle with tracking errors of 5 centimeters
or more due to jumps in position, and these are eliminated by the adaptive nonlinear
friction compensator with p.e. The tracking performance is also improved compared
to the adaptive algorithm with no p.e. which caused initial improvement, but then
the mass remained stuck as the parameter errors began to grow large. Because we
have added p.e. to the desired trajectory, instead of a constant .02 m/s velocity, the
p.e. causes the velocity to oscillate with a 1 centimeter amplitude about this level.
Figure 5-2 shows the other variables of interest for this simulation. The addition of
some p.e. causes the parameter errors to stay low. Two of the parameters appear to
converge after 100 seconds, while the third, exhibits a slow variation.
At this low velocity, the frictional dynamics terms dominate the friction force. How-
ever, the friction compensator is successful in estimating the friction force and the
plot shows that the difference between the actual and estimated friction force, which
is labelled the friction force error, is low.
The required control usage is not unreasonably large. The plots show that the con-
troller amplitude is only about 2.5 N and the frequency component, due to the p.e.
requirement, which is only 2 Hz.
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Performance Improvement using Friction Compensator with P.E. for Task 1
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Figure 5-1: The adaptive nonlinear friction compensator with the addition of p.e. in-
puts eliminates the undesirable stick slip limit cycle which the linear controller exhibits.
With insufficient p.e., the friction compensator can not maintain performance improve-
ment. Tracking oscillations about the ramp of about 1 centimeter are present due to the
p.e. requirement. The tracking performance is much improved compared to the linear
controller, which has errors of 5 cm or more.
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Adaptive Nonlinear Friction Compensator with P.E. for Task 1
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Figure 5-2: The addition of one centimeter 2 Hz sinusoidal input to the desired constant
velocity input trajectory eliminates stick slip. None of the parameter estimates grow un-
bounded. The friction estimate is close to the actual friction force. The control usage
required to obtain this performance has an amplitude less than 5 N and dynamics at the
p.e. frequency of 2 Hz, which is not excessive.
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5.1.2 ADAPTIVE NONLINEAR FRICTION COMPENSATOR WITH SUF-
FICIENT P.E. FOR Low VELOCITY TASK 2 - A TASK WITH
REPEATED ZERO VELOCITY CROSSINGS
The second task is the low velocity sinusoid. We add a 1 centimeter 2 Hz sinusoid to
the position sinusoid of Zd = .05 * sin(.5t), which is the same signal that was added
to the position ramp input. The amplitude of this additional signal corresponds to
twenty percent of the desired signal.
We again see that tracking performance is much improved from the corresponding
plots in chapters 2 and 3 as shown in figure 5-3. A linear controller could not follow
this low amplitude velocity trajectory because friction forces balanced the low control
forces and the mass remained stuck. The friction compensation with no p.e. offers
initial improvement but cannot maintain this improvement because the mass gets
stuck when the parameters start to diverge too greatly. The friction compensator
with p.e. inputs however, offers much better tracking at low velocities.
The addition of p.e. allows the tracking error to periodically grow large enough in
every direction so that the parameter update law does not lose effectiveness and
the parameter estimates do not grow large and unbounded in a particular direction.
Instead, two of the parameters converge and the third exhibits a slow variation as
shown in figure 5-4. The figure also shows that the friction compensator successfully
estimates the friction force using reasonable control levels of 2.5 N at 2 Hz.
Because this is a sinusoidal tracking task, hysteresis loops can be observed in the
friction force vs. velocity curves. Figure 5-5 shows that the friction compensator
is estimating this effect. The figure shows a plot of the actual friction force vs.
velocity and the estimated friction force vs velocity. The hysteresis effect exhibited in
the actual friction force is being captured in the estimated friction force, which also
exhibits hysteresis loops.
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Performance Improvement using Friction Compensator with P.E. for Task 2
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Figure 5-3: The adaptive nonlinear friction compensator with p.e. inputs offers dramatic
improvement over the linear controller in the ability to track a low velocity sinusoid better.
Under the influence of linear control gets stuck and stays stuck so the tracking errors
are on the order of the task, about 5 centimeters. The friction compensator with p.e.
oscillates with a 1 centimeter amplitude about the desired sinusoidal trajectory due to the
p.e. requirement. Without p.e. the friction compensator can not maintain performance
improvement.
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Figure 5-4: The friction compensator with p.e. tracks the sinusoid well. The mass does not
get stuck like it does in the linear controller. The parameter estimates remain bounded and
and error in the friction estimator is small. The control requirements are reasonable.
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Figure 5-5: The adaptive nonlinear friction estimator is capturing the hysteresis loops which
are present in the system. These hysteresis loops operate very close to stick.
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5.1.3 Low VELOCITY TRACKING TASK 3 WITH FRICTION COM-
PENSATOR AND SUFFICIENT P.E.: A STEP RESPONSE
In this section, we examine the third task, which is unit step response. For this set of
simulations, we added a higher level of p.e. with an amplitude of 2 centimeters and
frequency of 5 Hz.
The step response plots from chapters 2 and 3 are re-plotted along that friction com-
pensator with p.e. inputs in figure 5-6. We see that hunting is eliminated; however,
the addition of p.e. causes a two percent oscillatioabout the set point with no stick.
This is smaller than the steady state hunting between six and seven percent about
the final position exhibited by the linear controller in chapter 2. In chapter 3, the
friction compensation without p.e. exhibited a relatively large constant position error
of about ten percent when it got stuck and the parameters continued to diverge.
Figure (5-7) shows the parameter estimates, friction force estimate and control for this
simulation. Two of the parameter estimates are adjusting very slowly and the third
remains relatively constant. A slow reduction in the error between friction force and
estimated friction force is shown in the figure which is an oscillating but enveloped
by an exponentially decreasing curve. The control is using about 20 N of force, but is
increasing slowly as the controller continues to adapt and the force error continues to
decrease. When the errors become small, the adaptation rate can also become small.
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Figure 5-6: The linear controller with integral control exhibits hunting about the set point
with steady state levels of about six or seven percent. The adaptive friction estimator with
insufficient p.e. has a ten percent tracking error. The addition of p.e. eliminates hunting
about the set point. The required p.e. level is about two percent so the oscillation about
the set point is an improvement in tracking.
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Figure 5-7: The addition of a 2 centimeter 5 Hz sinusoid to the friction compensator elim-
inates the hunting stick slip limit cycle. Tracking is improved with errors of about two
percent due to the p.e. requirement. The parameter estimates stay low and the effects of
the friction estimation error are reduced. The control levels required for this task are 20 N
at about 5 Hz, which is larger than the other tasks but still within reasonable limits. After
100 seconds, the controller is still adjusting slowly.
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5.2 COMPARISON OF NONLINEAR ADAPTIVE CONTROLLER
USING P.E. INPUTS WITH NONLINEAR FIXED DE-
TUNED CONTROLLER
In the previous section, we showed the adaptive nonlinear friction compensator im-
proved the tracking performance compared to the baseline linear controller, which
was the goal of this study. In this section, we would like to compare the adaptive
nonlinear friction compensator to a nonlinear controller with detuned parameters. We
choose the second control design at the end of chapter 2 in section (2.3.2), because the
first clearly does not perform as well as the adaptive nonlinear friction compensator.
Recall that the second compensator was designed using an estimate for the internal
friction state, z. Although it is similar to the design in [4], we wanted to compare
designs based on a lower bandwidth control, and at this bandwidth, this controller
does not meet the restrictive stability requirements.
We compare these controllers in terms of tracking performance to the three baseline
tasks. After increasing the frequency content of the added p.e. from the previous
section for the adaptive nonlinear compensator with p.e., we find that the tracking
performance is comparable.
Because the focus of this study is on the design and stability analysis of the adaptive
nonlinear controller, this is not an extensive comparison study. We include these
plots more to show that the friction compensator designed here is comparable to
other modern approaches.
For the nonlinear adaptive controller, we increased frequency content of the added
signal as follows. For task 1, the constant velocity task, we added a 1/4 cm sinusoid
at 2 Hz and a 1/4 cm sinusoid at 3 Hz. For task 2, we added at 4/10 cm sinusoid at 2
Hz and and 1/10 cm sinusoid at 5 Hz. For task 3, we added a 1/2 cm sinusoid at 10
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Hz and a 1/10 cm sinusoid at 5 Hz. The initial parameter estimates were estimated
as fifty percent above the true values.
For the nonlinear controller using an estimator for the internal friction state, we
detuned the parameter estimates used in the compensator by increasing them by fifty
percent above the true values as well.
Figure 5-8 is a comparison of the tracking errors for the adaptive nonlinear compen-
sator and the nonlinear compensator which uses an estimate for the internal friction
state, z. The tracking errors are about 1/2 cm for tasks 1 and 2 which were the
constant velocity and the repeated zero velocity tasks respectively. The tracking er-
rors for task 3 are about 1/2 cm for the adaptive nonlinear compensator and slowly
reducing from 1 cm for the detuned nonlinear compensator. The times plotted for
the various plots are different because the controllers reach steady state at different
times, with the adaptive controller taking longer as it adapts. The control levels used
in these simulations are not shown here but both controller use reasonable control
forces of about 10 N for the step response plots. Tracking performance is comparable
for these two controllers.
5.3 ROBUSTNESS SIMULATIONS
In this set of simulations, we examine the effect of additional modelling uncertainties.
We include unmodelled actuator dynamics at 10 Hz. We also include two types of
errors in our friction model, a positive ten percent error in the Stribeck parameter,
vo, and a low frequency variation in the parameter al(t) = .5 + .5 * .1 * cos(.lt).
We have made these choices to reflect what may be reasonable errors motivated
by the discussion in chapter 2 section (2.2.3). Unmodelled dynamics are always
present. Additionally, as we have seen in chapter 2, there are many types of friction
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Figure 5-8: The adaptive nonlinear friction compensator and the detuned nonlinear friction
compensator which is based on an internal friction state estimate have similar tracking
performance. Errors are on the order of 1/2 to 1 cm for all three baseline tasks, which were
task 1, the low velocity task, task 2, the task with repeated zero velocity crossings and task
3 the regulation task.
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models available. We have chosen the error in Stribeck parameter because our method
currently assumes that the Stribeck parameter is known. So our model could be
incorrect in modelling the steepness of the Stribeck effect in the static friction model.
Additionally, while many models use the exponential model, some use a different
functional form. However, the differences in the Stribeck effect in models, is really a
bounded disturbance with a maximum at some low velocity. We would expect our
method to have some robustness to this because it was designed to handle bounded
disturbances.
The second type of friction modelling error included is a low frequency variation in
the parameters al. This term, as well as the Stribeck parameter, affects the rising
static friction phenomena. Some models, for example [2], fit the rising static to a
curve as a function of time in the stuck position.
We added a 5 Hz sinusoidal component which has an amplitude of 4 centimeters for
the step response task. This corresponds to twice the amplitude of the step response
simulation in the first section of this chapter. Higher p.e. level was needed in order
to handle the additional disturbances in the system.
Figure 5-9 shows that the controller is robust to these modelling errors. Hunting is
still eliminated and the tracking errors are low. Two of the parameter estimates, b,
and czo are converging to relatively large values. In general, it is preferable when the
parameter estimates are closer to their true values; however, the transients in this
simulation do not seem unreasonable. The third parameter, which we have made
time-varying in this simulation, is converging to about 4 times its average true value.
The error in estimated force is bounded and the control levels used are not excessively
high.
We also simulated tasks 1 and 2 for the modelling uncertainties described in this
section. The adaptive nonlinear friction compensator used the following signals added
to the baseline trajectories. For task 1, the constant velocity task, a 3 cm 5 Hz and
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Robustness of Adaptive Nonlinear Friction Compensator
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Figure 5-9: This simulation tests the ability of the adaptive nonlinear friction compensator
with p.e. for several types of modelling errors, including unmodelled actuator dynamics,
error in Stribeck parameter, and a time-varying parameter. Because it was designed for
robustness, the friction compensator still performs well under these different types of mod-
elling perturbations. Hunting about the set point is eliminated, and the parameter estimates
do not grow unbounded.
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a 2 cm 10 Hz signal were added. For task 2, the trajectory with repeated velocity
crossings, a 1/2 cm 1 Hz sinusoid and a 1/2 cm 6 Hz sinusoid were added.
The results are shown in figure 5-10. Tracking performance is good for both tasks
1 and 3, the ramp and the step. For the sinusoid, there is about a 50 percent error
in the peaks and the phase is shifted, which may be more desirable than the linear
controller which remained stuck.
These results are promising. The controller is exhibiting some robustness properties
when small amounts of p.e. are added to the input trajectories.
5.4 CHAPTER SUMMARY
Simulation results for the adaptive nonlinear friction compensator with p.e. inputs
look very promising. We saw that tracking performance is greatly improved over the
linear controller for a set of representative baseline tasks. Undesirable limit cycling is
eliminated and tracking errors are reduced. The algorithm is stable and the param-
eter estimation errors stay within reasonable limits. We also compared the adaptive
nonlinear friction compensator to a nonlinear friction compensator that operates by
estimating the internal friction state. Tracking performance was comparable.
Practical design issues arise with the use of this control. One is how much of the p.e.
requirement is reasonable. Increasing the p.e. can enhance performance, however, it
makes sense to use p.e. that is commensurate with the desired task. If the additional
amount of p.e. required is higher than the errors in a linear controller, it is better to
use the linear controllers. However, many types of tasks for which friction effects are
problematic include trajectories with repeated zero velocities and these types of tasks
have some naturally-occurring p.e.. Some tasks will perform well naturally, while
others may need more added p.e. than is reasonable for the task.
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Robustness of Adaptive Nonlinear Friction Compensator Tasks 1&2
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Figure 5-10: These simulations are for the constant velocity and the repeated zero velocity
crossings tasks in the presence of the modelling uncertainties. The constant velocity task
performs well. The sinusoidal task has about 50 percent peaks compared to the desired
trajectory and is out of phase. However, this is better than the linear controller which
barely moved at all.
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Chapter 6
Conclusions
In this thesis, we have shown that due to nonlinearities, modelling uncertainties and
lack of feedback about the internal state, it is difficult to compensate for the effects of
friction, which include undesirable stick-slip limit cycles, tracking errors and hunting
about a set point, in control applications involving high precision, low velocity tasks.
We designed an adaptive nonlinear friction compensation scheme especially to pro-
vide stable compensation for a friction model which captures more of the problematic
friction effects, including Stribeck effect, frictional lag, stick-slip, presliding displace-
ments and rising static friction, than previous friction compensation methods. The
design strategy for the design was to compensate for the static, Coulomb and viscous
components of the friction force, while remaining robust to dynamic perturbations in
the model.
Our friction compensation scheme resulted in a new type of error model which relates
tracking error, parameter error and disturbances perturbations due to the friction
dynamics. The new error model is different from error models previously considered in
adaptive control work because it has a regression vector which contains first and third
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quadrant nonlinearities. Additionally, the disturbances include Lipschitz as well as
bounded disturbances. We illustrated that stability questions for the error model are
important issues which must be addressed to achieve good performance of the friction
compensation scheme, and we identified robust adaptive theory using persistently
exciting (p.e.) inputs as an appropriate tool for addressing these issues. And we
showed that without the use of sufficient p.e. inputs, the adaptive nonlinear friction
compensation design could have stability problems, but with the use of sufficient p.e.
the friction compensator does not have these stability problems.
We extended robust adaptive theory using persistent excitation inputs to include
the new type of error model. We proved a stability theorem which states that if the
input is persistently exciting enough over a small enough subinterval, and if the band-
width of the linear portion of the controller is high enough relative to the Lipschitz
disturbance bounds, then conditions can be chosen to ensure bounded tracking and
parameter errors. We prove a second theorem for the friction system which makes
this method useful for control designers because it shows if the level of Lipschitz dis-
turbances in the system are small enough, there is an algorithm which will converge
to p.e. conditions which will satisfy the conditions of the stability theorem and the
bounds on the error model solution can be computed.
We simulated a position control system for a mass with the dynamic nonlinear friction
model. Linear control was shown to have large tracking errors for low velocity tracks.
Three types of low velocity tasks, a constant low velocity trajectory position ramp
task, a low velocity sinusoidal tracking task and finally a step response task were
examined. For the ramp task, stick slip limit cycling is evident for the linear controller.
For the sinusoid task, we observed that control gains for the linear controller are not
large enough to counter the friction force and consequently, the mass stays stuck. For
the step response task, we observed undesirable limit cycling about a set point.
By using our friction compensation method without the required p.e. inputs, we
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illustrate by simulation that stability issues are indeed a problem and the parameters
errors can grow without bound.
Finally, we add p.e. to the desired trajectory inputs and show that the friction com-
pensation design offers dramatic improvement the tracking problems presented using
reasonable control levels and having reasonable parameter convergence properties.
Stick slip limit cycling is eliminated in the ramp response. The mass can follow a low
velocity trajectory with repeated zero velocity crossings. And finally hunting about
a set point is eliminated.
We also compare the compensator designed here to a different type of nonlinear
controller. Tracking performance is comparable.
We also evaluate the robustness of our controller. We test for several different types of
modelling uncertainties including the steepness of the Stribeck effect, a time varying
parameter. These errors are motivated by alternative models in the literature. We
also include unmodelled dynamics. The simulations verify that this controller has
some robustness properties.
The results of this study show that adaptive nonlinear friction compensation using
p.e. inputs is a promising approach to control of systems in which friction plays an
important role such as high precision low velocity tasks.
Furthermore, the design resulted in an extension of robust adaptive theory using
persistent excitation.
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Appendix A
Boundedness of Internal Friction State,
z
The following is a proof of boundedness for the internal friction state, z, which is
stated in lemma ( 2.2.1)
PROOF A.0.1 First we use a Lyapunov function argument to show that the internal
friction state, z, i s bounded. Let Vz be defined as
vz = z2 (A.1)
Taking the derivative we obtain
( h(v)z 2  )
o + ale _ vo
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1 ý ,<2 + sign(v) 1 L2)
Vtz < 2 zll ,I+ sign(v)1I -(o
sat(v) z 0
(A.2)
The derivative is negative when IzI > z,. Furthermore, assuming bounds on the
parameters are known, z, is bounded by
ZSma x < Om a+ lmax (A.3)
Therefore is bound d by t)mi n
Therefore IzI is bounded by max(lz(to)l, Zsmax) -
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Appendix B
Bounds for dynamic model
perturbation effects, Funest, in the
friction model
To quantify the difference between the actual and static friction force, we can write
the friction force in terms of an error, C, which is defined as the difference between
the internal friction state, z, and its static value, z s .
E = Z - z (B.1)
Then, in terms of the error, e, the friction force can be written
F = F± +o 1 l
Funest (= o (1 - o-r
h(v)
ao + ale vo
h(v)
O (-v ) 2ao + ale Vo
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(B.2)
The unestimated part of the friction, Funest, quantified above, can be bounded as in
the figure ( 3-3) shown in chapter 3 because h(v) is a Lipschitz bounded function and
the error, E, is bounded. We showed in chapter 2 that given bounds on the parameter
values, then z and z, are a bounded quantities, therefore e is bounded. That is,
e1 • Emax = 2max(|z(to) ,z1max) (B.3)
This leads to bounds on the unestimated part of the friction force as follows,
I Funestl Vmax +dmax|lel|
Vmax • UomaxEmaxs(1+ Olmax  max(v, dmax00min + almin
1
dmax < oOmax Olmax emax (B.4)
O0min + 1min
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Appendix C
A Property About First and Third
Quadrant Continuous Functions
In this section we prove property (4.1.1). First we establish that the conditions of
the property imply that v must reach a threshold in the subinterval. Next we show
that 6S is small enough so that v does not reach zero in the subinterval. Finally, we
compute the minimum value of the integral of the first and third quadrant function
over the subinterval and choose the scaling factor small enough to ensure the desired
result.
C.1 THRESHOLD FOR v
If the integral of a continuous signal over an interval is 'large', then the signal is at
least a threshold magnitude somewhere on the interval.
The signal v must reach a threshold value somewhere on the interval [ t2 t2 +0 6
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Or, equivalently, as shown in figure C-1, if it did not, the integral would be smaller.
------------------------------- V
t
2
t +
2
Figure C-1: If v does not reach threshold value in subinterval, then the integral of v over
the subinterval is less than VTS6
LEMMA C.1.1 If v(T) is a continuous function of T and
t2-60
J v(T)dT > kcoToD
t2
then there is a t' E [t2 t2 + JO ]such that the magnitude |v(t') is at least a threshold
value
Iv(t') I VT
where
= koToD
VT = (C.1)
PROOF OF LEMMA (C.1.1)
We prove the contrapositive. Suppose |v(t)I does not reach the threshold value, vT,
in the subinterval
Iv(t)I < VT for t E [t 2 t2 + 60 ] (C.2)
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I · \ I 1r N F-17
t2 +0
J v(Tr)dT
t 2
Sv(T)dT
t2
t2 +0
< f v(r)Id < VT6O
t2
< kcoToD
END OF PROOF OF LEMMA (C.1.1)
NOT CHANGE SIGN FOR t E [t2 t 2 + 0o]
The next section shows that given the property conditions, then v(t) does not reach
zero in the subinterval.
LEMMA C.2.1 Let v : R1 __ R1 be a continuous differentiable function satisfying the
condition in the previous lemma:
t2 +0
/ v(T)d > kcoToL
t2
Assume we are given upper bounds for |v(t)| and |i(t)j,
I t2 t2 +6o ] such that
Iv(t)l • Vmax for t t 2
for t E t2
on the subinterval t E
t 2 + 0
t 2 +o ]0 (C.4)
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Then
(C.3)
C.2 V DOES
|v(t)l I i)max
kcoToLet VT oTD be the threshold value defined in the previous lemma and let 0 < v, <LetVT J
VT be a small positive number. If 6o is such that
V T - V c
ma <x
vmax
(C.5)
then v(t) does not change sign
Vmax ]or v(t) C [ -vt,
PROOF OF LEMMA (C.2.1)
By lemma (C.1.1), let t' [ t2
forte [t 2 t2
-Vmax for te
t2 + 6 ]
+60
t12
,so that Iv(t') ) 2 VT. Let t [ t' -
v(t') - i'maxzO 6 v(t) • v(t') + i)max6 0
If v(t') > 0, then v(t') ~ VT,
VT - (VT - vc) < v(t') - vmax6 o0 v(t)
ve < v(t)
Vc < vTi fortC [ 6o
If v(t') < 0, then v(t') • -VT,
v(t) • v(t') + imax 6 0 < -- VT + (VT - Vc)
v(t) <
Vc < IVT for te [
Then of the two cases above
Vc < IVTI for t C
[ c
. More specifically, either v(t) E
t2 + 0
t' + 60 ]
(C.6)
t' + o0 (C.7)
-Vc
t' + 6o (C.8)
[t' - 6o t' + 60 ] t 2 + 0 J]
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(C.9)
t' - 6 0
END OF PROOF OF LEMMA (C.2.1)
t2+60C.3 BOUNDS FOR f fp(v(7))d7
t2
Define
fp~in = minlfp(v)l for
V -Vmax -Vc ]u[ Vc Vmax
V [ -vmax Vc ]u ) vmax (C.10)
= max| f(v)I for
S-Vmax -Vc ]u[ Vc Vmax
V E 
-max S] U [ V Vmax (C.11)
REMARK C.3.1 The above bounds exist because fp(v)l is a continuous function
defined on the compact set [ Vmax -V U [ VC Vmax . The advantage of the
notation is that it allows for generality when the functions f, are not monotonic and
also when the functions are not symmetric. For monotonic functions, the bounds
depend on the value of the function at the endpoints of the intervals.
C.4 PROOF OF PROPERTY 4.1.1
In this section, we prove property (4.1.1). By the conditions in the property, the
previous two lemmas apply and we can conclude that v is in a compact set on the
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fpmax
subinterval.
(t) E [ -Vmax -vC]u[vc Vmax] for [t 2 t2 6 ]
By definition above, on this set, the continuous function f,(v) which we can use that
to derive the following bound
t2 +0
f fp(v(r))dT > fpmin
t2
(C.13)
[ -Vmax c ]U[ Vc Vmax ]
For all p = 2, ...m, choose
k'oToD
kcoToD < 6 0 < 6
Vmax
(C.14)
V -Umax -Vc ]u[ Vc Vmax
END OF PROOF OF PROPERTY (4.1.1)
This concludes the proof of property (4.1.1). We have chosen the subinterval width,
6o small enough so that v does not change sign in the subinterval. Then we have
chosen the scaling factor, k, small enough so that we can relate a measure of the
signal to a measure of a first and third quadrant function of the signal.
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(C.12)
.f Pmin
Appendix D
A Property About a Vector of First and
Third Quadrant Continuous Functions
PROOF OF LEMMA (4.1.1)
For all possible cases of the unit vector r, we have to find out the size of the tracking
error. First consider a 'corner case', i.e. when r is a standard unit basis vector,
THE SIMPLER DIRECTIONS - WHEN r IS A STANDARD UNIT BASIS VECTOR
First we consider cases when r is a standard unit basis vector, the pth element of r
is one and the other elements of r are zero. This corner case is equivalent to
t2 +0
f fp(v(r))dT < kEoToD
t2
(D.1)
where fp(v) is the pth element of the regression vector w(v) and v is the jth state
variable. Now we consider two subcases that encompass all possibilities:
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SUBCASE 1.
t2+jo
f v(T)dT < kEoToD
12
Since the assumed condition on W(Vd) implies that
t2 +60J Vd((T)dT > EoToD
t2
Then a positive lower bound can be obtained as desired.
coToD(1 - k) < (D.4)
t2 +60
S(Vd(T) - v(T))dT
t2
SUBCASE 2.
(D.5)
t2 +6o
f V(T)dT > keoToD
t 2
To handle this subcase we use the results established in property (4.1.1) to choose
conditions
fpmin
[ -Vmax -Vc ]u[ Vc max
v1T - vckcoToD < 6 <
Vmaxljp
kEoToD
VT
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(D.2)
(D.3)
where
(D.6)
(D.7)
Then
t2+60 I t2+60
J V(T)dT > kEoTo, - I fp(v(T))dF >Ž keoTo, (D.8)
t2  t2
Because this is a contradiction to our original assumption for this corner case (Equa-
tion (D.1)), we will be able to conclude that this subcase can not happen.
THE MORE GENERAL DIRECTIONS -WHEN r IS A UNIT VECTOR IN Rm
For this case, there exists a unit vector r E Rm such that
t2 +J0
Sriv(T) + E rpfp(v(T))dT < kcoToD (D.9)
t2 p=2
where the pth element of r is denoted by rp.
SUBCASE 1.
t2 +60
Sv(T)dT < keoTo, (D.10)
t2
Similarly to the corner case, the assumed condition on w(Vd) together with the above
condition implies that the tracking error satisfies a p.e. condition.
t2 +60
EToD(1 - k) < (vd(T) - V(T))dT (D.11)
t 2
SUBCASE 2.
t2 +JO
Sv(T) dT > kEoTo (D.12)
t2
In the corner cases, we have used the results of property (4.1.1) to construct a situation
that ensures that v does not change sign in the subinterval I t 2 t2 + 6]. It will
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turn out be useful if we make the same nice property to hold for the model trajectory,
Vd. We want
(D.13)
t2 +60
J va(T) d > coToŽ
t 2
to imply that Vd does not change sign in the subinterval [ t2 t2 + o .
0 oToD V
60 < 60a
admax
where we define admax as an upper bound for the rate of change of the desired state
variable Vd,
IVd(t)| < admax for t > 0 (D.15)
By construction, 60 is small enough so that neither v nor vd change sign in [ t2 t2 + 60 ]
Additionally because we are given the p.e. condition on Vd, we can conclude that
vd #0 in [ t2 t 2 + 0
we can conclude that v - 0 in
CASE A. sign(v) • sign(vd) in
Similarly, by the Subcase 2 assumption in equation (D.12),
[t 2 t2 + 60 We have
St2 t2 + 60
to consider only two cases:
Because the signums of v and Vd are
not equal in [ t2
f (Vd(T) - V(T)
t2
/(·Ud T) U ))12
dT
2 +60
= (V(d()s) gn(vd(T)) - vsgn(v(T))) d
t 2
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So we pick
(D.14)
t 2 + 0 ,
t2 +o
- (nJ (T) + Iv(T)1) dT (D.16)
t2
By the assumed persistent excitation of W(Vd) and the fact that vd does not change
sign in [ t2 t2 + 0 ], we have
t2 +60  t2 +JO
f Vd(T)dT = d (T) v dT> oTOD (D.17)
t2 t2
Similarly, v does not change sign in [ t2 t2 +60 gives
t2 +60  t2 +0
v (T)dT J v( I) dr > keOToD (D.18)
t2 t2
By combining equations (D.16), (D.17), (D.18), we obtain
t2+60 t 2 +Sf (vd(T) - uv(T))dT = J (vdT I + T))d
t 2  t2
t 2 ±60 t2 +
f JVd(T) dT ± J T f) dT
t2  t 2
> oToD(1 + k) (D.19)
t2 +(0
Thus we have a positive lower bound for f (vd(T) - v(T))dT as desired. In this
12
case in which we know the signs of v and vd are different, the positive lower bound for
the measure of the tracking error, is larger than in the next case in which the signs
are the same.
CASE B. sign(v) = sign(vd) in [ t 2 t2  60 Let rp denote the pth element of the
unit vector r. Add and subtract W(Vd)r to equation (D.9),
t2 +60 p=mf ri(vt() - Vd(T)) + rlVd(T) p (fp((T)) - fp(d(T))) rpfp(Vd())
t2 p=2
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< kcoToD
We use the p.e. of w(Vd) and the lower triangle inequality to obtain
t2+60p=m
(1 - k)CoToD- J E rp (fP(V(T)) - f,(vd(T))) dT
t2 p=2
t2 )dO
< J r(v(r) - vd(T))dT (D.21)
t2
The second term in the left-hand side of the above equation has a maximum be-
cause it is a continuous function defined on the compact set, v -[ Vmax - Vc U
[Vc Vmax and Vd [V dmax -vc U][c Vdma An upper bound for this
maximum, keff is defined such that
t2+60p=m
fJ r, (f,(v(T)) - fp(vd(T))) dT < ke, feoToD (D.22)
t2 p=2
By condition in the lemma statement, co is chosen large enough so that the term
1 - k - keff > 0. Then a positive lower bound for a measure of the tracking error is
t2 +6•O
0 < CoToD (1 - k - keff) < (Vd(T) - v(T))dT (D.23)
t 2
END OF PROOF OF LEMMA (4.1.1)
REMARK D.0.1 We could proceed directly with the general r case and omit the
special case when r is a standard unit basis vector. However, analyzing the standard
unit basis case first is instructive because it illustrates the basic idea we follow in the
more general case.
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(D.20)
Appendix E
A Property About the Conditions
Required to Exploit First and Third
Quadrant Function Properties
PROOF OF LEMMA (4.1.2)
First we consider condition (i.) on the p.e. level, co. By assumption,
Vmaxiip< Vmax
By definition
keffip
1 - k keyff Ip
< keff
> 1 - k-keff
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(E.1)
(E.2)
By definition, this is equivalent to
//I /I • ,1/1
I max > I max
s . c . c" -- • . c" . c"
'/'Vnax + 0 + Ojff lp 7'1'Vax + 0 + Oeff
So condition (i.) on the p.e. level also satisfies condition (i.')
ax + 6 + 6 eff -7 a + 6 + 6 e ff < O (E.4)
Next consider condition (ii.) which is an upper bound on the p.e. subinterval width,
( OTOD60 < min 6o
admax
VTma6o (E.5)
The first term on the right hand side is not a function of the upper bounds on v and
v. So it is automatically satisfied for both sets of lower bounds. For the second term
because
Vmax Vmaziip
and also because
keoToD 
- C > 0
we conclude condition (ii.') is also satisfied
keoTo
Imax
kEoTOD
Jo
Vmaxip
Next consider condition (iii.) on the smallness of the scaling factor, k.
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(E.3)
(E.6)
(E.7)
(E.8)
The terms in the denominator of the the left-hand side of the condition involve the
minimum of a the function f, over a closed bounded set (see definition in section (C.3)
of appendix (C) in equation ( C.10)) The set for the lower bounds is a subset of the
set for the upper bounds.
S- Vmax 1ip
This means that for p = 2, ...m
1
fPmin
[ V c Vmaxi ]u[ -Vc -Vmaxi g
malP s*(1P
c ] U[c Vmax ] (E.9)
(E.10)
- fpmin
and this means that condition (iii.') is satisfied for every p = 2, ..m, we have
keoToD
fpmin
[ V c Vmaxi p ]u[ -_Vc -Vmax Psp salp
-kEoToD 60
- fpmin
[ Vc Vmax ]u[ -Vc -Vmax ]
END OF PROOF
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<
[ Vc -max ]u[ -Vc -Vmax
1-1
I
-c ]U[ Vc Vmaxlip Vmax
Appendix F
Properties about the 'Unforced' Error
Model System
In this appendix, we prove property (4.2.1) and lemma (4.2.2). Before proceeding,
we briefly summarize proof ideas.
Property (4.2.1) says that the regression vector satisfies a p.e. condition on an interval,
then an interval can be constructed over which the positive definite function, V,, of
the errors decreases. The first part of the proof follows exactly from [16]. Because
of the lemma in [16], we know that I6I11 must eventually get small. In this situation,
if V, is 'large', then Ile|ll must be large, which implies that V, will decrease and an
upper bound on the amount of decrease can be given as a function of the interval
size, 'y. This is in equation (F.11) below.
At this point the analysis departs slightly from [16] because we are particular in
characterizing the behavior of the function y for the proof of lemma (4.2.2).
The idea of the proof of lemma (4.2.2) is to choose the smallest value for the level of
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decrease in V, that we can because the smaller the level of decrease, the higher the
level of Lipschitz disturbances we can have for which we can satisfy the constraint in
equation (4.46).
F.1 PROOF OF PROPERTY 4.2.1
In this section we prove property (4.2.1).
For t > ti,
| qu(t)|12 <
--A m In q(ti)l 
2
Choose positive constants E2, C1 and 6,
0 < 2 < C61 <6 1
1 - c1 > 0
6, = 2C (F.2)
(F.1)
There is a lemma, which is proved in [16] and stated below, which states that there
is a time, T(e1, s6) by which 0 gets 'small', I 06,1 < s,.
LEMMA F.1.1 If w(v(t)) satisfies
i.e. positive constants 6o, k, and E'
a p.e. condition on an interval [ ti
exist such that on a subinterval [ t2
t2 v d0
w(V (T) )TrdT > kc'oTop
for any unit vector r E R3.
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ti +Top T
t2 + 60 ]
(F.3)
Then there is a T = T(el, 6s) such that if qu(t) is a solution to equation (4.36) with
| •V(q(t ) cti) <l, then there exists a t' E [ tt +T ] such that (t
Next, we construct a Tc such that Vu decreases by a specified amount over the interval
ti, ti + T(, s) + o +T We will define To
If Vu(qu(t')) < E2 , we are done. Assume that V,
O, is 'small', then ||eull must be 'large', i.e.
ICeU(t)H112 > I- (Vu(q(t) -( 2)
XP
= T(E, 6) + 60 + TC
(q(t'2)) > E2. Then if Vu is 'large' and
SV (qu(t 1 - (F.4)
If t > t' derive the maximum decrease in Ileul| using the dynamic equation (equation
(4.36)) as
IIeu(t2)H - IIeu(t)H M IeuM(t) - e11(t2)11 _<Itt
2'
IIAeu - bw (v(7))TOu IldT
(F.5)
Now we consider the maximum value for Ilw(v(T)) | where v represents the solution
for the forced system. In [16], this term is a bounded quantity. For our problem an
upper bound for this term can be denoted as follows.
I I(v(•r))II Wmaxi D for T hiD (F.6)
This term exists because it is a continuous function defined on a compact set. Sub-
stituting into ( F.5), we obtain
(Amax + bmaxmaxi ) qu(t2)l(t - t'2)
APD
(F.7)
Combining this result with that in equation (F.4), for some T, > 0, we can represent
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II e (t'2)l- Ileu(t)ll
the maximum decrease in le (t' + TC,) in terms of V,(q,(t')).
|es(t' ± Tc)I| > V•(qu(t'2) 
- (Amax + bmaxWmax ) pTc (F.8)
I 4 I V) Ap iD Apm.i
Notice l eu(t' + t) can only decrease until it gets to zero. Now we would like to
obtain the minimum decrease in Vu over time Tc.
t'2 Tc
V(qu(t2)) - Vu(q(t' + Tc)) > A Qmi, I () 2d (F.9)
t'I
t' +Tc
/2 1 -/I bmaAmpx T A 2AQmn J e(-T)| 2 dT - AQ TcV(q (t2)) - (Amax + bmaxmax, )c
2t
Again we notice that because IleuI| can only decrease until it gets to zero, V, can only
decrease until it gets to zero.
Rewrite the inequalities
V,(q (t' + Tc)) < 3Vu (qu(t')) (F.10)
where -y is defined as follows as an upper bound on the amount of decrease in V, for
the specified interval
7 =  1 - AQ min-Tc -  (Amax + bmaxWmax D ) i T (F.11)
( ApID Ap.
To satisfy the property, we choose conditions so that -y < 1. The value of -y depends
on AQmin and T,. However, AQmin is fixed by the system parameters, i.e. the A, P
and Q matrices, and we will also choose it based on the the level of disturbances (see
condition (i.) of theorem (4.4.1). So we must pick Tc so that Y < 1. Then we will
have constructed the interval of width ToD = T(, 6,) + 60 + Tc on which the function
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V, decreases.
Notice, however, that to pick Tc, the value of Wmaxi D matters. Because this quantity
depends on the interval IiD, we are trying to pick Tc, and therefore ToD, based on a
quantity that is dependent on ToD. Therefore ToD is implicitly defined.
This is not a problem, however, and we maintain that we can always choose an ap-
propriate ToD. This turns out to be true because maxi D is a nondecreasing function,
i.e. if the interval IiD gets larger, than the value of wmax,.i stays the same or gets
larger.
Define
C3 = (F.12)
kl(ToD) = (Amax + bmaxWmax, ) X  (F.13)
iD •Pin
Note that because the function kI is a monotonically increasing function of ToD then
because ToD > T( 1 , 6,) implies
1 1
< (F.14)
kl(ToD) ki(T(c, 6s))
Substituting the definitions for k (ToD) and c3 into the equation for -y, we have
S= 1 - AQm,iTc (cs - kl(ToD)TC) 2  (F.15)
Next we would like to examine the behavior of the 7 as a function of T,. At T, = 0
and Tc= T -y 7 = 1. Because ToD = T(c, s) + 60 + T is a function of Tc, let
dy (Ta)k - T (F.16)dTc
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Because kl is a nondecreasing function of Tc,
k' >O 01
Then the derivative of 7 is as follows
d(TDC (TD)(1 - 3)
d-- = (c3 - kl(ToD)TC) (Tckl(ToD)(1 + 2k:) - c3) AQmi, (F.18)
The derivative of -y is zero at T =- and at T = D)( < + ) - l( There iski(TOD) ki(TOD)(1+2k ) ki(TOD
a local minimum at T = C3 and a local maximum of 7 = 1 at Tc = -kIl(ToD)(1+2k1 ) ki(ToD)
The first term in the equation for the derivative of y with respect to Tc is negative
and the second term is positive for Tc > c Therefore y is a strictly decreasing
function of Tc for Tc > -kl(ToD)
Figure F-I shows how the -y as a function of Tc can behave. Note that -y is the upper
bound on amount of decrease in V, as Tc varies, it is not the actual decrease. Because
Vu < AQmi I eu 112, the actual decrease is a monotonically decreasing function.
We must find one value of Tc so that the corresponding value of y in equation (F.11)
is less than one.
We can choose any 0
one.
< Tc < kT Dc3' , because the corresponding value of 7 is less thank(TOD)'
END OF PROOF OF PROPERTY (4.2.1)
F.2 PROOF OF LEMMA 4.2.2
In this section we prove lemma (4.2.2).
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(F.17)
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Figure F-1: The function, y,
decrease in V, on an interval.
T• k(TD)(1+2k'l)
which depends on Tc, is an upper bound on the amount of
The function has a local minimum which is less than one at
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PROOF OF LEMMA (4.2.2)
We continue from the proof of property (4.2.1).
We would like to choose the smallest value of decrease in V, that we can in order to
satisfy the constraint for the largest level of Lipschitz disturbances, k2.
Although the function y is strictly decreasing for Tc, it could be decreasing arbitrarily
slowly and we need to quantify the relationship between c and ToD.
So for the smallest decrease in V, we choose the value of Tc at the local minimum
and define the corresponding value for 'y as, c*, the lowest level of decrease we can
compute.
Choose
C3  C3
S kl(ToD)(1 + 2k') ki1 (T(E1, 6s))
* = 1 - AQminT c* (c3 - kl(ToD )Tc) 2
Note that this has to be computed iteratively because of the functional dependence
on ToD. However, it can be computed because T,* is bounded by a known quantity as
shown in the equation above.
Now in order to satisfy the constraint we must choose 0 < k* small enough so that
-(T*) < e-k*(T(~lbs)+Jo+Tc') (F.20)
END OF PROOF OF LEMMA (4.2.2)
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Appendix G
Properties Bounding the Error Model
State and the Function, V on an
Interval
G.1 PROOF OF PROPERTY 4.3.1
We showed in chapter 3 in equation (3.15) that for this error model
V ý -A' j•e 2 +  P2Ap,,mav,, el (G.1)
The function, V, can only increase when the error has a small magnitude, flell <
2V/aXPma x
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We find the maximum rate of change of V,
dV
= -2A'11ell + 2AaP Viax
dl ell 
m
The maximum value of V occurs when
The maximum increase of V over a time interval of length Tint is therefore
V(z(ti + Tint)) - V(z(ti)) A
2  1'2Pmax max Tint
i/2 12
"" X T , (G.5)
END OF PROOF OF PROPERTY (4.3.1)
G.2 PROOF OF PROPERTY 4.3.2
The absolute value of jth state and derivative, v and i respectively, are continuous (v
is continuous because it is differentiable and a differentiable function is continuous.
' is continuous because the error model dynamic equation for l is defined to be con-
tinuous). A continuous function has a maximum on the compact set lint. Therefore,
Vmax t and imax t exist.
mzint mint
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(G.2)
Hel Pmap Vnlax
(Vma 1aziP' ax )2ýmaxA/ Q'
(G.3)
(G.4)
W 16
To find upper bounds on interval lint, we use the result obtained in (equation (G.5)).
V(q(ti + t)) 12 1i2" V(q(ti))+ < max A' for ti + t
4 tfort
y 12 '2
" V(q(ti)) + Vmax A'int,
So by definition of V
eT(ti + t)e(ti + t)
T (ti + t)O(ti + t)
1
AP,i (V(q(t(i)) qi2 
'2
+ /max4
< V(q(ti)) + maxA Tint2 4 Q
for ti + t E
for ti + t E lint
Define |lellmaxi t and |1 ma,naxi as upper bounds for Ie(t)ll and I|O(t)jl respectively
for t E lint-
Ce maxi = 1 V(q(ti)) +
APmin
/m2 2 A'Tint
-4 /Q T
110 maxin, - V (q(ti)) + m22axA Tint4 Qint
Because we have derived a bound for el on the interval, we can use it to get a bound
for the jth element of the state. By definition of e we obtain
1
Vmax 1 in t < V '(q() + 4ax 'Tint + Vdmax(q(ti)) + 4
where Vdmax is defined as the maximum magnitude of the Vd, which is jth element of
the desired trajectory vector Xd, i.e.
Vda(t) I Vdmax(t) for all t > 0
Since Iv(t)I E [0 Vmaxint ] for t Iitr, then a maximum for I w(v(t)) exists because
a continuous function on a compact set has a maximum. Let an upper bound for this
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E lint
(G.6)
lint
(G.7)
(G.8)
(G.9)
(G.10)
f
maximum as be as follows,
(G.11)
Using the error model equation and the assumed disturbance bounds, we can derive
a bound for iVmaxý,i for ti + t E lint
|it(ti + t) < admax + Amaxze| maxint
+bmax(1( |0 maxlint Wmaxint)
+±V •ax + bmaxdmaxl eI maXint (G.12)
Using the above result and the bounds obtained in equation ( G.7), we can obtain
the desired result.
END OF PROOF OF PROPERTY (4.3.2)
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Appendix H
Choice of p.e. subinterval width, 60,
and scaling factor, k
In this appendix, given a value for the p.e. level, co, we make choices for the p.e.
subinterval width, 6o, the scaling factor, k, in order to satisfy condition (iii.) of the
stability theorem. The upper bounds for 60 and k can be decoupled from each other.
Additionally, the p.e. subinterval width can be decoupled from the p.e. level.
The following notation will be used,
(H.1)'vc,vmeax = - vc U V[c Vmax-
The value for vc will be assumed to be zero in this section as explained in the proof
of theorem (4.6.1).
From condition (iii.) of theorem (4.4.1), the p.e. subinterval width, 0o, and a scaling
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factor, 0 < k < 1, must be small enough to satisfy the following
0 < k<1
0 < maxp=2,..m kfpmoinToD
i(OTOD kEoToD
0 < 6o< min 60 -o
( admax Vmax
Because k < 1, vImax > admax by definition, we have
(H.2)
(H.3)OD ' D( cOTOD m kcoTo_ 60
admax V~max
Define an upper bound for 60,
0 < 60mao = ScoTolad (H.4)
Both of the equations in condition (iii.) involve both 60 and k. First we break up
condition (iii) into two conditions. Let condition (iiia.) be the inequality in condition
(iii.) which can be represented as an upper bound for the scaling factor k. Let
condition (iiib.) be the inequality in condition (iii.) which is an upper bound on o0.
(iiia.) For p = 2, ...m
0 < k<1
(H.5)kEoToD • OfpminIvcmax
(iiib.)
kcoToD
0 < 60 < o0
Vmax
Note that (iiib.) also implies that 60 < 6omox
(H.6)
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We decouple the conditions. Substituting condition (iiia.) into (iiib.), we obtain a
decoupled equation for the p.e. subinterval width, 60,
1
0 < 6o < I (fpminI vvmax) (H.7)
Substituting the result (equation (H.7)) into condition (iiia.) we obtain a decoupled
equation for the scaling factor, k.
k < oT (fpmin•c,vmax ) (fPminlvc,vmax) (H.8)
EOTOD oýmax
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