Several classification algorithms are explored and evaluated on EEG epochs from 11 subjects in an 24 inter-subject cross-validation setting. Due to large number of features feature ranking and selection is 25 performed prior to classification using the ReliefF ranking algorithm within two different voting 26 strategies. The classification models using feature subsets, achieved higher accuracy compared to the 27 models using all features reaching 95% (Bayesian Network), 89% (Random Committee) and 87% 
Introduction

3
One of the most common and challenging medical cases in everyday clinical practice is that of 4 patients reporting one or more episodes of paroxysmal loss of consciousness or altered awareness. The 5 management of these medical cases may be proven to be demanding, time consuming and expensive 6 and finally, in spite of the extensive and exhaustive investigation, the underlying diagnosis may remain 7 elusive [1,2,3]. The differential diagnosis that a clinician usually faces is mainly that of an epileptic 8 seizure, a possible psychogenic non epileptic seizure (PNES) and a probable vasovagal syncope (VVS).
9
The diagnosis of epilepsy and its differentiation from other causes of TLoC is typically based on 10 historical information and is assisted by specific tests [2] . However clinical information is commonly 11 fragmented or even missing because patients may have limited or no recall of the event and a witness 12 account might not be available to describe diagnostically decisive clinical phenomena [1, 2] . Even when 13 a witness is available, diagnosis may be difficult and often remains uncertain because convulsive 14 syncope, a seizure-like reaction resulting from global cerebral hypoperfusion, can mimic epileptic 15 seizures [3, 4] . Agreement between physicians as to the nature of a single event may also be limited [5] .
16
Such diagnostic uncertainty has cost both in terms of mortality and ongoing morbidity and in terms of 17 the financial burden associated with hospitalization and repeated investigations. 
26
FIGURE 1
27
Pshychogenic non-epileptic seizures (PNES) are sudden paroxysmal changes in behavior or 28 consciousness, that resemble epilepsy but are not accompanied by the electrophysiological changes that 29 characterize an epileptic seizure [7] . Although the clinical history can help differentiate these episodes,
30
it is not unlikely to have inconclusive and insufficient event description by the patient and witnesses, 1 not being able to confidently exclude an underlying epileptic disorder. In these cases the diagnosis of 2 PNES can be supported by video-EEG monitoring, especially if a psychogenic event is captured, since 3 in the case of PNES there are no specific EEG changes. Fig 2 shows an EEG fragment during a PNES.
4
No EEG correlates can be seen and the recording is frequently marred by muscular artifacts.
5
FIGURE 2 6
Vasovagal or vasodepressor syncope is a common type of syncope and various mechanisms 7 have been postulated for explaining the characteristic association of hypotension and bradycardia. The 8 term "vasovagal" was introduced by Lewis [8] to indicate that both blood vessels and heart were 9 implicated and since atropine reversed the bradycardia but not the hypotension he considered 10 vasodilatation as the primary responsible factor. During a vasovagal syncopal attack there may be some 11 characteristic EEG changes starting with progressive generalized theta slowing of background rhythms 12 followed by sometimes hypersynchronous delta activity of high voltage, (beta / alpha → theta → delta)
13
and appearance of progressively lower voltage rhythms until isoelectric suppression [9,10] (see Fig. 3 ).
14
This pattern is progressively reversed after the patient's fall, during his/her recovery. These changes do 15 not include any ictal activity. 
16
27
To the best of our knowledge, only a few studies have been proposed in the literature for 28 automated classification between epileptic and non-epileptic pathological events from EEG. Poulos et 29 al. [18] proposed an algorithm which estimates a number of auto-correlated coefficients extracted from 30 an appropriately selected epileptic EEG segment and examines whether these coefficients are 1 correlated with the coefficients of the unknown EEG segments in order to classify the latest into 2 epileptic or non-epileptic. Their algorithm obtained a sensitivity of 83% for 90% specificity. Regarding the features used for the classification of EEG segments the relevant works in the 10 literature are considerably more. In the majority of them, the analysis is based on the estimation of the 11 EEG channels' spectral magnitude [11, 15, 21, 22] . Other EEG features that have been reported are the 12 autoregressive filter coefficients, the continuous and discrete wavelet transform, as well as energy per 13 brain wave (delta, theta, alpha, beta, gamma) bands [15, 21, 23] . Finally, time domain features have 14 been proposed, such as zero-crossing rate [24] and statistics of the EEG samples per channel [15, 21] .
15
In this study, we evaluate a large set of time and frequency domain features which have been 
26
In a further step, feature ranking investigation using two different strategies (one based on 27 frequency of feature appearing in a specific rank and the other based on sum of the weights assigned by 28 the ReliefF ranking algorithm) was performed. The classification models using subsets of N best 29 features were evaluated and revealed the most significant features for the classification task.
30
The rest of this paper is organized as follows. In Section 2 the classification methodology is 1 presented and details about the evaluation data are provided. Section 3 describes the experimental 2 protocol followed and presents the achieved results. Finally, in Section 4 we conclude this work. 
12
The proposed classification methodology can be used as additional module after the seizure 
17
FIGURE 4 18
Initially, the multidimensional EEG data are preprocessed by applying notch filtering (at 50Hz), 
24
The recordings were performed using conventional AgCl EEG electrodes positioned according to 25 the extended international 10-20 system. A subset of the main EEG channels was selected for analysis 26 which included the following channels: Fp2, F8, F4, T4, C4, A2, P4, T6, O2, Fp1, F7, F3, A1, C3, T3, 27 P3, T5, O1, Fz, Cz, Pz. The recordings were manually annotated by expert Neurologists of the King
28
College London. Only epochs during paroxysmal events were considered for training and for testing.
29
All data were stored in EDF+ formatted files [28] . 
Feature Extraction and Classification Algorithms 2
After preprocessing, time domain and frequency domain features were extracted for each epoch.
3
In particular, each of the EEG channels was parameterized using the following features: (i) time-4 domain features: minimum value, maximum value, mean, variance, standard deviation, percentiles 5 (25%, 50%-median and 75%), interquartile range, mean absolute deviation, range, skewness, kyrtosis, 6 energy, Shannon's entropy, logarithmic energy entropy, number of local maxima and local minima, 7 zero-crossing rate, and (ii) frequency-domain features: 6-th order autoregressive-filter (AR) 8 coefficients, power spectral density, frequency with maximum and minimum amplitude, the power of 9 continuous wavelet transform using symlet 5 mother wavelet of scale 25 and 32, the power of discrete 10 wavelet transform with mother wavelet function Daubechies 16 and decomposition level equal to 8.
11
This resulted to 55 variables for each of the N=21 EEG channels producing a feature vector of 12 dimensionality equal to 1155 in total.
13
The computed feature vectors, V, were used to train classification models. In order to evaluate the 14 ability of the above features to discriminate between epileptic and non-epileptic epochs we examined 
22
During the test phase, the EEG recordings were pre-processed and parameterized as during 23 training. Each classification model was used to label each of the detected seizure epochs. In the present 24 evaluation no additional rules (e.g. knowledge based rules regarding events duration) were applied on 25 the classification decision .
26
Evaluation was performed in a leave-one-out cross-validation setting. Specifically, each time one 27 subject was left-out for testing, while the rest of the subjects were used for training. For the left-out 28 subject, all epochs between seizure onset and offset were used as testing samples. Table 1 shows the 29 number of epochs that were extracted from each subject during the seizure(s).
30
TABLE 1 1
The purpose of this study was to evaluate the seizure classification module, thus only paroxysmal 2 events were used for training and testing of the classifiers. Evaluation of the total ARMOR framework 3 may include the combined use of seizure detection and seizure classification in future work. 
19
In this study, ranking is performed by following a leave-one-out strategy on the available subjects.
20
Specifically, for each leave-one-out experiment, feature ranking is performed using the ReliefF 21 algorithm in each training subset. We combine the rankings of all leave-one-out experiments and 22 calculate the total rank of features using two different strategies. The first strategy calculates the total 23 rank of features according to the frequency of a feature appearing in a specific rank. For example the 24 top-ranked feature is assumed to be the one that more frequently has the highest ranking score, Table 2 . Here we 10 consider the epileptic class as the positive and the non-epileptic class (PNES or VVS) as the negative.
11
TABLE 2
12
As can be seen in Table 2 , the overall highest accuracy of the proposed methodology for 13 classification between epileptic and non-epileptic EEG events is 86% for BayesNet classification. 
19
In a further step, we applied feature ranking using the ReliefF algorithm and the two strategies 12 Tables 3 and 4 show the 50 best features according to the ranking strategy 1 and 2 respectively.
13
TABLE 3
14
TABLE 4 15
As can be seen, in general the two ranking strategies overall agree. Both of them rank features nmin
16
(number of local minima), nmax (number of local maxima), aryule3 (the 3rd coefficient of 6th order 17 autoregressive filter), minfreq (frequency with minimum power ), cwt25 and cwt32 (the coefficients of 18 continuous wavelet transform using symlet 5 mother wavelet of scale 25 and 32) in the top 50 features.
19
The number of local minima (nmin) and the number of local maxima (nmax) seem to be the 20 features with the highest discriminative ability. Since these features measures the smoothness of the 21 signal it seems that the smoothness of the epileptic epochs is different from the one of non-epileptic 22 epochs and aids the discrimination among them. Such a claim can be verified from the distributions of 23 the values of the nmin (see Fig. 7 ) and nmax (see Fig. 8 ) features for the epileptic and non-epileptic preprocessing was applied to all data (both epileptic and non-epileptic).
23
FIGURE 10
24 Finally, the expression of each epoch as a linear combination of the chosen wavelet basis functions 25 captures the frequency content of the epoch in a localized area of the signal which seem to highlight 26 the differences between the two classes (see Fig. 11 and 12 ). 
18
(in respect to the available training data) impeding the learning of a discrimination model.
19
While 19 PNES appear to make a rather limited dataset, we believe that are sufficient given the 20 lack of ictal EEG changes and the fact that their variability reflects only muscle and movement 21 activities. The main problem is the really small sample of the 2 VVS-patients. However, VVS typically 22 occur very rarely, in most patients annually, and only in very few patients more frequently, say 23 monthly. It is therefore extremely unlikely to record them on standard EEG that is a 20min to one hour
24
"snapshot" of brain activity. Still, because of the rather predictable sequence of EEG changes (alpha-25 theta delta etc) we believe that reasonable learning of a discrimination model is achievable / possible.
26
The proposed methodology takes into account features extracted from all the available channels presented here can be used to discriminate the remaining events into epileptic or non-epileptic.
25
On the clinical usefulness front, it is true that a competent seizure detection algorithm or set of 
2
Until however we will be able to evaluate the method more extensively on a large dataset with an 3 adequate number of representative cases for focal seizures we applied the proposed methodology on a 4 dataset of 9 patients (2 subjects with focal seizures, 5 subjects with PNES and 2 subjects with VVS).
5
We developed also a different algorithm to remove the spatial content from the features. The algorithm 6 sorts the features for each channel according to feature type and then extracts the standard deviation of 
