Abstract-The satisfaction of end-users is important when evaluating services and products. Visualizing the network behavior in mobile streaming as well as modeling the correlation between Quality of Service (QoS) and Quality of Experience (QoE) is expected to improve user satisfaction of services on the Internet. Given that network and human factors are the elements that affect the final output of the measurements, it is important to take the Packet Delay Variation (PDV) into consideration. In this paper we observe the PDV during a series of real-life experiments on a 3rd Generation (3G) network while streaming videos. User Rating (UR) values from user input are recorded accordingly. With this aim, we implemented a QoE assessment tool that measures network metrics in kernel space, while simultaneously logging user ratings with regards to the perception of an ongoing realtime video on an Android phone.
I. INTRODUCTION
Maximizing the happiness of customers is the goal of all service and product providers, in order to obtain more customers and to reduce the customer churn rate. The customer is not likely to be interested in knowing QoS metrics such as Packet Delay Variation (PDV), wireless signal strength or packet loss, but rather in the quality of the service provided. Measuring the satisfaction of a customer is therefore essential, yet difficult to do. Customer feedback then plays an important role. Ideally, providers need a set of measures that can predict the satisfaction of their customers without the need of feedback. QoE models can satisfy this need. However, they are limited to specific cases and can be hard to obtain.
In this paper we present and analyze QoE traces for streaming video over the Internet through a wireless link. From these traces we try to derive a QoE model by statistical inference. The QoE model maps measurable QoS metrics onto the satisfaction of an individual. The models are meant to be used by decision making engines for network selection [10] , monitoring applications, etc. In particular, these models are to be created for the decision making engine in PERIMETER, a STREP project granted by EU FP7. We present a QoS analysis of the PDV of a streaming video connection conducted in realtime. PDV is defined in [5] as the difference in one-way delay between packets, while ignoring any lost packets.
PERIMETER's main objective is to establish a new paradigm for user centricity in advanced networking architectures [19] . PERIMETER aims to provide mobility that is transparent to the user (seamless mobility) in heterogeneous networks and tackles the problem from a user-centric perspective. Therefore seamless mobility can be controlled by actual user needs in addition to business considerations. The presented measurement module supplies the PERIMETER framework with QoS statistics about ongoing connections. With the information obtained from all available networks, the framework takes decisions whether to roam to another network to satisfy the end-user perception with regards to the Always Best Connected (ABC) principle [10] and to maximize QoE. The QoS statistics are ideally measured by low-level packet handling mechanisms in the Operating System (OS). This is of vital importance when statistics must be matched against network expectations [8] . Without providing accurate statistics to decision engines, e.g., handover mechanisms, unnecessary actions may be triggered. This will increase the cost of backbone processes in the Internet infrastructure and delays towards the end-user [2] . Moreover, with the aim of achieving ABC transparently to the end-user, the processing time of the measurements plays a large role in real-time applications. Therefore, the preferred place to conduct network measurements is inside the OS ,i.e., in-kernel [16] . While taking QoS measurements the end-user preferably should not notice any degradation in performance. Also, privacy and security must be uncompromised and maintained at all times.
The paper is organized as follows. Related work in Section II, theoretical aspects in Section III, implementation in Section IV and brief explanation of the experimental test bed in Section V will be presented. Then, we will focus on controlled real-life experiments to find out experimental models regarding the correlation of PDV to UR in Section VI-A, the benefit of using the EWMA techniques on human perception statistics in Section VI-B, the definition of Maximal Burst Size (MBS) and observations regarding the effect of MBS on the user perception in Section VI-D.
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II. RELATED WORK
Experimental and commercial frameworks have been presented before, trying to map QoS metrics to the end-user's experience for multimedia applications [14] , [13] , [21] . Leading Mobile Network Operators (MNO) focus deeply on similar research on QoE to reduce the number of rejected communication service products by potential customers in the market [17] , [8] . Yet, not all of the above mentioned techniques can handle frame drops or decoding errors. Early work, however, uses machine-measurable metrics, e.g., Bit Error Rate (BER) and Peak Signal-Noise Ratio (PSNR) instead of QoE input from real-life experiments. More recent evolvement in research incorporates individuals in the QoE acquisition. A number of perceptual quality metrics have been developed to be used in technical systems for evaluating the image quality like L p -norm, Structural Similarity (SSIM) index and Visual Information Fidelity (VIF) [9] .
Various studies have been conducted with the primary focus of understanding how the distinct levels of network behavior, with respect to Packet Delay Variation (PDV) and packet loss, can affect end-user perception on multimedia streaming services. Generally the contributions regarding this research question is to find out how sensitive the individuals to the PDV. The User Rating (UR) was initially proposed to describe voice audio quality but can also be applied to video quality, specified by ITU-T recommendation [18] . The QoE of videos is generally given on a scale from 1 to 5. Here, 1 corresponds to bad quality whereas 5 means excellent. QoS is the ability of a network to provide the assurred service level with the focus on parameters that exist in network and application level [17] , [6] . Also, QoE is defined as "subjective and it relates to the actual perceived quality of the overall end-to-end performance of a service" [22] . Analyzing and modeling data is as important as collecting it. Finding a trend between the instantaneous QoS and QoE is a general and challenging problem [3] .
III. ACQUISITION OF QOS AND QOE METRICS
The QoS metric of interest for our QoE model is the PDV. Calculating the PDV can be done in various ways, e.g., as described in [12] and [11] . RFC3393 [5] , however, proposes the procedure outlined in Algorithm 1.
Before settling for a PDV algorithm, we experimented and compared the output of different PDV algorithms. The Ring while Current time interval do
3:
TS,n ← departure time of packet n at sender's side 4: TR,n ← arrival time of packet n at receiver's side 5: Calculate Dn, update D and N (1) 6: end while
7:
P DV ← standard deviation of TR,n − TS,n values collected per time interval (2) 8: end for Buffer (RB) algorithm yields the most accurate results with the fastest execution time. The RB is considered to be efficient in terms of buffer allocation during run-time. Other algorithms are storing packet parameters in a database, calculating the PDV with respect to each of the stored parameters at a later point in time. As a drawback the RB algorithm does not store packet parameters longer than one time interval.
PDV calculations require end-to-end measurements between two peers. The unsynchronized one-way-delay of one packet D n is calculated by the subtraction of the departure timestamp T S,n from the arrival timestamp T R,n obtained at both ends of the communication channel. The values of these metrics are stored at the reception of the first packets in each interval. The next packets' timestamps are compared with the initial stored values of the metric. Having the first packets as basis, we overcome the time synchronization problem.
We define the Packet Delay Variation (PDV) as the standard deviation of the end-to-end delays between packets that are measured within a given interval. The packet delays are stored for one second. The PDV J is then given by
where D n is the one-way-delay, D 2 the average delay, and N the number of packets. J is updated each time a packet arrives. We note that the delay variation is being calculated by ignoring lost packets as described in the definition of oneway-delay variation in [5] . As a result of the real-life experiments applied to individuals, the PDV values are directly matched when the UR values are received. The user perception of the previous network directly influences later decisions of the user. Instantaneous matching did not satisfy enough to prove that there is high correlation. The forget factor, the recency effect [15] and sudden change of PDV during voting are the possible reasons. Inclusion of the remaining effects of the previously obtained outputs into the calculation of the current output is made possible by the EWMA approach [7] . When obtaining the UR, the EWMA is used for computing the correlation of instantaneous user perception against the QoS metrics. Thus, by using EWMA on PDV values, we tried to imitate the human perception process to a certain extent [7] . The positive impact of the EWMA on the quality of the matching between PDV and the user rating will become apparent in Section VI-B. The EWMA is computed as follows:
where J EWMA (i) is the exponential weighted moving average, J EWMA (i − 1) the previous exponential weighted moving average PDV, and J(i) is the current PDV. α is typically set to 0.25 [7] .
IV. IMPLEMENTATION
A generic measurement module is used to assess the QoS metric. The measurement data are computed from information located in protocol headers. If the necessary information is not present, the header could be extended. Thus the module can piggyback on any suitable protocol that allows for extensible headers. IPv6 is a candidate for our measurement module as it allows for extensible headers by properly setting up the next header field. TCP has similar abilities to extend the header. Tunneling protocols are also targeted for our measurement module as they easily allow methods for customizing headers, e.g., Generic Routing Encapsulation (GRE), UDP over IP (UDPIP), or Layer2 Tunneling Protocol (L2TP). In our case we implemented the measurement assessing algorithm on top of a User Datagram Protocol (UDP) tunnel. The measurement module needs the following two fields to work properly: the sequence number and the time stamp. These fields are preferably 32 bit long.
It is important to send the QoS metrics from the sender to the receiver's side since the actual PDV computation is done at the receiver's side. Storing a history of QoS metrics is not feasible. Upon the receipt of each packet, we rather update the average inter-packet arrival and departure times together with the deviation of the instantaneous values from the instantaneous means. PDV is calculated by deploying these updated values at the end of each time interval as depicted in Algorithm 1.
Any interested entities, usually residing in user-space, can obtain the PDV metric by accessing the measurement module in the kernel. Contact with the measurement module can be established through a local UDP socket or another OS specific system, e.g., the /proc file system in LINUX.
V. EXPERIMENTAL TEST BED
We have set up a test bed to obtain live QoS and QoE measurements. These values allow us to define a QoE model. In our experimental setup, depicted in Fig. 1 , we streamed a video over the Internet from a server to an Android phone. The Android phone was connected to the Internet through 3G to the streaming server site. The 3G connection was a regular data subscription from a popular Swedish Internet Service Provider (ISP).
In Fig. 1 we see the streaming server that sends data over the Internet. The Android phone i was connected to the Internet via a 3G access point.
We used the Darwin Streaming Server (DSS) framework [1] on a Linux (2.6.27) Ubuntu 9.04 Machine for streaming media to the Internet. The streamed video is MPEG-4 compressed with dimensions 240 × 180 pixels, has 24 kHz AAC stereo sound, 23.97 fps, and was streamed at a rate of 325 kbps.
The Real Time Streaming Protocol (RTSP) protocol [20] is used for streaming the video from the server to the Android phone. After the RTSP session is initiated, the RTSP client periodically sends RTSP requests to the server as a feedback control mechanism. A session identifier is used to keep track of the sessions as needed, which eliminates the need for permanent TCP connections.
We implemented the QoE assessment tool for Android that consists of measurement module synchronized to our video streaming application. The measurements are recorded by our kernel module, extracted and written to a file by the streaming video application. The files were then retrieved and analyzed with statistics software.
Using this tool, we conducted a set of experiments where a number of individuals rated a streamed video. While watching, they rated the video by pressing one of the five buttons on the touch screen corresponding to the the UR. In total, one hour of data was recorded coming from 15 adult test subjects. We conducted the experiments in diverse environments. The test subjects were selected from various backgrounds.
VI. RESULTS AND OBSERVATIONS

A. Packet Delay Variation
In Fig. 2 , the relation between the measured PDV and UR values is depicted. The graphs show an excerpt of the time series obtained during our experiments. The model that best correlates the PDV and the UR is given by UR = −0.88 PDV 0.27 + 6.38,
where PDV is measured in ms. When high PDV values appear, the user would see fuzzy images or freezing video from the most recently received video frames until the latest frame arrives. The latest frame would be played for a shorter time than expected in order to compensate the timing for the expected frame [4] . In case of packed loss, the lost frames will not be shown and the image will be skipped. Various queues on the way from the streaming server to the video player cause the PDV. Moreover, the 3G ISPs contribute to increases in PDV by attempting to compensate packet loss due to erroneous transmission by retransmissions.
We also note that TCP is adequate in recovering from lost packets, but on the other hand it amplifies the PDV while doing so. This is one of the reasons why TCP is unpopular among streaming video applications.
B. Exponential Weighted Moving Average
The UR obtained at a given time is strongly impacted by the previously measured PDV values. The goodness of the fit, the R 2 value, is improved from 0.25 to 0.51 when the EWMA technique is applied. This is an increase of goodness-of-fit of 60  80  100  120  140  160  180  200  220  240  260  280  300  320  340  360  380  400  420  440  460  480  500  520  540  560 over 100 % as stated in Table II . After EWMA was applied, the model evolved to
where PDV is measured in ms. 
C. On-Off Flushing Behavior
An oddity we have observed during the experiments is the on-off flushing behavior. Data transfer is suddenly stopped without any noticeable visual warning signs. After a seemingly random amount of time a burst of data, that was supposed to be sent during the outage, is delivered. After the burst of data, the data transfer continues as before. During the off timespan the video on the screen freezes. As a consequence, very low UR values were registered.
In extreme cases no packets arrive for about 30 seconds. This on-off flushing behavior degrades the correlation between the UR and the PDV results drastically. Fig.3 depicts two datasets where we fit the PDV values against the UR. In Fig.3(a) an excerpt of the unaltered dataset is plotted and fitted against a power function. The power model is chosen since it gives the maximum least square value, thus the best fit among other models as shown in Table II and Table III . The goodness-of-fit, R 2 , for the whole dataset is 0.51. Collection of consecutive identical values indicates that the PDV remained unchanged and no packets are received during those intervals. This is the case when data loss occurs, and we eliminate these values as described in Algorithm 2. When we ignore the on-off flushing behavior from the data set, see Fig.3(b) , and compute the R 2 value again we obtain 0.68. This is an increase of goodnessof-fit of about 33 %.
One of the reasons for on-off flushing behavior could be that the 3G network tries to recover from packet loss and only releases all packets when the lost packets are recovered. Referring to the large difference in R 2 values, instances of on-off flushing behavior can be seen as unwanted anomalies in the dataset. Another factor that could affect the correlation in a similar way is known as the recency effect [15] ; user's perception changes faster from good to bad than from bad to good. This is reflected in the UR dataset as a skewed reaction to QoS degradation, thus decreasing correlation between the two. We haven't yet investigated in detail the recency effect on our dataset.
D. Maximal Burst Size (MBS)
In previous research, measuring the delay variation is based on the assumption that the inter-departure times of the packets are uniform. This assumption does not tell, however, whether QoS degradation originates in the network or if the application layer is responsible. Inter-departure times of packets were not observed to be uniform in our experiments. For this reason and out of curiosity we observed the Maximal Burst Size (MBS). The number of packets departed within the same millisecond is traced. We then referred to MBS as the maximum amount of packets received within this time interval, which can also be considered as the clumping size. The MBS was plotted and fit against the UR in Fig.4 . The model that we found is given by
where MBS is measured in packets/interval. The UR is decreasing as the MBS is growing. The peaks in the number of transmitted packets per given time interval have a negative impact on the UR. This is a somehow surprising effect and can be explained by the fact that large MBS values indicate a flush following an off timespan. When we look at pcap traces we can identify MBS peaks. We distinguish two cases; short trails of identically-sized and very large sized packets with different content, and long trails of unusual differentlysized large packets. Only in the second case we see a severe video interruption as packet transmission is stopped when the streaming application sends feedback to the streaming server.
Our first guess is that the streaming video application, at least on Android, is constrained to process a certain amount of data during a given time. Larger amounts of information, reflected in the MBS, will result in deterioration of the video quality. Thus the application might be the bottleneck. The causes of large MBS values and its effects are currently under investigation. In this paper, we presented the results and observations from a QoE assessment tool that consists of an in-kernel measurement module and interactive video streaming application. We conducted a set of experiments, focussing on PDV and showed that the system is adequate to predict UR values, related to the QoE of streaming video users. Fitting the QoS on QoE metrics in a mathematical model enables a decision maker, e.g., for vertical handover, to participate in seamless communication with the goal of maximizing end-user satisfaction.
The importance of utilizing EWMA during the analysis of data related to the human perception is presented. From the results of our experiments we concluded that applying EWMA techniques to our collected data increases the goodness-offit of the power model by 100 %. In addition, on-off-flushing behavior and its effects on the correlation between the PDV and the UR values are presented. The goodness-of-fit of the model is observed to be increased by 33 % after removing the on-off flushing on the network with Algorithm 2 during measurements.
An additional parameter, the MBS, is measured and correlated with UR values. MBS which is measured on the receiving side shows the density of the packets departed from the streaming server within 1 ms time interval. The analysis regarding MBS is under investigation. We have implemented additional assessment algorithms for metrics such as the Packet Drop Rate (PDR) and Packet Reordering Rate (PRR), these are also currently under investigation. Appropriate QoE models for these QoS metrics are being evaluated by statistical inference.
Even though the experiments and observations in this paper focus only on 3G network so far, we have done similar research on other networks, e.g.,Wireless Local Area Network (WLAN). However, this is under investigation. With the completion of the ongoing research, we will be able to obtain QoS and QoE model from all available wireless networks. As a support for vertical handover mechanisms, the complete information, obtained from within different UDP tunnels which are bound to WLAN and 3G interfaces, will be simultaneously provided to the decision maker to point out the best available network.
