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Abstract
The aims of this paper are to discuss existence and uniqueness of local solutions for a class of non-
Newtonian fluids with singularity and vacuum in one-dimensional bounded intervals. There are two impor-
tant points in this paper, one is that we allow the initial vacuum; another one is that the viscosity term of
momentum equation is with singularity and fully nonlinearity.
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1. Introduction and main results
In this paper, we consider a class of compressible non-Newtonian fluids with singularity and
vacuum in one-dimensional bounded intervals:⎧⎨
⎩
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2
)
x
− (|ux |p−2ux)x + πx = ρf, (x, t) ∈ ΩT ,
π ≡ π(ρ) = Aργ , A > 0, γ > 1,
(1.1)
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{
(ρ,u)|t=0 = (ρ0, u0), x ∈ [−1,1],
u|x=−1 = u|x=1 = 0, t ∈ [0, T ], (1.2)
where ρ, u and π denote the unknown density, velocity and pressure, respectively. The motion of
the fluid is driven by an external force f , the initial density ρ0  0, 1 <p < 2, ΩT = I × (0, T ),
I = (−1,1).
Fluid dynamics has attracted the attention of many mathematicians and engineers. The
Navier–Stokes equations are generally accepted as a right governing equations for the compress-
ible or incompressible motion of viscous fluids, which is usually described by the principle of
conservation of mass and momentum, and we deduce that
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u)− div(Γ )+ ∇π = ρf,
where Γ denotes the viscous stress tensor, which depends on Eij (∇u), and
Eij (∇u) = ∂ui
∂xj
+ ∂uj
∂xi
is the rate of strain. If the relation between the stress and rate of strain is linear, then the fluid is
called Newtonian. That is, Newtonian fluids satisfy the following linear relation
Γ = μEij (∇u).
The coefficient of proportionality μ is called the viscosity coefficient, and it is a characteristic
material quantity for the fluid concerned, which in general depends on density, temperature and
pressure. Air, other gases, water, motor oil, alcohols, simple hydrocarbon compounds and others
tend to be Newtonian fluids. The governing equations of motions of them will be the Navier–
Stokes equations. If the relation is not linear, the fluid is called non-Newtonian. Examples of non-
Newtonian fluids are molten plastics, polymer solutions, dyes, varnishes, suspensions, adhesives,
paints, greases, paper pulp and biological fluids like blood. The simplest model of the stress–
strain relation for such fluids is given by the power laws, which states that
Γ = μ
(
∂ui
∂xj
+ ∂uj
∂xi
)q
,
for 0 < q < 1 (see [2]).
O.A. Ladyzhenskaya (see [6]) proposed a special form for Γ on the incompressible model:
Γij =
(
μ0 +μ1
∣∣E(∇u)∣∣p−2)Eij (∇u).
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⎪⎪⎪⎪⎪⎩
Newtonian, for μ0 > 0, μ1 = 0,
Rabinowitsch, for μ0,μ1 > 0, p = 4,
Eills, for μ0,μ1 > 0, p > 2,
Ostwald–de Waele, for μ0 = 0, μ1 > 0, p > 1,
Bingham, for μ0,μ1 > 0, p = 1.
For μ0 = 0, if p < 2 then it is a pseudo-plastic fluid, and if p > 2 then it is a dilant fluid (see [2]).
In the view of physics, the model captures the shear thinning fluid for the case of 1 <p < 2, and
captures the shear thickening fluid for the case of p > 2. The values of the parameters μ1, p of
some of the pseudo-plastic Ostwald–de Waele models are given in Whitaker [19]. For example,
for paper pulp μ1 = 0.418, p = 1.575, and for carboxymethyl cellulose in water μ1 = 0.194,
p = 1.566.
In this paper, for any p ∈ (1,2), we study existence and uniqueness of strong solutions to the
initial boundary value problem (1.1)–(1.2) with non-negative initial densities. For this case with
initial vacuum, we cannot find any existence result at present. It is well known that if p ∈ (1,2),
the second equation of (1.1) is with singularity, which is a difficult point. Moreover, the initial
density is allowed with vacuum, so we are facing another difficulty. In the case that the data ρ0,
u0, f are sufficiently regular and the initial density ρ0 has a positive lower bound, there exists a
unique measure-valued or weak solution to the problem (1.1)–(1.2). For details, we refer readers
to the papers [1,7–10] and [11]. Our method is not depend of theirs.
On the other hand, for the Newtonian fluid, namely p = 2, there have been few existence
results on the strong solutions for the general case of non-negative initial densities. The first
result was proved by R. Salvi and I. Straskraba. They showed in [12] that if Ω is a bounded
domain in R3, π = π(·) ∈ C2[0,∞), ρ0 ∈ H 2(Ω), u0 ∈ H 10 (Ω)∩H 2(Ω) and the compatibility
condition
−μu0 + ∇π(ρ0) = ρ1/20 g, for some g ∈ L2(Ω), (1.3)
is satisfied, then there exists a unique local strong solution (ρ, u) to the initial boundary value
problem. Independently of their work, H. Choe and H. Kim [3,13], Y. Cho, H. Choe and
H. Kim [4] proved a similar existence result when Ω is either a bounded domain or the whole
space and the compatibility condition (1.3) is satisfied. This is somewhat surprising because in
the context of the compressible Navier–Stokes or Euler equations, there have been many works
concerning the existence of solution with compactly supported initial data. For these results, see
e.g. [14–16,20,21] and [22].
Firstly, we state the definition of strong solution as follows.
Definition 1.1. The pair (ρ,u) is called a strong solution to the initial and boundary problem
(1.1)–(1.2), if the following conditions are satisfied:
(i) 0 ρ ∈ C([0, T ];H 1(I )), ρt ∈ C([0, T ];L2(I )), ut ∈ L2(0, T ;H 10 (I )),
u ∈ C([0, T ];H 10 (I ))∩L∞(0, T ;H 2(I )), √ρut ∈ L∞(0, T ;L2(I )).
(ii) For all ϕ ∈ C([0, T ];H 1(I )), ϕt ∈ L∞(0, T ;L2(I )), for a.e. t ∈ (0, T ), we have
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−1
ρ(x, t)ϕ(x, t)dx −
t∫
0
1∫
−1
(ρϕt + ρuϕx)(x, s)dx ds =
1∫
−1
ρ0ϕ(x,0)dx. (1.4)
(iii) For all φ ∈ C([0, T ];H 10 (I ))∩L∞(0, T ;H 2(I )), φt ∈ L2(0, T ;H 10 (I )), for a.e. t ∈ (0, T ),
we have
1∫
−1
ρ(x, t)u(x, t)φ(x, t)dx −
t∫
0
1∫
−1
{
ρuφt + ρu2φx + πφx − |ux |p−2uxφx
}
(x, s)dx ds
=
1∫
−1
ρ0u0φ(x,0)dx +
t∫
0
1∫
−1
ρf φ(x, s)dx ds. (1.5)
Then we can state our main result in this paper.
Main Theorem. Assume that (ρ0, u0, f ) satisfies the following conditions
0 ρ0 ∈ H 1(I ), u0 ∈ H 10 (I )∩H 2(I ), f ∈ L∞
(
0, T ;L2(I )),
ft ∈ L∞
(
0, T ;L2(I )),
and if there is a function g ∈ L2(I ), such that the following identity holds:
−(|u0x |p−2u0x)x + πx(ρ0) = ρ 120 g, for a.e. x ∈ I, (1.6)
then there exist a small time T∗ ∈ (0,+∞) and a unique strong solution (ρ,u) to the initial
boundary value problem (1.1)–(1.2) such that⎧⎪⎨
⎪⎩
ρ ∈ C([0, T∗];H 1(I )), ρt ∈ C([0, T∗];L2(I )), ut ∈ L2(0, T∗;H 10 (I )),
u ∈ C([0, T∗];H 10 (I ))∩L∞(0, T∗;H 2(I )), √ρut ∈ L∞(0, T∗;L2(I )),(|ux |p−2ux)x ∈ C([0, T∗];L2(I )).
(1.7)
Remark 1.1. In the proof of Main Theorem, we will mainly deal with two difficulties. One is that,
for every p ∈ (1,2), the second equation in (1.1) is always with singularity. For this, we avoid
this difficulty by regularizing equation. Another one is that we allow initial with vacuum. We
can perturb the initial density so that we avoid the vacuum to bring us difficulties. On the other
hand, for the nonlinear terms, we choose the iterative method to deal with it. Hence, we will face
the process of three times limiting. Fortunately, we obtain the uniform estimates of second-order
derivative of u(x, t), then get all of estimates which are necessary in the limiting process.
The rest of this paper is organized as follows. In Section 2, we present three fundamental
lemmas. In Section 3, we construct approximate solutions to the initial boundary value problem
with positive initial density and obtain the uniform estimate on the approximate solutions. In
Section 4, we give the convergence of the approximate solutions. In Section 5, we obtain the
proof of existence of the Main Theorem. In Section 6, we finish the proof of uniqueness of the
Main Theorem.
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In order to prove the Main Theorem, we need the following three lemmas.
Lemma 2.1. Let Ω be bounded set in R1, and 1 q  p +∞. Then
(i) |u|Lq(Ω)  |Ω|
1
q
− 1
p |u|Lp(Ω).
(ii) Lp(Ω) ↪→ Lq(Ω).
The proof of this lemma can be found in [7].
Lemma 2.2 (Embedding inequality). Assume that f = 0 on ∂Ω , here Ω ∈ R1 is bounded and
open, f ∈ C2+α(Ω¯). Then
|f ′|L∞(Ω)  d 12 (Ω)|f ′′|L2(Ω),
where d(Ω) denotes the length of Ω .
Proof. Since f ′(y) can be divided into
f ′(y) = f ′(ξ)+
y∫
ξ
f ′′(λ)dλ, (2.8)
and f ∈ C2+α(Ω¯), then f attains its maximum (minimum) on Ω¯ .
(i) If there exists a point ξ in Ω , such that f (ξ) attains its maximum (minimum), then
f ′(ξ) = 0.
(ii) If f cannot attain the maximum (minimum) in Ω , then it gets them on boundary, and
f = 0 on ∂Ω , thus f ≡ 0.
Therefore, we can find a point ξ in Ω¯ such that f ′(ξ) = 0, then (2.8) may be rewritten as:
∀y ∈ Ω¯,
f ′(y) =
y∫
ξ
f ′′(λ)dλ (y − ξ) 12
( y∫
ξ
(
f ′′(λ)
)2 dλ
) 1
2
 d 12 (Ω)
∣∣f ′′(y)∣∣
L2(Ω),
where d(Ω) denotes the length of Ω . Thus we have
|f ′|L∞(Ω)  d 12 (Ω)|f ′′|L2(Ω). 
Lemma 2.3. Let u0 ∈ H 10 (I ) ∩ H 2(I ), ρ0 ∈ H 1(I ), g ∈ L2(I ), and uε0 ∈ H 10 (I ) ∩ H 2(I ) is a
solution of the boundary value problem
⎧⎪⎨
⎪⎩
[(
ε(uε0x)
2 + 1
(uε0x)
2 + ε
) 2−p
2
uε0x
]
x
= πx(ρ0)− ρ
1
2
0 g,
ε ε
(2.9)
u0(−1) = u0(1) = 0.
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as εj → 0,
u
εj
0 → u0 in H 10 (I )∩H 2(I ),[(
εj (u
εj
0x)
2 + 1
(u
εj
0x)
2 + εj
) 2−p
2
u
εj
0x
]
x
→ (|u0x |p−2u0x)x in L2(I ).
Proof. According to (2.9), we have
uε0xx =
(
ε(uε0x)
2 + 1
(uε0x)
2 + ε
) p
2 ((uε0x)
2 + ε)2 (πx(ρ0)− ρ
1
2
0 g)
(ε(uε0x)
2 + 1)((uε0x)2 + ε)− (2 − p)(1 − ε2)(uε0x)2
. (2.10)
Then
∣∣uε0xx∣∣L2(I ) 
∣∣∣∣
(
(uε0x)
2 + ε
ε(uε0x)
2 + 1
)1− p2 ∣∣∣∣
L∞(I )
∣∣πx(ρ0)− ρ 120 g∣∣L2(I )

(∣∣uε0x∣∣2L∞(I ) + 1)1− p2 ∣∣πx(ρ0)− ρ 120 g∣∣L2(I ),
and then we obtain
∣∣uε0xx ∣∣L2(I )  C(1 + ∣∣πx(ρ0)− ρ 120 g∣∣L2(I )) 1p−1  C.
Therefore, by the above inequality, as εj → 0,
u
εj
0 → u0 in C
3
2 (I ), (2.11)
u
εj
0xx ⇀ u0xx in L
2(I ). (2.12)
Thus, we can obtain {uεj0x} is a Cauchy subsequence of C
3
2 (I ), for all η1 > 0, we find N , as
i, j > N , then we deduce
∣∣uεi0x − uεj0x∣∣L∞(I ) < η1.
Now, we prove that {uε0xx} has a Cauchy sequence in L2 norm.
Let
ψi = ψ
((
u
εi
0x
)2)= (εi(uεi0x)2 + 1
(u
εi
0x)
2 + εi
) p
2 ((u
εi
0x)
2 + εi)2
(εi(u
εi
0x)
2 + 1)((uεi0x)2 + εi)− (2 − p)(1 − ε2i )(uεi0x)2
.
For all η > 0, there exists N , as i, j > N , we have
∣∣uεi − uεj ∣∣ 2  |ψi −ψj |L∞(I )∣∣πx(ρ0)− ρ 12 g∣∣ 2 . (2.13)0xx 0xx L (I) 0 L (I)
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∣∣πx(ρ0)− ρ 120 g∣∣L2(I )  C,
where C is a positive constant, depending only on |ρ0|H 1(I ) and |g|L2(I ).
Using the following inequality
|ψi −ψj |L∞(I ) 
∣∣∣∣∣
1∫
0
ψ ′
(
θ
(
u
εi
0x
)2 + (1 − θ)(uεj0x)2)dθ ((uεi0x)2 − (uεj0x)2)
∣∣∣∣∣
L∞(I )
,
where 0 θ  1.
By the simple calculation, we have
ψ ′(s) 2
p − 1
(
1 + s− p2 ),
where C depending only on p, then we have
|ψi −ψj |L∞(I )
 2
p − 1
∣∣∣∣∣
(
1 +
1∫
0
(
θ
(
u
εi
0x
)2 + (1 − θ)(uεj0x)2)− p2 dθ
)((
u
εi
0x
)2 − (uεj0x)2)
∣∣∣∣∣
L∞(I )
 2
p − 1
∣∣uεi0x − uεj0x∣∣L∞(I )∣∣uεi0x + uεj0x∣∣L∞(I )
+ 4
(2 − p)(p − 1)
∣∣uεi0x − uεj0x∣∣ 2−p2L∞(I )∣∣uεi0x + uεj0x∣∣ 2−p2L∞(I )  η.
Substituting this into (2.13), we have
∣∣uεi0xx − uεj0xx∣∣L2(I ) < η,
then there is a subsequence {uεj0xx} of {uε0xx}, such that
u
εj
0xx → χ in L2(I ).
By the uniqueness of the weak convergence, we obtain
χ = u0xx.
Since πx(ρ0)− ρ
1
2
0 g are independent of ε, the same that we obtain, as εj → 0,
[(
εj (u
εj
0x)
2 + 1
(u
εj
0x)
2 + εj
) 2−p
2
u
εj
0x
]
x
→ (|u0x |p−2u0x)x in L2(I ).
Therefore, the proof of Lemma 2.3 is proved. 
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In this section, we first construct approximate solutions, then obtain the uniform estimates on
it. In particular, we deduce the uniform estimate on |uxx(t)|L2(I ).
Firstly, we consider the regularizing problem on initial function u0(x)⎧⎪⎨
⎪⎩−
[(
ε(uε0x)
2 + 1
(uε0x)
2 + ε
) 2−p
2
uε0x
]
x
+ πx
(
ρδ0
)= (ρδ0) 12 gδ,
uε0(−1) = uε0(1) = 0,
(3.14)
where 0 < ε, δ  1, gδ ∈ C∞0 (I ), and satisfies
|gδ|L2(I )  |g|L2(I ), lim
δ→0 |gδ − g|L2(I ) = 0.
Obviously, the boundary problem (3.14) exists a unique smooth solution uε0 ∈ H 10 (I )∩H 2(I )
(see [17, Chapter 7, Section 7]).
Then, we directly construct approximate solutions of the problem (1.1)–(1.2).
First step, we define u0 = 0, and substitute it into the initial problem
{
ρ1t + u0ρ1x + u0xρ1 = 0,
ρ1(x,0) = ρδ0,
where ρδ0 = Jδ ∗ρ0 +δ, Jδ is a mollifier on I . Obviously, the initial value problem exists a unique
smooth solution ρ1  δ > 0.
Second step, we substitute ρ1 into the following initial boundary value problem
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρ1u1t + ρ1u0u1x −
[(
ε(u1x)
2 + 1
(u1x)
2 + ε
) 2−p
2
u1x
]
x
+ π1x = ρ1f δ, (x, t) ∈ ΩT ,
u1(−1, t) = u1(1, t) = 0,
u1(x,0) = uε0,
where f δ ∈ C∞(Ω¯T ), f δ(−1, t) = f δ(1, t) = 0, and satisfy∣∣f δ∣∣
L∞(0,T ;L2(I ))  C|f |L∞(0,T ;L2(I )),∣∣f δt ∣∣L∞(0,T ;L2(I ))  C|ft |L∞(0,T ;L2(I )),
and as δ → 0, we have
∣∣f δ − f ∣∣
L∞(0,T ;L2(I )) → 0,∣∣f δt − ft ∣∣L∞(0,T ;L2(I )) → 0.
Because we have regularized the viscosity term, initial function and the external force f , ρ1 
δ > 0 is smooth, and the coefficient of viscosity term is bounded for some fixed ε > 0, according
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problem exists a unique smooth solution u1(x, t), for (x, t) ∈ [−1,1] × [0, T ].
Third step, we substitute u1 into the following initial problem
{
ρ2t + u1ρ2x + u1xρ2 = 0,
ρ2(x,0) = ρδ0 .
Using existence theorem of initial problem of the first-order linear hyperbolic equation, we can
gain a unique smooth solution ρ2, and substitute ρ2 into the following initial boundary value
problem
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρ2u2t + ρ2u1u2x −
[(
ε(u2x)
2 + 1
(u2x)
2 + ε
) 2−p
2
u2x
]
x
+ π2x = ρ2f, (x, t) ∈ ΩT ,
u2(−1, t) = u2(1, t) = 0,
u2(x,0) = uε0,
then we get a unique smooth solution u2. Thus by iterating step by step, we can obtain a smooth
function sequence {(ρk, uk)}, and (ρk, uk) is a unique smooth solution of the following initial
and boundary value problem
ρkt + uk−1ρkx + uk−1x ρk = 0, (3.15)
ρkukt + ρkuk−1ukx + Łεpuk + πkx = ρkf δ, (x, t) ∈ ΩT , (3.16)
ρk
∣∣
t=0 = ρδ0, uk
∣∣
t=0 = uε0, x ∈ I¯ ; uk(−1, t) = uk(1, t) = 0, t ∈ [0, T ], (3.17)
where πk ≡ π(ρk) = A(ρk)γ , A> 0, γ > 1,
Łεpu
k = −
[(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx
]
x
,
and ρδ0 is a smooth function, u
ε
0 ∈ H 10 (I ) ∩ H 2(I ) is the smooth solution of the boundary value
problem
{
Łεpuε0 = −πx
(
ρδ0
)+ (ρδ0) 12 gδ,
uε0(−1) = uε0(1) = 0.
(3.18)
Now, we need to get uniform estimate on approximate solutions, and prove the limit of the
approximate solutions is the solution of the problem (1.1)–(1.2) with vacuum.
In order to get uniform estimate on approximate solutions, we will firstly get the uniform
estimate on uε0.
For Eq. (3.18), we have
uε0xx =
(
ε(uε0x)
2 + 1
(uε )2 + ε
) p
2 ((uε0x)
2 + ε)2(πx(ρδ0)− (ρδ0)
1
2 gδ)
(ε(uε )2 + 1)((uε )2 + ε)− (2 − p)(1 − ε2)(uε )2 ,0x 0x 0x 0x
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∣∣uε0xx∣∣L2(I ) 
∣∣∣∣
(
(uε0x)
2 + ε
ε(uε0x)
2 + 1
)1− p2 ∣∣∣∣
L∞(I )
∣∣πx(ρδ0)− (ρδ0) 12 gδ∣∣L2(I )

(∣∣uε0x∣∣2L∞(I ) + 1)1− p2 (∣∣(ρδ0) 12 gδ∣∣L2(I ) + ∣∣πx(ρδ0)∣∣L2(I ))

(∣∣uε0xx ∣∣2L2(I ) + 1)1− p2 (∣∣(ρδ0) 12 gδ∣∣L2(I ) + ∣∣πx(ρδ0)∣∣L2(I )).
Then, using Young’s inequality, we have
|u0xx |L2(I )  C
(
1 + |ρ0|
1
2
L∞(I )|g|L2(I ) +
∣∣πx(ρ0)∣∣L2(I )) 1p−1 <C. (3.19)
By virtue of Lemma 2.2 and (3.19), we get
∣∣uε0∣∣L∞(I ) + ∣∣uε0x∣∣L∞(I ) + ∣∣uε0xx∣∣L2(I )  C, (3.20)
where C is a positive constant, depending only on M0. Throughout the paper, we denote by
M0 = 1 + |ρ0|H 1(I ) + |g|L2(I ) + |f |L∞(0,T ;L2(I )) + |ft |L∞(0,T ;L2(I )).
From now on, we derive uniform bounds on the approximate solutions, including |ukxx |L2(I ),
which need to separately discuss on 1 <p  4/3 and 4/3 <p < 2.
3.1. The case of 4/3 <p < 2
Let K  1 be a fixed integer, and let us construct an auxiliary function
ΦK(t) = max
1kK
sup
0st
(
1 + ∣∣ρk(s)∣∣
H 1(I ) +
∣∣uk(s)∣∣
W
1,p
0 (I )
+ ∣∣√ρkukt (s)∣∣L2(I )).
Then we will prove that ΦK(t) is local bounded for 4/3 < p < 2 by arguments of Gronwall-
type.
Firstly, we estimate |uk(s)|
W
1,p
0 (I )
of ΦK(t).
Multiplying (3.16) by ukt , and integrating it over (−1,1) on x, we deduce that
1∫
−1
ρk
∣∣ukt ∣∣2 dx +
1∫
−1
[(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx
]
ukxt dx
= d
dt
1∫
−1
πkukx dx +
1∫
−1
[(
ρf − ρuk−1ukx
)
ukt − πkt ukx
]
dx, (3.21)
and integrating over (0, t) on time variable for (3.21), we have
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0
1∫
−1
ρk
∣∣ukt ∣∣2 dx ds +
t∫
0
1∫
−1
[(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx
]
ukxt dx ds
= −
1∫
−1
πkukx(0)dx +
1∫
−1
πkukx(t)dx +
t∫
0
1∫
−1
[(
ρf − ρuk−1ukx
)
ukt − πkt ukx
]
dx ds. (3.22)
We firstly compute the second term of (3.22), we get
1∫
−1
[(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx
]
ukxt dx =
1
2
1∫
−1
(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2 (
ukx
)2
t
dx
= 1
2
d
dt
1∫
−1
( (ukx)2∫
0
(
εs + 1
s + ε
) 2−p
2
ds
)
dx, (3.23)
and
(ukx)
2∫
0
(
εs + 1
s + ε
) 2−p
2
ds 
(ukx)
2∫
0
(s + 1) p−22 ds =
(ukx)
2+1∫
1
t
p−2
2 dt = 2
p
[((
ukx
)2 + 1) p2 − 1]. (3.24)
Substituting (3.23), (3.24) into (3.22), and by (3.20), we obtain
t∫
0
∣∣√ρkukt (s)∣∣2L2(I ) ds + 1p
1∫
−1
∣∣ukx(t)∣∣p dx
 2
p
∣∣uεx(0)∣∣pLp(I) + ∣∣πk(ρδ0)∣∣
p
p−1
L
p
p−1 (I )
+ 2
p
+
1∫
−1
∣∣πkukx(t)∣∣dx
+
t∫
0
1∫
−1
∣∣(ρkf δ − ρkuk−1ukx)ukt − πkt ukx∣∣dx ds
 C +
1∫
−1
∣∣πkukx(t)∣∣dx +
t∫
0
1∫
−1
∣∣(ρkf δ − ρkuk−1ukx)ukt − πkt ukx∣∣dx ds, (3.25)
where C is a positive constant, depending only on M0.
By virtue of (3.25) and using Young’s inequality, we obtain
t∫
0
∣∣√ρkukt (s)∣∣2L2(I ) ds + ∣∣ukx(t)∣∣pLp

t∫ 1∫ (∣∣ρkf δukt ∣∣+ ∣∣ρkuk−1ukxukt ∣∣+ ∣∣πkt ukx∣∣)dx ds +C∣∣πk∣∣ pp−1
L
p
p−1 (I )
+ 1
2
∣∣ukx(t)∣∣pLp(I) +C0 −1
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t∫
0
∣∣√ρkukt (s)∣∣2L2(I ) ds +Cη
t∫
0
∣∣√ρkf δ(s)∣∣2
L2(I ) ds
+
t∫
0
∣∣ukxx(s)∣∣L2(I )∣∣πkt (s)∣∣L2(I ) ds +
t∫
0
∣∣ρk∣∣
L2(I )
∣∣uk−1∣∣2
L∞(I )
∣∣ukx∣∣ p2Lp(I)∣∣ukx∣∣1− p2L∞(I ) ds
+C∣∣πk(t)∣∣ pp−1
L
p
p−1 (I )
+ 1
2
∣∣ukx(t)∣∣pLp(I) +C,
where 0 < η  1.
By (3.15), we have
πkt = −πkx uk−1 − γπkuk−1x ,
the above inequality can be rewritten into
t∫
0
∣∣√ρkukt (s)∣∣2L2(I ) ds + ∣∣ukx(t)∣∣pLp(I)

t∫
0
(∣∣√ρkf δ(s)∣∣2
L2(I ) +
∣∣ρk(s)∣∣
L2(I )
∣∣uk−1x (s)∣∣2Lp(I)∣∣ukx(s)∣∣ p2Lp(I)∣∣ukxx(s)∣∣1− p2L2(I ))ds
+
t∫
0
∣∣ukxx(s)∣∣L2(I )(Aγ ∣∣ρk∣∣γ−1L∞(I )∣∣ρkx ∣∣L2(I )∣∣uk−1x ∣∣Lp(I) + γ ∣∣ρk∣∣γL∞(I )∣∣uk−1xx ∣∣L2(I ))ds
+C∣∣πk(t)∣∣ pp−1
L
p
p−1 (I )
+C. (3.26)
To estimate the right of (3.26), we firstly have
∣∣ρk(t)∣∣
L∞(I ) +
∣∣πk(t)∣∣
H 1(I ) 
∣∣ρk(t)∣∣
H 1(I ) +C
∣∣ρk(t)∣∣γ−1
L∞(I )
∣∣ρk(t)∣∣
H 1(I )  CΦ
γ
K(t).
Using (3.15), we have
1∫
−1
∣∣πk(t)∣∣ pp−1 dx
=
1∫
−1
∣∣πk(ρδ0)∣∣ pp−1 dx +
t∫
0
∂
∂s
( 1∫
−1
[
π
(
ρk(x, s)
)] p
p−1 dx
)
ds
=
1∫ ∣∣πk(ρδ0)∣∣ pp−1 dx + pp − 1
t∫ 1∫
Aγ
(
ρk
)γ−1
π
1
p−1
(−ρkxuk−1 − ρkuk−1x )dx ds−1 0 −1
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t∫
0
∣∣A(ρk(s))γ−1∣∣
L∞(I )
∣∣πk(s)∣∣ 1p−1L∞(I )∣∣ρk(s)∣∣H 1(I )∣∣uk−1x (s)∣∣Lp(I) ds
 C
(
1 +
t∫
0
Φ
(γ+1+ 8
p−1 )
K (s)ds
)
,
where C is a positive constant, depending only of M0.
To the estimate of (3.26), we need to estimate |uxx(t)|L2(I ). By virtue of (3.16), we have
[(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx
]
x
= ρkukt + ρuk−1ukx + πkx − ρkf δ,
then we have
∣∣ukxx∣∣=
(
ε(ukx)
2 + 1
(ukx)
2 + ε
) p
2 [(ukx)2 + ε]2
(ε(ukx)
2 + 1)((ukx)2 + ε)− (2 − p)(1 − ε2)(ukx)2
· ∣∣ρkukt + ρkuk−1ukx + πkx − ρkf δ∣∣
 1
p − 1
((
ukx
)2 + ε)1− p2 ∣∣ρkukt + ρkuk−1ukx + πkx − ρkf δ∣∣
 1
p − 1
(∣∣ukx∣∣2−p + 1)∣∣ρkukt + ρkuk−1ukx + πkx − ρkf δ∣∣.
Taking the above inequality by L2 norm, we obtain
∣∣ukxx(t)∣∣L2(I )
 1
p − 1
(∣∣ukx(t)∣∣2−pL∞(I ) + 1)[∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣L2(I )
+ ∣∣πkx (t)∣∣L2(I ) + ∣∣ρkf δ(t)∣∣L2(I )]
 1
p − 1
∣∣ukxx∣∣2−pL2(I )[∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣L2(I ) + ∣∣πkx (t)∣∣L2(I ) + ∣∣ρkf δ(t)∣∣L2(I )]
+ 1
p − 1
[∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣L2(I ) + ∣∣πkx (t)∣∣L2(I ) + ∣∣ρkf δ(t)∣∣L2(I )]
 1
2
∣∣ukxx∣∣L2(I ) +C[∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣L2(I ) + ∣∣πkx (t)∣∣L2(I ) + ∣∣ρkf δ(t)∣∣L2(I )] 1p−1
+ 1
p − 1
[∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣L2(I ) + ∣∣πkx (t)∣∣L2(I ) + ∣∣ρkf δ(t)∣∣L2(I )].
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∣∣ukxx(t)∣∣L2(I )  C[1 + ∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣L2(I ) + ∣∣πkx (t)∣∣L2(I )
+ ∣∣ρkf δ(t)∣∣
L2(I )
] 1
p−1 ,
we only need to consider
∣∣ukxx(t)∣∣p−1L2(I )
 C
[
1 + ∣∣ρk(t)∣∣ 12L∞(I )∣∣
√
ρkukt (t)
∣∣
L2(I )
+ (∣∣ρk(t)∣∣
L∞(I )
∣∣uk−1(t)∣∣
L∞(I )
∣∣ukx(t)∣∣ p2Lp(I)∣∣ukx(t)∣∣1− p2L∞(I ))+ ∣∣πkx (t)∣∣L2(I ) + ∣∣ρkf δ(t)∣∣L2(I )]
 C
[
1 + ∣∣ρk(t)∣∣
L∞(I )
∣∣√ρkukt (t)∣∣L2(I ) + (∣∣ρk(t)∣∣L∞(I )∣∣uk−1x (t)∣∣Lp(I)∣∣ukx(t)∣∣ p2Lp(I)) 2(p−1)3p−4
+ ∣∣πkx (t)∣∣L2(I ) + ∣∣ρkf δ(t)∣∣L2(I )]+ 12
∣∣uxx(t)∣∣p−1L2(I )
 C
[
Φ2K(t)+Φ
(4+p)(p−1)
3p−4
K (t)+ΦγK(t)+ΦK(t)
]+ 1
2
∣∣uxx(t)∣∣p−1L2(I ).
Then,
∣∣ukxx(t)∣∣L2(I )  CΦ
(4+p)γ
3p−4
K (t) CΦ
6γ
3p−4
K (t). (3.27)
Using (3.25), we have
t∫
0
∣∣√ρkukt (s)∣∣2L2(I ) ds + ∣∣ukx(t)∣∣pLp(I)  C
(
1 +
t∫
0
Φ
24γ
3p−4
K (s)ds
)
, (3.28)
for all k, 1 k K, where C is a positive constant, depending only on M0.
Secondly, we will estimate |√ρkukt (t)|L2(I ) of ΦK(t).
We differentiate (3.16) with respect to t , and multiply it by ukt , and integrating it over (−1,1)
with respect to x, we obtain
1
2
d
dt
1∫
−1
ρk
∣∣ukt ∣∣2(t)dx +
1∫
−1
[(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx
]
t
ukxt (t)dx
=
1∫
−1
[(
ρkuk−1
)
x
(
ukt + uk−1ukx − f δ
)− ρkuk−1t ukx + ρkf δt ]ukt dx +
1∫
−1
πkt u
k
xt dx. (3.29)
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ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx
]
t
ukxt
=
(
ε(ukx)
2 + 1
(ukx)
2 + ε
)− p2 (ε(ukx)2 + 1)((ukx)2 + ε)− (2 − p)(1 − ε2)(ukx)2
((ukx)
2 + ε)2
(
ukxt
)2
 (p − 1)[(ukx)2 + 1] p−22 (ukxt)2.
Let
βk =
[(
ukx
)2 + 1] p−24 .
By (3.27), we have
∣∣β−1k ∣∣L∞(I ) = ∣∣((ukx)2 + 1) 2−p4 ∣∣L∞(I )  (∣∣ukx∣∣2L∞(I ) + 1) 2−p4  ∣∣ukx∣∣ 2−p2L∞(I ) + 1 CΦ
3γ
3p−4
K (t)+ 1.
Then (3.29) can be rewritten into
1
2
d
dt
1∫
−1
ρk
∣∣ukt ∣∣(t)dx + (p − 1)
1∫
−1
[(
ukx
)2 + 1] p−22 (ukxt )2 dx
= 1
2
d
dt
1∫
−1
ρk
∣∣ukt ∣∣(t)dx + (p − 1)
1∫
−1
∣∣βkukxt ∣∣2 dx

1∫
−1
πkt u
k
xt dx +
1∫
−1
[(
ρkuk−1
)
x
(
ukt + uk−1ukx − f δ
)− ρkuk−1t ukx + ρkf δt ]ukt dx

1∫
−1
(
2ρk
∣∣uk−1∣∣∣∣ukt ∣∣∣∣ukxt ∣∣+ ρk∣∣uk−1∣∣∣∣uk−1x ∣∣∣∣ukx∣∣∣∣ukt ∣∣+ ∣∣ρkx ∣∣∣∣uk−1∣∣2∣∣ukt ∣∣∣∣ukx∣∣
+ ρk∣∣uk−1t ∣∣∣∣ukt ∣∣∣∣ukx∣∣+ ∣∣πkx ∣∣∣∣uk−1∣∣∣∣ukxt ∣∣+ γπk∣∣uk−1x ∣∣∣∣ukxt ∣∣+ ∣∣ρkx ∣∣∣∣uk−1∣∣∣∣f δ∣∣∣∣ukt ∣∣
+ ρk∣∣uk−1x ∣∣∣∣f δ∣∣∣∣ukt ∣∣+ ρk∣∣uk−1∣∣∣∣f δ∣∣∣∣ukxt ∣∣+ ρk∣∣ukt ∣∣∣∣f δt ∣∣)dx
=
10∑
j=1
Ij . (3.30)
Using Sobolev inequality and Young’s inequality, we obtain
I1 =
1∫
−1
2ρk
∣∣uk−1∣∣∣∣ukt ∣∣∣∣ukxt ∣∣dx  2∣∣ρk∣∣ 12L∞(I )∣∣uk−1∣∣L∞(I )∣∣
√
ρkukt
∣∣
L2(I )
∣∣ukxt ∣∣L2(I )
 2
∣∣ρk∣∣ 12L∞(I )∣∣
√
ρkukt
∣∣
L2(I )
∣∣uk−1x ∣∣Lp(I)∣∣βkukxt ∣∣L2(I )∣∣β−1k ∣∣L∞(I )
 CΦ
16γ
3p−4
K (t)+
p − 1 ∣∣βkukxt (t)∣∣2L2(I ),8
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1∫
−1
ρk
∣∣uk−1∣∣∣∣uk−1x ∣∣∣∣ukx∣∣∣∣ukt ∣∣dx  ∣∣ρk∣∣
L
p
p−1 (I )
∣∣uk−1∣∣
L∞(I )
∣∣uk−1x ∣∣Lp(I)∣∣ukx∣∣L∞(I )∣∣ukt ∣∣L∞(I )

∣∣ρk∣∣
L∞(I )
∣∣uk−1x ∣∣2Lp(I)∣∣ukxx∣∣L2(I )∣∣ukxt ∣∣L2(I )

∣∣ρk∣∣
L∞(I )
∣∣uk−1x ∣∣2Lp(I)∣∣ukxx∣∣L2(I )∣∣βkukxt ∣∣L2(I )∣∣β−1k ∣∣L∞(I )
 CΦ
48γ
3p−4
K (t)+
p − 1
8
∣∣βkukxt (t)∣∣2L2(I ),
I3 =
1∫
−1
∣∣ρkx ∣∣∣∣uk−1∣∣2∣∣ukt ∣∣|ukx |dx  ∣∣ρkx ∣∣L2(I )∣∣uk−1∣∣2L∞(I )∣∣ukt ∣∣L∞(I )∣∣ukx∣∣ p2Lp(I)∣∣ukx∣∣1− p2L∞(I )

∣∣ρkx ∣∣L2(I )∣∣uk−1x ∣∣2Lp(I)∣∣βkukxt ∣∣L2(I )∣∣β−1k ∣∣L∞(I )∣∣ukx∣∣ p2Lp(I)∣∣ukxx∣∣1− p2L2(I )
 CΦ
24γ
3p−4
K (t)+
p − 1
8
∣∣βkukxt (t)(t)∣∣2L2(I ),
I4 =
1∫
−1
ρk
∣∣uk−1t ∣∣∣∣ukt ∣∣∣∣ukx∣∣dx  ∣∣ρk∣∣ 34L∞(I )∣∣uk−1t ∣∣L∞(I )[ukx]Lp(I)∣∣
√
ρkukt
∣∣ 12
L2(I )
∣∣ukt ∣∣ 12L∞(I )

∣∣ρk∣∣ 34L∞(I )∣∣βk−1uk−1xt ∣∣L2(I )∣∣βkukxt ∣∣ 12L2(I )∣∣
√
ρkukt
∣∣ 12
L2(I )
∣∣ukx∣∣Lp(I)∣∣β−1k−1∣∣L∞(I )∣∣β−1k ∣∣L∞(I )
 CΦ
2( 34 +1+ 12 +2· 3γ3p−4 )
K (t)
∣∣βkukxt ∣∣L2(I ) + p − 12
∣∣βk−1uk−1xt ∣∣2L2(I )
 CΦ
42γ
3p−4
K (t)+
p − 1
2
∣∣βk−1uk−1xt (t)∣∣2L2(I ) + p − 18
∣∣βkukxt (t)∣∣2L2(I ),
I5 =
1∫
−1
∣∣πkx ∣∣∣∣uk−1∣∣∣∣ukxt ∣∣dx  ∣∣πkx ∣∣L2(I )∣∣uk−1∣∣L∞(I )∣∣βkukxt ∣∣L2(I )∣∣β−1k ∣∣L∞(I )
 CΦ
14γ
3p−4
K (t)+
p − 1
8
∣∣βkukxt (t)∣∣2L2(I ),
I6 =
1∫
−1
γπk
∣∣uk−1x ∣∣∣∣ukxt ∣∣dx  C∣∣πk∣∣L2(I )∣∣uk−1x ∣∣L∞(I )∣∣ukxt ∣∣L2(I )
 C
∣∣πk∣∣
L2(I )
∣∣uk−1xx ∣∣L2(I )∣∣βkukxt ∣∣L2(I )∣∣β−1k ∣∣L∞(I )  CΦ
22γ
3p−4
K (t)+
p − 1
8
∣∣βkukxt (t)∣∣2L2(I ),
I7 =
1∫
−1
∣∣ρkx ∣∣∣∣uk−1∣∣∣∣f δ∣∣∣∣ukt ∣∣dx  ∣∣ρkx ∣∣L2(I )∣∣uk−1∣∣L∞(I )∣∣f δ∣∣L2(I )∣∣ukt ∣∣L∞(I )

∣∣ρkx ∣∣ 2 ∣∣uk−1x ∣∣ p ∣∣f δ∣∣ 2 ∣∣ukxt ∣∣ 2L (I) L (I) L (I) L (I)
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∣∣ρkx ∣∣L2(I )∣∣uk−1x ∣∣Lp(I)|f |L2(I )∣∣βkukxt ∣∣L2(I )∣∣β−1k ∣∣L∞(I )
 CΦ
14γ
3p−4
K (t)+
p − 1
8
∣∣βkukxt (t)∣∣2L2(I ),
I8 =
1∫
−1
ρk
∣∣uk−1x ∣∣∣∣f δ∣∣∣∣ukt ∣∣dx  ∣∣ρk∣∣ 12L∞(I )∣∣
√
ρkukt
∣∣
L2(I )
∣∣f δ∣∣
L2(I )
∣∣uk−1x ∣∣L∞(I )

∣∣ρk∣∣ 12L∞(I )∣∣
√
ρkukt
∣∣
L2(I )
∣∣f δ∣∣
L2(I )
∣∣uk−1xx ∣∣L2(I )  CΦ
9γ
3p−4
K (t),
I9 =
1∫
−1
ρk
∣∣uk−1∣∣∣∣f δ∣∣∣∣ukxt ∣∣dx  ∣∣ρk∣∣L∞(I )∣∣uk−1∣∣L∞(I )∣∣f δ∣∣L2(I )∣∣ukxt ∣∣L2(I )

∣∣ρk∣∣
L∞(I )
∣∣uk−1x ∣∣Lp(I)∣∣f δ∣∣L2(I )∣∣βkukxt ∣∣L2(I )∣∣β−1k ∣∣L∞(I )
 CΦ
14γ
3p−4
K (t)+
p − 1
8
∣∣βkukxt (t)∣∣2L2(I ),
I10 =
1∫
−1
ρk
∣∣ukt ∣∣∣∣f δt ∣∣dx  ∣∣ρk∣∣ 12L∞(I )∣∣
√
ρkukt
∣∣
L2(I )
∣∣f δt ∣∣L2(I )  CΦ 32K(t).
Substituting Ij (j = 1,2, . . . ,10) into (3.30), integrating over (τ, t) on time variable, we have
∣∣√ρkukt (t)∣∣2L2(I ) + (p − 1)
t∫
τ
∣∣βkukxt ∣∣2L2(s)ds
 C
t∫
τ
Φ
54γ
3p−4
K (s)ds +
∣∣√ρkukt (τ )∣∣2L2(I ) + p − 12
t∫
τ
∣∣βk−1uk−1xt ∣∣2L2(I )(s)ds
 C
t∫
τ
Φ
54γ
3p−4
K (s)ds + sup
1kK
(
1 + ∣∣√ρkukt (τ )∣∣2L2(I ))+ p − 12
t∫
τ
∣∣βk−1uk−1xt ∣∣2L2(I )(s)ds,
(3.31)
then, from the above recursive relation, we obtain
(p − 1)
t∫
τ
∣∣βkukxt ∣∣2L2(I )(s)ds

(
1 + 1
2
+ 1
4
+ · · · + 1
2K
)
C
[ t∫
τ
Φ
54γ
3p−4
K (s)ds + sup
0kK
(
1 + ∣∣√ρkukt (τ )∣∣2L2(I ))
]
 2C
[ t∫
Φ
54γ
3p−4
K (s)ds + sup
0kK
(
1 + ∣∣√ρkukt (τ )∣∣2L2(I ))
]
,τ
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∣∣√ρkukt (t)∣∣2L2(I ) +
t∫
τ
∣∣βkukxt ∣∣2L2(s)ds
 C
t∫
τ
Φ
54γ
3p−4
K (s)ds + sup
0kK
(
1 + ∣∣√ρkukt (τ )∣∣2L2(I )), (3.32)
where C is a positive constant, depending only on M0.
To obtain the estimate of |√ρkukt (t)|2L2(I ), we need to estimate
lim
τ→0 sup0kK
(
1 + ∣∣√ρkukt (τ )∣∣2L2(I )).
Using (3.16), we get
1∫
−1
ρk
∣∣ukt ∣∣2(t)dx  2
1∫
−1
(
ρk
∣∣uk−1∣∣2∣∣ukx∣∣2 + ρk∣∣f δ∣∣2 + (ρk)−1∣∣Łεpuk + πkx ∣∣2)dx.
Since (ρk, uk) is a smooth solution, we obtain
lim
t→0
1∫
−1
(
ρk
∣∣uk−1∣∣2∣∣ukx∣∣2 + ρk∣∣f δ∣∣2 + (ρk)−1∣∣Łεpuk + πkx ∣∣2)(x, t)dx
=
1∫
−1
(
ρδ0
∣∣uε0∣∣2∣∣uε0x∣∣2 + ρδ0∣∣f δ∣∣2 + (ρδ0)−1∣∣Łεpuε0 + πkx (ρδ0)∣∣2)(x, t)dx
=
1∫
−1
(
ρδ0
∣∣uε0∣∣2∣∣uε0x∣∣2 + ρδ0∣∣f δ∣∣2)dx + |gδ|2L2(I )
 |ρ0|L∞(I )
∣∣uε0∣∣L∞(I )∣∣uε0x∣∣2L2(I ) + |ρ0|L∞(I )|f |L2(I ) + |g|2L2(I ).
Thus, using (3.20), we deduce
lim
τ→0 sup
1∫
−1
ρk
∣∣ukt ∣∣2(τ )dx  C,
where C is a positive constant, depending only on M0.
Taking a limit on τ for inequality (3.32), we obtain, as τ → 0,
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t∫
0
∣∣βkukxt ∣∣2L2(s)ds  C
(
1 +
t∫
0
Φ
54γ
3p−4
K (s)ds
)
, (3.33)
where C is a positive constant, depending only on M0.
Multiplying (3.15) by ρk , and integrating over (−1,1) with respect to x, we have
1
2
d
dt
1∫
−1
∣∣ρk(t)∣∣2dx +
1∫
−1
(
ρkuk−1
)
x
ρk(t)dx = 0,
using integration by parts, we have
1
2
d
dt
1∫
−1
∣∣ρk(t)∣∣2 dx  1
2
1∫
−1
∣∣uk−1x ∣∣∣∣ρk∣∣2(t)dx,
by Sobolev inequality, we have
d
dt
∣∣ρk(t)∣∣
L2(I )  C
∣∣uk−1xx (t)∣∣L2(I )∣∣ρk(t)∣∣L2(I ). (3.34)
Then differentiating (3.15) with respect to x, and multiplying it by ρkx , and integrating over
(−1,1) on x, we deduce
d
dt
1∫
−1
∣∣ρkx ∣∣2(t)dx =
1∫
−1
(
1
2
uk−1x
(
ρkx
)2 + ρkρkxuk−1xx
)
(t)dx
 C
1∫
−1
(∣∣uk−1x ∣∣∣∣ρkx ∣∣2 + ρk∣∣ρkx ∣∣∣∣uk−1xx ∣∣)(t)dx
 C
(∣∣uk−1x (t)∣∣L2(I )∣∣ρkx(t)∣∣2L2(I ) + ∣∣ρk(t)∣∣L∞(I )∣∣ρkx(t)∣∣L2(I )∣∣uk−1xx (t)∣∣L2(I )),
using Sobolev inequality, we obtain
d
dt
∣∣ρkx(t)∣∣L2(I )  C∣∣ρk(t)∣∣H 1(I )∣∣uk−1xx (t)∣∣L2(I ). (3.35)
Using (3.34) and (3.35), we have
d
dt
(∣∣ρk(t)∣∣
L2(I ) +
∣∣ρkx(t)∣∣L2(I ))= ddt
∣∣ρk(t)∣∣
H 1(I )  C
∣∣ρk(t)∣∣
H 1(I )
∣∣uk−1xx (t)∣∣L2(I ),
applying to Gronwall’s inequality, we obtain
2890 H. Yuan, X. Xu / J. Differential Equations 245 (2008) 2871–2916sup
0tT
∣∣ρk(t)∣∣
H 1(I ) 
∣∣ρk0 ∣∣H 1(I ) exp
(
C
t∫
0
∣∣uk−1xx (·, s)∣∣L2(I ) ds
)
. (3.36)
Substituting (3.27) into (3.36), we have
∣∣ρk(t)∣∣
H 1(I )  C
∣∣ρδ0∣∣H 1(I ) exp
( t∫
0
∣∣uk−1xx (s)∣∣L2(I ) ds
)
 C|ρ0|H 1(I ) exp
( t∫
0
Φ
6γ
3p−4
K (s)ds
)
, (3.37)
and using (3.37) and (3.15), we have
∣∣ρkt (t)∣∣L2(I )  ∣∣ρkx(t)∣∣L2(I )∣∣uk−1(t)∣∣L∞(I ) + ∣∣ρk(t)∣∣L∞(I )∣∣uk−1xx (t)∣∣L2(I )  CΦ
8γ
3p−4
K (t). (3.38)
Thus, by virtue of (3.28), (3.33) and (3.37), we deduce
∣∣ukx(t)∣∣pLp(I) + ∣∣ρk(t)∣∣H 1(I ) + ∣∣
√
ρkukt (t)
∣∣2
L2(I ) +
t∫
0
(∣∣√ρkukt (s)∣∣2L2(I ) + ∣∣ukxt (s)∣∣2L2(I ))ds
 C1 exp
(
C2
t∫
0
Φ
6γ
3p−4
K (s)ds
)
. (3.39)
By the definition of ΦK(t), we obtain
ΦK(t) C1 exp
(
C2
t∫
0
Φ
6γ
3p−4
K
)
(s)ds, (3.40)
where C1, C2 is a positive constant, depending only on M0.
For the inequality (3.40), if
T∫
0
Φ
6γ
3p−4
K (s)ds < 1,
then we take T = T1. Instituting the above inequality into (3.39), we can directly obtain the
estimate (3.42).
On the other hand, if
T∫
Φ
6γ
3p−4
K (s)ds  1,0
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t0∫
0
Φ
6γ
3p−4
K (s)ds = 1.
So we have
sup
0tt0
ΦK(t) C1 eC2 ,
and
1 =
t0∫
0
Φ
6γ
3p−4
K (s)ds 
t0∫
0
C
6γ
3p−4
1 e
6γC2
3p−4 ds  C
6γ
3p−4
1 e
6γC2
3p−4 t0,
then
1 C
6γ
3p−4
1 e
6γC2
3p−4 t0.
Thus, we obtain
T1 = C
−6γ
3p−4
1 e
−6γC2
3p−4 ,
we finally deduce
sup
0tT1
Φ(t) C1 eC2, (3.41)
where C1, C2 is a positive constant, depending only on M0.
Then, for all k, 1 k K , we obtain the following estimate
ess sup
0tT1
(∣∣ρk(t)∣∣
H 1(I ) +
∣∣uk(t)∣∣
W
1,p
0 ∩H 2(I )
+ ∣∣√ρkukt (t)∣∣L2(I ) + ∣∣ρkt (t)∣∣L2(I ))
+
T1∫
0
∣∣βkukxt (s)∣∣2L2(I ) ds  C. (3.42)
By virtue of ∣∣ukxt (t)∣∣L2(I )  ∣∣βkukxt (t)∣∣L2(I )∣∣β−1k ∣∣L∞(I ),
then
t∫ ∣∣ukxt (s)∣∣2L2(I ) ds  C
t∫ ∣∣βkukxt (s)∣∣2L2(I ) ds.0 0
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ess sup
0tT1
(∣∣ρk(t)∣∣
H 1(I ) +
∣∣uk(t)∣∣
W
1,p
0 ∩H 2(I )
+ ∣∣√ρkukt (t)∣∣L2(I ) + ∣∣ρkt (t)∣∣L2(I ))
+
T1∫
0
∣∣ukxt (s)∣∣2L2(I ) ds  C, (3.43)
where C is a positive constant, depending only on M0.
3.2. The case of 1 <p  4/3
In the case of 1 < p  4/3, it is similar Section 3.1, here we only present key estimate of
‖uxx‖Lq . We can take q ∈ (1,2], when p ∈ (1,4/3]. For the convenience, we only consider
p ∈ (1,4/3). For the case of p = 4/3, we only prove the same result for q ∈ (1,2).
Firstly, we construct a similar auxiliary function
ΦK(t) = max
1kK
sup
0st
(
1 + ∣∣ρk(s)∣∣
W 1,q (I ) +
∣∣ukx(s)∣∣Lp(I) + ∣∣
√
ρkukt (s)
∣∣
L2(I )
)
.
By the same method, we also want to obtain the uniform estimate (3.43) in the case of 1 < p 
4/3.
Similar to 4/3 <p < 2, we need to estimate |ρk(s)|W 1,q (I ), |ukx(s)|Lp(I), and |
√
ρkukt (s)|L2(I )
respectively. View the process of last step, we know that estimate of |uxx |L2 is crucial and acts as
a very important role, we need to rebuild the estimate of |uxx |Lq(I), and the remainder estimates
are same as the case of 4/3 < p < 2. So, here we omit the detail, and only give the process of
estimate of |uxx |Lq .
By (3.16), we have
[(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx
]
x
= ρkukt + ρuk−1ukx + πkx − ρkf δ,
then
∣∣ukxx∣∣ 1p − 1
(∣∣ukx∣∣2−p + 1)∣∣ρkukt + ρkuk−1ukx + πkx − ρkf δ∣∣.
Taking the above inequality by Lq norm, we obtain∣∣ukxx(t)∣∣Lq(I)
 1
p − 1
(∣∣ukx(t)∣∣2−pL∞(I ) + 1)[∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣Lq(I) + ∣∣πkx (t)∣∣Lq(I)
+ ∣∣ρkf δ(t)∣∣
Lq(I)
]
 1
p − 1
∣∣ukxx∣∣2−pLq(I)[∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣Lq(I) + ∣∣πkx (t)∣∣Lq(I) + ∣∣ρkf δ(t)∣∣Lq(I)]
+ 1 [∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣Lq(I) + ∣∣πkx (t)∣∣Lq(I) + ∣∣ρkf δ(t)∣∣Lq(I)]p − 1
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2
∣∣ukxx∣∣Lq(I) +C[∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣Lq(I) + ∣∣πkx (t)∣∣Lq(I) + ∣∣ρkf δ(t)∣∣Lq(I)] 1p−1
+ 1
p − 1
[∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣Lq(I) + ∣∣πkx (t)∣∣Lq(I) + ∣∣ρkf δ(t)∣∣Lq(I)].
So we can get
∣∣ukxx(t)∣∣Lq(I)
 C
[
1 + ∣∣ρkukt (t)∣∣L2(I ) + ∣∣ρkuk−1ukx(t)∣∣Lq(I) + ∣∣πkx (t)∣∣Lq(I) + ∣∣ρkf δ(t)∣∣Lq(I)] 1p−1 ,
and we only consider
∣∣ukxx(t)∣∣p−1Lq(I)
 C
[∣∣ρk(t)∣∣ 12L∞(I )∣∣
√
ρkukt (t)
∣∣
L2(I ) +
(∣∣ρk(t)∣∣
L∞(I )
∣∣uk−1(t)∣∣
L∞(I )
∣∣ukx(t)∣∣ pqLp(I)∣∣ukx(t)∣∣1− pqL∞(I ))
+ ∣∣πkx (t)∣∣Lq(I) + ∣∣ρkf δ(t)∣∣Lq(I)]
 C
[∣∣ρk(t)∣∣ 12L∞(I )∣∣
√
ρkukt (t)
∣∣
L2(I ) +
(∣∣ρk(t)∣∣
L∞(I )
∣∣uk−1x (t)∣∣Lp(I)∣∣ukx(t)∣∣
p
q
Lp(I)
) q(p−1)
qp−2q+p
+ ∣∣πkx (t)∣∣Lq(I) + ∣∣ρkf δ(t)∣∣Lq(I)]+ 12
∣∣ukxx(t)∣∣p−1Lq(I)
 C
[
Φ2K(t)+Φ
(2q+p)(p−1)
qp−2q+p
K (t)+ΦγK(t)+ΦK(t)
]+ 1
2
∣∣ukxx(t)∣∣p−1Lq(I).
Thus,
∣∣ukxx(t)∣∣Lq(I)  CΦ
(2q+p)γ
qp−2q+p
K (t) CΦ
6γ
qp−2q+p
K (t). (3.44)
By virtue of (3.44), we can obtain the following estimate
t∫
0
∣∣√ρkukt (s)∣∣2L2(I ) ds + ∣∣ukx(t)∣∣pLp(I)  C
(
1 +
t∫
0
Φ
11γ
qp−2q+p
K (s)ds
)
, (3.45)
∣∣√ρkukt (t)∣∣2L2(I ) +
t∫
0
∣∣βkukxt ∣∣2L2(s)ds  C
(
1 +
t∫
0
Φ
32γ
qp−2q+p
K (s)ds
)
, (3.46)
and
∣∣ρk(t)∣∣
W 1,q (I )  C exp
(
C
t∫
0
∣∣uk−1xx (s)∣∣Lq(I) ds
)
 C exp
(
C
t∫
0
Φ
6γ
3p−4
K (s)ds
)
, (3.47)
where C is a positive constant, depending only on M0.
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∣∣ukx(t)∣∣pLp(I) + ∣∣ρk(t)∣∣W 1,q (I ) + ∣∣
√
ρkukt (t)
∣∣2
L2(I ) +
t∫
0
(∣∣√ρkukt (s)∣∣2L2(I ) + ∣∣ukxt (s)∣∣2L2(I ))ds
 C exp
(
C
t∫
0
Φ
6γ
3p−4
K (s)ds
)
,
where C is a positive constant, depending only on M0. Then similar to the proof of (3.41), there
is a small time T1 < T , such that there is the following uniform estimate
ess sup
0tT1
(∣∣ρk(t)∣∣
W 1,q (I ) +
∣∣uk(t)∣∣
W
1,p
0 ∩W 2,q (I )
+ ∣∣√ρkukt (t)∣∣L2(I ) + ∣∣ρkt (t)∣∣Lq(I))
+
T1∫
0
∣∣βkukxt (s)∣∣2L2(I ) ds  C, (3.48)
for 1 k K , where C is a positive constant, depending only on M0.
Using (3.48), we obtain
ess sup
0tT1
∣∣ukx(t)∣∣L∞(I )  C.
Then, for 1 <p  4/3, we can renew estimate |ukxx |L2(I ), for which we only take q = 2 in (3.44),
we have
∣∣ukxx(t)∣∣L2(I )  C,
where C is a positive constant, depending only on M0.
Thus, using the above estimate, repeating the process of the case of 4/3 < p < 2, we can
obtain the estimate same as (3.43) for the case of 1 <p  4/3.
In a word, for any p ∈ (1,2), we can deduce the following uniform estimate
ess sup
0tT1
(∣∣ρk(t)∣∣
H 1(I ) +
∣∣uk(t)∣∣
H 10 (I )∩H 2(I ) +
∣∣√ρkukt (t)∣∣L2(I ) + ∣∣ρkt (t)∣∣L2(I ))
+
T1∫
0
∣∣ukxt (s)∣∣2L2(I ) ds  C, (3.49)
where C is a positive constant, depending only on M0.
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According to the estimate (3.49), we can prove the limit of the approximate solutions (ρk, uk)
is the solution of the following initial and boundary value problem:
{
ρt + (ρu)x = 0, (x, t) ∈ (−1,1)× (0, T ),
(ρu)t +
(
ρu2
)
x
+ Łεpux + πx = ρf δ, (4.50)
with initial and boundary conditions
{
(ρ,u)|t=0 =
(
ρδ0, u
ε
0
)
, x ∈ [−1,1],
u|x=−1 = u|x=1 = 0, t ∈ [0, T ],
(4.51)
where ρδ0  δ > 0, uε0 is a smooth solution of (3.14).
We denote
ρ¯k+1 = ρk+1 − ρk, u¯k+1 = uk+1 − uk. (4.52)
Using (3.16), we have
ρk+1u¯k+1t + ρk+1uku¯k+1x +
[
Łεpu
k+1 − Łεpuk
]+ (πk+1x − πkx )
= ρ¯k+1(f δ − ukt − ukukx)− ρku¯kukx. (4.53)
Multiplying (4.53) by u¯k+1, and integrating over (−1,1) with respect to x, and using (3.15) and
Young’s inequality, we have
d
dt
1∫
−1
ρk+1
∣∣u¯k+1∣∣2 dx +
1∫
−1
[
Łεpu
k+1 − Łεpuk
]
u¯k+1 dx
 C
1∫
−1
(∣∣ρ¯k+1∣∣∣∣f δ − ukt − ukukx∣∣∣∣u¯k+1∣∣+ ρk∣∣u¯k∣∣∣∣ukx∣∣∣∣u¯k+1∣∣+ ∣∣πk+1x − πkx ∣∣2)dx. (4.54)
Let
Ψ (s) =
(
εs2 + 1
s2 + ε
) 2−p
2
s.
Then we have
1∫
−1
[
Łεpu
k+1 − Łεpuk
]
u¯k+1 dx =
1∫
−1
[ 1∫
0
Ψ ′
(
θuk+1x + (1 − θ)ukx
)
dθ
](
u¯k+1x
)2 dx, (4.55)
and
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[(
εs2 + 1
s2 + ε
) 2−p
2
s
]′
=
(
εs2 + 1
s2 + ε
)− p2 (εs2 + 1)(s2 + ε)− (2 − p)(1 − ε2)s2
(s2 + ε)2 
p − 1
(s2 + ε) 2−p2
.
So we get
1∫
−1
[ 1∫
0
Ψ ′
(
θuk+1x + (1 − θ)ukx
)
dθ
](
u¯k+1x
)2 dx

1∫
−1
[ 1∫
0
dθ
|θuk+1x + (1 − θ)ukx |2−pL∞(I ) + 1
](
u¯k+1x
)2 dx
 C−1
1∫
−1
(
u¯k+1x
)2 dx.
Then, by (4.55), we have
1∫
−1
[
Łεpu
k+1 − Łεpuk
]
u¯k+1 dx  C−1
1∫
−1
(
u¯k+1x
)2 dx,
substituting the above inequality into (4.54), we get
d
dt
1∫
−1
ρk+1
∣∣u¯k+1∣∣2 dx +C−1
1∫
−1
(
u¯k+1x
)2 dx
 C
1∫
−1
(∣∣ρ¯k+1∣∣∣∣f δ − ukt − ukukx∣∣∣∣u¯k+1∣∣+ ρk∣∣u¯k∣∣∣∣ukx∣∣∣∣u¯k+1∣∣+ ∣∣πk+1 − πk∣∣∣∣u¯k+1x ∣∣)dx
 C
(∣∣ρ¯k+1∣∣
L2(I )
∣∣ukxt ∣∣L2(I )∣∣u¯k+1x ∣∣L2(I ) + ∣∣ρ¯k+1∣∣L2(I )∣∣ukx∣∣Lp(I)∣∣ukxx∣∣L2(I )∣∣u¯k+1x ∣∣L2(I )
+ ∣∣ρ¯k+1∣∣
L2(I )
∣∣f δ∣∣
L2(I )
∣∣u¯k+1x ∣∣L2(I ) + ∣∣ρk∣∣ 12L2(I )∣∣
√
ρku¯k
∣∣
L2(I )
∣∣ukxx∣∣L2(I )∣∣u¯k+1x ∣∣L2(I )
+ ∣∣πk+1 − πk∣∣
L2(I )
∣∣u¯k+1x ∣∣L2(I ))
 Bk(t)
∣∣ρ¯k+1∣∣ 2 +C∣∣√ρku¯k∣∣2 2 , (4.56)L (I) L (I)
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L2(I )
+ |ukxt |2L2(I )). Using (3.49), we have
t∫
0
Bk(t)dt  C(1 + t),
for all k  1, where t < T1, C is a positive constant, depending only on M0.
Using (3.15), we have
ρ¯k+1t +
(
ρ¯k+1uk
)
x
+ (ρku¯k)
x
= 0.
Multiplying the above equation by ρ¯k+1, we have
d
dt
∣∣ρ¯k+1∣∣2
L2(I )  C
∣∣ρ¯k+1∣∣2
L2(I )
∣∣ukx∣∣L∞(I ) + ∣∣ρk∣∣H 1(I )∣∣u¯kx∣∣L2(I )∣∣ρ¯k+1∣∣L2(I )
 C
∣∣ρ¯k+1∣∣2
L2(I )
∣∣ukxx∣∣L2(I ) +Cη∣∣ρ¯k+1∣∣L2(I )∣∣ρk∣∣2H 1(I ) + η∣∣u¯kx∣∣2L2(I )
Dkη(t)
∣∣ρ¯k+1∣∣2
L2(I ) + η
∣∣u¯kx∣∣2L2(I ), (4.57)
where Dkη(t) = C|ukxx |L2(I ) +Cη|ρk|2H 1(I ), for all t  T1 and k  1. Using (3.49), we have
t∫
0
Dkη(s)ds  C +Cηt.
Combining (4.56) and (4.57), we obtain
d
dt
(∣∣√ρk+1u¯k+1(t)∣∣2
L2(I ) +
∣∣ρ¯k+1(t)∣∣2
L2(I )
)+C−1∣∣u¯k+1x (t)∣∣2L2(I )
 C
∣∣√ρku¯k∣∣2
L2(I ) +Eη(t)
∣∣ρ¯k+1∣∣2
L2(I ) + η
∣∣u¯k∣∣2
L2(I ), (4.58)
where Eη(t) depending only on Bk(t) and Dη(t). Using (3.49), we have
t∫
0
Eη(s)ds  C +Cηt,
for all t  T1 and k  1. Integrating (4.58) over (0, t) ⊂ (0, T1) with respect to t , using Gron-
wall’s inequality
(∣∣√ρk+1u¯k+1(t)∣∣2
L2(I ) +
∣∣ρ¯k+1(t)∣∣2
L2(I )
)+
t∫
0
∣∣u¯k+1x (s)∣∣2L2(I ) ds
 C exp(Cηt)
t∫ (∣∣√ρku¯k(s)∣∣2
L2(I ) +
∣∣u¯kx(s)∣∣2L2(I ))ds.0
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exp(CηT∗) < 2, we obtain
(∣∣√ρ1u¯1(t)∣∣2
L2(I ) +
∣∣ρ¯1(t)∣∣2
L2(I )
)+
t∫
0
∣∣u¯1x(s)∣∣2L2(I ) ds
 1
2
t∫
0
(∣∣√ρ0u0(s)∣∣2
L2(I ) + η
∣∣u¯0x(s)∣∣2L2(I ))ds,
(∣∣√ρ2u¯2(t)∣∣2
L2(I ) +
∣∣ρ¯2(t)∣∣2
L2(I )
)+
t∫
0
∣∣u¯2x(s)∣∣2L2(I ) ds
 1
2
t∫
0
(∣∣√ρ1u1(s)∣∣2
L2(I ) + η
∣∣u¯1x(s)∣∣2L2(I ))ds,
...
(∣∣√ρk+1u¯k+1(t)∣∣2
L2(I ) +
∣∣ρ¯k+1(t)∣∣2
L2(I )
)+
t∫
0
∣∣u¯k+1x (s)∣∣2L2(I ) ds
 1
2
t∫
0
(∣∣√ρkuk(s)∣∣2
L2(I ) + η
∣∣u¯kx(s)∣∣2L2(I ))ds.
Hence, we combine the above inequalities, and using Gronwall’s inequality, we deduce that
K∑
k=1
[
sup
0tT∗
(∣∣ρ¯k+1(t)∣∣2
L2(I ) +
∣∣√ρk+1u¯k+1(t)∣∣2
L2(I )
)+
T∗∫
0
∣∣u¯k+1x (s)∣∣2L2(I )ds
]
<C, (4.59)
where C is positive constant, depending only on M0.
For the smooth function uk−1, we consider the following initial problem
{
ρkt + uk−1ρkx + uk−1x ρk = 0,
ρk
∣∣
t=0 = ρδ0 .
Obviously, there is a unique solution ρk on the above initial problem. Using the method of char-
acteristics, we obtain
dρk = −ρkuk−1x , (4.60)dt
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dt
= uk−1(x, t), (4.61)
x|t=0 = x0, ρk
∣∣
t=0 = ρδ0 . (4.62)
By (4.61) and (4.62), we have
x(t) = x0 +
t∫
0
uk−1
(
x(s), s
)
ds = U(x0, t).
Using (4.60), we have
d
(
lnρk
)= −uk−1x dt,
and
ρk(x, t) = ρδ0
(
U(x0, t)
)
exp
(
−
t∫
0
uk−1x
(
U(x0, s), s
)
ds
)
. (4.63)
By virtue of (4.63) and Sobolev inequality, we have
ρk(x, t) δ exp
[
−
T∫
0
∣∣uk−1x (·, s)∣∣L∞(I ) ds
]
, (4.64)
then we obtain
ρk+1  δC−1 > 0,
for all t ∈ (0, T∗).
Hence, by (4.59), we obtain the following convergence: as k → ∞,
uk → uε in L∞(0, T∗;L2(I ))∩L2(0, T∗;H 10 (I )), (4.65)
ρk → ρε in L∞(0, T∗;L2(I )). (4.66)
According again to the initial value (ρ0, uε0) of the approximate problem is independent of k,
then (ρ0, uε0) still satisfies the boundary problem (3.18) in almost everywhere. By virtue of the
lower semi-continuity of various norms, we deduce that (ρε, uε) satisfies the following uniform
estimate:
ess sup
0tT∗
(∣∣ρε(t)∣∣
H 1(I ) +
∣∣uε(t)∣∣
H 10 (I )∩H 2(I ) +
∣∣√ρεuεt (t)∣∣L2(I ) + ∣∣ρεt (t)∣∣L2(I ))
+
T∗∫
0
∣∣uεxt (s)∣∣2L2(I ) ds  C, (4.67)
where C is a positive constant, depending only on M0.
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In this section, we shall finish the proof of existence of Main Theorem by the uniform estimate
(4.67), we will divide it into three steps, namely, taking limits on k → ∞, ε → 0+ and δ → 0+,
respectively.
Step 1. k → ∞.
According to (4.65) and (4.66), we can prove (ρε, uε) is a solution of the following problem
{
ρεt +
(
ρεuε
)
x
= 0, (x, t) ∈ (−1,1)× (0, T ),(
ρεuε
)
t
+ (ρε(uε)2)
x
+ Łεpuε + πεx = ρεf δ,
(5.68)
with the initial and boundary conditions
{
ρε(x,0) = ρδ0, uε(x,0) = uε0,
uε(−1, t) = uε(1, t) = 0, (5.69)
where uε0 is a smooth solution of (3.14). Then we need only to prove (ρε, uε) satisfies the fol-
lowing properties:
(i) ρε ∈ C([0, T∗];H 1(I )), ρεt ∈ C([0, T∗];L2(I )),
uε ∈ C([0, T∗];H 10 (I ))∩L∞(0, T∗;H 2(I )),
uεt ∈ L2
(
0, T∗;H 10 (I )
)
,
√
ρεuεt ∈ L∞
(
0, T∗;L2(I )
)
.
(ii) For all ϕ ∈ C([0, T∗];H 1(I )), ϕt ∈ L∞(0, T∗;L2(I )), for a.e. t ∈ (0, T∗), we have
1∫
−1
ρε(x, t)ϕ(x, t)dx −
t∫
0
1∫
−1
(
ρεϕt + ρεuεϕx
)
dx ds =
1∫
−1
ρδ0ϕ(x,0)dx. (5.70)
(iii) For all φ ∈ C([0, T∗];H 10 (I )) ∩ L∞(0, T∗;H 2(I )), φt ∈ L2(0, T∗;H 10 (I )), for a.e. t ∈
(0, T∗), we have
1∫
−1
ρε(x, t)uε(x, t)φ(x, t)dx
−
t∫
0
1∫
−1
{
ρεuεφt + ρε
(
uε
)2
φx + πφx −
(
ε(uεx)
2 + 1
(uεx)
2 + ε
) 2−p
2
uεxφx
}
(x, s)dx ds
=
1∫
−1
ρδ0u
ε
0φ(x,0)dx +
t∫
0
1∫
−1
ρεf δφ(x, s)dx ds. (5.71)
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ing equalities:
(a)
1∫
−1
ρk(x, t)ϕ(x, t)dx −
t∫
0
1∫
−1
(
ρkϕt + ρkuk−1ϕx
)
dx ds =
1∫
−1
ρδ0ϕ(x,0)dx,
where ϕ ∈ C([0, T∗];H 1(I )), ϕt ∈ L∞(0, T∗;L2(I )).
(b)
1∫
−1
ρk(x, t)u(x, t)φ(x, t)dx
−
t∫
0
1∫
−1
{
ρkukφt + ρk
(
uk
)2
φx + πkφx −
(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukxφx
}
(x, s)dx ds
=
1∫
−1
ρδ0u
ε
0φ(x,0)dx +
t∫
0
1∫
−1
ρkf δφ(x, s)dx ds,
where φ ∈ C([0, T∗];H 10 (I )) ∩ L∞(0, T∗;H 2(I )), φt ∈ L2(0, T∗;H 10 (I )). Hence, if we want to
prove (ρε, uε) satisfies (5.70) and (5.71), we need only to prove that: as k → ∞,
3∑
i=1
Iki =
1∫
−1
[
ρk(x, t)− ρε(x, t)]ϕ(x, t)dx
−
t∫
0
1∫
−1
[(
ρk − ρε)ϕt + (ρkuk−1 − ρεuε)ϕx]dx ds → 0, (5.72)
where ϕ ∈ C([0, T∗];H 1(I )), ϕt ∈ L∞(0, T∗;L2(I )), and
6∑
i=1
IIki =
1∫
−1
(
ρk(x, t)uk(x, t)− ρε(x, t)uε(x, t))φ(x, t)dx
−
t∫
0
1∫
−1
{(
ρkuk − ρεuε)φt + (ρk(uk)2 − ρε(uε)2)φx + (πk − πε)φx
−
((
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx −
(
ε(uεx)
2 + 1
(uεx)
2 + ε
) 2−p
2
uεx
)
φx
}
dx ds
−
t∫
0
1∫
−1
(
ρk − ρε)f φ(x, s)dx ds → 0, (5.73)
where φ ∈ C([0, T∗];H 1(I ))∩L∞(0, T∗;H 2(I )), φt ∈ L2(0, T∗;H 1(I )).0 0
2902 H. Yuan, X. Xu / J. Differential Equations 245 (2008) 2871–2916We first consider the fifthly term of (5.73)
IIk5 =
t∫
0
1∫
−1
[(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx −
(
ε(uεx)
2 + 1
(uεx)
2 + ε
) 2−p
2
uεx
]
φx dx dt, (5.74)
where φ ∈ C([0, T∗];H 10 (I ))∩L∞(0, T∗;H 2(I )), φt ∈ L2(0, T∗;H 10 (I )).
Let
ω(s) =
(
εs2 + 1
s2 + ε
) 2−p
2
s. (5.75)
If we estimate (5.74), we only need to calculate
t∫
0
1∫
−1
∣∣ω(ukx)−ω(uεx)∣∣|φx |dx ds.
Then we deduce that
t∫
0
1∫
−1
∣∣ω(ukx)−ω(uεx)∣∣|φx |dx ds

t∫
0
1∫
−1
∣∣∣∣∣
1∫
0
ω′
(
θukx + (1 − θ)uεx
)
dθ
(
ukx − uεx
)∣∣∣∣∣|φx |dx ds

t∫
0
1∫
−1
∣∣∣∣∣
1∫
0
ω′
(
θukx + (1 − θ)uεx
)
dθ
∣∣∣∣∣∣∣ukx − uεx∣∣|φx |dx ds

t∫
0
1∫
−1
∣∣∣∣∣
1∫
0
(
ε + 1
(θukx)+ (1 − θ)uεx
) 2−p
2
dθ
∣∣∣∣∣∣∣ukx − uεx∣∣|φx |dx ds

t∫
0
1∫
−1
ε
2−p
2
∣∣ukx − uεx∣∣|φx |dx ds +
t∫
0
1∫
−1
∣∣∣∣∣
1∫
0
(
θ
(
ukx
)+ (1 − θ)uεx)p−2 dθ
∣∣∣∣∣∣∣ukx − uεx∣∣|φx |dx ds.
Let
Ωt = I × (0, t).
Then we divide Ωt into two parts
Ωt = Ω1t ∪Ω2t ,
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Ω1t =
{
(x, t) ∈ Ωt
∣∣ ukx(x, t) · uεx(x, t) > 0},
Ω2t =
{
(x, t) ∈ Ωt
∣∣ ukx(x, t) · uεx(x, t) 0}.
In Ω1t , without loss of generality, we will assume uεx(x, t) > ukx(x, t) > 0, then we have
∫∫
Ω1t
∣∣∣∣∣
1∫
0
∣∣θukx + (1 − θ)uεx∣∣p−2dθ
∣∣∣∣∣∣∣ukx − uεx∣∣|φx |dxds

∫∫
Ω1t
∣∣∣∣∣
1∫
0
∣∣θ(ukx − uεx)+ (uεx − ukx)∣∣p−2 dθ
∣∣∣∣∣∣∣ukx − uεx∣∣|φx |dx ds

∫∫
Ω1t
∣∣ukx − uεx∣∣p−1
∣∣∣∣∣
1∫
0
(1 − θ)p−2 dθ
∣∣∣∣∣|φx |dx ds
 1
p − 1
∫
Ωt
∣∣ukx − uεx∣∣p−1|φx |dx ds
 1
p − 1 |φx |L∞(0,t;L∞(I ))
t∫
0
( 1∫
−1
∣∣ukx − uεx∣∣2 dx
) 2
p−1
ds
 C
t∫
0
( 1∫
−1
∣∣ukx − uεx∣∣2 dx
) 2
p−1
ds, (5.76)
where C is a positive constant, depending only on Mφ . Throughout this paper, we define that
Mφ = M0 + |φx |L∞(0,T∗;L∞(I )) + |φt |L∞(0,T∗;L2(I ))
+ |ϕx |L∞(0,T∗;L2(I )) + |ϕt |L∞(0,T∗;L2(I )) + |f |L∞(0,T∗;L2(I )).
In Ω2t ,
∫∫
Ω2t
∣∣∣∣
(
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2
ukx −
(
ε(uεx)
2 + 1
(uεx)
2 + ε
) 2−p
2
uεx
∣∣∣∣|φx |dx ds
=
∫∫
2
((
ε(ukx)
2 + 1
(ukx)
2 + ε
) 2−p
2 ∣∣ukx∣∣+
(
ε(uεx)
2 + 1
(uεx)
2 + ε
) 2−p
2 ∣∣uεx∣∣
)
|φx |dx dsΩt
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∫∫
Ω2t
((
1 + 1
(ukx)
2
) 2−p
2 ∣∣ukx∣∣+
(
1 + 1
(uεx)
2
) 2−p
2 ∣∣uεx∣∣
)
|φx |dx ds

∫∫
Ω2t
((
1 + ∣∣ukx∣∣p−2)∣∣ukx∣∣+ (1 + ∣∣uεx∣∣p−2)∣∣uεx∣∣)|φx |dx ds

∫∫
Ω2t
(∣∣ukx∣∣+ ∣∣uεx∣∣)|φx |dx +
∫∫
Ω2t
(∣∣ukx∣∣p−1 + ∣∣uεx∣∣p−1)|φx |dx ds
 |φx |L∞(0,t;L∞(I ))
∫∫
Ωt
∣∣ukx − uεx∣∣dx ds + 2|φx |L∞(0,t;L∞(I ))
∫∫
Ωt
∣∣ukx − uεx∣∣p−1 dx ds
 |φx |L∞(0,t;L∞(I ))
t∫
0
( 1∫
−1
∣∣ukx − uεx∣∣2 dx
) 1
2
ds
+ 2|φx |L∞(0,t;L∞(I ))
t∫
0
( 1∫
−1
∣∣ukx − uεx∣∣2 dx
) p−1
2
ds
 C
[ t∫
0
( 1∫
−1
∣∣ukx − uεx∣∣2 dx
) 1
2
ds +
t∫
0
( 1∫
−1
∣∣ukx − uεx∣∣2 dx
) p−1
2
ds
]
,
where C is a positive constant, depending only on Mφ .
Now we calculate the second and third term of (5.73), we get
IIk2 =
t∫
0
1∫
−1
(
ρkuk − ρεuε)φt dx ds, (5.77)
and
IIk3 =
t∫
0
1∫
−1
(
ρk
(
uk
)2 − ρε(uε)2)φx dx ds. (5.78)
From (5.77), we deduce
IIk2 
t∫
0
1∫
−1
∣∣ρkuk − ρεuε∣∣|φt |dx ds

t∫ 1∫ ∣∣ρk − ρε∣∣∣∣uε∣∣|φt |dx ds +
t∫ 1∫ ∣∣ρk∣∣∣∣uk − uε∣∣|φt |dx ds
0 −1 0 −1
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∣∣uε∣∣
L∞(0,t;L∞(I ))|φt |L∞(0,t;L2(I ))
t∫
0
( 1∫
−1
∣∣ρk − ρε∣∣2 dx
)1/2
ds
+ ∣∣ρk∣∣
L∞(0,t;L∞(I ))|φt |L∞(0,t;L2(I ))
t∫
0
( 1∫
−1
∣∣uk − uε∣∣2 dx
)1/2
ds
 C
[ t∫
0
( 1∫
−1
∣∣ρk − ρε∣∣2 dx
)1/2
ds +
t∫
0
( 1∫
−1
∣∣uk − uε∣∣2 dx
)1/2
ds
]
, (5.79)
where C is a positive constant, depending only on Mφ .
Then we calculate (5.78),
IIk3 
t∫
0
1∫
−1
∣∣ρk(uk)2 − ρε(uε)2∣∣|φx |dx ds

t∫
0
1∫
−1
∣∣ρkuk − ρεuε∣∣∣∣uk∣∣|φx |dx ds +
t∫
0
1∫
−1
∣∣uk − uε∣∣∣∣ρεuε∣∣|φx |dx ds

∣∣uk∣∣
L∞(0,t;L∞(I ))|φx |L∞(0,t;L∞(I ))
t∫
0
1∫
−1
∣∣ρkuk − ρεuε∣∣dx ds
+ ∣∣ρεuεφx∣∣L∞(0,t;L∞(I ))
t∫
0
1∫
−1
∣∣uk − uε∣∣dx ds
 C
[ t∫
0
( 1∫
−1
∣∣ρk − ρε∣∣2 dx
)1/2
ds +
t∫
0
( 1∫
−1
∣∣uk − uε∣∣2 dx
)1/2
ds
]
, (5.80)
where C is a positive constant, depending only on Mφ .
Finally, we remain the following terms:
Ik1 =
1∫
−1
[
ρk(x, t)− ρε(x, t)]ϕ(x, t)dx
 |ϕ|L∞(I )
1∫
−1
∣∣ρk(x, t)− ρε(x, t)∣∣dx
 C
( 1∫ ∣∣ρk(x, t)− ρε(x, t)∣∣2 dx
) 1
2
,−1
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t∫
0
1∫
−1
(∣∣ρk − ρε∣∣|ϕt | + ∣∣ρkuk − ρεuε∣∣|ϕx |)dx ds
 |ϕt |L∞(0,t;L2(I ))
t∫
0
( 1∫
−1
∣∣ρk − ρε∣∣2 dx
) 1
2
ds
+ |ϕx |L∞(0,t;L2(I ))
t∫
0
( 1∫
−1
∣∣ρkuk − ρεuε∣∣2 dx
) 1
2
ds
 C
[ t∫
0
( 1∫
−1
∣∣ρk − ρε∣∣2 dx
) 1
2
ds +
t∫
0
( 1∫
−1
∣∣uk − uε∣∣2 dx
) 1
2
ds
]
.
Similarly, we get
IIk1 
1∫
−1
∣∣ρkuk − ρεuε∣∣∣∣φ(x, t)∣∣dx
 C
[( 1∫
−1
∣∣ρk − ρε∣∣2 dx
) 1
2
+
( 1∫
−1
∣∣uk − uε∣∣2 dx) 12
]
,
IIk4 
t∫
0
1∫
−1
∣∣πk − πε∣∣|φx |dx ds  C
t∫
0
( 1∫
−1
∣∣πk − πε∣∣2 dx
) 1
2
ds,
IIk6 
t∫
0
1∫
−1
∣∣ρk − ρε∣∣∣∣f φ(x, s)∣∣dx ds  C
t∫
0
( 1∫
−1
∣∣ρk − ρε∣∣2 dx
) 1
2
ds.
Thus, we obtain
3∑
i=1
∣∣Iki ∣∣+
6∑
i=1
∣∣IIki ∣∣ C
{ t∫
0
( 1∫
−1
∣∣ukx − uεx∣∣2 dx
) 1
2
ds +
t∫
0
( 1∫
−1
∣∣ukx − uεx∣∣2 dx
) p−1
2
ds
+
t∫
0
( 1∫
−1
∣∣ρk − ρε∣∣2 dx
) 1
2
ds +
t∫
0
( 1∫
−1
∣∣πk − πε∣∣2 dx
) 1
2
ds
+
( 1∫ ∣∣ρk − ρε∣∣2 dx
) 1
2
+
( 1∫ ∣∣uk − uε∣∣2 dx
) 1
2
}
,−1 −1
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we have, as k → +∞, the right of the above inequality go to 0, so (ρε, uε) satisfies integration
equations (5.70) and (5.71).
Step 2. ε → 0+.
Since all of constants do not depend on ε in the uniform estimate we obtained, then, by
the uniform estimate (4.67), we deduce that there is a convergence subsequence {(ρεj , uεj )} of
{(ρε, uε)}, without the loss of generality, we denote to {(ρε, uε)}. Let ε → 0, we obtain the
following convergence:
uε → uδ in L∞(0, T∗;L2(I ))∩L2(0, T∗;H 10 (I )), (5.81)
ρε → ρδ in L∞(0, T∗;L2(I )). (5.82)
Moreover, by the lower semi-continuity of norm, (ρδ, uδ) satisfies the following uniform esti-
mate:
ess sup
0tT∗
(∣∣ρδ(t)∣∣
H 1(I ) +
∣∣uδ(t)∣∣
H 10 (I )∩H 2(I ) +
∣∣√ρδuδt (t)∣∣L2(I ) + ∣∣ρδt (t)∣∣L2(I ))
+
T∗∫
0
∣∣uδxt (s)∣∣2L2(I ) ds  C, (5.83)
where C is a positive constant, depending only on M0.
Using Lemma 2.3, we obtain uδ0 ∈ H 10 (I )∩H 2(I ) is a unique solution of
Łpuδ0 =
(
ρδ0
) 1
2 gδ − πx
(
ρδ0
)
, (5.84)
and it satisfies Eq. (5.84) in almost everywhere.
Hence, by (5.81), (5.82) and (ρδ, uδ) satisfies the uniform estimate (5.83), we can prove
(ρδ, uδ) is the solution of the initial boundary problem (1.1)–(1.2) with positive initial densi-
ties. The proof follows basically the same arguments as the process of k → ∞, we deduce that
(ρδ, uδ) is a solution of the following initial and boundary value problem:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2
)
x
− (∣∣ux∣∣p−2ux)x + πx = ρf δ, (x, t) ∈ ΩT ,
(ρ,u)|t=0 =
(
ρδ0, u
δ
0
)
, x ∈ [−1,1],
u|x=0 = u|x=1 = 0, t ∈ [0, T ],
π ≡ π(ρ) = Aργ , A > 0, γ > 1,
where ρδ0  δ > 0,1 <p < 2.
Step 3. δ → 0+.
By the lower semi-continuity of various norm, (ρδ, uδ) satisfies the following uniform esti-
mate
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0tT∗
(∣∣ρδ(t)∣∣
H 1(I ) +
∣∣uδ(t)∣∣
H 10 (I )∩H 2(I ) +
∣∣√ρδuδt (t)∣∣L2(I ) + ∣∣ρδt (t)∣∣L2(I ))
+
T∗∫
0
∣∣uδxt (s)∣∣2L2(I ) ds  C,
where C is a positive constant, depending only on M0.
Using Lemma 2.3, we have
u
ε,δ
0xx =
(
ε(u
ε,δ
0x )
2 + 1
(u
ε,δ
0x )
2 + ε
) p
2 ((u
ε,δ
0x )
2 + ε)2 (πx(ρδ0)− (ρδ0)
1
2 gδ)
(ε(u
ε,δ
0x )
2 + 1)((uε,δ0x )2 + ε)− (2 − p)(1 − ε2)(uε,δ0x )2
, (5.85)
and there is a subsequence {uεj ,δ} of {uε ,δ}, as εj → 0,
u
εj ,δ
0 → uδ0 in H 10 (I )∩H 2(I ).
In (5.85), let εj → 0, then we obtain
uδ0xx =
1
p − 1
∣∣uδ0x∣∣p−2(−πx(ρδ0)+ (ρδ0) 12 gδ), (5.86)
and the same as proof of Lemma 2.3, we obtain that there is a subsequence {uδj0 } of {uδ0}, such
that as δj → 0,
u
δj
0 → u0 in H 10 (I )∩H 2(I ).
According to ρδ0 = Jδ ∗ ρ0 + δ, then we have, as δ → 0,
πx
(
ρδ0
)− (ρδ0) 12 gδ → πx(ρ0)− (ρ0) 12 g in L2(I ).
Therefore, using (5.84), we deduce that there is a subsequence {uδj0 } of {uδ0}, such that as δj → 0,
(∣∣uδj0x∣∣p−2uδj0x)x → (|u0x |p−2u0x)x in L2(I ).
Hence, u0 ∈ H 10 (I )∩H 2(I ) satisfies the following equation:
(|u0x |p−2u0x)x = πx(ρ0)− (ρ0) 12 g for a.e. x ∈ I, (5.87)
and it is a unique solution of (5.87).
According to above uniform estimate, we can obtain a convergence subsequence {(ρδj , uδj )}
of {(ρδ, uδ)}, without the loss of generality, we still denote {(ρδ, uδ)}. Hence, we deduce the
following convergence: as δ → 0,
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ρδ → ρ in L∞(0, T∗;L2(I )). (5.88)
Moreover, by the lower semi-continuity of various norm, (ρ,u) satisfies the following uniform
estimate
ess sup
0tT∗
(∣∣ρ(t)∣∣
H 1(I ) +
∣∣u(t)∣∣
H 10 (I )∩H 2(I ) +
∣∣√ρut (t)∣∣L2(I ) + ∣∣ρt (t)∣∣L2(I ))
+
T∗∫
0
∣∣uxt (s)∣∣2L2(I ) ds  C, (5.89)
where C is a positive constant, depending only on M0.
Hence, the same as the proof of the above mentioned process of limiting, we can prove the
limited function (ρ,u) satisfies (ii) and (iii) of Definition 1.1.
To prove the existence of solution of the problem (1.1)–(1.2), we remain to prove that (ρ,u)
satisfies the following properties:
ρ ∈ C([0, T∗];H 1(I )), ρt ∈ C([0, T∗];L2(I )),
u ∈ C([0, T∗];H 10 (I )), Łpu ∈ C([0, T∗];L2(I )).
Firstly, we prove
ρ ∈ C([0, T∗];H 1(I )).
Since ρ satisfies the following regularity
ess sup
0tT∗
(∣∣√ρut (t)∣∣2L2(I ) + ∣∣ρ(t)∣∣H 1(I ) + ∣∣ρt (t)∣∣L2(I )) C.
By embedding inequality, we obtain
ρ ∈ C([0, T∗];L2(I )).
Now, we will prove
ρ ∈ C([0, T∗];H 1(I )).
Using (3.15), we have
d
dt
∣∣ρkx(t)∣∣2L2(I )  C∣∣ρkx(0)∣∣2L2(I )∣∣uk−1x (t)∣∣H 1(I ),
and
∣∣ρkx(t)∣∣2 2  ∣∣ρx(0)∣∣2 2 +Ct,L (I) L (I)
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∣∣ρx(t)∣∣2L2(I )  ∣∣ρx(0)∣∣2L2(I ) +Ct,
taking limit on the above inequality, let t → 0, we have
lim sup
t→0
∣∣ρx(t)∣∣2L2(I )  ∣∣ρx(0)∣∣2L2(I ).
Hence, using the strong convergence for the space L2 (see [5, p. 52]), we have
lim
t→0+
∣∣ρx(t)− ρx(0)∣∣2L2(I ) = 0.
By for each fixed t0 ∈ [0, t], the function ρˆ = ρˆ(x, t) = ρˆ(x,±t + t0) is a unique strong solution
to the similar initial problem
{
ρˆt + (ρˆvˆ)x = 0,
ρˆ(0) = ρ(t0),
(5.90)
where vˆ = vˆ(x, t) = ±v(x,±t + t0). Therefore, ρx ∈ C([0, T∗]; L2(I )). Then we have ρ ∈
C([0, T∗]; H 1(I )).
Finally, we will prove
u ∈ C([0, T∗];H 10 (I )), Łpu ∈ C([0, T∗];L2(I )).
By (5.89), and using embedding lemma (see [7, Chapter 1, Lemma 2.45]), we obtain
u ∈ C([0, T∗];H 10 (I )).
In order to prove
Łpu ∈ C
([0, T∗];L2(I )),
we need to prove ρut ∈ C([0, T∗];L2(I )). Using (1.1), we have (ρut )t ∈ L2(0, T∗;H−1(I )),
where H−1 denotes the dual space of H 10 . Because of ρut ∈ L2(0, T∗;H 10 (I )), using embedding
lemma (see [7, Chapter 1, Lemma 2.45]), we have ρut ∈ C([0, T∗];L2(I )).
According to existence theorem of [17] (see Chapter 7, Section 7), for each t ∈ [0, T∗], u(t) ∈
H 10 (I )∩H 2(I ) is a solution of the following elliptic equation
Łpu = G− ρuux, (5.91)
where G = ρf − ρut − πx(ρ) ∈ C([0, T∗];L2(I )).
Now we begin with estimating the following L2 norm
∣∣Łpu(t)− Łpu(s)∣∣L2(I ) = ∣∣G(t)− ρuux(t)− (G(s)− ρuux(s))∣∣L2(I )

∣∣ρuux(t)− ρuux(s)∣∣ 2 + ∣∣G(s)−G(t)∣∣ 2 . (5.92)L (I) L (I)
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∣∣ρuux(t)− ρuux(s)∣∣L2(I )

∣∣(ρ(t)− ρ(s))u(t)ux(t)∣∣L2(I ) + ∣∣ρ(s)(u(t)− u(s))ux(t)∣∣L2(I )
+ ∣∣ρ(s)u(s) · (ux(t)− ux(s))∣∣L2(I )

(∣∣ρ(t)− ρ(s)∣∣
L∞(I )
∣∣ux(t)∣∣Lp(I) + ∣∣ρ(s)∣∣L∞(I )∣∣u(s)− u(t)∣∣L2(I ))∣∣ux(t)∣∣L∞(I )
+ ∣∣ρ(s)∣∣
L∞(I )
∣∣ux(s)∣∣Lp(I)∣∣ux(t)− ux(s)∣∣L2(I )
 C
(∣∣ρ(t)− ρ(s)∣∣
H 1(I ) +
∣∣u(t)− u(s)∣∣
H 10 (I )
)
.
Hence,
lim
t→s
∣∣Łpu(t)− Łpu(s)∣∣L2(I ) = 0.
Therefore, the existence of Main Theorem is proved.
6. The proof of uniqueness
Finally, to finish the proof of the Main Theorem, we only remain to prove the uniqueness of
solution of the problem (1.1)–(1.2). The idea of proof of the uniqueness is dependent of [14], but
the problem we consider is with fully nonlinear viscosity term.
Assuming that (ρ,u), (ρ¯, u¯) are both solutions of the problem (1.1)–(1.2), then we have
1∫
−1
ρ(x, t)u(x, t)− ρ¯(x, t)u¯(x, t)φ(x, t)dx −
t∫
0
1∫
−1
{
(ρu− ρ¯u¯)φt +
(
ρu2 − ρ¯u¯2)φx
− (|ux |p−2ux − |u¯x |p−2u¯x)φx + (π − π¯)φx}(x, s)dx ds
=
t∫
0
1∫
−1
(ρ − ρ¯)f φ(x, s)dx ds, (6.93)
where φ ∈ C([0, T ];H 10 (I ))∩L∞(0, T ;H 2(I )), φt ∈ L2(0, T ;H 10 (I )).
Using (1.4), we have
0 =
t∫
0
1∫
−1
{
(u− u¯)u¯x
(
(ρ − ρ¯)u¯− (ρu− ρ¯u¯)+ ρ(u− u¯))}(x, s)dx ds
=
t∫ 1∫ {
u¯t (ρ − ρ¯)(u− u¯)− (ρ − ρ¯)u¯u¯x(u− u¯)− ρ(u− u¯)2u¯x
0 −1
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}
(x, s)dx ds +
1∫
−1
(ρ − ρ¯)u¯(u− u¯)(x, t)dx
=
t∫
0
1∫
−1
{
(ρ − ρ¯)(u¯t − u¯u¯x)(u− u¯)+ ρ(u− u¯)2u¯x + (ρ − ρ¯)u¯(u− u¯)t
+ (ρu− ρ¯u¯)u¯(u− u¯)x
}
(x, s)dx ds +
1∫
−1
(ρ − ρ¯)u¯(u− u¯)(x, t)dx. (6.94)
By virtue of
1∫
−1
[|ux |p−2ux − |u¯x |p−2u¯x](ux − u¯x)dx
= 1
p − 1
1∫
0
( 1∫
−1
∣∣θux + (1 − θ)u¯x∣∣p−2 dθ
)
(ux − u¯x)2 dx,
and
1∫
0
∣∣θux + (1 − θ)u¯x∣∣p−2 dθ =
1∫
0
1
|θux + (1 − θ)u¯x |2−p dθ 
1∫
0
1
(|ux | + |u¯x |)2−p dθ
= 1
(|ux | + |u¯x |)2−p ,
then
t∫
0
1∫
−1
[|ux |p−2ux − |u¯x |p−2u¯x](ux − u¯x)dx ds
 1
(|ux(t)|L∞(0,t;L∞(I )) + |u¯x(t)|L∞(0,t;L∞(I )))2−p
t∫
0
1∫
−1
(ux − u¯x)2 dx ds
 1
C
t∫
0
1∫
−1
(ux − u¯x)2 dx ds, (6.95)
where C is a positive constant, depending only on M0.
Taking φ = (u − u¯) ∈ C([0, T ]; H 10 (I )) in (6.93), and substituting (6.95) into (6.93), adding
by (6.94), we have
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2
1∫
−1
ρ(u− u¯)2(x, t)dx +
t∫
0
1∫
−1
(|ux |p−2ux − |u¯x |p−2u¯x)(u− u¯)x dx ds
=
t∫
0
1∫
−1
{
(ρ − ρ¯)(f + u¯t − u¯u¯x)(u− u¯)+ ρ(u− u¯)2u¯x + (π − π¯)(u− u¯)x
}
(x, t)dx ds

t∫
0
1∫
−1
[|ρ − ρ¯||h||u− u¯| + ρ|u− u¯|2|u¯x | + |π − π¯ ||ux − u¯x |]dx ds

t∫
0
{|ρ − ρ¯|L2(I )|h|L2(I )|u− u¯|L∞(I ) + ∣∣√ρ(u− u¯)∣∣2L2(I )|u¯x |L∞(I )
+ |π − π¯ |Lp(I)|ux − u¯x |L2(I )
}
ds
 C
t∫
0
{∣∣(ρ − ρ¯)(s)∣∣2
L2(I )
∣∣h(s)∣∣2
L2(I ) +
1
4C
∣∣(ux − u¯x)(s)∣∣2L2(I )
+ ∣∣√ρ(u− u¯)(s)∣∣2
L2(I )
∣∣u¯x(s)∣∣L∞(I ) +C∣∣(π − π¯ )(s)∣∣2L2(I ) + 14C
∣∣(ux − u¯x)(s)∣∣2L2(I )
}
ds,
where h = (f + u¯t − u¯ · u¯x) ∈ L2(0, T∗;L2(I )). Hence, we deduce
∣∣√ρ(u− u¯)(t)∣∣2
L2(I ) +
1
C
t∫
0
∣∣(ux − u¯x)(s)∣∣2L2(I ) ds

t∫
0
[
C
∣∣(ρ − ρ¯)(s)∣∣2
L2(I )
∣∣h(s)∣∣2
L2(I ) +
∣∣√ρ(u− u¯)(s)∣∣2
L2(I )
∣∣u¯x(s)∣∣2L∞(I )
+C∣∣(π − π¯ )(s)∣∣2
L2(I )
]
ds

t∫
0
A(s)
[∣∣√ρ(u− u¯)(s)∣∣2
L2(I ) +
∣∣(ρ − ρ¯)(s)∣∣2
L2(I ) +
∣∣(π − π¯)(s)∣∣2
L2(I )
]
ds, (6.96)
where the non-negative function A(t) = C(1 + |h(s)|2
L2(I )
+ |u¯x(s)|2L∞(I )) ∈ L1(0, T∗),C de-
pending only on M0.
Taking ϕ = (ρ − ρ¯) ∈ C([0, T ]; H 1(I )) in (1.4), then
1
2
1∫
(ρ − ρ¯)2 dx =
t∫ 1∫
(ρ − ρ¯)(ρ − ρ¯)t dx ds +
t∫ 1∫
(ρu− ρ¯u¯)(ρ − ρ¯)x dx ds.−1 0 −1 0 −1
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1
2
1∫
−1
(ρ − ρ¯)2(t)dx = −
t∫
0
1∫
−1
(ρu− ρ¯u¯)x(ρ − ρ¯)dx ds
= −
t∫
0
1∫
−1
(ρu− ρu¯+ ρu¯− ρ¯u¯)x(ρ − ρ¯)dx ds
= −
t∫
0
1∫
−1
(
ρx(u− u¯)(ρ − ρ¯)+ ρ(u− u¯)x(ρ − ρ¯)+ 12 u¯x(ρ − ρ¯)
2
)
dx ds

t∫
0
(
|ρx |L2(I )|u− u¯|L∞|ρ − ρ¯|L2(I ) + |ρ|L∞(I )|ux − u¯x |L2 |ρ − ρ¯|L2(I )
+ 1
2
|u¯x |L∞(I )|ρ − ρ¯|2L2(I )
)
ds

t∫
0
(
B(s)
∣∣(ρ − ρ¯)(s)∣∣2
L2(I ) +
1
8C
∣∣(ux − u¯x)(s)∣∣2L2(I )
)
ds, (6.97)
where the non-negative function B(t) = C(|ρ|H 1(I ) + |u¯x |L∞(I )) ∈ L1(0, T∗),C depending only
on M0.
We can deduce in a similar way that
t∫
0
1
2
d
dt
1∫
−1
(π − π¯ )2 dx ds

t∫
0
(
D(s)
∣∣(π − π¯ )(s)∣∣2
L2(I ) +
1
8C
∣∣(ux − u¯x)(s)∣∣2L2(I )
)
ds, (6.98)
where the non-negative function D(t) = C(|π |H 1(I ) +|u¯x |L∞(I )) ∈ L1(0, T∗),C depending only
on M0.
Therefore, combining all estimates (6.96)–(6.98), we conclude that
1
4C
t∫
0
∣∣(ux − u¯x)(s)∣∣2L2(I ) ds + [∣∣√ρ(u− u¯)(t)∣∣2L2(I ) + ∣∣(ρ − ρ¯)(t)∣∣2L2(I ) + ∣∣(π − π¯ )(t)∣∣2L2(I )]

T∗∫
0
[
A(s)+B(s)+D(s)]
· (∣∣√ρ(u− u¯)(s)∣∣2 2 + ∣∣(ρ − ρ¯)(s)∣∣2 2 + ∣∣(π − π¯ )(s)∣∣2 2 )ds.L (I) L (I) L (I)
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1
4C
∣∣(ux − u¯x)(t)∣∣2L2(I )
+ ess sup
0tT∗
(∣∣√ρ(u− u¯)(t)∣∣2
L2(I ) +
∣∣(ρ − ρ¯)(t)∣∣2
L2(I ) +
∣∣(π − π¯)(t)∣∣2
L2(I )
)
 0.
Then, we obtain
ρ = ρ¯, √ρ(u− u¯) = 0, ux = u¯x .
Since u(x, t) ∈ C([0, T∗];H 10 (I )), hence,
ρ = ρ¯, u = u¯.
Then the proof of the uniqueness of Main Theorem is finished. Therefore, Main Theorem is
proved.
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