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Abstract
When solving large-scale multiobjective optimization problems, solvers can get
stuck with the memory or time limit. In such cases, one is left with no informa-
tion how far is the best feasible solution, found before the optimization process
has stopped, to the true Pareto optimal solution.
In this work, we show how to provide such information when solving multi-
objective multidimensional knapsack problems by a commercial mixed-integer
linear solver.
We illustrate the proposed approach on biobjective multidimensional knap-
sack problems derived from singleobjective multidimensional knapsack problems
from the Beasley OR Library.
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21 Introduction
This research has been inspired by the fact that when solving large-scale mul-
tiobjective optimization (MO) problems, it may happen that Pareto optimal
(efficient) solutions are not derived. The reasons for that can be twofold.
When making use of heuristics, such as Evolutionary Multiobjective Optimiza-
tion (EMO), or other, Pareto optimality of derived solutions is not guaranteed.
When making use of exact methods, such as mixed-integer programming (MIP),
solvers can reach memory limit, and, less often, time limit, before the optimal
solution is found. In both cases, one is left with a feasible solution which may
be believed to be Pareto optimal or close to Pareto optimality, but no informa-
tion is offered about how wide is the actual gap (the Pareto suboptimality gap)
between the image (under the objective function mapping) of the feasible solu-
tion derived and the image (under the analogous mapping) of the set of Pareto
optimal solutions (the Pareto front).
To cope with such unfavorable situations and provide the lacking informa-
tion, here we employ the general methodology developed for calculating bounds
on objective function values of implicit efficient solutions (Kaliszewski 2006,
Miroforidis 2010, Kaliszewski, Miroforidis 2009,2010a,2012,2013,2014,2016, Ka-
liszewski et al. 2011,2012,2016). The central concept of this methodology is to
built two-sided approximations of the Pareto front (PF). To this aim, two sets
of elements are produced, one composed of feasible solutions, called lower shell,
and another composed of infeasible solutions, called upper shell. The images of
these sets form, respectively, an internal and an external approximation of the
PF. No element of the lower shell needs to be Pareto optimal.
In the literature, two general approaches to approximate the PF are present.
The first approach, based on exact optimization methods, aims at building
approximating constructs starting from a number of efficient solutions derived
by an exact optimization method. From a vast literature on that approach one
can quote Ruzika, Wiecek 2005 (a survey paper), Ehrgott, Gandibleux 2007,
Hartikainen et al. 2012, Bradley 2014, Lotov 2015.
3The second approach, based on inexact, mostly population type optimization
methods (cf. e.g. Deb 2001, Coello Coello et al. 2002, Osyczka 2002, Coello
2004, Tan et al. 2005, Talbi 2009, Di Barba 2010, Giri et al. 2013, Qi et al. 2013,
Ruiz et al. 2015), aims at producing discrete feasible approximations (lower
shells) of Pareto fronts. In the latter approach, no guarantee is offered that the
resulting approximations include actual elements of the PF. In consequence, the
actual behavior of such methods can be only observed on test problems with
known efficient sets.
The methodology we refer to above follows the second approach. However, in
contrast to other methods consistent with that approach, the said methodology
provides for two-sided, lower and upper bounds on objective function values of
Pareto optimal solutions. By this, the behavior of inexact methods can be put
under control. Moreover, responding to the needs of Multiple Criteria Decision
Making, the methodology abstains from approximating the whole Pareto front
and takes a more pragmatic course. Namely, it produces ad hoc local approx-
imations of the Pareto front, only in regions of the explicit decision maker’s
interest. This provides for large savings by forgoing vain computations.
In this work, we employ the said methodology to the case where large-scale
multidimensional multiobjective knapsack problems are solved by an optimiza-
tion solver and cannot be solved to optimality. We classify a multidimensional
multiobjective knapsack problem as large if it cannot be solved to optimality
by a highly specialized MIP solver within a reasonable memory or time limit.
We show how in such cases the lacking information about the size of the Pareto
suboptimality gap can be retrieved with a specific heuristic method to populate
upper shells.
Multidimensional multiobjective knapsack problems constitute a generic for-
mal framework for project portfolio selection problems. The importance of this
class of problems in business is convincingly illustrated by the example of the
Intel company (Intel 2014).
The outline of the work is as follows. In Section 2, we recall a method for
Pareto optimal solution derivation, which is instrumental for the subsequent de-
4velopment. In Section 3, we revisit the Beasley OR library containing large-scale
singleobjective multidimensional knapsack test problems. In Section 4, we use
those problems to investigate to what extent the current computer and software
technologies change our perspective on what large-scale practically means, and
in Section 5, we present their biobjective counterparts – biobjective multidimen-
sional knapsack (BMK) problems. In Section 6, we attempt to solve the BMK
problems presented in Section 5 to Pareto optimality by CPLEX solver on the
open access platform NEOS and in the case of failure, we put the methodology
we refer to above to work. We illustrate in a detailed way the methodology
working on a selected BMK problem with ten constraits and five hundered vari-
ables. In this section we also show, in the case a solver does not provide the
optimal solution, how to measure proximity of the best solution found to the
PF. Section 7 concludes.
2 Derivation of Pareto optimal solutions
Let x denote a solution, X a space of solutions, X0 a set of feasible solutions,
X0 ⊆ X. Then the multiobjective optimization problem is defined as:
vmaxf(x)
x ∈ X0 ,
(1)
where f : X → Rk, f = (f1, ..., fk), fl :→ R, l = 1, ..., k, k ≥ 2, are objec-
tive functions, and vmax denotes the operator of deriving all Pareto optimal
solutions in X0.
Solution x¯ is Pareto optimal (equivalently: efficient) if fl(x) ≥ fl(x¯), l =
1, ..., k, implies f(x) = f(x¯).
It is a well-established result (cf. Kaliszewski 2006, Kaliszewski et al. 2016,
Ehrgott 2005, Miettinen 1999) that solution x is Pareto optimal 1 if and only if
it solves the Chebyschev weighted optimization problem
minx∈X0 maxl[λl(y
∗
l − fl(x)) + ρek(y∗ − f(x))] (2)
1 Actually, this solution is properly Pareto optimal (properly efficient), for a formal treat-
ment of this issue cf., e.g., Kaliszewski 2006, Kaliszewski et al. 2016, Ehrgott 2005, Miettinen
1999.
5where weights λl > 0, l = 1, ..., k, ek = (1, 1, ..., 1), y∗l = yˆl + ε, yˆl =
maxx∈X0 fl(x), l = 1, ..., k, ε > 0, and ρ is a positive "sufficiently small" num-
ber 2.
By the "only if" part of this result, no Pareto optimal solution is a priori
excluded from being derived by solving an instance of optimization problem (2).
In contrast to that, maximization of a weighted sum of objective functions over
X0 does not possess, in general (and especially in the case of problems with
discrete variables), this property 3.
On the first glance, the objective function in (2) seems to be difficult to
handle. However, problem (2) is equivalent to
min s ,
s ≥ λl(y∗l − fl(x)) + ρek(y∗ − f(x)), l = 1, ..., k ,
x ∈ X0 .
(3)
In the sequel, we use formulation (3) for biobjective multidimensional knap-
sack problems
vmax

∑n
j=1 c1,jxj∑n
j=1 c2,jxj∑n
i,j ai,jxj ≤ bi, i = 1, ...,m,
xj ∈ {0, 1} , j = 1, ..., n,
(4)
where all ai,j , ci,j are nonnegative.
3 Beasley OR Library multidimensional knapsack
problems
Beasley OR Library contains a set of singleobjective multidimensional knapsack
test problems (http://people.brunel.ac.uk/mastjjb/jeb/info.html), collected by
Chu and Beasley (1998).
In this collection, there are 9 groups of problems of that type, with the
number of constraints m: 5, 10, 30, and the number of variables n: 100, 250, 500.
2 ibidem.
3 ibidem.
6Each group contains 30 problems, giving 270 problems in total. Here we describe
the data following the Chu and Beasley paper.
Coefficients ai,j are integers drawn uniformly but random from the interval
[0, 1000] 4.
For each m − n combination, the right-hand side coefficients bi are defined
as follows:
bi = α
n∑
j
ai,j
where α is the tightness ratio, equal to 0.25 for the first ten, 0.50 for the next
ten, and 0.75 for the remaining ten problems.
The objective function coefficients cj are integers correlated to ai,j and gen-
erated as follows:
cj = b500qj + 1
m
m∑
i=1
ai,jc, j = 1, ..., n,
where qj is a real number drawn from (0, 1) by a continuous uniform generator,
and b·c denotes rounding down to the nearest integer.
To solve the problems, Chu and Beasley used CPLEX solver (https://www-
01.ibm.com/software/commerce/optimization/cplex-optimizer/ ), version 4.0,
on Silicon Graphics Indigo workstation (R4000, 100 MHz, 48 MB memory).
The solving process was stopped whenever tree memory usage exceeded 42 MB
or after 1800 CPU seconds.
Chu and Beasley were able to solve all problems from (5−100), (5−250) and
(10− 100) groups to optimality. For all the remaining problems from (5− 500),
(10− 250), (10− 500), (300− 100), (300− 250), (300− 500) groups no optimal
solution was obtained, or the possible optimality of the incumbent (the best
feasible solution found) was not proved, because the solving precesses reached
one of the limits mentioned above (see Table 1).
In Section 5, we shall use these problems to construct a set of biobjective
problems, just by adding the second objective function.
4 Actually, the data contain coefficients higher than 1000 but less than 1200.
74 Solving Beasley OR Library multidimensional
knapsack problems on the NEOS platform
As to solve multiobjective mixed-integer linear problems (3) (because of weights
λl are real numbers, variable s, the objective function in (3), assumes real values)
we rely on optimization solvers, we decided to investigate at first the potential
of contemporary MIP packages. Our choice was CPLEX, because it is renown
as an effective and robust optimizer. Morever, it is accessible free of charge, e.g.,
via NEOS platform (https://neos-server.org/neos/solvers/lp:CPLEX/LP.html).
Running optimization problems on an open access platform ensures perfect re-
sult reproducibility. At the time of numerical experiments, this platform run
CPLEX version 12.6.2.0. With NEOS, jobs are terminated whenever time limit
of 8 hours of CPU or memory limit of 3 GB is reached. However, as NEOS
reaching one of these limits provides no output log, we put the memory limit to
2.048 GB 5.
To prepare input data for CPLEX we converted all the 270 knapsack prob-
lems in the Beasley OR Library to the LP format. We made the converted
problems publicly available via the web 6.
With CPLEX running on NEOS, we were able to solve to optimality almost
all problems from (5, 500) and (30,100) group, a few problems from (10, 250)
group and no problem from (10, 500) (30, 250) and (30, 500) group. Table 1
summarizes the results. The suboptimality gap 7, as provided by CPLEX (where
the term gap is used), is calculated as
subopt. gap = 100 · current MIP best bound - objective funct. value for incumbentobjective funct. value for incumbent
and these three values are provided in CPLEX logs.
insert Table 1 here
5 Adviced by the NEOS support team, in all CPLEX runs we used the following CPLEX
parameter settings: set workmem 128, set mip strategy file 2, set mip limits treememory 2048.
6 http://www.ibspan.waw.pl/∼kaliszew/MK_problems
7 The term ”optimality gap” is usually reserved for the difference between the optimal
objective function value in the primal problem and in its dual.
8In each case, when one is not able to solve a problem to optimality, one is
left with an absolute upper bound on the optimal (here: maximal) objective
function value, namely
optimal objective function value ≤ current MIP best bound . (5)
5 Biobjective multidimensional knapsack prob-
lems
We generated biobjective multidimensional knapsack (BMK) problems (4) from
Chu and Beasley problems. For each original Chu and Beasley problem we
added the second objective function obtained by permuting the coefficients of
the first.
To solve BMK problems obtained in that manner, we made use of transfor-
mation (3). In case of knapsack problems, the resulting problems are mixed-
integer linear problems, thus they can be handled by CPLEX.
To simplify modifications of the input LP files, reflecting varying weights
λl, we introduced two variables f1 and f2, equal to the first and the second
objective function, respectively,
−f1 +
n∑
j=1
c1,jxj = 0 ,
−f2 +
n∑
j=1
c2,jxj = 0 .
Both variables f1 and f2 are clearly nonnegative. With that convention, the
9transformed problems have the following form, consistent with the LP format:
min s ,
subject to

s+ (λ1 + ρ)f1 + ρf2 ≥ λ1y∗1 + ρ(y∗1 + y∗2),
s+ ρf1 + (λ2 + ρ)f2 ≥ λ2y∗2 + ρ(y∗1 + y∗2),
−f1 +
∑n
j=1 c1,jxj = 0 ,
−f2 +
∑n
j=1 c2,jxj = 0 ,∑n
i,j ai,jxj ≤ bi, i = 1, ...,m,
xj ∈ {0, 1} .
(6)
We made the transformed problems (in the LP format) publicly available
via the web 8. For each problem in the set λ1 and λ2 were set to default values
0.5, and for different settings of λl the first two constraints in (6) have to be
modified accordingly.
6 Deriving bounds for biobjective multidimen-
sional knapsack problems
In this section, we consider the case when a BMK problem, formulated as in (3),
cannot be solved to optimality because a MIP solver reaches time or memory
limit. For example, this is the case of biobjective multidimensional knapsack
problems steaming from the group (10, 500) of singleobjective problems. It is
the first group of BMK problems (counting from low dimensions up) in which
we were not able to solve to optimality any BMK problem formulated as in (3)
with CPLEX run on NEOS, because of the memory limit (we checked this for
λ1 = λ2 = 0.5). Hence, for problems within this range of dimensions or higher,
complementing CPLEX (or any other MIP solver) with a method to derive
a kind of upper bound information on Pareto optimal solutions is of utmost
importance.
8 http://www.ibspan.waw.pl/∼kaliszew/BMK_problems
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Moreover, it is well known that MIP solvers derive relatively quickly incum-
bents close to optimal solutions (in terms of the objective function values) or
even optimal solutions but without the proof of optimality. Small incremen-
tal improvements or proving optimality of the incumbent usually consumes the
majority of computing time. Existence of upper bounds on objective function
values of Pareto optimal solutions would allow to decide if a satisfactory solu-
tion within an acceptability range has been already derived and, in consequence,
allow to stop the optimization process early.
6.1 Upper bounds
In contrast to the singleobjective case, the upper bound (5) on the optimal value
of objective function s in optimization problem (3) provides no information on
upper bounds on f1(x) or f2(x).
Upper bounds can be established by the general method (applicable for any
k ≥ 2) described in Miroforidis 2010, Kaliszewski, Miroforidis 2009,2010a,2012,
2013,2014,2016, Kaliszewski et al. 2011,2012,2016. We adapt this method to
the case of BMK problems (k = 2) being solved by a MIP solver.
Dominance relation ≺ on X is defined as
x′ ≺ x ⇔ f(x′) f(x),
where  denotes fl(x′) ≤ fl(x), l = 1, 2, and fl(x′) < fl(x) for at least one l.
If x′ ≺ x then we say that x′ is dominated by x and x is dominating x′.
Following the method cited above, we make use of a finite nonempty set
SU ⊆ X \X0, elements of which satisfy
∀x∈SU ¬∃x′∈X0 x ≺ x′ . (7)
Figure 1 presents an illustration to the concept of SU . In the context of BMK
problems, set SU is a counterpart of an upper shell, as defined in references cited
above.
Given λ = (λ1, λ2), let xPopt(λ) denote the Pareto optimal solution to prob-
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Figure 1: An example of SU = {x1, x2, x3, x4}. Relative positions of xPopt(λ)
and xinc are hypothetical, however in any case xPopt(λ) 6≺ xinc.
lem (3), which would be derived if this problem were solved to optimality. Then,
fl(x
Popt(λ)) ≤ Ul(SU , λ) = min
x¯∈SU
f˜l(x¯), l = 1, 2, (8)
where
f˜l(x¯) =
{
fl(x¯) if l ∈ I(λ, x¯),
+∞ otherwise, , l = 1, 2,
I(λ, x¯) is a subset of indices {1, 2} such that l ∈ I(λ, x¯) if tl = min{t1, t2},
tj = λj(y
∗
j − fj(x¯)) , j = 1, 2 .
For details, see Miroforidis (2010), Kaliszewski et al. (2011,2012).
To populate SU for BMK problems, we have proposed a simple heuristic
procedure consisting of replacing in the incumbent xi = 1 to xi = 0 and replac-
ing xj = 0 to xj = 1, for some j > i. This is repeated for all i such that xi = 1
and all j > i such that xj = 0. All the resulting infeasible solutions are stored.
Next, all dominating infeasible solutions are filtered out. The residual infeasible
solutions form set SU .
The procedure works if the incumbent is ”good enough”, i.e., in terms of
12
f(·) it is sufficiently close to the PF. Otherwise, the procedure may produce no
infeasible solution.
To illustrate the working of the SU populating procedure and the process of
establishing upper bounds, we consider now the first problem from the BMK
(10, 500) group (α = 0.25), which in the set of BMK problems we have made
available via the web is denoted as mknapcb_6_1_bicrit_LP (this problem has
been derived as described above, from the first problem in the file mknapcb6 of
the Beasley OR Library).
We can set y∗l =
∑n
j=1 cl,j , l = 1, 2, which clearly satisfies the requirement
for y∗. Here we opt to use the rather conservative estimates of yˆl, l = 1, 2,
because they are easily calculable and allow to avoid the prerequisite to compute
yˆl to establish y∗ 9. We set ρ = 0.001.
We have attempted to solve this problem, formulated as singleobjective op-
timization problem (3) with default values λ = (0.5, 0.5). With the memory
limit reached, we have got only the incumbent with f1(xinc) = 123599 and
f2(x
inc) = 123637.
To get set SU , we have applied the procedure proposed above. In the in-
cumbent there have been 148 variables equal to 1 and the procedure has yielded
194 infeasible solutions. Figure 2 shows these infeasible solutions represented
by their corresponding values f1(·) and f2(·). Among these infeasible solutions
there are only 6 infeasible solutions which do not dominate any other infeasi-
ble solution, so they form set SU . In the same manner as Figure 2, Figure 3
represents elements of SU .
Now, with SU derived, we can calculate upper bounds for f1(xPopt(0.5, 0.5)),
f2(x
Popt(0.5, 0.5)), as presented in Table 2. For the considered problem, y∗1 =
y∗2 = 375217.
insert Table 2 here
9 Such conservative estimates can be a problem in decisional contexts, where yˆ is used as
a reference ideal point and y∗ should be its close estimate, cf. Kaliszewski 2006, Kaliszewski
et al. 2011,2012,2016, Ehrgott 2005, Miettinen 1999. Moreover, one should note that Pareto
optimal solutions derived by solving problem (2) (or problem (3)) depend not only on λ but
also on y∗.
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Figure 2: Infeasible solutions derived by the population procedure applied to
problem mknapcb_6_1_bicrit_LP in the form (6) with λ = (0.5, 0.5); ◦ - f(·)
of infeasible solutions, • - f(xinc).
We get
f1(x
Popt(λ)) ≤ U1(SU , λ) = 123599 ,
f2(x
Popt(λ)) ≤ U2(SU , λ) = 123637 ,
and these numbers constitute the proof of Pareto optimality of xinc (see Figure
4).
We have repeated the calculation for the same problem with different values
of λ, namely λ = (0.3, 0.7) and λ = (0.7, 0.3). Each time we populated SU by
the above procedure with respect to the corresponding xinc. Table 3 summarizes
the results.
insert Table 3 here
In Table 3, we see that with λ = (0.3, 0.7) for f2(xPopt(λ)) an upper bound
is not available. The reason is that with λ = (0.3, 0.7) for no x ∈ SU , f(x) is
above the half line (called compromise half line, Kaliszewski et al. 2012,2016)
{y | y = y∗ − t 1
λ
, t ≥ 0}, (9)
14
Figure 3: Set SU derived by the population procedure applied to problem
mknapcb_6_1_bicrit_LP in the form (6) with λ = (0.5, 0.5); ◦ - f(·) of in-
feasible solutions in SU , • - f(xinc).
where 1λ denotes (
1
λ1
, 1λ2 ). For λ = (0.3, 0.7), the half line intersects the line
f1(x) = f1(x
inc) (= 107766) at f2(x) = 260595.1429, whereas yˆ, the maximal
value for f2(x) over the feasible set is greater or equal to 129838 (to establish
this, we have solved the problem with f2(x) as the objective function and this
value represents the incumbent with the suboptimality gap 0.11%). In other
words, for λ = (0.3, 0.7) the half line (9) passes far from the PF. With y∗
set so far away form f(X0) (to get y∗l we just summed the coefficients of the
corresponding objective function), the set of λ’s for which the half line (9) passes
close to set f(X0) is significantly reduced. The analogous argument applies for
λ = (0.7, 0.3).
One can get a tighter approximation of yˆ for the price of solving two LP
problems: one for maximizing f1 and one for maximizing f2, in both cases over
the relaxed set of conditions: {x | ∑ni,j ai,jxj ≤ bi, i = 1, ...,m, xj ≥ 0 , j =
1, ..., n}. In the first case, one obtains f∗1 = 196551.8180 and in the second case,
f∗2 = 206496.9024 and y∗ can be taken as (196552, 206497). However, in the
considered problem, this does not improve the bounds.
15
Figure 4: Derivation of upper bounds for problem mknapcb_6_1_bicrit_LP in
the form (6) with λ = (0.5, 0.5); • - U(SU , λ) = f(xinc), ◦ - f(·) of infeasible
solutions in SU (only 3 out of 6 elements are depicted, from which two establish
upper bounds U1(SU , λ) and U2(SU , λ), respectively), the line segment repre-
sents half line (9).
The situation can be improved, although for the higher price, namely by
solving the problem (4) for each objective function separately. By doing this,
we have got in both cases, because of memeory limit, only incumbents, with
f1(x
inc1) = 128730 and f2(xinc
2
) = 129838. As the suboptimality gaps provided
by CPLEX are very small, namely 0.13% for f1 and 0.11% for f2, we have used
these values as proxies of yˆ1 and yˆ2. Solving the problem with yˆ1 = f1(xinc
1
),
yˆ2 = f2(x
inc2) and λ = (0.3, 0.7) we have got f(xinc) = (120468, 126191).
Repeating the procedure of populating SU for the new incumbent we have got
upper bounds as in Table 4. We have done the same for λ = (0.7, 0.3) and the
upper bounds for this case are also given in Table 4.
insert Table 4 here
As we see, there is a trade-off between the effort to calculate thight y∗ and
the quality of upper bounds. Below, for consistency of the presentation, we use
16
y∗l =
∑n
j=1 cl,j , l = 1, 2. In this work, we stick to y
∗ since with it any Pareto
optimality solution can be derived with appropriate λ (cf. Section 6.3), and
this is important in the context of decision making. However, solving problem
(2) yields an efficient solution for any y◦ replacing y∗, such that y◦ ≤ y∗, as in
the reference point method (Wierzbicki 1999, cf. also Kaliszewski 2006, Ehrgott
2005, Miettinen 1999).
Besides providing an incumbent quality gauge (the incumbent does not need
to satisfy upper bounds on f(xPopt(λ)), cf. Table 3, the case of λ = (0.3, 0.7)),
the existence of upper bounds on f(xPopt(λ)) allows in some cases to economize
greatly on computing time, if the optimality of the solution is not the crucial
issue. Table 5 shows how much time can be saved for the considered problem
if the incumbent is accepted as the solution to the problem. In this case, time
spend on improving the last incumbent or proving its optimality, whatever is
the case, is one order of magnitude higher than time spend to derive it. On
the other hand, the Pareto suboptimality gap, as defined in Section 6.2, for the
incumbent is very small.
insert Table 5 here
6.2 Lower bounds
It is not necessary that the incumbent provides a lower bound for f(xPopt(λ)),
i.e., fi(xinc) ≤ fi(xPopt(λ)), i = 1, 2. MIP solvers, with no exception for
CPLEX, are not instructed to pay attention to values of components of f(x)
when solving problem (6) (or, in the general case, problem (3)). The solv-
ing process is driven by values of objective functions, in this case the val-
ues of variable s. Therefore, it would be of interest to have a valid lower
bound on f(xPopt(λ)). To this aim, we can make use of lower bounds provided
by the general method described in Miroforidis 2010, Kaliszewski, Miroforidis
2009,2010a,2012,2013,2014,2016, Kaliszewski et al. 2011,2012,2016, adapting it,
as we did for upper bounds, to the case of BMK.
Following this development, we make use of a finite nonempty set SL ⊆ X0,
17
elements of which satisfy
∀x∈SL ¬∃x′∈SL x ≺ x′. (10)
In the context of BMK problems, set SL is a counterpart of a lower shell, as
defined in the works cited above. The formula for lower bounds is
fl(x
Popt(λ)) ≥ Ll(SL, λ) = maxx∈SL(y∗l − 1λl [maxj λj(y∗j − fj(x))] ), l = 1, 2.
(11)
For details, see cite the works cited above.
To populate SL, one can try to rely on information provided by CPLEX or
other MIP solvers. CPLEX maintains a pool of feasible solutions, which can be
accessed on demand. Likewise, CPLEX can be instructed to maintain extended
pool by a single command (populate). However, as CPLEX is not instructed to
pay attention to values of components of f(x), it tends to produce solutions in
the pool, which are dominated by f(xinc), thus not contributing to the values
of lower bounds. For example, when solving problem mknapcb_6_1_bicrit_LP
in the form (3) with λ = (0.5, 0.5), CPLEX has stopped because the memory
limit reached and produced an extended pool of 28 solutions, the incumbent
including, out of which only one feasible solution was not dominated by xinc,
namely a solution with f(x) = (123556, 123650). Lower shell SL composed
of this solution and xinc (|SL| = 2) has produced lower bounds L(SL, λ) for
f(xPopt(λ)), as in Table 6 (see Figure 5).
insert Table 6 here
In the same manner we calculated lower bounds for f(xPopt(λ)) with λ =
(0.3, 0.7) and λ = (0.7, 0.3). In the case of λ = (0.3, 0.7), CPLEX produced
an extended pool of 30 solutions, the incumbent including, with the incumbent
dominating all other solutions, (|SL| = 1). In the case of λ = (0.7, 0.3) CPLEX
produced an extended pool of 35 solutions, the incumbent including, with the
incumbent dominating all other solutions (|SL| = 1). The corresponding lower
bounds calculated with these lower shells are given in Table 6.
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Figure 5: Derivation of a lower bound for problem mknapcb_6_1_bicrit_LP
in the form (3) with λ = (0.5, 0.5); • - f(xinc), ◦ - the other element of SL (in
this case |SL| = 2), − L(SL, λ), the line segment represents half line (9).
L1(SL, λ) for λ = (0.3, 0.7) and L2(SL, λ) for λ = (0.7, 0.3) are so low
that they can be designated, by the analogy to upper bounds, as −∞. The
explanation of this is the same as in the case of upper bounds, namely, the half
line (9) passes far from set f(X0).
Now, with lower upper bounds in place, we can define Pareto suboptimality
gap as
GPsub = (
U1(SU ,λ)−L1(SU ,λ)
L1(SL,λ)
, U2(SU ,λ)−L2(SU ,λL2(SL,λ) ).
Observe that this definition admits positive gaps for Pareto optimal xPopt(λ),
and this is because xPopt(λ) remains unknown.
Table 5 and Table 8 contain values of GPsub for all problems we attempted
to solve.
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6.3 On incumbent proximity to Pareto optimality
The Pareto optimality test (Kaliszewski et al. 2016) states that if x˜ solves
problem (2) (or its equivalent, problem (3)) with
λ˜l =
1
y∗l − fl(x˜)
, l = 1, ..., k ,
then x˜ is Pareto optimal, otherwise it is not.
We can apply the optimality test to xinc with
λincl =
1
y∗l − fl(xinc)
l = 1, 2 .
It is easy to show (Kaliszewski et al. 2016) that fl(xinc) ≤ Ul(SU , λinc), l =
1, 2, irrespective of whether xinc is Pareto optimal or not (xPopt(λ), derived
explicitly or just implicitly, designated by λ, is Pareto optimal), and this obser-
vation holds for any k ≥ 2.
If so, U(SU , λ˜) − f(xinc(λ)) can be used as a (vector) measure of f(xinc)
proximity to Pareto optimality.
In our numerical example, for f(xinc) = (123599, 123637) derived with λ =
(0.5, 0.5), we have
λinc1 =
1000000
375217− 123599 = 3.974278,
λinc2 =
1000000
375217− 123637 = 3.974879
(the scaling factor, here 1000000, can be arbitrary).
Likewise, for f(xinc) = (107766, 129837) derived with λ = (0.3, 0.7)), we
have
λ˜1 =
1000000
375217− 107766 = 3.739003,
λ˜2 =
1000000
375217− 128730 = 4.075312,
and for f(xinc) = (107766, 129837) derived with λ = (0.7, 0.3)), we have
λ˜1 =
1000000
375217− 107766 = 3.739003,
λ˜2 =
1000000
375217− 108468 = 4.075312.
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The resulting upper bounds, this time on f(xinc), are shown in Table 7. For
λ = (0.5, 0.5), this table replicates data from Table 3.
insert Table 7 here
6.4 More bound calculations
We have calculated lower and upper bounds as above, for each first problem
with a given ratio α, in (30,100), (30,250), (30, 500) BMK problem group. The
results are given in Table 8.
insert Table 8 here
7 Discussion and conclusions
In this work we have shown, for the class of problems considered, how to provide
lower and upper bounds on objective function values for the Pareto optimal
solution which would be derived if this problem were solved to optimality. In
the case a MIP solver stops before the Pareto optimal solution is derived, upper
bounds on it are easily calculable by a simple procedure taking incumbents as
the input. Likewise, lower bounds on the Pareto optimal solution result from
elementary calculations.
The existence of two-sided bounds, if sufficiently (sufficiency is problem de-
pendent) tight, allows to accept incumbents as solutions to problems. In such
cases, a ”failure” (no Pareto optimal solution derived) becomes, sort of, ”success”.
The method proposed is immediately expandable to any number of objec-
tives with no change. All additional calculations are done, as demnostrated,
externaly to a MIP solver. However, incorporation of them into MIP solvers
may significantly extend their versatility.
As a direction for further researches, attempts to extend the approach out-
lined above to other classes of optimization problems approached with off-the-
shelf MIP solvers seems very promising.
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Problem CPLEX (Chu & Beasley) CPLEX (NEOS)
Av. Av. Av. Av. Av. Av. Av. No.
sol. no. subopt. sol. sol. no. subopt. opt.
m, n α time nodes gap time time nodes gap
(sec.) (%) (sec.) (ticks) (%)
5, 500 0.25 981.6 64398 0.99 351.0 53924.7 9368662 0.01 10
0.50 1048.0 72744 0.45 181.5 26629.6 4714172 0.01 9
0.75 1129.8 80101 0.32 66.5 6889.8 1443435 0.01 10
10, 250 0.25 1006.2 69545 4.80 362.3 53153.3 8618316 0.12 3
0.50 1054.7 78502 5.41 423.3 678234.5 9532148 0.07 1
0.75 1195.2 81475 1.85 331.5 53503.0 7864490 0.02 9
10, 500 0.25 1738.2 68723 4.88 260.9 47926.7 4676405 0.15 0
0.50 1651.2 68929 5.50 227.9 48963.5 4820390 0.07 0
0.75 1795.0 68492 2.33 174.5 48307.5 5289940 0.04 0
30, 100 0.25 1738.2 68723 4.88 150.8 144689.3 2277030 0.01 10
0.50 1651.2 68929 5.50 117.8 101397.7 2236903 0.01 10
0.75 1795.0 68492 2.33 26.5 14701.9 376095 0.01 10
30, 250 0.25 1738.2 68723 4.88 1219.8 1016689.0 19730028 0.57 0
0.50 1651.2 68929 5.50 1016.2 957459.8 11873460 0.26 0
0.75 1795.0 68492 2.33 1087.9 894352.3 13880475 0.11 0
30, 500 0.25 1738.2 68723 4.88 444.1 488470.2 3306093 0.45 0
0.50 1651.2 68929 5.50 518.5 481266.5 3139090 0.19 0
0.75 1795.0 68492 2.33 745.6 459140.7 3435124 0.11 0
Table 1: Comparison of results reported by Chu and Beasley and results of
CPLEX runs on the NEOS platform. None of the problems in this table was
solved to optimality by Chu and Beasley because of time of memory limit hit.
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SU f1(x¯) f2(x¯) t
1 t2 I(λ, x¯) f˜1(x¯) f˜2(x¯)
x¯1 123599 122488 125806.00 126371.00 1 123599 +∞
x¯2 123605 122475 125311.50 125783.00 2 +∞ 122475
x¯3 122594 123651 126315.00 125724.00 2 +∞ 123651
x¯4 122587 123769 126219.50 125789.50 2 +∞ 123769
x¯5 122778 123638 125919.50 125790.00 2 +∞ 123638
x¯6 123378 123637 125919.50 125790.00 2 +∞ 123637
min 123599 123637
Table 2: Calculations of Ul(SU , λ) in problem mknapcb_6_1_bicrit_LP for
λ = (0.5, 0.5).
λ1 λ2 f1(x
inc) f2(x
inc) |SU | U1(SU , λ) U2(SU , λ)
0.300 0.700 107766 129837 13 107101 +∞
0.500 0.500 123599 123637 6 123599 123637
0.700 0.300 128730 108468 3 +∞ 108469
Table 3: Calculations of upper bounds for f(xPopt(λ)) in problem
mknapcb_6_1_bicrit_LP for different λ.
λ1 λ2 f1(x
inc) f2(x
inc) |SU | U1(SU , λ) U2(SU , λ)
0.3 0.7 120468 126191 17 120472 126198
0.7 0.3 125128 121519 3 125130 121530
Table 4: Calculations of upper bounds for f(xPopt(λinc)) in the problem
mknapcb_6_1_bicrit_LP.
λ1 λ2 time to xinc nodfile size at xinc GPsub solution time
(sec.) (ticks) Mb (%) (%) (sec.) (ticks)
l = 1 l = 2
0.500 0.500 16.65 5663.02 29.99 0.032 0.033 299.73 63924.96
Table 5: Time to the last xinc, Pareto suboptimality gap at xinc and the solution
time.
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λ1 λ2 f1(x
inc) f2(x
inc) |SL| L1(SL, λ) L2(SL, λ)
0.300 0.700 107766 129837 1 −197336.30 129837.00
0.500 0.500 123599 123637 2 123599.00 123599.00
0.700 0.300 128730 108468 1 128730.00 −199919.30
Table 6: Calculations of lower bounds for f(xPopt(λ)) in problem
mknapcb_6_1_bicrit_LP for different λ.
λ1 λ2 f1(x
inc) f2(x
inc) U1(SU , λ) U2(SU , λ) Prox1 Prox2 Prox1 Prox2
% %
3.739 4.075 107766 129837 107766 129838 0 1 0 0.0008
3.974 3.975 123599 123637 123599 123637 0 0 0 0
4.057 3.749 128730 108468 128731 108469 1 1 0.0008 0.0009
Table 7: The Pareto proximity tests in the problem mknapcb_6_1_bicrit_LP.
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Problem l f(xinc) L(SL, τ) U(SU , τ) GPsub solving time
solving time
xinc time
size α % (sec.) (tics) (sec.) (tics)
(poo) 10,500 0.25 1 123599 123599 123599 0.032 252.97 63924.96 15.19 11.29
2 123637 123599 123637 0.033
10,500 0.50 1 220494 220494 +∞ not av. 103.85 60390.11 4.98 4.39
2 220504 220494 220504 0.003
10,500 0.75 1 306307 306284 306308 0.008 525.31 321054.75 1.17 1.18
2 306284 306284 306308 0.008
(o) 30,100 0.25 1 21248 - - - 31.42 11682.30 12.82 11.96
2 21255 - - -
(o) 30,100 0.50 1 38477 - - - 233.43 942332.63 25.26 24.04
2 38508 - - -
(o) 30,100 0.75 1 53746 - - - 3.11 987.46 15.55 29.37
2 53721 - - -
30,250 0.25 1 54652 54590 54655 0.119 1483.25 1167436.16 17.77 16.65
2 54590 54590 54591 0.002
(poo) 30,250 0.50 1 103231 103214 103231 0.016 1370.60 1073169.09 4.60 4.37
2 103214 103214 103214 0.000
(o) 30,250 0.75 1 145099 - - - 3077.3 3233125.32 7.55 8.99
2 145049 - - -
(poo) 30,500 0.25 1 113409 113387 113409 0.019 761.67 726143.36 2.66 2.57
2 113387 113387 113387 0
(poo) 30,500 0.50 1 212056 212056 212056 0 655.37 584355.69 1.64 1.63
2 212080 212056 212080 0.011
30,500 0.75 1 290654 290617 290656 0.013 530.68 324307.98 8.50 7.83
2 290617 290617 290617 0
Table 8: Lower bounds, upper bounds and Pareto suboptimality gaps for se-
lected problems from the mknapcb_*_*_bicrit_LP collection. (o) denotes that
the problem was solved to optimality, (poo) denotes that bound values provide
the proof of the incumbent Pareto optimality.
