Automated location of seismic events is a very important task in microseismic monitoring operations as well for local and regional seismic monitoring. Since microseismic records are generally characterized by low signal-to-noise ratio, automated location methods are requested to be noise robust and sufficiently accurate. Most of the standard automated location routines are based on the automated picking, identification and association of the first arrivals of P and S waves and on the minimization of the residuals between theoretical and observed arrival times of the considered seismic phases. Although current methods can accurately pick P onsets, the automatic picking of the S onset is still problematic, especially when the P coda overlaps the S wave onset. In this paper, we propose a picking free earthquake location method based on the use of the short-term-average/long-term-average (STA/LTA) traces at different stations as observed data. For the P phases, we use the STA/LTA traces of the vertical energy function, whereas for the S phases, we use the STA/LTA traces of a second characteristic function, which is obtained using the principal component analysis technique. In order to locate the seismic event, we scan the space of possible hypocentral locations and origin times, and stack the STA/LTA traces along the theoretical arrival time surface for both P and S phases. Iterating this procedure on a 3-D grid, we retrieve a multidimensional matrix whose absolute maximum corresponds to the spatial coordinates of the seismic event. A pilot application was performed in the Campania-Lucania region (southern Italy) using a seismic network (Irpinia Seismic Network) with an aperture of about 150 km. We located 196 crustal earthquakes (depth < 20 km) with magnitude range 1.1 < M L < 2.7. A subset of these locations were compared with accurate manual locations refined by using a double-difference technique. Our results indicate a good agreement with manual locations. Moreover, our method is noise robust and performs better than classical location methods based on the automatic picking of the P and S waves first arrivals.
I N T RO D U C T I O N
Automated seismic event location is nowadays a common practice for most seismological applications, from early warning systems to microseismic monitoring. The demand for automated location tools follows the increasing number of dense seismic networks and larger data sets to be processed. Since most data sets, as for the case of seismic events recorded by regional seismic networks, can be strongly contaminated by seismic noise, automated location methods are requested to be noise robust. Standard automated location routines are based on the automated picking and identification of the main seismic phases (generally P and S). Most of these methods are modified versions of the Geiger (1910) algorithm, based on the iterative minimization of the residuals between the theoretical and observed arrival times of the main seismic phases. A large number of algorithms has been proposed for the automatic picking and the identification of the P and S phases, as for instance the Filterpicker algorithm Vassallo et al. 2012) . While P onsets can be accurately picked with current techniques, the automatic picking of the S onsets is still challenging. Usually the S waves are identified on the horizontal components of a seismogram through the variation in amplitude and frequency of the signal, with respect to the preceding P waves (Amoroso et al. 2012a) . Nevertheless, reliable picking of the S phase might be problematic for local events where the P coda overlaps the S wave. Another class of S-pickers make use of characteristic functions based on the polarization analysis of three-component seismic traces (Cichowicz 1993; Diehl et al. 2009; Amoroso et al. 2012a) . However, the performance of automatic pickers is limited in presence of noisy data when picking and phases identification might be difficult. The growing interest on microseismic monitoring applications, particularly for oil and gas applications, has led to the recent development of alternative techniques, for automated seismic event location, similar to migration techniques used in reflection seismics. These methods are based on the concept of delay and sum of seismic waveforms and do not need prior phase picking nor phase identification. Among these techniques, the Source Scanning Algorithm (SSA) developed by Kao & Shan (2004 , 2007 ) makes use of a brightness function to localize seismic tremors. The brightness function is obtained by stacking the absolute amplitudes of normalized seismograms recorded at different stations. A similar approach, based on the envelope stacking at first P arrival times, was introduced by Baker et al. (2005) and tested for real-time seismic monitoring in southern California. Gharti et al. (2010) proposed to rotate seismic traces to the ray coordinates, compute the envelope and finally perform a stacking along P and S arrival times. The use of short-term-average/long-term-average (STA/LTA) traces for seismic event location has been first introduced by Withers et al. (1999) , who proposed a correlation-based method to locate seismic events at regional scale. In the approach developed by Withers et al. (1999) , processed waveforms are correlated with theoretical traveltime envelopes, then a grid search is performed to find the highest correlation value (i.e. the spatiotemporal coordinates of the seismic event). Grigoli et al. (2013) and Drew et al. (2013) used the stacking of the STA/LTA traces along P and S onsets times to locate microseismic events in mining and volcanic environments. All these migration-based techniques do not require phase picking nor phase identification and they exploit the waveform information without the need to compute synthetic seismograms (Kao & Shan 2007) .
In this paper, we present an improved version of the approach introduced by Grigoli et al. (2013) , designed to be more stable when the S-wave onsets are hardly picked. In this approach, we make use of a new characteristic function, which is more sensitive to the S waves than the former one (horizontal energy trace). The new characteristic function maintains its performance even when the P coda overlaps the S-wave onset (i.e. when P and S phases are not well separated). The main advantage of this function relies on its robustness: even with noisy data it shows a clear pick corresponding to the S-wave arrival. To evaluate its performance, we test it with real data and compare its ability to recognize S phases with respect to the former characteristic function. Finally, we demonstrate the improved location method through an application to a data set from a regional seismic network in the Campania-Lucania region (southern Italy). The data set consists of 196 microseismic events with magnitude M L between 1.2 and 2.7. Our location results are then compared with those obtained by an alternative automated location technique as well as with manual location results.
M E T H O D O L O G Y

Characteristic functions
The first step of the location process consists in the computation of characteristic functions. These should be generally sensitive to changes in energy, frequency content, polarization or other characteristics of the target signal relative to the background noise at each individual station ). Here we calculate two characteristic functions, a first one sensitive to the first P-phase arrival and a second one sensitive to the first S-phase arrival. Threecomponent seismic traces can be viewed as discrete time-series. We then denote the east component with x(j), the north component with y(j) and the vertical one with z(j). The integer value j = 1, n samples is the time index of the series while n samples denotes the last sample of the trace. Following the same approach proposed by Grigoli et al. (2013) , the P characteristic function CF P is defined as the energy of the vertical component of the seismic trace
with z(j) the vertical component seismic trace. To compute the Scharacteristic function CF S , we first compute the analytic traces of both horizontal component traces defined as follow:
where H is the Hilbert transform and i 2 = −1. Then, as proposed by Vidale (1986) , we can compute the instantaneous covariance matrix Q( j) as
where the hatˆdenotes complex conjugation. Since the matrix Q( j) is Hermitian it has, for each sample j, two real positive eigenvalues λ 1 and λ 2 (with λ 1 ≥ λ 2 ). At local and very local scale there is no guarantee that the incident S waves is nearly vertical. In such cases, better results can be obtained by computing the instantaneous covariance matrix using the three-component traces (Rowe et al. 2002) . Nevertheless, in this study we obtained better results by using a covariance matrix based on the horizontal components only. The S characteristic functions is then defined as
The term is a small positive number needed to overcome numerical issues related to the computation of the STA/LTA trace when λ 1 (j) tends to zero. Finally, we compute the STA/LTA traces using the CF P and CF S characteristic functions separately. The original STA/LTA algorithm by Allen (1978 Allen ( , 1982 is here modified, through the adoption of a recursive one, which reduces memory requirements and results smoother than standard STA/LTA in absence of signal (Withers et al. 1998 ). If we denote as n s and n l the number of samples of the short-and long-time windows, respectively, a recursive STA/LTA algorithm is described by the following equations:
where the index j varies in the range between h = n s + n l and the last sample n samples of the characteristic function. According to Withers et al. (1999) , the decaying constants K s and K l are set to 1/n s and to 1/n l , respectively. Equations for the STA and LTA functions represent two single-pole low-pass filters in the time domain with filter constants K s and K l , respectively (Baer & Kradolfer 1987) . Finally, STA/LTA traces are computed in the following way:
where W P and W S denote the STA/LTA traces of the P and S characteristic functions, respectively. Normalization of the STA/LTA traces is then required to take care of propagation effects, in order to avoid that stations close to the source dominate the stacking and also in order to balance the P and S contributions.
Location process
The STA/LTA traces for both P and S characteristic functions for all seismic stations of the network are now used as input data of the waveform-based location process. We now describe the waveform stacking location process as introduced by Grigoli et al. (2013) . Let us suppose that a seismic event is recorded by N three-component seismic stations. In order to locate the event, we first define a 3-D Cartesian grid space containing the whole seismogenic region.
For a grid with nx, ny and nz gridpoints along the x, y and z, we can write
where δx, δy and δz are the grid spacings along x, y and z-directions (which correspond to east, north and vertical, respectively) whereas (x, y, z) , respectively] at all N stations of the recording network (k is the station index). We then define τ min and τ max as which denote the minimum P and maximum S arrival time in the network. Using the previous equations, we introduce
T k (l, m, n) are the computed arrival times at station k (for P and S first onsets) relative to τ min . Considering the sampling rate δt of the recorded waveforms, we can discretize the previous equations as follow:
Using the eqs (17) and (18), we can evaluate the coherence functions C p and C s at each gridpoint and time sample, by using the following equations:
where W P k is the normalized STA/LTA of the P characteristic function related to the kth station and, in analogy, W S k is the normalized STA/LTA of the S characteristic function related to the kth station. According to Kao & Shan (2004) , to obtain smoother results (e.g. when the velocity model is poorly known) the method can be modified stacking all samples within a chosen window centred around T p k (or T s k ). The coherence matrix is finally defined as
From the previous equation it is clear that C(l, m, n, j) is a bounded function whose theoretical limits are 0 (no coherence) and 1 (perfect coherence for both P and S first arrivals phases). The location is then obtained by taking the maximum of the matrix Finally, the coordinates of the seismic event are (x,ŷ,ẑ) = (x(l), y(m), z(n)) while its origin timet can be retrieved bŷ
In order to estimate uncertainties, we follow the approach proposed by Grigoli et al. (2013) , based on the distribution of locations after processing the same event several times by perturbing the parameters of the STA/LTA traces. Location uncertainties are then estimated by perturbing the STA/LTA parameters (i.e. the length of both long-and short-time windows) and relocating each event several times. From the location distribution we computed the weighted mean, using the coherence value as weight, and a weighted covariance matrix. The weighted mean provides the best estimation of the hypocentral location, while uncertainties information can be directly extracted from the covariance matrix.
A P P L I C AT I O N T O T H E I S N E T DATA
On 1980 November 23, an M s 6.9 earthquake struck the Irpinia region (southern Italy), causing almost 3000 fatalities and more than 10 000 injured. Even more than 20 yr after the main event, the region shows continued background seismic activity including moderate-size events with magnitude (M L ) up to 5.4 (Ameri et al. 2011; De Matteis et al. 2012) . A dense seismic network, the Irpinia Seismic Network (ISNet), has been deployed to study the active fault systems in this region and, because of the high density of population in that area, for early warning purposes (Iannacone et al. 2010) . The network started to be operational in 2005; at the current state it consists of 28 short period (1 Hz) and 5 broad-band (0.25-50 Hz) seismic stations deployed in an area of about 100 km × 70 km ( Fig. 1) with an average interstation distance of about 15 km. Each seismic station is equipped with a three-component velocity sensor and a three-component strong motion accelerometer (Weber et al. 2007 ). In the period 2008-2012, ISNet recorded about 1200 innetwork events with local magnitude up to M L 3.4 . related to three selected seismic events shown in figure (Fig. 1) . The STA/LTA traces in Figs 2, 3 and 4 were computed using a shorttime window length of 0.7 s and a long one of 1.0 s. From these figures, it is clear that the STA/LTA of the characteristic function based on the principal eigenvalue (green line) shows, in all cases, a clear pick corresponding to the S phase, while the STA/LTA of the horizontal energy characteristic function (red line) is generally more noisy and prone to fail, showing in some cases a pick at the P phase. This result supports our choice to locate seismic events using both the STA/LTA of the vertical energy for the P phase and the STA/LTA of the principal eigenvalue characteristic function for the S phase. We located the seismic events by direct search within a grid, with size 102 × 102 × 36 km 3 and a 0.5-km grid spacing. To compute the P and S traveltimes, we used the finite difference code developed by Podvin & Lecomte (1991) for a 3-D velocity model (shown in Fig. 5 ) retrieved from traveltime tomography in the Irpinia region (Amoroso et al. 2012b; Matrullo et al. 2013 ). Fig. 6 shows the coherence matrices for the three selected seismic events (shown in Fig. 1 ) with magnitude between M L 1.1 (Fig. 6c ) and 2.7 (Fig. 6a) . The coherence matrices show a clear absolute maximum localized within 2 gridpoints (i.e. 1 km) from the hypocentral location retrieved using manual picking. The coherence matrices related to the event with lower magnitude (Fig. 6c) show a larger smearing in depth because of a lower number of stations used for the stacking. To verify the quality of our results, we compare 55 event locations with those obtained by a manual location procedure (De Matteis et al. 2012; Stabile et al. 2012) . All manual locations have been performed using a non-linear global approach (NonLinLoc; Lomax 2008), subsequently these locations have been refined by applying a double-difference technique (HypoDD, Waldhauser & Ellsworth 2000) . This second step allows to reduce the location error due to the unmodelled velocity structures . We further compared the performance of our approach with a standard location method based on the RTLOC (Real Time LOCation) algorithm developed by Satriano et al. (2008) . The comparison among our locations, those retrieved by automatic picking and the reference ones is shown in Fig. 7 . The better performance of our approach can be easily seen from the plots in Fig. 8 . All the locations obtained using our approach (blue bars/line) are within 4.5 km distance from the manual locations, while the locations obtained using standard automated method based on automated picking (red bars/line) are affected by larger errors (up to 31 km). Using our approach more than 90 per cent of the events have been located within 3.5 km from the reference location, against the 6.5 km distance from the reference locations related to the results obtained by automatic picking. The better results achieved by our approach are confirmed both in epicentral and depth estimations. We located 196 seismic events (55 of which were compared with the available manual locations as we shown previously) showing a good agreement between seismicity and tectonics structures. Indeed, from Fig. 9 , it is clear that most of the seismic events are located within an area surrounded by the main seismogenic structures of the region (red lines). Location results and related uncertainties are summarized in Table 1 , enclosed in the Supporting Information. Uncertainties have been estimated by random perturbation (20 times) of the STA window length within the range 0.56-0.96 s and taking the LTA window length 1.5 times longer than the STA.
D I S C U S S I O N A N D C O N C L U S I O N S
We improved the methodology to locate seismic events introduced by Grigoli et al. (2013) , where the S-wave characteristic function is based on the horizontal energy trace. This automated methodology is applied, for the first time, to a regional seismic network in order to locate crustal earthquakes considering a 3-D velocity model obtained from traveltime tomography of the Campania-Lucania region (Amoroso et al. 2012b; Matrullo et al. 2013 ). Since we are dealing with noisy seismograms contaminated by a strong P-coda overlapping the S-wave first onset, this approach results problematic. In such cases, it is necessary to define a characteristic function which is more sensitive to the S waves. In this study, we used a characteristic function based on the polarization analysis of horizontal component seismograms. Grigoli et al. (2013) extensively tested this waveform-based location approach with synthetic data thus, in this work, the new characteristic function is directly tested on real data. Due to the complex geology of the area, seismic signals we used to test our approach are characterized by a strong P-coda overlapping the S-wave onset. The standard characteristic function often fails to correctly identify the S-wave onset. Since the P coda is not linearly polarized the STA/LTA of the principal eigenvalue characteristic function results more sensitive to the S wave and leads to a better performance during the location process. With the use of the new characteristic function our waveform stacking location method results more robust and shows a better performance even when the identification of the S wave is difficult (overlapping of the P coda with the S phases, emergent S arrival, noise contaminated data, etc.). The range of variation of both short-and long-time windows of the STA/LTA is determined on an empirical basis, considering the sampling period and the dominant frequency of the recorded waveforms. As a rule of thumb the length of the short-time window should corresponds to half period of the P and S onsets, whereas the length of the long-time window can be 1.5-2 times longer than the short one. To locate seismic events, we make use of cut seismic traces related to triggered events as input data. We located 196 seismic events recorded from the ISNet and we compared a subset of 55 events with the manual locations obtained by several studies (De Matteis et al. 2012; Stabile et al. 2012) . Our approach performs better than the standard automated location method. We located more than 90 per cent of the events within 3.5 km from the reference location, against the 6.5 km distance obtained by location procedure based on the automatic picking. The location improvement is more evident with respect to the depth estimation (Fig. 7) . This result depends on the fact that, unlike our approach, automatic picking algorithms fail to pick the S phases or they use a smaller number of S picks. Finally, we successfully located a larger data set composed by 196 seismic events. Our locations are distributed within a volume delimited by the major faults of the region. Uncertainties provide information about the quality and stability of the solutions (i.e. larger uncertainties are related to less stable solutions). The quality of the results is also related with the number of stations used for the stacking process as can be seen in Fig. 6 . However, the lowest value that uncertainties can assume is constrained by the adopted grid spacing. For this reason, it is important to note that our approach is not designed to obtain high precision locations (for instance as the double-differences methods). Our aim was the development of a picking free, noise robust and full automated location method for processing large amount of data. Even if our approach performs better than the standard ones based on automatic picking, the results obtained by manual location procedures are the most reliable. Like the other waveform-based location methods, our approach is computationally intensive and the location process requires more computing time than those based on the iterative inversion of the arrival times. The use of such location approach can be useful to process (or reprocess) large amount of data in a completely automated fashion. Location accuracy depends on the choice of the grid spacing as well on the knowledge of the velocity model. In order to find the optimal grid spacing one should take in account that a larger number of gridpoints (fine grids) increase the computing time needed to locate a seismic event. If T stack is the computing time needed to perform the trace stacking at one gridpoint, the total computing time for the full grid will be T stack (n x n y n z ), where n x , n y and n z are, respectively, the total number of gridpoints along x, y and z-directions. However, the computing time can be strongly reduced using the parallel programming techniques in combination with a multicores workstation or a cluster. Concerning our application, a single location without error estimation needs less than 1 min on a 12 cores Intel Xeon workstation (each core has 2.4 MHz frequency clock) with 96 GB RAM. Our python location module, LOKI (LOcation of seismic events trough travetlime stacKIng) make use of the OBSPY library (Beyreuther et al. 2010) for reading different data formats, is open source and freely available, upon request, at the project MINE web page http://mine.zmaw.de.
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