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Abstract
We revisit estimates of Hardy and Littlewood for norms of operators on sequence spaces,
and exploit recent advances in interpolation theory to provide relatively simple proofs. © 2001
Elsevier Science Inc. All rights reserved.
AMS classification: 47B37; 46B70
Keywords: Interpolation; Sequence spaces; Bilinear forms
In 1934, Hardy and Littlewood [6], using powerful but technically difficult meth-
ods, extended results of Littlewood [8] and Toeplitz [9] to give sharp lower bounds
for norms of bilinear forms on sequence spaces. The goal of this paper is to provide
more transparent proofs of these inequalities of Hardy and Littlewood, and in certain
cases to prove stronger results.
If X is a complex Banach space and 1  p <∞, we write lp(X) for the complex
vector space of all X-valued sequences x = (xk) such that
‖x‖lp(X) :=
(∑
k
‖xk‖pX
)1/p
<∞.
Each lp(X) is a Banach space under the indicated norm. We write lp for lp(C). We
also write c0 for the complex vector space of null sequences x = (xk) with the norm
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‖x‖c0 := sup
k
|xk|.
When X and Y are complex Banach spaces, we denote the vector space of all con-
tinuous linear maps A : X → Y by L(X, Y ). This is a Banach space under the norm
‖A‖L(X,Y ) := sup {‖Ax‖Y : ‖x‖X  1} .
If there is no risk of confusion, we will simply write ‖A‖ rather than ‖A‖L(X,Y ). For
convenience, when 1  p <∞ and 1  q ∞, we use the notations
‖A‖p,q := ‖A‖L(lp,lq ) and ‖A‖∞,q := ‖A‖L(c0,lq ).
When X and Y are complex Banach spaces, we writeK(X, Y ) for the closed subspace
of L(X, Y ) consisting of the compact operators, and for simplicity we write
K(p, q) =
{
K(lp, lq), 1  p <∞, 1  q ∞,
K(c0, lq ), p = ∞, 1  q ∞.
By a result of Pitt (see [1]),
K(p, q) =
{
L(lp, lq ), 1  q < p <∞,
L(c0, lq), p = ∞, 1  q <∞.
It is important to note that each A ∈ K(p, q) has a matrix representation (akm) with
repect to the usual bases.
For our next observation, we introduce the notation X∗ for the dual of a Banach
space X. Then each A ∈ K(p, q) can naturally be associated with a continuous
bilinear form A˜ : lp × l∗q → C given by
A˜(x, y∗) := y∗(Ax) for each x ∈ lp and y∗ ∈ l∗q .
For 1  q <∞, it is standard that l∗q = lq ′ , where the conjugate index q ′ is given by
1/q + 1/q ′ = 1. Also, c∗0 = l1.
Taking all of this into account, we can restate the theorems of Hardy and Little-
wood in the following form.
Theorem 1 (Hardy and Littlewood [6]). Let 1  q  2  p ∞ and let A ∈
K(p, q). Define 1/λ = 1/q − 1/p. Then there is an absolute constant M > 0 such
that 
∑
k
(∑
m
|akm|2
)λ/2
1/λ
 M‖A‖p,q
and 
∑
m
(∑
k
|akm|2
)λ/2
1/λ
 M‖A‖p,q .
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Theorem 2 (Hardy and Littlewood [6]). Let 1  q  p ∞ and letA ∈ K(p, q).
Define 1/λ = 1/q − 1/p and 1/µ = 1/(2λ)+ 1/4. There is an absolute constant
M > 0 such that
(i) If λ  2, then
∑
k,m
|akm|λ


1/λ
M‖A‖p,q .
(ii) If λ  2, then
∑
k,m
|akm|µ


1/µ
 M‖A‖p,q .
For finite dimensional sequence spaces, dimension dependent results related to
Theorem 2 have been obtained by Goldberg [5] and Tonge [10] in the case p = q .
Our approach to the Hardy–Littlewood inequalities relies on a further transla-
tion from their original formulation. Since supk,m |akm|  ‖A‖p,q for every 1  p,
q ∞, we can define a continuous linear operator
R : K(p, q)→ l∞(l∞)
by A → (Ak∗), where Ak∗ = (akm). Similarly, we can define a continuous linear
operator
C : K(p, q)→ l∞(l∞),
by A → (A∗m), where A∗m = (akm).
From this perspective, the content of the Hardy–Littlewood inequalities is that in
some circumstances the ranges of R and C can be modified. Notice, for example, that
‖R(A)‖lλ(l2) =
[∑
k
‖Ak∗‖λ2
]1/λ
=

∑
k
(∑
m
|akm|2
)λ/2
1/λ
.
In other words, the first inequality in the statement of Theorem 1 can be expressed
as
‖R(A)‖lλ(l2)  M‖A‖p,q,
which is equivalent to the assertion that R is a continuous linear operator from
K(p, q) to lλ(l2) with norm at most M. In this spirit, we reformulate the Hardy–
Littlewood inequalities in the form in which we shall prove them.
Theorem 1′. Let 1  q  2  p ∞ and let A ∈ K(p, q). Define 1/λ = 1/q −
1/p. Then R and C are both continuous linear operators from K(p, q) to lλ(l2),
whose norms are bounded by an absolute constant M > 0.
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Theorem 2′. Let 1  q  p ∞ and let A ∈ K(p, q). Define 1/λ = 1/q − 1/p
and 1/µ = 1/(2λ)+ 1/4. Then R and C are continuous linear operators
(i) from K(p, q) to lλ(lλ) if λ  2 and
(ii) from K(p, q) to lµ(lµ) if λ  2.
Their norms are bounded by an absolute constant M > 0.
We now assemble the background material we need for our proofs. Let rk denote
the kth Rademacher function,
rk : [0, 1] → {−1, 1}, where rk(t) = sign
{
sin(2kπt)
}
.
These functions are ±1 valued and are orthonormal in L2[0, 1]. They have an im-
portant property which is fundamental both for our approach and for that of Hardy
and Littlewood [6]. A proof can be found in [4].
Theorem 3 (Khinchin’s Inequality). For each 1  p <∞ there exist Bp,Cp > 0
such that for all scalar sequences (ak)
Bp
(∑
k
|ak|2
)1/2

(∫ 1
0
∣∣∣∣∣
∑
k
akrk(t)
∣∣∣∣∣
p
dt
)1/p
 Cp
(∑
k
|ak|2
)1/2
.
A tool which was not available to Hardy and Littlewood [6] is a deep interpolation
theorem which is essentially due to Kouba [7].
Theorem 4 (Interpolation Result). Let 1  q0, q1  2  p0, p1 ∞ and 1 
r0, r1, s0, s1 ∞. For 0  t  1, define
1
p
= 1 − t
p0
+ t
p1
,
1
q
= 1 − t
q0
+ t
q1
,
1
r
= 1 − t
r0
+ t
r1
,
1
s
= 1 − t
s0
+ t
s1
.
If
R : K(p0, q0)→ lr0(ls0) with ‖R‖ M0
and
R : K(p1, q1)→ lr1(ls1) with ‖R‖ M1,
then
R : K(p, q)→ lr (ls) with ‖R‖ KM1−t0 Mt1,
where K is a constant dependent only on p0, p1, q0 and q1. An analogous result
holds for the operator C.
This theorem, which is related to the Riesz–Thorin theorem, is a direct con-
sequence of Corollary 5.1 of [7], and Theorems 4.1.2, 5.1.1 and 5.1.2 of [3].
It is also useful to record some more superficial results.
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• For 1  q  p <∞, if (xn) is a scalar sequence, then(∑
n
|xn|p
)1/p

(∑
n
|xn|q
)1/q
,
and if (akm) is a matrix, possibly infinite, then
∑
k
(∑
m
|akm|q
)p/q
1/p


∑
m
(∑
k
|akm|p
)q/p
1/q
.
• The duality between lp and lp′ allows us to express the norm of the linear map
A : lp → lq as
‖A‖p,q = sup


∣∣∣∣∣∣
∑
k,m
akmxkym
∣∣∣∣∣∣ : ‖x‖q ′  1, ‖y‖p  1

 .
See [10] for details.
Proof of Theorem 1′. We begin by proving the result for critical values of p and q.
Case 1. p = ∞, q = 1: For this case, where λ = 1, we have
‖A‖∞,1 = sup


∣∣∣∣∣∣
∑
k,m
akmxkym
∣∣∣∣∣∣ : ‖x‖∞  1, ‖y‖c0  1


= sup
{∑
k
∣∣∣∣∣
∑
m
akmym
∣∣∣∣∣ : ‖y‖c0  1
}

∑
k
∣∣∣∣∣
N∑
m=1
akmrm(t)
∣∣∣∣∣ for all t ∈ [0, 1] and all N ∈ N,
where rm is the mth Rademacher function. Next, integrating both sides and using
Khinchin’s Inequality
‖A‖∞,1 
∑
k
∫ 1
0
∣∣∣∣∣
N∑
m=1
akmrm(t)
∣∣∣∣∣ dt  B1
∑
k
(
N∑
m=1
|akm|2
)1/2
.
Since this is true for all N ∈ N,
‖A‖∞,1  B1
∑
k
(∑
m
|akm|2
)1/2
.
In other words, R : K(∞, 1)→ l1(l2) is a continuous linear operator with ‖R‖ 
B−11 . A similar argument, in which the roles of x and y are reversed, establishes
‖C‖  B−11 .
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Case 2. p = ∞, q = 2: Here λ = 2. From the definition of the norm,
‖A‖∞,2 = sup



∑
k
∣∣∣∣∣
∑
m
akmym
∣∣∣∣∣
2


1/2
: ‖y‖c0  1




∑
k
∣∣∣∣∣
N∑
m=1
akmrm(t)
∣∣∣∣∣
2
1/2
for all t ∈ [0, 1] and all N ∈ N.
Square both sides and integrate to get
‖A‖2∞,2 
∑
k
∫ 1
0
∣∣∣∣∣
N∑
m=1
akmrm(t)
∣∣∣∣∣
2
dt 
∑
k
N∑
m=1
|akm|2.
Since this is valid for all N ∈ N,
‖A‖∞,2 
(∑
k
∑
m
|akm|2
)1/2
.
In other words, both R and C are continuous linear operators from K(∞, 2) to l2(l2)
with norm at most 1.
Case 3. p = 2, q = 1: Again λ = 2. If A∗ denotes the restriction to c0 of the
operator A∗ adjoint to A, we can use Case 2 to obtain
‖A‖2,1  ‖A∗‖∞,2 
(∑
k
∑
m
|akm|2
)1/2
.
In other words, both R and C are continuous linear operators from K(2, 1) to l2(l2)
with norm at most 1.
Case 4. p = 2, q = 2: For this case λ = ∞. If ek denotes the kth unit coordinate
vector,
‖A‖2,2  sup
k
‖A∗ek‖2  sup
k
(∑
m
|akm|2
)1/2
.
Thus, R : K(2, 2)→ l∞(l2) is a continuous linear operator and ‖R‖  1. Working
in a similar way with A∗, we find that C is also a continuous linear operator from
K(2, 2) to l∞(l2) with norm at most 1.
We are now in position for a triple application of Theorem 4. The first application
settles the cases where p = ∞ and so λ = q . By Cases 1 and 2,
R : K(∞, 1)→ l1(l2) with ‖R‖  B−11
and
R : K(∞, 2)→ l2(l2) with ‖R‖  1.
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Now let 1  q  2. Since 1/q = (1 − t)/1 + t/2 with t = 2 − (2/q), Theorem 4
gives
R : K(∞, q)→ lq(l2) = lλ(l2) with ‖R‖ K1B1−2/q1 , (1)
where K1 is a constant independent of q. Next, we deal with the situations when
p = 2 and so λ = 2q/(2 − q). By Cases 3 and 4,
R : K(2, 1)→ l2(l2) with ‖R‖  1
and
R : K(2, 2)→ l∞(l2) with ‖R‖  1.
Let 1  q  2 again. As before, 1/q = (1 − t)/1 + t/2 with t = 2 − (2/q). Since
(1 − t)/2 + t/∞ = 1/q − 1/2, another application of Theorem 4 reveals that
R : K(2, q)→ l2q/(2−q)(l2) = lλ(l2) with ‖R‖ K2, (2)
whereK2 is a constant independent of q.
Finally, for the most general case where 1  q  2 and 2  p ∞ we can use
Theorem 4 one more time to interpolate between (1) and (2) and obtain the conclu-
sion we have been seeking for R. This time we express 1/p = (1 − t)/∞+ t/2 and
observe that (1 − t)/q + t (1/q − 1/2) = 1/q − 1/p = 1/λ.
The result for C can be proved in exactly the same way. 
Proof of Theorem 2′. The case 1  q  2  p ∞. When λ  2, the result is an
immediate consequence of Theorem 1′ and the monotonicity of the lp norms.
Assume then that λ  2. From Theorem 1′ we know that, for some absolute
constant M,
R : K(p, q)→ lλ(l2) with ‖R‖  M.
Since
∑
k
(∑
m
|akm|λ
)2/λ
1/2


∑
m
(∑
k
|akm|2
)λ/2
1/λ
,
the fact that C : K(p, q)→ lλ(l2) has norm at most M implies that
R : K(p, q)→ l2(lλ) with ‖R‖  M.
Since 1/µ = (1/2)/λ+ (1/2)/2, we can apply Theorem 4 to these estimates for R
to get the desired result for R. The argument for C is similar. 
Unfortunately, Theorem 4 is no longer applicable when 1  q  p  2 and 2 
q  p ∞ unless p = q = 2. Hardy and Littlewood dealt with these cases in-
directly, first deriving a result on positive forms. Here, we give a shorter proof.
In the process, we remove the positivity hypothesis from a portion of Hardy and
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Littlewood’s result and obtain a precise form of a result mentioned without proof by
Bennett [2].
Theorem 5. Define 1/λ = 1/q − 1/p.
(i) Let 1  q  p  2. If A ∈ K(p, q), then
∑
k
(∑
m
|akm|p′
)λ/p′
1/λ
 ‖A‖p,q .
(ii) Let 2  q  p ∞. If A ∈ K(p, q), then
∑
m
(∑
k
|akm|q
)λ/q
1/λ
 ‖A‖p,q .
Proof. To prove (i), we use the definition of the norm of A to get
‖A‖p′p,q=sup


∑
m
∣∣∣∣∣
∑
k
akmxk
∣∣∣∣∣
p′
: ‖x‖q ′  1


=sup


∑
m
∣∣∣∣∣
∑
k
akmxkrk(t)
∣∣∣∣∣
p′
: ‖x‖q ′  1


for all 0  t  1. Integrating both sides, twice remembering that p′  2, and finally
applying Hölder’s inequality, we find
‖A‖p′p,qsup


∑
m
∫ 1
0
∣∣∣∣∣
∑
k
akmxkrk(t)
∣∣∣∣∣
p′
dt : ‖x‖q ′  1


sup


∑
m
(∑
k
|akm|2|xk|2
)p′/2
: ‖x‖q ′  1


sup
{∑
m
∑
k
|akm|p′ |xk|p′ : ‖x‖q ′  1
}
=sup
{∑
k
(∑
m
|akm|p′
)
|wk| : ‖w‖q ′/p′  1
}
=

∑
k
(∑
m
|akm|p′
)λ/p′
p′/λ
.
The proof of (ii) is similar. 
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The remaining cases of Theorem 2′ follow immediately from Theorem 5′, which
is the appropriate reformulation of Theorem 5, and the monotonicity of the lp norms.
Theorem 5′. Define 1/λ = 1/q − 1/p. Then
(i) for 1  q  p  2, R : K(p, q)→ lλ(lp′) has norm 1, and
(ii) for 2  q  p ∞, C : K(p, q)→ lλ(lq) has norm 1.
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