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Nos encontramos en una época donde la tecnología está en plena innovación, en el que 
la evolución y los cambios están cada vez más presentes. Día a día se suman nuevos 
dispositivos a nuestras redes corporativas, bien sea en el ambiente familiar del hogar, 
negocio o compañías. Sin darnos cuenta usamos diversos dispositivos de redes y si no lo 
usamos bien, la compañía podría tener graves consecuencias. Por ello es acá donde 
aparecen los mecanismos de transporte/enrutamiento, monitorización de redes y 
controles de acceso en la red. 
La lentitud en las redes, el incremento de los equipos conectados a una misma red 
aumenta el riesgo del mal funcionamiento, retardo o fallos. Lo anterior puede perjudicar 
el ciclo de los equipos y también comprometer la seguridad de la compañía. 
Para reducir estos riesgos y prevenir fallos que existen en la red LAN, existen 
mecanismos, protocolos y plataformas que se encargan de optimizar y monitorear lo 
datos de todos los equipos conectados a la red para garantizar su control, lo que permite 
mejorar su desempeño. 
Por lo que en la presente investigación una vez expuestos los problemas encontrados se 
















We are in a world where technology is the order of the day, in which evolution and 
changes are increasingly present. Every day new devices are added to our corporate 
networks, either in the family environment of the home, business or companies. Without 
realizing it, we use different network devices and if we do not use it well, the company 
could have serious consequences. That is why it is here where the transport / routing 
mechanisms, network monitoring and access controls appear in the network. 
The slowness in the networks, the increase of the devices connected to the same 
network increases the risk of malfunctioning, slowing down or failures. The above can 
damage the state of the equipment and even compromise the safety of the company. 
To reduce these risks and prevent failures that exist in the LAN, there are mechanisms, 
protocols and platforms that are responsible for optimizing and monitoring the data of 
all equipment connected to the network to ensure its control, which optimizes its 
performance. 
Therefore, in the present investigation, once the problems encountered have been 














En las comunicaciones y tecnologías de la información se brindan soluciones para la 
demanda de servicio de la red LAN, varias de las soluciones se centran en el desarrollo 
de los equipos electrónicos, así como también softwares y plataformas que mejoran la 
performance de las redes LAN. 
Una red LAN está constituida por switches, que son los encargados de transmitir 
paquetes de información de un origen a un destino, estos datos deben realizar una serie 
de recorridos a través de varios switches que pertenecen a la misma red LAN. 
Años atrás solo se usaba el concepto de VLAN en las redes LAN, esto para una 
corporación nueva en implementación era primordial para que su red funcione de 
manera correcta. 
En la actualidad ya existe un cambio de mecanismos y tecnologías para que los datos de 
una empresa sean transmitidos de manera óptima y eficiente usando protocolos que 
generalmente se usaban en la WAN (Proveedores de Internet), uno de esos mecanismos 
es el BGP/MPLS IPVPN, por la cual se caracteriza por un manejo eficiente de los 
paquetes de información y en conjunto con los switches permite el intercambio de 
grandes cantidades de tráfico de datos, voz y video. 
 Por ello la finalidad primordial de este proyecto es demostrar que la implementación 
del mecanismo BGP/MPLSIPVPN aplicada en la compañía minera obtenga resultados 
positivos. 
Capítulo I:  En el primer capítulo se expondrán los aspectos generales del proyecto, 
donde se encuentran el árbol de problemas, que será el punto inicial para identificar los 
problemas específicos que tiene la compañía. Luego se establecerán los objetivos, así 
como las limitaciones y algunos alcances. 
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Capitulo II: En este segundo capítulo se describe la solución y la metodología a 
implementar, asegurando que la herramienta sea implantada con las mejores prácticas 
recomendadas, asimismo muestra las bases teóricas en las cuales se basan el proyecto. 
 Capitulo III: En este tercer capítulo se expondrá Desarrollo de la solución , donde se 
explicará cómo se va desarrollando la implementación de las plataformas y la 
optimización de red en funciona a la metodología descrita. 
Capitulo IV: En este capítulo se explica los resultados obtenidos después de la 
implementación, estos resultados deben de solucionar los requerimientos expuestos en 
la parte inicial  
Al final del presente contenido se describe las conclusiones, bibliografía y como anexo 
















1.1. Definición del Problema 
 
El Árbol del problema. 
Figura 1. Árbol de Problemas 
 
Fuente: Elaboración Propia  
 
Tabla  1:Tabla de problemas (Causa/efecto) 
Problema: Lentitud, falta de gestión y monitoreo en los equipos de red 
corporativa de la compañía minera. 
Gestión ineficiente de los equipos de red de la compañía minera.  
CAUSA EFECTO 
Red corporativa plana y mala 
implementación inicial 
Tiempos prolongados en la 
transmisión y recepción de datos 
Ausencia de una plataforma de 
autenticación para el ingreso correcto 
de usuarios 
Dispositivos no autenticados y 
desorden en la gestión de equipos de 
red.  
Malas prácticas y falta de una 
plataforma de monitoreo de los 
dispositivos de red. 
Monitoreo incorrecto y deficiencia en 
encontrar puntos de falla de 
dispositivos de red. 





1.1.1. Descripción del Problema 
 
En este documento se concentra en reducir completamente el problema principal 
que está en función a la Lentitud, falta de gestión y monitoreo de los equipos de 
la red corporativa minera, en las cuales se han encontrado tres principales causas 
y sus respectivas consecuencias, a continuación, se detalla: 
¿En qué medida la implementación de la tecnología MPLS mejorara la 
optimización y performance de los recursos de red de la red corporativa? 
 Los tiempos prolongados en la transmisión y recepción de datos en la red 
LAN son casuísticas que se presentan muy a menudo en horas donde se 
tiene mayor cantidad de usuarios conectados usando la red de la minera, 
lo que conlleva varias veces a la saturación de red, lo que muestra que es 
originado por tener una red plana e incorrecta implementación inicial. 
Problema específico: Tiempos prolongados en la transmisión y 
recepción de datos. 
¿En qué medida la implementación de acceso de control mejorara la 
seguridad de acceso a los equipos de red? 
 Se tiene en la red los dispositivos no autenticados con un servidor y 
también desorden en la gestión, porque son accedidos solo con 
credenciales locales, estos a su vez tienen permisos para poder realizar 
cambios de todo nivel por parte de los administradores de red , como 
también le personal de soporte, todo lo anterior originado por la falta de 
una plataforma de autenticación para el ingreso correcto de usuarios. 
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Problema específico: Dispositivos no autenticados y desorden en la 
gestión de dispositivos de red. 
¿De qué manera la implementación de la plataforma de monitoreo 
ayudara en controlar la salud de red de los equipos de red 
implementados? 
 En la red se tiene un monitoreo incorrecto y deficiencia en no encontrar 
puntos de falla o dispositivos de red que sufren alguna caída a nivel 
lógica o a nivel física, por lo que el administrador de red debe de indagar 
cual es el origen generando lentitud en la dar la solución al problema y a 
su vez indisponibilidad en la red, lo que hace notorio las malas prácticas 
de monitoreo y la ausencia de una plataforma de monitoreo de 
dispositivos de red. 
Problema específico: Monitoreo incorrecto y deficiencia en encontrar 











1.2. Definición de objetivos 
1.2.1. Objetivo general 
 
Implementación de un mecanismo de gestión eficiente y optimización de los 
equipos de la red corporativa de la planta minera. 
 
1.2.2. Objetivos específicos 
 
 Implementar el mecanismo BGP/MPLS IPVPN con la finalidad de mejorar la 
performance y los tiempos prolongados de transmisión y recepción de datos 
y tener varias vpn-instance para futuros clientes. 
 
 Implementar las bases para mejorar el control, autenticación, autorización a 




 Implementar un sistema de monitoreo que permita el uso de un sistema que 
constantemente monitorice el estatus de la red en tiempo real, así como 










1.3. Alcances y limitaciones 
 
      ALCANCES 
 
 Se abarcará en la creación de switches llamados PE , CE, MPLS Backbone, 
así como también las VLAN que tiene actualmente el cliente las 
configuraciones de enrutamiento con protocolos OSPF, BGP y MPLS . 
 Solo se realizará la implementación de una vpn-instance en este proyecto, 
pero los equipos ya estarán provisionados para que puedan soportar varios 
vpn-instance escalables. 
 La implementación solo abarcara la parte LAN Corporativa del campamento 
minero. 
 Los equipos para implementar solo serán: switches, plataformas de 
monitoreo y gestión, el resto de los dispositivos de red no serán configurados. 
 El proyecto abarcará en la implementación de una plataforma Acceso de 
Control - Agile Controller, que estará instalado en un servidor Huawei , 
donde se configurará todas las reglas, usuarios y permisos para que solo se 
tenga un pool permitido de acceso a los equipos garantizando un correcto 
acceso a los equipos autenticados. 
 El proyecto tendrá la implementación de una plataforma de monitoreo – 
eSight, que será instalado en un servidor Huawei, donde se configurará los 
parámetros necesarios para adoptar todos los equipos de la red y puedan 








 La unidad minera se encuentra a 4600 msnm, dado a su ubicación geográfica, 
las labores dependerán del clima que se tenga, ya que en un estado con 
lluvias torrenciales el campamento se encuentra en Alerta Roja, que quiere 
decir que no se puede realizar ninguna actividad. 
 
 Para ir a cada Site (donde se encuentra un equipo de red – switch ) se 
necesita ir con una unidad móvil de manera obligatoria, ya que son reglas y 
normas de la unidad minera. 
 
 
 Para el ingreso en los Sites se necesita de manera obligatoria a un personal de 











     1.4.1 Económica 
 
 La implementación del proyecto permitiría reducir los gastos en el servicio de 
soporte, ya que no será necesario trasladar remotamente personal a los puntos de 
falla, sino se podrá brindar solución de manera remota. 
 
 Así mismo al cambiar de marca (De Cisco a Huawei) se tiene un ahorro notorio 
en la adquisición de equipos, la marca Huawei viene ingresando al mercado 
empresarial con mayor fuerza y muchas empresas están adquiriendo sus 
productos. 
  
 1.4.2 Tecnológica 
 Tecnológico porque habrá un mejoramiento en la infraestructura de la minera, así 
como también el uso de protocolos compatibles con varias marcas y así pueda ser 
escalable. 
 
 El uso del protocolo MPLS le dará un ahorro de capacidades de procesamiento, 
equipos físicos, disminución del retardo, fluctuaciones y perdida de paquetes, 
además de adicionar a la red mayor velocidad de transmisión, aumento de 







1.5. Estado del Arte 
 
En la actualidad la infraestructura de las redes corporativas en las empresas es muy 
importantes, ya que son los que tienen toda la carga para que las compañías sigan 
manteniendo con operatividad. Por ello ya son muchas las empresas que invierten 
económicamente en nuevas tecnologías en la infraestructura corporativa. 
La mayoría de las marcas han creado diversas tecnologías que son aplicadas a sus 
equipos para formar un diseño de mecanismos de enrutamiento en las redes, así como 
plataformas de monitoreo y de control de acceso, los más usados en la actualidad son 
las que se detallan a continuación: 
 1.5.1 MPLS: Layer 3 VPN Cisco System 
(Cisco Systems, 2018) El Centro de Soluciones VPN de Cisco: Solución MPLS, 
un conjunto modular de aplicaciones de administración de redes y servicios, es un 
sistema de administración de redes que define y monitorea los servicios de redes 
privadas virtuales (VPN) para los proveedores de servicios. El VPN Solutions 
Center permite que los proveedores de servicios aprovisionen y administren redes 
privadas virtuales (intranet) y extranet. 
El producto proporciona el aspecto de la administración de operaciones que 
aborda el aprovisionamiento de flujo continuo, la auditoría de servicios y la 
medición del Acuerdo de nivel de servicio (SLA) de los entornos VPN MPLS 
basados en IP. Multiprotocol Label Switching (MPLS) es un estándar emergente 





Figura 2:Topología MPLS 
 
Fuente: Elaboración Propia. 
 
 1.5.2 BGP/MPLS IPVPN Huawei Technologies 
 
(Huawei Technologies, 2019) BGP/MPLS IP VPN es una L3VPN basada en 
MPLS que se puede desplegar flexiblemente y extender fácilmente y se aplica al 
despliegue a gran escala. Para agregar un nuevo sitio, el administrador de red solo 
necesita modificar la configuración de los nodos de borde que sirven al nuevo 
sitio. 
BGP/MPLS IP VPN es adecuado para la comunicación entre la sede y las 
sucursales en diferentes ubicaciones. Como los datos de comunicación deben 
atravesar la red de estructura básica del ISP, se usa BGP para publicitar rutas VPN 
a través de la red de estructura básica y se usa MPLS para reenviar paquetes VPN 
en la red de estructura básica. Como los diferentes departamentos de una empresa 
deben aislarse, BGP/MPLS IP VPN puede aislar la ruta, el espacio de direcciones 






 1.5.3 SolarWinds  
(SolarWinds, 2019) Es un proveedor de administración líder de software de 
infraestructuras de TI eficaz y asequible. Sus productos ofrecen a las 
organizaciones de todo el mundo, con independencia del tipo, el tamaño y la 
complejidad de la infraestructura de TI, la capacidad de monitorear y administrar 
el desempeño de sus entornos de TI, en modelos locales, de nube o híbridos. 
Interactúan continuamente con todo tipo de profesionales de TI (profesionales de 
operaciones de TI, de DevOps y proveedores de servicios gestionados) para 
comprender los retos que enfrentan a la hora de mantener infraestructuras de TI de 
alto rendimiento y disponibilidad. 
 
 
 1.5.4 Aruba Networks Airwave 
 
(Aruba Networks, 2018) Es una herramienta con el cual se puede gestionar de 
forma centralizada redes inalámbricas basadas en controladores y sin 
controladores, así como generaciones de redes cableadas de prácticamente 
cualquier proveedor. Al ofrecer visibilidad granular de los dispositivos móviles y 
el estado de las aplicaciones, Airwave permite que las operaciones de TI se 
centren en optimizar proactivamente el rendimiento y evitar los problemas antes 






 1.5.5 Cisco ISE - Identity Services Engine 
(Cisco Systems, 2019) ISE es una solución de control de políticas centralizada 
que por medio de la autenticación vía radius de los usuarios y de la integración 
con directorios de usuarios tipo LDAP, permite el acceso a la red sólo a usuarios 
autorizados y puede aplicar políticas por perfiles de usuario para autorizar el 
acceso a los servicios de red adecuados al perfil al que pertenece. 
Esta solución también permite el poder identificar el tipo de dispositivo que utiliza 
el usuario para ingresar a la red y de esta forma aplicarle una política acorde a 
ello, permitiendo el uso de otros dispositivos personales de los empleados 


















2.1 Fundamento Teórico 
 
Actualmente las redes de comunicaciones son complejas, por ellos es de necesidad usar 
ciertas metodologías para el diseño o implementación de un proyecto y así llegar al 
objetivo y metas de la compañía. 
Se estará aplicando la metodología llamada PPDIOO de Cisco, siendo una metodología 
para el diseño de redes, la cual se compone en 6 fases, comenzando con la fase inicial el 
análisis de la preparación que traerá como resultado una solución a la medida de los 
requerimientos encontrados en la primera fase. 
Figura 3:Metodología PPDIOO 
 
Fuente: Elaboración Propia 
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La metodología PPDIOO presenta sus 6 fases: Preparar, Planear, Diseñar, Implementar, 
Operar y Optimizar, donde cada fase es un paso clave para el logro de la 
implementación, trae como beneficio algunas características: Reducción de costos, 
planificación en la infraestructura, aumentar la disponibilidad de la red de datos y 
acelerar los accesos a los servicios de la compañía. 
A continuación, se resumen en que consiste casa fase del PPDIOO: 
Preparar: En esta fase levantaremos toda la información actual de la compañía, 
recolectar lo que se tiene lo que se va a necesitar. 
Planear: En esta fase se lleva a cabo la identificación de todos los requisitos de la red, se 
analiza las nuevas tecnologías que pueden desarrollarse en la compañía minera. 
Diseñar: En esta fase se aplica el planeamiento físico y lógico de la red, el diseño está 
en función a cuál será la mejor distribución de los equipos de red. 
Implementar: En esta fase se realiza la instalación de todo lo diseñado , se realiza un 
plan de despliegue. 
Operar: En esta fase se pone en funcionamiento lo implementado. 
Optimizar: En esta fase se corrigen o se agregan características que sumen en positivo a 







2.2 Marco Conceptual 
 
En esta sección se detalla las bases teóricas del presente informe de suficiencia  
profesional, donde se va explicando los niveles teóricos involucrados en el  
desarrollo del presente trabajo, se describen desde un nivel general hasta los  
puntos más específicos que se relacionan directamente con el concepto y objetivo  
principal de la investigación. 
 
La tecnología actual en las empresas 
 
A través de los años la tecnología ha disminuido las barreras para realizar negocios, 
aumentar ingresos, mejorar procesos e implementar nuevas herramientas dentro de las 
compañías. 
Sin embargo, en la actualidad, la implementación de estas tecnologías ya no es un lujo, 
o una inversión sino una necesidad primordial que permite a las grandes y pequeñas 
empresas estar en la modernidad de los nuevos tiempos, con tecnologías modernas tanto 
en el mercado nacional como internacional. 
Las corporaciones tienen como objetivo lograr sus metas trazadas, y para que esto se 
haga realidad, siempre se debe de considerar invertir en tecnología, claro está que debe 
estar en función a la necesidad de la corporación. (no escalabilidad, lentitud, 
adaptabilidad, etc.) 
Por ello es necesario tener buenos componentes de red para que la corporación tenga un 
correcto funcionamiento. A continuación, se muestra la Figura 4, con dispositivos 






Figura 4:Equipamiento de Dispositivos de Red LAN 
 
Fuente: Elaboración propia. 
 
2.2.1 Optimización de red corporativa 
 
Actualmente las redes corporativas usan protocolos de enrutamiento como OSPF, 
EIGRP, RIPv2 y enrutamiento estático para que sus redes internas se puedan comunicar 
de manera interna.  
Para este caso, la corporación usaba un protocolo de enrutamiento EIGRP (propietario 
de la marca Cisco). Por lo que era necesario usar de manera obligatoria equipamiento de 











Figura 5:Protocolo de enrutamiento IGP ( EIGRP ) 
 
Fuente. Elaboración Propia. 
 
También es necesario el uso de plataformas de monitoreo y de control de acceso para 
que la red tenga un sistema que monitorice dispositivos con componentes lentos o 
defectuosos , para luego enviar mensajes de alertas al administrador de red y pueda dar 
con la solución de lo alertado, así mismo una plataforma de control que pueda tener 
control de los accesos de usuarios permitidos y con privilegios para poder gestionar los 
dispositivos adoptados. 
En un inicio la corporación no presentaba plataformas completas para el monitoreo y los 
accesos correctos a dispositivos de red, se muestra en el diagrama como fue el status de 





Figura 6:Plataformas iniciales 
 
Fuente. Elaboración Propia  
 
Por ello se realizará el uso del mecanismo BGP/MPLS IPVPN en la LAN que realizará 
la función de transportar y enrutar las rutas de la compañía minera. 
 
 
Figura 7: Mecanismo BGP/MPLS IPVPN en Red Corporativa 
 
 




Así mismo se usará como equipamiento de monitoreo y de control de acceso a las 
plataformas: eSight Campus ( plataforma de monitoreo ) y Agile Campus ( plataforma 
de acceso de control). 
Figura 8: Equipamiento de monitoreo de Red Corporativa 
 
 
Fuente. Elaboración Propia  
 
 
2.2.2 Protocolo BGP y Sistemas Autónomos (AS) 
 
2.2.2.1 Numero de Sistemas Autónomos (ASN) 
 
(LACNIC, 2017)Un Sistema Autónomo (AS) es un grupo de redes de direcciones IP 
que son gestionadas por uno o más operadores de red que poseen una clara y única 
política de ruteo. 
Cada Sistema Autónomo tiene un número asociado el cual es usado como un 
identificador para el Sistema Autónomo en el intercambio de información del ruteo 
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externo. Los protocolos de ruteo externos tales como BGP son usados para intercambiar 
información de ruteo entre Sistemas Autónomos. 
La expresión Sistema Autónomo es con frecuencia interpretada incorrectamente como 
apenas una forma conveniente de agrupar redes que están bajo de una misma gestión. 
Sin embargo, en el caso en que hay más de una política de ruteo en el grupo, más de un 
AS es necesario. Por otro lado, si el grupo de redes posee la misma política que los otros 
grupos, estos quedan dentro del mismo AS independientemente de la estructura de la 
gestión. De esta manera, por definición, todas las redes que componen un AS comparten 
la misma política de ruteo. 
Con el objetivo de disminuir la complejidad de las tablas rutas globales, un nuevo 
Número de Sistema Autónomo (ASN), debe ser asignado solamente en el caso en que 
una nueva política de ruteo sea necesaria. 
Compartir un mismo ASN entre un grupo de redes que no están bajo de la misma 
gestión va a requerir una coordinación adicional entre los administradores de las redes y 
en algunos casos, va a requerir algún nivel de rediseño de la red. Sin embargo, esta es 
probablemente la única forma de implementar una política de ruteo deseada. 
Se muestra a continuación algunos ASN usados en el Perú: 
Tabla  2:ASN en Perú 
ASN NOMBRE 
262182 
Media Networks Latin América 
SAC 
12252 América Móvil Peru SAC 




21575 ENTEL PERU SAC 
262210 VIETTEL PER SAC 
22411 WIGO SA 
52400 Olo del Perú SAC 
267815 SERVI CABLE SAC 
19180 AMERICATEL PERU SA 
 
Fuente: Hurricane Electric (http://bgp.he.net/country/PE) 
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2.2.2.2 Sistemas Autónomos (AS) 
Algunas de sus características son la siguientes: 
Cada AS está identificado por un número único denominado ASN (Autonomías System 
Number).  
Los ASN están asignados por lANA (Internet Asigned Number Authority) a los RIR 
(Regional Internet Registries), en este caso la organización asignada para Perú es 
LACNIC (Latin América and some Caribbean Islands) . 
Hasta 2007 los ASN eran un número de 16 bits. Ahora se ofrecen de 32 bits, aunque no 
todos los sistemas son compatibles con la nueva numeración.  
Los ASN del 64512 al 65534 están reservados para uso privado y no pueden anunciarse 
en Internet, por lo que se puede usar en redes LAN. 
 
Tabla  3: Tabla de numeración ASN 
Numero ASN Descripción 
1 - 23455 ASNs públicos 
131072 - 
419999999 
ASNs públicos de 32 bits 
23456 Reservado para transición de pool AS 
23457 - 64534 ASNs publico 
64000 -  64495 Reservado por IANA 
64512 - 65534 ASN para uso privado 
 










2.2.2.3 BGP ( Border Gateway Protocol) 
 
(Huawei Technologies, 2018) El Border Gateway Protocol (BGP) es un protocolo de 
enrutamiento dinámico utilizado entre sistemas autónomos (AS). BGP es ampliamente 
utilizado por los proveedores de servicios de Internet (ISP). Actualmente, se utiliza 
BGP-4. 
BGP tiene las siguientes características: 
A diferencia de un Protocolo de puerta de enlace interior (IGP), como abrir primero la 
ruta más corta (OSPF) y el Protocolo de información de enrutamiento (RIP), BGP es un 
Protocolo de puerta de enlace exterior (EGP) que controla la publicidad de rutas y 
selecciona rutas óptimas entre los AS en lugar de descubrir o calcular rutas. 
BGP utiliza el Protocolo de control de transporte (TCP) como el protocolo de la capa de 
transporte, lo que mejora la confiabilidad de BGP. 
BGP selecciona rutas inter-AS, lo que plantea altos requisitos de estabilidad. Por lo 
tanto, el uso de TCP mejora la estabilidad de BGP. 
Los interlocutores de BGP deben estar conectados lógicamente a través de TCP. El 
número de puerto de destino es 179 y el número de puerto local es un valor aleatorio. 
BGP es compatible con Classless Inter-Domain Routing (CIDR). 
Cuando las rutas se actualizan, BGP solo transmite las rutas actualizadas, lo que reduce 
el consumo de ancho de banda durante la distribución de rutas de BGP. Por lo tanto, 
BGP es aplicable a Internet donde se transmiten una gran cantidad de rutas. 
BGP es un protocolo de enrutamiento vector-distancia. 
BGP está diseñado para evitar bucles. 
Entre AS: las rutas BGP llevan información sobre los AS a lo largo de la ruta. Las rutas 
que llevan el número de AS local se descartan para evitar los bucles inter-AS. 
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Dentro de un AS: BGP no anuncia las rutas aprendidas en un AS a pares BGP en el AS 
para evitar bucles intra-AS. 
BGP proporciona muchas políticas de enrutamiento para seleccionar y filtrar de forma 
flexible las rutas. 
BGP proporciona un mecanismo que evita el solapamiento de rutas, lo que mejora la 
estabilidad de Internet. 
BGP se puede extender fácilmente. 
 
2.2.3 MPLS ( Multiprotocol  Label Switching) 
 
(Huawei Technologies, 2019) El protocolo de conmutación de etiquetas multiprotocolo 
(MPLS) se utiliza en las redes troncales del Protocolo de Internet (IP). MPLS utiliza la 
conmutación de etiquetas orientada a la conexión en redes IP sin conexión. Al combinar 
las tecnologías de enrutamiento de Capa 3 y las tecnologías de conmutación de Capa 2, 
MPLS aprovecha la flexibilidad del enrutamiento IP y la simplicidad de la conmutación 
de Capa 2. 
 
MPLS se basa en el Protocolo de Internet versión 4 (IPv4). La tecnología MPLS central 
puede extenderse a múltiples protocolos de red, como el Protocolo de Internet versión 6 
(IPv6), Internet Packet Exchange (IPX) y el Protocolo de red sin conexión (CLNP). 
"Multiprotocolo" en MPLS significa que se admiten múltiples protocolos de red. 
MPLS se utiliza para túneles, pero no un servicio o una aplicación. MPLS soporta 






El enrutamiento basado en IP funciona bien en Internet a mediados de los años 90, pero 
la tecnología IP puede ser ineficiente para reenviar paquetes porque el software debe 
buscar rutas utilizando el algoritmo de coincidencia más larga. Como resultado, la 
capacidad de reenvío de la tecnología IP puede actuar como un cuello de botella. 
En contraste, la tecnología de modo de transferencia asíncrona (ATM) usa etiquetas de 
longitud fija y mantiene una tabla de etiquetas que es mucho más pequeña que una tabla 
de enrutamiento. En comparación con IP, ATM es más eficiente en el reenvío de 
paquetes. ATM es un protocolo complejo, sin embargo, con altos costos de 
implementación, que dificultan su uso generalizado. 
Debido a que la tecnología IP tradicional es simple y su implementación cuesta poco, 
una combinación de capacidades IP y ATM sería ideal. Esto ha provocado la aparición 
de la tecnología MPLS. 
MPLS fue creado para aumentar las tasas de reenvío. A diferencia del enrutamiento y 
reenvío de IP, MPLS analiza un encabezado de paquete solo en el borde de la red y no 
en cada salto. Por lo tanto, MPLS reduce el tiempo de procesamiento de paquetes. 
El uso de funciones basadas en hardware basadas en circuitos integrados específicos de 
la aplicación (ASIC) ha hecho que el enrutamiento IP sea mucho más eficiente, por lo 
que ya no se necesita MPLS por sus ventajas de reenvío de alta velocidad. Sin embargo, 
MPLS admite etiquetas multicapa, y su plano de reenvío está orientado a la conexión. 
Por estas razones, MPLS se usa ampliamente para redes privadas virtuales (VPN), 






2.2.3.1 Arquitectura básica de MPLS 
 
Estructura de Red MPLS 
(Huawei Technologies, 2019) En la Figura 9 se muestra una estructura de red MPLS 
típica. Los paquetes se reenvían en una red MPLS basada en etiquetas.Los dispositivos 
de red que intercambian etiquetas MPLS y paquetes de reenvío son enrutadores de 
conmutación de etiquetas (LSR), que forman un dominio MPLS. Los LSR que residen 
en el borde del dominio MPLS y se conectan a otras redes se denominan enrutadores de 
borde de etiqueta (LER), y los LSR dentro del dominio MPLS son LSR centrales. 
 
Figura 9:Estructura de Red MPLS 
 










Se muestra la arquitectura MPLS, que consiste en un plano de control y un plano de 
reenvío. 
Figura 10: Arquitectura MPLS 
 
Fuente: (Huawei Technologies, 2019) 
 
La arquitectura MPLS tiene las siguientes partes: 
Plano de control: genera y mantiene información de ruteo y etiqueta. 
 Base de información de enrutamiento (RIB): se genera mediante protocolos de 
enrutamiento IP y se utiliza para seleccionar rutas. 
 Protocolo de distribución de etiquetas (LDP): asigna etiquetas, crea una base de 
información de etiquetas (LIB) y establece y destruye los LSP. 








Plano de reenvío (plano de datos): reenvía paquetes IP y paquetes MPLS 
 Base de información de reenvío (FIB): se genera en base a la información de 
enrutamiento obtenida de la RIB y se usa para reenviar paquetes IP comunes. 
 La base de información de reenvío de etiquetas (LFIB): es creada por LDP en un 
LSR y se usa para reenviar paquetes MPLS. 
 
2.2.3.2 Etiquetas MPLS 
 
Clase de equivalencia de reenvío 
Una clase de equivalencia de reenvío (FEC) es una colección de paquetes con las 
mismas características. Los paquetes de la misma FEC se reenvían de la misma manera 
en una red MPLS. 
Los FEC se pueden identificar por la dirección de origen, la dirección de destino, el 
puerto de origen, el puerto de destino y la VPN. Por ejemplo, en el reenvío de IP, los 
paquetes que coinciden con la misma ruta en función del algoritmo de coincidencia más 
largo pertenecen a una FEC. 
Label (Etiqueta) 
(Huawei Technologies, 2019)Una etiqueta es un identificador corto, de longitud fija (4 
bytes) que solo tiene importancia local. Una etiqueta identifica una FEC a la que 
pertenece un paquete. En algunos casos, como el equilibrio de carga, un FEC se puede 
asignar a varias etiquetas entrantes. Sin embargo, cada etiqueta representa solo una FEC 
en un dispositivo. 
En comparación con un paquete IP, un paquete MPLS tiene la etiqueta MPLS de 4 
bytes adicional. La etiqueta MPLS se encuentra entre el encabezado de la capa de 
enlace y el encabezado de la capa de red, y permite el uso de cualquier protocolo de 
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capa de enlace. La Figura 11 muestra la posición de una etiqueta MPLS y los campos en 
la etiqueta MPLS. 
Figura 11: Formato de encapsulación de etiquetas MPLS 
 
Fuente: (Huawei Technologies, 2019) 
Una etiqueta MPLS contiene los siguientes campos: 
Etiqueta: valor de la etiqueta de 20 bits. 
 Exp: 3 bits, utilizado como valor de extensión. Generalmente, este campo se usa 
como el campo de clase de servicio (CoS). Cuando se produce una congestión, 
los dispositivos priorizan los paquetes que tienen un valor mayor en este campo. 
 S: valor de 1 bit que indica la parte inferior de una pila de etiquetas. MPLS 
soporta el anidamiento de múltiples etiquetas. Cuando el campo S es 1, la 
etiqueta se encuentra en la parte inferior de la pila de etiquetas. 
 TTL: tiempo de vida. Este campo de 8 bits es el mismo que el campo TTL en los 
paquetes IP. 
Una pila de etiquetas es una disposición de etiquetas. En la Figura 12, la etiqueta al lado 
del encabezado de la Capa 2 es la parte superior de la pila de etiquetas (etiqueta MPLS 
exterior), y la etiqueta al lado del encabezado de la Capa 3 es la parte inferior de la pila 
de etiquetas (etiqueta MPLS interna). Una pila de etiquetas MPLS puede contener un 
número ilimitado de etiquetas. Actualmente, las pilas de etiquetas MPLS se pueden 
aplicar a MPLS VPN y Traffic Engineering Fast ReRoute (TE FRR). 
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Figura 12: Label Stack 
 
Fuente: (Huawei Technologies, 2019) 
 
Espacio de etiqueta 
El espacio de etiqueta es el rango de valores de la etiqueta, y el espacio está organizado 
en los siguientes rangos: 
0 a 15: etiquetas especiales. Para obtener detalles sobre las etiquetas especiales, consulte 
la Figura 13. 
16 a 1023: espacio de etiqueta compartido por los LSP estáticos y los LSP enrutados 
basados en restricciones estáticas (CR-LSP). 
1024 o superior: espacio de etiqueta para los protocolos de señalización dinámica, como 
el Protocolo de distribución de etiquetas (LDP), el Protocolo de reserva de recursos-












Figura 13: Etiquetas Especiales 
 
 
Fuente: (Huawei Technologies, 2019) 
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2.2.3.4 Configuración de LSP 
(Huawei Technologies, 2019) Antes de reenviar paquetes, MPLS debe asignar etiquetas 
a los paquetes y establecer un LSP. Los LSP pueden ser estáticos o dinámicos. 
Establecimiento de LSP estáticos 
Puede asignar etiquetas manualmente para configurar LSP estáticos. Un LSP estático es 
válido solo para el nodo local, y los nodos en el LSP desconocen todo el LSP. 
Un LSP estático se configura sin ningún protocolo de distribución de etiquetas o 
intercambio de paquetes de control. Los LSP estáticos tienen costos bajos y se 
recomiendan para redes de pequeña escala con topologías simples y estables. Los LSP 
estáticos no pueden adaptarse a los cambios de topología de la red y deben ser 
configurados por un administrador. 
Estableciendo LSPs Dinámicos 
Protocolos de distribución de etiquetas para LSP dinámicos 
Los LSP dinámicos se establecen utilizando protocolos de distribución de etiquetas. 
Como protocolo de control o protocolo de señalización para MPLS, un protocolo de 
distribución de etiquetas define los FEC, distribuye etiquetas y establece y mantiene los 
LSP. 
MPLS puede usar los siguientes protocolos para la distribución de etiquetas: 
 LDP 
El Protocolo de distribución de etiquetas (LDP) está diseñado para distribuir etiquetas. 
Establece un LSP salto por salto según la información de enrutamiento del Protocolo de 





La ingeniería de tráfico del protocolo de reserva de recursos (RSVP-TE) es una 
extensión de RSVP y se utiliza para configurar un LSP enrutado basado en restricciones 
(CR-LSP). A diferencia de los LSP de LDP, los túneles RSVP-TE se caracterizan por 
solicitudes de reserva de ancho de banda, restricciones de ancho de banda, "colores" de 
enlace (designando grupos administrativos) y rutas explícitas. 
 MP-BGP 
MP-BGP es una extensión de BGP y asigna etiquetas a rutas VPN MPLS y rutas VPN 
inter-AS. 
Procedimiento para establecer LSPs dinámicos 
Las etiquetas MPLS se distribuyen desde LSR descendentes a LSR ascendentes. Como 
se muestra en la Figura 14, un LSR descendente identifica la FEC en la función de la 
tabla de enrutamiento de IP, se asigna una etiqueta a cada FEC y se registra la 
asignación de las etiquetas y los FEC. El LSR descendente luego encapsula la 
asignación en un mensaje y envía el mensaje al LSR ascendente. A medida que este 
proceso avanza en todos los LSR, los LSR crean una tabla de reenvío de etiquetas y se 










Figura 14: Establecimiento de un LSP dinámico 
 
Fuente: (Huawei Technologies, 2019) 
2.2.3.5 Reenvío MPLS 
Proceso de reenvío de MPLS 
Conceptos básicos 
(Huawei Technologies, 2019) Las operaciones de etiquetas involucradas en el reenvío 
de paquetes MPLS incluyen push, swap y pop: 
Push: Cuando un paquete IP ingresa a un dominio MPLS, el nodo de ingreso agrega 
una nueva etiqueta al paquete entre el encabezado de Capa 2 y el encabezado de IP. 
Alternativamente, un LSR agrega una nueva etiqueta a la parte superior de la pila de 
etiquetas. 
Swap: Cuando un paquete se transfiere dentro del dominio MPLS, un nodo local 
intercambia la etiqueta en la parte superior de la pila de etiquetas en el paquete MPLS 
para la etiqueta asignada por el siguiente salto de acuerdo con la tabla de reenvío de 
etiquetas. 
Pop: Cuando un paquete abandona el dominio MPLS, la etiqueta se extrae (se elimina) 
el paquete MPLS. 
Una etiqueta no es válida en el último salto de un dominio MPLS. Se aplica la 
característica de salto de penúltimo salto (PHP). En el penúltimo nodo, la etiqueta se 
saca del paquete para reducir el tamaño del paquete que se reenvía al último salto. 
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Luego, el último salto reenvía directamente el paquete IP o reenvía el paquete utilizando 
la segunda etiqueta. 
Por defecto, PHP está configurado en el nodo de egreso. El nodo de egreso que soporta 
PHP asigna la etiqueta con el valor de 3 al penúltimo salto. 
Proceso de reenvío básico 
Los LSP que admiten PHP se utilizan en el siguiente ejemplo para describir cómo se 
reenvían los paquetes MPLS. 
Figura 15: Proceso de reenvío de MPLS Básico 
 
Figura. (Huawei Technologies, 2019) 
Como se muestra en la Figura 15, los LSR han distribuido etiquetas MPLS y han 
configurado un LSP con la dirección de destino de 4.4.4.2/32. Los paquetes MPLS se 
envían de la siguiente manera: 
1.- El nodo de ingreso recibe un paquete IP destinado a 4.4.4.2. Luego, el nodo de 
ingreso agrega la Etiqueta Z al paquete y lo reenvía. 
2.- Cuando el nodo de tránsito descendente recibe el paquete etiquetado, el nodo 
reemplaza la Etiqueta Z por la Etiqueta Y. 
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3.- Cuando el nodo de tránsito en el penúltimo salto recibe el paquete con la Etiqueta Y, 
el nodo saca la Etiqueta Y porque el valor de la etiqueta es 3. El nodo de tránsito luego 
reenvía el paquete al nodo de egreso como un paquete IP. 
4.- El nodo de egreso recibe el paquete IP y lo envía a 4.4.4.2/32. 
Proceso detallado de reenvío de paquetes MPLS 
Conceptos Básicos 
Las siguientes entidades se utilizan en el reenvío de paquetes MPLS: 
 ID de túnel 
A cada túnel se le asigna una ID única para garantizar que las aplicaciones de la 
capa superior (como VPN y administración de rutas) en un túnel utilicen la 
misma interfaz. El ID del túnel tiene una longitud de 32 bits y solo es válido en 
el extremo local. 
 NHLFE 
Se utiliza una entrada de reenvío de etiquetas de siguiente salto (NHLFE) para 
guiar el reenvío de paquetes MPLS. 
Un NHLFE especifica la ID del túnel, la interfaz de salida, el siguiente salto, la 
etiqueta de salida y la operación de la etiqueta. 
FEC a NHLFE (FTN) mapea cada FEC a un grupo de NHLFE. Se puede obtener 
una FTN buscando ID de túnel que no sean 0x0 en una FIB. El FTN está 







El mapa de etiqueta entrante (ILM) asigna cada etiqueta entrante a un grupo de 
NHLFE. 
El ILM especifica la identificación del túnel, la etiqueta entrante, la interfaz de 
entrada y la operación de la etiqueta. 
El ILM en un nodo de tránsito identifica los enlaces entre las etiquetas y las 
NHLFE. Similar a un FIB que proporciona información de reenvío basada en 
direcciones IP de destino, el ILM proporciona información de reenvío basada en 
etiquetas. 
Figura 16: Proceso detallado de reenvío de paquetes MPLS 
 
Fuente. (Huawei Technologies, 2019) 
Cuando un paquete IP ingresa en un dominio MPLS, el nodo de ingreso busca en la FIB 
para verificar si la ID del túnel que coincide con la dirección IP de destino es 0x0. 
Si la ID del túnel es 0x0, el paquete se reenvía a lo largo del enlace IP. 
Si la ID del túnel no es 0x0, el paquete se reenvía a lo largo de un LSP. 
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Durante el reenvío de MPLS, los LSR encuentran las entradas FIB coincidentes, las 
entradas de ILM y las NHLFEs para paquetes MPLS en función de las ID de túnel. 
El nodo de ingreso procesa los paquetes MPLS de la siguiente manera: 
1.- Busca en la FIB para encontrar el ID del túnel que coincida con la dirección 
IP de destino. 
2.- Encuentra el NHLFE que coincide con la ID del túnel en la FIB y asocia la 
entrada FIB con la entrada NHLFE. 
3.-Verifica el NHLFE para obtener la interfaz de salida, el siguiente salto, la 
etiqueta de salida y la operación de la etiqueta. 
4.- Empuja la etiqueta en los paquetes IP y procesa el campo TTL, y luego envía 
los paquetes MPLS encapsulados al siguiente salto. 
Procesamiento MPLS TTL 
Esta sección describe cómo MPLS procesa el TTL y responde al tiempo de espera de 
TTL. 
Modos de Procesamiento MPLS TTL 
El campo TTL en una etiqueta MPLS tiene una longitud de 8 bits. El campo TTL es el 
mismo que el de un encabezado de paquete IP. MPLS procesa el TTL para evitar bucles 
e implementar traceroute. 
Los modos de procesamiento MPLS TTL incluyen: modos Uniforme y Túnel. Por 






 Modo uniforme 
Cuando los paquetes IP ingresan a una red MPLS, el nodo de ingreso reduce el TTL IP 
en uno y copia este nuevo valor en el campo TTL MPLS. El campo TTL en los 
paquetes MPLS se procesa en modo estándar. El nodo de egreso reduce el TTL de 
MPLS en uno y asigna este nuevo valor al campo TTL de IP. La Figura 17 muestra 
cómo se procesa el campo TTL en la ruta de transmisión. 
Figura 17: Procesamiento TTL en modo uniforme para tráfico entrante 
 
Fuente. (Huawei Technologies, 2019) 
 Modo de Túnel 
Como se muestra en la Figura 18, el nodo de ingreso disminuye el IP TTL en uno y el 
MPLS TTL permanece constante. El campo TTL en los paquetes MPLS se procesa en 
modo estándar. El nodo de egreso disminuye el IP TTL en uno. En el modo Pipe, el IP 
TTL solo disminuye en uno en el nodo de ingreso y uno en el nodo de egreso cuando 







Figura 18: Procesamiento TTL en modo de túnel para el tráfico entrante 
 
Fuente. (Huawei Technologies, 2019) 
 
2.2.4 VPN (Red Privada Virtual) 
 
Una VPN combina dos conceptos: redes virtuales y redes privadas, en una red virtual, 
los enlaces de la red son lógicos y no físicos. La topología de esta red es independiente 
de la topología física de la infraestructura usada para poder soportarla. Un usuario de 
una red virtual no será capaz de detectar la red física, el solo podrá ver la red virtual. 
Desde la perspectiva del usuario, la VPN es una conexión punto a punto entre el equipo 
(el cliente VPN) y el servidor de la organización ( el servidor VPN). La infraestructura 
exacta de la red pública es irrelevante dado que lógicamente parece como si los datos se 






Figura 19: VPN tradicional 
 
 
Fuente: (Morales, 2006) 
Las redes privadas son definidas como redes que pertenecen a una misma entidad 
administrativa, un ejemplo típico de esta clase de red es una intranet corporativa, la cual 
puede ser utilizada solo por los usuarios autorizados. 
 
2.2.5 Modelo BGP/MPLS IP VPN 
 
2.2.5.1 Definición 
(Huawei Technologies, 2019) Una VPN IP BGP / MPLS es una red privada virtual de 
Capa 3 (L3VPN). Utiliza el protocolo Border Gateway Protocol (BGP) para anunciar 
rutas VPN y Multiprotocol Label Switching (MPLS) para reenviar paquetes VPN en 
redes troncales. La VPN transporta paquetes de Protocolo de Internet (IP). 
Figura 20: Modelo de BGP/MPLS IPVPN 
 
Fuente. (Huawei Technologies, 2019) 
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El modelo BGP / MPLS IP VPN consta de los siguientes dispositivos: 
 Borde del cliente (CE) 
Un dispositivo implementado en el borde de una red de clientes que tiene interfaces 
directamente conectadas a la red del proveedor de servicios (SP). Un dispositivo CE 
puede ser un enrutador, un conmutador o un host. Los dispositivos CE generalmente no 
detectan VPN o necesitan ser compatibles con MPLS. 
 
 Borde del proveedor (PE) 
Un dispositivo desplegado en el borde de una red SP y conectado directamente a un 
dispositivo CE. En una red MPLS, los dispositivos PE procesan todos los servicios VPN 
y deben tener un alto rendimiento. 
 Proveedor (P) 
Un dispositivo de red troncal desplegado en una red SP y no conectado directamente a 
dispositivos CE. Los dispositivos P solo necesitan proporcionar capacidades de reenvío 
MPLS básicas. Los dispositivos P no mantienen información de VPN. 
Los SP gestionan los dispositivos de PE y P. Los clientes administran los dispositivos 
CE a menos que los clientes autoricen los SP. 
Un dispositivo PE puede conectarse a múltiples dispositivos CE. Un dispositivo CE 







2.2.5.2 Propósito de BGP/MPLS IP VPN 
 
Una VPN tradicional establece túneles de malla completa o circuitos virtuales 
permanentes (PVC) entre todos los sitios para reenviar datos de VPN. Este método 
dificulta el mantenimiento y la expansión de las redes. Cuando se agrega un sitio nuevo 
a una VPN establecida, un administrador de red debe modificar la configuración de 
todos los nodos de borde conectados a este sitio. 
Una VPN IP BGP / MPLS utiliza un modelo de pares que permite a los SP y los clientes 
intercambiar información de enrutamiento. Los SP son responsables de enviar los datos 
del cliente sin la participación del cliente. Una VPN IP BGP / MPLS es más escalable y 
fácil de administrar que una VPN tradicional. Cuando se agrega un nuevo sitio, un 
administrador de red necesita modificar la configuración de los nodos de borde que 
sirven al nuevo sitio. 
 
2.2.5.3 Conceptos Básicos 
Site (Sitio) 
A continuación, se describen diferentes aspectos de un sitio. 
 Un sitio es un grupo de sistemas IP con conectividad IP, que se puede lograr 








Figura 21: Sites 
 
Fuente. (Huawei Technologies, 2019) 
  
En la Figura 21 (red del lado izquierdo), la sede de la compañía X en la Ciudad A es un 
sitio, y la sucursal de la compañía X en la Ciudad B es otro sitio. Los dispositivos IP se 
comunican dentro de cada sitio sin utilizar la red del operador. 
 Los sitios se configuran según las topologías entre dispositivos, pero no sus 
ubicaciones geográficas. Los dispositivos en un sitio son típicamente 
geográficamente adyacentes entre sí. Dos sistemas IP separados 
geográficamente también componen un sitio si están conectados a través de 
líneas arrendadas y se comunican sin el uso de una red de operador. 
En la Figura 21 (red del lado derecho), la red de Sucursales en la Ciudad B se conecta a 
la red de la Sede en la Ciudad A a través de líneas arrendadas, pero no a una red de 
transportistas. Las redes de sucursales y oficinas centrales componen un sitio. 




La Figura 22 muestra un ejemplo de un sitio que pertenece a dos VPN. 
 
Figura 22: Sitio que pertenece a múltiples VPNs 
 
Fuente. (Huawei Technologies, 2019) 
 
En la Figura 22 , el departamento de toma de decisiones de la compañía X en la Ciudad 
A (Sitio A) puede comunicarse con el departamento de I + D en la Ciudad B (Sitio B) y 
el departamento financiero en la Ciudad C (Sitio C). El sitio B y el sitio C no tienen 
permitido comunicarse entre sí. En este caso, se pueden establecer dos VPN, VPN 1 y 
VPN 2. El sitio A y el sitio B pertenecen a VPN 1; El sitio A y el sitio C pertenecen a 
VPN 2. El sitio A pertenece a ambas VPN. 
 Un sitio se conecta a una red de transportistas a través de dispositivos CE. Un 
sitio puede tener más de un dispositivo CE, pero un dispositivo CE pertenece a 
un solo sitio. 
Se selecciona un dispositivo CE en las siguientes formas: 
Es una subred; Los switches se utilizan como dispositivos CE. 
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Tiene múltiples subredes; los enrutadores se utilizan como dispositivos CE. 
Los sitios conectados a la misma red de operadores se pueden agrupar en diferentes 
conjuntos utilizando políticas. Solo los sitios en el mismo conjunto, como una VPN, se 
comunican entre sí a través de la red del operador. 
Overlapping (Dirección de espacio superpuesto) 
(Huawei Technologies, 2019) Cada VPN administra un espacio de direcciones y los 
diferentes espacios de direcciones VPN pueden superponerse. Por ejemplo, si tanto 
VPN1 como VPN2 utilizan direcciones en el segmento de red 10.110.10.0/24, sus 
espacios de direcciones se superponen. 
Las VPN utilizan espacios de direcciones superpuestos en las siguientes situaciones: 
 Dos VPN no cubren el mismo sitio. 
 
 Dos VPN cubren el mismo sitio, pero los dispositivos en este sitio no necesitan 




(Huawei Technologies, 2019) En la implementación de VPN IP BGP / MPLS, las 
distintas rutas de VPN están aisladas por instancias de VPN. 
Un dispositivo PE establece y mantiene una instancia de VPN para cada sitio conectado 
directamente. Una instancia de VPN contiene interfaces de miembro de VPN y rutas del 
sitio correspondiente. La información sobre una instancia de VPN incluye la tabla de 
enrutamiento de IP, la tabla de reenvío de etiquetas, la interfaz vinculada a la instancia 
de VPN y la información de administración de la instancia de VPN. La información de 
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administración de instancia de VPN incluye el diferenciador de ruta (RD), la política de 
filtrado de ruta y la lista de interfaz de miembros de la instancia de VPN. 
Las relaciones entre VPN, sitios e instancias de VPN son las siguientes: 
Una VPN consiste en múltiples sitios. Un sitio puede pertenecer a múltiples VPNs. 
Un sitio está asociado con una instancia de VPN en un dispositivo PE. Una instancia de 
VPN integra miembros de VPN y políticas de enrutamiento de sitios asociados. Varios 
sitios componen una VPN en base a las reglas de la instancia de VPN. 
Las instancias de VPN no se asignan a las VPN de forma individual, mientras que las 
instancias de VPN se asignan a los sitios de forma individual. 
Una instancia de VPN también se denomina tabla de enrutamiento y reenvío de VPN 
(VRF). Un dispositivo PE tiene varias tablas de enrutamiento y reenvío, incluida una 
tabla pública de enrutamiento y reenvío y uno o más VRF. La Figura 23 muestra un 
ejemplo de red de instancias de VPN. 
Figura 23: Instancia VPN 
 
Fuente. (Huawei Technologies, 2019) 




- Una tabla de enrutamiento pública contiene rutas IPv4 de todos los dispositivos 
PE y P. Las rutas son rutas estáticas o dinámicas generadas por los protocolos de 
enrutamiento en la red troncal. 
- Una tabla de enrutamiento VPN contiene rutas de todos los sitios que pertenecen 
a una instancia de VPN. Las rutas se obtienen a través del intercambio de 
información de enrutamiento VPN entre dispositivos PE o entre dispositivos CE 
y PE. 
La información en una tabla de reenvío público se extrae de la tabla de enrutamiento 
público de acuerdo con las políticas de administración de rutas, mientras que la 
información en una tabla de reenvío de VPN se extrae de la tabla de enrutamiento de 
VPN correspondiente. 
Las instancias de VPN en un dispositivo PE son independientes entre sí y mantienen un 
VRF, que es independiente de la tabla pública de enrutamiento y reenvío. 
Cada instancia de VPN puede considerarse un dispositivo virtual que mantiene un 
espacio de direcciones independiente y se conecta a las VPN a través de interfaces. 
Dirección RD y VPN IPv4 
(Huawei Technologies, 2019) El BGP tradicional no puede procesar rutas VPN con 
espacios de direcciones superpuestos. Por ejemplo, VPN1 y VPN2 usan direcciones en 
el segmento de red 10.110.10.0/24, y cada una anuncia una ruta a este segmento de red. 
El dispositivo PE local identifica rutas basadas en instancias de VPN. Sin embargo, 
cuando las rutas se anuncian en el dispositivo PE remoto, BGP solo selecciona una de 
las dos rutas. Esto se debe a que el equilibrio de carga no se realiza entre diferentes rutas 
VPN; La ruta no elegida por BGP se pierde. 
Los dispositivos PE usan Extensiones Multiprotocolo para BGP-4 (MP-BGP) para 
anunciar rutas VPN y usan direcciones VPN-IPv4 para abordar este problema. 
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Una dirección VPN-IPv4 tiene 12 bytes. Los primeros ocho bytes representan el RD y 
los últimos cuatro bytes representan el prefijo de la dirección IPv4. 
 
Figura 24: Dirección VPN IPv4 
 
Fuente. (Huawei Technologies, 2019) 
Los RD distinguen los prefijos de IPv4 con el mismo espacio de direcciones. Las 
direcciones IPv4 con RD son direcciones VPN-IPv4 (direcciones VPNv4). Después de 
recibir rutas IPv4 de un dispositivo CE, un dispositivo PE convierte las rutas en rutas 
VPN-IPv4 únicas a nivel mundial y anuncia estas rutas en la red pública. 
Los SP pueden asignar RD de forma independiente debido al formato RD. Cuando los 
dispositivos CE tienen doble conexión con los dispositivos PE, el RD debe ser 
globalmente único para garantizar el enrutamiento correcto. La Figura 25 muestra un 
ejemplo de conexión en red de un dispositivo CE de doble conexión. 
 
Figura 25: Diagrama de Red CE 
 






(Huawei Technologies, 2019) Un objetivo de VPN, también denominado destino de ruta 
(RT), es un atributo de comunidad de extensión BGP. BGP / MPLS IP VPN usa 
objetivos de VPN para controlar el anuncio de ruta de VPN. 
Una instancia de VPN está asociada con uno o más atributos de destino de VPN. Los 
atributos de destino VPN se clasifican en los siguientes tipos: 
Destino de exportación: después de que un dispositivo de PE aprende las rutas de IPv4 
de los sitios conectados directamente, convierte las rutas a rutas de VPN-IPv4 y 
establece su atributo de destino de exportación. El atributo de destino de exportación se 
anuncia con las rutas como un atributo de comunidad ampliada de BGP. 
 
Importar destino: Después de que un dispositivo PE recibe rutas VPN-IPv4 de otros 
dispositivos PE, comprueba el atributo de destino de exportación de las rutas. Si el 
destino de exportación es el mismo que el destino de importación de una instancia de 
VPN en el dispositivo PE local, el dispositivo PE local agrega la ruta a la tabla de 
enrutamiento de VPN. 
BGP / MPLS IP VPN usa objetivos VPN para controlar el anuncio y la recepción de 
rutas VPN entre sitios. Los destinos de exportación de VPN son independientes de los 
destinos de importación. Un destino de exportación y un destino de importación se 
pueden configurar con varios valores para implementar el control de acceso VPN 
flexible y la red VPN. 
Por ejemplo, si el destino de importación de una instancia de VPN contiene 100: 1, 200: 
1 y 300: 1, cualquier ruta con destino de exportación de 100: 1, 200: 1 o 300: 1 se 
agrega a la tabla de enrutamiento de la instancia VPN. 
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2.2.6 Definición de plataforma de monitoreo 
 
Es la acción que nos permite verificar sistemáticamente el desempeño y la 
disponibilidad de los dispositivos críticos dentro de la infraestructura de red, a través de 
la identificación y detección de posibles problemas. 
La plataforma se encarga de analizar constantemente métricas como tiempo de 
respuestas, disponibilidad de recursos, tiempo de funcionamiento continuo, 
confiabilidad, etc. De los datos anteriores se generan reportes y se realizan eventos 
frecuentes, ocasionales, así como asignarles niveles de gravedad en diversos casos. 
Cuando se origina un fallo o un dispositivo se pone lento, se envía una notificación a los 
administradores por medio de mensajes de texto, correos electrónicos o alarmas de 
escritorio. 
Algunas ventajas de una plataforma de monitoreo: 
 Disminución del tiempo empleado en la resolución de problemas. 
 Rescatar el máximo aprovechamiento de hardware de la empresa. 
 Mayor supervisión de control interno sobre los equipos. 
 Fácil detección del estado de los equipos más críticos. 
 Disminución de costos. 










2.2.6.1 SNMP (Protocolo Simple de Administración de Red) 
 
Definición 
El SNMP es un protocolo de administración de red estándar que se usa ampliamente en 
redes TCP / IP. El marco SNMP utiliza una computadora central donde se instala el 
software de administración de red para administrar los elementos de la red. Esta 
computadora central se llama estación de administración de red (NMS). SNMP ofrece 
simplicidad y potencia. 
Sencillez: SNMP es aplicable a redes de pequeña escala que son sensibles a la velocidad 
y al costo porque utiliza un mecanismo de sondeo y proporciona funciones básicas de 
administración de red. Además, la mayoría de los dispositivos de red admiten los 
paquetes UDP que transportan mensajes SNMP. 
Potencia: SNMP permite el intercambio de información de administración entre 
dispositivos arbitrarios en una red, para que un administrador de red pueda consultar 
información y localizar fallas en cualquier dispositivo. 
Propósito 
A medida que el tamaño de la red se desarrolla rápidamente y las aplicaciones se 
diversifican, los administradores de red se enfrentan a los siguientes problemas: 
El rápido crecimiento de los dispositivos de red aumenta las cargas de trabajo de los 
administradores de red. Además, las áreas de cobertura de las redes se expanden 
constantemente, lo que dificulta el monitoreo en tiempo real y la ubicación de fallas de 
los dispositivos de red. 
Varios dispositivos están ubicados en redes, y las interfaces de administración que 
diferentes proveedores proporcionan utilizan diferentes estándares. Esto hace que la 
gestión de la red sea compleja. 
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SNMP fue desarrollado para abordar estos problemas. SNMP es compatible con la 
administración de dispositivos de red por lotes e implementa una administración 
unificada, independientemente de las diferencias en los tipos de dispositivos y 
proveedores. 
Evolución de la Versión 
SNMPv1 es la versión inicial del protocolo SNMP. Se describe en RFC 1157 redactado 
en mayo de 1990. RFC 1157 proporciona un método sistemático para monitorear y 
administrar redes. Sin embargo, SNMPv1 no puede garantizar la seguridad de las redes 
porque se implementa en base a nombres de comunidad y proporciona solo algunos 
códigos de error. 
En 1996, el Grupo de trabajo de ingeniería de Internet (IETF) lanzó el RFC 1901 en el 
que se define SNMPv2c. SNMPv2c utiliza las operaciones GetBulk e Inform y 
proporciona más códigos de error y tipos de datos (incluidos Counter64 y Counter32). 
SNMPv2c aún carece de medidas de protección de seguridad, por lo que IETF lanzó 
SNMPv3. SNMPv3 proporciona autenticación y cifrado basados en el modelo de 
seguridad basado en el usuario (USM) y un modelo de control de acceso basado en la 
vista (VACM). 
Beneficios 
Mejora la eficiencia laboral de los administradores. Un administrador de red puede usar 
SNMP para consultar información, modificar información y localizar fallas en cualquier 
dispositivo. 
Reduce los costes de gestión. SNMP proporciona un conjunto de funciones básicas para 
administrar dispositivos que tienen diferentes tareas de administración, atributos físicos 
y tipos de red. 
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Reduce el impacto de las operaciones de configuración de características en los 
dispositivos. SNMP es simple en términos de instalación de hardware / software, tipo de 
paquete y formato de paquete. 
2.2.6.2 Modelo de gestión SNMP 
(Huawei Technologies, 2019) Un sistema SNMP consta de cuatro componentes clave: 
estación de administración de red (NMS), agente, objeto de administración y Base de 
información de administración (MIB). 
El NMS gestiona elementos de red en una red. 
Cada dispositivo gestionado contiene un proceso de agente, MIB y varios objetos de 
administración. El NMS interactúa con el agente en un dispositivo administrado. Al 
recibir un comando del NMS, el agente realiza operaciones en la MIB en el dispositivo 
administrado. 
Figura 26: Modelo de gestión SNMP 
 








Los componentes en un sistema administrado por SNMP son los siguientes: 
NMS 
El NMS es un administrador en una red que usa SNMP para monitorear y controlar 
dispositivos de red. El software NMS se ejecuta en servidores NMS para implementar 
las siguientes funciones: 
Envíe solicitudes a los agentes en dispositivos administrados para consultar o modificar 
variables. 
Reciba capturas enviadas por agentes en dispositivos administrados para conocer el 
estado del dispositivo. 
Agente 
El agente es un proceso que se ejecuta en un dispositivo gestionado. El agente mantiene 
los datos en el dispositivo administrado, responde a los paquetes de solicitud del NMS y 
devuelve los datos de administración al NMS. 
Al recibir un paquete de solicitud del NMS, el agente realiza la operación requerida en 
la MIB y envía el resultado de la operación al NMS. 
Cuando ocurre una falla o un evento en el dispositivo administrado, el agente envía una 
notificación que contiene el estado actual del dispositivo al NMS. 
Objeto de gestión 
Un objeto de administración es un objeto que se debe administrar en un dispositivo de 
red. Un dispositivo gestionado contiene múltiples objetos de gestión. Por ejemplo, los 
objetos de administración pueden incluir un componente de hardware (como una placa 
de interfaz) y parámetros configurados para el hardware o software (como un protocolo 




Una MIB contiene las variables que mantiene el dispositivo administrado y el agente 
puede consultarlas o configurarlas. MIB define los atributos del dispositivo 
administrado, incluidos el nombre, el estado, los derechos de acceso y el tipo de datos 
de los objetos de administración. 
Un agente puede usar el MIB para: 
- Aprender el estado del dispositivo. 
- Establecer el estado del dispositivo. 
 
2.2.6.3 SNMPv1 / SNMPv2c 
 
Formato de paquete SNMPv1 / SNMPv2c 
(Huawei Technologies, 2019) Como se muestra en la Figura 27 , un paquete SNMPv1 / 
SNMPv2c se compone de los campos de versión, nombre de comunidad y Unidad de 
fecha de protocolo SNMP (PDU). 
Figura 27: Formato de paquete SNMPv1/SNMPv2 
 
Fuente. (Huawei Technologies, 2019) 
Los campos en un paquete SNMPv1 / SNMPv2c son los siguientes: 
- Versión: especifica la versión SNMP. El valor para SNMPv1 es 0 y para 
SNMPv2c es 1. 
- Nombre de la comunidad: se utiliza en la autenticación de agentes y NMS. El 
nombre de la comunidad es una cadena de caracteres y puede ser definido por 
los usuarios. Hay dos tipos de nombres de comunidad: leer y escribir. 
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- Los nombres de comunidad de lectura se utilizan para las operaciones 
GetRequest y GetNextRequest. 
- Los nombres de comunidad de escritura se utilizan para la operación Set. 
SNMPv1 / SNMPv2c PDU: incluye el tipo de PDU, el ID de solicitud y la lista de 
variables de enlace. 
- La PDU SNMPv1 incluye la PDU GetRequest, la PDU GetNextRequest, la PDU 
SetRequest, la PDU de respuesta y la PDU de captura. 
- La PDU SNMPv2c hereda la PDU SNMPv1 e introduce la PDU 
GetBulkRequest y la PDU InformRequest. 
- Para simplificar, las operaciones SNMP se describen como las operaciones Get, 
GetNext, Set, Response, Trap, GetBulk e Inform. 
Operaciones SNMPv1 / SNMPv2 
Como se muestra en la Tabla 4 , SNMPv1 / SNMPv2c define siete tipos de operaciones 
para intercambiar información entre el NMS y los agentes. 
Tabla  4: Operaciones SNMPv1 y SNMPv2 
 
Fuente. (Huawei Technologies, 2019) 
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Mecanismos de trabajo de SNMPv1/SNMPv2 
Los mecanismos de trabajo de SNMPv1 y SNMPv2c son similares, como se muestra en 
la Figura 28. 
Figura 28: Operaciones Básicas 
 
Fuente. (Huawei Technologies, 2019) 
 Get  
En este ejemplo, el NMS pretende utilizar el nombre de comunidad de lectura público 
para obtener el valor del objeto sysContact en un dispositivo administrado. El 
procedimiento es el siguiente: 
a) El NMS envía un paquete GetRequest al agente. Los campos en el paquete son los 
siguientes: 
Versión: versión SNMP que utiliza el NMS. 
Nombre de la comunidad: públic 
Tipo de PDU: obtener 
Objeto MIB: sysContact 
b) El agente autentica la versión de SNMP y el nombre de la comunidad en el paquete. 
Cuando la autenticación es exitosa, el agente encapsula el valor de sysContact en la 
PDU de un paquete de respuesta y envía el paquete de respuesta al NMS. Si el agente 





En este ejemplo, el NMS pretende usar el nombre de comunidad público para obtener el 
valor del objeto sysName (junto a sysContact) en un dispositivo administrado. El 
procedimiento es el siguiente: 
a) El NMS envía un paquete GetNextRequest al agente. Los campos en el paquete son 
los siguientes: 
Versión: versión SNMP que utiliza el NMS. 
Nombre de la comunidad: público 
Tipo de PDU: GetNext 
Objeto MIB: sysContact 
b) El agente autentica la versión de SNMP y el nombre de la comunidad en el paquete. 
Cuando la autenticación es exitosa, el agente encapsula el valor de sysName en la PDU 
de un paquete de respuesta y envía el paquete de respuesta al NMS. Si el agente no 
puede obtener el valor de sysName, el agente devuelve un mensaje de error al NMS. 
 Set 
En este ejemplo, el NMS pretende usar el nombre de comunidad de lectura privado para 
establecer el objeto sysName en un dispositivo administrado en HUAWEI . El 
procedimiento es el siguiente: 
a) El NMS envía un paquete SetRequest al agente. Los campos en el paquete son los 
siguientes: 
Versión: versión SNMP que utiliza el NMS. 
Nombre de la comunidad: privado 
Tipo de PDU: Set 
Objeto MIB: sysContact 
Valor de objeto MIB esperado: HUAWEI 
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b) El agente autentica la versión de SNMP y el nombre de la comunidad en el paquete. 
Cuando la autenticación es exitosa, el agente establece el objeto sysContact en el valor 
esperado y envía un paquete de respuesta al NMS. Si la configuración falla, el agente 
devuelve un mensaje de error al NMS. 
 Trap  
Trap es una actividad espontánea de un dispositivo gestionado. La operación de captura 
no es una operación básica que realiza el NMS en el dispositivo administrado. Si se 
cumple una condición de activación de captura, un dispositivo administrado envía una 
captura al NMS para notificar a la NMS la excepción. Por ejemplo, cuando un 
dispositivo administrado completa un arranque en caliente, el agente envía una trampa 
de WarmStart al NMS. 
El agente envía una captura al NMS solo cuando un módulo en el dispositivo 
administrado cumple con la condición de activación de la captura. Este mecanismo 
reduce el intercambio de información de gestión entre el NMS y los dispositivos 
administrados. 
 
Figura 29: Operaciones Agregadas en SNMPv2 
 







Una operación GetBulk es igual a operaciones GetNext consecutivas. Puede establecer 
el número de operaciones GetNext que se incluirán en una operación GetBulk. 
 Inform 
Inform es también una actividad espontánea de un dispositivo gestionado. A diferencia 
de la operación de captura, la operación de información requiere un acuse de recibo. 
Después de que un dispositivo gestionado envía una solicitud de información al NMS, 
el NMS devuelve un paquete InformResponse. Si el dispositivo administrado no recibe 
un reconocimiento, realiza las siguientes operaciones: 
Guarda el informe en el buffer. 
Envía repetidamente la solicitud de información hasta que el NMS devuelve un acuse de 
recibo o se alcanza el número máximo de retransmisiones. 
Graba un registro para la solicitud de información. 
Por lo tanto, las solicitudes de información ocupan más recursos del sistema que los 
traps. 
2.2.7 Definición de plataforma de Acceso de Control 
 
Es una plataforma que está integrada con los protocolos de autenticación, autorización y 
contabilización, estos en conjunto validan nombres de usuario y contraseñas definidas 
en su sistema para luego brindar los permisos necesarios y el administrador pueda 







(Huawei Technologies, 2019) El control de acceso es la forma en que usted controla a 
quién se le permite el acceso al servidor de red y qué servicios pueden usar una vez que 
tengan acceso. Los servicios de seguridad de red de autenticación, autorización y 
contabilidad (AAA) proporcionan el marco principal a través del cual se configura el 
control de acceso en el Servidor de acceso a la red (NAS). 
Concepto 
(Huawei Technologies, 2019) AAA es un marco arquitectónico para configurar un 
conjunto de tres funciones de seguridad independientes de manera consistente. AAA 
proporciona una forma modular de realizar los siguientes servicios: 
Autenticación: Confirma las identidades de los usuarios que acceden a la red y 
determina si los usuarios están autorizados. 
Autorización: Asigna derechos diferenciados para autorizar a los usuarios a utilizar 
servicios específicos. 
Contabilidad: Registra todas las operaciones de un usuario durante el proceso de 
servicio de red, incluido el tipo de servicio utilizado, la hora de inicio y el tráfico de 
datos, para recopilar y registrar el uso de recursos de red del usuario para implementar 
la contabilidad y la red basadas en el tiempo o el tráfico. vigilancia. 
Arquitectura Básica de AAA 
AAA utiliza la estructura cliente / servidor. El dispositivo de acceso en el que se ejecuta 
un cliente AAA generalmente se denomina NAS. El NAS es responsable de la 
verificación de la identidad del usuario y la gestión del acceso del usuario. Un servidor 
AAA proporciona una colección de funciones de autenticación, autorización y 
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contabilidad y es responsable de la administración centralizada de la información del 
usuario. La Figura 30 muestra la arquitectura básica AAA. 
 
Figura 30: Arquitectura Básica de AAA 
 
Fuente. (Huawei Technologies, 2019) 
 
AAA se puede implementar utilizando múltiples protocolos. Actualmente, AAA se 
puede implementar en un dispositivo basado en RADIUS o HWTACACS . RADIUS se 
usa más comúnmente en escenarios reales. 
Para el servidor AAA en la Figura 30 , puede determinar qué protocolos utiliza el 
servidor AAA para implementar las funciones de autenticación, autorización y 
contabilidad, respectivamente, según los requisitos de red reales. Los usuarios pueden 
usar solo uno o dos servicios de seguridad provistos por AAA. Por ejemplo, si una 
empresa solo quiere autenticar a los empleados que acceden a ciertos recursos de la red, 
el administrador de la red solo necesita configurar un servidor de autenticación. Si la 
compañía también desea registrar las operaciones realizadas por los empleados en la 





AAA proporciona funciones de autenticación, autorización y contabilidad para los 
usuarios, evitando que usuarios no autorizados inicien sesión en un switch y mejoren la 
seguridad del sistema. 
2.2.7.2 Esquema AAA 
(Huawei Technologies, 2019) Durante la implementación de AAA, puede definir un 
conjunto de políticas de configuración de AAA utilizando un esquema de AAA. Un 
esquema AAA contiene una colección de métodos de autenticación, autorización y 
contabilidad definidos en un NAS. Dichos métodos pueden usarse en combinación 
dependiendo de las características de acceso de los usuarios y los requisitos de 
seguridad. 
a) Esquema de Autenticación 
Un esquema de autenticación se utiliza para definir métodos para la autenticación del 
usuario y el orden en que los métodos de autenticación tienen efecto. Un esquema de 
autenticación se aplica a un dominio. Se combina con el esquema de autorización, el 
esquema de contabilidad y la plantilla de servidor en el dominio para la autenticación, 
autorización y contabilidad del usuario. 
Métodos de autenticación soportados por un dispositivo 
 Autenticación RADIUS: La información del usuario se configura en el servidor 
RADIUS a través del cual se realiza la autenticación del usuario. 
 Autenticación HWTACACS: La información del usuario se configura en el 
servidor HWTACACS a través del cual se realiza la autenticación del usuario. 
 Autenticación local: El dispositivo funciona como un servidor de autenticación y 
la información del usuario se configura en el dispositivo. Este modo presenta un 
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procesamiento rápido y bajos costos de operación. Sin embargo, la capacidad de 
almacenamiento de información está sujeta al hardware del dispositivo. 
 No autenticación: Los usuarios son completamente confiables sin verificación de 
validez. Este modo rara vez se utiliza. 
Orden en el que los métodos de autenticación tienen efecto 
Un esquema de autenticación le permite designar uno o más métodos de autenticación 
que se utilizarán para la autenticación, garantizando así un sistema de respaldo para la 
autenticación en caso de que el método inicial no responda. Un NAS utiliza el primer 
método listado en el esquema para autenticar a los usuarios; Si ese método no responde, 
el NAS selecciona el siguiente método de autenticación en el esquema de autenticación. 
Este proceso continúa hasta que haya una comunicación exitosa con un método de 
autenticación listado o hasta que se agote la lista de métodos de autenticación, en cuyo 
caso la autenticación falla. 
b) Esquema de Autorización 
Un esquema de autorización se utiliza para definir métodos para la autorización del 
usuario y el orden en que los métodos de autorización tienen efecto. Un esquema de 
autorización se aplica a un dominio. Se combina con el esquema de autenticación, el 
esquema de contabilidad y la plantilla de servidor en el dominio para la autenticación, 
autorización y contabilidad del usuario. 
Métodos de autorización soportados por un dispositivo 
Autorización HWTACACS: Se utiliza un servidor HWTACACS para autorizar a los 
usuarios. 
Autorización local: El dispositivo funciona como un servidor de autorización para 
autorizar a los usuarios según la información de usuario configurada en el dispositivo. 
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Sin autorización: Los usuarios autenticados tienen derechos de acceso sin restricciones 
en una red. 
Autorización if-autenticada: Si pasa la autenticación, un usuario pasa la autorización; de 
lo contrario, el usuario no autoriza. Este modo se aplica a los escenarios en los que los 
usuarios deben autenticarse y el proceso de autenticación se puede separar del proceso 
de autorización. 
Orden en que los métodos de autorización tienen efecto 
Un esquema de autorización le permite designar uno o más métodos de autorización que 
se utilizarán para la autorización, garantizando así un sistema de respaldo para la 
autorización en caso de que el método inicial no responda. El primer método listado en 
el esquema se utiliza para autorizar a los usuarios; Si ese método no responde, se 
selecciona el siguiente método de autorización en el esquema de autenticación. Si el 
método inicial responde con un mensaje de error de autorización, el servidor AAA se 
niega a proporcionar servicios para el usuario. En este caso, la autorización finaliza y no 
se utiliza el siguiente método listado. 
Información de autorización 
La información de autorización puede ser entregada por un servidor o configurada en un 
dominio. Si un usuario obtiene información de autorización entregada por un servidor o 
en un dominio depende del método de autorización configurado en el esquema de 
autorización. Eso se puede observar en la Figura 31 . 
Si se utiliza la autorización local, el usuario obtiene información de autorización del 
dominio. 
Si se usa la autorización basada en el servidor, el usuario obtiene la información de 
autorización del servidor o dominio. La información de autorización configurada en un 
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dominio tiene una prioridad más baja que la que proporciona un servidor. Si los dos 
tipos de información de autorización entran en conflicto, la información de autorización 
entregada por el servidor entra en vigencia. Si no se produce ningún conflicto, los dos 
tipos de información de autorización surten efecto simultáneamente. De esta manera, 
puede aumentar la autorización de manera flexible mediante la administración del 
dominio, independientemente de los atributos de autorización proporcionados por el 
servidor AAA. 
Figura 31 : Dos tipos de información de autorización 
 
Fuente. (Huawei Technologies, 2019) 
 
c) Esquema contable 
Un esquema de contabilidad se utiliza para definir un método de contabilidad de 
usuario. Un esquema contable se aplica a un dominio. Se combina con el esquema de 
autenticación, el esquema de autorización y la plantilla de servidor en el dominio para la 






Métodos de contabilidad soportados por un dispositivo 
Contabilidad RADIUS: se utiliza un servidor RADIUS para llevar a cabo la 
contabilidad del usuario. 
Contabilidad HWTACACS: se utiliza un servidor HWTACACS para realizar la 
contabilidad del usuario. 
Sin contabilidad: los usuarios pueden acceder a una red sin cobrar. 
Orden en el que los métodos de contabilidad tienen efecto 
Solo puede especificar un método contable a la vez en un esquema contable. 
Los paquetes de contabilidad RADIUS en paquetes RADIUS indican que los paquetes 
de contabilidad se dividen en paquetes de solicitud de contabilidad y paquetes de 
respuesta de contabilidad. La contabilidad se realiza correctamente si el servidor 
responde con cada paquete de solicitud de contabilidad enviado por un dispositivo con 
un paquete de respuesta de contabilidad. Si no se recibe ningún paquete de respuesta de 
contabilidad del servidor, la contabilidad falla. 
Después de habilitar la función de contabilidad, el dispositivo envía paquetes de 
Solicitud de Contabilidad que registran las actividades del usuario al servidor AAA. El 
servidor AAA luego realiza la contabilidad y la auditoría de los usuarios basándose en 
la información de los paquetes. Tomemos como ejemplo la contabilidad RADIUS. Los 
paquetes de solicitud de contabilidad se dividen en tres tipos: 
 Paquete de solicitud de contabilidad (inicio): cuando un usuario se autentica 
correctamente y comienza a acceder a los recursos de la red, el dispositivo envía 
un paquete de solicitud de contabilidad (inicio) al servidor RADIUS. 
 Paquete de solicitud de contabilidad (detención): cuando un usuario se 
desconecta de manera proactiva (o por la fuerza del NAS), el dispositivo envía 




 Paquete de solicitud de contabilidad (actualización provisional): para reducir la 
desviación de la contabilidad y garantizar que el servidor de contabilidad pueda 
recibir paquetes de solicitud de contabilidad (Detener) y detener la contabilidad 
del usuario, puede configurar la función de contabilidad en tiempo real en el 
dispositivo. En este caso, el dispositivo envía periódicamente un paquete de 





















DESARROLLO DE LA SOLUCIÓN 
 
Fase I. Preparar 
 
En esta fase el objetivo principal es el de recolectar las necesidades tecnológicas, las 
cuales serán analizadas y se desarrollarán para darle una correcta solución a la compañía 
minera. 
Empezaremos como inicio a los datos de la compañía minera para saber a qué se dedica. 
Datos Generales: 
La empresa Corporation of China es su casa matriz. Su sede principal se encuentra en 
Beijing y es una de las empresas mineras más importantes de la República Popular 
China. 
Misión: 
Su misión es contribuir con el progreso local, nacional y global, así como con el éxito 
de los accionistas, a través de la transformación cuidadosa y eficiente de recursos 
naturales. 
Visión: 
Su visión es ser reconocidos como una empresa minera de primer nivel, debido a la alta 
eficiencia y la calidad de su gestión. 
 
La compañía minera requiere el desarrollo de la implementación y la puesta en servicio 
de los nuevos sistemas de comunicaciones LAN y plataformas A nivel general, los 




- Mejorar la disponibilidad actual del sistema de comunicaciones. 
- Mejorar los mecanismos de continuidad del negocio. 
- Mejorar la seguridad de acceso a la red de comunicaciones. 
- Mejorar la Gestión y Control de los Niveles de Servicio. 
- Mejorar los tiempos de respuesta de los Servicios. 
- Asegurar la convergencia de los servicios de voz, datos y video. 
- Satisfacer las expectativas del cliente, negocio y gestión. 
-  
La nueva plataforma de comunicaciones debe proporcionar los mecanismos necesarios 
para reducir la operabilidad de las aplicaciones críticas para el CORE de la empresa, 
además de prepararla para soportar nuevos servicios, de manera que contribuya a la 
satisfacción de sus clientes en términos de respuesta. Tiempos, confidencialidad, 
integridad y fiabilidad. Además, la solución propuesta debe incluir todo lo relacionado 
con equipos que sean robustos, especialmente diseñados y probados en el entorno de la 










Fase II. Planear 
 
En esta fase evaluaremos el status de la red y se realizara la elección de equipos que se 
asignaran para su siguiente fase de diseño e implementación 
El status actual de la red de datos de la compañía minera está diseñado de manera lógica 
sobre una única red de la clase “A”, asignado al siguiente direccionamiento IP 
10.0.0.0/8 de manera sumarizada, a su vez se está aplicando VLSM para tener más redes 
en todos los sitios. 
A continuación, se muestra la topología inicial. 
 
 
Figura 32: Arquitectura Básica Inicial 
 
Fuente: Elaboración Propia  
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Actualmente la compañía minera cuenta con los siguientes switches como la red troncal. 
 
SITIO CANTERA 
Tabla  5: Sitio actual CANTERA 
item Device Description Model Serial Clasificacion RFP IP Address 
Actual 
SWITCH PE_CANTERA_SW01 WS-C3560G-48PS-S  FOC1403Y7FM SWITCH DISTRIBUCION I  10.171.127.1 
SWITCH PE_CANTERA_SW02 WS-C3560X-48P-L FDO1705H0L3 SWITCH ACCESO I 10.171.127.11 
 
Fuente: Elaboración Propia 
 
 
SITIO DC PLANTA 
Tabla  6: Sitio Actual DC PLANTA 
Item Device Description Model Serial Clasificacion RFP IP Address 
ACTUAL 
SWITCH PE_DCP_NX01 N7K-C7009  JAF1704ATHD SWITCH CORE 10.251.32.211 
SWITCH PE_DCP_NX01 N7K-C7009  JAF1704ATHE SWITCH CORE 10.251.32.211 
SWITCH PE_DCP_MGMT_SW01 WS-C3560X-48P-L FDO1705Z23Y SWITCH ACCESO I 10.251.0.140 
SWITCH PE_DCP_MGMT_SW02 WS-C3750X-24P-E FDO1644Y2NM SWITCH ACCESO II 10.171.143.94 
 
Fuente: Elaboración Propia  
 
SITIO DC MINA 
Tabla  7: Sitio Actual DC MINA 
Item Device Description Model Serial Clasificacion RFP IP Address 
ACTUAL 
SWITCH PE_DCM_NX01 N7K-C7009  JPG1912006V SWITCH CORE 10.251.32.130 
SWITCH PE_DCM_NX02 N7K-C7009  JPG1913001G SWITCH CORE 10.251.32.132 
SWITCH PE_DCM_SW02 WS-C3560X-48P-L FOC1301Z0JS SWITCH ACCESO I 10.251.32.140  
SWITCH PE_DCM_SW03 WS-C3750X-24P-E FDO1701W1F6 SWITCH ACCESO II 10.172.245.1 
 








Tabla  8: Sitio Actual Natividad 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
ACTUAL 
SW PE_NATIVIDAD_SW01 WS-C3850-48P FDO1701W1F2 SWITCH DISTRIBUCION III 10.172.244.1 
SW PE_NATIVIDAD_SW01 WS-C3850-48P FDO1701W1FA SWITCH DISTRIBUCION III 10.172.244.1 
 
Fuente: Elaboración Propia 
 
SITIO PUNTO 4 Y PUNTO 2 
Tabla  9: Sitio Actual Punto 4 y 2 
 
Item Device Description Model Serial Clasificacion RFP IP Address Location Observaciones 
ACTUAL 
SW PE_PUNTO4_SW01 WS-C3850-48P FDO1701W1F1 SWITCH DISTRIBUCION III 10.172.245.1 PUNTO 4 Stack Installed in POINT 4 
SW PE_PUNTO4_SW02 WS-C3850-48P FDO1701P151 SWITCH DISTRIBUCION III 10.172.245.2 PUNTO 4 Stack Installed in POINT 4 
ACTUAL SW PE_PUNTO2_SW01 WS-C3850-48P FDO1701W1F8 SWITCH DISTRIBUCION III  10.172.246.1 PUNTO 2 Stack Installed in POINT 2 
 




Tabla  10: Sitio Actual Grifo 
 
Item Description Model Serial Clasificacion RFP IP Address 
ACTUAL 
PE_GRF_OFC_SW01 WS-C3560G-48PS-S FDO1508Y34P SWITCH DISTRIBUCION I 10.171.135.1 
PE_GRF_OFC_SW02 WS-C3560X-48P-L FOC1439Z1E8 SWITCH ACCESO I 10.171.135.82 
PE_GRF_OFC_SW03 WS-C3560X-48P-L FOC1439Z1J2 SWITCH ACCESO I 10.171.135.83 
PE_GRF_ADMG_SW01 WS-C3560X-48P-L FDO1705H0N8 SWITCH ACCESO I 10.171.135.89 
 








Tabla  11: Sitio Actual EPCM 
 
Item Description Model Serial Clasificacion RFP IP Address 
ACTUAL 
PE_EPCM_CORE_SW01 WS-C3850-48P FDO1705W0WA SWITCH DISTRIBUCION III 10.172.78.1  
PE_EPCM_FASE3_SW05 WS-C3560X-48P-L FDO1435X1RW SWITCH ACCESO I 10.172.78.117 
PE_EPCM_CECOM WS-C3560CG-8TC FOC1641Y4BY SWITCH ACCESO III 10.172.78.120 
PE_EPCM_LABQUIM_SW01 WS-C3750X-24P-E FOC1218W2QB SWITCH ACCESO II  10.172.78.106  
PE_EPCM_TALLER_SW01 WS-C3750X-24P-E FDO1644Y2P7 SWITCH ACCESO II 10.172.78.105 
 
Fuente: Elaboración Propia  
 
SITIO GARITA NORTE 
Tabla  12: Sitio Actual Garita Norte 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_GAR_NORTE_SW01 WS-C3560V2-24PS-S FDO1537X2SQ SWITCH DISTRIBUCION II 10.171.151.1 
Actual SWITCH PE_GAR_SUR_SW09 WS-C3560V2-24PS-S  FOC1433Y06D 








Tabla  13: Sitio Actual Kingsmill 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual 
SWITCH PE_KINGSMILL_SW01 WS-C3560G-48PS-S FDO1615X1FC SWITCH DISTRIBUCION I 10.171.199.1 
SWITCH PE_KINGSMIL_GARITA_SW01 WS-C3560CG-8TC FOC1503V36H SWITCH ACCESO III 10.171.199.12 
SWITCH PE_KING_TALL_SW01 WS-C3750X-24P-E FOC1434W3YZ SWITCH ACCESO II 10.171.199.11 
 







Tabla  14: Sitio Actual Quilla 
 
Item Device Description Model Serial Clasificacion RFP IP Address 





Fuente: Elaboración Propia  
 
SITIO SHANCHAMARCA 
Tabla  15: Sitio Actual Shanshamarca 
 
Item Device Description Model Serial Clasificacion RFP IP Address 




Actual SWITCH PE_EPCM_FASE3_SW01 WS-C3560X-48P-L FDO1615Y0XT 
SWITCH ACCESO I 
10.172.78.101  
 




Tabla  16: Sitio Actual Truckshop 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_TRUCKSHOP_SW01 WS-C3850-48P FDO1643P2AT SWITCH DISTRIBUCION III 10.172.241.1 
 
Fuente: Elaboración Propia  
 
SITIO OAC 
Tabla  17: Sitio Actual OAC 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_OAC_CORE WS-C3560G-48PS-S FOC1403Y7FP SWITCH DISTRIBUCION I 10.171.111.1 
 




SITIO OAC MODA 
Tabla  18: Sitio Actual OAC MODA 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_OAC_MODA_DIST_SW01 WS-C3850-48P FDO1438X1NN SWITCH DISTRIBUCION III 10.171.143.1 
 
Fuente: Elaboración Propia  
 
SITIO SALA 30 
 
Tabla  19: Sitio Actual SALA 30 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_PL_S30_SW01 WS-C3850-48P FOC1447W3U6 SWITCH DISTRIBUCION III 10.171.119.1 
 
Fuente: Elaboración Propia  
 
SITIO MOLINOS 
Tabla  20: Sitio Actual MOLINOS 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_PMOLINOS_SW01 WS-C3850-48P FOC1403Y7FL SWITCH DISTRIBUCION III 10.171.175.1  
 
Fuente: Elaboración Propia  
 
SITIO SALA 700 
Tabla  21: Sitio Actual SALA 700 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_PL_S700_SW01 WS-C3850-48P JAE1931076A SWITCH DISTRIBUCION III 10.171.183.1 
 
Fuente: Elaboración Propia  
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Se determino en la presente recolección de información lo siguiente 
 El equipamiento actual es de la marca Cisco, el cliente comenta que desde su 
implementación no realizo ningún mantenimiento preventivo, tanto como nivel 
físico y lógico. 
 
 El diseño de red actual no tiene redundancia entre equipos, si el equipo 
“QUILLA” presenta una avería o un incidente toda la red que esta 
interconectado en la parte inferior deja de brindar servicios a los usuarios 
finales. 
 
 Cuando se adiciona una nueva vlan en la red corporativa, se tiene que realizar 
cambios en toda la infraestructura, creando a veces configuración en switches no 
deseados, provocando que los equipos tengan configuraciones no deseadas. 
 
 No se tiene un equipo que realice la funcionalidad de monitorear el estado de 
vida de los equipos de Networking. 
 
 No se tiene un equipo que realice la funcionalidad de realizar los accesos 








Una vez analizado la situación actual del cliente y sumado a lo que se encontró en la 
Fase de Preparación se eligió el siguiente equipamiento de marca Huawei. 
 
Core Switch: Highest Performing Data Center Switch: CE12800 
Los conmutadores Cloud Engine 12804 se instalarán en reemplazo del equipo Cisco 
Nexus, dos en DC Planta y DC Mina, y se configurarán en clúster. 
 
Figura 33: Switch Core Cloud Engine 12804 
 
 
Fuente: Elaboración Propia  
 
Elásticidad: Núcleo de próxima generación, el rendimiento más alto del mundo. 
- Mayor capacidad de conmutación: 45 Tbps y velocidad de reenvío de paquetes: 
43,200 Mpps 
- Tarjetas de línea de alta densidad 10GE / 40GE / 100GE para futuras 
ampliaciones. 
- 24 GB de búfer y 4M FIB entradas por tarjeta de línea. 
Virtualización: Crea redes simples y eficientes. 
- VS: la capacidad de virtualización 1:16 más alta de la industria permite el 
intercambio a pedido de recursos de hardware 
- CSS / SVF: N: 1 la virtualización simplifica la administración 
- M-LAG: sistema activo-activo confiable con planos de control y gestión duales. 
- VXLAN + BGP-EVPN: virtualización de red dentro y entre DC 
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Calidad: Productos ecológicos, la mejor calidad de su clase 
- Arquitectura Clos líder en la industria, conmutación de células basada en VOQ. 
- El diseño patentado de flujo de aire de adelante hacia atrás aísla los canales de 
aire frío y caliente. 
- El tamaño del búfer grande y el mecanismo de búfer dinámico aseguran la 
conmutación sin bloqueo. 
 
Access Swtich: Next-Generation Simplified GE Access Switch: S5720-LI 
Se indican los 2 modelos de interruptor de acceso considerados para el Proyecto. 
 















Ventajas de los switches S5720 
Los Huawei S5720 son switches gigabit Ethernet estándar de última generación de capa 
3 con hardware de alto rendimiento, que presentan interfaces GE de alta densidad e 
interfaces de enlace ascendente 10 GE. 
Gracias a las numerosas funciones de servicio y a las capacidades de intercambio de 
paquetes IPv6, la serie S5720 se puede utilizar como switch de acceso o de agregación 
en redes de campus, o como switch de acceso en data center. 
Tecnología de vanguardia está presente en un sólido switch con velocidad a nivel de 
Gbit/s para acceso o agregación fiable y fácil de administrar en redes de área de campus 
empresariales. 
Con puertos de enlace ascendente 10 GE que ofrecen capacidades integrales de 
procesamiento de servicios, y tecnología iStack inteligente que ofrece fácil 
escalabilidad. 
Sobre la base de los procesadores de alto rendimiento y próxima generación y la 
plataforma de enrutamiento versátil (VRP) de Huawei, los switches S5720 proporcionan 
mayores tamaños de tablas y mayores capacidades de procesamiento basado en 
hardware en comparación con switches similares. 
Figura 35: Ventajas de los switches S5720 
Fuente: (Huawei Technologies, 2019) 
95 
 
Plataforma de Acceso de Control Agile Controller 
 
 
 Control centralizado, centrado en la experiencia de servicio. 
- Primero, aplica la arquitectura SDN a las redes ágiles; controla globalmente las 
políticas de usuario, servicio y seguridad. 
- Implementación unificada de políticas en toda la red, lo que permite a los 
usuarios moverse con flexibilidad y lograr movilidad libre. 
Apertura y cooperación de productos, acelerando la innovación empresarial. 
- Se conecta a las plataformas de redes sociales, simplifica el proceso en el que los 
clientes se conectan a las redes y permite a las empresas realizar marketing 
secundario. 
- Proporciona información de red, usuarios, activos y terminales a través de API 
abiertas en la dirección norte y apoya el desarrollo de aplicaciones empresariales 
de terceros. 
Alta fiabilidad y arquitectura elástica, asegurando la continuidad del servicio. 
- Admite dos plataformas Windows y Linux, y proporciona una solución 
completa, alta disponibilidad (HA) y alta confiabilidad. 
- Utiliza una arquitectura elástica, es compatible con una solución de 
implementación jerárquica y distribuida y permite una expansión flexible de la 









Plataforma de monitoreo eSight 
 
eSight es la plataforma de software universal de Huawei que tiene las capacidades de 
administración, administración y control de las soluciones de conectividad de Huawei. 
 
Figura 36: Dashboard de plataforma eSight 
 





Figura 37 : Características de eSight 
 




En este cuadro se muestra el resumen de equipos a utilizar en esta solución: 
Tabla  22: Equipos a utilizar en implementación 
EQUIPO RFP MODELO VERSION 




S5720 SWITCH DISTRIBUCION III 56C-HI-AC V200R010C00SPC600 
S5720 SWITCH DISTRIBUCION II 36C-PWR-EI-AC V200R010C00SPC600 
S5720 SWITCH DISTRIBUCION I 56C-PWR-EI-AC V200R010C00SPC600 
S5720 SWITCH ACCESO I 52X-PWR-SI-AC V200R010C00SPC600 
S5720 SWITCH ACCESO II 28X-PWR-SI-AC V200R010C00SPC600 
C12800 CORE CE12804 V200R001C00SPC700 
 
























Cronograma que se establece con la compañía minera, ya que al ser una minera que 
opera 24 x 7, se estableció las fechas en función a la disponibilidad de cada Site, 
quedando de la siguiente manera: 
 
Tabla  23: Cuadro de tareas 
SCHEDULE   
Hora mar 04/09 mié 05/09 jue 06/09 Viernes 07/09 
19:00 - 19:30         
DC Mina 
    
19:30 - 20:00             
20:00 - 20:30             
20:30 - 21:00               
21:00 - 21:30               
21:30 - 22:00               
22:00 - 22:30 
DC Planta 
      
SHANSHAMARCA 
    
22:30 - 23:00           
23:00 - 23:30 
EPCM SALA 30 PUNTO 2 NATIVIDAD TRUCKSHOP OAC 
23:30 - 00:00   
00:00 - 00:30     
MOLINOS CANTERA PUNTO 4 GARITA NORTE OAC MODA 
00:30 - 01:00     
01:00 - 01:30     
SALA 700 
KINGSMILL GRIFO 
    
01:30 - 02:00         
02:00 - 02:30     
GRIFO 
      
02:30 - 03:00     
QUILLA 
      
03:00 - 03:30             
03:30 - 04:00             
04:00 - 04:30               
04:30 - 05:00               
05:00 - 05:30               
05:30 - 06:00               
 








Fase III. Diseñar 
 
La Fase anterior es la base para poder realizar esta fase de diseño y servirá para 
implementación en la siguiente fase de la metodología que es la implementación. 
El diseño final de acuerdo con el análisis anterior es el siguiente: 
 
 
Figura 38: Topología final a implementar 
 








Figura 39 :Comparativa de Topología Antigua y Propuesta 
 
Fuente. Elaboración Propia 
 
Se estarán agregando enlaces de fibra óptica entre los sitios:  
1.- EPCM y DC PLANTA 
2.- SHANCHAMARCA y DC MINA 
Con esto se está logrando alta disponibilidad con toda la red ya que se elimina el único 
punto de falla que era el sitio QUILLA. 
Como acotación el tendido de fibra óptica no está contemplado en este proyecto, este 
trabajo lo realizara la misma compañía minera. 
Se escogió los siguientes equipos para el diseño final en los sitios mostrados: 
SITIO CANTERA 
Tabla  24: Sitio Nuevo Cantera 
Item Device Description Model Serial Clasificacion RFP IP Address 
Nuevo 
SWITCH PE_CANTERA_SW01 S5720-56C-PWR-EI-AC   SWITCH DISTRIBUCION I  10.171.127.1 
SWITCH PE_CANTERA_SW02 S5720-52X-PWR-SI-AC   SWITCH ACCESO I 10.171.127.11 
 




SITIO DC PLANTA 
Tabla  25: Sitio Nuevo DC Planta 
Item Device Description Model Serial Clasificacion RFP IP Address 
NUEVO 
SWITCH PE_DCP_NX01 CE12804   SWITCH CORE 10.251.32.211 
SWITCH PE_DCP_MGMT_SW01 S5720-52X-PWR-SI-AC   SWITCH ACCESO I 10.251.0.140 
SWITCH PE_DCP_MGMT_SW02 S5720-28X-PWR-SI-AC   SWITCH ACCESO II 10.171.143.94 
 
Fuente: Elaboración Propia  
 
SITIO DC MINA 
Tabla  26: Sitio Nuevo DC Mina 
 
Item 
Device Description Model Serial Clasificacion RFP IP Address 
NUEVO 
SWITCH PE_DCM_NX01 CE12804   SWITCH CORE 10.251.32.130 
SWITCH PE_DCM_SW02 S5720-52X-PWR-SI-AC   SWITCH ACCESO I 10.251.32.140  
SWITCH PE_DCM_SW03 S5720-28X-PWR-SI-AC   SWITCH ACCESO II 10.172.245.1 
 
Fuente: Elaboración Propia  
 
SITIO NATIVIDAD 
Tabla  27: Sitio Nuevo Natividad 
Item Device Description Model Serial Clasificacion RFP IP Address Observaciones 
NUEVO 
SW PE_NATIVIDAD_SW01 S5720-56C-HI-AC   SWITCH DISTRIBUCION III 10.172.244.1   
SW PE_NATIVIDAD_SW02 S5720-56C-HI-AC   SWITCH DISTRIBUCION III 10.172.244.1   
 
Fuente: Elaboración Propia 
 
SITIO PUNTO 4 y PUNTO 2 
Tabla  28: Sitio Nuevo Natividad 
Item Device Description Model Serial Clasificacion RFP IP Address Location Observaciones 
NUEVO 
SW PE_PUNTO4_SW01 S5720-56C-HI-AC   
SWITCH DISTRIBUCION 
III 
10.172.245.1 PUNTO 4   
SW PE_PUNTO4_SW02 S5720-28X-PWR-SI-AC   SWITCH ACCESO II Por definir PUNTO 4 Additional Equipment 
NUEVO SW PE_PUNTO2_SW01 S5720-56C-HI-AC   
SWITCH DISTRIBUCION 
III 
 10.172.246.1 PUNTO 2   
 




Tabla  29: Sitio Nuevo Grifo 
Item Description Model Serial Clasificacion RFP IP Address 
NUEVO 
PE_GRF_OFC_SW01 S5720-56C-PWR-EI-AC   SWITCH DISTRIBUCION I 10.171.135.1 
PE_GRF_OFC_SW02 S5720-52X-PWR-SI-AC   SWITCH ACCESO I 10.171.135.82 
PE_GRF_OFC_SW03 S5720-52X-PWR-SI-AC   SWITCH ACCESO I 10.171.135.83 
PE_GRF_ADMG_SW01 S5720-52X-PWR-SI-AC   SWITCH ACCESO I 10.171.135.89 
 
Fuente: Elaboración Propia  
 
SITIO EPCM 
Tabla  30: Sitio Nuevo EPCM 
Item Description Model Serial Clasificacion RFP IP Address 
NUEVO 
PE_EPCM_CORE_SW01 S5720-56C-HI-AC   SWITCH DISTRIBUCION III 10.172.78.1  
PE_EPCM_CORE_SW02 S5720-56C-HI-AC   SWITCH DISTRIBUCION III 10.172.78.2  
PE_EPCM_FASE1_SW01 S5720-52X-PWR-SI-AC   SWITCH ACCESO I 10.172.78.104 
PE_EPCM_F1_SW03 S5720-52X-PWR-SI-AC   SWITCH ACCESO I 10.172.78.109  
PE_EPCM_F1_SW05 S5720-52X-PWR-SI-AC   SWITCH ACCESO I 10.172.78.111 
Fuente: Elaboración Propia  
 
SITIO GARITA NORTE 
Tabla  31: Sitio Nuevo Garita Norte 
Item Device Description Model Serial Clasificacion RFP IP Address 
Nuevo SWITCH PE_GAR_NORTE_SW01 S5720-36C-PWR-EI-AC   SWITCH DISTRIBUCION II 10.171.151.1 
 
Fuente: Elaboración Propia  
 
SITIO KINGSMILL 
Tabla  32: Sitio Nuevo Kingsmill 
Item Device Description Model Serial Clasificacion RFP IP Address 
Nuevo 
SWITCH PE_KINGSMILL_SW01 S5720-56C-PWR-EI-AC   SWITCH DISTRIBUCION I 10.171.199.1 
SWITCH PE_KINGSMIL_GARITA_SW01 S5720-12TP-PWR-LI-AC   SWITCH ACCESO III 10.171.199.12 
SWITCH PE_KING_TALL_SW01 S5720-28X-PWR-SI-AC   SWITCH ACCESO II 10.171.199.11 
 




Tabla  33: Sitio Nuevo Quilla 
Item Device Description Model Serial Clasificacion RFP IP Address 
Nuevo SWITCH PE_QUILLA_SW01 S5720-56C-HI-AC   SWITCH DISTRIBUCION III 10.172.243.1 
 
Fuente: Elaboración Propia  
 
SITIO SHANCHAMARCA 
Tabla  34: Sitio Shanshamarca 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Nuevo 
SWITCH PE_SHANSHAMARCA_SW01 S5720-56C-HI-AC   SWITCH DISTRIBUCION III 10.172.242.1 
SWITCH PE_SHANSHAMARCA_SW03 S5720-28X-PWR-SI-AC   SWITCH ACCESO II Por definir 
 
Fuente: Elaboración Propia 
 
SITIO TRUCKSHOP 
Tabla  35: Sitio Nuevo Truckshop 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Nuevo SWITCH PE_TRUCKSHOP_SW01 S5720-56C-HI-AC   SWITCH DISTRIBUCION III 10.172.241.1 
 




Tabla  36: Sitio Nuevo OAC 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_OAC_CORE 
S5720-56C-PWR-EI-
AC 
FOC1403Y7FP SWITCH DISTRIBUCION I 10.171.111.1 
 





SITIO OAC MODA 
Tabla  37: Sitio Nuevo OAC MODA 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_OAC_MODA_DIST_SW01 WS-C3750G-12S-S 
 
SWITCH DISTRIBUCION III 10.171.143.1 
 
Fuente: Elaboración Propia  
 
SITIO SALA 30 
Tabla  38: Sitio Nuevo Sala 30 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_PL_S30_SW01 S5720-56C-HI-AC 
 
SWITCH DISTRIBUCION III 10.171.119.1 
 




Tabla  39: Sitio Nuevo Molinos 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_PMOLINOS_SW01 S5720-56C-HI-AC 
 
SWITCH DISTRIBUCION III 10.171.175.1  
 
Fuente: Elaboración Propia  
 
SITIO SALA 700 
Tabla  40: Sitio Nuevo Sala 700 
 
Item Device Description Model Serial Clasificacion RFP IP Address 
Actual SWITCH PE_PL_S700_SW01 S5720-56C-HI-AC  
 
SWITCH DISTRIBUCION III 10.171.183.1 
 





Por último, en esta fase se presenta el Plan de trabajo que se realizaran en 4 días, a 
continuación, a más detalle: 
 
Dia 1: 


















































Tabla  44: Trabajos del día 4 
 
 
Fuente: Elaboración Propia  
 
Como herramienta de prueba se utilizó un software propietario de la marca Huawei 
llamado eNSP, que ayudo brindar resultados con el nuevo diseño de red, formando un 
anillo óptico que dará alta disponibilidad la red. 
Figura 40 : Herramienta de simulación eNSP 
 
Fuente: Elaboración Propia  
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Fase IV. Implementar 
 
Ya realizado las pruebas a nivel software, llego el momento de realizar la 
implementación en los equipos reales. 
En esta etapa estaremos mostrando la parte de ingeniera y técnica de cómo se 
implementó la solución en función a los equipos propuestos en las fases anteriores. 
Comenzaremos con la solución de la BGP/MPLS IPVPN: 
Las fechas acordadas en la fase de planeación se resumen en el siguiente cuadro: 
 
Tabla  45: Trabajos de migración 
 





Implementación de BGP/MPLS IPVPN 
 
Para la implementación de la MPLS BGP/IPVN, los pasos a seguir son los siguientes: 
Se tomará como ejemplo la configuración de DC PLANTA y EPCM. 
 
1.- Configure MPLS para la LAN de VPN-INSTANCIA (Red Corporativa). 
Este paso no implica la interrupción del servicio. VPN-INSTANCIA LAN se crea y se 
asigna RD = 100. La tecnología MPLS funcionará con el protocolo LDP que se 
habilitará en la interfaz VLAN de troncal local con respecto al vecino que se migrará. 
Loopback 100 (gestión) se utilizará como LSR-ID para configurar LDP. 
 
2.- Configure y habilite el par correspondiente del protocolo BGP, AS = 65460 
Esta configuración no implica corte de servicio en la red del cliente. El protocolo BGP 
asociado con AS = 65160 se habilitará. La solución ha sido diseñada con Route 
Reflector (RR) en el clúster donde DC PLANTA será el RR principal y DC MINA será 
la contingencia. Con esta configuración, todos los sitios tendrán Peer BGP para el 









3- Configure el nuevo loopback 101 en la LAN de VPN-INSTANCIA. Se 





4.- Se habilitará el nuevo proceso OSPF 200 donde se aplicará la redistribución de 
rutas. 
Este procedimiento implica el corte del servicio. Para lograr la interoperabilidad entre 
los prefijos BGP en MPLS y OSPF, se habilitará un nuevo proceso OSPF (200) 
temporal que nos permitirá mantener la conectividad con otros sitios de redes 
corporativas a través de la redistribución de los protocolos de enrutamiento. 
El loopback 100 (Administración) se asociará como ID de enrutador del proceso OSPF-
100 asociado con la LAN VPN-INSTANCE. Dentro de este proceso importará los 




La loopback 101 (Nuevo) se asociará como identificador de enrutador del proceso 
OSPF-200 que servirá como un protocolo IGP de la red troncal que permitirá la 
conectividad entre los nodos. 
 
Finalmente, importe los prefijos OSPF al proceso BGP AS = 65160. 
 
 
5.- La LAN VPN-INSTANCIA se asociará con los Vlans. 
 





Implementación de Plataforma eSight  
 
eSight es una solución de gestión integrada de O&M que se puede utilizar en centros de 
datos empresariales, redes de campus/sucursales, comunicaciones unificadas, 
videoconferencia y videovigilancia. Proporciona funciones para dispositivos de TIC 
empresariales, que incluyen la configuración y despliegues automáticos, el diagnóstico 
de fallas visualizado y el análisis de capacidad inteligente. 
eSight puede administrar una variedad de recursos de manera unificada, incluidos 
servidores, almacenamiento, recursos virtuales, conmutadores, enrutadores, WLAN, 
firewalls, PON y eLTE, comunicaciones unificadas, telepresencia y dispositivos de 
videovigilancia, así como sistemas de aplicaciones y sala de equipos. 
Se detalla los componentes del servidor que se utilizó para la implementación de la 
plataforma eSight. 
Tabla  46: Equipo Servidor 
Componente Cantidad 
Servidor Huawei RH2288H V3 F8 1 
Procesador Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz  2 
Memoria Hynix 8192 MB 2400 MHz DDR4 72 bit  4 
Disco Duro Intel 240 GB SSD 2.5” SATA 3.0 6 Gb/S  8 
Fan Huawei 02310YKN 2520/2160 rpm  4 
Módulo de poder LTEON 750w Titanium PS  2 
Tarjeta NIC SM212 4*GE 1 
 









Figura 41 : Servidor Huawei eSight 
 
Fuente: Elaboración Propia  
 
El sistema operativo utilizado para implementar la solución es el: SUSE Linux 
Enterprise Server 11 (x86_64) 
La plataforma de ingreso es la siguiente: 
 
 
Figura 42: Pagina de bienvenida de eSight 
 
 





Una vez ingresado el usuario y contraseña la página principal es la siguiente, donde 
aparece un pequeño asistente de como poderte ayudar en la configuración de equipos. 
Figura 43: Dashboard de eSight 
 
Fuente: Elaboración Propia  
 
 
Para que el dispositivo final, en este caso los equipos Capa 3 implementados en el anillo 
de switches pueda ser agregado, este debe tener la plantilla de configuración para que 
puedan sincronizar por medio del protocolo SNMP. 
 
Figura 44: Líneas de comando en switches 
 






Así mismo, se crea la política en la plataforma eSight para que una vez configurado en 
el dispositivo final este pueda sincronizar. 
Figura 45: Creación de políticas eSight 
 
Fuente: Elaboración Propia 
 
Al tener conectividad con la red de gestión de los equipos del anillo, se escoge la opción 
de Discover Automatic. 




Fuente: Elaboración Propia  
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Fuente: Elaboración Propia  
 
 
Luego del proceso de búsqueda aparecerán los equipos que la plataforma encontró y se 
puede visualizar en la pantalla principal. 
 
 
Figura 48: Switches encontrados en la red 
 







Una vez agregado , ya estará en la Base de datos de la plataforma. 
 
Figura 49: Equipos agregados a plataforma eSight 
 
 




Si se muestra a detalle cada equipo se visualiza de la siguiente manera. 
 
Figura 50: Visualización de un switch en eSight 
 
 





Una vista más avanzada muestra al equipo con más detalle. 
 
Figura 51: Visualización de switches en tiempo real 
 
Fuente: Elaboración Propia  
 
 
Implementación de Plataforma Agile 
El controlador-campus Agile es el controlador de próxima generación de Huawei para 
redes de campus y sucursales. Utilizado en múltiples soluciones innovadoras, como la 
implementación automática de redes, la automatización de políticas y SD-WAN, el 
controlador-campus ágil reduce los costos operativos de las empresas (OPEX) y los 
gastos de operación y mantenimiento (O&M) de las empresas, acelera la cloudificación 
del servicio y la transformación digital, y hace que la gestión de redes sea más ágil y la 
O&M de red más inteligente 
Agile Controller-Campus admite varios escenarios de aplicaciones, como Cloud 




Tabla  47: Accesorios de Servidor Agile 
Componente Cantidad 
Servidor Huawei RH2288H V3  1 
Procesador Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz 2 
Memoria Hynix 8192 MB 2400 MHz DDR4 72 bit  4 
Disco Duro Intel 450 GB SSD 2.5” SATA 3.0 6 Gb/S  8 
Fan Huawei 02310YKN 2520/2160 rpm  4 
Módulo de poder LTEON 750w Titanium PS  2 
-       Tarjeta NIC SM212 4*GE 1 
 
Fuente: Elaboración Propia  
 
 
Figura 52: Servidor Huawei Agile 
 
Fuente: Elaboración Propia  
 
Los dispositivos de red , en este caso los switches deben de tener configurado la 
plantilla de AAA para que se puedan registrar en la plataforma Agile , la configuración 







Figura 53: Plantilla de AAA para los switches 
 
Fuente: Elaboración Propia  
 
La plataforma de ingreso es la siguiente: 
Figura 54: Pantalla de ingreso a Servidor Agile 
 
 




Creación de Usuarios Permitidos 
A continuación, se crea los usuarios permitidos. 
Figura 55: Creación de usuarios 
 
 
Fuente: Elaboración Propia  
 
Como siguiente paso se creará el usuario que tendrá los permisos necesarios para poder 
ingresar a los nuevos equipos instalados, si un usuario quisiera ingresar por algún 
motivo, no podrá porque no se encuentra en la lista de la base de datos. 
Figura 56: Agregar usuarios de nivel 
 
Fuente: Elaboración Propia  
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En esta sección se marca el checó para que, al momento de soguearse por primera vez , 
se solicite cambiar la contraseña, así como los permisos de login. 
 
Figura 57: Permitir tipo de login a users 
 
Fuente: Elaboración Propia  
 
Agregar Equipos de Red 
 
Como siguiente paso se agrega el dispositivo de red, en este caso los switches ya 
migrados de Cisco por Huawei. 
Figura 58: Agregar equipos de red. 
 
 
Fuente: Elaboración Propia  
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Se selecciona la opción de Agregar, se ingresan los datos del switch tales como la Mac-
address, descripción y datos adicionales que se desee agregar. 
Figura 59: Agregar equipos de red con información 
 
Fuente: Elaboración Propia  
 
  
Figura 60: Visualización de Switch agregado 
 
 
Fuente: Elaboración Propia  
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Fase V. Operar 
 
En esta fase ya los equipos están implementados y en funcionamiento  
La nueva plataforma de Comunicaciones brinda los mecanismos necesarios para reducir 
la inoperatividad de aplicaciones críticas para el CORE del negocio, además de 
prepararla para soportar nuevos servicios, de manera que contribuya a la satisfacción del 
cliente en términos de tiempos de respuesta, confidencialidad, integridad y 
confiabilidad. 
La implementación del nuevo sistema de comunicación LAN tiene operando los 
campos principales: 
- Reemplazo del equipamiento de la infraestructura de red del vendor CISCO al 
vendor HUAWEI. Esto se llevó a cabo respetando la configuración lógica 
inicial Cisco, básicamente se realizó un translate de configuración y 
agregándose campos adicionales según bases del proyecto y/o requerimientos 
de la compañía minera. 
 
- El proyecto también contempló la implementación de nuevos feature, con la 
finalidad de brindar mejoras y capaz de soportar el despliegue de nuevos 
servicios en la red. Los dos principales feature son la implementación de la 
MPLS y VxLAN sobre la infraestructura HUAWEI desplegada. 
La nueva red de MCP cuenta con las características: 
a) Alta disponibilidad de servicios por el diseño de topología óptico y rutas 
alternas de contingencia con otros medios de acceso (Cobre, Radio Enlace) en 
las que corresponda. 
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b) La red está conformada por un Backbone óptico de 10G sobre la cual se 
integran otros sites que brindan conectividad a los demás puntos remotos o 
sirven como rutas de respaldo en caso de caída de la ruta principal. 
c) Se cuenta con tres sites principales: DC LIMA, DC PLANTA y DC MINA. 
Los sites en campamento trabajan en modo balanceo a nivel de routing. Se 
cuenta con dos enlaces IPVPN Telefónica lo que permite dos conexiones 
hacia la MPLS del Service Internet Provider y permite la comunicación de los 
Sites Mina con los servidores de LIMA, sede Huancayo, Sede Impala y 
Cajamarquilla. 
d) Cada Data Center cuenta con dos equipos CloudEngine 12804 que trabajan en 
modo Stack. Sobre estos se tiene configurado dos Virtual System (LAN y 
DMZ) que brindar conectividad con los principales servidores de servicios del 
cliente. 
e) Virtual System (VS) LAN: Permite la conectividad desde los Data Center a 
todos los Site de la red en capa 2 y capa 3. Es la llamada red corporativa. 
f) Virtual System (VS) DMZ: Sobre este sistema, independiente del VS LAN, 
están alojados los servidores principales del Core de negocio. Para alcanzar 
dichos servicios desde la red corporativa se debe habilitar los permisos 
correspondientes en el Firewall bajo la administración de MCP. Sobre este VS 
también se implementó el feature VxLAN, requerimiento nuevo solicitado en 
el presente proyecto. 
g) Se implementó una red MPLS para el anillo óptico en campamento. Esta 
nueva red soporta Túneles en capa-2 y capa-3. Los Sites están configurados 
con la VPN-INSTANCE LAN. También es soportada otras características 
como Multicast en caso de ser implementado. 
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h) La red cuenta con QoS. Se configuro 3 clases de servicios a solicitud de la 
compañía minera  (Data, Voice y Video) cada uno con su marcado 
correspondiente en la MPLS. 
 
Sobre la red de tienen desplegados los siguientes modelos de equipos de 
comunicaciones: 
  
a. CE12804-A: Se instalaron cuatro equipos, dos en cada DC, los cuales trabajan 
en modo Stack. Sobres estos equipos se soporta el Core de negocio y red de 
servicios del campamento. 
b. S5720-56C-HI-AC - SWITCH DISTRIBUCION III. Equipos instalados en 
los nodos principales del Backbone y que soportan los principales feature de la 
red de servicios.  
c. S5720-36C-PWR-EI-AC - SWITCH DISTRIBUCION II. Equipos 
instalados en 02 Site dentro del campamento (Punto 4 , Garita Norte ) 
d. S5720-56C-PWR-EI-AC - SWITCH DISTRIBUCION I. Se instalaron 03 
equipos (Grifo , Kingsmill y OAC).  
e. S5720-52X-PWR-SI-AC - SWITCH ACCESO I.  Se instalaron 04 equipos ( 
DC Planta , DC Mina , Grifo, EPCM) 
f. S5720-28X-PWR-SI-AC - SWITCH ACCESO II. Se instalaron 04 equipos ( 
DC Planta , DC Mina , Kingsmill, Shanshamarca) 








Modo de Operación 
Los servidores principales del Core de negocio se encuentran alojados en los Data 
Center, principalmente DC PLANTA. Por ello cada Site cuenta con conectividad hacia 
los DC center y lo realizan a través de la MPLS. Los usuarios en general pertenecen a la 
red corporativa que se encuentran configurados sobre el VS LAN y sobre la VPN-
INSTANCE LAN. Para acceder a un servicio critico dentro del VS DMZ se requiere de 
permisos y routing en el Firewall bajo administración del cliente. 
Protocolos de Enrutamiento 
 La red cuenta con dos protocolos de enrutamiento: OSPF (Procesos 100 y 200) y BGP 
(AS=65160) que funciona de la siguiente manera: 
 El protocolo OSPF, proceso ID-200, se utiliza como protocolo interno de comunicación 
para establecer conectividad entre los site a través de la loopback 100. Sobre esta 
loopback se establece el LDP para la implementación de la MPLS. 
 El protocolo BGP AS=65160 se utiliza como protocolo de comunicación de las vlan de 
cada site, la llamada red corporativa. Sobre esta se transporta la VPN-INSTANCE LAN 
creada en cada nodo. La loopback de gestión está configurada en la loopback 200. 
 El proceso OSPF, ID-100, fue configurado temporalmente para permitir redistribuir de 
las redes en OSPF y BGP ejecutados durante la ventana de trabajos de la 
implementación MPLS. Así mismo permitió la comunicación desde los site no 
migrados en FASE-1 (Equipos Cisco) con los equipos Huawei. 
 La comunicación al DC LIMA es a través de dos enlaces IP-VPN con el proveedor 
Telefónica. La ruta preferente es a través del enlace ubicado en DC MINA y la ruta 
menos preferida es a través del Site Quilla. 
 Sobre el servicio de internet, se tiene el enlace IPVPN físico instalado en DC MINA. Se 
ha configurado un túnel en capa-2 desde DC-MINA al firewall en DC-PLANTA. Los 
usuarios que quieran acceder a Internet o algún servicio dentro de este debe contar con 
los permisos en el firewall. 
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 En caso de caída de algún enlace principal de algún site, la red conmuta 
automáticamente a otra ruta sobre el backbone.  Los site que pertenecen al Backbone 
principal son: DC-PLANTA, SALA-30, MOLINOS, SALA 700, PUNTO-4, 
NATIVIDAD, SHANSHAMARCA, DC-MINA, QUILLA. 
 
Escenarios de Fallas. 
a) Caída DATA CENTER 
 
Los data center a nivel de equipos de comunicaciones mantienen una 
configuración estándar, es decir trabajan con dos equipos en modo Stack bajo 
configuración de dos Virtual System de modo tal que soportan todos los 
servicios de ser requerido. Los Cloud Engine de cada DC están configurados en 
route-reflector, de tal manera que, ante caída lógica de uno de ellos, el otro DC 
soporta la conectividad a cada site remoto. 
 
bgp 65160 
 peer 10.172.255.226 as-number 65160 
 peer 10.172.255.226 connect-interface LoopBack100 
 peer 10.172.255.227 as-number 65160 
 peer 10.172.255.227 connect-interface LoopBack100 
 peer 10.172.255.228 as-number 65160 
 peer 10.172.255.228 connect-interface LoopBack100 
 peer 10.172.255.229 as-number 65160 
 peer 10.172.255.229 connect-interface LoopBack100 
 peer 10.172.255.230 as-number 65160 
 peer 10.172.255.230 connect-interface LoopBack100 
 peer 10.172.255.231 as-number 65160 
 peer 10.172.255.231 connect-interface LoopBack100 
 peer 10.172.255.232 as-number 65160 
 peer 10.172.255.232 connect-interface LoopBack100 
 peer 10.172.255.237 as-number 65160 
 peer 10.172.255.237 connect-interface LoopBack100 
 peer 10.172.255.238 as-number 65160 
 peer 10.172.255.238 connect-interface LoopBack100 
 peer 10.172.255.239 as-number 65160 
 peer 10.172.255.239 connect-interface LoopBack100 
 peer 10.172.255.240 as-number 65160 
 peer 10.172.255.240 connect-interface LoopBack100 
 peer 10.172.255.241 as-number 65160 
 peer 10.172.255.241 connect-interface LoopBack100 
 peer 10.172.255.242 as-number 65160 
 peer 10.172.255.242 connect-interface LoopBack100 
 peer 10.172.255.243 as-number 65160 
 peer 10.172.255.243 connect-interface LoopBack100 
 peer 10.172.255.254 as-number 65160 




 ipv4-family unicast 
  peer 10.172.255.226 enable 
  peer 10.172.255.227 enable 
  peer 10.172.255.228 enable 
  peer 10.172.255.229 enable 
  peer 10.172.255.230 enable 
  peer 10.172.255.231 enable 
  peer 10.172.255.232 enable 
  peer 10.172.255.237 enable 
  peer 10.172.255.238 enable 
  peer 10.172.255.239 enable 
  peer 10.172.255.240 enable 
  peer 10.172.255.241 enable 
  peer 10.172.255.242 enable 
  peer 10.172.255.243 enable 
  peer 10.172.255.254 enable 
 # 
 ipv4-family vpnv4 
  reflector cluster-id 50 
  undo policy vpn-target 
  peer 10.172.255.226 enable 
  peer 10.172.255.226 reflect-client 
  peer 10.172.255.227 enable 
  peer 10.172.255.227 reflect-client 
  peer 10.172.255.228 enable 
  peer 10.172.255.228 reflect-client 
  peer 10.172.255.229 enable 
  peer 10.172.255.229 reflect-client 
  peer 10.172.255.230 enable 
  peer 10.172.255.230 reflect-client 
  peer 10.172.255.231 enable 
  peer 10.172.255.231 reflect-client 
  peer 10.172.255.232 enable 
  peer 10.172.255.232 reflect-client 
  peer 10.172.255.237 enable 
  peer 10.172.255.237 reflect-client 
  peer 10.172.255.238 enable 
  peer 10.172.255.238 reflect-client 
  peer 10.172.255.239 enable 
  peer 10.172.255.239 reflect-client 
  peer 10.172.255.240 enable 
  peer 10.172.255.240 reflect-client 
  peer 10.172.255.241 enable 
  peer 10.172.255.241 reflect-client 
  peer 10.172.255.242 enable 
  peer 10.172.255.242 reflect-client 
  peer 10.172.255.243 enable 
  peer 10.172.255.243 reflect-client 
  peer 10.172.255.254 enable 
  peer 10.172.255.254 reflect-client 
 # 
 
b) Caída SITE PRINCIPAL 
Cada Site cuenta con una ruta principal según diseño topológico de la red. Cuando uno 
de sus enlaces pierde conectividad automáticamente conmuta al segundo enlace 10G. 
Cada Site tiene conectividad con los dos route-reflector que son los Cloud Engine de los 






 peer 10.172.255.253 as-number 65160 
 peer 10.172.255.253 connect-interface LoopBack100 
 peer 10.172.255.254 as-number 65160 
 peer 10.172.255.254 connect-interface LoopBack100 
 # 
 ipv4-family unicast 
  undo synchronization 
  peer 10.172.255.253 enable 
  peer 10.172.255.254 enable 
 # 
 ipv4-family vpnv4 
  undo policy vpn-target 
  peer 10.172.255.253 enable 
  peer 10.172.255.254 enable 
 # 
Sitio DC PLANTA 
 
Se muestra a continuación el Core DC PLANTA instalado en la compañía minera. 
 
 




Fuente: Elaboración Propia  
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Fuente: Elaboración Propia 
 
Figura 63: Topología lógica de Sitio DC PLANTA 
 
 









Se muestra a continuación el Core DC MINA instalado en la compañía minera. 
 




Fuente: Elaboración Propia  
 
Figura 65: Topología lógica de Sitio DC MINA 
 
 
Fuente: Elaboración Propia  
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A continuación, se muestra la topología lógica de todos los sitios  
 
Sitio Cantera 
Figura 66: Topología lógica de Sitio Cantera 
 
 




Figura 67: Topología lógica de Sitio Natividad 
 
 
Fuente: Elaboración Propia  
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Sitio Punto 4 




Fuente: Elaboración Propia  
 
 
Sitio Punto 2 










Figura 70: Topología lógica de Sitio Grifo 
 
 












Sitio Garita Norte 




Fuente: Elaboración Propia  
Sitio Kingsmill 










Figura 74: Topología lógica de Sitio Quilla 
 
 




Figura 75 : Topología lógica de Sitio Shanshamarca 
 
 





Figura 76: Topología lógica de Sitio Truckshop 
 
 





Figura 77: Topología lógica de Sitio OAC 
 
 




Sitio OAC MODA 
 
Figura 78: Topología lógica de Sitio OAC MODA 
 
 
Fuente: Elaboración Propia  
 
 
Sitio Sala 30 
Figura 79: Topología lógica de Sitio Sala 30 
 
 






Figura 80: Topología lógica de Sitio Molinos 
 
 




Sitio Sala 700 
Figura 81: Topología lógica de Sitio Sala 700 
 
 
Fuente: Elaboración Propia  
143 
 
Equipo Servidor eSight 
Figura 82: Equipo servidor eSight 
 
 
Fuente: Elaboración Propia  
 
 
Equipo Servidor Agile 
Figura 83: Equipo servidor Agile 
 
 















Fase VI. Optimizar 
 
En esta fase se realizó la configuración del DHCP Snooping como medida de 
optimización en la parte de seguridad, los equipos Huawei pueden soportar este tipo de 
configuraciones, por lo que se realizó la configuración en el equipamiento Networking, 
estas configuraciones no afectan a operatividad y continuidad de la red corporativa, por 
lo que es transparente. 
Propósito 
El DHCP definido en RFC 2131 es susceptible a ciertos ataques, como un ataque falso 
del servidor DHCP, un ataque DoS del servidor DHCP y un ataque falso de mensajes 
DHCP. 
La inspección DHCP funciona como un firewall entre los clientes DHCP y el servidor 
DHCP para evitar ataques DHCP en la red, lo que facilita la seguridad de los servicios 
de comunicación. 
Beneficios 
Un dispositivo habilitado para indagar DHCP puede defenderse contra ataques DHCP 
en la red. Esto mejora la fiabilidad del dispositivo y la estabilidad de la red. Se ha 
















Los resultados obtenidos con la implementación de la BGP/MPLS IPVPN, queda 
evidenciada a través de las pruebas ICMP hacia servidores locales o puertas de enlace 
como también hacia internet, se hace las pruebas en varios Sites. 
En este caso se mostrará los resultados del Sitio EPCM a algunos de los Sitios . 
Se tiene en Rojo los tiempos promedios expresados en milisegundos y en verde los 
tiempos después de la implementación, se logra tener una gran diferencia la cual se 
puede expresar en el cuadro estadístico. 
 
 














DC PLANTA QUILLA PUNTO 2 SALA  30 MOLINOS
Promedio de Pruebas ICMP  





Origen sitio EPCM hacia DC PLANTA 
Se puede observar que el tiempo promedio de respuesta es 40 ms. 
Figura 84: Prueba ICMP antes de migración hacia DC PLANTA 
 
 




Figura 85: Prueba ICMP después de la migración hacia DC PLANTA 
 








Origen sitio EPCM hacia Site Quilla 
 
 
Figura 86: Prueba ICMP antes de migración hacia QUILLA 
 




Figura 87: Prueba ICMP después de la migración hacia QUILLA 
 






Origen sitio EPCM hacia Site Punto 2 
 
 
Figura 88: Prueba ICMP antes de migración hacia PUNTO 2 
 




Figura 89: Prueba ICMP después de la migración hacia PUNTO 2 
 








Origen sitio EPCM hacia Site Sala 30 
 
 
Figura 90: Prueba ICMP antes de migración hacia SALA 30 
 
Fuente: Elaboración Propia 
 
 
Figura 91: Prueba ICMP después de la migración hacia Sala 30 
 








Origen sitio EPCM hacia Site Molinos 
 
 
Figura 92: Prueba ICMP antes de migración hacia MOLINOS 
 




Figura 93: Prueba ICMP después de la migración hacia MOLINOS 
 
 








Resultado 02  
 
 
En la plataforma se encuentran registrados los accesos de los usuarios creados, tales 
como el online user management, login log, Radius Autenticación log y el Radius Login 
y logout, que nos permite verificar quien está registrado o no de la base de datos, 




Figura 94: Usuarios registrados en servidor 
 










En el switch donde se accedió se puede visualizar que el usuario esta correctamente 
autenticado con el AAA. 
 
Figura 95: Usuarios permitido en switch EPCM 
 
Fuente: Elaboración Propia  
 
  Se muestran los reportes que se pueden obtener cuando ya la plataforma este operativo. 
En esta sección se encuentran los reportes de la plataforma. Aquí se podrán descargar 
reportes de diferentes opciones que nos da el Agile Controller, dentro de ellas tenemos: 
user online, logs reports, templates e instant reports. 
 
Visualización de los reportes 
Para visualizar los reportes de estado, debemos ingresar a la opción que deseamos    
descargar y ejecutar el Export. Vamos a mostrar con cada una de las opciones. 






Figura 96: Reportes de plataforma Agile 
 




- Login log: 
 





Fuente: Elaboración Propia  
- Radius authentication Log: 
 
Figura 98: Reportes de Authentication log en plataforma Agile 
 
Fuente: Elaboración Propia  
- Radius Login and logout Log. 
Figura 99: Reportes de login y logout en plataforma Agile 
 
Fuente: Elaboración Propia  
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- Report Template: 
 
Figura 100: Reporte Template en plataforma Agile 
 
 
Fuente: Elaboración Propia  
 
 
- Instant report: 
 
 
Figura 101: Reporte Instantáneo en plataforma Agile 
 
 
Fuente: Elaboración Propia  
 
Estos reportes varían conforme se vayan creando nuevos usuarios y se eliminen, por lo 






Después de la implementación de la plataforma eSight se logra tener ya un claro 
panorama de la topología de la red interna 
Cuando se vaya agregando los dispositivos a la plataforma, esta opción irá agregando 
dispositivos a la topología. 
Esta característica te permitirá editar, crear subredes, enlaces virtuales, activar el 
monitoreo iPCA (iPCA monitorea la calidad de los recursos y servicios de red en toda la 
red y localiza fallas), etc. 
 
Figura 102 1: Dashboard de plataforma eSight 
 
Fuente: Elaboración Propia  
 
Se logra tener los avisos de alarmas. 
La gestión de alarmas proporciona una gestión del ciclo de vida de las alarmas, incluida 
la recepción, el procesamiento y la notificación de alarmas. Estas funciones ayudaran al 






La gestión de alarmas permite a los usuarios monitorear colectivamente las alarmas de 
los recursos de TIC y la propia eSight, para que los usuarios puedan localizar 
rápidamente las fallas ocurridas en el sistema de TI y en la red. 
 
La gestión de alarmas ofrece los siguientes beneficios: 
- Diversos métodos de filtrado de alarmas, que permiten al personal de O&M 
filtrar las alarmas en cuestión y lograr un monitoreo preciso. 
- Procesamiento del caché de alarmas completo, lo que evita que se descarguen las 
alarmas importantes. 
- Configuraciones de reglas de alarma flexibles, que reducen los ruidos de alarma 
y mejoran la eficiencia de monitoreo. 
- Notificación remota, que permite al personal de O&M ver de forma remota la 
información de las alarmas mediante correos electrónicos o mensajes SMS. 
- "Databas overflow dump", que libera espacio en la base de datos para evitar la 















Figura 103: Alarmas en plataforma eSight 
 
 
Fuente: Elaboración Propia 
 
Por último, se logra realizar reportes en caliente sobre el estado de salud de la red 
gestionada . 
 
Figura 104: Reportes de eSight 
 




Para visualizar un reporte, se debe seleccionar uno de la lista, y esperar unos segundos a 
que la data preconfigurada para el reporte cargue. Una vez que la data sea visualizada, 
uno puede cambiar el rango de tiempo.  
Como se puede ver en la imagen, los rangos son: Últimas 2 horas, Últimas 6 horas, 
Último día, Última semana, Último mes, Últimos 3 meses, Últimos 6 meses, Último 
año. 
 
Figura 105: Reportes especiales 
 
 













En esta sección se muestran los gastos que se tomó en la implementación de todo el 
proyecto para la compañía minera para llevar a cabo la solución. Se debe considerar que 
solo se ha costeado la parte que correspondía a este proyecto que son los de los 
Recursos Humanos y Operacionales, el costo de equipamiento de software y hardware 
lo negocio la parte comercial de la marca Huawei directamente con la compañía minera. 
Los recursos que fueron necesarios para este proyecto fueron un Jefe de Proyecto, 02 
Especialistas Networking y un Prevencionista en la compañía minera. 
 
Recursos Humanos 
Tabla  48: Presupuesto de recursos Humanos 
Integrantes Cantidad  Sueldo Por Mes Total por mes  Total proyecto Soles(4 meses)  
Jefe de Proyecto 1 10,000 10,000 40,000 
Especialista en Networking 1 6,000 6,000 36,000 
Especialista en Networking 1 6,000 6,000 36,000 
Prevencionista 1 3,000 3,000 12,000 
   
TOTAL 124,000 
 











Materiales EPP 700 
TOTAL 5,200 
 
Fuente: Elaboración Propia  
 
En los gastos operacionales está el transporte que usaba personal especialista para 
trasladarse de Lima a la mina, así como los materiales de protección personal (EPP) que 




En la siguiente tabla se muestra el total de presupuesto , en esta sección se añade el 
rubro de otros, donde están incluidos el tema de varios o imprevistos. 




Recursos Humanos 124,000 











Los gastos de equipamiento nuevo de Networking(Huawei) para la compañía minera en 
comparación al equipamiento antiguo (Cisco) se ve reflejado en un 52% de ahorro. 
 
Se muestra costos de equipamiento por unidad en ambas marcas.  
 
 
Tabla  51:Costos de Equipamiento 
 
 
Precio $ (Huawei) Huawei Precio $ (Cisco) Cisco 
CORE 15,000 CE128000 24,275 Nexus 7K 
DISTRIBUCION 3 6,609 S5720-56C-HI-AC 8,780 WS-C3850-48P 
DISTRIBUCION 2 2,862 S5720-36C-PWR-EI-AC 6,390 WS-C3560V2-24PS-S 
DISTRIBUCION 1 3,686 S5720-56C-PWR-EI-AC 6,034 WS-C3560G-48PS-S 
ACCESO 3 800 S5720-12TP-PWR-LI-AC 1,020 WS-C3560CG-8TC 
ACCESO 2 1,606 S5720-28X-PWR-SI-AC 3,749 WS-C3750X-24P-E 
ACCESO 1 2,666 S5720-52X-PWR-SI-AC 4,569 WS-C3560G-48PS-S 
 
Fuente. Elaboración Propia 
 
Se muestra los precios totales del equipamiento a cambiar, se puede observar que se logra 
reducir un aproximado del 52% a la implementación inicial. 
 
 
Tabla  52: Precios totales comparativos en ambas marcas. 
 
Cantidad Precio Total $  (HUAWEI) Precio Total $ (Cisco) 
 CORE 2 30,000 48,550 
 DISTRIBUCION 3 14 92,526 122,920 
 DISTRIBUCION 2 2 5,724 12,780 
 DISTRIBUCION 1 5 18,430 30,170 
 ACCESO 3 1 800 1,020 
 ACCESO 2 4 6,424 14,996 
 ACCESO 1 7 18,662 31,983 Diferencia $ 
Total 35 172566 262419 89,853 
 
Fuente. Elaboración propia 
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Para calcular realmente el porcentaje en que se diferencia se realiza una regla de tres 
simple, como resultado se tiene un 52.068% de resultado de ahorro para la compañía 
minera. 
 
$ 172,566 -------------- 100% 
                                                $   89,853 -------------- X 
 





















Se concluye finalmente que se logró reducir el problema principal que eran los tiempos 
prolongados en la transmisión y recepción de datos cuando los usuarios finales realizan 
sus operaciones diarias para el negocio corporativo de la compañía minera, por medio 
de la implementación BGP/MPLS IPVPN, lo que ha permitido que los usuarios finales 
aceleraren y optimicen los tiempos en sus operaciones diarias. 
En relación con los costos se consiguió un ahorro del 52% con relación a los gastos con 
el vendor Cisco. 
Conclusión 02 
Se concluye que se logró reducir los dispositivos no autenticados y el desorden en la 
gestión de equipos de red , por medio de la implementación de una plataforma de 
control, autenticación y autorización llamado Agile Campus de Huawei, lo que ha 
permitido que actualmente se tenga una red autenticada con usuarios de gestión 
permitidos y se logre la seguridad en los dispositivos. 
Conclusión 03 
Se concluye que la implementación de una plataforma de monitoreo en este caso 
llamado eSight de Huawei, garantizara el correcto monitoreo de dispositivos de red , 
logrando reducir los tiempos en encontrar puntos de fallas en los dispositivos de red y 
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Anexo 4: Acta de Conformidad  
 
 
 
 
 
 
 
 
 
