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Abstract 
 
Nowadays, Recommender Systems have become a comprehensive system for helping and guiding 
users in a huge amount of data on the Internet. Collaborative Filtering offers to active users based on 
the rating of a set of users. One of the simplest and most comprehensible and successful models is to 
find users with a taste in recommender systems. In this model, with increasing number of users and 
items, the system is faced to scalability problem. On the other hand, improving system performance 
when there is little information available from ratings, that is important. In this paper, a hybrid 
recommender system called FNHSM_HRS which is based on the new heuristic similarity measure 
(NHSM) along with a fuzzy clustering is presented. Using the fuzzy clustering method in the 
proposed system improves the scalability problem and increases the accuracy of system 
recommendations. The proposed system is based on the collaborative filtering model and is partnered 
with the heuristic similarity measure to improve the system's performance and accuracy. The 
evaluation of the proposed system based results on the MovieLens dataset carried out the results using 
MAE, Recall, Precision and Accuracy measures Indicating improvement in system performance and 
increasing the accuracy of recommendation to collaborative filtering methods which use other 
measures to find similarities. 
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یک سیستم فراگیر برای راهنمایی و هدایت کاربران در حجم عظیمی از داده در  گر بههای توصیهامروزه سیستم چکیده:
ارائه  ای از کاربراناساس امتیازدهی مجموعهه پیشنهادات به کاربر فعال را برک اینترنت، تبدیل شده است. پالایش همکارانه
گر است. در های توصیهسلیقه در سیستمهای ساده و قابل درک و موفق برای پیدا کردن افراد هم یکی از مدل دهد،می
از طرفی دیگر بهبود عملکرد سیستم  شود.می با افزایش تعداد کاربران و اقلام، سیستم دچار مشکل مقیاس پذیری این مدل،
ه گر ترکیبی بست. در این مقاله یک سیستم توصیهدر مواقعی که اطلاعات کمی از امتیازات دردسترس داریم، امری مهم ا
ارائه شده است.  بندی فازی است،به همراه خوشه )MSHN(که مبتنی بر معیار شباهت اکتشافی  SRH_MSHNFم نا
بندی فازی در سیستم پیشنهادی باعث بهبود پذیری مساله مقیاس پذیری گشته و دقت پیشنهادات خوشه استفاده از روش
یش همکارانه بوده و با استفاده از معیار شباهت اکتشافی، دهد. سیستم پیشنهادی مبتنی بر مدل پالاسیستم را افزایش می
صورت گرفته،  sneLeivoMعملکرد و صحت سیستم را ارتقا می دهد. ارزیابی نتایج سیستم پیشنهادی برروی مجموعه داده 
و افزایش دقت بیانگر بهبود کارایی سیستم  llaceRو  noisicerP، ycaruccA، EAMنتایج ارزیابی با استفاده از معیارهای 
 ند،ایای که از معیارهای دیگری برای پیدا کردن شباهت استفاده می نمهای پالایش همکارانهپیشنهادات نسبت به روش
 .باشدمی
  
 ، معیار شباهت اکتشافی بندی فازیگر، پالایش همکارانه، خوشهتوصیههای سیستمواژه های کلیدی: 
 
 1مقدمه .1
نترنت و فضای مجازی و خریدهای با افزایش اطلاعات در ای
های بران با یکدیگر، سیستماینترنتی و تعاملات کار
جهت هدایت کاربران به  )smetsyS rednemmoceR(گرتوصیه
سمت سلایق یا نیازهایی که دارند، در بیست سال اخیر و به ویژه در 
ای هاند و پژوهشد مطالعه قرار گرفتهی اول قرن بیست و یکم موردهه
گر های توصیه. سیستم]1[یاری در این زمینه انجام شده است بس
های مختلفی دسته بندی براساس نحوه پیشنهاد دهی به مدل
شوند که یکی از مهم ترین آنها مبتنی بر پالایش می
است. عملکرد این روش به این  )gniretliF evitaroballoC(همکارانه
 اقلام، پیش بینی و طریق است که براساس شباهت بین کاربران یا
دهد. از این رو شامل ام میپیشنهاد دهی به کاربر فعال را انج
. مدل مبتنی ]2[های مبتنی بر حافظه و مبتنی بر مدل است تکنیک
بر حافظه در ابتدا شباهت بین کاربران را محاسبه و پس از آن کاربران 
ر رده و دمشابه به کاربر فعال را به عنوان کاربران همسایه انتخاب ک
کند. پایان پیشنهادات را براساس این کاربران به کاربر فعال ارائه می
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پالایش همکارانه مبتنی بر مدل در ابتدا یک مدلی از رفتار کاربران را 
کند و پس از آن امتیازات اقلام مشاهده نشده را براساس آن ایجاد می
س و مقیا )tratS dloC(نماید. شروع سرد مدل پیش بینی می
گر هستند. های توصیهمشکلاتی در سیستم )ytilibalacS(پذیری
گر با کمبود اطلاعات(امتیازات) از سوی هنگامی که سیستم توصیه
وع کاربر جدید در شود، مشکل شروع سرد از نسوابق کاربر مواجه می
آید و در صورتیکه قلم جدیدی وارد سیستم شود سیستم بوجود می
، مشکل اندم این قلم را قبلا مشاهده ننمودهسیستکه کاربران از آنجایی
شروع سرد برای قلم جدید رخ خواهد داد. از سوی دیگر با افزایش 
چشمگیر تعداد کاربران در فضای مجازی، مشکل مقیاس پذیری برای 
توان گفت سیستم عملکرد دهد که میگر رخ میهای توصیهسیستم
گر از نوع د. سیستم توصیهدهاز دست خواهد  و دقت خود را تا حدی
م و به راحتی قابل های بسیار ساده و قابل فهپالایش همکارانه مدل
 باشند.پیاده سازی می
ی گر پیشنهادی بر روین مقاله تمرکز اصلی سیستم توصیهدر ا
ه و های مبتنی بر حافظعملکرد سیستم با استفاده از ترکیبی از روش
 پذیری است. هسته اصلی مبتنی بر مدل جهت رفع مشکل مقیاس
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های پالایش و الگوریتم 2بندی فازیاین سیستم در ابتدا از روش خوشه
همکارانه مشتق شده است که از معیار شباهت اکتشافی که در مرجع  
معرفی شده است، جهت تعیین کاربران همسایه  MSHN3ا نام ب ]3[
ر بندی دشههای خونماید. استفاده از روش با کاربر فعال استفاده می
شود تا کاربرانی که از نظر گر باعث میهای توصیهاین نوع سیستم
های خاصی ایی هستند در گروههسلیقه به یکدیگر دارای شباهت
بندی شوند و پس از آن عملیات پیش بینی و پیشنهاد دهی خوشه
ر باعث اقلام در هر خوشه به صورت مجزا صورت گیرد و همین ام
 شود. گر از نظر زمان و دقت میتم توصیهبهبود عملکرد سیس
باشد که در بخش دوم به مروری له به این صورت میساختار مقا
ر گپردازیم. در بخش سوم سیستم توصیهبرکارهای محققین می 
ش شود. بخش چهارم، بخمعرفی می SRH_MSHNF4پیشنهادی 
ات و شباشد که در آن به نتایج آزمایارزیابی و نتایج پیاده سازی می
بخش آخر شود. در نهایت در های دیگر پرداخته میایسه با روشمق
 گردد.نیز نتیجه گیری ارائه می
 مروری برکارهای محققین. 2 
معرفی  la.te grebdloGگر در ابتدا توسط های توصیهسیستم
پس از آن چندین روش براساس نحوه پیشنهاد دهی ارائه  ].4[ شدند
روش پالایش همکارانه است. پالایش همکارانه شدند که یکی از آنها 
به عنوان یکی از محبوب ترین روش پیشنهاد دهی خصوصی سازی 
ها مورد استفاده قرار شده برای کاربران است که در بسیاری از حوزه
می گیرد. این روش براساس یک سری معیارهای شباهت و یکسری 
دهند. اگرچه م میهای از پیش تعریف شده، عملیات خود را انجامدل
این روش از مشکلاتی از قبیل شروع سرد، پراکندگی داده و مقیاس 
برد اما فهم و پیاده سازی آنها بسیار راحت است و از پذیری رنج می
 گر می باشند.های توصیههای پایه در سیستممدل
برای بهبود عملکرد سیستم، بسیاری از پژوهشگران انواع 
اند. این معیارها شامل معیار ا معرفی کردههای معیار شباهت رروش
 است. ]6و  5[و غیره  PIP، enisoC ،nosraePشباهت 
                                                                 
 C yzzuF-snaeM 2
 erusaeM ytiralimiS citsirueH weN 3
 HN yzzuFmetsyS rednemmoceR dirbyH MS 4
 ytimixorP 5
 tcapmI 6
 ytiralupoP 7
 noitacifizzufeD 8
 esrapS 9
های ای بهبود عملکرد سیستمهایی را برروش nigolleB la.te 
 s’rekcolreH هایگر معرفی کردند که از روشتوصیه
جهت تعیین کاربرانی  gnithgiew s’nilhguaLcMو   gnithgiew
. ]7[ کردسلیقه به کاربر فعال نزدیک بودند را انتخاب میکه از نظر 
 MSHNیک معیار شباهت اکتشافی با نام  gnefiaH la.teهمچنین 
امتیازات  7و محبوبیت 6، اثر شدید5ارائه کردند که سه جنبه مجاورت
کاربران را در هنگام انتخاب کاربران همسایه برای کاربر فعال مد نظر 
 naeM و  draccaJک معیار ترکیب شده ازداشت. از سوی دیگر ی
و همکارانش ارائه  la.te alidaboBتوسط  ecnereffiD derauqS
 . ]8[گردید 
بندی کاربران مشابه بندی برای گروه های خوشهبکارگیری روش
ند. از کاز نظر سلیقه کمک شایانی به حل مسائل مقیاس پذیری می
بندی فازی و روش رگیری خوشهبا بکا ihooK la.teاین رو 
ها با ، به صورت تخصیص کاربران به تمام خوشه xaM8زداییفازی
برای  nosraePدرجه عضویت متفاوت و استفاده از  معیار شباهت 
ها عملکرد سیستم آن که پیداکردن نزدیک ترین همسایه، نشان دادند
بهبود بخشیده  MOSو  snaeM-Kهای نسبت به استفاده از روش
 .]9[شده است 
 SRH_MSHNFسیستم . 3
 SRH_MSHNFپیشنهادی ساختار سیستم  1در شکل شماره 
دارای دو بخش برون  SRH_MSHNFنشان داده شده است. سیستم 
خط و برخط است که در بخش برون خط مدل سیستم براساس 
شود. قلم آموزش داده می-یاز دهی کاربراطلاعات داخل ماتریس امت
اساس مدل بدست آمده در تم برخط پیشنهادات سیسدر بخش بر 
 گردد.رون خط برای کاربر فعال ارائه میمرحله ب
 بخش برون خط. 3.1
گر، تنها به پیدا کردن های توصیههای سنتی سیستمروش
عیار های معال هم سلیقه هستند به انواع روشکاربرانی که با کاربر ف
اربران، زات ککردند که برای مواقعی که ماتریس امتیاشباهت، اکتفا می
باشد. از سوی دیگر اکثر این معیارها از مشکل ، کارا نمیاست 9تنک
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ندی بخوشه برند. برای حل این مشکلات، باپیچیدگی زمانی رنج می
های متفاوت در سیستم پیشنهادی ، باعث کردن کاربران در خوشه
اشد که بسیستم شده و بیانگر این مطلب می تسریع در روند عملکرد
هایی ران موجود در هرخوشه از نظر سلیقه باهم دارای شباهتکارب
 هستند.
ت به عنوان ورودی به سیستم در این بخش ماتریس امتیازا
درصد ماتریس امتیازات به عنوان  88گر داده شده است؛ توصیه
بندی فازی انتخاب و با استفاده از روش خوشهمجموعه داده آموزشی 
شوند. در سیستم شه تقسیم میکاربران سیستم به تعدادی خو
خوشه در  3، ]9[با توجه به پیشنهادات محققین SRH_MSHNF
بندی فازی با تخصیص درجه ظر گرفته شده است. الگوریتم خوشهن
عضویت متفاوت به کاربران در هر خوشه، تاثیر کاربران در هر خوشه 
ان رنماید. برای رتبه بندی درجه کاربران و انتخاب کاربرا مشخص می
در مرحله پیش بینی سیستم از روش فازی زدایی درجات مبتنی بر 
 استفاده شد.  81)GOCمرکز ثقل (
 ر خط. بخش ب3.2
در این بخش، کاربر فعال که قرار است سیستم پیشنهاداتی در 
 های مشاهده نشده به او ارائه نماید، وارد سیستم شده ورابطه با فیلم
ملیات محاسبات نزدیک ترین ع اساس سوابق خود کاربر فعال،بر
صورت  MSHNتوسط معیار شباهت  همسایه در خوشه کاربر فعال
 )1رابطه ( میگیرد. این معیار دارای دو ضریب اصلی است که در
 مشخص شده است.
 )1(                         )𝑣,𝑢(𝑚𝑖𝑆𝑃𝑅𝑈 . )𝑣 ,𝑢(𝑚𝑖𝑆_𝑆𝑆𝑃𝐽 = )𝑣 ,𝑢(𝑚𝑖𝑆_𝑀𝑆𝐻𝑁
باید در ابتدا معیار  𝑚𝑖𝑆_𝑀𝑆𝐻𝑁سبه معیار شباهت برای محا
محاسبه شود که خود نیز از دو معیار شباهت  𝑚𝑖𝑆_𝑆𝑆𝑃𝐽شباهت 
 ذکر شده است.) 3() و 2مشتق شده است که در روابط (
)𝑣,𝑢(𝑚𝑖𝑆𝑑𝑟𝑎𝑐𝑐𝑎𝐽 . )𝑣 ,𝑢(𝑚𝑖𝑆_𝑆𝑆𝑃 = )𝑣 ,𝑢(𝑚𝑖𝑆_𝑆𝑆𝑃𝐽
 )2(                       ′
 
)𝑣,𝑢(𝑚𝑖𝑆𝑑𝑟𝑎𝑐𝑐𝑎𝐽
= ′
|𝑣𝐼 ∩ 𝑢𝐼|
|𝑣𝐼| × |𝑢𝐼|
 )3(                                                              
 
 SRH_MSHNF پیشنهادی : سیستم1شکل شماره 
 v و uبیانگر تعداد اقلام مشابه ای است که کاربر  |𝑣𝐼 ∩ 𝑢𝐼|
امتیاز  )u(بیانگر تعداد اقلامی که کاربر فعال  |𝑢𝐼|مشاهده نموده اند و
امتیاز داده  )v(بیانگر تعداد اقلامی که کاربر دیگر  |𝑣𝐼|داده است و 
  آید.) بدست می4از طریق رابطه ( 𝑚𝑖𝑆_𝑆𝑆𝑃است. معیار 
  .)𝑝,𝑣𝑟 ,𝑝,𝑢𝑟(𝑒𝑐𝑛𝑎𝑐𝑖𝑓𝑖𝑛𝑔𝑖𝑆 .)𝑝,𝑣𝑟 ,𝑝,𝑢𝑟(𝑦𝑡𝑖𝑚𝑖𝑥𝑜𝑟𝑃 = )𝑝,𝑣𝑟 ,𝑝,𝑢𝑟(𝑚𝑖𝑆𝑆𝑆𝑃
 )4(                                                                      )𝑝,𝑣𝑟 ,𝑝,𝑢𝑟(𝑦𝑡𝑖𝑟𝑎𝑙𝑢𝑔𝑛𝑖𝑆
از طریق روابط  𝑦𝑡𝑖𝑟𝑎𝑙𝑢𝑔𝑛𝑖𝑆و  𝑒𝑐𝑛𝑎𝑐𝑖𝑓𝑖𝑛𝑔𝑖𝑆، 𝑦𝑡𝑖𝑚𝑖𝑥𝑜𝑟𝑃
  آید.بدست می )7) و (6) و (5(
 − 1 = )𝑝,𝑣𝑟 ,𝑝,𝑢𝑟(𝑦𝑡𝑖𝑚𝑖𝑥𝑜𝑟𝑃
1
)|𝑝,𝑣𝑟 − 𝑝,𝑢𝑟|−(pxe + 1
 )5(                  
                                                                 
 ytivarG fo retneC 01
 
 )𝑝,𝑣𝑟 ,𝑝,𝑢𝑟(𝑒𝑐𝑛𝑎𝑐𝑖𝑓𝑖𝑛𝑔𝑖𝑆
1
) |𝑑𝑒𝑚𝑟  − 𝑝,𝑣𝑟| . |𝑑𝑒𝑚𝑟 − 𝑝,𝑢𝑟|−(pxe + 1
 )6(
 
  − 1  = )𝑝,𝑣𝑟 ,𝑝,𝑢𝑟(𝑦𝑡𝑖𝑟𝑎𝑙𝑢𝑔𝑛𝑖𝑆 
1
|−( pxe+1
𝑝,𝑣𝑟 +𝑝,𝑢𝑟
2
)|𝑝𝜇 −
 )7(                 
 
توسط  pامتیاز قلم  𝑝,𝑣𝑟و  uتوسط کاربرفعال  pمتیاز قلم ا  𝑝,𝑢𝑟 
هم میانگین امتیاز بین امتیازاتی که کاربر موظف  𝑑𝑒𝑚𝑟است.  vکاربر
ماتریس باشد. متیازدهی به یک قلم وارد کند، میاست برای ا
دارای محدوده  SRH_MSHNFگر امتیازدهی در سیستم توصیه
هم  𝑝𝜇باشد. می 3است که متوسط آن  5تا  1عدد امتیازات بین 
 توسط کاربران است. pمیانگین امتیازات قلم 
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 miS_PRU)، محاسبه معیار شباهت 1آخرین مرحله از رابطه (
 آید.) بدست می8با استفاده از رابطه (است که 
 − 1 = )𝑝,𝑣𝑟,𝑝,𝑢𝑟(𝑚𝑖𝑆𝑃𝑅𝑈
1
) |𝑣𝜎 − 𝑢𝜎| . |𝑣𝜇 − 𝑢𝜇|−(pxe + 1
 )8(      
 
ال است که طبق ربر فعانحراف معیار کا 𝑢𝜎میانگین امتیازات و  𝑢𝜇
 آید.) بدست می9رابطه (
)?̅?𝑟 − 𝑝,𝑢𝑟( ∑√  = 𝑢𝜎
2
 |𝑢𝐼|/
𝑢𝐼𝜖𝑝
 )9(                                                    
در مرحله بعدی تعداد کاربران همسایه براساس بالاترین درجه شباهت 
ر خوشه مربوطه، مشخص و انتخاب دکاربران همسایه به کاربر فعال 
ی امتیازات ) عملیات پیش بین81شود. از این رو با توجه به رابطه (می
اساس پالایش همکارانه در سیستم اقلام مشاهده نشده بر
 شود.، محاسبه میSRH_MSHNF
 
 + 𝑢µ = )𝑖 ,𝑢(𝑡𝑐𝑖𝑑𝑒𝑟𝑃
)𝑗𝑣 ,𝑢(𝑚𝑖𝑆_𝑀𝑆𝐻𝑁 .)𝑣µ − 𝑖,𝑗𝑣𝑟( ∑
𝑚
) 1=𝑗
)𝑗𝑣 ,𝑢(𝑚𝑖𝑆_𝑀𝑆𝐻𝑁| ∑
𝑚
| 1=𝑗
 )11(     
فیلمی است که سیستم  𝑖، کاربر فعال و 𝑢در اینجا 
قرار است برای آن، امتیازی را پیش بینی نماید.  SRH_MSHNF
برای کلیه اقلام مشاهده نشده توسط کاربر  SRH_MSHNFسیستم 
  .قلم برتر را پیشنهاد می دهد kو  فعال این امتیازات را محاسبه نموده
تعداد  𝑚، میانگین امتیازات کاربر فعال و 𝑢µ، 81در رابطه 
ی کاربر فعال است. کاربران همسایه داخل خوشه
با  uمیزان شباهت بدست آمده کاربر فعال  ،)𝑗𝑣 ,𝑢(𝑚𝑖𝑆_𝑀𝑆𝐻𝑁
، میانگین 𝑣µاست و  𝑖لم به فی v، امتیاز کاربر 𝑖,𝑣𝑟است.  𝑗𝑣کاربر 
 است. vامتیازات کاربر
 SRH_MSHNF.  ارزيابی سیستم 4
مجموعه داده  SRH_MSHNFهای ورودی سیستم داده
تا امتیاز کاربر  هزار 111با  فیلم 2861کاربر و  949شامل  sneLeivoM
. بازه امتیاز دهی در این مجموعه ]11[ نظر گرفته شده است درها، فیلمبه 
یک نشان دهنده مورد پسند نبودن و عدد به ترتیب است که  5تا  1ده از دا
 خاص میباشد. فیلمنشان دهنده مورد پسند بودن کاربر به یک  5
 روشها به مجموعه داده dlof-5برای ارزیابی عملکرد سیستم، از 
ها برای آموزش درصد داده 18استفاده شده است که ، noitadilav-ssorC
سیستم در  آزمایشها برای درصد داده 12سیستم پیشنهادی و  لو ایجاد مد
، EAMبراساس معیارهای نظر گرفته شده است. ارزیابی سیستم 
رروی ب) 41-11های (طبق رابطه llaceRو  noisicerP، ycaruccA
ماتریس  1که در جدول شماره  شده استمحاسبه  های آزمایشداده
 . ]11[ نماییدمربوط را مشاهده می 11اغتشاش
 
 detciderP / lautcA evitageN evitisoP
 evitageN A B
 evitisoP C D
 ]11[  : ماتریس اغتشاش1جدول شماره          
                                              
= 𝐸𝐴𝑀
|𝑖,𝑢𝑟−𝑖,𝑢?̂?| ∑
𝑛
1=𝑖
𝑛
   )11(                                                                               
 
= 𝑦𝑐𝑎𝑟𝑢𝑐𝑐𝐴
𝑛𝑜𝑖𝑡𝑎𝑑𝑛𝑒𝑚𝑚𝑜𝑐𝑒𝑅 𝑡𝑐𝑒𝑟𝑟𝑜𝐶
𝑛𝑜𝑖𝑡𝑎𝑑𝑒𝑚𝑚𝑜𝑐𝑒𝑅 𝑒𝑙𝑏𝑖𝑠𝑠𝑜𝑃 𝑙𝑎𝑡𝑜𝑇
  =
𝐷 + 𝐴
𝐷 + 𝐶 + 𝐵 + 𝐴
 )21(                                           
= 𝑛𝑜𝑖𝑠𝑖𝑐𝑒𝑟𝑃
𝑠𝑚𝑒𝑡𝐼 𝑑𝑒𝑑𝑛𝑒𝑚𝑚𝑜𝑐𝑒𝑅 𝑦𝑙𝑡𝑐𝑒𝑟𝑟𝑜𝐶
𝑠𝑚𝑒𝑡𝐼 𝑑𝑒𝑑𝑒𝑚𝑚𝑜𝑐𝑒𝑅 𝑙𝑎𝑡𝑜𝑇
  =
𝐷
𝐷 + 𝐵
 )91(                                                            
 
= 𝑙𝑙𝑎𝑐𝑒𝑅
𝑠𝑚𝑒𝑡𝐼 𝑑𝑒𝑑𝑛𝑒𝑚𝑚𝑜𝑐𝑒𝑅 𝑦𝑙𝑡𝑐𝑒𝑟𝑟𝑜𝐶
𝑠𝑛𝑜𝑖𝑡𝑎𝑑𝑒𝑚𝑚𝑜𝑐𝑒𝑅 𝑙𝑢𝑓𝑒𝑠𝑈 𝑙𝑎𝑡𝑜𝑇
  =
𝐷
𝐷 + 𝐶
 )41(                                                            
 SRH_MSHNF ایم در سیستم همانطور که قبلا اشاره نموده
در نظر گرفتیم.  85و تعداد کاربران همسایه را  3ها را تعداد خوشه
اگانه اجرا و نتایج ذخیره جد N-poTبار مستقل برای هر  5سیستم 
از معیار شباهت اکتشافی  SRH_MSHNFگردیده است. در سیستم 
، nosraePروش دیگری: روش  5استفاده شده است که در نتیجه با 
، ]7[ gnithgiew s’nilhguaLcMدار ، روش وزنenisoCروش 
 ]21[ ARو روش  ]7[ gnithgiew s’rekcolreHدار روش وزن
) و شماره 2شده است که نتایج را در جداول شماره ( مقایسه و ارزیابی
 ) مشاهده می نمایید. 3(
 
 
 
 
 
 
 
 
 
 
 
 
                                                                 
 xirtaM noisufnoC 11
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شور مان یبایزرا رایعم 
5  نیرتلااب
ملاقا 
18  نیرتلااب
ملاقا 
15  نیرتلااب
ملاقا 
28  نیرتلااب
ملاقا 
38  نیرتلااب
ملاقا 
FNHSM_HRS 
Accuracy 30.203 37.393 562288 33.339 33.133 
Precision 71.371 71.149 70.732 70.702 70.944 
Recall 39.343 31.027 472568 43.493 44.397 
MAE 0.933 0.933 82778 0.992 0.997 
F_CF 
with Pearson 
Accuracy 592537 562756 552784 552168 542762 
Precision 982674 982352 982238 982147 982882 
Recall 542537 582898 462798 442834 422768 
MAE 82768 82775 82782 82787 82794 
F_CF 
with Cosine 
Accuracy 682818 572275 562835 552873 532618 
Precision 822828 812371 882935 882683 882441 
Recall 582278 582286 472841 452421 442883 
MAE 82827 82828 82829 82834 82839 
F_MW 
Accuracy 592587 572717 562113 552734 552856 
Precision 912898 982856 982691 982617 982558 
Recall 582839 512815 472576 452433 432383 
MAE 82758 82768 82778 82783 82791 
F_HW 
Accuracy 582172 572882 552929 552486 542984 
Precision 982881 982562 982588 982429 982364 
Recall 582228 582684 472874 452136 432842 
MAE 82777 82785 82791 82796 82883 
F_RA 
  
Accuracy 592887 582674 33.297 542681 542835 
Precision 892658 892355 892289 892158 892888 
Recall 572513 582297 47.334 442385 442867 
MAE 82768 82768 0.999 82783 82791 
 هرامش لودج2 متسیس یبایزرا جیاتن :FNHSM_HRS 
 
شور مان یبایزرا رایعم 
 نیگنایم
 نیرتلاابn اه 
شور مان یبایزرا رایعم 
 نیگنایم
 نیرتلاابn اه 
FNHSM_HRS 
Accuracy 39.2793 
F_MW 
Accuracy 5628254 
Precision 71.0474 Precision 9827624 
Recall 47.4174 Recall 4928892 
MAE 0.9942 MAE 827756 
F_CF 
with Pearson 
Accuracy 5623998 
F_HW 
Accuracy 5622826 
Precision 982297 Precision 9825472 
Recall 4728838 Recall 4828152 
MAE 827812 MAE 827984 
F_CF 
with Cosine 
Accuracy 5624886 
F_RA 
  
Accuracy 5626972 
Precision 81289 Precision 8922984 
Recall 4723898 Recall 4921632 
MAE 828312 MAE 827758 
  هرامش لودج9 نیگنایم :Top-N شور ره یارب  
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3. یریگ هجیتن 
متسیس یلصا فدههیصوت یاه تاداهنشیپ یرس کی هئارا رگ
 رظن زا هک یناربراک ندرکادیپ و ربراک هقیلس ساساربب هقیلس ربراک ا
تهابش یاراد لاعف یدایز یاهیم ،تسادشاب زا یکی ور نیا زا .
شلاچمتسیس نیا یلصا یاه مجح هب هجوت اب اهنآ درکلمع و تقد اه
 نامز نیرتمک رد )متسیس ملاقا و ناربراک دادعت شیازفا(تاعلاطا دایز
را شور .تسا نکمما متسیس رد هدش هئFNHSM_HRS  لصاح هک
ور بیکرتشهشوخ یاه تهابش رایعم یریگراکب و یزاف یدنب
NHSM  دوبهب هب ییازس هب کمک ،تساAccuracy ،Precision ،
Recall  وMAE  یداهنشیپ متسیس تاشیامزآ جیاتن .تسا هدرک
FNHSM_HRS  ،نیگنایم تروص هبMAE  اب ربارب827742، 
Accuracy  اب ربارب5722976 ،Precision  اب ربارب9128494  و
Recall  اب ربارب4924194  یاهرایعم ریاس اب هسیاقم رد هک تسا هدش
یم تقد شیازفا و متسیس درکلمع دوبهب رگنایب ،تهابش.دشاب 
متسیسFNHSM_HRS متسیس رد یریذپ سایقم لکشم یاه
هیصوتهشوخ شور کمک هب ار رگ.تسا هدومن لح یدنب  
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