Filtros de Kalman robustos para el pre procesamiento de señales empleadas en interfaces Cerebro-máquina by Aguirre Ruiz, Daniel Eduardo
FILTROS DE KALMAN ROBUSTOS PARA EL PRE
PROCESAMIENTO DE SEN˜ALES EMPLEADAS EN INTERFACES
CEREBRO-MA´QUINA
DANIEL EDUARDO AGUIRRE RUIZ
UNIVERSIDAD TECNOLO´GICA DE PEREIRA




FILTROS DE KALMAN ROBUSTOS PARA EL PRE
PROCESAMIENTO DE SEN˜ALES EMPLEADAS EN INTERFACES
CEREBRO-MA´QUINA
DANIEL EDUARDO AGUIRRE RUIZ
Trabajo de grado para optar al t´ıtulo de Ingeniero Electricista
Director
Mauricio Alexander Alvarez
Doctor en Ciencias de la Computacio´n
UNIVERSIDAD TECNOLO´GICA DE PEREIRA




Pereira, Abril 30 de 2015
Nota de aceptacio´n
Firma del presidente del jurado
Firma del jurado
Firma del jurado
A mi padre por su sabio consejo, y confianza. A mi madre por su amor y cuidado. A
mis hermanos por su apoyo y motivacio´n.
AGRADECIMIENTOS
Le brindo mis ma´s sinceros agradecimientos a mi tutor Mauricio Alvarez, por su infinita
paciencia y colaboracio´n para sacar adelante este trabajo, a Carlos David Zuluaga, por
su ayuda incondicional. Y finalmente a mi familia, ya que es el todo para mi, y es la
que me ha impulsado a alcanzar todos mi logros.
CONTENIDO
Pa´g.
1. INTRODUCCIO´N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.1. Definicio´n del Problema . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2. Justificacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.1. Objetivo General . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.2. Objetivos Espec´ıficos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2. INTERFACES CEREBRO MA´QUINA . . . . . . . . . . . . . . . . . . . . 16
2.1. Tipo de sen˜ales cerebrales de control . . . . . . . . . . . . . . . . . . . . 16
2.1.1. Potenciales visuales evocados (VEP) . . . . . . . . . . . . . . . . . . . 16
2.1.2. Potenciales corticales lentos (SCP) . . . . . . . . . . . . . . . . . . . . 17
2.1.3. Potenciales evocados P300 . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.4. Ritmos motosensoriales(Ritmos Mu y Beta) . . . . . . . . . . . . . . . 18
2.2. Partes de una interfaz cerebro-ma´quina . . . . . . . . . . . . . . . . . . . 19
2.2.1. Adquisicio´n de sen˜ales . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.2. Procesamiento de sen˜ales . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2.1. Preprocesamiento de sen˜ales . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2.2. Extraccio´n de caracter´ısticas . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2.3. Clasificacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3. ANTECEDENTES BIBLIOGRA´FICOS . . . . . . . . . . . . . . . . . . . 22
4. MATERIALES Y ME´TODOS . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1. Base de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2. Ana´lisis de dispersio´n de datos . . . . . . . . . . . . . . . . . . . . . . . 26
4.3. Implementacio´n de un esquema de BCI . . . . . . . . . . . . . . . . . . . 27
4.3.1. Pre procesamiento de sen˜ales . . . . . . . . . . . . . . . . . . . . . . . 27
4.3.1.1. Filtro de Kalman esta´ndar . . . . . . . . . . . . . . . . . . . . . . . 27
4.3.1.2. Filtro de Kalman robusto de pesos Bayesianos . . . . . . . . . . . . 28
4.3.1.3. Filtro de Kalman robusto umbralizado . . . . . . . . . . . . . . . . . 29
4.3.1.4. Filtro de media mo´vil . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3.2. Extraccio´n de caracter´ısticas . . . . . . . . . . . . . . . . . . . . . . . 30
4.3.2.1. Modelo autoregresivo . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3.3. Clasificacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3.3.1. Clasificador Lineal Discriminante (LDC) . . . . . . . . . . . . . . . . 30
4.3.3.2. Clasificador Cuadra´tico Discriminante (QDC) . . . . . . . . . . . . . 31
4.3.3.3. Clasificador K- vecinos ma´s cercanos (KNNC) . . . . . . . . . . . . 31
4.4. Herramientas computacionales . . . . . . . . . . . . . . . . . . . . . . . . 32
4.4.1. PRTools para Matlab . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.4.2. Deteccio´n automa´tica en tiempo real de outliers . . . . . . . . . . . . . 33
4.4.3. LIBRA para Matlab . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.4.4. Toolbox de procesamiento de sen˜ales de Matlab . . . . . . . . . . . . . 33
4.5. Validacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5. RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.1. Ana´lisis de resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6. CONCLUSIONES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
BIBLIOGRAFI´A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
LISTA DE FIGURAS
Pa´g.
1 Montaje de electrodos segu´n el sistema internacional 10-20 . . . . . . . . . 19
2 Paradigma experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3 Gra´fica de dispersio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4 Filtro de media mo´vil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
(a) Filtro de media mo´vil con M=2 . . . . . . . . . . . . . . . . . . . . . . . . 36
(b) Filtro de media mo´vil con M=3 . . . . . . . . . . . . . . . . . . . . . . . . 36
(c) Filtro de media mo´vil con M=4 . . . . . . . . . . . . . . . . . . . . . . . . 36
5 Filtros de Kalman . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
(a) Filtro de Kalman esta´ndar . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
(b) Filtro de Kalman robusto umbralizado . . . . . . . . . . . . . . . . . . . . 37
(c) Filtro de Kalman robusto de pesos Bayesianos . . . . . . . . . . . . . . . . 37
LISTA DE TABLAS
Pa´g.
1 Resumen de sen˜ales cerebrales de control . . . . . . . . . . . . . . . . . . . 17
2 Porcentajes de acierto promedio para ρ = 2 . . . . . . . . . . . . . . . . . 38
3 Porcentajes de acierto promedio para ρ = 3 . . . . . . . . . . . . . . . . . 38
4 Porcentajes de acierto promedio para ρ = 4 . . . . . . . . . . . . . . . . . 39
RESUMEN
Las interfaces cerebro-ma´quina, son sistemas de comunicacio´n, que han permitido la
creacio´n de esquemas modernos de conexio´n entre el cuerpo humano y una ma´quina,
a trave´s de la interpretacio´n y transformacio´n de sen˜ales biolo´gicas, en o´rdenes ha-
cia un computador. Normalmente, estos sistemas trabajan mediante un esquema que
comprende una etapa de adquisicio´n, una de procesamiento de sen˜ales y por u´ltimo
una etapa de control. Sin embargo, las sen˜ales biolo´gicas utilizadas, poseen una gran
cantidad de outliers, que afectan de forma global, todos los procesos asociados a estos
sistemas; por ello, la subetapa de filtrado o pre-procesamiento, contenida en la etapa de
procesamiento de sen˜ales, tiene un rol fundamental en todos los procesos subsiguientes
de disen˜o de una interfaz cerebro-ma´quina, ya que es la encargada de entregar las sen˜ales
de la forma ma´s limpia posible. En el presente trabajo, se hizo uso de los filtros Kalman
robustos de pesos Bayesianos y umbralizado, para la etapa de pre procesamiento de una
interfaz cerebro-ma´quina. Para la implementacio´n de los algoritmos, se utilizo´ la base
de datos BCI competetition IV y se planteo´ un esquema ba´sico de reconocimiento de pa-
trones; se propuso un modelo autoregresivo como etapa de extraccio´n de caracter´ısticas
y como etapa de clasificacio´n, se propuso diversos clasificadores como, el lineal dis-
criminante, cuadra´tico discriminante y k-vecinos ma´s cercanos. La evaluacio´n de los
algoritmos implementados, se realizo´ a partir de los porcentajes de acierto de la etapa
clasificacio´n. A partir de estos porcentajes, se concluyo´ que los algoritmos constituyen
una herramienta recursiva y efectiva en el filtrado de sen˜ales utilizadas en interfaces
cerebro-ma´quina, proporcionando aciertos del 98.07% con el filtro de Kalman de pesos
Bayesianos y aciertos del 88.08% con el filtro de Kalman umbralizado.
PALABRAS CLAVE:
OUTLIERS, INTERFAZ CEREBRO-MA´QUINA, FILTRO DE KALMAN ROBUSTO,
ELECTROENCEFALOGRAMA, PROCESAMIENTO DE SEN˜ALES.
1. INTRODUCCIO´N
Las interfaces cerebro-ma´quina han sido foco de investigacio´n por varios an˜os, permi-
tiendo el desarrollo de tecnolog´ıas de comunicacio´n, que permiten la interaccio´n del
cuerpo humano con una ma´quina, a partir de la interpretacio´n de distintas sen˜ales
ele´ctricas biolo´gicas, tales como EEG (Electroencefalogramas), EOG (Electrooculogra-
mas) y EMG (Electromiogramas). Para el disen˜o de una interfaz cerebro-ma´quina,
es necesario que las sen˜ales empleadas, atraviesen distintas etapas: una etapa de
adquisicio´n, donde se obtienen las sen˜ales mediante equipos de instrumentacio´n me´dica;
una etapa de procesamiento, donde las sen˜ales se filtran y donde se emplean un esquema
de reconocimiento de patrones; y por u´ltimo una etapa de control, donde se utiliza las
sen˜ales, como un medio para controlar algu´n otro sistema o ma´quina.
La informacio´n que se obtiene de cualquier sistema de adquisicio´n de datos, normal-
mente viene acompan˜ado de un problema de outliers o datos at´ıpicos, que se origina
por el tipo sen˜al y el sistema de instrumentacio´n utilizado. Los outliers son datos,
que no esta´n definidos dentro de un patro´n general de distribucio´n. En el contexto de
las BCI, el uso de sen˜ales biolo´gicas implica el manejo de outliers, debido al cara´cter
inherentemente ruidoso y cao´tico de las sen˜ales, por esta razo´n, una etapa crucial para
el buen desempen˜o de estos sistemas, es la eleccio´n adecuada de la subetapa de filtrado
o pre-procesamiento, contenida dentro de la etapa de procesamiento de sen˜ales, ya que
es la que permite que las sen˜ales de entrada al sistema, contenga el mı´nimo nivel de
datos at´ıpicos. En el presente trabajo de investigacio´n,se utilizo´ la base de datos BCI
competetition IV, en donde se realizo´ preliminarmente un ana´lisis de dispersio´n, para
detallar el nivel de outliers presentes en la base de datos. Se creo´ un esquema de re-
conocimiento de patrones, incluyendo una etapa de filtrado, en donde se uso´ distintos
algoritmos entre ellos, los filtros de Kalman robustos. Los porcentajes de acierto de la
etapa de clasificacio´n junto con sus medidas de desviacio´n esta´ndar fueron obtenidas a
partir de los datos de todos los pacientes de la base de datos, y fueron el criterio para
determinar la efectividad de los algoritmos implementados.
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1.1. DEFINICIO´N DEL PROBLEMA
Las interfaces cerebro-ma´quina (BCI) han sido tema de investigacio´n por ma´s de 40
an˜os, aportando avances significativos en el entendimiento del cerebro humano, y faci-
litando el desarrollo de nuevos esquemas de comunicacio´n entre el cuerpo humano y el
mundo externo. Como tema de investigacio´n, las interfaces cerebro-ma´quina plantean
desaf´ıos multidisciplinarios, en la que interviene a´reas como la neurolog´ıa, ingenier´ıa
y ciencias de la computacio´n. Uno de los focos de investigacio´n con mayor relevancia
en este tipo de interfaces, es el disen˜o y construccio´n de pro´tesis de alto rendimiento,
para personas con discapacidad motriz total o parcial [1][2]. Las interfaces cerebro-
ma´quina se fundamentan en conceptos teo´ricos enmarcados dentro de un problema de
reconocimiento de patrones, en donde las sen˜ales empleadas, son clasificadas y proce-
sadas de manera que se ejecute una accio´n de acuerdo a los deseos de un usuario. Este
proceso esta conformado por distintas etapas entre ellas: la adquisicio´n de datos, el pro-
cesamiento de las sen˜ales, y por u´ltimo, una etapa de control. La etapa de adquisicio´n
de datos, es aquella en donde las sen˜ales son muestreadas y almacenadas por un sistema
de instrumentacio´n, el cual es escogido de acuerdo al tipo de sen˜al; comu´nmente, las
sen˜ales electroencefalogra´ficas (EEG) son la opcio´n ma´s utilizada, ya que los sistemas
de adquisicio´n datos son de bajo costo, y no requieren de un mantenimiento perio´dico.
La etapa de procesamiento de sen˜ales, esta conformada por tres subetapas, las cuales
se encargan de procesar las sen˜ales de tal forma que la interfaz de control pueda tomar
acciones de control sobre un dispositivo de salida. El filtrado o pre-procesamiento, es
la primer subetapa, y esta encargada de suprimir las sen˜ales indeseadas de tal forma
que las sen˜ales EEG no posean ninguna distorsio´n. La segunda subetapa es conocida
como la extraccio´n de caracter´ısticas, en donde se extrae informacio´n de las sen˜ales de
manera tal que la subetapa de clasificacio´n pueda asignar, con cierto grado de exac-
titud, la clase a la que pertenece un ensayo en particular; por u´ltimo se encuentra la
etapa de control, la cual esta encargada de dar ordenes al dispositivo de salida, con
base a la informacio´n administrada por la subetapa de clasificacio´n. En las interfaces
cerebro-ma´quina, la etapa de pre-procesamiento juega un papel fundamental, ya que
permite que las etapas posteriores puedan realizar su trabajo adecuadamente; por lo
cual, el disen˜o de la etapa de pre-procesamiento es cr´ıtico, ya que las sen˜ales EEG nor-
malmente poseen una cantidad considerable de outliers, que pueden afectar las etapas
subsiguientes de procesamiento, y por ende, afectar toda la interfaz cerebro-ma´quina.
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El propo´sito de la investigacio´n es evaluar la incidencia de los outliers en el proceso
de clasificacio´n, de un conjunto de sen˜ales electroencefalogra´ficas(EEG) utilizadas en
el entrenamiento de una BCI; para ello se utilizara filtros de Kalman robustos, como
herramienta de remocio´n de outliers y a partir del porcentaje de aciertos, comparar la
eficiencia en el proceso de clasificacio´n de sen˜ales.
1.2. JUSTIFICACIO´N
A trave´s del tiempo, los frentes de investigacio´n de la neurolog´ıa e ingenier´ıa, han
aportado avances relevantes para el entendimiento del cerebro humano, y de todos los
feno´menos neurolo´gicos asociados. Se ha encontrado, que debido a distintos factores
endo´genos y exo´genos, las sen˜ales cerebrales, presenta distorsiones, que dificultan el
desarrollo normal de las interfaces cerebro-ma´quina. Es por esta razo´n, que el filtrado
de sen˜ales, es un proceso cr´ıtico, ya que permite, que las sen˜ales se encuentren libres
de ruido y artefactos, posibilitando su procesamiento de forma o´ptima por una interfaz
cerebro-ma´quina. Esto ha llevado a la realizacio´n de mu´ltiples investigaciones, que han
proporcionado te´cnicas modernas para el ana´lisis y el filtrado de sen˜ales cerebrales.
Estas investigaciones han prestado especial intere´s, en emplear me´todos BSS (Blind
source separation), en particular te´cnicas relacionados con el ana´lisis de componentes
independientes (ICA). No obstante, este tipo de metodolog´ıas tiene la desventaja de
no ser ido´neas para la implementacio´n de modelos en tiempo real , ya que necesitan
procesar un gran volumen de informacio´n en su correspondiente etapa de entrenamiento.
El actual proyecto podr´ıa trascender en el a´mbito acade´mico, ya que las metodolog´ıas
que se utilizara´n permiten el pre-procesamiento de datos de forma o´ptima y recursiva
y pueden ser trabajados tanto en linea como fuera de linea, proporcionando mejoras en





Comparar el desempen˜o de diferentes filtros de Kalman robustos en el pre-procesamiento
de sen˜ales empleadas en una interfaz cerebro- ma´quina.
1.3.2. Objetivos Espec´ıficos
• Detectar y analizar el nivel de outliers presentes en el conjunto de sen˜ales EEG
pertenecientes al entrenamiento de una BCI.
• Emplear filtros de Kalman robustos y el filtro de Kalman esta´ndar en la etapa de
pre-procesamiento de sen˜ales EEG pertenecientes al entrenamiento de una BCI.
• Validar el impacto sobre el proceso de clasificacio´n de sen˜ales, luego de la aplicacio´n
de los distintos filtros.
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2. INTERFACES CEREBRO MA´QUINA
Las interfaces cerebro-ma´quina (Brain Computer Interface; BCI) son sistemas de comu-
nicacio´n que permiten a los seres humanos interactuar con su alrededor, sin la necesidad
de involucrar mu´sculos o nervios perife´ricos, mediante el uso de sen˜ales de control ge-
neradas por actividad cerebral [1]. Las BCIs tiene un alcance aplicativo que comprende
la manipulacio´n de dispositivos externos tales como computadores, sintetizadores de
habla, sistemas de asistencia y pro´tesis me´dicas.
La sen˜ales ele´ctricas del cerebro han sido eje central en las investigaciones, ya que su
ra´pida respuesta y vinculo en los procesos cognitivos, la hacen la mejor candidata como
mediacio´n entre una computadora y una persona [2]. Dentro las sen˜ales cerebrales exis-
ten distintos tipos definidos por su naturaleza. Cada tipo de sen˜al cerebral puede ser
utilizada como sen˜al de control en las interfaces cerebro-ma´quina, presentando ventajas
de acuerdo a la aplicacio´n elegida.
2.1. TIPO DE SEN˜ALES CEREBRALES DE CONTROL
La tabla 1 adaptada de [1], muestra las sen˜ales de control ma´s utilizadas en el campo
de las interfaces cerebro-ma´quina.
2.1.1. Potenciales visuales evocados (VEP)
Los potenciales visuales evocado corresponden a la modulacio´n de la actividad cerebral,
que ocurre en la corteza visual despue´s de recibir un est´ımulo visual [1]. Estos est´ımulos
visuales son presentados en un pantalla, y el usuario tiene que fijar su mirada al ob-
jecto que quiere seleccionar. Los objetos en la pantalla son mostrados secuencialmente





























Baja (2 a 5) Si 3-35 bits/min
Tabla 1: Resumen de sen˜ales cerebrales de control
provocados por la fijacio´n en el objeto, y se encarga de su seleccio´n [3]. Estas modu-
laciones son relativamente fa´ciles de detectar, en tanto el est´ımulo se mueva al campo
central de visio´n del paciente [1]. Los VEPs puedes ser clasificados de acuerdo a tres
criterios diferentes; por la morfolog´ıa, por la frecuencia y por el campo de visio´n de la
estimulacio´n visual [1].
2.1.2. Potenciales corticales lentos (SCP)
Los potenciales corticales lentos son cambios lentos de voltaje en las sen˜ales electroence-
falogra´ficas (EEG) que duran entre un 1 segundo y varios segundos [1]. Estos potenciales
hacen parte de las sen˜ales EEG por debajo de 1 Hz [1]. Los potenciales negativos de
este tipo de sen˜ales se encuentra asociados a movimiento y a otras funciones que in-
volucran actividad cortical [2]. Normalmente las tasas de clasificacio´n de estas sen˜ales
son altas, sin embargo presentan bajas tasa de informacio´n y requieren mucho tiempo
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para su entrenamiento.
2.1.3. Potenciales evocados P300
Los potenciales evocados P300, son potenciales endo´genos relacionados con est´ımulos
auditivos, visuales o somatosensoriales infrecuentes [1], con un pico de latencia de 300
a 400 ms despue´s de la presencia de un est´ımulo [3]. Los potenciales P300 no re-
quieren entrenamiento, cuando se utilizan en interfaces cerebro-ma´quina, sin embargo
su rendimiento puede ser reducido cuando el usuario se acostumbra a los est´ımulos infre-
cuentes [1]. Dentro de las aplicaciones t´ıpicas de una interfaz cerebro-ma´quina basadas
en potenciales evocados P300, se encuentra sistemas de deletreo de palabras, nu´meros,
s´ımbolos o comandos [1]. La mayor´ıa de aplicaciones emplea est´ımulos visuales o audi-
tivos [1].
2.1.4. Ritmos motosensoriales(Ritmos Mu y Beta)
Los ritmos motosensoriales se componen de los ritmos Mu y Beta, los cuales son oscila-
ciones en la actividad cerebral, localizados en la banda Mu (7-13 Hz) y en la banda Beta
(13-30 Hz) respectivamente [1]. Los ritmos motosensoriales han sido utilizados para el
control de BCI, ya que las personas pueden aprender a generar estas modulaciones
voluntariamente [1]. Existen dos tipos de modulaciones de este tipo de sen˜ales, conoci-
das como desincronizacio´n de eventos relacionados (ERD) y sincronizacio´n de eventos
relacionado (ERS), que generan la estimulacio´n sensorial, el comportamiento motor y
la imaginacio´n motora [1]. La imaginacio´n motora es usada para el disen˜o de BCI
endo´genas, pero su naturaleza puede llegar a ser un problema para el entrenamiento de
BCI, ya que los usuarios deben imaginar experiencias kineste´sicas en vez representa-
ciones visuales de acciones. El entrenamiento de la imaginacio´n motora usualmente se
basa en realimentacio´n visual y auditiva [1].
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2.2. PARTES DE UNA INTERFAZ CEREBRO-MA´QUINA
2.2.1. Adquisicio´n de sen˜ales
La etapa de adquisicio´n de datos, es aquella en donde las sen˜ales son muestreadas y
almacenadas por un sistema de instrumentacio´n, el cual es escogido de acuerdo al tipo
de sen˜al; comu´nmente, las sen˜ales electroencefalogra´ficas (EEG) son la opcio´n ma´s uti-
lizada. Para la adquisicio´n de sen˜ales EEG, los electrodos son la herramienta primordial.
Existen dos formas de ubicar los electrodos: De forma invasiva, en donde los electrodos
se implantan directamente en el cerebro del paciente y la segunda forma, no invasiva,
en donde los electrodos se ubican en el cuero cabelludo del paciente. Para efectos de
investigacio´n, se ha preferido la instalacio´n de los electrodos de forma no invasiva, ya
que es inofensiva para los pacientes y no acarrea ningu´n riesgo. La te´cnica ma´s uti-
lizada para el posicionamiento de electrodos en el cuero cabelludo para la adquisicio´n de
sen˜ales EEG es el sistemas internacional 10-20 [4]. En esta te´cnica, los electrodos son
Figura 1: Montaje de electrodos segu´n el sistema internacional 10-20
posicionados sobre el cuero cabelludo a 10% y a 20% de la distancia medida empezando
por una referencia craneome´trica. Con la aparicio´n de sistemas de ma´s alta resolucio´n,
se han creado una nuevas configuraciones, como el sistemas 10-10, que permite el posi-
cionamiento de un gran nu´mero de electrodos (64 a 256) y la mayor´ıa esta´n separados
en un 10% de la distancia medida empezando por una referencia craneome´trica.
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2.2.2. Procesamiento de sen˜ales
2.2.2.1. Preprocesamiento de sen˜ales El filtrado o pre-procesamiento, es la encargada
de suprimir las sen˜ales indeseadas de tal forma que las sen˜ales EEG no posean ninguna
distorsio´n o este´n libres de artefactos. Artefactos como el movimientos de ojos, electro-
cardiogramas, o cualquier ruido afecta la salida del sistema BCI [4]. Estos puedes ser
removidos mediante te´cnicas de componentes [5][6][7][8], ma´quinas de soporte vectorial
[9] y redes neuronales [10][11].
2.2.2.2. Extraccio´n de caracter´ısticas La extraccio´n de caracter´ısticas es aquella etapa
en donde se extrae la informacio´n que refleja, la similitud o diferencia de las distintas
clases, en un esquema de reconocimiento de patrones. Las caracter´ısticas son medidas
o extra´ıdas de propiedades de las sen˜ales, que contiene informacio´n discriminativa, y
necesaria para distinguirla de otros tipos [1]. Se debe tener en cuenta que el problema
de extraccio´n de caracter´ısticas es multivariado, por lo que el taman˜o de la matriz de
caracter´ısticas tiende a ser de gran taman˜o. Por ello existen distintos me´todos de com-
ponentes como PCA (Principal Components Analysis) o ana´lisis de componentes prin-
cipales, y ICA (Independent Components Analysis) o ana´lisis de componentes indepen-
dientes, que estan en la capacidad de reducir el taman˜o de la matriz de caracter´ısticas,
eliminando aquellos elementos que sean irrelevantes o redundantes , y ocasionado mejo-
ras en los tiempo de procesamiento. Lo ma´s relevante de extraccio´n de caracter´ısticas
de la sen˜ales, es su correlacio´n con la intencio´n del usuario, esto es , el nivel de control
voluntario que el usuario alcanza [2]. Existen distintos algoritmos para extraccio´n de
caracter´ısticas en el dominio del tiempo como modelos autoregresivos, transformada
Wavelet y patrones comunes espaciales (CSP).
2.2.2.3. Clasificacio´n En la etapa de clasificacio´n, el objetivo es reconocer las inten-
ciones del usuario a partir de la matriz de caracter´ısticas. Los algoritmos de clasificacio´n
han sido tradicionalmente calibrados a trave´s del aprendizaje supervisado utilizando in-
formacio´n etiquetada. Sin embargo, debido al cara´cter no estacionario de las sen˜ales
EEG, puede llegar a que los clasificadores presentan bajos rendimientos. En general,
todas las metodolog´ıas de clasificacio´n que incluyan aprendizaje adaptativo, donde se
maneje los inconvenientes debido al cara´cter no estacionario de las sen˜ales, resultan en
el mejoramiento del rendimiento de la interfaz. Dentro de los me´todos ma´s comunes de
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clasificacio´n en BCI se encuentra clasificadores lineal, redes neuronales, clasificadores
Bayesianos y clasificadores de k-vecinos mas cercanos [4]
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3. ANTECEDENTES BIBLIOGRA´FICOS
Las sen˜ales electroencefalogra´ficas (EEG) han sido tema de estudio, por su relevancia en
el disen˜o de interfaces cerebro-ma´quina. En el tema de procesamiento de sen˜ales, en es-
pecial, en el filtrado de sen˜ales se ha abordado un cantidad significativa de metodolog´ıas,
con el fin de combatir el ruido y los artefactos. El ruido en estas sen˜ales suele mitigarse
mediante filtros pasa banda, con una frecuencia entre 0.5Hz y 100Hz, ya que en este
rango de frecuencias se encuentra todas oscilaciones asociadas a este tipo de sen˜ales:
desde las ondas Delta (1-4Hz) hasta las ondas Gamma (30-100Hz). Por otra parte,
el ruido ocasionado por la interferencia de las l´ıneas de transmisio´n, comu´nmente se
suprime con filtros notch de 50 Hz o de 60 Hz dependiendo de la frecuencia del sistema
de potencia del lugar del ensayo.
Sin embargo, los esfuerzos durante las dos u´ltimas de´cadas en el tema de pre- procesa-
miento ha sido orientado a desarrollar me´todos que permitan el manejo de artefactos,
en especial aquellos provocados por sen˜ales EOG, ya que estas son la mayor fuente de
distorsio´n en las sen˜ales EEG [12]. Para el pre-procesamiento de sen˜ales EEG existen
me´todos de rechazo y remocio´n de artefactos.
El primero, consiste en el rechazo de aquellos ensayos que se vean afectados por artefac-
tos; se puede realizar tanto manualmente como automa´ticamente [13]; esta metodolog´ıa
posee la gran ventaja de ser computacionalmente eficiente, adema´s de ser simple e in-
tuitiva, pero posee muchas desventajas como la pe´rdida masiva de datos[14].
Por otra parte, los me´todos de remocio´n de artefactos, consisten en la identificacio´n
y remocio´n de artefactos de una coleccio´n de sen˜ales contaminadas. La remocio´n de
artefactos comprende diversas te´cnicas que incluye ana´lisis de componentes, ana´lisis
espacio-temporales, y en frecuencia. Una de las primeras metodolog´ıas que se uti-
lizaron para remover artefactos fue la regresio´n; esta fue planteada por [15] en 1977, y
asume que las sen˜ales EEG con distorsio´n son una combinacio´n lineal entre las sen˜ales
EEG limpias y sen˜ales electrooculogra´ficas (EOG) [14]. En el campo de la regresio´n, se
han desarrollado te´cnicas ma´s avanzadas como [16] el cual plantea me´todos automa´ticos
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de regresio´n, en donde el sistema BCI remueve automa´ticamente los segmentos de las
sen˜ales EEG contaminados con artefactos, a partir de un modelo regresivo lineal deter-
minado. Una de las desventajas ma´s notorias de este tipo de modelos, es que requiere
el procesamiento de los todos canales, de las sen˜ales EEG, con el fin de encontrar los
para´metros de transferencia de las sen˜ales EOG [10].
Las te´cnicas BSS (Blind Source Separation) son algoritmos de remocio´n de artefactos
que tienen como objetivo producir componentes que asocien distintivamente actividad
neuronal y no neuronal. Estos han sido investigadas a fondo por muchos autores. Den-
tro de las te´cnicas BSS se distingue dos grupos: el ana´lisis de componentes principales
(PCA) y el ana´lisis de componentes independientes (ICA).
El me´todo PCA fue propuesto por [17]; estos me´todos usualmente han fallado para
separar completamente artefactos de actividades cerebrales, ya que asumen que las
componentes generadas son ortogonales, y esto en mucho casos no se cumple [5][11].
No obstante el me´todo ICA, como un extensio´n de PCA, es hoy en d´ıa el centro de
atencio´n de las investigaciones de remocio´n de artefactos, con la debilidad de que so´lo
puede trabajar fuera de l´ınea (oﬄine). Este algoritmo, asume que todas las compo-
nentes que genera son independientes entre s´ı [6]. El me´todo requiere de inspeccio´n
visual para extraer las componentes indeseadas [18].
Se han propuestos me´todos ICA automa´ticos como [5], que plantea un me´todo au-
toma´tico, donde se remueve las componentes asociadas a artefactos, sin la necesidad
de supervisio´n de un experto, a trave´s de SOBI, un algoritmo que asume que la cor-
relacio´n entre los valores de las componentes, y el desplazamiento temporal es mı´nima.
[7] utiliza ana´lisis en frecuencia, donde se utiliza ICA, como metodolog´ıa para obtener
las componentes de las sen˜ales y la transformada Wavelet, como medio para distinguir
las componentes, asociadas a ondas EOG y EEG. [9] utiliza un modelo de ma´quina
de soporte vectorial multivariada para la clasificacio´n de componentes, haciendo uso
de ICA. Existen incluso me´todos mejorados de ICA que se han desarrollado, como el
planteado en [8] en donde se aplica el concepto de ICA restringido espacialmente, y
la transformada Wavelet, para extraer componentes independientes de solo artefactos
y para la remocio´n de cualquier actividad cerebral de dichas componentes respectiva-
mente; esto con el fin de proyectar de nuevo los artefactos que van a hacer extra´ıdos, y
obtener sen˜ales EEG limpias.
Otros autores, han desarrollado te´cnicas basadas en filtros adaptativos, haciendo uso
de la transformada Wavelet y de redes neuronales para la remocio´n de artefactos [11].
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4. MATERIALES Y ME´TODOS
4.1. BASE DE DATOS
En este estudio, se utilizo´ la base de datos 2a de la cuarta competencia de interfaces
cerebro ma´quina (BCI competition IV). Dicha base de datos se puede obtener de forma
gratuita, de la pagina web http://www.bbci.de/competition/iv/. Cada base de datos
de la BCI competition IV, incluida la empleada en este estudio, consiste en ensayos in-
dependientes de acitividad cerebral esponta´nea, una parte etiquetada(para calibracio´n o
como datos de entrenamiento) y otra parte no etiquetada(para evaluacio´n o como datos
de prueba) junto a una medida de rendimiento. La base de datos utilizada, consta de
un conjunto de sen˜ales EEG, que presentan artefactos oculares y que proviene de dis-
tintos pacientes, los cuales realizaron cuatro tareas de imaginacio´n motora, organizados
en ensayos, bajo un esquema de tiempo definido. Para mayor informacio´n consultar la
referencia [19].
La base de datos de sen˜ales electroencefalogra´ficas seleccionada, proviene de 9 sujetos,
los cuales efectuaron cuatro tareas diferentes de imaginacio´n motora, correspondiente
a la imaginacio´n de movimiento de la mano izquierda (clase 1), mano derecha (clase
2), ambos pies (clase 3) y la lengua (clase 4). Se registraron dos sesiones, en diferentes
d´ıas para cada sujeto. Cada sesio´n esta constituida de 6 marchas (runs) separada por
pequen˜os descansos. Cada marcha consiste en 48 ensayos (12 para cada una de las
clases), dando como resultado un total de 288 ensayos por sesio´n.
Los sujetos fueron sentados en una silla co´moda, frente a la pantalla de un computador.
Al principio de un ensayo (t=0s), se fija una cruz en una pantalla con fondo negro.
Adema´s se hace presente un tono acu´stico corto de advertencia. Despue´s de dos segun-
dos (t=2s), una sen˜al en forma de flecha apuntando hacia la izquierda , derecha, abajo
o arriba (correspondiente a una de las cuatro clases mano izquierda, mano derecha, pies
o lengua), aparece y se mantiene en la pantalla por 1.25s. Esta est´ımulo visual indica
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a los sujetos a realizar la tarea de imaginacio´n motora deseada. No hay realimentacio´n
hacia el paciente. A los sujetos se les pide mantener la tarea de imaginacio´n motora
hasta que la cruz desaparezca de la pantalla a t=6s. A continuacio´n, existe una breve
pausa, para luego dar inicio nuevamente a otro ensayo. El paradigma experimental es







Figura 2: Paradigma experimental
que corresponden a una sesio´n de entrenamiento y otra de evaluacio´n. Para este es-
tudio se analizo´ unicamente la sesio´n de entrenamiento de la base de datos. Adema´s
cada paciente fue equipado por un conjunto de 25 electrodos, 22 de los cuales siguen el
sistema internacional 10-20, y los otros 3, se instalaron de forma tal que captaran las
sen˜ales EOG del paciente [19]. Debido a la alta dimensionalidad de la base de datos se
decidio´ escoger los canales 1, 8, 10, 12, y 20 correspondientes a los electrodos Fz, C3,
Cz, C4, Pz mostrados en la figura 1.
Las sen˜ales fueron muestreadas a una frecuencia de 250 Hz, y fueron procesadas por un
filtro pasabanda, con una frecuencia umbral entre 0.5 y 100 Hz y por un filtro notch
de 50 Hz, para suprimir el ruido ocasionado por las l´ıneas de transmisio´n. Hay que
tener en cuenta que las sen˜ales utilizadas en este trabajo, fueron procesadas contra el
ruido como se espec´ıfica en el apartado anterior y adema´s, se escogio´ como datos de
entrenamiento, el intervalo de tiempo comprendido entre 4.5 a 5.5s , en base a la figura
2.
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4.2. ANA´LISIS DE DISPERSIO´N DE DATOS
Para el ana´lisis de dispersio´n se utilizo´ como herramienta principal un ana´lisis robusto
de componentes principales (ROBPCA) descrito en [20] . Este me´todo es capaz de
analizar informacio´n de alta dimensionalidad y puede ser utilizado para calibracio´n y
clasificacio´n multivariada. El algoritmo ROBPCA se divide en varios pasos:
• Procesa la descomposicio´n de un u´nico valor para restringir las observaciones del
espacio que se mide.
• Escoge el para´metro de cobertura α que determina tanto la robustez como la efi-
ciencia del me´todo. A un menor α, ma´s robusto es el me´todo, pero es menos
acertado. Para el presente trabajo el α se asigno el valor de 0.75.
• Para cada dato, se calcula su nivel de dispersio´n a partir de
out(xi,X) = sup
vB
| x′iv −m(x′jv) |
s(x′jv)
, (1)
donde m(.) y s(.) son los estimadores robustos de posicio´n y localizacio´n mediante
determinantes de covarianza mı´nima(MCD) univariada y B es un conjunto de 250
direcciones aleatorias a trave´s de dos datos.
• Se reduce la dimensionalidad, proyectando todo los datos en un subespacio V0
de k-dimensiones, abarcando el primer k eigenvector de el estimador robusto de
covarianza Σˆk.
• Para cada observacio´n, se ejecuta su distancia ortogonal
OD
(0)
i =‖ xi − xˆi ‖, (2)
con xˆi que es la proyeccio´n de xi en subespacio V0
• Se computa de forma robusta, el centro y la matriz de covarianza en este subespacio
de k-dimensiones aplicando un estimador MCD a los datos proyectados.
A partir de ROBPCA, es posible etiquetar aquellos datos que sean outlier. En general
un outlier es una observacio´n que no obedece el patro´n de la mayor´ıa de datos. Existen
dos valores que corte, uno correspondiente a los puntajes distancias robustas, definido
como cSD =
√
X2k,0.975, y otro correspondiente a los puntajes de las distancias ortogo-
nales, definido como cOD = (µˆ + σˆz0.975)
3/2, donde µˆ y σˆ son estimadas mediante un
26
MCD univariado y z0.975 es el 97.5% del cuantil de la distribucio´n Gaussiana. Las obser-
vaciones que tenga un puntaje de distancia mayor que el valor de cierre cSD o aquellas
con un puntaje de distancia ortogonal mayor al valor de cierre cOD son considerados
outliers [21].
4.3. IMPLEMENTACIO´N DE UN ESQUEMA DE BCI
4.3.1. Pre procesamiento de sen˜ales
Para la teor´ıa de los filtros de Kalman que se muestran en el presente trabajo, se tomo´
como referencia [22].
4.3.1.1. Filtro de Kalman esta´ndar El filtro de Kalman esta´ndar es un conjunto de
expresiones matema´ticas, que permiten la estimacio´n de estados de sistemas dina´micos
lineales expresados en un modelo de espacios de estados [23]. El filtro de Kalman
esta´ndar se encuentra representado por las siguientes ecuaciones:
θk = Aθk−1 + ωk (3)
zk = Cθk + vk, (4)
donde {zk}nk=1 son observaciones en N pasos de tiempo, {θk}nk=1 son los correspon-
dientes estados ocultos (donde zk ∈ <mx1 y θk ∈ <nx1 ) Ck ∈ <nx1 es la matriz de
observacio´n, Ak ∈ <nx1 la matriz de transicio´n de estados, vk ∈ <nx1 es el ruido de la
observacio´n en el tiempo k y ωk ∈ <nx1 el ruido del estado en el tiempo k [22]. Las
distribuciones a priori asociadas al vector de observacio´n y de estado son las siguientes:
zk | θk ∼ N (Cθk,R) (5)
θk | θk−1 ∼ N (Aθk−1,Q). (6)
Se asume que tanto ωk como vk, siguen una distribucio´n normal, no esta´n correlaciona-
dos, y poseen ruido aditivo Gaussiano con media cero [22].
ωk ∼ N (0,Q) (7)
vk ∼ N (0,R), (8)
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donde Rk ∈ <mx1 y Qk ∈ <mx1 son las matrices diagonales de covarianza para el ruido
de la observacio´n y de estado respectivamente. Lo valores de los estados ocultos pueden
ser hallados mediante las ecuaciones de propagacio´n y actualizacio´n mostradas a con-
tinuacio´n [22].
Propagacio´n









〈θk〉 = θ−k +Kk(zk −Cθ−k ) (12)
Σk = (I −KkC)Σ−k , (13)
donde 〈· 〉 es el operador de expectacio´n, 〈θk〉 es el posterior estimado del vector de
estados θk; Σk es la matriz de covarianza de θk; θ
−
k es el prior estimado de θk; Σ
−
k es
el prior estimado de Σk y por u´ltimo, Kk es la ganancia de Kalman [22].
4.3.1.2. Filtro de Kalman robusto de pesos Bayesianos Siguiendo el modelo planteado
por [22], se introduce un peso escalar wk para cada muestra observada zk de tal manera
que la varianza de zk sea pesada con wk. En este modelo, se asume que los pesos son
variables aleatorias que siguen una distribucio´n Gamma, adema´s se estima la dina´mica
del sistema en cada paso del tiempo. Las distribuciones a priori son:
zk | θk, wk ∼ N (Cθk, 1
wk
R) (14)
θk | θk−1 ∼ N (Aθk−1,Q) (15)
wk ∼ G(awk , bwk). (16)
Los variables awk , bwk son para´metros asociados a la distribucio´n Gamma, que se usan
como prior para los pesos de las muestras observadas [22].
Haciendo uso de ma´xima verosimilitud y haciendo uso de manipulaciones algebraicas,




θ−k = A〈θk−1〉 (17)











〈θk〉 = θ−k +Kk(zk −Ckθ−k ) (20)
Σk = (I −KkCk)Σ−k . (21)
4.3.1.3. Filtro de Kalman robusto umbralizado El filtro de Kalman robusto umbra-
lizado, es una variacio´n del filtro de Kalman robusto de pesos Bayesianos, en donde los
outliers son detectados haciendo uso de un valor de umbral β y la distancia de Maha-
lanobis [22]. La distancia de Mahalanobis. Se define como γTkS
−
k γk, donde γk es el error
residual y S−k es la covarianza del error residual γk. Si la distancia de Mahalanobis. es
menor a cierto valor de umbral β, entonces el dato es considerado como un dato t´ıpico
y es procesado, en otro caso es un outlier y es rechazado [22]. El valor de umbral β
es ajustado manualmente, de forma que se busca un valor o´ptimo para un conjunto de
datos determinado.









k γk < β. (24)
Se debe tener en cuenta que el algoritmo umbralizado robusto, depende de los para´metros
awk , bwk , por ser una variacio´n del filtro de Kalman de pesos Bayesianos.
4.3.1.4. Filtro de media mo´vil El filtro de media mo´vil es aquel filtro en que cada
punto de la sen˜al de salida esta´ en funcio´n del promedio de un nu´mero de puntos M de







donde x es la sen˜al de entrada, y es la sen˜al de salida, y M es el nu´mero de puntos
utilizados en la media mo´vil.
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4.3.2. Extraccio´n de caracter´ısticas
Las sen˜ales obtenidas de los algoritmos de pre-procesamiento, fueron luego dispues-
tas para ser procesadas por una etapa de extraccio´n de caracter´ısticas. Se utilizo´ un
modelo autoregresivo como algoritmo de extraccio´n de caracter´ısticas, tomando como
para´metro de ajuste al orden del modelo ρ. Para obtener los coeficientes del modelo
autoregresivo, se ajusto´ la ventana de muestreo a 50 datos de la sen˜al. Todos los coe-
ficientes resultantes, fueron concatenados en una u´nica matriz, y sus correspondientes
etiquetas, fueron concatenados en un u´nico vector.
4.3.2.1. Modelo autoregresivo Un modelo autoregresivo es una representacio´n de un
proceso aleatorio, en donde la variable de salida depende de sus valores anteriores[24][25].




ϕixt−k + εt + c, (26)
donde ϕi son los para´metros del modelo, c es una constante, y εt es ruido blanco [24].
Para la estimacio´n de los para´metros del modelo autoregresivo, se hizo uso del del
me´todo Yule-Walker, a partir de la funcio´n ARYULE de Matlab.
4.3.3. Clasificacio´n
Para la etapa de clasificacio´n se escogieron cuatro algoritmos diferentes: lineal discri-
minante (LDC), cuadra´tico discriminante (QDC), K- vecinos ma´s cercanos (KNNC),
con K=1 y K=3. La matriz de caracter´ısticas, y el vector de etiquetas, fueron usados
para el entrenamiento y la validacio´n de los resultados.
4.3.3.1. Clasificador Lineal Discriminante (LDC) El clasificador lineal discriminante
es una herramienta bastante utilizada en BCI, ya que proporciona buenos resultados, sin
muchos requerimientos computacionales, sin embargo puede generar errores de clasifi-
cacio´n en presencia de outliers o de ruido. Este usualmente es aplicado para clasi-
ficar patrones dentro de dos clases sin embargo puede ser extendido a un me´todo para
mu´ltiples clases [1].
Para el caso de un problema de 2 clases, cada clase se asume linealmente separable, y
se define una funcio´n lineal discriminante que representa a un hiperplano en el espacio
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de caracter´ısticas, con el fin de distinguir las clases. El plano de decisio´n puede ser
representado matema´ticamente as´ı:
y(x) = wTx+ w0, (27)
donde w es llamado el vector de pesos, y w0 es un bias o valor umbral, y x es el vector
de entrada de caracter´ısticas. El vector x es asignado a la clase C1 si y(x) ≥ 0 y a la
clase C2 en caso contrario. La correspondiente contorno de decisio´n es definido entonces
por la relacio´n y(x) = 0.





en este caso se asigna x a la clase Ck si yk(x) > yj(x) para todo j 6= k. El contorno
de decisio´n entre la clase Ck y la clase Cj esta dada por yk(x) = yj(x) y por lo tanto
corresponde a el hiperplano de (D − 1)-dimensiones definido en la ecuacio´n 29 [26].
(wk −wj)Tx+ (wk0 − wj0) = 0. (29)
4.3.3.2. Clasificador Cuadra´tico Discriminante (QDC) Teniendo en cuenta la funcio´n
discriminante lineal mostrada en la ecuacio´n 28, esta se puede extender para obtener
la funcio´n discriminante cuadra´tica, adicionando te´rminos que incluye el producto de
pares de componentes de x







La superficie de separacio´n definida por y(x) = 0 es de segundo grado o una superfi-
cie hipercuadra´tica. Si la matriz sime´trica w es no singular, los te´rminos lineales en
y(x) pueden ser eliminados, trasladando los ejes. Estos son los tipos de separacio´n de
superficies que se plantean en el caso Gaussiano multivariado general [27].
4.3.3.3. Clasificador K- vecinos ma´s cercanos (KNNC) El clasificador K-vecinos ma´s
cercanos esta´ basado en el principio de que las caracter´ısticas correspondientes a dife-
rentes clases, usualmente forman clusters separados en el espacio de caracter´ısticas,
mientras los vecinos pro´ximos pertenecen a la misma clase [1].
Para el problema de clasificacio´n, se asume que existe una base de datos D construida
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a partir de (xi)i[1,|D|] muestras de entrenamiento con una etiqueta de clase yjY [28].
Se busca que para cada nueva muestra q, descrita por un serie de caracter´ısticas F ,
sea etiquetada dentro una clase yjY . Una de las herramientas fundamentales para la




ωfδ(qf ,xif ). (31)
Existen distintas posibilidades para definir la distancia me´trica δ(qf ,xif ), una forma
sencilla es la que se expresa en la ecuacio´n 32.
δ(qf ,xif ) =

0 f discreto y qf = xif
1 f discreto y qf 6= xif
| qf − xif | f continuo.
(32)
Los K- vecinos ma´s cercanos son seleccionados a partir de la distancia me´trica. As´ı,
existen distintas formas para determinar a cual clase pertenece q. La forma ma´s sencilla
consiste en asignar a q la clase de los vecinos cercanos mayoritarios [28].
KNNC se caracteriza por ser muy sensitivo a ruido cuando se escoge valores de K bajos
[28], as´ı mismo, su rendimiento se ve afectado cuando existe un espacio de caracter´ısticas
de gran dimensio´n [1]. Las ecuaciones fueron tomadas de la referencia [28].
4.4. HERRAMIENTAS COMPUTACIONALES
4.4.1. PRTools para Matlab
PRtools es una Toolbox para Matlab para el reconocimiento de patrones, que cuenta
con mas de 300 rutinas de usuario para tareas de reconocimiento estad´ıstico de patrones.
Incluye procedimientos de generacio´n de informacio´n, entrenamiento de clasificadores,
seleccio´n de caracter´ısticas, extraccio´n de caracter´ısticas lineal y no-lineal, estimacio´n
de densidad, ana´lisis de evaluacio´n y visualizacio´n de clusters [29].
En el desarrollo de este trabajo, PRtools fue utilizado para las rutinas de clasificacio´n
mediante los me´todos: discriminante lineal (LDC), discriminante cuadra´tico (QDC) y
K-vecinos ma´s cercanos (KNNC).
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4.4.2. Deteccio´n automa´tica en tiempo real de outliers
Son un conjunto de algoritmos implementados en Matlab que incluye la deteccio´n de
outliers por mı´nimos cuadrados ponderados. Bajo este enfoque, se desarrolla la de-
teccio´n automa´tica de outliers por medio del filtro de Kalman. Se incluye el filtro
de Kalman esta´ndar, y distintas variaciones robustas como el de pesos Bayesianos, el
umbralizado, y el estad´ıstico [22]. Los filtros de Kalman que fueron utilizados en este
trabajo, se basaron en esta serie de algoritmos de deteccio´n de outliers.
4.4.3. LIBRA para Matlab
LIBRA(Library for Robust Analysis) es un librer´ıa para Matlab que contiene distintos
implementaciones de ana´lisis robusto de datos. Estas implementaciones son capaces
de manejar outliers. El ana´lisis de dispersio´n realizado en este trabajo, se baso´ en
ROBPCA, un algoritmo robusto de ana´lisis de componentes principales, contenido en
la librer´ıa [20][30].
4.4.4. Toolbox de procesamiento de sen˜ales de Matlab
Es una librer´ıa que provee de algoritmos y aplicaciones para el procesamiento ana´logo y
digital de sen˜ales. Los algoritmos contenidos en la librer´ıa pueden ser usado como base
para desarrollar algoritmos personalizados de procesamiento de audio y habla, instru-
mentacio´n y comunicaciones. Para el presente trabajo, la extraccio´n de caracter´ısticas
de las sen˜ales, se implemento´ a partir del modelo autoregresivo de la funcio´n ARYULE.
4.5. VALIDACIO´N
Para la validacio´n de los resultados se utilizo´ validacio´n cruzada de K-iteraciones. En
la validacio´n cruzada de K-iteraciones, la base de datos usada es divida aleatoriamente
en k-subconjuntos mutuamente excluyentes, de aproximadamente el mismo taman˜o. El
sistema es entrenado y probado k-veces; cada vez, uno de los subconjuntos se utiliza
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como datos de prueba y el resto k − 1 como datos de entrenamiento. Finalmente
el resultado de cada iteracio´n es promediado para dar con la evaluacio´n del me´todo
estad´ıstico ensayado [31].
En el presente trabajo, se eligio´ 6 subconjuntos para la validacio´n cruzada. Los por-
centajes de acierto de cada paciente fueron validados por medio de este me´todo, uti-
lizando el mismo nu´mero de subconjuntos. As´ı, los resultados mostrados en las tablas 2, 3
y 4 se obtuvieron a partir del promedio y la desviacio´n esta´ndar del conjunto de resul-
tados de validacio´n, proporcionado por todos los pacientes.
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5. RESULTADOS
Para el ca´lculo de la cantidad de outliers en la base de datos, se computo´ el nivel de
outliers para cada paciente, a partir de un ensayo aleatorio de la clase 1. Esto realizo´ a
partir del algoritmo ROBPCA, el cual incluye un para´metro de conteo de outliers. El
nivel promedio de outliers de todos los pacientes fue de 4.84 ± 3% . Como medio para
visualizar la cantidad de outliers, se utilizo´ la gra´fica de dispersio´n que se muestra en
la figura 3. Esta se elaboro´ a partir de un ensayo realizado por el paciente nu´mero 1.











Figura 3: Gra´fica de dispersio´n
Todos los algoritmos robustos descritos fueron aplicados a los 288 ensayos (72 ensayos
por cada clase) correspondiente a la primera sesio´n. Asimismo se escogieron los canales
1, 8, 10, 12, y 20 correspondientes a los electrodos Fz, C3, Cz, C4, Pz mostrados en la
figura 1. Para los datos de entrenamiento so´lo se considero´ el intervalo de tiempo de
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4.5 a 5.5s del esquema de tiempo, mostrado en la figura 2 . Debido a que el problema
de filtrado es multivariado (por el nu´mero de canales), se decidio´ analizar canal por
canal, como si se tratara de un problema univariado. En las figuras 4 y 5, se puede
evidenciar el efecto de los algoritmos, sobre un ensayo del paciente nu´mero 1, realizando
imaginacio´n motora de la mano izquierda (Clase 1).












(a) Filtro de media mo´vil con M=2












(b) Filtro de media mo´vil con M=3












(c) Filtro de media mo´vil con M=4
Figura 4: Filtro de media mo´vil
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(a) Filtro de Kalman esta´ndar












(b) Filtro de Kalman robusto umbralizado












(c) Filtro de Kalman robusto de pesos
Bayesianos
Figura 5: Filtros de Kalman
Para obtener los porcentajes de clasificacio´n o´ptimos para los algoritmos robustos, se
recurrio´ a ajustar manualmente los para´metro awk , bwk y β. Estos para´metros se ajus-
taron para cada uno de los pacientes de la base de datos; los para´metros awk y bwk
se les asignaba el mismo valor y junto a β para el caso umbralizado, se fijaron de tal
forma que la media que los porcentajes de aciertos de los clasificadores fuese la ma´xima
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posible. A partir de los para´metros escogidos, y siguiendo el esquema de extraccio´n
de caracter´ısticas y de clasificacio´n, se obtuvieron los porcentajes de acierto promedio
de todos los pacientes, junto a su correspondiente medida de desviacio´n esta´ndar. Los
resultados se muestran en las tablas 2, 3 y 4.
Clasificador
Algoritmo KNNC1 KNNC3 LDC QDC
Ninguno 0.2762 (0.0377) 0.2716 (0.0375) 0.3017 (0.0534) 0.2789 (0.0334)
MM2 0.2689 (0.0415) 0.2527 (0.0300) 0.2878 (0.0745) 0.2936 (0.0478)
MM3 0.2539 (0.0354) 0.2581 (0.0392) 0.2936 (0.0556) 0.2782 (0.0466)
MM4 0.2654 (0.0288) 0.2782 (0.0264) 0.2897 (0.0547) 0.2820 (0.0327)
sKF 0.2739 (0.0438) 0.2847 (0.0439) 0.2948 (0.0603) 0.2847 (0.0519)
thKF 0.8603 (0.1044) 0.8654 (0.0949) 0.8785 (0.1043) 0.8738 (0.0745)
wrKF 0.9410 (0.0711) 0.9468 (0.0645) 0.9807 (0.0228) 0.9792 (0.0256)
Tabla 2: Porcentajes de acierto promedio para ρ = 2
Clasificador
Algoritmo KNNC1 KNNC3 LDC QDC
Ninguno 0.2658 (0.0464) 0.2689 (0.0391) 0.3098 (0.0611) 0.2940 (0.0368)
MM2 0.2535 (0.0335) 0.2504 (0.0396) 0.3133 (0.0693) 0.2859 (0.0408)
MM3 0.2461 (0.0293) 0.2728 (0.0386) 0.2994 (0.0575) 0.2813 (0.0455)
MM4 0.2608 (0.0310) 0.2500 (0.0402) 0.2967 (0.0524) 0.2828 (0.0511)
sKF 0.2643 (0.0310) 0.2731 (0.0362) 0.3094 (0.0646) 0.2870 (0.0529)
thKF 0.8299 (0.1179) 0.8349 (0.1198) 0.8808 (0.1023) 0.8248 (0.1385)
wrKF 0.9132 (0.0917) 0.9159 (0.0985) 0.9799 (0.0281) 0.9745 (0.0355)
Tabla 3: Porcentajes de acierto promedio para ρ = 3
5.1. ANA´LISIS DE RESULTADOS
Los algoritmos de media mo´vil (MM) no presentaron buenos resultados, evidencia´ndose
valores similares a medida que M va aumentando, a trave´s de los diferentes valores de
ρ. El filtro de Kalman esta´ndar (sKF) tampoco mostro´ resultados favorables. Esto
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Clasificador
Algoritmo KNNC1 KNNC3 LDC QDC
Ninguno 0.2620 (0.0228) 0.2739 (0.0398) 0.3133 (0.0653) 0.2816 (0.0309)
MM2 0.2500 (0.0609) 0.2485 (0.0391) 0.3152 (0.0712) 0.2863 (0.0593)
MM3 0.2612 (0.0215) 0.2627 (0.0259) 0.3063 (0.0645) 0.2824 (0.0409)
MM4 0.2585 (0.0280) 0.2542 (0.0414) 0.2998 (0.0695) 0.2762 (0.0324)
sKF 0.2654 (0.0271) 0.2654 (0.0305) 0.3071 (0.0655) 0.2693 (0.0480)
thKF 0.8137 (0.1212) 0.8191 (0.1247) 0.8800 (0.1075) 0.8291 (0.1061)
wrKF 0.8819 (0.1240) 0.8897 (0.1220) 0.9796 (0.0284) 0.9680 (0.0434)
Tabla 4: Porcentajes de acierto promedio para ρ = 4
es consecuente, ya que este filtro no esta´ en la capacidad de manejar outliers. En
el caso del filtro de Kalman robusto umbralizado (thKF) se pudo encontrar valores
elevados de hasta del 88.08% presentado un leve ca´ıda en algunos clasificadores a medida
que el orden ρ va aumentando. Por u´ltimo, el filtro de Kalman robusto con pesos
Bayesianos (wrKF), resulto´ ser el mejor de los algoritmos evaluados, presentado los
porcentajes de acierto ma´s altos, alcanzando el 98.07% y mostrando mejores tiempo de
ejecucio´n que su contraparte el filtro umbralizado. Se evidencia de igual forma que en el
algoritmo umbralizado, los porcentajes de acierto disminuyen en algunos clasificadores
a medida que el orden ρ aumenta. El clasificador lineal discriminante (LDC) obtuvo
buenos resultados en todo los algoritmos de pre procesamiento, teniendo en cuenta
que este clasificador es sensible a outliers y ruido. El clasificador de K-vecinos ma´s
cercanos (KNNC) pudo no tener tan buenos resultados, ya que su rendimiento depende
directamente del nu´mero de caracter´ısticas extra´ıdas de las sen˜ales. Es decir, que a
mayor orden del modelo autoregresivo y del nu´mero de clases, decrece su rendimiento.
Con los resultados obtenidos, es factible la implementacio´n de un prototipo real de
interfaz cerebro-ma´quina, que funcione adecuadamente, si se implementa un modelo de
estimacio´n de para´metros para los algoritmos, que sea adaptable a cualquier paciente.
Con respecto a la gra´fica 5, se evidencia de las sen˜ales obtenidas de los algoritmos
robustos, presentan una gran disminucio´n en los picos, con un efecto ma´s suave en el
filtro Bayesiano que en el umbralizado. Al utilizar los algoritmos robustos, las mejoras
en el proceso de clasificacio´n son significativas: del 31.33% de aciertos sin ningu´n filtro
a 98.07% con el filtro de pesos Bayesianos.
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6. CONCLUSIONES
• En el presente trabajo se uso como etapa de pre-procesamiento de una interfaz
cerebro-ma´quina, los filtros de Kalman robusto de pesos Bayesianos y umbralizado.
Los algoritmos mostraron resultados positivos en los porcentajes de acierto de
la etapa de clasificacio´n, con un ma´ximo de 88.08% de aciertos en el algoritmo
umbralizado y 98.07% en el algoritmo de pesos Bayesianos.
• El clasificador lineal discriminante (LDC), fue el clasificador que mejor se comporto´
de los utilizados en el presente trabajo, presenta´ndose estable, a medida que el
orden del modelo autoregresivo aumentaba.
• El efecto de estos algoritmos sobre las sen˜ales EEG, fue la eliminacio´n de picos y
un cambio radical de la forma de la sen˜al. Debido a la naturaleza inherentemente
cao´tico de estas sen˜ales no se puede precisar con un grado de seguridad, el aspecto
de una sen˜al EEG limpia de artefactos y de ruido.
• Uno de los aspectos a mejorar, de este tipo de metodolog´ıas, es desarrollar te´cnicas
para la estimacio´n de los para´metros a,b y β, para que los algoritmos puedan ser




ARTEFACTO: Los artefactos son sen˜ales indeseadas que ocasionan distorsiones en las
ondas cerebrales. Los artefactos pueden dividirse en dos, segu´n el tipo de fuente. Los
artefactos de tipo no fisiolo´gico son aquellos que se generan fuera del cuerpo humano,
como por ejemplo, la interferencia de las l´ıneas de transmisio´n. Los artefactos de tipo
fisiolo´gico son aquellas que se generan en el cuerpo humano, debido a la presencia de
actividad ocular, card´ıaca, etc.
FENO´MENO NEUROLO´GICO: Son todo aquellos feno´menos cerebrales que asocian
actividades del cuerpo humano y est´ımulos externos con la aparicio´n de potenciales de
cierta amplitud y duracio´n en determinadas zonas del cerebro.
OUTLIER: Son aquellos datos, que esta´n no definidos dentro de un patro´n general de
distribucio´n. En el contexto de las sen˜ales biolo´gicas, los artefactos son considerados
outliers.
RECONOCIMIENTO DE PATRONES: El reconocimiento de patrones esta relacionado
con el descubrimiento automa´tico de regularidades en un conjunto de datos a trave´s de
algoritmos; y a partir de estas regularidades, tomar acciones como la clasificacio´n de
informacio´n en diferentes categor´ıas. En las interfaces cerebro-ma´quina, el problema de
reconocimiento de patrones ,se basa en el procesamiento de las sen˜ales de entrada, de
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