ABSTRACT At the moment, most of the studies on classification of affective states for children focus on visual observations and physiological cues, where all data collection for measuring physiological signals are contact-based and invasive. With the requirement of having the measuring device attached to the body approach, distraction of the subject normally masks the true affective states of the subject due to discomfort. In this paper, a non-invasive, contactless, and less distraction method is proposed to measure the physiological cues of the subjects using their thermal imprints from frontal face imaging. A thermal image camera is used to identify basic affective states, where it is a contactless and seamless device with ability to read the radiated thermal imprint of the subjects' facial skin temperature. This paper proposes an effective algorithm of texture analysis based on novel technique using Gray Level Co-occurrence Matrix approach to be applied so as to identify blood-flow region. The cues from the first order statistics are computed in the identified blood flow region and concatenated along with second order statistics cues, in order to construct feature vectors to administer the vital and distinguishable characteristic pattern between affective states in thermal images. Result from the fine k-NN classifier obtained promises the efficacy of the proposed approach to be applied in our future work in human-robot interaction for autistic children learning and training.
I. INTRODUCTION
Affective States (AS), also known as moods are defined as emotion-like states [1] . Changes of affective state in individual can always be identified through behavioural reaction or physical reaction. Engagement is the example of behavioural reaction meanwhile facial expression and speech are resulted from physical reactions. However, recognition from physical reaction such as facial expression and speech are contended for some groups of people with disabilities for example, subjects with Autism Spectrum Disorder (ASD) where they are claimed to have inappropriate social response and needs special intervention and assessment [2] . In order to assess AS, method using physiological signals has been introduced in few researches [3] - [5] . There are two biological mechanisms that enable thermal observation of affective nature; subcutaneous vasoconstriction and emotional sweating. These mechanisms are activated by epinephrine released in the blood stream to change the volume of blood within vessels under the skin [6] . The adjustment in blood flow has the capability to change the emitted thermal print which enables the classification of the subdivisions for the Autonomous Nervous System (ANS) to identify the AS [7] . Similar research by [8] has suggested the use of functional infrared thermal imaging (fITI) for psyco-physiological studies for assessing emotional arousal and response. There are numerous known modalities available to detect the AS physiologically either through invasive or non-invasive methods. In this study, thermal camera as a non-invasive and seamless device is adopted. Thermal imaging has been discussed widely on its numerous applications in several areas such as cancer detection [9] , fever-due disease detection at borders [10] and biometrics identifications [11] . It works wirelessly with minimum contact to human body and provide an upper hand in the solution as it can read thermal imprint from a distance of 4km [12] and can even work in the passivelight environment. Meanwhile, in biological area, where AS are construed from physiological signals, the thermal imaging gives alternative method of non-invasive and seamless autonomous monitoring and assessing ANS activity. The effect of cutaneous temperature in blood flow due to changing of AS in facial area can be detected by thermal camera. These thermal patterns particularly on facial skin have been used for analysis of correlation between physiological signals and emotional states. To facilitate the discussion, this paper has been structured as follows. Section 2 explains the association of affective states and facial skin temperature. This is followed by, section 3 and 4 which elaborates on the methodology of this study and the steps taken for data analysis respectively. Section 5 tabulates the results and its discussion, and finally, section 6 recaps the findings and the overall conclusion.
II. ASSOCIATION OF AFFECTIVE STATES AND FACIAL SKIN TEMPERATURE
Affective states are developed from a combination of valence and arousal. According to [13] , the emotional valence is referred to the emotion's consequences, eliciting circumstances, or subjective feel or attitude. Arousal on the other hand is the level of activations of the ANS which can be measured subjectively. The affective state could also known as an emotion as stated in the Core Affect Model [14] and illustrated in Fig. 1 .
FIGURE 1.
Core affect model comprises of arousal and valence elements taken from [14] .
There are six basic emotions namely happy, sad, surprise, fear, disgust and anger [15] . However, as physiological signals are successful used to identify the emotions with high arousal activated by ANS [16] , [17] , sad emotion with low arousal has not been considered in this paper. Five basic emotions from high arousal quadrants were investigated. The emotions are grouped into positive and negative emotions which can be identified in this model where the pleasant quadrants represent component that are able to differentiate those affective states. The positive AS most likely relied on the positive pleasant. Meanwhile, the negative AS is due to unpleasant condition but also triggers the activation of energy level (arousal). According to [18] , change in affective states causes variation in the skin temperature. Physiologically, AS may change human attention, behavior and trigger the processing area in the brain called the limbic system. This results in elicit disparate biological system and physiological system for optimal affective response. Although, there are many ways in analyzing the association of emotions and physiological signal in the human body, this paper focuses on the facial skin temperature due to the fact that the face is directly exposed to social communication and interaction. The human face composition consists of thermal imprints that reflect the area with different concentration of blood vessel which can be easily spotted using thermal camera. Correlation between affective states and thermal footprint then could be determined through the analysis on facial region. Numbers of researches have been conducted on the analysis of facial thermal images where the thermal print patterns in blood vasculature due to ANS activity are analyzed. Indeed, [19] and [20] revealed the new marker of emotional arousal via facial thermal imaging but yet the region of interest only focusing on the tip of the nose region. Nose is made the target due to the absence of primary muscles, which circumvents thermal impurity due to retrenchment and the existence of arteriovenous anastomoses that constricts and diverts the blood to the nose causing temperature changes. On the other hand, the inter-relation between thermal body regulations on forehead experiment done by [7] shows existence of the temperature change in facial skin temperature in a stressful situation for infant when introduced to strangers. Correlation between the changes in facial skin temperature and affective states was significantly proven by [21] where the maps of bodily sensation temperature changes were studied in response to the visual stimuli. Summary of recent researches through various techniques and feature extractions on different Region of Interests (ROIs) as well as the variation of the stimuli used to trigger the emotions were tabulated in Table 1 .
III. GRAY LEVEL CO-OCCURRENCE MATRICES (GLCM) IN TEXTURE ANALYSIS
GLCM is a technique that extensively applied in texture analysis. It is a statistical image analysis method that is used to extract features in gray level intensities related to secondorder statistics. It is defined as a 2-dimensional histogram of gray levels for a couple of pixels, which are detached by a static spatial relationship. In GLCM, the probability of occurrence between reference pixel and its neighboring pixels was calculated with two controlled parameters namely pixel distances, d, and direction, θ .
Application of GLCM technique has been discussed in object recognition [28] , as well as in moving object detection [29] . Besides, in segmentation, GLCM has produced promising result where the technique was able to differentiate between desired object and foreground [30] . A research has been conducted to specifically locate minute defect in textile/fabric [31] . Meanwhile, in medical area, this technique was also be vigorously explored to detect and locate the cancer in brain and skin [32] , [33] .
In this paper, an application of GLCM method at the early stage of blood vessels identification and at the later stage as thermal cues for feature vectors in classifications was explored and analyzed. The observation of emotional reading through cutaneous vasoconstriction and emotional sweating has motivated us to find the significant of the size of blood vessels in response to the affective states. Two biological mechanisms enabling thermal observation of affective nature was discussed by [34] where the threat response causes the minimization of the blood volume. This phenomenon is called as a subcutaneous vasoconstriction.
The superficial blood vessels under human facial skin and the variance in temperature with tissue surrounding creates heat conduction resulted in smooth temperature gradient [35] and can be indirectly spotted by the thermal camera. The thermal imprint reflecting ''hot'' area corresponds to the convective heat transfer effect from the flow of arterial blood in superficial vasculature forms characteristic of thermal marks. In fact, the factors of lower quantity of fat on the regions of selection are more superficial, favoring identification and quantification of these areas [36] . Even though thermal facial image changes over time, the distinction between the superficial vasculature and surrounding tissue remains unchanged. Therefore, the novel work to identify area with blood vessels using GLCM method was proposed in this paper.
In order to separate the blood vessel area from the cold surrounding, the hottest threshold algorithm was applied. According to [24] , by using heuristic algorithm, the authors considered temperature variation to be in the order of 10% of the hottest pixel intensities in the ROI meanwhile in [25] , the hottest region was identified to be at 50% of the hottest pixel intensities. The vessel topology might be the same for all subjects but not the thermal imprint due to variable absorption from different fat paddings. Due to this fact, it is justifiable for, the hottest region calculated from the GLCM parameters for blood vessel segmentation to have a variation in values rather than a constant as in the previous studies, [24] , [25] .
IV. METHODS AND EQUIPMENT

A. EXPERIMENTAL ARRANGEMENT
The experiment session was held in a room with controlled temperature of 23 • C with relative humidity. The camera placed on top of the TV screen and conditioned to be aligned with the eye level of the subjects. The distance between the camera and the subject was set to one meter throughout the session where the stimuli was projected using a 32 LCD TV screen. The process of the experiment took about fifteen minutes per subject. Prior to data collections, the formal ethical clearance from University Research Ethics Committee was granted with reference number of IREC 465 to proceed with data collection. Subject ages were limited between VOLUME 6, 2018 (7.5 ±1.5) years old where 16 children have parental consent agreed to be the subjects for the experiment on voluntarilybasis. Subjects are children without social interaction difficulties and healthy. Early cautionary were given to remove any glasses. Upon being seated, the subjects were advised and persuaded to minimize unnecessary movement. A video response throughout the session was then recorded.
B. THERMAL CAMERA
A FLIR thermal camera model T420 was used to capture thermal facial image of subjects during the experiment. This camera is a non-invasive device that captures and records thermographic image in the Infrared (IR) spectrum. The emissivity was set to 0.98 since human's body usually regulates a constant temperature around 37 • C. The skin emits the heat if it is in a cooler surroundings and works in vice versa to regulate itself to keep the temperature at 37 • C. These situations show that the skin acts like a black body with emissivity of 0.98 [37] .
C. STIMULI
The audio-visual stimuli were used to induce the affective states of the children in which several images have been selected from the standard International Affective Picture System (IAPS) database. The IAPS [38] images have been widely used in emotional induction especially in younger group [39] and as a visual stimuli, it is understood to give more far-reaching processing in the visual cortex in brain. Similar studies on emotional processing in children using pictures from IAPS were also discussed in [40] and the authors reported that the use of EEG signals to produce unique pattern in emotional processing similar to processing in adults. Furthermore, according to [41] and [42] , there was a large pool of images from IAPS database that revealed no age-related differences. Thus, the rating based on means for valence ratings for children taken from the IAPS database is also normative to adult ratings [43] . In this study, only five basic discrete emotions were identified through the scale rating of the valence in which for the rating above five, the emotion is considered as positive emotion whilst below than that is referred to negative emotion. The specific discrete emotions were then recognized based on the degree of valence according to Core Affect Model [14] .
The images were then compiled into a video clip embedded with audio where this audio-video combination has been testified for emotion induction in [38] and [44] . In the typical picture induction study, the changes of affective states can be detected between 2 to 7 secs followed by an inter-stimulus interval of 50 msecs or more as reported in [45] and this fact has been used as our reference guide to develop the stimuli.
Five videos were formed independently to induce happy, disgust, surprise, fear and anger and the duration spans for 80 secs per video. A quick break in 2 minutes between videos was given to the subject. In order to avoid from misreading or mixing emotions in the data, the sequence of video shown is arranged from positive valence to negative valence as depicted in the Core Affect Model [14] . The stimuli video was structured into three slots: baseline (T1), stimuli induction (T2), and rest (T3) segments respectively. At T1, the subject was shown a white image with a centered black fixation dot to acquire focus mode. Meanwhile, at T2, subjects were tutored to concentrate on the affect caused by the presented audio-visual stimuli. Finally, similar to T1, at T3, subjects were again shown the black image and instructed to relax. The timeline of the stimuli was represented in the Fig. 2 . 
V. ANALYSIS OF THERMAL IMPRINTS
This section elaborates on the analysis of affective states classification using thermal prints which involves several phases. These phrases are comprised of three main blocks; image preprocessing, segmentation of ROI, and feature extractions as illustrated in Fig. 3 . The subsection below explains more on the process. 
A. IMAGE PRE-PROCESSING
Firstly, the response videos are converted to a sequence of images in the format of grayscale images. The raw images are then fed to a preprocessing stage wherein, the raw images were normalized using contrast limited adaptive histogram equalization (CLAHE) algorithm [46] . CLAHE was originally developed for enhancement of low-contrast medical images [47] and it serves the type of thermal images dealt in this work that have very low in contrast level. Furthermore, this technique makes the smaller features on the facial image more noticeable. CLAHE is chosen to operate on small areas in the image, instead of the whole image. The small area's contrast is enhanced, so that the histogram of the output region approximately matches the histogram of uniform distribution. The neighboring areas are then combined using bilinear interpolation to eliminate artificially induced boundaries. The clip limit ranges from 0 to 1 is introduced to avoid amplification of noise that might be contaminate the image. The higher value of clip limit set will somehow enhanced enhances the contrast over the background regions and according to the number of contextual regions (tiles), this value were was set. However, value for clip limit needs to be experimented to avoid from oversaturation due to homogeneous region where the areas are dominated by a high peak in the uniform distribution. Fig. 4 shows the differences between output images by adjusting the clip limit and number of tiles.
As seen in Fig. 4 , at higher clip limit, the image was saturated and prone to brightness. Since the thermal distribution on the facial surface and blood vessels are at our most concerned, clip limit of 0.02 and the number of tiles of eight was chosen as optimal values. This paper highlighted only two significant regions for the affective state analysis which are the supraorbital ROI and periorbital ROI. According to the anatomy of blood vessels in Fig. 5 , thermal imprints reflect the similar location of the blood vessel and they are involved in the regulation of body temperature. At this stage, preliminary step was taken to signify the effect of blood vessels in differentiating the temperature change with respect to the change in affective states. The disparity in facial skin temperature caused by periorbital [34] and supraorbital vessels [35] on the face has been reported. Supraorbital ROI also known as forehead region was selected due to the fact the area has ostensible change in temperature. Hence, due to the absence of underlying muscles to contaminate the temperature change, Supraorbital and Periorbital were selected.
In order to segment out the ROIs, a matching template technique was implemented where the template was taken from a manually cropped image of periorbital region from the frame for each subject. A periorbital area on facial image was chosen as a template because of the unique shape surrounding the eyes after the transformation of the image into binary form.
As compared to the supraorbital area, the transformed image was not uniformed due to the existence of relatively more blood vessels. The templates were not scaled or rotation invariant. Every sample/subject has only one template. Thus, for any slight difference in size or orientation variations in other frames can cause problems in the result such as the output image erroneously identified and cropped. In addition, the matching template was set to a minimum matched score of 70% closest to the template. Since, image in gray-scale format was having intensity values from 0 to 255, thus, the two-third value of 170 was chosen as a threshold value to transform from a gray-scale image into a binary image. Fig. 6 shows the output of template image before and after conversion to binary image in a grid form. The result shows a unique shape is formed especially for the periorbital regions. Subsequently, every image in the recorded video response was also converted to binary image by using the same threshold value. There are many likenesses method for template matching which are acknowledged as locally scaled sum of absolute differences (LSAD), sum of absolute difference (SAD), sum of squared differences (SSD), and zeromean sum of absolute differences (ZSAD). In this work, the SAD method was employed to determine the best match template where the sums of absolute differences in the pixel intensities were computed between intensity in the search image and template image. The matching process started from the top left corner of the image and it computed the difference for each pixel in the frame size (3×3) of template. The absolute differences were summed up and stored. Then, the process continued to shift over the entire image to find the best match location. The minimum of the summation of absolute differences over entire process was selected as the best matched image. Then, its location of center point is identified as (x; y) in equation (1) . The x and y values of the location was then used to automatically crop the periorbital area in original gray-scale images where it resulted in the same template size. The process was completely done in a loop for all frames. The output images were stored as new images to be used in the analysis later. The matching process was executed through the looping process for all the frames where no training or supervise learning were involved. Thus, it resulted in some flaws and limitations. Fig. 7 displays some results of cropped image in each frame.
Supraorbital ROI was automatically cropped simultaneously during the segmentation process of Periorbital ROI. The result of reference point in Equation (1) found in the matching process for Periorbital was used in the segmentation of Supraorbital ROI. Since, a crop function in Matlab needs four parameters which are the starting point (values of x and y) at the top left corner, width and height of the rectangle box, hence, a computation of the new value of x and y were required. Equation (3) produces the starting point x supra and y supra which uses the unchanged x-value but move upward by N pixels, while maintaining similar height as the original template. The illustration of the computation and crop process w represented in Fig. 9 .
where M and N are the width and height of the template size respectively. Thus,
FIGURE 9. Blood vessels (in red), Yellow is the vessel wall of and pale orange refer to the tissue surrounding [51] stated that the increasing blood flow rate increases temperature difference between blood, the vessel wall and surrounding tissue. b) Blood geometrical [35] where T b (blood vessel) > T w (vessel wall) >T o (outer) c) blood vessel and surrounding tissue in thermal image, clearly can be seen of three tone of thermal color (Dark orange, light orange and yellow).
C. THERMAL CUES
As can be seen in Fig. 3 , an injector technique was applied using GLCM Correlation to identify the location of blood vessels identification. The threshold cutoff value was dynamically determined from the Mean of Correlation (MoC) to segment the region with blood vessels and the values differed amongst subjects. The chosen parameter was the cutoff coefficient that controls the degree of blood vessel's segmentation. Initially, the maximum intensity, C max in every image was computed as in equation (5) and repeated across all images in each video per subject. Then, the maximum between the calculated maximum intensities was checked. Max function in Matlab was used to compare values of a maximum intensity found in an image between its sequences of images in one recorded video response. The initial value of maximum intensity was calculated in the first image which was then compared to the maximum intensity from the following sequence of images and the process went continuously for the whole frames in a video response. Finally, a single maximum value was determined for a subject in a specific recorded video response.
Since, every subject has variation in body temperature about 0.1 • C dissimilarities due to fat composition [48] , thus, the maximum intensity values differed form one subject to another.
Where N frames in equation 5 is the total number of captured frames in the recorded video and MxN is the frame size of the image. I t (x;y) is the current intensity value at pixel index (x;y). MoC method was then applied by calculating the correlation of occurrence of specified pairs of pixels. The magnitude of Gray Level Co-occurrence Matrix (GLCM) correlation value in x-direction was calculated to spot the region consists of blood flow. The correlation value was figured to see the high similarity between pixels as to show the relationship of temperature difference between bloods, bloods wall and surrounding tissue. GLCM has been introduced by [49] and being one of the most reference in imaging analysis for texture feature extraction. We hypothesize the blood vessels geometry as described in Fig. 10 where the blood vessels are in vertical position and perpendicular to skin in z-direction [50] . Hence, the heat conduction in the tissue surrounding the vessel was dominant in x-direction and parallel to blood vessels.
The most appropriate value of radius in correlation parameter would be important for computational efficiency in feature extraction analysis. Since GLCM was able to distinguish the similarity of the texture pattern through grey tones, the radius of three spaced pixels are more probable to be correlated in thermal distribution due to our hypothesis of blood geometry. Hence, GLCM correlation was computed in equation (10) along the x-direction and only variations in i value were tried and the directional analysis of GLCM was illustrated in Fig. 11 . GLCM cor (i,j) is the number of frequency of the same combination of pairs to occur where P is the matrix element, σ x and µ x are the mean and standard deviation of P in x-direction respectively.
Hence,
In GLCM, the spatial relationship was calculated by defining the pixel relation in varying directions and distances as N frames (11) MoC values varied according to i values. The larger the value of i resulted in a lower MoC value. By increasing the distance, the process was able to reflect the degree of correlation between the reference pixel and its immediate neighboring pixels. In this paper, the location of the blood vessels with the gradient temperature difference (ie. red, orange and yellow) can be observed from the thermal images. In order to segment out the temperature distribution area due to the heat released from blood vessels, a larger pixel distant was needed. The i=3 was assumed to represent the three different colours of thermal distribution. The MoC value was then used as a cut-off value to convert the image into its binary form. The foreground image with the white colour represented the area consists of blood vessel.
Morphology process was then applied to find connectivity between pixels of particle to identify the region with blood vessels. The particle with maximum area was chosen due to the fact that there was no statistically significant difference between the absolute temperatures on the right and left sides VOLUME 6, 2018 of the face [36] . Then, thermal cues were calculated over the results of sector of the particle. A complete algorithm was summarized in the following flowchart in Fig. 12 .
There are basically two commonly used approaches in image analysis namely texture analysis and temperature analysis. In this study, the texture analysis was implemented where an image was observed from the spatial deviation in pixel intensities. The first order and second order statistical analysis were concatenated to construct feature vector for affective states classification. There are three main thermal cues were chosen; the average intensity values, the area of blood regions and the second order statistical analysis of Gray Level Co-occurrence Matrix (GLCM) and computed onto two selected ROIs; supraorbital and periorbital regions.
1) FIRST-ORDER STATISTICAL ANALYSIS
The first order statistical analysis focuses on an individual pixel in the ROI. It measures the likelihood of observing a grey value at a randomly-chosen location in the image. First-order statistics was computed from the histogram of pixel intensities in the image and these depend only on individual pixel value and not on the interaction or co-occurrence of neighboring pixel values. There were two extracted thermal cues in this statistical analysis which are the mean intensity and area of the blood vessels. The mean intensity was computed from pixel intensity values in the specific bounded hottest region meanwhile the area was calculated from the number of pixels located in the region.
2) SECOND-ORDER STATISTICAL ANALYSIS
The GLCM indicates second order statistic of an image by calculating the regularity for combination of pairs of pixel occurs in a definite spatial relationship to a pixel in the whole rectangle image and specific blood vessels region. The spatial relationship was calculated by defining pixel relation in varying directions and distances. The default value of distance at two interpixels has been used. Three statistical features of GLCM only were considered namely the dissimilarities (equation (12)), contrast (equation (13)), correlation (equation (14)), as to reduce the complexity of the dataset. Furthermore, these three parameters are much related to the texture analysis of thermal images. For example, contrast is important to distinguish the covered area of thermal distribution in the ROI from surrounding temperature with absentee of blood vessels. Since the difference between temperature of presence blood flow and surrounding is visually distinguishable, thus dissimilarities parameter was selected. Meanwhile, correlation was used to measure the dependency between pixels. The equations governing the features are as follows: where µ is the mean and σ 2 is the variance of intensities in GLCM.
VI. RESULTS AND DISCUSSION
The proposed technique of using MoC was investigated with respect to the existing method on detecting the hottest region where it was basically claimed as an indicator of blood vessel's location by [24] and [25] . They used a constant threshold value to identify the hottest region with the presence of blood vessel. Meanwhile, a proposed MoC technique uses a dynamic value in which a different subject carried a different threshold value. In order to determine the value, GLCM correlation was calculated with two control parameters; the orientation and spatial of interpixel distance. The x-direction was considered as the orientation value due to dominant nature of heat conduction in the tissue surrounding the blood vessel which is perpendicular to skin in z-direction. Thus, only spatial distance between pixels was set to vary from 1 to 3 pixels respectively. This resulted in the hottest region's identification in the image, reflecting the thermal imprint of blood vessels. In this study, it was assumed that all subjects would have similar anatomy of blood vessels and they are symmetrical on both sides; left and right. In addition, the blood vessel orientating far from 90 deg considered to have less effect. Table 2 tabulates the value of MoC when different value of i (interpixel) was tested. As can be seen, the increased in i generally decreases the MoC. The variation of MoC values obtained for every affective state for a subject ranges from 0.76 to 0.91 across three i values. Since, there was about 80 seconds of recorded video in a sampling rate of 30fps, hence a total of 2400 frames were processed and computed for the threshold value at every frame to determine the average. The average value was differed between subjects but since a standard deviation is very small, hence, the average value was chosen to represent all the subjects in each affective state as tabulated in Table 2 .
As pictorially viewed in the table, the value at a cell, represented the average value for sixteen subjects on a single affective state at variations of i interpixel values with the same standard deviation of 0.02. The range of threshold values for both ROIs at i=3 was from 0.76 to 0.78, while, at i=1 and i=2 ranges from 0.84 to 0.86 and 0.88 to 0.91 accordingly. This value was used to compute the hottest region as in equation (15) .
In the analysis, the frames were divided into three different segments or time slots following the stimuli's timeline which are baseline, during affect inducement and rest time. The first 10 seconds consists of 300 frames were referred to as baseline whereas the subsequent frames (1800 frames) were assigned to affect inducement and the remaining 300 frames for the rest time. In reference to the spotted hottest region, the first statistically analysis was done to calculate the mean intensity and area of hottest region followed by the second order statistical analysis, GLCM parameters. Since, every parameter was calculated at three different time slots, hence, in total, fifteen parameters were applied in thermal cues analysis. The k-Nearest Neighborhood (k-NN) classifier was implemented in the comparison studies. In k-NN classification method, an object is classified by a majority vote of its neighbors and we set to three neighborhood (k=3). The classifier was trained on samples of blood vessels region and the thermal cues extracted from enhanced thermal images, with optimal values of MoC. These values were calculated experimentally, selecting those that resulted to the maximum match rates from test with different values of MoC. The proposed methods of using MoC values were compared with the existing method of constant values at fifty percent hottest region and ten percent hottest region over the same dataset. The k-NN classifier always used to be re-trained and retested several times in order to reach optimal parameters for that classifier. In this study, the 5-fold cross validation has been chosen where the dataset was randomly divided into 5 groups from 80% randomly set for the training dataset. The remaining 20% from total samples in dataset were equally reserved for testing and validation. Table 3 shows the comparison in performance for correctly classified between independent variables of five chosen affective states and five selective features as dependent variables in which the control parameters involved was the value of threshold for determination of hottest region. The minimum, maximum and the average of the performance accuracy from the five folds were tabulated in the Table 3 .
The efficacy of the corrected classifier according to targeted affective states was presented where both ROIs were significantly contributed to a higher accuracy. The two referred values of 10% [24] and 50% [25] have been tested together with a proposed technique of MoC values. The mean intensity and area in the identified hottest region was taken as major contributions in feature vectors. For the overall performance of every test in k-NN classification, using a proposed technique of MoC with i=3 resulted to the best performance in accuracy that was about 99.9% whereas others were stated at a bit lesser in accuracy from range of 84% to 98%. Even though, the variation of i values have been tested, yet, the results at i=1 and 2 respectively showed sluggish achievement as compared to the proposed value at i=3. However, the best performance was achieved when analysis was done using the joint ROIs. The result was substantial to clarify that both ROIs were significantly different and needed to contribute to the good result. In addition, a T -test was executed on the samples at i=3 to identify the correlation between the two ROIs and the results are tabulated in Table 4 . The null hypothesis here indicated that there was no significant difference in the two ROIs and both ROIs were highly correlated to each other.
From the T -test, the 95% of confidence-level was set and this led to an acceptable p-value below 0.05. The lower the p value caused to the more likely the null hypothesis to be rejected. From the result, it also explained that each of the thermal cues was significantly different at Supraorbital and Periorbital ROIs. This suggested, the choice of the two ROIs were significantly justifiable in the feature vectors due to the different patterns in values that can contribute to the different class of emotions. MOC technique shows an extremely good in accuracy at i= 3 and strongly support our hypothesis of blood vessel anatomy. Due to expressive result of the classification's performance a null hypothesis test was developed to run the Friedman test at 95% confidence level which is the proposed methods and existing methods are comparable. The result from Friedman test was less than 0.05 as shown in Table 5 and therefore it rejects the null hypothesis.
Therefore, it is a significant difference between the methods and post-hoc analysis was done to find the most significant difference to contribute to the better performance of classifier. We ran a Scheffe multiple comparison and the results shows the lowest of p-value (sig = 0.074) when MoC at i=3 compared to sig = 0.123 for 10% hottest region and 0.586 for 50% hottest region. These results shows that the method at MoC of i = 3 is the most significant difference.
VII. CONCLUSIONS
This paper presents the implementation of MoC technique in identification of the location of blood vessels, which was successful. The MoC at i=3 interpixels distance gave the best performance in accuracy in differentiating between five class of emotions. The result also shows the ability of the classifier to identify the five-group of emotions based on the thermal cues vector used in the classification process. Besides, it also proved our hypothesis of three interpixels distance to represent the three different thermal distributions between blood vessels, vessels walls and surrounding tissue. The proposed technique that was based on GLCM approach gave a promising result. The first order statistics are computed in the identified blood vessel's region and were concatenated along with the second order statistics cues at two selected ROIs was successfully generated and able to be used to classify between five emotions which are: happy, surprise, anger, fear and disgust. This result shows that thermal cues from periorbital and supraorbital regions can be categorized as a biomarker which delivers data to differentiate between affective states.
