Abstract. We consider a matrix differential operator with singular entries which arises in magnetohydrodynamics. By means of the asymptotic HainLüst operator and some pseudo-differential operator techniques, we determine the essential spectrum of this operator. Whereas in the regular case, the essential spectrum consists of two intervals, it turns out that in the singular case two additional intervals due to the singularity may arise. In addition, we establish criteria for the essential spectrum to lie in the left half-plane.
Introduction
The spectral analysis of systems of matrix differential operators of mixed order (ordinary and partial) is a fast developing part of mathematical physics having various applications in different fields (plasma physics, hydrodynamics, astrophysics, etc.) . Recently, problems where the coefficients of the equations have prescribed singularities attracted the attention of specialists working in operator theory and applications. These problems appeared in a natural way in magnetohydrodynamics and led to some new phenomena due to the singularities (see e.g. [HMN] ). In the present paper we use a special problem of this kind in order to apply a new approach to the spectral analysis of matrix differential operators with singularities, which might allow a better understanding of other concrete problems and of the general case.
In [HMN] self-adjoint 3 × 3 block operator matrices the entries of which are singular differential operators of different orders have been studied. Block operator matrices of this kind are related to a simple physical model describing the oscillations of a plasma in an equilibrium configuration confined in a cylindrical domain (see [K2] where Γ, β 1 , β 2 , γ 1 , q and d ij are sufficiently smooth functions on the interval [0, r 0 ], r 0 denoting the radius of the cylinder. The crucial difficulty in studying such block operator matrices is that the two terms AD and BC in the formal determinant AD − BC (see (2.1) below) have the same order 2 as differential operators as well as the same order 4 of the singularity at r = 0.
The main results of [HMN] are the construction of a self-adjoint extension L of the operator in (1.1) in the Hilbert space (L 2 (0, r 0 ), rdr) 3 (along the lines of [K1] ) if the coefficients Γ, β 1 , β 2 , d 11 , d 12 in (1.1) fulfill so-called quasi-regularity conditions, and a description of the essential spectrum of this self-adjoint extension provided that (γ 1 (0)) = 0 and d 12 + β 1 β 2 /Γ ≡ 0. Compared with the so-called hard core problem (see [K1] , [DG] ), where the operator in (1.1) is considered in (L 2 (r 1 , r 0 ), rdr) 3 with some 0 < r 1 < r 0 and is thus regular, it turned out that in the singular case additional components of essential spectrum may appear, which was predicted in [DG] . However, the restriction d 12 + β 1 β 2 /Γ ≡ 0 led to only one new interval of essential spectrum.
The aim of the present paper is not only to extend the description of the essential spectrum to the general case where no assumptions on (γ 1 (0)) and d 12 +β 1 β 2 /Γ are imposed, but merely to develop a new and much more elegant way to determine this essential spectrum and to avoid tiresome calculations. The main tool here is an abstract lemma which allows us to reduce this problem to the problem of determining the essential spectrum of a matrix function. The part of the essential spectrum due to the singularity (singularity spectrum for short 1 ) predicted in [DG] consists of two intervals determined by the roots of the so-called asymptotic HainLüst operator. We also study the location of the various parts of the essential spectrum, and we address the question of stability of the above system of differential operators by deriving a criterion for the essential spectrum of L to lie in the left half-plane.
In our opinion the definition and use of asymptotic Hain-Lüst operators is of crucial importance and will turn out to be a proper tool for the investigation of the new branches of the essential spectra for a wide class of systems of matrix differential operators with singularities. It should be mentioned that another approach to the study of the essential spectrum of matrix differential operators has been developed in [FMM1] , [FMM2] . Also, we would like to add that the results of the present paper may be extended to the case when L is non-self-adjoint since there exists a non-self-adjoint analogue of the above mentioned lemma.
Preliminaries
If we substitute r = r(t) = r 0 e −t , the operator in (1.1) takes the form
Here and in the sequel we use both variables r and t simultaneously for convenience. We consider this operator in the Hilbert space 
In [HMN] it has been shown that L 0 is symmetric. The following theorem from [HMN] provides conditions which guarantee that L 0 has a self-adjoint extension. 
where µ is an arbitrary sufficiently large positive number and
H1(R+) is the so-called Hain-Lüst operator, i.e., the (self-adjoint) closure of the transfer function
Note that all products of operators occurring in (2.7) -(2.9) are well-defined according to [HMN] and that the theorem on the pseudo-resolvent (see e.g. [Y] ), by means of which the self-adjoint extension L has been constructed in [HMN] (and in [K2] for a special case), guarantees that the domain of L is independent of µ.
From the representation of L in Theorem 2.1 it readily follows that the essential spectrum of L is determined by the essential spectrum of the operator
In order to determine its essential spectrum, the operator M µ has been reduced in [HMN] modulo compact operators. The next theorem is a consequence of this reduction. To formulate it, we need the following definitions and relations. We set
and with
Further, we introduce
and
In the following the values of (operator) functions at the point r = 0 are to be understood as limits when r 0 (observe that r 0 corresponds to t → ∞). It has been shown in [HMN, Lemma 5.4 ] that if conditions a), b) and the quasiregularity conditions (2.5) are satisfied, then, for µ > 0, A( · , µ) is continuously differentiable in [0, r 0 ] and has a limit as r 0,
where
Finally, we define the so-called asymptotic Hain-Lüst operator
by replacing all coefficients in T 0 (µ) by their limits for r 0, i.e.,
and we introduce the 2 × 2 matrix functions
In the following we denote equality of linear operators modulo compact operators (i.e., equality in the Calkin algebra) by
Theorem 2.2. Suppose that assumptions a) and b) and the quasi-regularity conditions (2.5) are satisfied. Then, for all sufficiently large positive numbers µ,
and for the operator M µ we have a representation
with a constant matrix Q µ , a matrix multiplication operator X µ in the variable t, and a matrix pseudo-differential operator P µ with a symbol constant in t, given by
,
Proof. In [HMN, (4.6) ] it has been shown that
This, the fact that
due to the quasi-regularity conditions (2.5), and
by the definition of D in (2.2) and of Q 2 ( · , µ) in (2.11) yield the representation of F 1 (0, µ) according to (2.18). The representation of M µ follows from [HMN, Theorem 6 .9], observing that
in the right lower corner of P µ .
Reduction to matrix case
In order to be able to apply the Fourier transformation, we extend the operator M µ in Theorem 2.2 to an operator M µ,R on R such that σ( M µ ) = σ( M µ,R ) (by considering the differentiation on R and replacing r(t) = r 0 e −t by r(|t|) in the coefficients). The operator M µ,R is (up to a finite rank operator) equal to
where Q µ,R , X µ,R arise from the operators Q µ , X µ in Theorem 2.2 by replacing r(t) by r(|t|), and P µ,R arises from the operator P µ in Theorem 2.2 by replacing T −1
For details we refer the reader to the paper [HMN] .
By what we have shown so far, the essential spectrum of M µ coincides with the essential spectrum of M µ,R ,
By means of the Fourier transformation and the following abstract lemma, the calculation of the essential spectrum of the operator M µ,R (and consequently of L due to (2.10) and (3.2)) is reduced to the calculation of the essential spectra of matrix functions.
where the variable p corresponds to i∂ x and i) Q is a constant Hermitian n × n matrix, ii) X and P are (multiplication operators with) hermitian n × n matrix functions with entries from L ∞ (R) such that lim |x|→∞ X(x) = 0, lim |p|→∞ P (p) = 0. Then
Proof. This lemma is a special case of a result proved in [KN] .
In the sequel we will show that this lemma applies to the operator M µ,R , and we will calculate the respective two parts of the essential spectrum due to Q µ,R + X µ,R (the regular part) and to Q µ,R + P µ,R (the new part due to the singularity at r = 0).
Calculation of the regular part of the essential spectrum
In this section we calculate the essential spectrum of the operator ( · , µ) .
By [HW, Proposition 2.3 and Example 2.3], we obtain
By the definition of
Since det(D − µI) −1 = 0, this is further equivalent to
and twice [K, Chap. III, Problem 4 .17], we can rewrite the right-hand side of (4.1) as
with S 0 given by (2.14) where we have used (2.11), (2.12). So, for µ sufficiently large,
According to assumptions a), b) and the quasi-regularity conditions (2.5), all entries of the symmetric matrix function S 0 depend continuously on t and have a limit when t → ∞. Hence there exist two real-valued continuous functions ω 1 , ω 2 , the ranges of which are finite intervals such that
Consequently,
Note that if we set σ = 1 λ − µ in view of (2.10), the description of σ ess (Q µ,R + X µ,R ) depends only on λ as it should be according to the resolvent-like construction of M µ (see (2.6)).
Calculation of the singularity part of the essential spectrum
Now we determine the essential spectrum of the operator Q µ,R + P µ,R . Since Q µ,R + P µ,R is a matrix pseudo-differential operator with constant coefficients, by means of the Fourier transformation, it is unitarily equivalent to the operator of multiplication with its symbol. Therefore its essential spectrum is given by
According to the representation of Q µ , P µ and hence of Q µ,R , P µ,R according to Theorem 2.2, the condition
Using the fact that due to (2.5)
, it is easy to see that
Therefore and because of (2.19) the condition (5.1) is equivalent to
Let β(µ) =: (b 1 , b 2 ). If we define the unitary 3 × 3 matrix U by
and multiply the matrix in the above determinant by U * from the left and by U from the right, we obtain   0 0 0 0 0 0 0 0 1
Hence, if σ = 0, the condition (5.1) is equivalent to
which simplifies to
Since for µ 0 the operator T as,R (µ) is invertible, the above relation is equivalent to
By the definition of T as,R (µ) which is induced by the formula in (2.17) and by (2.16) we conclude straightforwardly
After some calculations one finds that this implies,
Using this last relation, we see that (5.2) and hence (5.1) is equivalent to
Thus we have shown σ ess (Q µ,R + P µ,R ) \ {0}
= σ ∈ R : 1 λ − µ 6. The essential spectrum of L, location of its parts and stability
The following theorem describing the essential spectrum of L is our main result.
Theorem 6.1. Let ω 1 (t), ω 2 (t), t ∈ [0, ∞), be the roots of the quadratic equation det(S 0 (t) − λ) = 0 with S 0 given by (2.14), and let λ 1 (p), λ 2 (p), p ∈ R, be the roots of the quadratic equation ( Proof. The assertion follows from Lemma 3.1, (4.2) and (5.3) if we observe the relation (2.10) between the essential spectrum of L and that of M µ . Further, one has to note that the point σ = 0 corresponds to λ = ∞, that for different values of µ the sets of the two other points of the spectrum of Q µ,R have empty intersection, and that in the case f 2 (0) = 0 the point s 22 (0) already belongs to σ ess,reg (L).
