Abstract. Local solvability and non-solvability are classified for left-invariant differential operators on the Heisenberg group H 1 of the form L = P n (X, Y )+Q(X, Y ) where the P n are certain homogeneous polynomials of order n ≥ 2 and Q is of lower order with X = ∂ x , Y = ∂ y + x∂ w on R 3 . We extend previous studies of operators of the form P n (X, Y ) via representations involving ordinary differential operators with a parameter.
Introduction
We continue our study of the solvability of operators of the form P (X, Y ) for certain left-invariant vector fields on the Heisenberg group with underlying space R 3 . We choose the realization of the corresponding Lie algebra using X def = ∂ x , Y def = ∂ y + x∂ w for (group) variables x, y, w. Note that our operators include all generators of h C 1 since ∂ w = [X, Y ]. Local solvability for such a class of operators is well researched and we defer to [M1, M2, W1] and the references therein for an introduction to the present research. Our work closely follows those techniques used in [C, W1, W2, W3] to study related operators.
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1
The study operators of order n ≥ 2 which can be expressed as polynomials (in operator notation) of the form (1.1)
where each P l is homogeneous of degree l in the non-commuting variables X, Y with complex (constant) coefficients. Moreover, the highest-order terms P n form a so-called generic operator by which we mean the following: In the complex variable z, P n (iz, 0) = z n and P n (iz, 1) has distinct complex (characteristic) roots {γ j } n j=1 . In this article we will characterize local solvability of operators L in terms of related ordinary differential operators of the form L ± µ = n l=0 µ n−l P l (i∂ t , ±t) and L ± ∞ = P n (i∂ t , ±t) along their respective adjoint operators.
The major object of the present work is to examine the effect, if any, that the inclusion of lower-order terms has to the solvability of a homogenous left-invariant operator. Some of the more famous results in local (non-) solvability are characterized in terms of the principle symbol defined on T * (R m ) given by p n ( x, ξ)
for an operator L = |α|=n a α ( x)∂ α x . Necessary and sufficient conditions for operators of principle type appear in the works [NT1, NT2] . More general criteria appear in [Hö1] (Theorem 6.1.1): For L to be locally solvable, p n ( x, ξ) must satisfy p n ( x, ξ) = 0 =⇒ m i=1 ∂ x i p n ( x, ξ)∂ ξ ip n ( x, ξ) − ∂ ξ i p n ( x, ξ)∂ x ip n ( x, ξ) = 0. In these results the highest-order derivative terms determine (non-)solvability; and, the inclusion of any smooth lower-order terms do not alter this property. The latter result has been applied to various left-invariant operators on H m of various dimensions m [MPR] . Our operators, however, are at least doubly characteristic (see [W1] ). In contrast, our approach is, for the most part, to study solvability of operators P (X, Y ) as compared to the solvability of the operator P n (X, Y ), formed by highest-order terms of P (X, Y ) in the subalgebra of h C 1 generated by X and Y -not necessarily those of highest order in differentiation: Note, for instance, that ∂ w is of order two in the subalgebra, but has a symbol of order one.
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We elaborate on our motivation for using the particular representations L ± µ of L: For f (x, y, w) ∈ S(R 3 ) andˇ(ˆ) denoting Fourier (inverse) transform with respect to the second and third variables, we write Lf (x, y, w) = L(f)(x, y, w) = (1.2) 1 2π R 2 e −i(ξy+ηw) P (∂ x , −i(ξ + ηx))f (x, ξ, µ)dξdη
The change of variables t = xµ ± ξ/µ and µ = |η| leads us to the representations Λ 
The realizations L ± µ lend themselves to analysis as ordinary differential equations involving a parameter (with singularity at µ = 0). In turn, our positive results on solvability occur in the cases where solutions to L ± µ f = g can be used to construct parametrices for L. We introduce Definition 1.4. The operator L µ has as regular parametrix on Ω if for every bounded function g ∈ C ∞ (R) there is a function F (t, µ) satisfying the following: 1) F is a smooth function in the variables (t, µ) in domain Ω; 2) L µ F = g on Ω; and, 3) For every m ∃ a, C > 0 so that |∂ j t F (t, µ)| ≤ C(1 + |t| + |µ|) a on Ω for each j : 0 ≤ j ≤ m.
A general result which we are ready to present is the following Lemma 1.5. An operator L as in (1.1) is locally solvable if each of the associated operators L ± µ have regular parametrices on R × (µ 0 , ∞) for some µ 0 > 0.
From the above lemma we will obtain the following results: Theorem 1.6. For the operator L as in (1.1) suppose that the (generic) polynomial P n has characteristic roots γ j all with non-zero real parts. Then L is locally solvable if P n (X, Y ) is locally solvable.
From [W1] we have immediately Corollary 1.7. The operator L of Theorem 1.6 is locally solvable if ker(L ± ∞ ) * S(R) = {0} for both choices of ± sign.
Results on non-solvability we are ready to state are as follows:
Theorem 1.8. Suppose L is as in (1.1) for some generic P n . Then L is not locally solvable if, for some choice of ± sign, the set of
Theorem 1.9. An operator as in Theorem 1.6 is not locally solvable if the cardinality of either {γ j |Reγ j > 0} or {γ j |Reγ j < 0} is greater than n/2.
The outline of the article is as follows: In Section 2 we establish estimates of bases for kerL µ for (t, µ) in real domains as in Lemma 1.5. In Section 3 we establish estimates with (t, µ) extended to certain complex domains. In Section 4 we construct solutions to Lu = f to prove Lemma 1.5 and Theorem 1.6. In Section 5 we provide particular results on non-solvability, including proofs of Theorems 1.8 and 1.9. In Section 6 we develop criteria for non-solvability by which we develop exact conditions for some subclass of operators L. In Section 7 we apply our general results to various classes of second-order operators and compare our results to those of a well-known subclass.
Canonical bases for kerL µ
We will introduce some notation which we will use throughout the remainder of the article: Given functions f and g, the expression f g will mean ∃C > 0 (fixed) so that |f | ≤ C|g| holds on the specified domain; and, the expression f ≍ g will mean that f g and g f both hold.
We now derive asymptotic estimates for certain bases of kerL µ for real µ following a diagonalization procedure in [C] . We note that for
, t) can be written in the form
where the d l,j are complex constants (vanishing for j > l) andq l,j (t) = 0<2m≤n−j e l,j,m t 2m for some complex constants e l,j,m (see equation (2.4) of [C] 
1 (µt) l q n−l,j (t) (a vacuous sum is taken to be zero). Therefore,
where ǫ j (t, µ) may be expressed as a linear combination with complex coefficients of monomials of the form 1 µ a t b for integers a ≥ 0 and 3 ≤ b ≤ l. We note that, for t restricted to any compact subset of R, Q j (t, µ) converges to q j (t, µ) uniformly as µ → ∞.
Let us formulate the differential equation L µ y = 0 in terms of an equivalent matrix equation in that L µ f = 0 if and only if u ′ = Au where u is the column vector (f, f ′ , . . . , f (n−1) ) † , with † denoting transpose, and where
We now seek to diagonalize A modulo appropriate error terms. We single out the lower-order terms of A as we define its principal part A 0 by
We also define
We note that S 0 diagonalizes A 0 in that A 0 S 0 = S 0 Λ 0 . We consider higher-order terms (in t) by setting (formally)
Here the non-vanishing coefficients are given by
) and ǫ j (t, µ) as above for 1 ≤ j ≤ n.
Regarding S 0 = S 0 (t) as a matrix-valued function of t, it is not difficult to show
,j≤n for complex constants α i,j and δ i,j to be determined: We set the diagonal elements α j,j = δ j,j = 0. Formally, we write
To appraise the error terms in the diagonalization S −1 AS we introduce the notation A = O(t p ), meaning that all entries of the matrix A are majorized by t p uniformly for all sufficiently large t and µ. Let
. We proceed with diagonalization of A as we compute
Given fixed α i,j and δ i,j , the matrix I + A + ∆ is invertible for all sufficiently large t for (say) µ ≥ 1 and (I + A + ∆) −1 = O(1). Upon multiplying out (2.3) and collecting terms up to O(t −2 ), one obtains
The elements of (2.4) are known from above; each summand in (2.5) is O(1), indeed constant w.r.t. t; and, each summand in (2.6) is O(t −1 ) and, more precisely, is a product of 1 t times a matrix that is constant with respect to t.
We make the substitution v = S −1 u so that the differential equation becomes
We first estimate
To estimate S −1 S ′ modulo terms of order O(t −2 ), we find that it suffices to estimate S
so, the i, jth element of S
Since the roots γ j are distinct we may define the elements of A uniquely by setting its diagonal elements δ j,j to zero and by setting
off the diagonal and set the diagonal elements α j,j to zero to define the matrix ∆. We now set ∀j (2.10)
We note that the β j 's are complex constants depending only on P n and P n−1 , specifically on the coefficients d n−1,k and the roots γ k . Clearly, β µ,j → 0 as µ → ∞ and, moreover, ρ µ,j → ρ j as µ → ∞ ∀j where the limits ρ j depend only on P n
We now have B = Λ + R for
where the matrix R satisfies R = O(t −2 ). We now define
Since the coefficients β µ,j and ρ µ,j depend only on µ and have definite limits as µ → +∞, we may rearrange the rows of B, if necessary, to suppose that ∃µ 0 , t 1 ≥ 0 so that ReΦ j (t, µ)−ReΦ j+1 (t, µ) ≥ 0 for t > t 1 and µ > µ 0 . For v as above, we define w = e −Φ 1 v : So, w satisfies
whereΛ is a diagonal matrix with elements
We now determine estimates for w for sufficiently large positive t, estimates for negative t will be similar. Choose t > t 1 so large that the estimates of A hold and that (2.14)
Re(Φ 1 (t, µ) − Φ j (t, µ)) ≥ 0 ∀t ≥ 0 and ∀µ ≥ µ 0 for j > 1. We choose w(t; y) to be the unique solution such that w(y; y) = (0, . . . , 0, 1) † for y ≥ x 1 . It follows as in [C] that
uniformly for t, y ≥ x 1 and for µ ≥ µ 0 . Further, we then bootstrap as we apply (2.15) to obtain more accurate estimates for w j (t, y).
Since the assignment t → ℜ(Φ 1 (t, µ) − Φ j (t, µ)) is an increasing function for µ > 0, we have
uniformly in t and µ. Also, from (2.15) and (2.16) we have
We now address the convergence of the function w(·, y), as y → ∞. For x 1 ≤ t ≤ y 1 ≤ y 2 the function w(t; y 1 ) − w(t; y 2 ) is a solution of equation (2.12); and, hence, (2.15) and (2.16) hold for w(t; y) replaced by w(t; y 1 ) − w(t; y 2 ) so that
uniformly in t, y 1 and y 2 . So, w(t; y) converges uniformly on compact subsets of [t 1 , ∞) as y → ∞ to a function w(t) which satisfies
These estimates hold for all t ≥ t 0 and µ ≥ µ 0 . From u = Sv we obtain a solution to L µ f = 0 from the component
We therefore have ∀j ≤ n − 1 that
as t → ∞ where constants implicit in the estimates hold uniformly for µ ≥ µ 0 . Moreover, it follows from the construction that ψ 1 is of class C ∞ (R) as a function of t for t ≥ t 0 and holomorphic as a function of µ for µ ≥ µ 0 . Then, ψ 1 extends to a function C ∞ (R) in t and holomorphic in µ.
The above procedure may be carried out inductively and does not involve much alteration of the cited work. Hence, we defer the remainder of the proof of the following result to the Appendix: Proposition 2.18. There are bases {ψ
as functions of t and holomorphic as functions of µ on Re µ > 0, which for each 1 ≤ k ≤ n and 0 ≤ j satisfy
for ±t > 0 (resp.) for Φ ± k 's as in (2.11). For ease of reference, we end this section with the following remark which follows by inspection from equations (2.2) and (2.10):
Remark 2.20. The transformation P (i
Further estimates: Analytic extensions, Wronskians and Adjoints
We start with the more novel techniques beyond those of [W1, W2, W3] . In those articles, as in this one, singularities in the parametrices are a concern as the Fourier parameter η tends to 0. However, in the previous articles the singularities were canceled by solving
, t)f = g for functions g with zeros of appropriate order so as to cancel such singularities in f. Here, we cannot avoid the singularity of L µ at µ = 0 by such procedures; but, we can bypass it as we pass the parameter µ to the complex plain.
We now form estimates of bases of kerL µ but now with complexvalued t, µ. We note that the solutions can be analytically continued [CL] and, as we shall show, the estimates as in Proposition 2.18 hold if (2.14) holds, perhaps for some reordering of the characteristic roots γ j . Such estimates turn out to hold for t contained in certain complex sets of the form K + S where K is compact and S is conic.
Proposition 3.1. Let Ω be a simply connected, compact subset of C which is a positive distance from the origin. For any given α ∈
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[0, π/2] there is a compact set K ⊂ C where the operator kerL µ has bases {ψ ± j (t, µ)} n j=1 for which estimates as in (2.19) hold for µ ∈ Ω and t on a complex set of the form
We note that the choice of K may require that Re z 0 e −iα and Im z 0 e −iα are sufficiently large and positive; and, our choices of υ 1 , υ 2 may depend only on α. Furthermore, we may adjust the domains U ± α to obtain K, Ω, υ 1 and υ 2 common to each α and ± sign.
Proof. We will first prove the case for α = 0. Let us (re)arrange the characteristic roots so that the following hold for each pair of indices (j, l) : 1 ≤ j < l ≤ n:
19, but with γ j 's in the present arrangement.
We now set
We estimate w(z) defined as in Proposition 2.19 but extended to complex domains: There are positive θ 1 , θ 2 , s 0 so that
for some positive constants C, c 1 , c 2 uniformly for −θ 1 < θ < θ 2 and s ≥ s 0 . Likewise to (2.12) we find that the function w satisfies
for some constant C θ (depending on θ) for each such θ. It now follows from an application of the Phragmen-Lindelöf Theorem (cf. Section 5.5 [CL] ) that, for a possibly smaller region −θ 1 ≤ υ 1 < θ < υ 2 ≤ θ 2 , w(z) is bounded. The various induction arguments as in Proposition 2.18 then follow to complete the proof in this case. For α = 0 we set ζ = te −iα and apply the above arguments to
We replace the characteristic roots γ j byγ j = γ j e 2iα ∀j and rearrange them so that Re(γ j −γ l ), Im(γ j −γ l ) ≥ 0 again for indices 1 ≤ j < l ≤ n.
Using the variation of constants formula to form solutions to L µ f = g [CL] , we need to analyze certain Wronskians and related determinants: Given a basis ψ of kerL µ we set W ( φ)(t, µ) = det A with the n×n matrix A given by [A] † . We will apply superscript ± to the W l 's and to W to indicate their corresponding basis pairs ψ ± ; or, we may simply drop the superscript when the basis is clearly implied. Proposition 3.3. Suppose ψ ± is a basis of L µ as in Proposition 2.18 defined for (t, µ) in R ± × (µ 0 , ∞). Then, for some real constant a, the functions h
Moreover, such estimates likewise hold for bases as in Proposition 3.1 on their associated domains (3.2).
Proof. We will first prove the estimates for h j = h + j , temporarily dropping the superscript. In the case with domain R + × (µ 0 , ∞) we note that for any sequence µ l : l = 1, 2, . . . , tending to +∞ there is a subsequence (say µ l ) so that each function
respectively for each 0 ≤ k < n and where ζ is a bases for kerP n (i∂ t , t). Here ζ satisfies W ( ζ) = Ce γt 2 /2 for some constant C (cf. [W1, C] ) where
Therefore, using Abel's formula along with the above estimate, W ( ψ)(t, µ) ≍ e γt 2 /2+ant/µ for sufficiently large µ 0 and for a n as in (2.1).
W j ( ψ) is a finite linear combination of (n − 1)-fold products of the form Π l =j ∂ α l t ψ l for distinct l : 1 ≤ l ≤ n and distinct α l : 0 ≤ α l < n. Since β j = trD 1 = trE 1 = a n we find
for some constant a > 0. From [W1] we recall that the functionsh j form a basis for L * µ and, arguing by matching asymptotics, the result of the proposition holds ∀k in the present case.
The proof for the h − j 's follows in exactly the same way as above, using the corresponding estimates on R − × (µ 0 , ∞) for some large µ 0 > 0. Finally, the proof for bases defined as in Proposition 3.1 follows similarly, in fact more readily since µ is restricted to compact subset of C, and we are done.
Parametrices
We start this section with more definitions and notation. We will order the bases functions ψ ± j ∈ ker L µ (resp.) according their asymptotic growth as indicated by the pairs (γ j , β µ,j ). Define Φ ± j : j = 1, . . . , n as an ordering of the Φ j 's as in (2.11), so that the following holds ∀ 1 ≤ j < n: Reγ j ≥ Reγ j+1 ; Reγ j = Reγ j+1 =⇒ Reβ j ≷ Reβ j+1 (resp.) for all sufficiently large µ. Such ordered bases will be denoted in vector form as ψ def = (ψ 1 , ψ 2 , . . . , ψ n ) † with obvious superscript convention. Finally, since we will not always keep precise track of power-function factors in our estimates, we introduce the notation pol x (≍ pol x ) when the estimate (resp. ≍) holds modulo factors of polynomial growth in x : that is, the implied constants C are each replaced by C(1 + | x|) r for some sufficiently large, fixed r > 0.
We will be using various basis transformations for our kernel spaces, but for large µ > 0 we restrict our bases to those of a certain class developed from canonical bases as in (2.19). We will call a collection of bases {ϕ
admissible (or an admissible pair) if they satisfy ϕ ± = U ± ψ ± (resp.) with n × n matrices U ± satisfying the following: U = U(µ) has C ω entries on (µ 0 , ∞); [U] j,k µ a ∀j, k for some fixed a > 0; [U] j,k = 0 for j < k (upper-triangular); and, [U] j,j µ −b ∀j for some fixed b > 0. In this case, it is easy to show
t ≷ 0 (resp.) for all sufficiently large µ > 0. We further denote by J ± the least index whereby j ≥ J ± implies that either Reγ j < 0 or Reγ j = 0 and Reβ ± µ,j ≷ 0 for (γ j , β ± j ) (resp.). We simply distinguish the basis functions in decreasing order according to their exponential growth for large t in their respective domains. We note that for a given admissible pair the associated functions H
on the corresponding domains.
To characterize the global behavior of our bases we introduce definitions regarding transition matrices associated with admissible φ ± . Given a permutation σ of {1, 2, · · · , n}, denote by I σ the n×n matrix with elements defined by [I σ ] j,k = δ j,σ(j) , with δ denoting the Kröniker delta function. We characterize transition (scattering) matrices φ + = A φ − as follows: Given an n × n matrix, A, the expression A ↔ I σ will mean that A = UI σ V for some invertible, upper-triangular n × n matrices U and V. And, with slight abuse of notation A ↔ B will mean that A ↔ I σ and B ↔ I σ both hold. We note that "↔" is an equivalence relation on GL(n, C). Given J ± as above, we will say that the permutation σ is resolving if σ(j) > J − ∀j ≤ J + . We will say the operator L µ is regular if on a real interval (µ 0 , ∞) there is some admissible pair of bases ϕ ± and smooth functions a
for some fixed r > 0. We now proceed with steps of constructing a parametrix under the hypothesis of Lemma 1.5 where we need only to consider the parameter µ in a (perhaps large) compact complex neighborhood of 0: More precisely, we will suppose µ ∈ {re iθ/2 |0 ≤ θ ≤ π} for some fixed r > 0. Let us restrict real x, ξ so that x is bounded, say |x| < M, and ξ > 0; and, fix 0 ≤ α ≤ π and λ > 0 as we set (4.1) t(x, ξ, µ) = xµ + (ρe iα/2 + ξ)/µ; z 0 = xµ + λe iα/2 /µ.
Given α there is a positive δ and a sufficiently large R so that z 0 and t take values in sets K and U ± α/2 as in (3.2), respectively, with (say) δ = υ 1 = υ 2 and, hence, the estimates of Proposition 3.1 hold for some basis of kerL µ for such values of t, µ and z 0 .
We set out to choose a finite collection of such bases as follows: We apply the Heine-Borel theorem to choose finitely many such intervals U l = {θ : |θ − α l | < δ l } : l = 1, . . . , N (say) with small positive δ l 's to form a refined open cover of [0, π/2]. To each l we may find corresponding constants λ l 's so large that the associated z 0 , t of (4.1) lie in the respective domains of those bases in Proposition 3.1.
For each given U ± l let us reorder the corresponding pairs (γ l,j , β ± l,j ) associated with bases ψ ± l in the fashion as the ψ ± in Proposition 3.1; and, let us likewise define the indices J
Note that the contours are chosen so that ζ/µ−ξ z l /µ 2 give only real values.
For each l and choice of ± sign we have solutions to L µ f = g(x) for (t, µ) on the corresponding domains. Since ∂ j x t 1 ∀j, we find that for any given κ there is an a > 0 so that, on their domains,
is satisfied for ∀k ≤ κ and ∀l. The proof follows the analysis in [W1] and details are deferred to the Appendix (see Proposition 8.1 and the comments that follow). Define the F ± l 's to be zero outside their corresponding domains and now let χ l (θ) (for θ = arg µ) be a partition of unity subordinate to the U ± l 's and let c l be quantities that are constant with respect to x, µ and ξ. We then set (4.3)
where Θ is the unit (Heaviside) step function to create a smooth function for x ∈ [−M, M], ξ ∈ R, µ ∈ {re iθ |0 ≤ θ ≤ π/2}. We have not shown L µ to have regular parametrices for complex µ, as per Definition 1.4, but we can establish partial construction of solutions to Lu = f with, as yet, no additional conditions. We state
with µ = λe iθ for fixed λ > 0.
Proof. We employ (4.3) setting c l = e −iz l y for each l and we set f = (i/µ) n e −i(yξ+wµ 2 ) G. We note that, on the respective domains U ± l , the F ± l 's as in (4.2) now satisfy
So, we obtain our desired result as we compute
We now present the P roof of Lemma 1.5: We replace g(x) by functionsĝ(x, ξ, η) for g ∈ C 0 (R 3 ), involving the other Fourier variable η as we substitute µ = |η| into (4.1). First we show that for F as in Definition 1.4
By linearity of the operator L µ we have that for any r > 0 and index m,
−α by setting r > α + a + m/2. Letting φ l (θ) denote the characteristic function of the associated set U l , we replace g in Proposition 4.4 by m l=1 φ l (θ)ĝ(x, ξ + z l , ±µ 2 ) to redefine F ± l (resp.) and set λ = µ 2 0 . Likewise, the various partial derivatives ∂ k x f (x, y, w, ξ, θ) are each majorized by (1 + |ξ|) −s for any s > 0. We apply L to F = f 1 + f 2 where
where ζ = µ 2 and C is the complex contour given by boundary of the upper half of the disc centered at 0 of radius µ 2 0 . By the analyticity and integrability ofĝ in the variable ξ we may apply Cauchy's integral theorem to obtain
for (arg ζ)/2 ∈ suppχ l . We now apply the Fubini-Tonelli theorem along with Cauchy's integral theorem in the variable ζ to obtain
We are now prepared to state a main result from which we may determine solvability through the representations Λ ± µ for large µ : Theorem 4.5. The operator L as in (1.1) is locally solvable if both L ± µ are regular. Proof. Since our proof repeats content of previous works, we will give a sketch of proof and defer details to these works. We will show that an operator L µ has a regular parametrix if it is regular:
where (12) and (13) of [W3] ). We set α
resp.) so that we can write
The estimates on K and its derivatives ∂ k ∂ t k K follows as in Section 1 of [W1] , applying the Chain Rule along with integral estimates as in Proposition 8.1, to obtain
Solvability
We see that when Reγ j = 0 the corresponding bases function ψ j (t, µ), for finite µ, may have asymptotic growth far different than that of a corresponding limit ζ j (t). For instance, a limit function ζ j (say) may have polynomial growth where every sequence ψ(·, µ l ) : l → ∞ tending to it may have exponential growth or decay in the variable t. We distinguish a particular subclass of operators where this discrepancy does not take place. We introduce Definition 5.1. We will say that the polynomial P has property G if P n is generic and the γ j , β j : 1 ≤ j ≤ n associated with P satisfy
We note that this property depends only on the coefficients of P n and P n−1 . We are ready to state Theorem 5.2. Suppose that L = P (X, Y ) where P has property G. Then, the operator L is locally solvable if ker(L ± ∞ ) * S(R) contains only the zero function for each choice of ± sign.
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Proof. We will show that an operator L µ is regularizable when L * ∞ satisfies the hypothesis. Here, J + = J − def = J and our result follows as in proof of Corollary 4.3 of [W3] since the associated transition matrix A has real analytic coefficients and tends to a finite limit as µ → ∞. We deduce that there is an admissible pair of bases φ ± for which φ ± = Λ ± I σ φ ∓ (resp.) for square matrices Λ ± and I σ satisfying the following for each choice of ± sign and sufficiently large µ > 0: Λ is lower triangular with ones on the main diagonal where Λ(µ) → I as µ → ∞; and, [I] j,k = δ j,σ(j) where δ is the Kröniker delta function and σ is a resolving permutation. By carrying out the matrix multiplication we find that L µ is regularizable.
Since both L ± µ are regularizable, the proof is complete by applying Theorem 4.5.
From [W1] the hypotheses on L ± ∞ are equivalent to the local solvability of P n (X, Y ), whereby we immediately conclude the following:
is locally solvable where P is a generic polynomial of order n ≥ 2. Then, the operator L+K is locally solvable for any K contained in the subalgebra of h C 1 generated by X and Y of order less than or equal to n − 2.
Corollary 5.4. Let L and K be as in Corollary 5.3 except that the characteristic roots of P each have non-zero real parts. Then the operator L + K is locally solvable for any such K of order less than or equal to n − 1.
We demonstrate that regularity is not a precise condition for local solvability of our operators as an even weaker condition on L ± µ still assures solvability. We introduce We note that the I l 's can each be assigned a unique resolving permutation σ l associated with the transition matrix A l defined on I l . We note further that it is trivial to show that a regularizable operator is also quasi-regular. We will see (in Section 6) that for a large subclass of our operators the aforementioned condition is exact.
Theorem 5.6. An operator L = P (X, Y ) is locally solvable if the operators L ± µ are both quasi-regular. Proof. Via a change of variables, if necessary, it will suffice to show that an operator L µ has a regular parametrix if it is quasi-regular. We can construct functions F l (t, µ) as in (4.6) but with F restricted to R × I l . Then for a smooth partition of unity g l (µ) subordinate to the associated I l : l = 1, . . . , m we set
Local solvability of L then follows as in the proof of Theorem 4.5 and the cited references therein.
Non-solvability
We will develop criteria for local non-solvability of L in terms of representations Λ ± µ -particularly through the adjoints of L ± µ . We first need to verify that our approach to solving (1.2) has an analogue as applied to adjoints of our partial differential operators. For constructing functions in kerL * the method is clear via
Proof. We will drop ± the superscript. It is not difficult to show that the conclusion of our proposition holds for operators homogenous in X and Y (cf. Proposition 2.
* and our result is immediate.
Our next result follows as in Section 2 [W1] and, hence, we provide here only a sketch of proof of the following Theorem 6.2. Suppose that ∃ψ ∈ kerL * µ such that ψ · χ ∈ S(R × I)\{0} for χ ∈ C ∞ 0 (I) where I is a bounded open subinterval of R + . Then, the associated operator L is not locally solvable.
Proof. We suppose (perhaps after a change of variables) that I = (1, 2). It follows as in Proposition 2.4 [W1] that there is a non-trivial function Ψ ∈ kerL * S(R 3 ) with µ = √ ξ 3 given by:
where
We set v τ def = φ( x)Ψ(τ x, τ y, τ 2 w) and F τ def = φ(x/τ, y/τ, w/τ 2 )Ψ( x) for some φ ∈ C 0 (R 3 ) such that φ = 1 on a neighborhood of the origin. These functions are constructed likewise to Propositions 2.5 and 2.7 of [W1] , so that in the Sobolev norm v τ satisfies ||L * v τ || (ν) τ −a for all τ > 1 for any fixed ν and positive a.
To complete our result, it suffices to show that for any integer N > 0 there are constants C 1 , C 2 > 0 so that ||v τ || (−N ) > C 1 τ −N −2 and ||v τ || (−N −3) < C 2 τ −N −4 , thereby showing that for sufficiently large τ > 1 Hörmander's criteria from Lemma 26.4.5 [Hö2] is violated (see also (2.19) [W1] ). The desired estimates follow in the same manner as (2.13) through (2.18) [W1] , considering Remark 8.2 (Appendix).
We apply the above results to develop a priori criteria for nonsolvability. Given (distinct) characteristic roots {γ j } n j=1 and associated β j as in (2.10), let us denote B ± def = {j| ± Reγ j > 0}, and E ± def = {j|Reγ j = 0 & ± Reβ j > 0} (resp.). We state our result in terms of the cardinality (card) of these sets: Theorem 6.3. L = P (X, Y ) is not locally solvable if either of the following holds:
Proof. By choosing the appropriate representation, we may suppose that case 1) holds: By Remark 2.20 along with (2.2) we see that E + E − is the same under each such representation. We note further that φ(t) ∈ kerP (i∂ t , µt) * ⇐⇒ φ(−t) ∈ kerP (−i∂ t , −t) * where the associated parameters γ j , β j transform as (γ j , β j ) → (γ j , −β j ) for each j.
By dimensional arguments it follows that for any admissible pair of bases φ ± of kerL µ the associated transition matrix A satisfies A ↔ I σ for a non-resolving σ for µ on a non-empty open interval. Then there is a pair of bases h ± of kerL * µ given by h
where the a j are real analytic functions, not all trivial. By Proposition 2.18 and analyticity arguments on the a j 's, there is a bounded, non-empty interval I ⊂ R + so that ∀k
The result now follows by applying Proposition 6.2.
Proof of Theorem 1.8: Letμ > 0 be the accumulation point. By analyticity of transition matrices A(µ) we find that A ↔ I σ for all µ ∈ I containingμ for some fixed, non-resolving σ. It then follows that a function ψ(·, µ) can be constructed as done in (6.4).
Proposition 6.5. If L µ is not quasi-regular, then there is a sequence µ l : l = 1, 2, . . . with µ l → +∞ and functions Y ± j (t, µ) ≍ polµhj (t, µ) for h ± j 's as in Proposition 3.3 for which the following hold: ∃k ≤ J − and coefficients α j (l) so that
where ∀j α j (l) ≤ Cµ a l for some fixed C, a > 0 and where for any B > 0 we find α j (l) < C B µ −B l is satisfied for some constant C B > 0 for each j > J + . Moreover, the F l 's may be chosen so as to converge (ucs) to a non-trivial function in ker L * ∞ . The proof follows as that of Proposition 3.2 [W3] and further elaboration is deferred to the Appendix (see Remark 8.3).
Theorem 6.6. Suppose that for an operator
is not quasi-regular. Then L is not locally solvable if either of the following additional conditions hold:
1) P has property G;
as in Proposition 6.5 can be chosen to satisfy F l (t) pol t e bt for some b > 0 with implied bounds uniform in l.
Proof. We may, perhaps after a change of variables, suppose that it is the operator L µ = L + µ that is not piecewise regularizable. We will show in this case that necessary criteria, in the form of an inequality involving L * , will be violated. From [Hö2] we find that if L is locally solvable near 0, then the following holds: ∀ǫ > 0, ∃N > 0 such that
We begin our construction of functions φ l , Ψ l : l = 1, 2, . . . which for any given N violates this inequality for sufficiently large l. Under our hypothesis we conclude from Proposition 6.5 that there is an increasing sequence 1 < µ l → +∞ and non-trivial functions F l ∈ kerL * µ l ∀l satisfying the following: There are real constants M 1 < M 2 and a positive δ > 0 so that F l (t) > 1 ∀l on the interval (M 1 −δ, M 2 + δ); and, for any given k there is an exponent a ≥ 0 so that for some constants r, s > 0
where Q(t) def = t 2 and where, for any α > 0, C(l) µ −α l holds uniformly ∀l. Letting ν l def = √ ln µ l , we choose a non-negative h ∈ C ∞ 0 (R 3 ) supported in |x| ≤ λ 2 , |y|&|w| ≤ ǫ/2 so that h( x) = 1 on |x| ≤ λ 1 , |y|&|w| < ǫ/3; here, 1 ≤ λ 1 < λ 2 are constants yet to be determined. We set h l ( x) def = h(xµ l /ν l , y, w) (noting that µ l /ν l tends to ∞ as l tends to ∞). Finally, we choose a non-negative χ ∈ C
We now introduce functions
. Choose a non-negative φ( x) ∈ C ∞ 0 (R) supported in | x| < ǫ/2 so that φ( x) = 1 on | x| < ǫ/3 and set φ l def = φ(x, yµ l , wµ 2 l ). We now compute an upper bound of the RHS of (6.7), first by estimating the norms of
By the Leibniz Rule we may write
where the coefficients satisfy a α;l µ n−|α| l uniformly on U l . The operator ∂ β x P l , of order n + |β|, behaves likewise, but ∀α the coefficient multiplying ∂ α x is dominated by µ
For any multi-index |α| ≤ k we have the following bounds (uniform also in l)
where we have set R l def = C(l)e l for such α. Furthermore, we find that the RHS of (6.7) is majorized by µ 2N −B l uniformly in l. We now find a lower bound on LHS of (6.7). Let us restrict 0 ≤ ǫ ≤ π/4 (say). Then, for x ∈ suppφ l , Ree i(µ 2 l y+µ l w) ≥ √ 2/2. And, for sufficiently large l (st. ν l > λ 1 /δ) and x ∈ supp h l , we have
and, for sufficiently large l (as above and for
Therefore LHS of (6.7), for sufficiently large l, is bounded below by
The condition on L can therefore be shown not to hold as we choose λ 1 > 0 so large that we may fix B > 4 + 2N. The condition (6.7) is then violated for all sufficiently small ǫ > 0 for any index N for all sufficiently large l; and, hence, the result of case 1 is shown.
The proof of case 2 is similar to that of case 1 by replacing Q in (6.8) with Q l (t) def = |t|/µ l and by redefining ν l
for l = 1, 2, . . . We may choose λ 1 < λ 2 so large that RHS of (6.7) is likewise majorized by µ −B l for any desired B > 0 as l → ∞. In this case we compute
l / ln µ l for sufficiently large l, so that LHS has a lower bound the same as that of case 1. The criteria (6.7) are thus violated and the proof is complete.
We find that quasi-regularity of both L ± µ is an exact condition for various subclasses of our operators.
Corollary 6.10. If L = P (X, Y ) where P has property G, then L is locally solvable if and only if both L ± µ are quasi-regular.
Corollary 6.11. Suppose that the characteristic roots of (generic) P n associated with L = P (X, Y ) satisfy either Reγ j = 0 ∀j or Reγ j = 0 ∀j. Then L is locally solvable if and only if both L ± µ are quasiregular.
At this point one may suspect that local solvability of P (X, Y ) is not always assured whenever P n (X, Y ) is solvable. Indeed, we give examples of non-solvability in such some such cases in the next section.
Some second-order examples
We now give some examples of solvable and non-solvable operators in the second-order case. We start with criteria for local nonsolvability for the adjoints of the operators
where a k , b k , α, c complex numbers with a 2 1 = 4a 2 . We compute
With γ j as the characteristic roots, Reγ 1 ≥ Reγ 2 , the corresponding β j 's are given by (2.10) to be
Thus, from Theorem 6.3, we immediately conclude the following Proposition 7.2. The adjoint operator L * for L as in (7.1) is not locally solvable if one the cases hold: 1) Reγ 1 and Reγ 2 are non-zero and have the same sign; 2) Reγ 1 = 0 > Reγ 2 and
3) Reγ 2 = 0 < Reγ 1 and
As an example, let us set a 2 = α = 0 and let a 1 = −2λ for some real λ = 0. The characteristic roots are 1 and 2λ. Here, L ∞ is selfadjoint and bases ψ ± of kerL ∞ are given:
(resp.) when λ < 0; and, ψ ± 1 = t 0 e λs 2 ds, ψ ± 2 = 1 for λ > 0. So, kerL ∞ S(R)\{0} is empty for any such λ. Thus, the associated operator L * is locally solvable when b 1 = b 2 = c = 0. However, the operator L * is not locally solvable for any b 2 and c when Reb 1 > 0, although the operator P 2 (X, Y ) * is locally solvable. We also note, conversely, that non-solvability of P n (X, Y ) is not generally a sufficient condition for non-solvability of P (X, Y ). A class of operators, known as generalized Laplacians, serve to demonstrate this point: Let L λ,α be given by
for constant λ, α such that −1 < λ < 1 is real and α ∈ C. Here, L λ,α is not locally solvable when α ∈ Z + is odd; yet, for any constant c = 0, L λ,α + c is locally solvable for any λ, α in their domains (see Theorem 3.3 [MPR] ). We elaborate on operators (7.3) as we sketch an alternate proof (viz [DPR, FS, S] ) that the operator L λ,α + c is locally solvable for any c = 0 :
We start with the case λ = 0. Since the characteristic roots are ±1, from Theorem 4.5 it suffices to show that L µ = ∂ 2 t − t 2 + α − zµ −2 for any fixed α and z = 0 is regular since the analysis for each associated L ± µ is essentially the same. In the case α > 0 not an odd integer we see that kerL +∞ = kerL * +∞ which contains no S(R)-class functions other than the zero function. It then follows from Theorem 5.2, that (7.3) is locally solvable.
Let us now continue with the case λ = 0 but now with α > 0 an odd integer. We form (admissible) bases ψ ± of kerL µ using the well-known parabolic cylinder functions U, V (cf. Chapter 19 [AS] ): We set a = a(µ, α, z)
and write
for |µ| > 2|z|, ±t > 1 (resp.). With sufficiently large µ 0 > 2|z|, the associated transition matrix A(µ) satisfies
and, hence, L µ is regular. We elaborate further on the odd α case above to give a partial demonstration of our parametrix, regarding the steps involving (4.2). The estimates on the φ ± j hold on complex sectors of the form | ± arg t −π/4| ≤ δ < π/4 (resp.) for µ sufficiently large along complex arcs Imµ ≥ 0, |µ| fixed. Hence, we have clear choices for U We now suppose that λ = 0. The operation P µ,λ : P µ,λ φ(t) = e µλt 2 /2 φ ± j (t/ √ 1 − λ 2 ) gives kerΛ µ (L λ,c ) = P µ,λ (ker(Λ µ (L 0,c )) (see Proposition 7.2 [MPR] ). Moreover, ∀ φ ∈ kerL µ , P µ,λ (φ) ∈ S(R) if and only if φ ∈ S(R). Since |λ| < 1, the polynomial P associated with (7.3) has property G. It now follows from Theorem 5.2 that (7.3) is locally solvable in the specified domains of α and λ.
Appendix
Proposition 8.1. Given α ∈ R, and a, γ > 0, ) 2 (1 + t) a = e −γt 2 +αt (1 + t) a uniformly for |α| ≤ α 0 and t ≥ 0; and, the result follows.
Remark 8.2. We make a correction to equation (2.13) [W1] . Let us elaborate on the above remark to point out modifications necessary to apply the aforementioned results to the present work: We may interpret the classifications P R , F R and B R in the manner of [W3] (Appendix) regarding only large z > 0 (ignoring meromorphicity near the origin). Furthermore, in the context of the present article, we recast (19) [W3] Here, Q = Q (n−J + −J − )×(n−J + −J − ) and the dimensions of A and B are thus obvious. Except for their dimensions, the corresponding blocks have the same properties as those in Proposition 4.2 [W3] . Moreover, if L µ is quasi-regular, there is a transition matrix A(µ) which takes such block forms on open sets U i (corresponding to various resolving σ i ), whereby equation (20) and Proposition 4.4 therein also hold.
Let us say that A has a degenerate row when there is an index K > J + whereby [A(µ l )] j,k : k < K are each rapidly decreasing on a common sequence µ l → ∞ (srd). From the proofs of Corollaries 3.2 and 4.2 of [W3] we find that if L µ is irregular, in the present context, then (A −1 ) † has a degenerate row and the result of Lemma 4.5 therein also follows here. We note that the order of the admissible pairs according to ± sign is arbitrary. Remark 8.3 still holds upon interchange of bases, redefining A, σ and the J ± accordingly. Proof of Proposition 2.18: It follows from Section 4 of [C] that given the solution v as in (2.12), we may find another solution by solving the equation (8.5)ṽ ′ =Λṽ + (R + C)ṽ.
HereΛ andR are obtained by deleting the last row and last column from Λ and R, respectively and where C is an (n − 1)×(n − 1) matrix with components [C] 
[B] n,j , supposing (perhaps by increasing t 0 if necessary) that v n (t) = 0 for t ≥ t 0 . Then, the vector
. . . 
