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In three dimensions the Caldero´n problem was addressed and solved in theory in the 1980s.
The main ingredients in the solution of the problem are complex geometrical optics solu-
tions to the conductivity equation and a (non-physical) scattering transform. The resulting
reconstruction algorithm is in principle direct and addresses the full non-linear problem im-
mediately. In this paper a new simplification of the algorithm is suggested. The method is
based on solving a boundary integral equation for the complex geometrical optics solutions,
and the method is implemented numerically using a Nystro¨m method. Convergence estimates
are obtained using hyperinterpolation operators. We compare the method numerically to two
other approximations by evaluation on two numerical examples. In addition a moment method
for the numerical solution of the forward problem is given.
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1. Introduction
The inverse conductivity problem, or the Caldero´n problem, concerns the unique
determination and reconstruction of an electric conductivity distribution in a
bounded domain from knowledge of the Dirichlet-to-Neumann (or Voltage-to-
Current) map on the boundary of the domain; the problem was first formulated
by Caldero´n in 1980 [1]. Electrical Impedance Tomography (EIT), one of the nu-
merous applications of this problem, is an emerging technology for imaging with
for instance applications in medicine [2].
Consider a bounded Lipschitz domain Ω ⊂ R3 having the conductivity distribu-
tion σ ∈ L∞(Ω) with σ ≥ c > 0. A given voltage potential f ∈ H1/2(∂Ω) on the
surface ∂Ω gives rise to the voltage potential uf ∈ H1(Ω) inside Ω, which is given
as the unique solution to
∇ · σ∇uf = 0 in Ω,
uf = f on ∂Ω.
(1)
The current flux gf ∈ H−1/2(∂Ω) through the boundary surface is then given by
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2gf = σ∂νuf where ν denotes the outward unit normal to ∂Ω. The Dirichlet-to-
Neumann map is now given by
Λσ : f 7→ gf . (2)
The Caldero´n problem asks now: does Λσ determine σ uniquely, and in case so, is
there a stable reconstruction algorithm for the computation of σ?
In the late 1980s the theory of complex geometrical optics (CGO) solutions to
the governing equation was developed and uniqueness for the inverse problem was
proved in the smooth case [3]. Later the assumption has been relaxed [4, 5]. Also in
the late 1980s the theoretical foundation of a direct reconstruction method was for-
mulated [6, 7]. The algorithm has essentially three steps: first the boundary values
of CGO solutions are computed by solving a boundary integral equation, second
a scattering transform is computed and an inverse Fourier transform is taken, and
finally a boundary value problem is solved for the conductivity distribution.
The 2D Caldero´n problem was solved for smooth conductivities in [8], and the
algorithm was successfully implemented [9–14]. Several ideas from these implemen-
tations were used recently in a crude simplification of the reconstruction method for
3D [15, 16]. More recently the Caldero´n problem in 2D was solved in full generality
[17] and implemeted numerically in [18].
Simplifications of the Caldero´n problem have led to the development of different
kinds of imaging algorithms in the framework of EIT. For example, limiting the
imaging problem to finding the shape of an inclusion, without trying to get any
information on the conductivity, gives rise to qualitative methods like the factor-
ization method [19–21]. Focusing on the reconstruction of inclusions with piecewise
constant conductivities can be solved quantitatively by iterative methods [22, 23].
We refer to [24] for the description of other linearization or iteration based recon-
struction algorithms.
In this manuscript we develop and investigate several numerical algorithms that
can be understood as simplified implementations of the above-mentioned CGO
reconstruction method in 3D. In previous implementations, the first step of the
reconstruction method was linearized resulting in a Born type reconstruction al-
gorithm. The main novelty of this paper is that we actually implement and solve
to first order the boundary integral equation. In addition we develop an accurate
numerical algorithm for the solution of the forward problem.
The outline of the paper is as follows. In section 2 we explain the theory behind
the reconstruction algorithm and the three simplifications considered here. Next we
develop in section 3 an accurate numerical algorithm for the solution of the forward
problem based on the moment method. Then in section 4 we give the numerical
implementation for the algorithms focusing on the solution of the boundary integral
equation. Finally section 5 is devoted to numerical experiments.
Notation: We consider the particular domain Ω = B(0, 1) ⊂ R3, the unit ball in
R3. In addition, we suppose that σ ∈ C∞(Ω) and that σ = 1 in the neighborhood
of ∂Ω. For ξ ∈ R3 we define the set
Vξ = {ζ ∈ C3 | ζ2 = (ξ + ζ)2 = 0}.
2. The reconstruction algorithms
In this section we present the theoretical background for the reconstruction algo-
rithm [6, 7] and give three different simplifications of this algorithm.
3Let u be a solution to (1) and define v = σ1/2u. Then v satisfies
(−∆ + q)v = 0 in Ω,
v = f on ∂Ω,
(3)
with q = ∆σ1/2/σ1/2. Since (1) is uniquely solvable, so is (3). Extending q by 0
outside Ω, the reconstruction algorithm is based on the scattering transform of q
defined by
t(ξ, ζ) =
∫
Ω
e−ix·(ξ+ζ)ψζ(x)q(x)dx, ξ ∈ R3, ζ ∈ Vξ, (4)
where ψζ denotes the complex geometrical optics solution to
(−∆ + q)v = 0 in R3, (5)
satisfying the asymptotic condition e−ix·ζψζ(x) ≈ 1 for large |x|. The existence
and uniqueness of these solutions are known for large |ζ| [3] and small |ζ| [25]. In
a sense, t can be understood as a non-linear Fourier transform of q. In fact
|t(ξ, ζ)− qˆ(ξ)| ≤ C|ζ| ,
where qˆ denotes the Fourier transform of q. Integration by parts in (4) yields
t(ξ, ζ) =
∫
∂Ω
e−ix·(ξ+ζ)[(Λσ − Λ1)ψζ ](x) dS(x). (6)
For ζ ∈ Vξ consider the Faddeev Green’s function [26]
Gζ(x) =
eix·ζ
(2pi)3
∫
R3
eix·ξ
|ξ|2 + 2ξ · ζ dξ , x ∈ R
3 \ {0}, (7)
which is a fundamental solution of the Laplace equation, and for φ ∈ H−1/2(∂Ω)
define the single-layer operator Sζφ by
(Sζφ)(x) =
∫
∂Ω
Gζ(x− y)φ(y) dS(y) , x ∈ ∂Ω. (8)
This operator is bounded from H−1/2(∂Ω) to H1/2(∂Ω). For ζ = 0 we get the usual
fundamental solution of Laplace’s equation G0(x) = 1/(4pi|x|), and we note that
S0 is the usual single-layer operator.
The reconstruction algorithm consists of three steps:
Λσ
(i)−→ t(ξ, ζ) (ii)−−→ q(x) (iii)−−→ σ(x).
(i) ψζ |∂Ω can be computed from Λσ from the uniquely solvable boundary in-
tegral equation
ψζ + [Sζ(Λσ − Λ1)ψζ ] = eζ , x ∈ ∂Ω, (9)
4where eζ(x) = e
ix·ζ . Then t can be computed by (6).
(ii) q can be computed from t using
lim
ζ→∞
t(ξ, ζ) = qˆ(ξ) , ξ ∈ R3,
and the inverse Fourier transform.
(iii) σ can be computed from q by solving
(∆ + q)σ1/2 = 0 in Ω,
σ1/2 = 1 on ∂Ω.
(10)
The t0 approximation. An approximation t0 to the function t can be com-
puted as follows. To avoid working with the exponentially growing Faddeev Green’s
function in the boundary integral equation (9) we suggest to consider
ψ0ζ + S0(Λσ − Λ1)ψ0ζ = eζ , x ∈ ∂Ω. (11)
It can be shown [25] that (11) is uniquely solvable for any ζ. We then compute t0
by inserting ψ0ζ for ψ in (6), that is
t0(ξ, ζ) =
∫
∂Ω
e−ix·(ξ+ζ)[(Λσ − Λ1)ψ0ζ ](x) dS(x) , ξ ∈ R3, ζ ∈ Vξ. (12)
Since t0(ξ, ζ) grows exponentially fast as |ζ| → ∞ it makes no sense to consider the
limit in step (ii) of the algorithm. Instead we propose to fix some vector ζ = ζF ∈ Vξ,
consider t0(ξ, ζF) as the Fourier transform of a potential q
0, and carry out step
(iii) of the algorithm as before with q replaced by q0. We will call the obtained
reconstruction σ0. The specific choice of ζF will certainly affect the solution. For
the 2D problem a similar approximation was used in [27, 28].
The texp approximation. A crude approximation of t is obtained by substitut-
ing the asymptotic value of ψζ(x) ≈ eix·ζ for ψζ in (6). This was suggested for the
2D problem in [9, 10] and also used in previous numerical implementations for the
3D problem [15, 16]. The resulting approximation of t is denoted by texp, i.e.
texp(ξ, ζ) =
∫
∂Ω
e−ix·(ξ+ζ)[(Λσ − Λ1)eζ ](x) dS(x) , ξ ∈ R3, ζ ∈ Vξ. (13)
Similar to above, also texp(ξ, ζ) diverges as |ζ| → ∞, and hence we propose to fix
a vector ζ = ζF ∈ Vξ and then consider texp(ξ, ζF) as the Fourier transform of a
potential qexp, and carry out step (ii) of the algorithm as before with q replaced by
qexp. This way we obtain an approximation of σ denoted by σexp. Effectively this
approach gives a linearization of step (i) in the algorithm.
Remark: When q is replaced by q0 or qexp, the problem (10) may not be uniquely
solvable anymore. In the numerical computations we will assume that uniqueness
holds.
The Caldero´n inversion. Step (ii) in the algorithm above the algorithm is
already linear, and step (iii) can be linearized similar to step (i).
5For the choice ζ = ζF ∈ Vξ, this gives the reconstruction formula
σapp(x) = 1− 1
2(2pi)n
∫
R3
texp(ξ, ζF)
|ξ|2 e
ix·ξ dξ , x ∈ Ω, (14)
where the integral should be understood as the inverse Fourier transform in the
sense of distributions. Caldero´n’s reconstruction method was also implemented for
the 3D problem in [15, 16] and in [29], where the method was considered in a 3D
mammography geometry, adapted to a setting of electrode measurements taken on
part of the boundary, and tested on tank data.
3. Numerical computation of the Dirichlet-to-Neumann map
This section describes the numerical solution of the forward problem. The numeri-
cal implementation proposed in section 4 of the reconstruction algorithms presented
in section 2 makes use of values of ΛσY
k
d at well-chosen points on the unit sphere
for spherical harmonics Y kd up to a certain degree d = N. We propose to solve
the forward problem taking advantage of the geometry and the special form of
Dirichlet data to build the discretized Dirichlet-to-Neumann map with a good ac-
curacy. Thus, the numerical scheme for solving the PDE is based on the equivalent
reformulation of the problem as an integral equation that takes into account the
particular geometry and the special Dirichlet data. This integral equation is then
solved accurately using the well-known moment method [30]. Numerically, for fixed
d, k, we will represent ΛσY
k
d as
ΛσY
k
d '
N ′∑
n=0
n∑
m=−n
λmn Y
m
n , (15)
with coefficients λmn ∈ C. The integer N ′ is fixed in the choice of the approximation
space in the moment method. Note that λmn depends implicitly on d, k. Instead of
solving (1) with Dirichlet data f = Y kd directly, we solve the Schro¨dinger equation
−∆v + qv = 0 in Ω,
v = Y kd on ∂Ω.
(16)
3.1. Integral equation arising from the generalized Laplace equation
Consider the solution v˜ to the Laplace equation
−∆v˜ = 0 in Ω,
v˜ = Y dk on ∂Ω.
(17)
In spherical coordinates (r, θ, ϕ) the solution is simply given by
v˜(r, θ, ϕ) = rdY kd (θ, ϕ). (18)
If v, v˜ denote the solutions to (16) and (17) respectively, w = v − v˜ ∈ H1(Ω)
solves
−∆w + qw = −qv˜ in Ω,
w = 0 on ∂Ω.
(19)
6Introduce the Dirichlet Green’s function for the Laplacian in the unit ball given by
GD0 (x, y) = G0(x− y)−G0(|y|(x− y/|y|2)) , x, y ∈ Ω, x 6= y. (20)
Then (19) is equivalent to
(I + V )w = −V v˜, (21)
where
V : w 7→
∫
Ω
GD0 (x, y)q(y)w(y) dy , x ∈ Ω.
Since (16) is uniquely solvable, so is the integral equation (21).
3.2. Numerical solution of the integral equation (21)
Consider in L2(Ω) the orthonormal basis
Υn,m,`(r, θ, ϕ) =
√
2
jn+1(µn,`)
jn(µn,`r)Y
m
n (θ, ϕ), n ∈ N, |m| ≤ n, ` ∈ N (22)
consisting of eigenfunctions for the Dirichlet Laplacian in Ω. Here jn, n ∈ N, de-
notes the n’th spherical Bessel functions, and µn,` > 0 are the positive zeros of jn
arranged in increasing order. Since the eigenvalue corresponding to Υn,m,` is µ
2
n,`,
it follows that ∫
Ω
GD0 (x, y)Υn,m,`(y) dy =
Υn,m,`(x)
µ2n,`
, x ∈ Ω,
and hence
V ∗Υn,m,` = q
Υn,m,`
µ2n,`
. (23)
Consider positive integers N ′ and L′ and define the space of test functions
PN ′,L′ = span{Υn,m,` : n ≤ N ′, |m| ≤ n, ` ≤ L′},
and define in addition the approximation space
PVN ′,L′ = (I + V
∗)PN ′,L′ .
We will approximate the solution w to (21) by
wN ′,L′ =
N ′∑
n′=0
n′∑
m′=−n′
L′∑
`′=0
Wn′,m′,`′(I + V
∗)Υn′,m′,`′ , (24)
and we require that wN ′,L′ satisfies (21) in the sense that
〈(I + V )wN ′,L′ ,Υ〉 = 〈−V v˜,Υ〉 for all Υ ∈ PN ′,L′ , (25)
7where 〈·, ·〉 denotes the usual inner product in L2(Ω). Inserting Υ = Υn,m,` as test
functions in (25) and using (23) the left hand side equals
〈(I + V )wN ′,L′ ,Υn,m,`〉 =
N ′∑
n′=0
n′∑
m′=−n′
L′∑
`′=0
Wn′,m′,`′ 〈(I + V ∗)Υn′,m′,`′ , (I + V ∗)Υn,m,`〉
=
N ′∑
n′=0
n′∑
m′=−n′
L′∑
`′=0
Wn′,m′,`′
〈(
1 +
q
µ2n′,`′
)
Υn′,m′,`′ ,
(
1 +
q
µ2n,`
)
Υn,m,`
〉
.
(26)
To evaluate the right hand side we expand v˜ in the basis Υn′,m′,`′ . Since
√
2
jd+1(µd,`′)
∫ 1
0
rd+2jd(µd,`′r) dr =
√
2
µd,`′
, `′ ∈ N,
we obtain
v˜ =
∞∑
`′=0
√
2
µd,`′
Υd,k,`′ .
Hence,
〈−V v˜,Υn,m,`〉 = −〈v˜, V ∗Υn,m,`〉
= −
〈
v˜,
q
µ2n,`
Υn,m,`
〉
= −
∞∑
`′=0
√
2
µd,`′
〈
Υd,k,`′ ,
q
µ2n,`
Υn,m,`
〉
, (27)
which we truncate at `′ = L′. Inserting (26) and (27) in (25) yields a matrix
equation for the coefficients Wn′,m′,`′ . To be explicit, we replace the indices (n,m, `)
and (n′,m′, `′) by the single indices i and i′ given by
i = (L′ + 1)n2 + (`+ 1)(n+m) + (`+ 1),
i′ = (L′ + 1)n′2 + (`′ + 1)(n′ +m′) + (`′ + 1),
and let W denote the vector with elements
W i′ = Wn′,m′,`′ .
Then W satisfies the matrix equation
W +RW +R∗W + SW = −Rh, (28)
8where the matrices R,S have elements
Ri,i′ =
1
µ2n,`
∫
Ω
q(x)Υn′,m′,`′(x)Υn,m,`(x) dx, (29)
Si,i′ =
1
µ2n,`µ
2
n′,`′
∫
Ω
q2(x)Υn′,m′,`′(x)Υn,m,`(x) dx, (30)
and h has elements
hi′ =

√
2
µn′,`′
if n′ = d and m′ = k
0 if n′ 6= d or m′ 6= k
.
We emphasize that the matrices S and I+R+R∗+S involved in (28) are Hermitian,
and that h is a sparse vector. This is utilized in the numerical implementation.
3.3. Computation of matrix elements
Computation of the matrix elements in (29) and (30) involves integrals in the unit
ball. These integrals are computed (following [31, p. 79]) using a quadrature rule
adapted to integration in spherical coordinates. For n, ` ∈ N, we will denote by Pn,
the Legendre polynomial of degree n and P
(0,2)
` the Jacobi polynomials of degree
` for parameters (0, 2).
Consider a positive integer N ′′ and the 2(N ′′+1)2 points xm,n on the unit sphere
∂Ω, with 0 ≤ m ≤ N ′′, 0 ≤ n ≤ 2N ′′ + 1, given by the spherical coordinates
xm,n = (sin θm cosϕn, sin θm sinϕn, cos θm) , (31)
where θm = arccos tm and ϕn = pin/(N
′′ + 1), the real numbers tm being the
increasing N ′′ + 1 zeros of PN ′′+1.
Then, considering the weights αm =
2(1− t2m)
(N ′′ + 1)2[PN ′′(tm)]2
of the Gauss-Legendre
quadrature rule of order N ′′ + 1 on [−1, 1], the following quadrature rule on the
sphere integrates exactly spherical harmonics of degree less than or equal to 2N ′′+1
∫
∂Ω
φds ' pi
N ′′ + 1
N ′′∑
m=0
2N ′′+1∑
n=0
αmφ(xm,n) , φ ∈ C0(∂Ω). (32)
Consider now a positive integer L′′ and the nodes r` and weights β`, with
` = 0 . . . L′′, of quadrature rule of order L′′ + 1 on [0, 1], with weighting func-
tion ω(r) = r2, that is, r` are the increasing L
′′ + 1 zeros of P (0,2)L′′+1(2X − 1) and
β` =
(L′′ + 2)2(1− (2r` − 1)2)
(L′′ + 1)2(L′′ + 3)2[P (0,2)L′′ (2r` − 1)]2
.
Then, for Φ ∈ C0(Ω), the integral of Φ is approximated by the following quadra-
ture rule∫ 1
r=0
∫ pi
θ=0
∫ 2pi
ϕ=0
Φ(r, θ, φ)r2 sin θ drdθdϕ ' pi
N ′′ + 1
L′′∑
`=0
N ′′∑
m=0
2N ′′+1∑
n=0
α`βmΦ(r`, θm, ϕn).
(33)
9In practice, all matrix elements involve q, which is of limited support, so that
the number of quadrature points really used is lower than the total number 2(L′′+
1)(N ′′ + 1)2 of quadrature points in the unit ball.
3.4. Back to the Dirichlet-to-Neumann map
After computing the matrices in (28) using (33), we solve the linear system (28).
Hence we get an approximation w of the solution to the integral equation (21)
given by (24), and the approximated solution v of (16) is given by
vN ′,L′(r, θ, ϕ) = v˜(r, θ, ϕ) + wN ′,L′(r, θ, ϕ).
However, we only need to compute the normal trace of u at the quadrature points
on the unit sphere, chosen for the inversion algorithm. Since
(
d
dr
jn(µn,`r)
) ∣∣∣∣
r=1
= −µn,`jn+1(µn,`)
we find on ∂Ω
ΛσY
k
d ' dY kd −
√
2
N ′∑
n=0
n∑
m=−n
L′∑
`=0
µn,`Wn,m,`Y
m
n , (34)
which can also be written as
(Λσ − Λ1)Y kd ' −
√
2
N ′∑
n=0
n∑
m=−n
L′∑
`=0
µn,`Wn,m,`Y
m
n . (35)
3.5. Implementation tools
Computations for the forward problem are implemented in C++, using the Boost
C++ Libraries [32] for matrices and vectors classes and for special functions. Sys-
tem solving is done using the LAPACK library [33]. In order to speed up matrices
computations, a hybrid programming using OpenMP R© [34] and Open MPI [35]
for parallelization, has been implemented.
4. Numerical implementation of the reconstruction algorithms
4.1. Numerical solution of the boundary integral equation
In order to solve the boundary integral equations (11), we tailor the Nystro¨m type
method [36] (see also [31, section 3.6]) to the particular geometry and operators.
The resulting algorithm has super-algebraic convergence with respect to the num-
ber of discretization points, that is, the convergence is faster than any power of the
inverse of the number of discretization points.
Consider a positive integer N , let HN denote the linear space spanned by spher-
ical harmonics of degree less than or equal to N, and let TN denote the L
2(∂Ω)
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orthogonal projector onto HN . Then, for all φ ∈ L2(∂Ω)
TNφ =
N∑
n=0
n∑
m=−n
〈φ, Y mn 〉Y mn ,
where 〈·, ·〉 denotes the L2(∂Ω) inner product. For a continuous function φ, the inner
products can be approximated using the quadrature formula (32). This motivates
an approximation of TN by the operator LN defined by
LNφ =
pi
N + 1
N∑
n=0
n∑
m=−n
N∑
k=0
2N+1∑
`=0
αkφ(xk`)Y
−m
n (xk,`)Y
m
n , φ ∈ C0(∂Ω). (36)
The operator LN is called the hyperinterpolation operator (see [37] where LN was
first introduced), and it is a projection operator from L2(∂Ω) onto HN . Hyperin-
terpolation on the sphere, but also on general manifolds and in higher dimensions,
has been widely studied and the error φ − LNφ estimated in different norms, in
particular, to prove convergence of the numerical solution to the noudary integral
equation, we will make use of estimates in Sobolev norms proved in [38]. For all
n ∈ N and |m| ≤ n, we have
1
4pi
∫
∂Ω
Y mn (y)
|x− y| dS(y) =
1
2n+ 1
Y mn (x) , x ∈ ∂Ω.
Hence, for φ ∈ C0(∂Ω), using the approximation LNφ of φ and the addition theorem
for spherical harmonics [31, (2.29)], we get
[S0φ](x) ' [S0LNφ](x) = 1
4(N + 1)
N∑
k=0
2N+1∑
`=0
αkφ(xk,`)
N∑
n=0
Pn(xk,` · x) , x ∈ ∂Ω.
(37)
Since Hs(∂Ω) is continuously embedded in C0(∂Ω) for s > 1, LNφ is well-defined
for φ ∈ Hs(∂Ω), s > 1, and in particular LNφ ∈ Hs(∂Ω). Moreover, since σ = 1
near the unit sphere ∂Ω, the operator Λσ − Λ1 is in fact infinitely smoothing, i.e.
it maps any Sobolev space Hs(∂Ω) to Hs+t(∂Ω) for any s ≥ 1/2 and t ∈ R (see
[25] for a proof). So LN (Λσ − Λ1)φ is also well-defined in Hs(∂Ω) for φ ∈ Hs(∂Ω)
with s > 1. We will approximate the solution ψ0ζ of (11) by the solution ψ
N of
[I + S0LN (Λσ − Λ1)LN ]ψN = eζ . (38)
First we will study the solvability of (38) and show a convergence result for the
solution of the discretized problem. Then we will give the numerical implementa-
tion.
Lemma 4.1: Let s > 5/2, then there exists a constant C such that
‖S0(Λσ − Λ1)− S0LN (Λσ − Λ1)LN‖Hs(∂Ω)→Hs(∂Ω) ≤
C
N s−5/2
(39)
for all N ∈ N.
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Proof : Let s > 5/2 and N ∈ N. Denote Λ˜ = Λσ − Λ1 and consider φ ∈ Hs(∂Ω).
‖(S0Λ˜− S0LN Λ˜LN )φ‖Hs(∂Ω) ≤
‖S0(I − LN )Λ˜φ‖Hs(∂Ω) + ‖S0LN Λ˜(I − LN )φ‖Hs(∂Ω) (40)
Considering the first part of the right hand side in (40), we have
‖S0(I − LN )Λ˜φ‖Hs(∂Ω) ≤ ‖S0‖Hs−1(∂Ω)→Hs(∂Ω)‖(I − LN )Λ˜φ‖Hs−1(∂Ω).
And using estimates in Theorem 3.4 of [38], we get
‖S0(I − LN )Λ˜φ‖Hs(∂Ω) ≤
C
N t−s
‖S0‖Hs−1(∂Ω)→Hs(∂Ω)‖Λ˜φ‖Ht(∂Ω)
for all t ≥ s−1, C being independent of N . Hence, using the smoothing properties
of Λ˜ and choosing t = 2s− 5/2, we have
‖S0(I − LN )Λ˜φ‖Hs(∂Ω) ≤
C ′
N s−5/2
‖φ‖Hs(∂Ω) (41)
where C ′ is a constant independent of N .
Consider now the second part of the right hand side in (40). We have
‖S0LN Λ˜(I − LN )φ‖Hs(∂Ω)
≤ ‖S0‖Hs−1(∂Ω)→Hs(∂Ω)‖LN‖Ht(∂Ω)→Hs−1(∂Ω)‖Λ˜‖H3/2(∂Ω)→Ht(∂Ω)‖(I − LN )φ‖H3/2(∂Ω)
for all t ≥ s− 1. Thus, choosing t = s and using estimates of Theorem 3.4 of [38],
we have
‖S0LN Λ˜(I − LN )φ‖Hs(∂Ω) ≤
C ′′
N s−5/2
‖φ‖Hs(∂Ω) (42)
where C ′′ is a constant independent of N . Combining (40), (41), (42) ends the
proof. 
We now give the convergence results on solutions of the discretized problem (38).
Theorem 4.2 : For all s > 5/2, there exists N0 ∈ N (depending on s), such
that for all N ≥ N0, the operator I + S0LN (Λσ − Λ1)LN is invertible in Hs(∂Ω).
Moreover, for the solution ψ0ζ ∈ Hs(∂Ω) to (11) and the solution ψN ∈ Hs(∂Ω) to
the discretized problem (38) for N ≥ N0, we have
‖ψN − ψ0ζ‖Hs(∂Ω) ≤
C
N s−5/2
‖eζ‖Hs(∂Ω)
where C depends only on s.
Proof : The discretized operator I+S0LN (Λσ−Λ1)LN is for large N due to (39) a
small perturbation of the invertible operator I+S0(Λσ−Λ1). Hence it is invertible
by a Neumann series, from which also the norm estimate follows. 
Next, we will see that problem (38) sums up to solving a finite-dimensional linear
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system. Let N be a positive integer and denote by B the matrix of the operator
C2(N+1)
2 → C2(N+1)2
φ 7→ pi
N + 1
N∑
n=0
n∑
m=−n
N∑
k′=0
2N+1∑
`′=0
αk′φk′,`′Y
−m
n (xk′,`′)[(Λσ − Λ1)Y mn ](xk,`)
k = 0 . . . N, ` = 0 . . . 2N + 1.
(43)
So that, for all φ ∈ Hs(∂Ω) with s > 1, we have [(Λσ − Λ1)LNφ](xk,`) = [Bφ]k,`
where φ is the vector of elements φ
k,`
= φ(xk,`).
Consider the functions ωNk,` defined on ∂Ω by
ωNk,`(x) =
αk
4(N + 1)
N∑
n=0
Pn(xk,` · x) , x ∈ ∂Ω. (44)
Let χ ∈ Hs(∂Ω) with s > 1, then, if φ ∈ Hs(∂Ω) is a solution of [I + S0LN (Λσ −
Λ1)LN ]φ = χ, the vector φk,` = φ(xk,`) satisfies the linear system
φ
k,`
+
N∑
k′=0
2N+1∑
`′=0
ωNk′,`′(xk,`)[Bφ]k′,`′ = χ(xk,`) , k = 0 . . . N, ` = 0 . . . 2N + 1. (45)
Conversely, if φ ∈ C2(N+1)2 is a solution of (45), then the function φ ∈ Hs(∂Ω)
defined by
φ(x) = χ(x)−
N∑
k=0
2N+1∑
`=0
ωNk,`(x)[Bφ]k,` , x ∈ ∂Ω
is a solution of [I + S0LN (Λσ − Λ1)LN ]φ = χ.
Remark: As we can see in equations (43) and (45), the chosen discretization
of the problem implies that the forward data used in the inverse scheme are
[ΛσY
m
n ](xk,`) for n = 0 . . . N, |m| ≤ N, k = 0 . . . N, ` = 0 . . . 2N + 1.
4.2. The inverse Fourier transform and resolution
In all three simplifications we need to evaluate the inverse Fourier transform to
compute the potentials q0, qexp, and conductivity σapp from the scattering trans-
forms. We will evaluate the scattering transform on an equidistant mesh in a box
[−ξM, ξM]3 for some chosen maximal frequency ξM, and approximate the inverse
Fourier transform using the inverse discrete Fourier transform (implemented by
FFT). Since we know that q0, qexp, and σapp − 1 are supported in Ω = B(0, 1),
we compute these functions on an equidistant grid in [−1, 1]3. By comparing the
Fourier transform and discrete Fourier series (implemented by FFT) we achieve an
upper bound on the number K3 of points in the reconstructions. Indeed,
ξM = K
pi
2
. (46)
Effectively the number of points gives an upper limit for the resolution by this
implementation in terms of the mesh-size 2/K = pi/ξM in the x-mesh.
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4.3. The Computational Algorithms
Here we briefly summarize the numerical algorithms developed above. The three
algorithms have been implemented using MATLAB R©.
The t0 approximation.
• Build the matrix implementation (45) of the operator I + S0(Λσ − Λ1).
• Decide upon the upper limit ξM on |ξ| and compute the number of evaluation
points K3 to be used in FFT given by (46). Create a computational mesh inside
[−ξM, ξM]3 with mesh-size 2ξM/K. This is the mesh for the evaluation of t0.
• For fixed grid point ξ, compute ζ = ζmin ∈ Vξ with minimal norm. Then solve
(45) for the grid approximation of ψ0ζ and evaluate t
0 using the integral (12)
using the quadrature rule (32).
• Use FFT to compute the inverse Fourier transform of t0(ξ, ζmin) to get a grid
approximation of q0 on a mesh in [−1, 1]3.
• Use a finite element method to solve the Schro¨dinger equation (10) to get σ0.
Note that the choice of ζ = ζmin of minimal norm is taken to limit the effect
of numerical truncation and rounding errors. Note also that we instead of solving
(10) using the numerical scheme given in section 3, we use a different finite element
method to avoid the danger of committing inverse crimes.
The texp approximation. The reconstruction scheme for the texp method does
not require to solve the first boundary integral equation, hence the steps are:
• Compute (13) using (32) for |ξ| < ξM, where ξM > 0 is as before and ζ = ζmin is
chosen of minimal norm to avoid numerical instabilities.
• Use FFT to compute the inverse Fourier transform of texp(ξ, ζmin) to get an
approximation qexp of q.
• Use a finite element method to solve the Schro¨dinger equation (10) to get σexp.
The Caldero´n inversion. This scheme does not require the solution of the
Schro¨dinger equation, since the approximation of the conductivity is directly com-
puted from texp. Hence the steps are limited to:
• Compute (13) using (32) for |ξ| < ξM, where ξM > 0 and ζ = ζmin is chosen of
minimal norm to avoid numerical instabilities.
• Use the FFT to compute the inverse Fourier transform of texp(ξ, ζmin)/|ξ|2 to get
1− σapp.
5. Numerical results
5.1. Radial profile
As a first test we consider a smooth radial symmetric conductivity with support
in the sphere of radius 1/2. The profile of the conductivity is seen in the left panel
of figure 1 as (the solid black curve). We take N = 15, that is, 512 points on the
unit sphere and compare the three reconstruction methods. To compute a matrix
approximation of the Dirichlet-to-Neumann map we use the fact that the spherical
harmonics are eigenfunctions of the map. The eigenvalues can then be computing
as explained in [15]. The approximations of the Fourier transform qˆ are plotted
in the left panel of figure 1 and compared to the exact Fourier transform and the
exact t for minimal ζmin. The corresponding reconstructions of the conductivity σ
with two different truncation parameters for the scattering and Fourier transforms
are shown in the middle and right panel of figure 1.
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Figure 1. Left: approximations of qˆ. Middle and right: reconstructions of σ with truncation ξM = 8
(middle) and ξM = 9 (right).
In order to study the stability of the methods with respect to noise in the data,
we propose to simulate errors on measurements by adding Gaussian noise to the
forward data. Considering the discretized Dirichlet-to-Neumann map, represented
by the matrix Bσ as in formula (43), where Λσ−Λ1 is replaced by Λσ, and roughly
considering the entries of the matrix as measurements taken at point electrodes
located at the quadrature points on the sphere, it appears quite appropriate to
add Gaussian noise independently on each elements Bσp,p′ , p, p
′ = 1 . . . 2(N + 1)2
of the matrix Bσ, with amplitude depending on matrix elements. Hence, we will
represent the noisy discretized Dirichlet-to-Neumann map by a matrix B˜σ with
elements B˜σp,p′ , p, p
′ = 1 . . . 2(N + 1)2 given by
B˜σp,p′ = B
σ
p,p′ + δp,p′B
σ
p,p′ , p, p
′ = 1 . . . 2(N + 1)2, (47)
where δ is the level of noise and p,p′ , p, p
′ = 1 . . . 2(N + 1)2 are the realizations of
4(N + 1)4 independent standard normal random variables.
The Fourier transform qˆ and the exact t for minimal ζmin are again compared to
t0 and texp approximations reconstructed with different levels of noise (figure 2).
As expected, due to the exponentially growing term, the noise in the data implies
a blow up of the approximations of the Fourier transform, which happens sooner
as the level of noise increases. In figure 3, corresponding reconstructions of the
conductivity σ with adapted truncation are shown.
Figure 2. Approximations of qˆ in case of noise in the data: left 0.1% noise, middle 1% noise, and right
5% noise.
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Figure 3. Reconstructions of σ with truncation: left 0.1% noise and ξM = 8, middle 1% noise and ξM = 7,
and right 5% noise and ξM = 6.
5.2. Non-radial profile
To test the different reconstruction schemes we chose a numerical phantom com-
posed of three objects with constant conductivity different from the unit conduc-
tivity of the background medium, see figure 4.
• A ball with center in the (Oxy) plane and with a conductivity larger than 1.
• Two prolate ellipsoids with axis in the (Oxy) plane, with slightly different sizes
and with a same conductivity smaller than 1.
In order to be in the framework of the theory, the conductivity distribution must
be smooth. Hence we have smoothed out the discontinuities in the phantom. A
cross sectional plot of the resulting conductivity distribution and its support can
be seen in figure 4.
Figure 4. Left: 3D plot of phantom. Middle: profile of the conductivity σ in the (Oxy) plane. Right:
support of σ.
We take N = 15, that is, 512 points on the unit sphere for reconstructions. The
forward data [ΛσY
m
n ](xk,`), for n = 0 . . . N, |m| ≤ n, k = 0 . . . N, ` = 0 . . . 2N + 1,
are computed using the method described in section 3 with N ′ = 15 and L′ = 15
(subsection 3.2) for all n = 0 . . . N and |m| ≤ n. The matrices (29) and (30)
(subsection 3.2) are computed using N ′′ = 63 and L′′ = 63 for the number of
quadrature points in (33) (subsection 3.3).
We consider reconstructions with t0 and texp approximations and with the
Caldero´n inversion, first with |ξ| ≤ 6 and then with |ξ| ≤ 8. The cross sectional
profile of the reconstructions for the cases |ξ| ≤ 6 and |ξ| ≤ 8 can be seen in figure
5 and 6 respectively.
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Figure 5. Reconstructions with truncation ξM = 6: left σ
0, middle σexp, and right σapp.
Figure 6. Reconstructions with truncation ξM = 8: left σ
0, middle σexp, and right σapp.
We see that the shape of the inclusions is determined better with the lower value
of ξM, whereas the contrast is better achieved with the larger value of ξM. This is
perhaps due to the exponential growth of the involved functions with respect to
ξ. Also, we see that even though the reconstructions are quite similar, the recon-
structions σ0 and σexp seem to be slightly better than σapp. This holds true with
both truncations.
In a last numerical experiments, see figure 7, we compute reconstructions with
truncation |ξ| ≤ 6 with different level of gaussian noise added to the forward data.
Figure 7. Reconstructions with different noise levels: left column 0%, middle column 0.1% and right
column 1%. Upper row σapp, middle row σexp, and lower row σ0. Truncation is at ξM = 6.
REFERENCES 17
6. Conclusions
We have described three different numerical simplifications and implementations
of a reconstruction method for the Caldero´n problem and given their numerical
implementations. The performance of the methods was illustrated with a radial
conductivity and a phantom consisting of three inclusions. All three methods pro-
duce reconstructions that separate and localize the inclusions, however the contrast
is not reliable. This fact is due to the spectral truncation at low frequency nec-
essary for producing stable reconstructions. A comparison of the three methods
shows that the mere linearization performs the poorest, whereas the most involved
method based on solving the perturbed boundary integral equation gives the best
reconstructions. However, there is still room for improvement, and this may be
achieved by solving the correct boundary integral equation as a first step in the
algorithm. The numerical examples show that there is a delicate balance between
the noise in the problem, the errors in the computation, and the truncation of the
scattering transform, but more analysis must be done to reveal the connections
and understand the regularization effect of the truncation.
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