Asynchronous Transmission over Gaussian Interference Channels with
  Stochastic Data Arrival by Moshksar, Kamyar
1Asynchronous Data Transmission over
Gaussian Interference Channels with
Stochastic Data Arrival
Kamyar Moshksar
Department of Pure Mathematics
University of Waterloo
Waterloo, ON, Canada, N2L 3G1
e-mail: kmoshksar@uwaterloo.ca
Abstract
This paper addresses a Gaussian interference channel with two transmitter-receiver (Tx-Rx) pairs under stochas-
tic data arrival (GIC-SDA). Information bits arrive at the transmitters according to independent and asynchronous
Bernoulli processes (Tx-Tx asynchrony). Each information source turns off after generating a given total number of
bits. The transmissions are asynchronous (Tx-Rx asynchrony) in the sense that each Tx sends a codeword to its Rx
immediately after there are enough bits available in its buffer. Such asynchronous style of transmission is shown
to significantly reduce the transmission delay in comparison with the existing Tx-Rx synchronous transmission
schemes. The receivers learn the activity frames of both transmitters by employing sequential joint-typicality
detection. As a consequence, the GIC-SDA under Tx-Rx asynchrony is represented by a standard GIC with state
known at the receivers. The cardinality of the state space is
`
2N1`2N2
2N2
˘
in which N1, N2 are the numbers of
transmitted codewords by the two transmitters. Each realization of the state imposes two sets of constraints on
N1, N2 referred to as the geometric and reliability constraints. In a scenario where the transmitters are only aware
of the statistics of Tx-Tx asynchrony, it is shown how one designs N1, N2 to achieve target transmission rates
for both users and minimize the probability of unsuccessful decoding. An achievable region is characterized for
the codebook rates in a two-user GIC-SDA under the requirements that the transmissions be immediate and the
receivers treat interference as noise. This region is described as the union of uncountably many polyhedrons and
is in general disconnected and non-convex due to infeasibility of time sharing. Special attention is given to the
symmetric case where closed-form expressions are developed for the achievable codebook rates.
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2I. INTRODUCTION
A. Summary of prior art
The interference channel is the basic building block in modelling ad hoc wireless networks of separate
Tx-Rx pairs. The Shannon capacity region of interference channels has been unknown for more than thirty
years. It is shown in [2] that the classical random coding scheme developed by Han and Kobayashi [3]
achieves within one bit of the capacity region of the two-user Gaussian interference channel (GIC) for
all ranges of channel coefficients and signal-to-noise ratio (SNR) values.
One key assumption made in [2] and the references therein is that data is constantly available at the
encoders. This is in contrast with the reality of communication networks where the incoming bit streams
at the transmitters are burst-like in nature. A detailed account about why information theory has not yet
left a mark in communication networks and several areas of common interest in both fields is given in [4].
Recently, the authors in [5] study a cognitive interference channel [6] where the data arrival is burst-like at
both the primary and secondary transmitters. The secondary transmitter regulates its average transmission
power in order to maximize its throughput subject to two conditions, namely, the throughput of the primary
user does not fall below a given threshold and the queues of both transmitters are stable. Reference [7]
studies a cognitive interference channel where the packets arrive at the primary transmitter according to
a Poisson process. A protocol called sense-and-send is developed in [7] where the secondary transmitter
breaks its message into several bursts and switches between sensing and sending while transmitting these
bursts. It is shown that for high rates of data arrival at the primary transmitter, a decaying power profile at
the secondary transmitter outperforms a strategy with constant power level during the transmission mode.
The authors in [8] address the burst-like nature of interference using the concept of degraded message
sets in multiuser information theory. In this setting, two sets of messages are mapped into the set of
codewords at the transmitter side. If interference is present, the receiver decodes only one of the messages
and if there is no interference, both messages are decoded. A similar idea of transmitting information in
layers is adopted in [9] in the context of the random access channel.
A two-user GIC is studied in [10] where the signal at each transmitter is randomly present or absent
from time slot to time slot according to stationary and ergodic Bernoulli processes. This setup is referred
to as a GIC with bursty traffic for which the capacity region with or without feedback is characterized
within a constant gap. Reference [11] assumes the same model for a GIC with burst-like traffic as in [10]
and demonstrates the benefits in utilizing an in-band relay and multiple antennas at the transmitters and
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Fig. 1. This figure shows a two-user GIC with stochastic data arrival (GIC-SDA). The source of Tx i generates ki bits per time slot with
a probability of qi and turns off after a total of kin bits are generated. The links from each transmitter to each receiver are modelled by
static and non-frequency selective coefficients. The signals at the transmitters are subject to an average power constraint and the noise at
each receiver is an AWGN process with unit variance.
receivers.
Another major assumption in [2] is that both transmitters are block-synchronous, i.e., they start to
transmit their codewords in the same symbol interval or time slot in a time-slotted channel. This assumption
is not necessarily valid in practice due to the fact that different transmitters do not become active
simultaneously. Information theoretic studies on a network of block-asynchronous users is investigated
in [12], [13] in the context of the Multiple Access Channel (MAC) with two transmitters. In case the
amount of mutual delay between the transmitted codewords by the two transmitters in negligible compared
to the length of codewords, it is shown in [12] that the capacity region of a block-asynchronous MAC
coincides with the capacity region of a block-synchronous MAC. If the amount of delay is comparable
with the block-length, the authors in [13] show that the capacity region is still similar to the capacity
region of a block-synchronous MAC except that time-sharing is no longer feasible. The collision MAC
without feedback is introduced in [14] where it is shown how transmitters can jointly design the so-called
protocol sequences in order to reliably communicate in the presence of unknown delays between the
blocks of any two transmitters. An approach is taken in [15] to study a two-user interference channel with
block-asynchronous users. Using a general formula for capacity in [16], the authors derive an expression
for the capacity region of such channels. This expression is not a single-letter formulation of the capacity
region and hence, it is not computable. By deriving a single-letter inner bound, the authors present an
analysis of the block-asynchronous two-user interference channel where the main focus is to show that
using Gaussian codewords is in general suboptimal.
4B. Contributions
We study a two-user GIC with stochastic data arrival (SDA) shown in Fig. 1. The input bit streams
at the transmitters are independent and asynchronous Bernoulli processes. The information source at
each transmitter turns off after randomly generating a given total number of bits. Let us consider two
transmission schemes:
1- Each transmitter begins to send a codeword only at a predetermined set of time slots t1 ă t2 ă ¨ ¨ ¨
agreed upon between both Tx-Rx pairs. Transmission of a codeword at time instant t1 is subject to
availability of enough data bits to represent a codeword. If the number of available information bits is
not enough, the transmitter waits until the earliest time slot tm for m ě 2 when enough data is gathered
in its buffer. This scheme is introduced in [1] which we refer to as the Tx-Rx synchronous scheme.
2- Each transmitter begins to send a codeword immediately when there are enough bits gathered in its
buffer. In this case, each receiver does not know a priori the time slots when the codewords are dispatched
by the transmitters. We refer to this style of transmission immediate or Tx-Rx asynchronous.
Under both the Tx-Rx synchronous and the Tx-Rx asynchronous schemes, the data sent by both
transmitters can potentially look like intermittent bursts along the time axis. In the synchronous scheme,
all symbols in a transmitted codeword are received either in the absence of interference or in the presence
of interference. In the asynchronous scheme, however, a number of symbols per transmitted codeword
may be received interference-free while the rest are received in the presence of interference.
We compare both schemes in terms of the underlying relative delay induced in the transmission process.
More precisely, if the first symbol of the jth transmitted codeword is sent at time slots T pjqsynch and T
pjq
asynch
under the synchronous and asynchronous schemes, respectively, then there exists a δ ą 0 such that the
probability of
T
pjq
synch´T pjqasynch
T
pjq
asynch
ą δ occurring grows to 1 in the asymptote of large codeword length.
Applying sequential joint typicality decoding [17], the receivers estimate and learn about the positions
of the transmitted bursts along the time axis. We study fundamental constraints on the codebook rates in
order to guarantee immediate transmission at the transmitters and successful decoding at the receivers.
For simplicity of presentation, we employ random Gaussian codebooks and assume all receivers treat
interference as noise. The achievable region for codebook rates is characterized as the union of uncountably
many polyhedrons which is in general non-convex and disconnected due to infeasibility of time sharing.
In a setup where the exact asynchrony between the input bit streams is unknown to the transmitters, the
number of transmitted codewords at each transmitter is optimized to achieve a target transmission rate
5and minimize the probability of unsuccessful decoding at the receivers.
Our analysis directly incorporates the burst-like nature of incoming data in the standard information-
theoretic framework for reliable communications.
C. Notation
Random quantities are shown in bold such that x with realizations x. Sets and in particular, events are
shown using capital calligraphic or cursive letters such that A or A . The set difference for two sets A
and B is denoted by AzB. The underlying probability measure and the expectation operator are denoted
by Pp¨q and Er¨s, respectively. For a real number x, the floor of x is txu and the ceiling of x is rxs. A
binomial random variable with parameters n (number of trials) and p (probability of success) is shown
by Binpn, pq. A negative binomial random variable with parameters k and p, denoted by NBpk, pq, is
defined to be the number of trials until k successes are observed where p is the probability of success.
The probability density function (PDF) of a Gaussian random variable with zero mean and variance σ2 is
shown by gpx;σ2q :“ 1?
2piσ
e´
x2
2σ2 . The differential entropy of a continuous random variable x with PDF
pp¨q is shown by hpxq or hppq. For two functions f and g of a real variable x, we write f “ Θpgq if
there is x0 and constants c1 and c2 such that c1gpxq ď fpxq ď c2gpxq for x ě x0. We define
Cpxq :“ 1
2
logp1` xq. (1)
All logarithms have base 2. Throughout the paper,
‚ Any equality or inequality involving random variables is understood in the “almost sure” sense unless
otherwise stated. We avoid repeating “almost surely” throughout the paper.
‚ “SLLN” stands for “the strong law of large numbers”.
‚ The symbol “:“” means “is defined by”
II. SYSTEM MODEL
A. Signalling and channel model
We consider a GIC with two users of separate Tx-Rx pairs shown in Fig. 1. The channel from Tx i to
Rx j is modelled by a static and non-frequency selective coefficient hi,j where h1,1 “ h2,2 “ 1, h2,1 “ ?a2
and h1,2 “ ?a1. The channel from each transmitter to each receiver is slotted in time and the time slots
on any of the four channels from different transmitters to different receivers coincide. Therefore, the two
6users are symbol-synchronous. Throughout the paper, we show the time slots using the index t “ 1, 2, ¨ ¨ ¨ .
If we are describing a property for user i, the index i1 refers to the other user, i.e., i1 “ 3´ i for i “ 1, 2.
Denoting the signal at Tx i in time slot t by xi,t, we impose the average power constraint
Qi :“ 1|Ti|
ÿ
tPTi
x2i,t ď Pi, (2)
where Ti is the communication period of interest for Tx i and |Ti| denotes the length of Ti. The signal
yi,t received at Rx i in time slot t is given by
yi,t “ xi,t `?ai1 xi1,t ` zi,t, i “ 1, 2, (3)
where zi,t is the additive noise at Rx i in time slot t. The noise at each receiver is an additive white
Gaussian noise (AWGN) process with unit variance.
B. Data arrival
Each transmitter is connected to an information source through a buffer as shown in Fig. 1. At the
“beginning” of time slot t “ 1, the buffers are empty. At the “end” of each time slot, a number of ki bits
arrive at the buffer of Tx i with a probability of qi or no bits arrive with a probability of 1´ qi.1 The rate
of data arrival at Tx i is denoted by
λi :“ kiqi. (4)
The bit streams entering the buffers of the two users are independent processes. Source i is turned off
permanently after it generates a total number of kin bits where n runs in the set of positive integers. To
transmit its data, Tx i employs a codebook consisting of 2tnηiu codewords of length
ni :“ tnθiu, (5)
where ηi, θi ą 0. Note that the codebook rate for Tx i is tnηiutnθiu . Assuming ηi has the particular expression
ηi “ ki
Ni
, (6)
1All results in the paper are still valid as long as the incoming bit stream is a random process with independent and identically distributed
inter-arrival periods with finite mean value.
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Fig. 2. This figure shows the first transmission burst of Tx i along the t-axis. At the end of time slot τ p1qi the number of bits in the buffer
of Tx i become larger than or equal to tnηiu for the first time. A number of tnηiu bits in the buffer of Tx i are represented by a codeword
which together with the preamble sequence are sent during time slots τ p1qi ` 1, ¨ ¨ ¨ , τ p1qi ` n1 ` ni.
for integers N1 and N2, we see that Tx i sends a total number of Ni codewords where each codeword
represents tnηiu “ tkinNi u of the bits stored in its buffer. The number of bits that are not transmitted is equal
to kin´NitkinNi u ď Ni which is negligible in the asymptote of large n. Before a codeword is transmitted
over the channel, each transmitter sends a preamble sequence consisting of n1 “ opnq symbols.2 Each
preamble sequence enables the receivers to identify the arrival of a codeword. Details on the preamble
sequences and how they are utilized are provided in Section III.
Let bi,t be the number of bits in the buffer of user i at the “beginning” of time slot t, b1i,t be the
number of bits entering the buffer of user i at the “end” of time slot t and τ p1qi be the smallest index
t ě 1 such that bi,t ` b1i,t ě tnηiu. At time slot t “ τ p1qi ` 1, a number of tnηiu bits in the buffer of
Tx i are represented by a codeword which together with the preamble sequence are sent during time slots
τ
p1q
i `1, ¨ ¨ ¨ , τ p1qi `n1`ni. This is referred to as a transmission burst or simply a burst as shown in Fig. 2.
These tnηiu bits are erased from the buffer of Tx i, i.e.,
b
i,τ
p1q
i `1 “ bi,τ p1qi ` b
1
i,τ
p1q
i
´ tnηiu. (7)
Let τ p2qi be the smallest index t ě τ p1qi `n1`ni such that bi,t` b1i,t ě tnηiu. At time slot t “ τ p2qi , a second
group of tnηiu bits in the buffer are scheduled for transmission. These bits are represented by a codeword
which together with the preamble sequence are sent during time slots τ p2qi ` 1, ¨ ¨ ¨ , τ p2qi ` n1 ` ni and we
have
b
i,τ
p2q
i `1 “ bi,τ p2qi ` b
1
i,τ
p2q
i
´ tnηiu. (8)
2This means limnÑ8 n
1
n
“ 0.
8In general, τ pjqi is defined by
τ
pjq
i “ min
!
t ě τ pj´1qi ` n1 ` ni : bi,t ` b1i,t ě tnηiu
)
. (9)
At time slot τ pjqi , a number of tnηiu bits in the buffer of Tx i are represented by a codeword which
together with the preamble sequence are sent during time slots τ pjqi ` 1, ¨ ¨ ¨ , τ pjqi ` n1 ` ni. Moreover,
b
i,τ
pjq
i `1 “ bi,τ pjqi ` b
1
i,τ
pjq
i
´ tnηiu. (10)
This style of transmission is Tx-Rx asynchronous in the sense that Rx i does not know a priori the time
slots τ p1qi ` 1, τ p2qi ` 1, ¨ ¨ ¨ when Tx i begins to send its bursts.
A few remarks are in order:
(i) The Tx-Rx asynchronous transmission considered in this paper is in contrast to the Tx-Rx syn-
chronous scheme3 studied in [1] in the context of networking and information theory. In this scheme,
Tx i sends its codewords only at time slots mni ` 1 where m ě 1 is an integer.4 The so-called
augmented codebook of Tx i consists of 2tnηiu data codewords of length ni and one additional
codeword referred to as the null codeword with the same length ni. At the “end” of time slot mni,
if there are at least tnηiu bits in the buffer, a data codeword is transmitted over the channel during
time slots mni ` 1, ¨ ¨ ¨ , pm` 1qni. If the number of bits at the “end” of time slot mni is less than
tnηiu, the null codeword is transmitted over the channel during time slots mni ` 1, ¨ ¨ ¨ , pm ` 1qni
and Tx i repeats this process at time slot pm`1qni. Transmission of the null codeword facilitates the
synchronization between a receiver and its corresponding transmitter. Lemma 24.1 in [1] guarantees
that the buffer of Tx i is stable, i.e., suptě0Erbi,ts ă 8, if and only if
µi :“ ηi
λi
“ 1
Niqi
ą θi. (11)
In the scheme considered in this paper, stability of the buffers is not an issue because Tx i only
transmits a finite number kin of bits and hence, the backlog (buffer content) is bounded from above
by kin at any time slot. However, we still impose the constraint in (11) for Ni ą 1 because it
guarantees immediate data transmission described in the next remark.
(ii) It is desirable that the transmissions be immediate in the following sense:
3See chapter 24 on page 600.
4The description provided here for the scheme in [1] is given in terms of the notations introduced in this paper. Moreover, the
communication scenarios studied in [1] are the point to point channel and the multiple access channel.
9We say the transmissions of Tx i are immediate if Tx i sends a codeword immediately after there
are at least tnηiu bits stored in its buffer.
Such immediate transmission is not possible if a previously scheduled codeword is not completely
transmitted. More precisely, let
rτ p1qi :“ min!t ě τ p1qi ` 1 : bi,t ` b1i,t ě tnηiu) . (12)
Then rτ p1qi is the earliest time slot such that the buffer of Tx i contains at least tnηiu bits after the
transmission of the first burst begun at time slot τ p1qi ` 1. If rτ p1qi ď τ p1qi ` n1 ` ni ´ 1, these tnηiu
bits must stay in the buffer until time slot τ p1qi `n1`ni when the transmission of the first scheduled
codeword is complete. In Appendix A it is shown that if (11) holds, then
P
`rτ p1qi ď τ p1qi ` n1 ` ni ´ 1˘ ď e´cin, (13)
where ci ą 0 is a constant that does not depend on n. In virtue of (13) and for sufficiently large n,
the second transmission is immediate with arbitrarily large probability if µi ą θi. Next, define
rτ p2qi :“ min!t ě τ p2qi ` 1 : bi,t ` b1i,t ě tnηiu) . (14)
Then rτ p2qi is the earliest time slot such that the buffer of Tx i contains at least tnηiu bits after the
transmission of the second burst begun at time slot τ p2qi ` 1. If rτ p2qi ď τ p2qi ` n1 ` ni ´ 1, then these
tnηiu bits must stay in the buffer until time slot τ
p2q
i ` n1 ` ni when the transmission of the second
scheduled codeword is complete. Similar to (13),
P
`rτ p2qi ď τ p2qi ` n1 ` ni ´ 1ˇˇ rτ p1qi ě τ p1qi ` n1 ` ni˘ ď e´cin (15)
holds under the condition µi ą θi. By (13) and (15), the probability that both the second and third
transmissions are immediate is bounded from above by 2e´cin. Simple induction shows that the
probability of all Ni transmissions by Tx i being immediate is bounded from above by Nie´cin.
(iii) By the previous remark and under the constraint in (11), the signals sent by Tx i look like intermittent
bursts along the t-axis with high probability as shown in Fig. 3. After sending a codeword, the
transmitter must wait to receive enough bits in its buffer to transmit the next codeword. In contrast
to [1], no “null codeword” is utilized in this paper, i.e., Tx i stays silent if it does not have enough
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Fig. 3. If µi ą θi, the signals sent by Tx i look like intermittent bursts along the t-axis with high probability.
bits in its buffer to represent a codeword.
(iv) Since transmissions are immediate, τ pjqi “ rτ pjqi with high probability and one may redefine τ pjqi
in (9) by
τ
p0q
i :“ 0, τ pjqi :“ min
!
t ě τ pj´1qi ` 1 : bi,t ` b1i,t ě tnηiu
)
, j ě 1. (16)
Without loss of generality, let n be a multiple of N1N2. Then tnηiu becomes divisible by ki for both
i “ 1, 2 and the inequality bi,t ` b1i,t ě tnηiu in (16) can be replaced by bi,t ` b1i,t “ tnηiu, i.e.,
τ
p0q
i :“ 0, τ pjqi :“ min
!
t ě τ pj´1qi ` 1 : bi,t ` b1i,t “ tnηiu
)
, j ě 1. (17)
Moreover, the buffer dynamics can be written as
bi,t`1 “
$&% bi,t ` b1i,t bi,t ` b1i,t ă tnηiu0 bi,t ` b1i,t “ tnηiu . (18)
The following proposition compares the times when Tx i begins to send its jth burst under the immediate
Tx-Rx asynchronous scheme considered in this paper and the Tx-Rx synchronous scheme in [1]:
Proposition 1. Assume µi is not an integer multiple of θi, θi2 , ¨ ¨ ¨ , θiNi . Let ς
pjq
i ` 1 for 1 ď j ď Ni be the
time slot that Tx i begins to send its jth codeword under the Tx-Rx synchronous scheme in [1]. There
exists δ ą 0 such that
lim
nÑ8P
`
ς
pjq
i ą p1` δqτ pjqi
˘ “ 1, (19)
for any 1 ď j ď Ni.
Proof: See Appendix B.
Remark- Under the assumptions in Proposition 1, one can prove the existence of δ ą 0 such that
11
limnÑ8
ς
pjq
i ´τ pjqi
τ
pjq
i
ą δ for any 1 ď j ď Ni which is stronger than the statement in (19).
C. Tx-Tx asynchrony
In the previous section the incoming bit streams at the transmitters where assumed to be synchronous
in the sense that both start to run at time slot t “ 1. In practice, the activation times for these processes
are different. Let Tx 1 and Tx 2 start their activity at time slots t “ tnν1u and t “ tnν2u, respectively,
where ν1, ν2 ą 0. Then (17) is rewritten as
τ
p0q
i :“ tnνiu, τ pjqi :“ min
!
t ě τ pj´1qi ` 1 : bi,t ` b1i,t “ tnηiu
)
, j ě 1. (20)
We see that τ pjqi is the smallest t ě τ pj´1qi ` 1 such that Tx i receives packets of ki bits in exactly tnηiuki
slots among the time slots with indices τ pj´1qi ` 1, ¨ ¨ ¨ , t. Therefore, τ pjqi ´ τ pj´1qi is a negative binomial
random variable with parameters tnηiu
ki
and qi, i.e.,
τ
pjq
i ´ τ pj´1qi „ NB
´tnηiu
ki
, qi
¯
, j ě 1. (21)
Alternatively, if ξi,1, ¨ ¨ ¨ , ξi,j is a sequence of independent NBp tnηiuk , qq random variables, one can write
τ
pjq
i “ ξi,1 ` ¨ ¨ ¨ ` ξi,j ` tnνiu´ 1, j ě 1. (22)
Defining
ξ
pjq
i :“ ξi,1 ` ¨ ¨ ¨ ` ξi,j, (23)
then ξpjqi „ NBp jtnηiuki , qiq and we get our final expression for τ
pjq
i , i.e.,
τ
pjq
i “ ξpjqi ` tnνiu´ 1. (24)
We end this subsection with the following remarks:
Remark- Throughout the paper, ν1 and ν2 are realizations of independent and continuous random
variables ν1 and ν2.
Remark- In Remark (iv) in the previous subsection we assumed that n is a multiple of N1N2. If we
do not make such an assumption, each ξi,l for 1 ď l ď j turns out to be a NB
`
t tnηiu
ki
u `ml, qi
˘
random
variable where ml is an integer that depends on n, ki and Ni and 0 ď |ml| ă ki. This does not affect
the results in the forthcoming sections. The assumption that n is a multiple of N1N2 is made only for
12
notational simplicity.
D. The Average transmission power and the average transmission rate
The incoming bit stream at the buffer of Tx i starts at time slot tnνiu and Tx i sends the last symbol
in its N thi burst (last burst) at time slot τ
pNiq
i ` n1 ` ni. Therefore, the activity period Ti appearing in (2)
is given by
Ti “
!
tnνiu, tnνiu` 1, ¨ ¨ ¨ , τ pNiqi ` n1 ` ni
)
. (25)
The elements of each codeword and the preamble sequence for Tx i are realizations of independent
Np0, γiq random variables where γi ą 0 is a constant designed to ensure that the average transmission
power at Tx i does not exceed Pi. In the following, we compute the average transmission power Qi and
the average transmission rate Ri for Tx i:
1) Average transmission power: Tx i sends out Ni bursts where the jth burst lasts from time slot
τ
pjq
i ` 1 to time slot τ pjqi ` n1 ` ni. The average transmission power Qi is a random variable given by
Qi “ 1|T i|
τ
pNiq
i `n1`niÿ
t“tnνiu
x2i,t “ n
1 ` ni
|T i|
Niÿ
j“1
1
n1 ` ni
τ
pjq
i `n1`niÿ
t“τ pjqi `1
x2i,t. (26)
By SLLN,
lim
nÑ8
1
n1 ` ni
τ
pjq
i `n1`niÿ
l“τ pjqi `1
x2i,t “ γi, (27)
for any 1 ď j ď Ni. Recalling the expression for τ pjqi in (24),
n1 ` ni
|T i| “
n1 ` ni
τ
pNiq
i ` n1 ` ni ´ tnνiu` 1
“ n
1 ` ni
ξ
pNiq
i ` n1 ` ni
“ n
1 ` ni
Nitnηiu
ki
ξ
pNiq
i
Nitnηiu
ki
` n1 ` ni
. (28)
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Since ξpNiqi „ NBpNitnηiuki , qiq is the sum of Nitnηiuki independent geometric random variables with parameter
qi, we invoke SLLN one more time to write
lim
nÑ8
ξ
pNiq
i
Nitnηiu
ki
“ 1
qi
. (29)
By (26), (27), (28) and (29), the average transmission power in the asymptote of large n is given by
lim
nÑ8Qi “ limnÑ8
pn1 ` niqNiγi
Nitnηiu
ki
1
qi
` n1 ` ni
“ θiNiγi
Niηi
kiqi
` θi “
Niγi
1` 1
qiθi
, (30)
where we replaced ηi “ kiNi in the last step.
2) Average transmission rate: Tx i sends a total number of kin bits over its whole period of activity
Ti. Then the average transmission rate Ri is a random variable given by
Ri “ kin|T i| “
kin
ξ
pNiq
i ` n1 ` ni
. (31)
Using (29), the average transmission rate in the asymptote of large n is
lim
nÑ8Ri “
ki
Niηi
λi
` θi “
λi
1` qiθi . (32)
We will use the expressions in (30) and (31) in Section V.A where we study system design.
III. ESTIMATING THE ARRIVAL TIMES AND TRANSMITTER IDENTIFICATION AT THE RECEIVERS
Let pspjqi,l qni´1l“0 for 1 ď j ď Ni be the Ni codewords of length ni sent by Tx i. Also, let ps1i,lqn1´1l“0 be the
preamble sequence for user i. The signal xi,t in (3) can be written as
xi,t “
$’’’’&’’’’%
s1
i,t´τ pjqi ´1
τ
pjq
i ` 1 ď t ď τ pjqi ` n1
s
pjq
i,t´τ pjqi ´n1´1
τ
pjq
i ` n1 ` 1 ď t ď τ pjqi ` n1 ` ni
0 otherwise
, (33)
for 1 ď i ď 2 and 1 ď j ď Ni. The preambles ps11,lqn1´1l“0 and ps12,lqn1´1l“0 are revealed to both receivers. The
following assumption considerably simplifies the analysis in this section.
Assumption- For any integers 1 ď j1 ď N1 and 1 ď j2 ď N2,
j2µ2 ´ j1µ1 ` ν2 ´ ν1 R
 
0, θ1,´θ2, θ1 ´ θ2
(
. (34)
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Remark- Since we are assuming that ν1 and ν2 are realizations of independent and continuous random
variables ν1 and ν2, the restrictions in (34) are considered “mild” in the sense that the probability of
j2µ2 ´ j1µ1 ` ν2 ´ ν1 lying in t0, θ1,´θ2, θ1 ´ θ2u for some j1 and j2 is equal to zero.
We will use the assumption in (34) throughout the paper. Its first application appears in the following
proposition:
Proposition 2. Assuming (34) holds, the probability of Tx i starting or ending a transmission burst while
Tx i1 is sending a preamble sequence tends to zero as n grows.
Proof: See Appendix C.
In view of Proposition 2 and for given  ą 0, we assume n is large enough so that the probability of
Tx i starting or ending a transmission burst while Tx i1 is sending a preamble sequence is less than  and
add  to the probability of error in decoding the codewords. In other words, we assume no transmitter
starts or ends a transmission burst while the other transmitter is sending a preamble sequence.
Next, we study the detection/estimation procedure at Rx 1. A similar procedure is carried out at Rx 2.
Define the PDFs pp1qp¨, ¨q, ¨ ¨ ¨ , pp4qp¨, ¨q on R2 as follows:
‚ For 1 ď j ď N1 and τ pjq1 ` 1 ď t ď τ pjq1 ` n1, Tx 1 is sending the preamble sequence in its jth burst.
If Tx 2 is not transmitting during this time interval, then px1,t,y1,tpx, yq “ gpx; γ1qgpy ´ x; 1q. We
define
pp1qpx, yq :“ gpx; γ1qgpy ´ x; 1q. (35)
‚ For 1 ď j ď N1 and τ pjq1 ` 1 ď t ď τ pjq1 ` n1, Tx 1 is sending the preamble sequence in its jth burst.
If Tx 2 is transmitting during this time interval, then px1,t,y1,tpx, yq “ gpx; γ1qgpy´ x; 1` a2γ2q. We
define
pp2qpx, yq :“ gpx; γ1qgpy ´ x; 1` a2γ2q. (36)
‚ For 1 ď j ď N2 and τ pjq2 ` 1 ď t ď τ pjq2 ` n1, Tx 2 is sending the preamble sequence in its jth burst.
If Tx 1 is not transmitting during this time interval, then px2,t,y1,tpx, yq “ gpx; γ2qgpy ´ a2x; 1q. We
define
pp3qpx, yq :“ gpx; γ2qgpy ´ a2x; 1q. (37)
‚ For 1 ď j ď N2 and τ pjq2 ` 1 ď t ď τ pjq2 ` n1, Tx 2 is sending the preamble sequence in its jth burst.
If Tx 1 is transmitting during this time interval, then px2,t,y1,tpx, yq “ gpx; γ2qgpy´ a2x; 1` γ1q. We
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Tx 1
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Fig. 4. A scenario where where Tx 1 and Tx 2 send only two and one bursts, respectively, i.e., N1 “ 2 and N2 “ 1. It is assumed that
n1 ă n2. For simplicity of presentation, we call t1 :“ τ p1q1 ` 1, t2 :“ τ p1q2 ` 1 and t3 :“ τ p2q1 ` 1.
define
pp4qpx, yq :“ gpx; γ2qgpy ´ a2x; 1` γ1q. (38)
To identify the arrival time of a transmission burst, each receiver applies the so-called sequential joint
typicality decoder [17]. Recall that for given  ą 0, m ě 1 and a PDF pp¨, ¨q on R2 with marginals p1
and p2, the typical set A
pmq
 rps is the set of all pairs p~x, ~y q where ~x, ~y P Rm and the three inequalitiesˇˇˇˇ
1
m
mÿ
l“1
log p1pxlq ` hpp1q
ˇˇˇˇ
ă , (39)
ˇˇˇˇ
1
m
mÿ
l“1
log p2pylq ` hpp2q
ˇˇˇˇ
ă  (40)
and ˇˇˇˇ
1
m
mÿ
l“1
log ppxl, ylq ` hppq
ˇˇˇˇ
ă  (41)
hold. We refer to any p~x, ~y q P Apmq rps as an -jointly typical pair with respect to p [19]. To describe how
Rx 1 estimates τ pjqi for different i and j and without loss of generality, we find it best to consider the
particular situation shown in Fig. 4 where N1 “ 2, N2 “ 1 and n1 ă n2. The arrival time estimation and
user identification are performed in the following steps:
(i) By Fig. 4, t1 :“ τ p1q1 ` 1 is the time slot that the first active transmitter sends the first symbol in its
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preamble sequence. Rx 1 estimates t1 by
tˆ1 “ min
!
t ě 0 : `ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs or `ps12,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp3qs) ,
(42)
where the PDFs pp1q and pp3q are defined in (35) and (37), respectively. By Proposition 2, we can
assume px1,l,y1,l “ pp1q for any t1 ď l ď t1 ` n1 ´ 1. Then the weak law of large numbers yields
lim
nÑ8P
´`ps11,lqn1´1l“0 , py1,lqt1`n1´1l“t1 ˘ P Apn1q rpp1qs¯ “ 1. (43)
By (43), limnÑ8 Pp tˆ1 ď t1q “ 1. As such, to show that tˆ1 “ t1 holds with high probability, it
is enough to show that Pp tˆ1 ă t1q is negligible for sufficiently large n. This is the content of the
following proposition:
Proposition 3. We have
Pp tˆ1 ă t1q ď Θpnqe´Θpn1q. (44)
In particular, limnÑ8 Pp tˆ1 ă t1q “ 0.
Proof: See Appendix D.
Motivated by Proposition 3, we assume Rx 1 knows the exact value of t1. In fact, for given  ą 0,
we assume n is large enough so that the probability of error in estimating the first arrival time is
less than  and add  to the probability of error in decoding the codewords. Not only does Rx 1
know the exact value of t1, but also it realizes that t1 is τ
p1q
1 ` 1 and not τ p1q2 ` 1, i.e., it knows the
first arriving burst belongs to Tx 1. This is described in the next step.
(ii) After finding t1, Rx 1 decides whether the first burst belongs to Tx 1 or Tx 2. Towards this goal,
Rx 1 verifies if
`ps11,lqn1´1l“0 , py1,lqt1`n1´1l“t1 ˘ P Apn1q rpp1qs (45)
or
`ps12,lqn1´1l“0 , py1,lqt1`n1´1l“t1 ˘ P Apn1q rpp3qs. (46)
If (45) holds, the first arriving burst is assumed to belong to Tx 1. If (46) holds, the first arriving
burst is assumed to belong to Tx 2. As mentioned earlier in (43), (45) holds with high probability
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in the asymptote of large n. In Appendix E, it is shown that
P
´`ps12,lqn1´1l“0 , py1,lqt1`n1´1l“t1 ˘ P Apn1q rpp3qs¯ ď e´Θpn1q. (47)
Therefore, (46) holds with a probability that decays exponentially with n1 and hence, Rx 1 can
identify the sender of the first burst with high probability.
(iii) Up to this point, Rx 1 knows that the first burst belongs to Tx 1 and it lasts from time slot t1 to
time slot t1 ` n1 ` n1 ´ 1. If another burst arrives during this period, it must belong to Tx 2. As
shown in Fig. 4, a burst belonging to Tx 2 indeed arrives at time slot t2 :“ τ p1q2 ` 1 when the first
burst of Tx 1 is still arriving. The preamble sequence in the first burst by Tx 2 extends from time
slot t2 to time slot t2 ` n1 ´ 1. By Proposition 2, px2,l,y1,l “ pp4q for any t2 ď l ď t2 ` n1 ´ 1 where
pp4q is defined in (38). Based on these observations, Rx 1 estimates t2 by
tˆ2 “ min
!
t1 ď t ď t1 ` n1 ` n1 ´ 1 :
`ps12,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp4qs) . (48)
Following similar lines of reasoning in the proof of Proposition 3, one can show that Pp tˆ2 ‰ t2q ď
Θpnqe´Θpn1q. As such, we can assume that Rx 1 knows the exact value of t2, i.e., Rx 1 knows τ p1q2 .
Remark- If (49) fails to return an estimate for t2, Rx 1 concludes that no burst of Tx 2 is received
by the time Tx 1 finishes its first burst. As such, starting at time slot t1 ` n1 ` n1, Rx 1 looks
for the arrival time t˚ of a new transmission burst that might belong to Tx 1 or Tx 2. The time
slot t˚ is estimated similar to (42), i.e., tˆ˚ is the smallest value of t ě t1 ` n1 ` n1 such that`ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs or `ps12,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp3qs.
(iv) After finding t2 in step (iii), Rx 1 knows that the first burst of Tx 2 lasts from time slot t2 to time slot
t2 ` n1 ` n2 ´ 1. Since the first burst of Tx 1 ends at time slot t1 ` n ` n1 ´ 1, Rx 1 looks for
possible arrival of the second burst of Rx 1 during time slots t1`n1`n1 to t2`n1`n2´ 1. In fact,
as shown in Fig. 4, the second burst of Tx 1 arrives at time slot t3 :“ τ p2q1 ` 1 when the first burst
by Tx 2 is still arriving. The preamble sequence in the second burst of Tx 1 extends from time slot
t3 to t3` n1´ 1. By Proposition 2, px1,l,y1,l “ pp2q for any t3 ď l ď t3` n1´ 1 where pp2q is defined
in (36). Based on these observations, Rx 1 estimates t3 by
tˆ3 “ min
!
t1 ` n1 ` n1 ď t ď t2 ` n1 ` n2 ´ 1 :
`ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp2qs) , (49)
where following the proof of Proposition 3, it can be shown that Pp tˆ3 ‰ t3q ď Θpnqe´Θpn1q.
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(a)
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t¯-axis
j2μ2 + ν2 + θ2
(b)
Fig. 5. If (52) holds for i “ 1, the jth2 burst of Tx 2 overlaps (with high probability for large n) with the jth1 codeword of Tx 1 over
its “left end” as shown in panel (a), while if (53) holds for i “ 1, the jth2 burst of Tx 2 overlaps with the jth1 codeword of Tx 1 over its
“right end” as shown in panel (b).
The detection/estimation procedure described here can be easily extended to scenarios other than the one
depicted in Fig. 4. Throughout the rest of the paper, we assume both receivers know the values of τ pjqi
for any i “ 1, 2 and 1 ď j ď Ni.
IV. DECODING STRATEGY AND ACHIEVABILITY RESULTS
In the previous section, we described how each receiver is capable of estimating τ pjqi with vanishingly
small probability of error. Our analysis heavily relied on the conditions in (34) which are also used in
the following proposition:
Proposition 4. Let i “ 1, 2 and 1 ď ji ď Ni. Assuming (34) holds, the jthi codeword of Tx i and the jthi1
burst of Tx i1 overlap with arbitrarily large probability in the asymptote of large n if and only if
ji1µi1 ´ jiµi ` νi1 ´ νi P p0, θiq
ď
p´θi1 , θi ´ θi1q. (50)
Proof: See Appendix F.
The result of Proposition 4 can be intuitively described as follows. Define the scaled time variable
t¯ :“ t
n
. (51)
On the t¯-axis, Tx i sends its jthi codeword at times
1
n
pτ pjiqi ` n1 ` 1q to 1npτ pjiqi ` n1 ` niq. In virtue of
SLLN, limnÑ8 1nτ
pjiq
i “ jiµi ` νi. As such, in the limit as n grows to infinity, the jthi codeword of Tx i
lies on the interval
`
jiµi`νi, jiµi`νi`θi
˘
along the t¯-axis. Similarly, one sees that the jthi1 burst of Tx i
1
lies on the interval
`
ji1µi1`νi1 , ji1µi1`νi1`θi1
˘
along the t¯-axis. Provided (34) holds, the condition in (50)
is equivalent to saying that the two intervals
`
jiµi ` νi, jiµi ` νi ` θi
˘
and
`
ji1µi1 ` νi1 , ji1µi1 ` νi1 ` θi1
˘
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overlap. More specifically, if
´ θi1 ă ji1µi1 ´ jiµi ` νi1 ´ νi ă mint0, θi ´ θi1u, (52)
the jthi1 burst of Tx i
1 overlaps (with high probability for large n) with the jthi codeword of Tx i on its
“left end” as shown in Fig. 21(a) for i “ 1, while if
maxt0, θi ´ θi1u ă ji1µi1 ´ jiµi ` νi1 ´ νi ă θi, (53)
the jthi1 burst of Tx i
1 overlaps with the jthi codeword of Tx i on its “right end” as shown in Fig. 21(b)
for i “ 1. Finally,
mint0, θi ´ θi1u ă ji1µi1 ´ jiµi ` νi1 ´ νi ă maxt0, θi ´ θi1u, (54)
implies that the jthi codeword of Tx i is contained in the j
th
i1 burst of Tx i
1 or the other way around
depending on whether θi ă θi1 or θi1 ă θi, respectively.
Remark- The geometric interpretation of the conditions in (34) is that the endpoints of the intervals`
jiµi ` νi, jiµi ` νi ` θi
˘
and
`
ji1µi1 ` νi1 , ji1µi1 ` νi1 ` θi1
˘
do not coincide.
We make the following definitions:
‚ Fixing ji “ j, there exists at most one positive integer ji1 that satisfies (52). We denote this value
of ji1 by ω´i,j . In fact, ω
´
i,j is the index of the burst of Tx i
1 that overlaps with the left end of the jth
codeword of Tx i. In case, ω´i,j does not exist, we write ω
´
i,j “ 0.
‚ Fixing ji “ j, there exists at most one positive integer ji1 that satisfies (53). We denote this value of
ji1 by ω`i,j . In fact, ω
`
i,j is the index of the burst of Tx i
1 that overlaps with the right end of the jth
codeword of Tx i. In case, ω`i,j does not exist, we write ω
`
i,j “ 0.
‚ We define ωi,j as the number of bursts of Tx i1 that are completely contained within the jth codeword
of Tx i.
For example, Fig. 6 presents a scenario where N1 “ 3 and N2 “ 5 and we have
pω´1,1, ω`1,1, ω1,1q “ p1, 2, 0q, pω´1,2, ω`1,2, ω1,2q “ p0, 0, 1q, pω´1,3, ω`1,3, ω1,3q “ p0, 5, 1q. (55)
Next, we study achievability results for the jth transmitted codeword of Tx i, i.e., we look for sufficient
conditions that guarantee the jth transmitted codeword by Tx i is decoded successfully at Rx i. In order
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Fig. 6. Positions of the bursts along the t-axis in a scenario where N1 “ 3 and N2 “ 5.
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Fig. 7. A scenario where ω´1,j ‰ 0, ω`1,j ‰ 0 and ω1,j “ 0. For notational simplicity, we have shown ω´1,j and ω`1,j by ω´ and ω`,
respectively.
to describe the decoding strategy, we focus on Rx 1. For notational simplicity, in some equations we show
ω´1,j and ω
`
1,j by ω
´ and ω`, respectively.
‚ Assume ω´ ‰ 0, ω` ‰ 0 and ω1,j “ 0. Then
τ
pω´q
2 ` 1 ă τ pjq1 ` n1 ` 1 ď τ pω
´q
2 ` n1 ` n2 ď τ pω
`q
2 ` 1 ď τ pjq1 ` n1 ` n1 ă τ pω
`q
2 ` n1 ` n2. (56)
This situation is shown in Fig. 7. The jth codeword of Tx 1 is transmitted during time slots τ pjq1 `n1`1
to τ pjq1 ` n1 ` n1. The interference pattern over this codeword is described as follows:
– Any symbol of the codeword transmitted during time slots τ pjq1 ` n1 ` 1 to τ pω
´q
2 ` n1 ` n2 is
received in the presence of interference. For any τ pjq1 ` n1 ` 1 ď l ď τ pω
´q
2 ` n1 ` n2, we have
px1,l,y1,l “ pp2q where the PDF pp2q is defined in (36).
– Any symbol of the codeword transmitted during time slots τ pω
´q
2 `n1`n2` 1 to τ pω
`q
2 does not
experience interference. For any τ pω
´q
2 ` n1` n2` 1 ď l ď τ pω
`q
2 , we have px1,l,y1,l “ pp1q where
the PDF pp1q is defined in (35).
– Any symbol of the codeword transmitted during time slots τ pω
`q
2 ` 1 to τ pjq1 `n1`n1 is received
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in the presence of interference. For any τ pω
`q
2 ` 1 ď l ď τ pjq1 ` n1 ` n1, we have px1,l,y1,l “ pp2q
where the PDF pp2q is defined in (36).
According to the interference pattern just described, Rx 1 finds the unique codeword ps1,lqn1´1l“0 such
that all three statements
´
ps1,lqτ
pω´q
2 ´τ pjq1 `n2´1
l“0 , py1,lqτ
pω´q
2 `n1`n2
l“τ pjq1 `n1`1
¯
P Apτ pω
´q
2 ´τ pjq1 `n2q
 rpp2qs, (57)
´
ps1,lqτ
pω`q
2 ´τ pjq1 ´n1´1
l“τ pω´q2 ´τ pjq1 `n2
, py1,lqτ
pω`q
2
l“τ pω´q2 `n1`n2`1
¯
P Apτ pω
`q
2 ´τ pω
´q
2 ´n1´n2q
 rpp1qs (58)
and
´
ps1,lqn1´1
l“τ pω`q2 ´τ pjq1 ´n1
, py1,lqτ
pjq
1 `n1`n1
l“τ pω`q2 `1
¯
P Apτ pjq1 ´τ pω
`q
2 `n1`n1q
 rpp2qs (59)
hold. We have the following proposition:
Proposition 5. Given the index j of a transmitted codeword of Tx i, assume ω´i,j ‰ 0 and ω`i,j ‰ 0.
If ω´i,j ‰ ω`i,j , then
ηi ´ 1
λi1
p1` ωi,jqpφi ´ ψiqηi1 ă θiψi ´ θi1p1` ωi,jqpφi ´ ψiq, (60)
is a sufficient condition for reliable decoding of the jth message of Tx i where
φi :“ Cpγiq, ψi :“ C
´ γi
1` ai1γi1
¯
(61)
and the function Cp¨q is defined in (1). If ω´i,j “ ω`i,j , then (60) is replaced by
ηi ă θiψi. (62)
Proof: See Appendix G.
‚ Assume ω´ ‰ 0, ω` “ 0 and ω1,j “ 0. Then
τ
pω´q
2 ` 1 ă τ pjq1 ` n1 ` 1 ď τ pω
´q
2 ` n1 ` n2 ď τ pjq1 ` n1 ` n1 ă τ pω
´`1q
2 ` 1. (63)
This situation is shown in Fig. 7 after removing the bust with index ω` of Tx 2 from the picture.
The interference pattern over the jth codeword of Tx 1 is described as follows:
– Any symbol of the codeword transmitted during time slots τ pjq1 ` n1 ` 1 to τ pω
´q
2 ` n1 ` n2 is
22
received in the presence of interference. For any τ pjq1 ` n1 ` 1 ď l ď τ pω
´q
2 ` n1 ` n2, we have
px1,l,y1,l “ pp2q where the PDF pp2q is defined in (36).
– Any symbol of the codeword transmitted during time slots τ pω
´q
2 ` n1 ` n2 ` 1 to τ pjq1 ` n1 ` n1
does not experience interference. For any τ pω
´q
2 ` n1 ` n2 ` 1 ď l ď τ pjq1 ` n1 ` n1, we have
px1,l,y1,l “ pp1q where the PDF pp1q is defined in (35).
According to the interference pattern just described, Rx 1 finds the unique codeword ps1,lqn1´1l“0 such
that the two constraints
´
ps1,lqτ
pω´q
2 ´τ pjq1 `n2´1
l“0 , py1,lqτ
pω´q
2 `n1`n2
l“τ pjq1 `n1`1
¯
P Apτ pω
´q
2 ´τ pjq1 `n2q
 rpp2qs (64)
and
´
ps1,lqn1´1
l“τ pω´q2 ´τ pjq1 `n2
, py1,lqτ
pjq
1 `n1`n1
l“τ pω´q2 `n1`n2`1
¯
P Apτ pjq1 ´τ pω
´q
2 `n1´n2q
 rpp1qs (65)
hold.
Proposition 6. Given the index j of a transmitted codeword of Tx i, assume ω´i,j ‰ 0 and ω`i,j “ 0.
Then
`
1´ j
λi
pφi ´ ψiq
˘
ηi ` ω
´
i,j
λi1
pφi ´ ψiqηi1 ă θiφi ´
`
νi1 ´ νi ` θi1p1` ωi,jq
˘pφi ´ ψiq (66)
is a sufficient condition for reliable decoding of the jth message of Tx i where φi and ψi are defined
in (61).
Proof: See Appendix H.
‚ Assume ω` ‰ 0, ω´ “ 0 and ω1,j “ 0. We have
τ
pω`´1q
2 ` n1 ` n2 ă τ pjq1 ` n1 ` 1 ď τ pω
`q
2 ` 1 ď τ pjq1 ` n1 ` n1 ă τ pω
`q
2 ` n1 ` n2. (67)
This situation is shown in Fig. 7 after removing the burst with index ω´ of Tx 2 from the picture.
The interference pattern over the jth codeword of Tx 1 is described as follows:
– Any symbol of the codeword transmitted during time slots τ pjq1 `n1`1 to τ pj
`q
2 does not experience
interference. For any τ pjq1 ` n1 ` 1 ď l ď τ pω
`q
2 , we have px1,l,y1,l “ pp1q where the PDF pp1q is
defined in (35).
– Any symbol of the codeword transmitted during time slots τ pω
`q
2 ` 1 to τ pjq1 `n1`n1 is received
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in the presence of interference. For any τ pω
`q
2 ` 1 ď l ď τ pjq1 ` n1 ` n1, we have px1,l,y1,l “ pp2q
where the PDF pp2q is defined in (36).
According the to the interference pattern just described, Rx 1 finds the unique codeword ps1,lqn1´1l“0
such that the two constraints
´
ps1,lqτ
pω`q
2 ´τ pjq1 ´n1´1
l“0 , py1,lqτ
pω`q
2
l“τ pjq1 `n1`1
¯
P Apτ pω
`q
2 ´τ pjq1 ´n1q
 rpp1qs (68)
and
´
ps1,lqn1´1
l“τ pω`q2 ´τ pjq1 ´n1
, py1,lqτ
pjq
1 `n1`n1
l“τ pω`q2 `1
¯
P Apτ pjq1 ´τ pω
`q
2 `n1`n1q
 rpp2qs (69)
hold.
Proposition 7. Given the index j of a transmitted codeword of Tx i, assume ω´i,j “ 0 and ω`i,j ‰ 0.
Then `
1` j
λi
pφi ´ ψiq
˘
ηi ´ ω
`
i,j
λi1
pφi ´ ψiqηi1 ă θiψi ` pνi1 ´ νi ´ θi1ωi,jqpφi ´ ψiq. (70)
is a sufficient condition for reliable decoding of the jth message of Tx i where φi and ψi are defined
in (61).
Proof: The proof is similar to the proof of Proposition 6 and is omitted.
‚ If ω´i,j “ ω`i,j “ 0,
ηi ă θiφi ´ θi1ωi,jpφi ´ ψiq (71)
is a sufficient condition for reliable decoding of the jth message of Tx i.
Corollary 1. If ηi ă θiψi, the probability of error in decoding the jth message of Tx i vanishes by
increasing n for any j regardless of the values of ω´i,j , ω
`
i,j , ωi,j , νi and νi1 . If ηi ě θiφi, the probability
of error in decoding any message of Tx i approaches one by increasing n.
Proof: Let ηi ă θiψi. We consider the following cases:
‚ Assume ω´i,j ‰ 0, ω`i,j ‰ 0 and ω´i,j ‰ ω`i,j . Since ηi ă θiψi and θi1 ă µi1 by (11), we must have
ηi ă θiψi ` pµi1 ´ θi1qp1` ωi,jqpφi ´ ψiq which is exactly (60) after rearranging terms.
‚ Assume ω´i,j ‰ 0 and ω`i,j “ 0. On the t-axis, the interval J0 “ pjµi ` νi, ω´µi1 ` νi1 ` θi1q together
with ωi,j intervals J1, ¨ ¨ ¨ ,Jωi,j each of length θi1 corresponding to the bursts of indices ω´ `
1, ¨ ¨ ¨ , ω´ ` ωi,j of Tx i1 are disjoint intervals and all are included in the interval J “ pjµi `
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Fig. 8. This picture shows the bursts of both users on the t-axis in a situation where ω´i,j ‰ 0 and ω`i,j “ 0
A “ jµi ` νi A1 “ jµi ` νi ` θi
Bm “ pω´i,j `mqµi1 ` νi1
m “ 0, 1, ¨ ¨ ¨ , ωi,j
B1m “ pω´i,j `mqµi1 ` νi1 ` θi1
m “ 0, 1, ¨ ¨ ¨ , ωi,j
(72)
νi, jµi ` νi ` θiq corresponding to the jth codeword of Tx i. Hence, the sum of the lengths of the
intervals J0,J1, ¨ ¨ ¨ ,Jωi,j which is ϑ :“ ω´µi1 ` νi1 ` θi1 ´ pjµi ` νiq ` θi1ωi,j must be less than or
equal to the length θi of J . Then one can write θiψi ď pθi ´ ϑqφi ` ϑψi due to θi ´ ϑ ě 0. Since
ηi ă θiψi by assumption, we get ηi ă pθi´ϑqφi`ϑψi which is exactly (66) after rearranging terms.
‚ The cases ω´i,j “ 0, ω`i,j ‰ 0 and ω´i,j “ ω`i,j “ 0 are analyzed similarly. We omit the details.
If ηi ą θiφi, reliable communication is impossible due to the fact that the capacity of an AWGN channel
with SNR γi is φi. The codebook rate for Tx i is limnÑ8 tnηiutnθiu “ ηiθi . The probability of error tends to one
if ηi
θi
ě φi.
Remark- Let us describe a simple method to obtain the constraints (60), (66) and (70) in Propositions 5,
6 and 7, respectively. For example, let us discuss how to obtain (66) by looking at the positions of the
bursts on the t-axis. Fig. 8 depicts the jth codeword of Tx i in a situation where ω´i,j ‰ 0 and ω`i,j “ 0.
The table in (72) shows the numbers on the t-axis corresponding to different points in Fig 8. The interval
during which the jth burst of Tx i is sent can be divided into two subintervals, i.e., subinterval 1 where
the two users interfere and subinterval 2 where there is no interference. Using (72) it is easy to see that
length of subinterval 1 “ AB10 `B1B11 ` ¨ ¨ ¨ `Bωi,jB1ωi,j
“ ω´i,jµi1 ` νi1 ` θi1 ´ pjµi ` νiq ` ωi,jθi1 (73)
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and
length of subinterval 2 “ θi ´ length of subinterval 1
“ θi ´
`
ω´i,jµi1 ` νi1 ` θi1 ´ pjµi ` νiq ` ωi,jθi1
˘
. (74)
Finally, the criterion for successful decoding of the jth transmitted codeword of Tx i is given by
ηi ă (length of subinterval 1)ψi ` (length of subinterval 2)φi. (75)
Substituting (73) and (74) in (75) and rearranging terms, we get (66).
V. THE ADMISSIBLE SET A FOR pν1, ν2q AND THE PROBABILITY OF OUTAGE
A. System Design
In Section II.D we obtained the average transmission power and the average transmission rate for Tx i
as Qi “ Niγi1` 1
qiθi
and Ri “ λi1`qiθi , respectively, in the asymptote of large n. Throughout this section we
assume none of the transmitters performs power control and both transmit at full power, i.e.,
Qi “ Pi, i “ 1, 2. (76)
We get
θi “ θˆi :“ 1
qi
´ λi
Ri
´ 1
¯
(77)
and
γi “ γˆi :“ Pi
Ni
´
1` 1
qiθˆi
¯
“ Pi
Ni
λi
λi ´Ri . (78)
If Ni ą 1, then (11) together with (77) imply that
Ni
Ni ` 1λi ă Ri ă λi. (79)
If Ni “ 1, we simply have
0 ă Ri ă λi. (80)
In Section IV, we derived sufficient conditions for successful decoding at the receivers. Letting θi “ θˆi
and γi “ γˆi, we aim to characterize an admissible region A for pν1, ν2q such that reliable communication
26
is guaranteed for all transmitted codewords. Define
φˆi :“ φi
ˇˇ
γi“γˆi , ψˆi :“ ψi
ˇˇ
γ1“γˆ1,γ2“γˆ2 (81)
If ηi ě θˆiφˆi, reliable communication is impossible for Tx i as stated in Corollary 1. For any value of Ni,
define5
RipNiq :“ suptRi : ηi ă θˆiφˆiu. (82)
By (79), (80) and (82), we demand that Ri be in the interval
Ni
Ni ` 11Nią1λi ă Ri ă mintλi, RipNiqu “ RipNiq, (83)
where we have used the fact that6 RipNiq ă λi. For any R1, R2 define
NR1,R2 :“
 pN1, N2q : Ri satisfies (83) for i “ 1, 2(. (84)
We call NR1,R2 the active set for the pair pR1, R2q. Note that NR1,R2 is finite due to the constraint
Ni
Ni`11Nią1 ă Riλi ă 1 in (83).
By Corollary 1, if ηi ă θˆiψˆi, the codewords of user i are received reliably regardless of the values of
ν1 and ν2. A more interesting situation occurs when R1, R2 satisfy
min
pN1,N2qPNR1,R2
max
"
η1
θˆ1ψˆ1
,
η2
θˆ2ψˆ2
*
ě 1. (85)
The inequality in (85) implies that for any pN1, N2q P NR1,R2 , there is i P t1, 2u such that ηi ě θˆiψˆi and
hence, the values of ν1 and ν2 may potentially affect reliable communication for Tx i.
Remark- Throughout the rest of this section, we are only interested in rate pairs pR1, R2q and system
parameters q1, q2, λ1, λ2, a1, a2, P1, P2 such that (85) holds.
Towards characterizing an admissible region A for pν1, ν2q, we need to define the concept of the state
in a GIC-SDA under immediate transmissions. Let Al “ lµ1 ` ν1 and A1l “ lµ1 ` ν1 ` θ1 be the starting
point and the ending point of the lth codeword of Tx 1 on the t-axis. The points Al, A1l for 1 ď l ď N1
5Using the change of variable x :“ ´ 1
Ni
λi
λi´Ri ´ 1Pi , the inequality ηi ă θˆiφˆi can be written as x2x ą ´ 1Pi 2
´ 1
Ni
´ 1
Pi which is
equivalent to x ą x0 for some x0. This in turn results in the solution 0 ă Ri ă RipNiq for Ri.
6Recall from Footnote 5 that ηi ă θˆiφˆi is equivalent to 0 ă Ri ă RipNiq. It is easy to see that limRiÑλ´i θˆiφˆi “ 0. Hence, there
exists a 0 ă δ ă λi such that θˆiφˆi ă ηi for Ri “ λi ´ δ. This gives RipNiq ď λi ´ δ as desired.
27
I1 I2 I3 I4 I5 I6 I7
Tx 1
Tx 2
t-axisA1 A01 A2 A02 A03A3
Fig. 9. This picture shows the positions of the bursts of both users on the t-axis in a situation where N1 “ 3 and N2 “ 4. For 1 ď l ď 3,
the points Al “ lµ1 ` ν1 and A1l “ lµ1 ` ν1 ` θ1 are the starting point and the ending point of the lth codeword of Tx 1. These points
partition the t-axis into seven disjoint intervals I1, ¨ ¨ ¨ , I7.
partition the t-axis into 2N1 ` 1 disjoint intervals
I1 :“ p´8, A1q
I2 :“ pA1, A11q
I3 :“ pA11, A2q
...
I2N1´1 :“ pA1N1´1, AN1q
I2N1 :“ pAN1 , A1N1q
I2N1`1 “ pA1N1 ,8q
. (86)
For any 1 ď j ď N2, we assign a tuple puj, vjq to the jth transmitted codeword of Tx 2 where
‚ uj is the unique index m such that the starting point of the jth codeword of Tx 2 lies in interval Im.
‚ vj is the unique index m such that the ending point of the jth codeword of Tx 2 lies in interval Im.
Define the state of the asynchronous GIC-SDA by
S “ tpj;uj, vjq : 1 ď j ď N2u. (87)
The set of all states is shown byS . For example, Fig. 9 depicts a situation where N1 “ 3 and N2 “ 4. The
t-axis is partitioned into seven intervals I1, ¨ ¨ ¨ , I7. We have pu1, v1q “ p1, 2q, pu2, v2q “ p3, 4q, pu3, v3q “
p5, 6q, pu4, v4q “ p7, 7q and the state of the channel is given by
S “ tp1; 1, 2q, p2; 3, 4q, p3; 5, 6q, p4; 7, 7qu. (88)
In general, the number of states in a two-user asynchronous GIC-SDA is |S | “ `2N1`2N2
2N2
˘
. A proof of
this fact is given in Appendix I. Note that any state uniquely determines the parameters ω´i,j, ω
`
i,j and ωi,j
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Fig. 10. This picture shows the positions of the bursts of both users on the t-axis in a situation where N1 “ 1 and N2 “ 2. The state of
the channel is tp1; 1, 2q, p2; 2, 3qu.
for any 1 ď i ď 2 and 1 ď j ď Ni.
For any state S, we impose two sets of constraints on pν1, ν2q referred to as the geometric constraints
ApgeomqS and the reliability constraints AprelqS . The admissible region A is defined by
A :“
ď
SPS
`ApgeomqS čAprelqS ˘. (89)
The geometric constraints are dictated by the positions of the bursts on the t-axis. For example, let N1 “ 1,
N2 “ 2 and the state of the channel be S “ tp1; 1, 2q, p2; 2, 3qu as shown in Fig. 10. Then
ApgeomqS “
 pν1, ν2q : µ2` ν2 ă µ1` ν1 ă µ2` ν2` θ2 ă 2µ2` ν2 ă µ1` ν1` θ1 ă 2µ2` ν2` θ2(. (90)
The reliability constraints guarantee reliable communications for all transmitted codewords. For example,
for the situation in Fig. 10 there are three reliability constraints:
‚ For the first codeword of Tx 1, ω´1,1 “ 1, ω`1,1 “ 2 and ω1,1 “ 0. By Proposition 5,
η1 ´ 1
λ2
pφˆ1 ´ ψˆ1qη2 ă θˆ1ψˆ1 ´ θˆ2pφˆ1 ´ ψˆ1q. (91)
‚ For the first codeword of Tx 2, ω´2,1 “ 0, ω`2,1 “ 1 and ω2,1 “ 0. By Proposition 7,
`
1` 1
λ2
pφˆ2 ´ ψˆ2q
˘
η2 ´ 1
λ1
pφˆ2 ´ ψˆ2qη1 ă θˆ2ψˆ2 ` pν1 ´ ν2qpφˆ2 ´ ψˆ2q. (92)
‚ For the second codeword of Tx 2, ω´2,2 “ 1, ω`2,2 “ 0 and ω2,2 “ 0. By Proposition 6,
`
1´ 2
λ2
pφˆ2 ´ ψˆ2q
˘
η2 ` 1
λ1
pφˆ2 ´ ψˆ2qη1 ă θˆ2φˆ2 ´ pν1 ´ ν2 ` θˆ1qpφˆ2 ´ ψˆ2q. (93)
Then AprelqS for S “ tp1; 1, 2q, p2; 2, 3qu is the set of all pν1, ν2q such that the three inequalities in (91),
(92) and (93) hold.
We are ready to state our design problem. Let pR1, R2q be such that (85) holds and ν1 and ν2 be
29
realizations of independent uniform random variables7 ν1 and ν2, respectively, with support r0, ds for
some d ą 0. We aim to find pN1, N2q P NR1,R2 such that the probability of pν1,ν2q not being in the
admissible region A is minimized, i.e.,
p pN1, pN2q “ arg minpN1,N2qPNR1,R2 P`pν1,ν2q R A˘. (94)
In words, (94) answers the following question:
Given the value of d and assuming the rate pair pR1, R2q is such that (85) holds, What is the optimum
number of transmission bursts Ni for Tx i in order to minimize the probability of the outage event, i.e.,
the event that pν1,ν2q does not lie in the admissible region A?
Since the sets ApgeomqS
ŞAprelqS are disjoint8 for different states S, we can write
P
`pν1,ν2q R A˘ “ 1´ ÿ
SPS
P
`pν1,ν2q P ApgeomqS čAprelqS ˘. (95)
Define
α :“ ν2 ´ ν1. (96)
Each constraint pν1,ν2q P ApgeomqS
ŞAprelqS is in fact a constraint on α, i.e., for any state S there are real
numbers αplqS and α
puq
S such that
9
pν1,ν2q P ApgeomqS
č
AprelqS ðñ αplqS ă α ă αpuqS . (97)
By (95) and (97),
P
`pν1,ν2q R A˘ “ 1´ ÿ
SPS
`
FαpαpuqS q ´ FαpαplqS q
˘
, (98)
where Fαpαq “ 1dp1´ |α|d q1|α|ďd is the cumulative distribution function of α.
The next proposition provides conditions on the parameter d ą 0 such that reliable communication is
guaranteed for both users regardless of the values of ν1, ν2 P r0, ds:
7One can consider any arbitrary continuous distribution for ν1 and ν2. We consider the uniform distribution due to its realistic nature.
8This is due to the fact that the geometric constraints ApgeomqS are disjoint for different states S.
9For example, look at the geometric and reliability constraints given for the state depicted in Fig. 10.
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Proposition 8. Let Sd :“ p0, dq ˆ p0, dq. Then P
`pν1,ν2q R A˘ “ 0 if and only if
Sd
č
pApgeomqS zAprelqS q “ H, (99)
for any S P S .
Proof: Assume P
`pν1,ν2q P A˘ “ řSPS P`pν1,ν2q P ApgeomqS ŞAprelqS ˘ “ 1. Since tApgeomqS :
S P S u is a partition of the sample space, řSPS P`pν1,ν2q P ApgeomqS ˘ “ 1. But, P`pν1,ν2q P
ApgeomqS
ŞAprelqS ˘ ď P`pν1,ν2q P ApgeomqS ˘ for any S P S . Hence, P`pν1,ν2q P ApgeomqS ŞAprelqS ˘ “
P
`pν1,ν2q P ApgeomqS ˘ or equivalently, P`pν1,ν2q P ApgeomqS zAprelqS ˘ “ 0 for any S P S . This in turn
means Sd
ŞpApgeomqS zAprelqS q has Lebesgue measure zero. But, ApgeomqS zAprelqS is a union of a finite number
of (disjoint) strips of the form tpν1, ν2q : βplq ă ν2 ´ ν1 ă βpuqu where βplq and βpuq are real numbers.
As such, Sd
ŞpApgeomqS zAprelqS q has Lebesgue measure zero if and only if it is empty.
Motivated by Proposition 8, we define
dmax :“ sup
!
d ą 0 : Sd
č
pApgeomqS zAprelqS q “ H for any S P S
)
. (100)
If dmax ą 0, then the probability of outage is zero for any d ă dmax. In the next subsection, we
offer simulation results to study the effects of different system parameters on the optimal choices for
N1, N2 in (94). In particular, we will see an example of a rate tuple pR1, R2q that satisfies (85) and still
there exists d ą 0 such that (99) holds for any S P S . Therefore, if pR1, R2q satisfies (85), it does not
necessarily mean that P
`pν1,ν2q R A˘ ą 0.
B. Simulations
In this subsection, we study the optimum choices for N1, N2 in (94) in a few examples.
Example- Let k1 “ 3, k2 “ 2, q1 “ 0.3, q2 “ 0.4, a1 “ 0.5, a2 “ 0.7 and P1 “ P2 “ 30 dB. We consider
several possibilities for pR1, R2q:
‚ Let R1 “ 0.4λ1 “ 0.36 and R2 “ 0.4λ2 “ 0.32. Then NR1,R2 “ tp1, 1qu, however, condition (85)
is not satisfied. This means that by setting N1 “ N2 “ 1, both receivers successfully decode the
messages regardless of the values of ν1 and ν2.
‚ Let R1 “ 0.5λ1 “ 0.45 and R2 “ 0.5λ2 “ 0.4. Then NR1,R2 “ tp1, 1qu and the condition in (85)
is satisfied. We fix N1 “ N2 “ 1. Fig. 11 in panel (a) shows the region ŤSPS pApgeomqS zAprelqS q.
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Fig. 11. Let k1 “ 3, k2 “ 2, q1 “ 0.3, q2 “ 0.4, a1 “ 0.5, a2 “ 0.7, P1 “ P2 “ 30 dB, R1 “ 0.5λ1 “ 0.45 and R2 “ 0.5λ2 “ 0.4.
Then NR1,R2 “ tp1, 1qu and (85) is satisfied. Fixing N1 “ N2 “ 1, panel (a) shows the region
Ť
SPS pApgeomqS zAprelqS q in grey shade.
Panel (b) shows the probability of outage in terms of d.
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(a) R1 “ 0.7λ1, R2 “ 0.7λ2
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(b) R1 “ 0.8λ1, R2 “ 0.8λ2
Fig. 12. Let k1 “ 3, k2 “ 2, q1 “ 0.3, q2 “ 0.4, a1 “ 0.5, a2 “ 0.7 and P1 “ P2 “ 30 dB. If R1 “ 0.7λ1 “ 0.63 and R2 “ 0.7λ2 “ 0.56,
then NR1,R2 “ tpm1,m2q : 1 ď m1,m2 ď 2u and (85) is satisfied. Panel (a) shows the probability of outage in terms of d for different
values of pN1, N2q. If R1 “ 0.8λ1 “ 0.72 and R2 “ 0.8λ2 “ 0.64, then NR1,R2 “ tpm1,m2q : 1 ď m1,m2 ď 3u and (85) is satisfied.
It turns out that depending on the value of d, the best choices are pN1, N2q “ p1, 1q, p1, 2q or p1, 3q as shown in panel (b).
By Proposition 8, if d ă dmax « 0.83, the probability of outage is zero. Fig. 11 in panel (b) shows
the probability of outage in terms of d.
‚ Let R1 “ 0.7λ1 “ 0.63 and R2 “ 0.7λ2 “ 0.56. Then NR1,R2 “ tp1, 1q, p1, 2q, p2, 1q, p2, 2qu and the
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(a) P1 “ P2 “ 10 dB
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(b) P1 “ P2 “ 30 dB
Fig. 13. A symmetric scenario where k1 “ k2 “ 5, q1 “ q2 “ 0.2, a1 “ a2 “ 0.5, R1 “ 0.7λ1 “ 0.7 and R2 “ 0.7λ2 “ 0.7.
Panel (a) presents the probability of outage in terms of d for different values of pN1, N2q for P1 “ P2 “ 10 dB. We see that N1 “ N2 “ 1
is the optimum choice for any value of d. Panel (b) presents the probability of outage in terms of d for different values of pN1, N2q for
P1 “ P2 “ 20 dB. Here, N1 “ N2 “ 2 is the optimum choice for any value of d.
condition in (85) is satisfied. Fig. 12 in panel (a) shows the probability of outage in terms of d for
different values of pN1, N2q P NR1,R2 . If d ă 2, pN1, N2q “ p1, 2q and if d ą 2, pN1, N2q “ p1, 1q
are the optimum choices.
‚ Let R1 “ 0.8λ1 “ 0.72 and R2 “ 0.8λ2 “ 0.64. Then NR1,R2 “ tpm1,m2q : 1 ď m1,m2 ď 3u and
the condition in (85) is satisfied. It turns out that depending on the value of d, the best choices are
pN1, N2q “ p1, 1q, p1, 2q or p1, 3q. Fig. 12 in panel (b) shows the probability of outage in terms of d
for these values of pN1, N2q. If d ă 1.43, pN1, N2q “ p1, 3q, if 1.43 ă d ă 2.51, pN1, N2q “ p1, 2q
and if d ą 2.51, pN1, N2q “ p1, 1q are the best choices.
Example- It is possible that dmax “ 0. By Proposition 8, this happens when the line ν1 “ ν2 lies in the
interior of the region
Ť
SPS pApgeomqS zAprelqS q in the ν1-ν2 plane. An example of this situation is a symmetric
scenario where k1 “ k2 “ 5, q1 “ q2 “ 0.2, a1 “ a2 “ 0.5, R1 “ 0.7λ1 “ 0.7 and R2 “ 0.7λ2 “ 0.7. We
consider two cases for the average transmission power, i.e., P1 “ P2 “ 10 dB and P1 “ P2 “ 30 dB. It
turns out that in both cases, NR1,R2 “ tp1, 1q, p1, 2q, p2, 1q, p2, 2qu and the condition in (85) is satisfied.
‚ Let P1 “ P2 “ 10 dB. Fig. 13 in panel (a) presents the probability of outage in terms of d for
different values of pN1, N2q. Due to symmetry, the cases N1 “ 1, N2 “ 2 and N1 “ 2, N2 “ 1 offer
the the same performance. We see that N1 “ N2 “ 1 is the optimum choice for any value of d.
33
‚ Let P1 “ P2 “ 30 dB. Fig. 13 in panel (b) presents the probability of outage in terms of d for
different values of pN1, N2q. In contrast to the case P1 “ P2 “ 10 dB in panel (a), the situation is
reversed. Here, N1 “ N2 “ 2 is the optimum choice for any value of d.
VI. AN ACHIEVABLE REGION FOR THE ASYNCHRONOUS GIC-SDA
A. The General Model
In this section we consider a different setting where
‚ The source of Tx i no longer turns off after generating a number of kin bits.
‚ The parameters ν1 and ν2 are known at both transmitters10. As before, we let α :“ ν2 ´ ν1.
Accordingly, we adopt a slightly different notation where we assume Tx i has a codebook with rate
Rc,i consisting of 2tniRc,iu codewords of length ni “ tnθiu where θi ą 0 is a constant. We pose the
following problem:
Given positive integers N1 and N2, determine the possible values for the codebook rates pRc,1, Rc,2q
such that
1) The first Ni codewords sent by Tx i are transmitted immediately in the sense defined in Section II.B
and decoded successfully at Rx i.
2) The average transmission power for Tx i satisfies (2) where Ti is the period of activity for Tx i until
the time slot it transmits the last symbol in its N thi burst.
Since the codewords are transmitted immediately, the content of the buffer of Tx i never exceeds
tniRc,iu`ki and therefore, the buffers are stable. The first Ni bursts sent by Tx i represent a total number
of NitniRc,iu bits. Therefore, the average transmission rate for Tx i is Ri “ NitniRc,iu|Ti| . Following similar
steps in Section II.D,
Ri “ NiRc,i
1` NiRc,i
λi
, (101)
in the asymptote of large n. Similarly, the average transmission power for Tx i is
Qi “ Niγi
1` NiRc,i
λi
. (102)
10This requires a certain level of coordination between the two transmitters in order to inform each other about their initial instants of
activity.
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Then the average power constraint Qi ď Pi in (2) becomes
0 ď γi ď
´ 1
Ni
` Rc,i
λi
¯
Pi. (103)
Before proceeding further, let us reiterate the major differences between the current setup and the setup
in the previous section:
‚ We show the codebook rate of Tx i by Rc,i. No notation was selected for the codebook rate ηiθi in the
previous section. All the achievability results in Propositions 5, 6 and 7 remain valid after replacing
ηi by θiRc,i.
‚ Ni and θi are constants, while they served as design parameters in the previous section.
‚ The parameters ν1 and ν2 are known at both transmitters, while νi was unknown to Tx i1 in the
previous section.
‚ The information source at Tx i turns on at time slot tnνiu and remains active indeterminately.
We aim to characterize a region R of all codebook rate tuples pRc,1, Rc,2q such that both transmitters
send their codewords immediately and reliably and such that the power constraints in (2) are not violated.
We call R the achievable (codebook) rate region. One can also define an achievable rate region R1 of all
transmission rate tuples pR1, R2q such that the aforementioned properties hold. Since R1 and R are related
through the mappings in (101), we only focus on R. Immediate transmission of a scheduled codeword is
impossible if a previously scheduled codeword is not fully transmitted. By (11), immediate transmission
of the codewords is guaranteed if θiRc,i
λi
ą θi for Ni ą 1, i.e.,
Rc,i ą λi1Nią1, i “ 1, 2. (104)
An achievable Rc,i must satisfy11
Rc,i ă 1
2
logp1` γiq. (105)
Combining (103) and (105),
Rc,i ă 1
2
log
´
1`
´ 1
Ni
` Rc,i
λi
¯
Pi
¯
. (106)
This is equivalent to
Rc,i ă Rc,i, i “ 1, 2, (107)
11By Corollary 1, we must have θiRc,i ă θiφi which simplifies to (105).
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Fig. 14. This picture shows the positions of different bursts on the t-axis corresponding to the state S “ tp1; 1, 2q, p2; 2, 4qu in a scenario
where N1 “ N2 “ 2. The table in (108) shows the numbers on the t-axis corresponding to different points on the t-axis.
Am “ mθ1Rc,1λ1 ` ν1 Bm “
mθ2Rc,2
λ2
` ν2
A1m “ mθ1Rc,1λ1 ` ν1 ` θ1 B1m “
mθ2Rc,2
λ2
` ν2 ` θ2
(108)
where Rc,i is the unique positive solution12 for Rc,i in the equation Rc,i “ 12 logp1 ` p 1Ni `
Rc,i
λi
qPiq.
By (104) and (107), R lies inside the rectangle rλ11N1ą1, Rc,1s ˆ rλ21N2ą1, Rc,2s.
To describe R, we need the concept of the state introduced in Section V.A for a GIC-SDA with
immediate transmissions. For each state S, we impose two sets of constraints on pRc,1, Rc,2q, i.e., the
geometric constraints and the reliability constraints shown by RpgeomqS and RprelqS , respectively. To describe
these constraints, let us consider the situation shown in Fig. 14 where N1 “ N2 “ 2 and the state of the
channel is S “ tp1; 1, 2q, p2; 2, 4qu. This is only one of `8
4
˘ “ 70 possible states. The table in (108) shows
the numbers on the t-axis corresponding to different points in Fig 14.
‚ The geometric constraints are imposed by the positions of the bursts along the t-axis. For example,
point B1 is on left of point A1 which gives
θ2Rc,2
λ2
`ν2 ă θ1Rc,1λ1 `ν1. A complete list of the geometric
12Define fpxq “ x ´ 1
2
logp1 ` p 1
Ni
` x
λi
qPiq. Note that fp0q “ ´ 12 logp1 ` PiNi q ă 0, limxÑ8 fpxq “ 8 and f 1pxq “ 1 ´
1
2 ln 2
Pi
λi
1`p 1
Ni
` x
λi
qPi . If f
1pxq ą 0 for all x ą 0, then fpxq “ 0 has only one positive solution. If there is x0 ą 0 such that f 1px0q “ 0, then
f is decreasing over p0, x0q and increasing over px0,8q. This again implies that fpxq “ 0 has only one positive solution.
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constraints is given by the polyhedron»————————————————–
´ θ1
λ1
θ2
λ2
θ1
λ1
´ θ2
λ2
´ θ1
λ1
2θ2
λ2
2θ1
λ1
´2θ2
λ2
´2θ1
λ1
2θ2
λ2
´1 0
0 ´1
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
»–Rc,1
Rc,2
fifl ă
»————————————————–
´α
θ2 ` α
θ1 ´ α
θ2 ` α
θ1 ´ θ2 ´ α
´λ1
´λ2
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
, (109)
i.e., RpgeomqS for S “ tp1; 1, 2q, p2; 2, 4qu in the set of all pRc,1, Rc,2q such that (109) holds. The last
two constraints in (109) are the inequalities in (104).
‚ The reliability constraints guarantee successful decoding for all N1 ` N2 “ 2 ` 2 “ 4 transmitted
codewords subject to the power conditions in (103). For example, the second codeword of Tx 1 in
Fig. 14 only interferes with the second codeword of Tx 2 on its “left end”, i.e., ω´2,2 “ 2, ω`2,2 “ 0,
ω2,2 “ 0. We invoke Proposition 6 to write
`
1´ 2
λ1
pφ1 ´ ψ1q
˘
θ1Rc,1 ` 2
λ2
pφ1 ´ ψ1qθ2Rc,2 ă θ1φ1 ´ pα ` θ2qpφ1 ´ ψ1q. (110)
A complete list of reliability constraints is given by the polyhedra»—————————————–
θ1 ´ 1λ2 pφ1 ´ ψ1qθ2
p1´ 2
λ1
pφ1 ´ ψ1qqθ1 2λ2 pφ1 ´ ψ1qθ2
´ 1
λ1
pφ2 ´ ψ2qθ1 p1` 1λ2 pφ2 ´ ψ2qqθ2
´ 1
λ1
pφ2 ´ ψ2qθ1 θ2
´1 0
0 ´1
fiffiffiffiffiffiffiffiffiffiffiffiffiffifl
»–Rc,1
Rc,2
fifl ă
»—————————————–
θ1ψ1 ´ θ2pφ1 ´ ψ1q
θ1φ1 ´ pα ` θ2qpφ1 ´ ψ1q
θ2ψ2 ´ αpφ2 ´ ψ2q
θ2ψ2 ´ θ1pφ2 ´ ψ2q
λ1p12 ´ γ1P1 q
λ2p12 ´ γ2P2 q
fiffiffiffiffiffiffiffiffiffiffiffiffiffifl
, (111)
for some γ1, γ2 ě 0, i.e., RprelqS for S “ tp1; 1, 2q, p2; 2, 4qu is the set of all pRc,1, Rc,2q such that (111)
holds for some γ1, γ2 ě 0. The last two constraints in (111) are the inequalities in (103). Note that
RprelqS is the union of infinitely many polyhedra. More precisely, if we denote the polyhedron in (111)
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(a) (b)
Fig. 15. Consider a setup where N1 “ 3, N2 “ 2, θ1 “ θ2 “ 1, k1 “ 2, k2 “ 3, q1 “ 0.2, q2 “ 0.1, a1 “ 1.5, a2 “ 0.5, P1 “ 20 dB, P2 “
30 dB and α “ 1. Panel (a) shows the regions RpgeomqS in grey and RprelqS in black for S “ tp1; 2, 3q, p2; 3, 4qu. Panel (b) shows the same
regions under full power transmission. It is seen that RprelqS under full power transmission is strictly smaller than RprelqS in its general form
given in (112).
for fixed γ1, γ2 ě 0 by PSpγ1, γ2q, then
RprelqS “
ď
γ1,γ2ě0
PSpγ1, γ2q. (112)
It is needless to mention that φi and ψi are functions of γ1, γ2.
Having RpgeomqS and RprelqS defined for any state S, the achievable rate region R is given by
R “
ď
SPS
`RpgeomqS čRprelqS ˘. (113)
A few remarks are in order:
‚ In general, none of RpgeomqS and RprelqS is a subset of the other.
‚ Depending on the system parameters, there might exist states S such that RpgeomqS
ŞRprelqS “ H.
‚ Full power transmission, i.e., γi “ p 1Ni `
Rc,i
λi
qPi is not in general optimum. For example, let N1 “ 3,
N2 “ 2, θ1 “ θ2 “ 1, k1 “ 2, k2 “ 3, q1 “ 0.2, q2 “ 0.1, a1 “ 1.5, a2 “ 0.5, P1 “ 20 dB, P2 “ 30 dB
and α “ 1. Fig. 15 in panel (a) shows the regions RpgeomqS in grey and RprelqS in black for S “
tp1; 2, 3q, p2; 3, 4qu. Fig. 15 in panel (b) shows the same regions under full power transmission. It is
seen that RprelqS under full power transmission is strictly smaller than RprelqS “
Ť
γ1,γ2ě0PSpγ1, γ2q.
‚ In order to plot RprelqS for a given state S, we choose a finite set of values for γi, namely Γi, and
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(a) (b)
Fig. 16. Consider a setup where N1 “ 3, N2 “ 2, θ1 “ θ2 “ 1, k1 “ 2, k2 “ 3, q1 “ 0.2, q2 “ 0.1, a1 “ 1.5, a2 “ 0.5, P1 “ 20 dB, P2 “
30 dB and α “ 1. Panel (a) shows the region rRprelqS in (114) where S “ tp1; 2, 3q, p2; 3, 4qu and Γi “ t l5γi : 1 ď l ď 4u. Panel (b) shows
the same region for Γi “ t l10γi : 1 ď l ď 9u.
approximate RprelqS by rRprelqS :“ ď
γ1PΓ1,γ2PΓ2
PSpγ1, γ2q Ď RprelqS . (114)
To choose Γi, we observe that
0 ď γi ă γi :“
´ 1
Ni
` Rc,i
λi
¯
Pi, (115)
due to (103) and (107). Fix a natural number m and let
Γi :“
! l
m
γi : 1 ď l ď m´ 1
)
. (116)
The set difference RprelqS z rRprelqS becomes smaller as m increases. For example, Fig. 16 shows the
region rRprelqS for S “ tp1; 2, 3q, p2; 3, 4qu in a setup where N1 “ 3, N2 “ 2, θ1 “ θ2 “ 1, k1 “ 2, k2 “
3, q1 “ 0.2, q2 “ 0.1, a1 “ 1.5, a2 “ 0.5, P1 “ 20 dB, P2 “ 30 dB and α “ 1. In panel (a), we have
Γi “ t l5γi : 1 ď l ď 4u and in panel (b), Γi “ t l10γi : 1 ď l ď 9u.
In the next two examples, we fix θ1 “ θ2 “ 1, k1 “ k2 “ 2, q1 “ q2 “ 0.3, a1 “ a2 “ 0.5,
P1 “ P2 “ 20 dB and study the effects of N1, N2 and α on R in (113). We also fix Γi “ t l10γi : 1 ď l ď 9u.
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(a) N1 “ N2 “ 1 (b) N1 “ N2 “ 2
(c) N1 “ N2 “ 3 (d) N1 “ N2 “ 4
Fig. 17. A setting where θ1 “ θ2 “ 1, k1 “ k2 “ 2, q1 “ q2 “ 0.3, a1 “ a2 “ 0.5, P1 “ P2 “ 20 dB and α “ 0. As the number of
codewords N1 “ N2 increases, R becomes strictly smaller.
Example- Let α “ 0, i.e., both users become active at the same time. Fig. 17 shows the region R
for different values of N1 “ N2. As the number of transmitted codewords increases, R becomes strictly
smaller.
Example- Let N1 “ N2 “ 2. Fig. 18 shows the region R for different values of α. As α increases, the
region R converges to the square tpRc,1, Rc,2q : λi ă Rc,i ă Rc,i, , i “ 1, 2u where Rc,1 “ Rc,2 « 4.8774.
40
(a) α “ 5 (b) α “ 10
Fig. 18. A setting where N1 “ N2 “ 2, θ1 “ θ2 “ 1, k1 “ k2 “ 2, q1 “ q2 “ 0.3, a1 “ a2 “ 0.5 and P1 “ P2 “ 20 dB. As α increases,
the region R converges to the square tpRc,1, Rc,2q : λi ă Rc,i ă Rc,i, i “ 1, 2u where Rc,1 “ Rc,2 « 4.8774.
B. The Symmetric Model
In this section we study a symmetric setting where except for ν1 and ν2, other system parameters for
the two users are identical. In this case, we drop the index i “ 1, 2, i.e., N1 “ N2 “ N , λ1 “ λ2 “ λ,
Rc,1 “ Rc,2 “ Rc, θ1 “ θ2 “ θ, a1 “ a2 “ a, γ1 “ γ2 “ γ and P1 “ P2 “ P . Without loss of generality,
ν2 ě ν1. (117)
Let13 Rsym be the set of all Rc ą λ1Ną1 such that
‚ All 2N transmitted codewords are decoded successfully.
‚ The average transmission power for Tx i satisfies 1|Ti|
ř
tPTi x
2
i,t ď P where Ti is the period of activity
for Tx i until the time slot it transmits the last symbol in its N th burst.
Towards characterizing Rsym, we define the set Ppx, y; γq for real numbers x and y by
Ppx, y; γq “
"
Rc ą λ1Ną1 :
`
1´ x
λ
pφγ ´ φ1γq
˘
Rc ă φ1γ ´ pφγ ´ φ1γqyθ , γ ă
` 1
N
` Rc
λ
˘
P
*
, (118)
where
φγ :“ Cpγq, ψγ :“ C
` γ
1` aγ
˘
. (119)
13More precisely, Rsym is the set of codebook rates Rc ą λ1Ną1 such that γ ă p 1N ` Rcλ qP and all 2N transmitted codewords are
decoded successfully according to the sufficient conditions put forth by Propositions 5, 6 and 7.
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One can rephrase the statements in Propositions 5, 6 and 7 in Proposition 9:
Proposition 9. For 1 ď i ď 2 and 1 ď j ď N assume the following conditions hold:
‚ If ω´i,j, ω
`
i,j ‰ 0, then Rc P Pp1, θ; γq.
‚ If ω´i,j ‰ 0 and ω`i,j “ 0, then Rc P Ppj ´ ω´i,j, νi1 ´ νi; γq.
‚ If ω´i,j “ 0 and ω`i,j ‰ 0, then Rc P Ppω`i,j ´ j, νi ´ νi1 ; γq.
‚ If ω´i,j “ ω`i,j “ 0, then Rc P Pp0,´θ; γq.
Then the probability of error in decoding the jth message of Tx i can be made arbitrarily small by
choosing n sufficiently large.
If N “ 1, one can easily find Rsym by considering the cases α ă θ and α ą θ, separately. If α ă θ, the
two transmitted codewords overlap and we have pω´1,1, ω`1,1, ω1,1q “ p0, 1, 0q and pω´2,1, ω`2,1, ω2,1q “ p1, 0, 0q.
Applying Proposition 9, Rc P Pp1 ´ 1, ν1 ´ ν2; γq “ Pp0,´α; γq. If α ą θ, none of the transmitted
codewords experiences interference and hence, Rc P Pp0,´θ; γq. Therefore,
Rsym “
$&%
Ť
γě0Pp0,´α; γq α ă θŤ
γě0Pp0,´θ; γq α ą θ
. (120)
Define
Rc :“ Rc,1 “ Rc,2, (121)
where Rc,i is given in (107) and let γ˚ be the unique positive solution for γ in the equation φ1γ ` αθ pφγ ´
φ1γq “
`
γ
P
´ 1˘λ. Then it is easy to see that Rsym ˇˇN“1 “ `0, Rc,max˘ where Rc,max is given by
Rc,max “
$&%
`
γ˚
P
´ 1
N
˘
λ α ă θ
Rc α ą θ
. (122)
For N ě 2, it is not necessarily the case that Rsym “
`
λ,Rmax
˘
. For example, consider the setup in
panel (a) of Fig. 18 where the line Rc,1 “ Rc,2 is shown in red. We see that Rsym is the union of two
disjoint intervals.
Throughout the rest of this section let N ě 2. Our goal is to characterize Rsym. Define14
µ :“ θRc
λ
. (123)
14In Section II.B we defined µi :“ ηiλi in (11). Since ηi is replaced by θiRi in our new system model in this section, the choice of the
letter µ for the quotient θR
λ
in (123) is in accordance with the one in (11).
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Recall from Section IV that the burst with index j of Tx i extends from jµ ` νi to jµ ` νi ` θ on the
t-axis. Let j˚ ě 1 be such that
j˚µ` ν1 ă µ` ν2 ă pj˚ ` 1qµ` ν1, (124)
or equivalently,15
α
j˚
ă µ ă α
j˚ ´ 1 . (125)
i.e., the starting point of the first burst of Tx 2 lies between the starting points of the bursts with indices j˚
and j˚`1 of Tx 1 as shown in Fig. 19. The interference pattern on the transmitted codewords depends on
how the numbers µ, α´θ
j˚´1 and
α`θ
j˚ compare with each other. For example, Fig. 19 shows the case where
α´θ
j˚´1 ă µ ă α`θj˚ . As a result, each codeword of Tx 1 with index j ě j˚ ` 1 experiences interference on
its both ends, the codeword of Tx 1 with index j˚ experiences interference only on its right end and any
codeword of Tx 1 with index j ď j˚ ´ 1 does not experience any interference. In general, it is easy to
see that
ω´1,j “
$’’’&’’’%
0 j ď j˚
j ´ j˚ µ ă α`θ
j˚ , j ě j˚ ` 1
0 µ ą α`θ
j˚ , j ě j˚ ` 1
, (126)
ω`1,j “
$’’’&’’’%
0 j ď j˚ ´ 1
j ´ j˚ ` 1 µ ą α´θ
j˚´1 , j ě j˚
0 µ ă α´θ
j˚´1 , j ě j˚
, (127)
ω´2,j “
$’’’&’’’%
j ` j˚ ´ 1 µ ą α´θ
j˚´1 , j ď N ´ j˚ ` 1
0 µ ă α´θ
j˚´1 , j ď N ´ j˚ ` 1
0 j ě N ´ j˚ ` 2
(128)
15If j˚ “ 1, we drop the upper bound in (125).
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burst j∗ of Tx 1 burst j∗ + 1 of Tx 1
first burst of Tx 2
t¯-axis
j∗μ+ ν1 μ+ ν2 (j∗ + 1)μ+ ν1
second burst of Tx 2
2μ+ ν2
Fig. 19. The integer j˚ ě 1 is such that the starting point of the first burst of Tx 2 lies between the bursts with indices j˚ and j˚`1 of Tx 1.
The length of any burst is θ on the t¯-axis. This picture shows the case where pµ`ν2q´pj˚µ`ν1q ă θ and ppj˚`1qµ`ν1q´pµ`ν2q ă θ,
or equivalently, α´θ
j˚´1 ă µ ă α`θj˚ . This implies that each codeword of Tx 1 with index j ě j˚`1 experiences interference on its both ends,
the codeword with index j˚ experiences interference only on its right end and any codeword with index j ď j˚ ´ 1 does not experience
any interference.
and
ω`2,j “
$’’’&’’’%
j ` j˚ µ ă α`θ
j˚ , j ď N ´ j˚
0 µ ą α`θ
j˚ , j ď N ´ j˚
0 j ě N ´ j˚ ` 1
. (129)
In view of the interference pattern described in (126) to (129) and considering the constraints in (125),
we define the four disjoint sets
Aj˚ :“
"
Rc ą λ : α ´ θ
j˚ ´ 1 ă µ ă
α ` θ
j˚
,
α
j˚
ă µ ă α
j˚ ´ 1
*
“
"
Rc ą λ : max
! α ´ θ
j˚ ´ 1 ,
α
j˚
)
ă µ ă min
!α ` θ
j˚
,
α
j˚ ´ 1
)*
, (130)
Bj˚ :“
"
Rc ą λ : µ ă min
! α ´ θ
j˚ ´ 1 ,
α ` θ
j˚
)
,
α
j˚
ă µ ă α
j˚ ´ 1
*
“
"
Rc ą λ : α
j˚
ă µ ă min
! α ´ θ
j˚ ´ 1 ,
α ` θ
j˚
)*
, (131)
Cj˚ :“
"
Rc ą λ : µ ą max
! α ´ θ
j˚ ´ 1 ,
α ` θ
j˚
)
,
α
j˚
ă µ ă α
j˚ ´ 1
*
“
"
Rc ą λ : max
! α ´ θ
j˚ ´ 1 ,
α ` θ
j˚
)
ă µ ă α
j˚ ´ 1
*
(132)
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and
Dj˚ :“
"
Rc ą λ : α ` θ
j˚
ă µ ă α ´ θ
j˚ ´ 1 ,
α
j˚
ă µ ă α
j˚ ´ 1
*
“
"
Rc ą λ : α ` θ
j˚
ă µ ă α ´ θ
j˚ ´ 1
*
. (133)
Next, we explicitly compute the sets Rsym
Ş
Aj˚ ,Rsym
Ş
Bj˚ ,Rsym
Ş
Cj˚ and Rsym
Ş
Dj˚ . We will
frequently invoke Proposition 9 without mentioning to do so.
‚ Computing Rsym
Ş
Aj˚:
1) Conditions for successful decoding at Rx 1
– Any codeword of Tx 1 with index j ď j˚ ´ 1 does not experience any interference.
– The codeword of Tx 1 with index j˚ experiences interference only on its right end and ω`1,j˚ “ 1.
We require Rc P Pp1´ j˚, ν1 ´ ν2; γq “ Pp1´ j˚,´α; γq.
– Any codeword of Tx 1 with index j˚ ` 1 ď j ď N experiences interference on its both ends.
We require Rc P Pp1, θ; γq.
2) Conditions for successful decoding at Rx 2
– Any codeword of Tx 2 with index 1 ď j ď N ´ j˚ experiences interference on its both ends.
We require Rc P Pp1, θ; γq.
– The codeword of Tx 2 with index j “ N ´ j˚ ` 1 experiences interference only on its left end
and ω´2,N´j˚`1 “ N . We require Rc P P
`pN ´ j˚ ` 1q ´N, ν1 ´ ν2; γ˘ “ Pp1´ j˚,´α; γq.
– Any codeword of Tx 2 with index N ´ j˚ ` 2 ď j ď N does not experience any interference.
It follows that
Rsym
č
Aj˚ “
$’’’&’’’%
Ť
γě0
`Pp1, θ; γqŞPp1´ j˚,´α; γq˘ŞAj˚ 1 ď j˚ ď N ´ 1Ť
γě0Pp1´N,´α; γq
Ş
AN j˚ “ NŤ
γě0Pp0,´θ; γq
Ş
Aj˚ j˚ ě N ` 1
. (134)
‚ Computing Rsym
Ş
Bj˚:
1) Conditions for successful decoding at Rx 1
– Any codeword of Tx 1 with index j ď j˚ does not experience any interference.
– Any codeword of Tx 1 with index j˚` 1 ď j ď N experiences interference only on its left end
and ω´1,j “ j ´ j˚. We require Rc P P
`
j ´ pj ´ j˚q, ν2 ´ ν1; γ
˘ “ Ppj˚, α; γq.
2) Conditions for successful decoding at Rx 2
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– Any codeword of Tx 2 with index 1 ď j ď N´j˚ experiences interference only on its right end
and ω`2,j “ j ` j˚. We require Rc P P
`pj ` j˚q ´ j, ν2 ´ ν1; γ˘ “ Ppj˚, α; γq.
– Any codeword of Tx 2 with index N ´ j˚ ` 1 ď j ď N does not experience any interference.
It follows that
Rsym
č
Bj˚ “
$&%
Ť
γě0Ppj˚, α; γq
Ş
Bj˚ 1 ď j˚ ď N ´ 1Ť
γě0Pp0,´θ; γq
Ş
Bj˚ j˚ ě N
. (135)
‚ Computing Rsym
Ş
Cj˚:
1) Conditions for successful decoding at Rx 1
– Any codeword of Tx 1 with index j ď j˚ ´ 1 does not experience any interference.
– Any codeword of Tx 1 with index j˚ ď j ď N experiences interference only on its right end
and ω`1,j “ j ´ j˚ ` 1. We require Rc P P
`pj ´ j˚ ` 1q ´ j, ν1 ´ ν2; γ˘ “ Pp1´ j˚,´α; γq.
2) Conditions for successful decoding at Rx 2
– Any codeword of Tx 2 with index 1 ď j ď N ´ j˚ ` 1 experiences interference only on its
left end and ω´2,j “ j`j˚´1. We require Rc P P
`
j´pj`j˚´1q, ν1´ν2; γ
˘ “ Pp1´j˚,´α; γq.
– Any codeword of Tx 2 with index N ´ j˚ ` 2 ď j ď N does not experience any interference.
It follows that
Rsym
č
Cj˚ “
$&%
Ť
γě0Pp1´ j˚,´α; γq
Ş
Cj˚ 1 ď j˚ ď NŤ
γě0Pp0,´θ; γq
Ş
Cj˚ j˚ ě N ` 1
. (136)
‚ Computing Rsym
Ş
Dj˚: In this case, any codeword sent by Tx 1 or Tx 2 is received in the absence
of interference. Hence,
Rsym
č
Dj˚ “
ď
γě0
Pp0,´θ; γq
č
Dj˚ , j
˚ ě 1. (137)
In general, one can characterize Rsym for N ě 2 by taking the following steps:
1) Write
Rsym “
8ď
j˚“1
Rj˚ , (138)
where
Rj˚ “ Rsym
č`
Aj˚
ď
Bj˚
ď
Cj˚
ď
Dj˚
˘
. (139)
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2) Use (134), (135), (136) and (137) to describe Rj˚ for any j˚ ě 1.
If α ă θ,
Aj˚ “ Bj˚ “ Cj˚ “ Dj˚ “ H, (140)
for any j˚ ě 2, i.e., Rsym “ R1. The following proposition characterizes Rsym provided that α ă θ.
Proposition 10. Assume α ă θ. Let γ0, γ1 and γ2 be the solutions for γ in 2ψγ “ φγ , ψγ “ λ and
ψγ ` αθ pφγ ´ ψγq “ λ, respectively. If γ1 does not exist, let γ1 “ 8.
‚ If λ ă ψγ0 , define
fpγq :“
$&% 0 γ ď γ1λ γ ą γ1 , gpγq “
$’’’’&’’’’%
0 γ ď γ1
2ψγ´φγ
1´ 1
λ
pφγ´ψγq γ1 ă γ ď γ2
ψγ ` αθ pφγ ´ ψγq γ ą γ2
. (141)
‚ If λ ě ψγ0 , define
fpγq :“
$’’’’&’’’’%
0 γ ď γ2
2ψγ´φγ
1´ 1
λ
pφγ´ψγq γ2 ă γ ď γ1
λ γ ą γ1
, gpγq “
$&% 0 γ ď γ2ψγ ` αθ pφγ ´ ψγq γ ą γ2 . (142)
Then
Rsym “
ď
γě0
´
max
!
fpγq, ` γ
P
´ 1
N
˘
λ
)
, gpγq
¯
. (143)
Proof: See Appendix J.
A few remarks are in order:
‚ Explicit expressions for γ0 and γ1 are
γ0 “ 1`
?
1` 4a2
2a2
, γ1 “ 2
2λ ´ 1
1´ ap22λ ´ 1q . (144)
There is no closed-form expression for γ2 and it must be computed numerically.
‚ If P is sufficiently large, e.g., P ą N maxtγ1, γ2u, it is easy to see that Rsym “ pλ,Rc,maxq where
Rc,max is given in (122). For “smaller” values of P , infRcPRsym Rc can be larger than λ as we will
see in the example in below.
‚ In (143), Rsym is given as the union of uncountably many intervals. It is more convenient to represent
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Fig. 20. Panel (a) shows a setting where N “ 4, θ “ 1, λ “ 0.5722, a “ 0.5, P « 3.617 dB and α “ 0.5. In this case, γ0 « 6.84 dB
and λ ă ψγ0 « 0.6358, i.e., fpγq and gpγq are given by (141). Panel (b) shows a scenario where N “ 4, θ “ 1, λ “ 0.7629, a “ 0.5,
P “ 10 dB and α “ 0.5. In this case, γ0 « 6.84 dB and λ ą ψγ0 « 0.6358, i.e., fpγq and gpγq are given by (142). The red strip on the
Rc-axis is Rsym as the projection of the region Ω on the Rc-axis. In both panel (a) and panel (b), infRcPRsym Rc ą λ.
Rsym as follows. Define the regions Ω1, Ω2 and Ω by
Ω1 :“  pγ,Rcq : fpγq ă Rc ă gpγq(, (145)
Ω2 :“
!
pγ,Rcq : Rc ě
` γ
P
´ 1
N
˘
λ
)
(146)
and
Ω :“ Ω1
č
Ω2, (147)
i.e., Ω1 is the set of all pγ,Rcq such that the 2N transmitted codewords are sent immediately and
decoded successfully at the receivers and Ω2 is the set of all pγ,Rcq such that the average power
constraint in (103) holds. Then
Rsym “ ΠpΩq (148)
where the map Πpγ,Rcq “ Rc is the projection on the Rc-axis.
Example- Let N “ 4, θ “ 1, a “ 0.5 and α “ 0.5. Then γ0 « 6.84 dB and ψγ0 « 0.6358. We consider
two cases:
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‚ If λ ă 0.9ψγ0 “ 0.5722, then fpγq and gpγq are given by (141). Assuming P « 3.617 dB, Fig. 20 in
panel (a) shows fpγq, gpγq and p γ
P
´ 1
N
qλ as functions of γ. The set Rsym is shown by a red strip
as the projection of the region Ω on the Rc-axis.
‚ If λ ě 0.9ψγ0 “ 0.5722, then fpγq and gpγq are given by (142). Assuming P “ 10 dB, Fig. 20 in
panel (b) shows fpγq, gpγq and p γ
P
´ 1
N
qλ as functions of γ. The set Rsym is shown by a red strip
as the projection of the region Ω on the Rc-axis.
In both cases we observe that infRcPRsym Rc ą λ.
VII. CONCLUSION
We have studied a two-user GIC-SDA with immediate transmissions under two different settings. In
one scenario, the information source at each transmitter turned off after generating a given total number
of bits and the transmitters only knew the statistics of the mutual delay between their bit streams. The
codebook rate at each transmitter was optimized in order to achieve a target average transmission rate
and transmission power and maximize the probability of successful decoding at the receivers. In another
scenario, the information sources were active indeterminately and the transmitters were aware of the exact
mutual delay between their bit streams. We characterized an achievable rate region for the codebook rates
assuming the receivers treat interference as noise. This region was given as a union of uncountably many
polyhedrons which is in general disconnected and non-convex due to infeasibility of time sharing.
APPENDIX A; PROOF OF (13)
We need the following Lemma which is a slightly weaker version of Theorem 4.4 in [20]:
Lemma 1. Let x be a BinpN, pq random variable. Then
P
`
x ě p1` qNp˘ ď e´pp1`q lnp1`q´qNp, (149)
for any  ą 0.
At the “beginning” of time slot t “ 0 the buffer is empty. Recall that t0 :“ τ p1qi is the smallest t such
that bi,t`b1i,t ě tnηiu. This implies that bi,t0`b1i,t0 “
P tnηiu
ki
T
ki is the smallest multiple of ki which is larger
than or equal to tnηiu. The first codeword together with the preamble sequence are transmitted during
the time slots t0 ` 1, ¨ ¨ ¨ , t0 ` n1 ` ni and the content of the buffer at the beginning of time slot t0 ` 1
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becomes
bi,t0`1 “
R
tnηiu
ki
V
ki ´ tnηiu. (150)
We are interested in computing the probability of the event that a new codeword is scheduled for
transmission before or at the time slot t0 ` n1 ` ni ´ 1, i.e., bi,t0`1 `
řt0`n1`ni´1
t“t0`1 b
1
i,t ě tnηiu. We have
P
ˆ
bi,t0`1 `
t0`n1`ni´1ÿ
t“t0`1
b1i,t ě tnηiu
˙
ď P
ˆ t0`n1`ni´1ÿ
t“t0`1
b1i,t ě tnηiu´ ki
˙
“ P
ˆ t0`n1`ni´1ÿ
t“t0`1
b1i,t
ki
ě tnηiu
ki
´ 1
˙
, (151)
where the first step is due to the fact that 0 ď bi,t0`1 ă ki due to (150). By assumption,
lim
nÑ8
1
pn1 ` ni ´ 1qqi
ˆ
tnηiu
ki
´ 1
˙
“ ηi
λiθi
“ µi
θi
ą 1. (152)
Let
i :“ 1
2
´µi
θi
´ 1
¯
. (153)
In view of (152), assume n is large enough such that
1
pn1 ` ni ´ 1qqi
ˆ
tnηiu
ki
´ 1
˙
ą 1` i. (154)
Since
řt0`n1`ni´1
t“t0`1
b1i,l
ki
is a Binpn1 ` ni ´ 1, qiq random variable, the right side of (151) is bounded from
above by PpBinpn1 ` ni ´ 1, qiq ě p1` iqpn1 ` ni ´ 1qqiq due to (154). Then Lemma 1 applies, i.e.,
PpBinpn1 ` ni ´ 1, qiq ě p1` iqpn1 ` ni ´ 1qqq ď e´cin, (155)
where ci “ qiθipp1` iq lnp1` iq ´ iq and we have assumed n is large enough such that n1 ` ni ´ 1 “
lnn` tnθiu´ 1 ą nθi.
VIII. APPENDIX B; PROOF OF PROPOSITION 1
We will use the following simple fact:
Lemma 2. Let xn for n ě 1 be a sequence of real-valued random variables and limnÑ8 xn “ a where
a ą 0 is a real number. Then limnÑ8 Ppxn ą 0q “ 1.
Proof: Since limnÑ8 xn “ a, then xn also converges to a in probability. Fix 0 ă  ă a. We have
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limnÑ8 Ppxn ą 0q ě limnÑ8 Pp|xn ´ a| ă q “ 1.
We only study the cases j “ 1 and j “ 2. The proof can be extended to any j ě 3. Let βm :“ řmnit“1 b1i,t
for m ě 1 be the total number of bits arriving at the buffer of Tx i until the time slot of index mni.
Under the Tx-Rx synchronous scheme, Tx i checks its buffer at time slots mni for m ě 1 and if its buffer
content is more than tnηiu, a codeword is sent over the channel during time slots mni`1, ¨ ¨ ¨ , pm`1qni.
By SLLN,
lim
nÑ8
βm
n
“ mθiλi, (156)
for any m ě 1.
‚ Let j “ 1. We have
ς
p1q
i “ mni ðñ β1, ¨ ¨ ¨ , βm´1 ă tnηiu, βm ě tnηiu (157)
for any m ě 1. Recall µi :“ ηiλi ą θi. By assumption, µi is not an integer multiple of θi. Let m˚ ě 1
be such that
m˚θi ă µi ă pm˚ ` 1qθi. (158)
Putting (156), (157) and (158) together and invoking Lemma 2,
lim
nÑ8P
`
ς
p1q
i “ pm˚ ` 1qni
˘ “ 1. (159)
By (158), fix δ1 ą 0 such that p1` δ1qµi ă pm˚ ` 1qθi. Then
P
´
ς
p1q
i ą p1` δ1qτ p1qi
¯
ě P
´
ς
p1q
i ą p1` δ1qτ p1qi , ςp1qi “ pm˚ ` 1qni
¯
“ P
´
pm˚ ` 1qni ą p1` δ1qτ p1qi , ςp1qi “ pm˚ ` 1qni
¯
. (160)
Since τ p1qi „ NBp tnηiuki , qiq, we can apply SLLN to get limnÑ8 1n
`pm˚ ` 1qni ´ p1 ` δ1qτ p1qi ˘ “
pm˚ ` 1qθi ´ p1` δ1qµi ą 0. Using this together with Lemma 2,
lim
nÑ8P
`pm˚ ` 1qni ą p1` δ1qτ p1qi ˘ “ 1. (161)
By (159) and (166), the expression on the right side of (165) goes to 1 as n grows16 and we get the
desired result.
16If An and Bn are events such that limnÑ8 PpAnq “ limnÑ8 PpBnq “ 1, then limnÑ8 PpAnŞBnq “ 1.
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‚ Let j “ 2. We have ςp2qi “ mni for some m ě 2 if and only if there is 1 ď m1 ď m´ 1 such that
β1, ¨ ¨ ¨ , βm1´1 ă tnηiu, βm1 ě tnηiu, βm1`1, ¨ ¨ ¨ , βm´1 ă 2tnηiu, βm ě 2tnηiu (162)
Recall that µi is not a multiple of θi2 . Let m
˚ ě 2 be such that
m˚θi
2
ă µi ă pm
˚ ` 1qθi
2
. (163)
Then we can invoke Lemma 2 together with (156), (162) and (163) to write
lim
nÑ8P
`
ς
p2q
i “ pm˚ ` 1qni
˘ “ 1, (164)
where m1 in (162) is selected as m1 “ m˚
2
` 1 for even m˚ and m1 “ m˚`1
2
for odd m˚. By (163),
fix δ2 ą 0 such that p1` δ2qµi ă pm˚`1qθi2 . Then
P
´
ς
p2q
i ą p1` δ2qτ p2qi
¯
ě P
´
ς
p2q
i ą p1` δ2qτ p1qi , ςp2qi “ pm˚ ` 1qni
¯
“ P
´
pm˚ ` 1qni ą p1` δ2qτ p2qi , ςp2qi “ pm˚ ` 1qni
¯
. (165)
Since τ p2qi „ NBp2tnηiuki , qiq, we can apply SLLN to get limnÑ8 1n
`pm˚ ` 1qni ´ p1 ` δ2qτ p2qi ˘ “
pm˚ ` 1qθi ´ 2p1` δ2qµi ą 0. Using this together with Lemma 2,
lim
nÑ8P
`pm˚ ` 1qni ą p1` δ2qτ p2qi ˘ “ 1. (166)
By (159) and (166), the expression on the right side of (165) goes to 1 as n grows and we get the
desired result.
Finally, we select δ :“ min1ďjďNi δj to make sure (19) holds for any 1 ď j ď Ni.
APPENDIX C; PROOF OF PROPOSITION 2
Let 1 ď j1 ď N1 and 1 ď j2 ď N2. If τ pj1q1 ` 1 ď τ pj2q2 ` 1 ď τ pj1q1 `n1, then the jth2 burst of Tx 2 starts
while Tx 1 is sending the preamble sequence in its jth1 burst. If τ
pj1q
1 ` 1 ď τ pj2q2 ` n1 ` n2 ď τ pj1q1 ` n1,
then the jth2 burst of Tx 2 ends while Tx 1 is sending the preamble sequence in its j
th
1 burst. Let Ej1,j2
be the union of these two events, i.e.,
Ej1,j2 :“
 
0 ď τ pj2q2 ´ τ pj1q1 ď n1 ´ 1
(ď 
n2 ď τ pj1q1 ´ τ pj2q2 ď n1 ` n2 ´ 1
(
. (167)
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We have
P
` ď
j1,j2
Ej1,j2
˘ ď ÿ
1ďj1ďN1
1ďj2ďN2
PpEj1,j2q. (168)
Moreover,
PpEj1,j2q ď P
`
0 ď τ pj2q2 ´ τ pj1q1 ď n1 ´ 1
˘` P`n2 ď τ pj1q1 ´ τ pj2q2 ď n1 ` n2 ´ 1˘. (169)
In view of (168) and (169), it is enough to show that
lim
nÑ8P
`
0 ď τ pj2q2 ´ τ pj1q1 ď n1 ´ 1
˘ “ 0 (170)
and
lim
nÑ8P
`
n2 ď τ pj1q1 ´ τ pj2q2 ď n1 ` n2 ´ 1
˘ “ 0 (171)
for arbitrary choices of j1 and j2. To verify (170), define
ρn :“ 1n
`
τ
pj2q
2 ´ τ pj1q1
˘
, ρ1n :“ 1n
`
τ
pj1q
1 ´ τ pj2q2 ` n1 ´ 1
˘
. (172)
Then
P
`
0 ď τ pj2q2 ´ τ pj1q1 ď n1 ´ 1
˘ “ P`ρn ě 0,ρ1n ě 0˘ “ P`mintρn,ρ1nu ě 0˘. (173)
By (24),
lim
nÑ8
τ
pj1q
1
n
“ lim
nÑ8
ξ
pj1q
1
n
` lim
nÑ8
tnν1u
n
“ lim
nÑ8
ξ
pj1q
1
n
` ν1. (174)
Using SLLN, limnÑ8
ξ
pj1q
1
n
“ j1µ1 and we get
lim
nÑ8
τ
pj1q
1
n
“ j1µ1 ` ν1. (175)
Similarly,
lim
nÑ8
τ
pj2q
2
n
“ j2µ2 ` ν2. (176)
Define
ρ :“ j2µ2 ´ j1µ1 ` ν2 ´ ν1. (177)
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By (172), (175) and (176) and noting that limnÑ8 n
1´1
n
“ 0, we get limnÑ8 ρn “ ρ, limnÑ8 ρ1n “ ´ρ
and hence,
lim
nÑ8mintρn,ρ
1
nu “ mintρ,´ρu ă 0, (178)
where the last step is due to (34). By (178) and Lemma 2, the proof of (170) is complete. The proof of
(171) is quite similar and is omitted for brevity.
APPENDIX D; PROOF OF PROPOSITION 3
We need the following Lemma:
Lemma 3 (Bernstein’s inequality [21]). Let x1, ¨ ¨ ¨ ,xm be independent zero mean real-valued random
variables, xi ď 1 for any 1 ď i ď m and  ą 0. Then
P
´ 1
m
mÿ
i“1
xi ě 
¯
ď e´
m2
2pσ2` 3 q , (179)
where σ2 is the arithmetic average of the variances of x1, ¨ ¨ ¨ ,xm.
We have
Pp tˆ1 ă t1q “
ÿ
t1ě0
Pp tˆ1 ă t1|t1 “ t1qPpt1 “ t1q. (180)
Moreover,
Pp tˆ1 ă t1|t1 “ t1q
“ P
´
D t ă t1 :
`ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs or `ps12,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp3qs¯
ď
t1´1ÿ
t“0
P
´`ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs¯
`
t1´1ÿ
t“0
P
´`ps12,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp3qs¯ . (181)
In the following, we find an upper bound on each term on the right side of (181).
‚ The term
řt1´1
t“0 P
``ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs˘: We study the cases t ď t1 ´ n1 and t1 ´
n1 ` 1 ď t ď t1 ´ 1, separately:
– Let t ď t1 ´ n1. We explicitly write the constraint defining Apmq rpp1qs in (41) as the set of all
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p~x, ~y q such that ˇˇ 1
m
řm
l“1
`
1
2γ1
x2l ` 12
`
yl´xl
˘2´1˘ˇˇ ă 
log e
. Then we have the thread of inequalities
P
` `ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs˘
ď P
´ˇˇˇ 1
n1
n1´1ÿ
l“0
´ 1
2γ1
|s11,l|2 ` 12py1,l`t ´ s
1
1,lq2 ´ 1
¯ˇˇˇ
ă 
log e
¯
ď P
´ 1
n1
n1´1ÿ
l“0
´ 1
2γ1
|s11,l|2 ` 12
`
y1,l`t ´ s11,l
˘2 ´ 1¯ ă 
log e
¯
paq“ P
´ 1
n1
n1´1ÿ
l“0
´ 1
2γ1
|s11,l|2 ` 12
`
z1,l`t ´ s11,l
˘2 ´ 1¯ ă 
log e
¯
pbqď P
´ 1
n1
n1´1ÿ
l“0
´
1` γ1
2
´ 1
2γ1
|s11,l|2 ´ 12
`
z1,l`t ´ s11,l
˘2¯ ą γ1
2
´ 
log e
¯
pcq“ P
´ 1
n1
n1´1ÿ
l“0
´
1´
1
2γ1
|s11,l|2 ` 12
`
z1,l`t ´ s11,l
˘2
1` γ1
2
¯
ą
γ1
2
´ 
log e
1` γ1
2
¯
pdqď e´Θpn1q, (182)
where paq is due to the fact that the signal at Rx 1 during time slots t to t ` n1 ´ 1 only
consists of the ambient noise, in pbq we have added γ1
2
to both sides of the inequality in paq
after multiplying both sides of the inequality by ´1, in pcq both sides are divided by 1` γ1
2
and
pdq is due to Lemma 3 (Bernstein’s inequality) where it is assumed that  ă γ1
2
log e. In fact,
the random variables wl “ 1´
1
2γ1
|s11,l|2` 12 pz1,l`t´s11,l q2
1` γ1
2
are independent with zero mean and finite
variance and wl ď 1. Therefore, one can apply Bernstein’s inequality.
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– Let t1 ´ n1 ` 1 ď t ď t1 ´ 1. Then we get
P
` `ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs˘
ď P
´ 1
n1
n1´1ÿ
l“0
´ 1
2γ1
|s11,l|2 ` 12
`
y1,l`t ´ s11,l
˘2 ´ 1¯ ă 
log e
¯
paq“ P
´ 1
n1
t1´t´1ÿ
l“0
´ 1
2γ1
|s11,l|2 ` 12
`
z1,l`t ´ s11,l
˘2 ´ 1¯
` 1
n1
n1´1ÿ
l“t1´t
´ 1
2γ1
|s11,l|2 ` 12
`
s11,l`t´t1 ` z1,l`t ´ s11,l
˘2 ´ 1¯ ă 
log e
¯
pbq“ P
´ 1
n1
t1´t´1ÿ
l“0
´
1` γ1
2
´ 1
2γ1
|s11,l|2 ´ 12
`
z1,l`t ´ s11,l
˘2¯
` 1
n1
n1´1ÿ
l“t1´t
´
1` γ1 ´ 1
2γ1
|s11,l|2 ´ 12
`
s11,l`t´t1 ` z1,l`t ´ s11,l
˘2¯ ą n¯,
(183)
where in paq we have used the fact that y1,l`t is the ambient noise for l ă t1 ´ t and y1,l`t “
s11,l`t´t1 ` z1,l`t for t1 ´ t ď l ď n1 ´ 1 and in pbq we have added γ12 to each term in the first
sum and γ1 to each term in the second sum after multiplying both sides of the inequality in paq
by ´1. Moreover, n is given by
n :“ t1 ´ t
2n1
γ1 ` n
1 ` t´ t1
n1
γ1 ´ 
log e
. (184)
We can write
n “
`
1´ t1 ´ t
2n1
˘
γ1 ´ 
log e
ě `1´ n1 ´ 1
2n1
˘
γ1 ´ 
log e
ě γ1
3
´ 
log e
, (185)
where the penultimate step is due to t1 ´ t ď n1 ´ 1 and in the last step we are assuming n is
sufficiently large17 such that 1´ n1´1
2n1 ě 13 . By (183) and (185),
P
` `ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs˘
ď P
´ 1
n1
t1´t´1ÿ
l“0
´
1` γ1
2
´ 1
2γ1
|s11,l|2 ´ 12
`
z1,l`t ´ s11,l
˘2¯
` 1
n1
n1´1ÿ
l“t1´t
´
1` γ1 ´ 1
2γ1
|s11,l|2 ´ 12
`
s11,l`t´t1 ` z1,l`t ´ s11,l
˘2¯ ą γ1
3
´ 
log e
¯
,
(186)
17We have limnÑ8p1´ n1´12n1 q “ 12 and hence, 1´ n
1´1
2n1 ą 13 for sufficiently large n.
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where we are assuming that  ă γ1
3
log e. Define
wl “
$&% 1´
1
1` γ1
2
`
1
2γ1
|s11,l|2 ´ 12
`
z1,l`t ´ s11,l
˘2˘
0 ď l ď t1 ´ t´ 1
1´ 1
1`γ1
`
1
2γ1
|s11,l|2 ´ 12
`
s11,l`t´t1 ` z1,l`t ´ s11,l
˘2˘
t1 ´ t ď l ď n1 ´ 1
. (187)
Then we can write (186) as
P
` `ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs˘
ď P
´ 1
n1
t1´t´1ÿ
l“0
`
1` γ1
2
˘
wl ` 1
n1
n1´1ÿ
l“t1´t
p1` γ1qwl ą γ1
3
´ 
log e
¯
ď P
´ 1
n1
n1´1ÿ
l“0
wl ą 1
1` γ1
`γ1
3
´ 
log e
˘¯
, (188)
where in the last step we have used the fact that 1
n1
řt1´t´1
l“0
`
1` γ1
2
˘
wl` 1n1
řn1´1
l“t1´tp1`γ1qwl ă
p1 ` γ1q ˆ 1n1
řn1´1
l“0 wl. Note that wl have zero mean and finite variance and wl ď 1 for all
0 ď l ď n1 ´ 1. However, in contrast with the previous case where we had t ď t1 ´ n1, one can
not apply Bernstein’s Lemma because wl are no longer independent random variables. In fact,
any two wl and wl1 are dependent if and only if |l ´ l1| “ t1 ´ t. To circumvent this difficulty,
we use a trick in Appendix 24B in [1]. We consider two cases:
˚ If t1 ´ t is odd, the terms with odd indices are independent. Similarly, the terms with even
indices are independent. Then
P
´ 1
n1
n1´1ÿ
l“0
wl ą 1
1` γ1
`γ1
3
´ 
log e
˘¯ ď Pˆ 1
n1
n1´1ÿ
l“0
l even
wl ą 1
2p1` γ1q
`γ1
3
´ 
log e
˘˙
`P
ˆ
1
n1
n1´1ÿ
l“0
l odd
wl ą 1
2p1` γ1q
`γ1
3
´ 
log e
˘˙
.
(189)
At this point, similar to (182), one can apply Bernstein’s inequality to conclude that each term
on the right side of (189) is bounded from above by e´Θpn1q.
˚ If t1 ´ t is even, we need to partition the set of integers into two disjoint sets I and J such
that the difference of any two element in each of these sets is not equal to t1 ´ t. Such a
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partition is given in Appendix 24B in [1] or Appendix D in [18]. Then
P
´ 1
n1
n1´1ÿ
l“0
wl ą 1
1` γ1
`γ1
3
´ 
log e
˘¯ ď Pˆ 1
n1
n1´1ÿ
l“0
l P I
wl ą 1
1` γ1
`γ1
3
´ 
log e
˘˙
`P
ˆ
1
n1
n1´1ÿ
l“0
l P J
wl ą 1
1` γ1
`γ1
3
´ 
log e
˘˙
.
(190)
As each of
ř
l P I wl and
ř
l P J wl are sums of independent random variables, it follows that
each term on the right side of (190) is bounded from above by e´Θpn1q.
We conclude that whether t ď t1 ´ n1 or t1 ´ n1 ` 1 ď t ď t1 ´ 1, each term in the first sum on the
right side of (181) is bounded from above by Θp1qe´Θpn1q. Since there are t1 terms in this sum, we
get
t1´1ÿ
t“0
P
´`ps11,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp1qs¯ ď t1Θp1qe´Θpn1q. (191)
‚ The term
řt1´1
t“0 P
``ps12,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp3qs˘: The analysis in this case follows similar
lines of reasoning in the previous case and is omitted. The result is that
t1´1ÿ
t“0
P
´`ps12,lqn1´1l“0 , py1,lqt`n1´1l“t ˘ P Apn1q rpp3qs¯ ď t1Θp1qe´Θpn1q. (192)
By (180), (181), (191) and (192),
Pp tˆ1 ď t1q ď Θp1qe´Θpn1q
ÿ
t1ě0
t1Ppt1 “ t1q “ Θp1qErt1se´Θpn1q. (193)
But,
Ert1s “ Erτ p1q1 ` 1s
“ Erξp1q1 s ` Ertnν1us ` 1
ď Erξp1q1 s ` Ernν1s ` 1
“ tnη1u
λ1
` n
2
` 1
“ Θpnq (194)
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By (193) and (194),
Pp tˆ1 ă t1q ď Θpnqe´Θpn1q, (195)
as desired.
APPENDIX E; PROOF OF (47)
The proof follows similar lines of reasoning in (182). We explicitly write the constraint defining
A
pmq
 rpp3qs in (41) as the set of all p~x, ~y q such that
ˇˇ
1
m
řm
l“1
`
1
2γ2
x2l ` 12
`
yl ´ ?a2 xl
˘2 ´ 1˘ˇˇ ă 
log e
.
Then
P
` `ps12,lqn1´1l“0 , py1,lqt1`n1´1l“t1 ˘ P Apn1q rpp3qs˘
ď P
´ˇˇˇ 1
n1
n1´1ÿ
l“0
´ 1
2γ2
|s12,l|2 ` 12 py1,l`t1 ´
?
a2 s
1
2,lq2 ´ 1
¯ˇˇˇ
ă 
log e
¯
ď P
´ 1
n1
n1´1ÿ
l“0
´ 1
2γ2
|s12,l|2 ` 12
`
y1,l`t1 ´
?
a2 s
1
2,l
˘2 ´ 1¯ ă 
log e
¯
paq“ P
´ 1
n1
n1´1ÿ
l“0
´ 1
2γ2
|s12,l|2 ` 12
`
s11,l ` z1,l`t1 ´
?
a2 s
1
2,l
˘2 ´ 1¯ ă 
log e
¯
pbqď P
´ 1
n1
n1´1ÿ
l“0
´
1` γ1 ` a2γ2
2
´ 1
2γ2
|s11,l|2 ´ 12
`
s11,l ` z1,l`t1 ´
?
a2 s
1
2,l
˘2¯ ą γ1 ` a2γ2
2
´ 
log e
¯
pcq“ P
´ 1
n1
n1´1ÿ
l“0
´
1´
1
2γ2
|s12,l|2 ` 12
`
s11,l ` z1,l`t1 ´?a2 s12,l
˘2
1` γ1`a2γ22
¯
ą
γ1`a2γ2
2 ´ log e
1` γ1`a2γ22
¯
pdqď e´Θpn1q, (196)
where paq is due to the fact that the signal at Rx 1 during time slots t1 ď t ď t1`n1´1 is yt “ s11,t`z1,t, in
pbq we have added γ1`a2γ2
2
to both sides of the inequality in paq after multiplying both sides of the inequality
by ´1, in pcq both sides are divided by 1` γ1`a2γ2
2
and pdq is due to Lemma 3 (Bernstein’s inequality) where
it is assumed that  ă γ1`a2γ2
2
log e. In fact, the random variables wl “ 1´
1
2γ2
|s11,l|2` 12 ps11,l`z1,l`t1´
?
a2 s12,l q2
1` γ1`a2γ2
2
are independent with zero mean and finite variance and wl ď 1. Therefore, Bernstein’s inequality applies.
APPENDIX F; PROOF OF PROPOSITION 4
The jth1 burst of Tx 1 overlaps with the j
th
2 burst of Tx 2 if and only if one of the events
En :“
 
τ
pj1q
1 ` 1 ď τ pj2q2 ` 1 ď τ pj1q1 ` n1 ` n1
(
(197)
or
Fn :“
 
τ
pj1q
1 ` 1 ď τ pj2q2 ` n1 ` n2 ď τ pj1q1 ` n1 ` n1
(
(198)
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holds. Let us show that limnÑ8 PpEnq “ 0 if and only if j2µ2 ´ j1µ1 ` ν2 ´ ν1 P p0, θ1q. Define
ρn “ 1npτ
pj2q
2 ´ τ pj1q1 q, ρ1n “ 1npτ
pj1q
1 ´ τ pj2q2 ` n1 ` n1 ´ 1q. (199)
Then
En “
 
ρn ě 0,ρ1n ě 0
( “  mintρn,ρ1nu ě 0(. (200)
Following similar arguments made in Appendix D,
lim
nÑ8mintρn,ρ
1
nu “ mintj2µ2 ´ j1µ1 ` ν2 ´ ν1, j1µ1 ´ j2µ2 ` ν1 ´ ν2 ` θ1u. (201)
If j2µ2 ´ j1µ1 ` ν2 ´ ν1 P p0, θ1q, then mintj2µ2 ´ j1µ1 ` ν2 ´ ν1, j1µ1 ´ j2µ2 ` ν1 ´ ν2 ` θ1u ą
0. Hence, limnÑ8 PpEnq “ 1 by Lemma 2. Similarly, one can show that if j2µ2 ´ j1µ1 ` ν2 ´ ν1 P
p´θ2, θ1 ´ θ2q, then limnÑ8 PpFnq “ 1. It follows that if j2µ2 ´ j1µ1 ` ν2 ´ ν1 P p0, θ1qŤp´θ2, θ1 ´ θ2q,
then limnÑ8 PpEnŤFnq “ 1. Next, assume18 j2µ2 ´ j1µ1 ` ν2 ´ ν1 R r0, θ1sŤr´θ2, θ1 ´ θ2s. Since
j2µ2 ´ j1µ1 ` ν2 ´ ν1 R r0, θ1s, then mintj2µ2 ´ j1µ1 ` ν2 ´ ν1, j1µ1 ´ j2µ2 ` ν1 ´ ν2 ` θ1u ă 0 and
we have limnÑ8 PpEnq “ 0 by Lemma 2. Similarly, j2µ2 ´ j1µ1 ` ν2 ´ ν1 R r´θ2, θ1 ´ θ2s results in
limnÑ8 PpFnq “ 0. But, PpEnŤFnq ď PpEnq ` PpFnq and we get limnÑ8 PpEnŤFnq “ 0. Finally, the
probability of the jth2 burst of Tx 2 overlaping only with the preamble sequence in the j
th
1 burst of Tx 1
vanishes as n grows due to Proposition 3. This completes the proof.
APPENDIX G; PROOF OF PROPOSITION 5
Fix  ą 0. We assume i “ 1. Given the index j of the codeword of Tx 1, let both ω´ :“ ω´1,j and
ω` :“ ω`1,j be nonzero, ω´ ‰ ω` and ω1,j “ 0. The proof can be easily extended to the cases ω´ “ ω`
or ω´ ‰ ω`, ω1,j ě 1. Define the event Un by
Un :“
!
τ
pω´q
2 ` 1 ă τ pjq1 ` n1 ` 1 ď τ pω
´q
2 ` n1 ` n2
ď τ pω`q2 ` 1 ď τ pjq1 ` n1 ` n1 ` τ pω
`q
2 ` n1 ` n2
)
. (202)
The probability of error in decoding the jth codeword of Tx 1 at Rx 1 is bounded as
Pperrorq ď Pperror,Unq ` PpU cnq ď Pperror,Unq ` , (203)
18Recall that by (34), j2µ2 ´ j1µ1 ` ν2 ´ ν1 R t0, θ1,´θ2, θ1 ´ θ2u.
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where in the last step we have assumed n is large enough so that PpU cnq ď . This is due to Proposition 4
together with the fact that ω´, ω` ‰ 0. Under the event Un, error can happen in two ways. The first case
is when at least one of (57), (58) or (59) is not satisfied for the actual transmitted codeword by Tx 1. We
denote this error event by error1. The second case is when all of (57), (58) and (59) are satisfied for a
codeword that is different from the transmitted codeword by Tx 1. We denote this error event by error2.
Then
Pperror,Unq ď Pperror1,Unq ` Pperror2,Unq. (204)
Next, we address the two terms on the right side of (204) separately:
‚ The term Pperror1,Unq: Here, we verify that (57) occurs with high probability for the actual trans-
mitted codeword in the asymptote of large n. One can establish a similar result for (58) and (59)
yielding limnÑ8 Pperror1,Unq “ 0. Define the set rUn by
rUn :“ tpt1, t2, t3q P Z3 : t2 ` 1 ă t1 ` n1 ` 1 ď t2 ` n1 ` n2
ď t3 ` 1 ď t1 ` n1 ` n1 ă t3 ` n1 ` n2u. (205)
Then
Un “
!
pτ pjq1 , τ pω
´q
2 , τ
pω`q
2 q P rUn) . (206)
Assume ps1,lqn1´1l“0 is the jth codeword sent by Tx 1. The probability that (57) does not occur for the
actual transmitted codeword under Un can be written as
P
ˆ´
ps1,lqτ
pω´q
2 ´τ pjq1 `n2´1
l“0 , py1,lqτ
pω´q
2 `n1`n2
l“τ pjq1 `n1`1
¯
R Apτ pω
´q
2 ´τ pjq1 `n2q
 rpp2qs, Un
˙
“
ÿ
pt1,t2,t3qP rUn
P
´`ps1,lqt2´t1`n2´1l“0 , py1,lqt2`n1`n2l“t1`n1`1˘ R Apt2´t1`n2q rpp2qs¯
ˆP`pτ pjq1 , τ pω´q2 , τ pω`q2 q “ pt1, t2, t3q˘. (207)
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For any pt1, t2, t3q P rUn,
P
´`ps1,lqt2´t1`n2´1l“0 , py1,lqt2`n1`n2l“t1`n1`1˘ R Apt2´t1`n2q rpp2qs¯
ď P
ˆˇˇˇ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log pp2qps1,l,y1,l`t1`n1`1q ` hppp2qq
ˇˇˇ
ą 
˙
`P
ˆˇˇˇ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log p
p2q
1 ps1,lq ` hppp2q1 q
ˇˇˇ
ą 
˙
`P
ˆˇˇˇ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log p
p2q
2 py1,l`t1`n1`1q ` hppp2q2 q
ˇˇˇ
ą 
˙
, (208)
where pp2q1 and p
p2q
2 are the first and second marginals of p
p2q, respectively. The three terms on the
right side of (208) can be treated similarly. Here, we only study the first term. Let us write
P
ˆˇˇˇ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log pp2qps1,l,y1,l`t1`n1`1q ` hppp2qq
ˇˇˇ
ą 
˙
ď P
´ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log pp2qps1,l,y1,l`t1`n1`1q ` hppp2qq ą 
¯
`P
´ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log pp2qps1,l,y1,l`t1`n1`1q ` hppp2qq ă ´
¯
. (209)
The random variables log pp2qps1,l,y1,l`t1`n1`1q for 0 ď l ď t2 ´ t1 ` n2 ´ 1 are independent and
identically distributed with expectation ´hppp2qq. Using Chernoff’s bounding technique [19] and for
r ą 0, we can find an upper bound on the first term on the right side of (209) as
P
´ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log pp2qps1,l,y1,l`t1`n1`1q ` hppp2qq ą 
¯
ď 2´rpt2´t1`n2qp´hppp2qqq
´
E
”
2r log p
p2qps1,0,y1,t1`n1`1q
ı¯t2´t1`n2
“ 2´rpt2´t1`n2qp´hppp2qqq
´
E
”`
pp2qps1,0,y1,t1`n1`1q
˘rı¯t2´t1`n2
. (210)
For notational simplicity and with a slight abuse of notation, let us write y1,t1`n1`1 “ s1,0`
?
a2 s2`z1
where s2 „ Np0, γ2q is a symbol of the ω´ th transmitted codeword by Tx 2 and z1 :“ z1,t1`n1`1 „
Np0, 1q. We have
pp2qps1,0,y1,t1`n1`1q “ gps1,0; γ1qgpy1,t1`n1`1 ´ s1,0; 1` a2γ2q
“ gps1,0; γ1qgp?a2 s2 ` z1; 1` a2γ2q (211)
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and
E
”`
pp2qps1,0,y1,t1`n1`1q
˘rı “ E rpgps1,0; γ1qqr pgp?a2 s2 ` z1; 1` a2γ2qqrs
“ E rpgps1,0; γ1qqrsE rpgp?a2 s2 ` z1; 1` a2γ2qqrs
“ 1
p1` rq
´
2pi
a
γ1p1` a2γ2q
¯r
“ e
r
p1` rq2rhppp2qq , (212)
where the penultimate step is due to the fact that for x „ Np0, 1q and any u ą ´1
2
, we have
Ere´ux2s “ 1?
1`2u and the last step is due to hppp2qq “ logp2pie
a
γ1p1` a2γ2qq. By (210) and (212),
P
´ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log pp2qps1,l,y1,l`t1`n1`1q ` hppp2qq ą 
¯
ď e´pt2´t1`n2quprq, (213)
where
uprq :“ lnp1` rq ´ rp1´  ln 2q, r ą 0. (214)
Following a similar approach that led us to (213), one can show that the second term on the right
side of (209) is bounded from above as
P
´ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log pp2qps1,l,y1,l`t1`n1`1q ` hppp2qq ă ´
¯
ď e´pt2´t1`n2qvprq (215)
where
vprq :“ lnp1´ rq ` rp1`  ln 2q, 0 ă r ă 1. (216)
Regardless of the value of  ą 0, there always exists an 0 ă r0 ă 1 such that uprq, vprq ą 0 for
0 ă r ă r0. It is understood that we take r inside p0, r0q. It is easy to see that for any 0 ă r ă 1,
vprq ă uprq.19 Using this fact together with (209), (213) and (215),
P
ˆˇˇˇ 1
t2 ´ t1 ` n2
t2´t1`n2´1ÿ
l“0
log pp2qps1,l,y1,l`t1`n1`1q ` hppp2qq
ˇˇˇ
ą 
˙
ď 2e´pt2´t1`n2qvprq. (217)
It can be shown similarly that the second and third terms on the right side of (208) are bounded
19We have vprq ă uprq if and only if wprq :“ lnp1 ` rq ´ lnp1 ´ rq ´ 2r ą 0. Note that wp0q “ 0 and dw
dr
“ 2r2
1´r2 ą 0 for any
0 ă r ă 1. Therefore, wprq ą 0 for any 0 ă r ă 1 by the mean value theorem.
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from above by 2e´pt2´t1`n2qvprq. Therefore,
P
´´
ps1,lqt2´t1`n2´1l“0 , py1,lqt2`n
1`n2
l“t1`n1`1
¯
R Apt2´t1`n2q rpp2qs
¯
ď 6e´pt2´t1`n2qvprq. (218)
Using (218) in (207),
P
´`ps1,lqτ pω´q2 ´τ pjq1 `n2´1l“0 , py1,lqτ pω´q2 `n1`n2l“τ pjq1 `n1`1 ˘ R Apτ pω´q2 ´τ pjq1 `n2q rpp2qs, Un¯
ď
ÿ
pt1,t2,t3qP rUn
6e´pt2´t1`n2qvprqPppτ pjq1 , τ pω
´q
2 , τ
pω`q
2 q “ pt1, t2, t3qq
paqď
ÿ
pt1,t2,t3qPZ3
6e´pt2´t1`n2qvprqPppτ pjq1 , τ pω
´q
2 , τ
pω`q
2 q “ pt1, t2, t3qq
“ 6E“e´pτ pω´q2 ´τ pjq1 `n2qvprq‰
“ 6e´ptnν2u´tnν1u`n2qvprqE“e´pξpω´q2 ´ξpjq1 qvprq‰
“ 6e´ptnν2u´tnν1u`n2qvprqE“e´vprqξpω´q2 ‰E“evprqξpjq1 q‰, (219)
where in paq we have removed the constraint pt1, t2, t3q P rUn and the last step is due to independence
of ξpω
´q
2 and ξ
pjq
1 . Recalling the expression for the moment generating function of a negative Binomial
random variable20, we get
E
”
e´vprqξ
pω´q
2
ı
“
ˆ
q2e
´vprq
1´ p1´ q2qe´vprq
˙ω´tnη2u
k2
(220)
and
E
”
evprqξ
pjq
1
ı
“
ˆ
q1e
vprq
1´ p1´ q1qevprq
˙ jtnη1u
k1
, (221)
where (221) holds as long as vprq ă ´ lnp1 ´ qq. Since limrÑ0` vprq “ 0, one can make sure the
constraint vprq ă ´ lnp1´ qq holds by choosing r small enough. By (219), (220) and (221),
P
´`ps1,lqτ pω´q2 ´τ pjq1 `n2´1l“0 , py1,lqτ pω´q2 `n1`n2l“τ pjq1 `n1`1 ˘ R Apτ pω´q2 ´τ pjq1 `n2q rpp2qs, Un¯
ď 6e´ptnν2u´tnν1u`n2qvprq
ˆ
q2e
´vprq
1´ p1´ q2qe´vprq
˙ω´tnη2u
k2
ˆ
q1e
vprq
1´ p1´ q1qevprq
˙ jtnη1u
k1
. (222)
20The moment generating function of x „ NBpn, pq is given by Eretxs “
´
pet
1´p1´pqet
¯n
for t ă ´ lnp1´ pq.
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Using the identity
ln
aex
1´ p1´ aqex “
x
a
` opxq (223)
for 0 ă a ă 1, one can write (222) as
P
´`ps1,lqτ pω´q2 ´τ pjq1 `n2´1l“0 , py1,lqτ pω´q2 `n1`n2l“τ pjq1 `n1`1 ˘ R Apτ pω´q2 ´τ pjq1 `n2q rpp2qs, Un¯
ď 6e´ptnν2u´tnν1u`n2qvprqeω
´tnη2u
k2
p´ vprq
q2
`opvprqqq
e
jtnη1u
k1
p vprq
q1
`opvprqqq
“ e´nvprqfpnq, (224)
where
fpnq :“ 1
n
ˆ
ω´tnη2u
λ2
´ jtnη1u
λ1
` tnν2u´ tnν1u` n2 ´ ptnη1u` tnη2uqopvprqq
vprq
˙
. (225)
But, limnÑ8 fpnq “ ω´µ2´ jµ1` ν2´ ν1` θ2`pη1` η2qopvprqqvprq . By definition, ω´ satisfies ω´µ2´
jµ1 ` ν2 ´ ν1 ` θ2 ą 0. Since opvprqqvprq can be made arbitrarily small by choosing r small enough, we
conclude that limnÑ8 fpnq ą 0. This together with (224) implies that e´nvprqfpnq decays exponentially
with n as desired.
‚ The term Pperror2, Unq: Let δ ą 0 and define
Vn :“
"
max
!ˇˇˇτ pω´q2
n
´ pω´µ2 ` ν2q
ˇˇˇ
,
ˇˇˇτ pω`q2
n
´ pω`µ2 ` ν2q
ˇˇˇ)
ă δ
*
. (226)
Also define rVn by
rVn :“ "pt2, t3q P Z2 : max!ˇˇˇt2
n
´ pω´µ2 ` ν2q
ˇˇˇ
,
ˇˇˇt3
n
´ pω`µ2 ` ν2q
ˇˇˇ)
ă δ
*
. (227)
We can write
Pperror2,Unq ď Pperror2, Un,Vnq ` PpVcnq. (228)
By SLLN, limnÑ8
τ
pω´q
2
n
“ ω´µ2 ` ν2. Therefore, τ
pω´q
2
n
also converges to ω´µ2 ` ν2 in probability
and one can select n large enough so that
P
´ˇˇˇτ pω´q2
n
´ pω´µ2 ` ν2q
ˇˇˇ
ě δ
¯
ă {3. (229)
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Similarly,
P
´ˇˇˇτ pω`q2
n
´ pω`µ2 ` ν2q
ˇˇˇ
ě δ
¯
ă {3 (230)
holds for large enough n. It follows that if n is sufficiently large, then PpVcnq ă . To find an
upper bound on Pperror2,Un,Vnq, let us label the messages of Tx 1 as message 1 to message 2tnη1u.
Assume the jth transmitted message of Tx 1 is message 1 and ps1,lqn1´1l“0 is the codeword of user 1
corresponding to message 2. Recall that Pperror2,Un,Vnq is the probability of the event that a
codeword different from the transmitted codeword satisfies (57), (58) and p59q. Then
Pperror2,Un,Vnq ď 2tnη1uP
´
E
č
F
č
G
č
Un
č
Vn
¯
, (231)
where
E “
"´
ps1,lqτ
pω´q
2 ´τ pjq1 `n2´1
l“0 , py1,lqτ
pω´q
2 `n1`n2
l“τ pjq1 `n1`1
¯
P Apτ pω
´q
2 ´τ pjq1 `n2q
 rpp2qs
*
, (232)
F “
"´
ps1,lqτ
pω`q
2 ´τ pjq1 ´n1´1
l“τ pω´q2 ´τ pjq1 `n2
, py1,lqτ
pω`q
2
l“τ pω´q2 `n1`n2`1
¯
P Apτ pω
`q
2 ´τ pω
´q
2 ´n1´n2q
 rpp1qs
*
(233)
and
G “
"´
ps1,lqn1´1
l“τ pω`q2 ´τ pjq1 ´n1
, py1,lqτ
pjq
1 `n1`n1
l“τ pω`q2 `1
¯
P Apτ pjq1 ´τ pω
`q
2 `n1`n1q
 rpp2qs
*
. (234)
Recalling the definition of Vn in (205),
P
´
E
č
F
č
G
č
Un
č
Vn
¯
“
ÿ
pt1,t2,t3qP rUn
pt2,t3qPrVn
P
´
E
č
F
č
G
ˇˇˇ
pτ pjq1 , τ pω
´q
2 , τ
pω`q
2 q “ pt1, t2, t3q
¯
ˆP`pτ pjq1 , τ pω´q2 , τ pω`q2 q “ pt1, t2, t3q˘. (235)
For any pt1, t2, t3q P rUn,
P
´
E
č
F
č
G
ˇˇˇ
pτ pjq1 , τ pω
´q
2 , τ
pω`q
2 q “ pt1, t2, t3q
¯
“ PpEt1,t2qPpFt1,t2,t3qPpGt1,t3q, (236)
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where
Et1,t2 “
!`ps1,lqt2´t1`n2´1l“0 , py1,lqt2`n1`n2l“t1`n1`1˘ P Apt2´t1`n2q rpp2qs) , (237)
Ft1,t2,t3 “
!`ps1,lqt3´t1´n1´1l“t2´t1`n2 , py1,lqt3l“t2`n1`n2`1˘ P Apt3´t2´n1´n2q rpp1qs) (238)
and
Gt1,t3 “
!`ps1,lqn1´1l“t3´t1´n1 , py1,lqt1`n1`n1l“t3`1 ˘ P Apt1´t3`n1`n1q rpp2qs) . (239)
The reason behind (236) is that fixing pτ pjq1 , τ pω
´q
2 , τ
pω`q
2 q “ pt1, t2, t3q, the events E , F and G are in-
dependent as they depend on non-overlapping segments of the sequences ps1,lqn1´1l“0 and py1,lqt1`n
1`n1
l“t1`n1`1.
Using the standard properties of jointly typical sequences [19], we have
PpEt1,t2q ď 2´pt2´t1`n2qpψ1´3q, (240)
PpFt1,t2,t3q ď 2´pt3´t2´n1´n2qpφ1´3q (241)
and
PpGt1,t3q ď 2´pt1´t3`n1`n1qpψ1´3q. (242)
By (235), (236), (240), (241) and (242),
P
´
E
č
F
č
G
č
Un
č
Vn
¯
ď 2´n1pψ1´φ1q2´n2pψ1´φ1q2´n1pψ1´3q
ˆ
ÿ
pt1,t2,t3qP rUn
pt2,t3qPrVn
2´pt3´t2qpφ1´ψ1qP
`pτ pjq1 , τ pω´q2 , τ pω`q2 q “ pt1, t2, t3q˘. (243)
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We can write
ÿ
pt1,t2,t3qP rUn
pt2,t3qPrVn
2´pt3´t2qpφ1´ψ1qP
`pτ pjq1 , τ pω´q2 , τ pω`q2 q “ pt1, t2, t3q˘
paqď 2´npω`µ2`ν2´δ´ω´µ2´ν2´δqpφ1´ψ1q
ÿ
pt1,t2,t3qP rUn
pt2,t3qPrVn
P
`pτ pjq1 , τ pω´q2 , τ pω`q2 q “ pt1, t2, t3q˘
pbqď 2´npµ2´2δqpφ1´ψ1q, (244)
where paq is due to the fact that if pt2, t3q P rVn, then t2 ď npω´µ2`ν2`δq and t3 ě npω`µ2`ν2´δq
and pbq is due to řpt1,t2,t3qP rUn, pt2,t3qPrVn P`pτ pjq1 , τ pω´q2 , τ pω`q2 q “ pt1, t2, t3q˘ ď 1 and the fact that
ω` ´ ω´ “ 1. By (231), (243) and (244),
Pperror2, Un,Vnq ď 2´nfpnq, (245)
where
fpnq :“ pµ2 ´ 2δqpφ1 ´ ψ1q ` n2
n
pψ1 ´ φ1q ` n1
n
pψ1 ´ 3q ` n
1
n
pψ1 ´ φ1q ´ tnη1u
n
. (246)
We have limnÑ8 fpnq “ µ2pφ1 ´ ψ1q ` θ2pψ1 ´ φ1q ` θ1ψ1 ´ η1 ´ 2pφ1 ´ ψ1qδ ´ 3θ1. By (60),
µ2pφ1´ψ1q`θ2pψ1´φ1q`θ1ψ1´η1 ą 0. Therefore, limnÑ8 fpnq ą 0 for sufficiently small δ and 
and Pperror2, Un,Vnq decays exponentially with n as desired.
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Given the index j of the codeword of Tx 1, we assume ω´ ‰ 0, ω` “ 0 and ω1,j “ 0. The proof can
be easily extended for arbitrary ω1,j ě 1. Define Un by
Un :“
!
τ
pω´q
2 ` 1 ă τ pjq1 ` n1 ` 1 ď τ pω
´q
2 ` n1 ` n2 ď τ pjq1 ` n1 ` n1 ă τ ω´`12 ` 1
)
. (247)
Also, let
rUn :“  pt1, t2, t3q P Z3 : t2 ` 1 ă t1 ` n1 ` 1 ď t2 ` n1 ` n2 ď t1 ` n1 ` n1 ă t3 ` 1( . (248)
The probability of error in decoding the jth codeword of Tx 1 at Rx 1 is bounded as
Pperrorq ď Pperror,Unq ` PpU cnq ď Pperror,Unq ` , (249)
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where in the last step we have assumed n is large enough so that PpU cnq ď . This follows by Proposition 4
together with the facts that ω´ ‰ 0, ω` “ 0 and ω1,j “ 0. Under the event Un, error can happen in two
possible ways. The first case is when at least one of (68) or (69) is not satisfied for the actual transmitted
codeword by Tx 1. We denote this error event by error1. The second case is when both (68) and (69) are
satisfied for a codeword that is different from the transmitted codeword by Tx 1. We denote this error
event by error2. Then
Pperror,Unq ď Pperror1,Unq ` Pperror2,Unq. (250)
Analysis of Pperror1,Unq is quite similar to the one offered in Appendix G. Here, we only address
Pperror2,Unq. Let δ ą 0 and define
Vn :“
"
max
!ˇˇˇτ pjq1
n
´ pjµ1 ` ν1q
ˇˇˇ
,
ˇˇˇτ pω´q2
n
´ pω´µ2 ` ν2q
ˇˇˇ)
ă δ
*
.
(251)
Also, let
rVn :“ "pt1, t2q P Z2 : max!ˇˇˇt1
n
´ pjµ1 ` ν1q
ˇˇˇ
,
ˇˇˇt2
n
´ pω´µ2 ` ν2q
ˇˇˇ)
ă δ
*
. (252)
We can write
Pperror2,Unq ď Pperror2,Un,Vnq ` PpVcnq ď Pperror2,Un,Vnq ` , (253)
where the last step we are assuming that n is large enough such that PpVcnq ď  following a similar
reasoning in (229) in Appendix F. Let us label the messages of Tx 1 as message 1 to message 2tnη1u.
Assume the jth transmitted message of Tx 1 is message 1 and ps1,lqn1´1l“0 is the codeword corresponding
to message 2. Then
Pperror2,Un,Vnq ď 2tnη1uP
´
E
č
F
č
Un
č
Vn
¯
, (254)
where
E “
"´
ps1,lqτ
pω´q
2 ´τ pjq1 `n2´1
l“0 , py1,lqτ
pω´q
2 `n1`n2
l“τ pjq1 `n1`1
¯
P Apτ pω
´q
2 ´τ pjq1 `n2q
 rpp2qs
*
(255)
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and
F “
"´
ps1,lqn1´1
l“τ pω´q2 ´τ pjq1 `n2
, py1,lqτ
pjq
1 `n1`n1
l“τ pω´q2 `n1`n2`1
¯
P Apτ pjq1 ´τ pω
´q
2 `n1´n2q
 rpp1qs
*
. (256)
Then
P
´
E
č
F
č
Un
č
Vn
¯
“
ÿ
pt1,t2,t3qP rUn
pt1,t2qPrVn
P
´
E
č
F ˇˇ pτ pjq1 , τ pω´q2 , τ pω´`1q2 q “ pt1, t2, t3q¯
ˆP`pτ pjq1 , τ pω´q2 , τ pω´`1q2 q “ pt1, t2, t3q˘. (257)
For any pt1, t2, t3q P rUn,
P
´
E
č
F ˇˇ pτ pjq1 , τ pω´q2 , τ pω´`1q2 q “ pt1, t2, t3q¯ “ PpEt1,t2qPpFt1,t2q, (258)
where
Et1,t2 “
!´
ps1,lqt2´t1`n2´1l“0 , py1,lqt2`n
1`n2
l“t1`n1`1
¯
P Apt2´t1`n2q rpp2qs
)
(259)
and
F “
!´
ps1,lqn1´1l“t2´t1`n2 , py1,lqt1`n
1`n1
l“t2`n1`n2`1
¯
P Apt1´t2`n1´n2q rpp1qs
)
. (260)
Using the standard properties of jointly typical sequences [19], we have
PpEt1,t2q ď 2´pt2´t1`n2qpψ1´3q (261)
and
PpFt1,t2q ď 2´pt1´t2`n1´n2qpφ1´3q. (262)
By (257), (258), (261) and (262),
P
´
E
č
F
č
Un
č
Vn
¯
ď 2´n1pφ1´3q2´n2pψ1´φ1q
ˆ
ÿ
pt1,t2,t3qP rUn
pt1,t2qPrVn
2´pt1´t2qpφ1´ψ1qP
`pτ pjq1 , τ pj´q2 , τ pω´`1q2 q “ pt1, t2, t3q˘. (263)
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For any pt1, t2q P rVn, we have t1 ě npjµ1 ` ν1 ´ δq and t2 ď npω´µ2 ` ν2 ` δq. Using these bounds in
(263), we get
P
´
E
č
F
č
Un
č
Vn
¯
ď 2´n1pφ1´3q2´n2pψ1´φ1q2´npjµ1´ω´µ2`ν1´ν2´2δqpφ1´ψ1q. (264)
By (254) and (264),
Pperror2, Un,Vnq ď 2´nfpnq, (265)
where
fpnq “ pjµ1 ´ ω´µ2 ` ν1 ´ ν2 ´ 2δqpφ1 ´ ψ1q ` n1
n
pφ1 ´ 3q ` n2
n
pψ1 ´ φ1q ´ tnη1u
n
. (266)
We have limnÑ8 fpnq “ pjµ1´ω´µ2` ν1´ ν2qpφ1´ψ1q` θ1φ1` θ2pψ1´φ1q´ η1´ 2pφ1´ψ1qδ´ 3θ1.
By (66), pjµ1 ´ ω´µ2 ` ν1 ´ ν2qpφ1 ´ ψ1q ` θ1φ1 ` θ2pψ1 ´ φ1q ´ η1 ą 0. Therefore, limnÑ8 fpnq ą 0
for sufficiently small δ and  and Pperror2, Un,Vnq decays exponentially with n as desired.
APPENDIX I
We need the following lemma:
Lemma 4. Let m,n be positive integers. The number of non-decreasing sequences of length n whose
entries are among the numbers 1, 2, ¨ ¨ ¨ ,m is `m`n´1
n
˘
.
Proof: Define the sets A and B by
A :“
!
px1, ¨ ¨ ¨ , xn`1q : x1, ¨ ¨ ¨ , xn`1 are integers, x1 ě 1, x2, ¨ ¨ ¨ , xn`1 ě 0, x1 ` ¨ ¨ ¨ ` xn`1 “ m
)
(267)
and
B :“
!
py1, ¨ ¨ ¨ , ynq : y1, ¨ ¨ ¨ , yn are integers, 1 ď y1 ď y2 ď ¨ ¨ ¨ ď yn ď m
)
, (268)
respectively. Define the map
f : AÑ B
px1, ¨ ¨ ¨ , xn`1q ÞÑ px1, x1 ` x2, x1 ` x2 ` x3, ¨ ¨ ¨ , x1 ` ¨ ¨ ¨ ` xnq.
(269)
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The codomain of the map f is as promised because for any px1, ¨ ¨ ¨ , xn`1q P A, 1 ď x1 ď x1 ` x2 ď
x1 ` x2 ` x3 ď ¨ ¨ ¨ ď x1 ` ¨ ¨ ¨ ` xn ď m. We make the following observations:
‚ The map f is one-to-one. In fact, let px1, ¨ ¨ ¨ , xn`1q, px11, ¨ ¨ ¨ , x1n`1q P A and fpx1, ¨ ¨ ¨ , xn`1q “
fpx11, ¨ ¨ ¨ , x1n`1q. Then
x1 “ x11
x1 ` x2 “ x11 ` x12
...
x1 ` ¨ ¨ ¨ ` xn “ x11 ` ¨ ¨ ¨ ` x1n
. (270)
It follows that xi “ x1i for any 1 ď i ď n and hence, xn`1 “ m ´
řn
i“1 xi “ m ´
řn
i“1 x
1
i “ x1n`1.
We conclude that px1, ¨ ¨ ¨ , xn`1q “ px11, ¨ ¨ ¨ , x1n`1q.
‚ The map f is onto. To see this, let py1, ¨ ¨ ¨ , ynq P B. Define x1 :“ y1, xi :“ yi´yi´1 for any 2 ď i ď n
and xn`1 “ m ´ řni“1 xi. Then it is easy to see that px1, ¨ ¨ ¨ , xn`1q P A and fpx1, ¨ ¨ ¨ , xn`1q “
py1, ¨ ¨ ¨ , ynq.
It follows that f is a bijection between A and B and hence, |A| “ |B|. But, |A| is exactly the number
of solutions for the tuples pz1, ¨ ¨ ¨ , zn`1q where z1 :“ x1, z2 :“ x2 ` 1 ¨ ¨ ¨ , zn`1 :“ xn`1 ` 1 are positive
integers and z1 ` ¨ ¨ ¨ ` zn`1 “ m` n. This number is known to be
`
m`n´1
n
˘
.
Note that tpj, uj, vjq : 1 ď j ď N2u is a state if and only if
1 ď i1 ď j1 ď i2 ď j2 ď ¨ ¨ ¨ ď iN2´1 ď jN2´1 ď iN2 ď jN2 ď 2N1 ` 1, (271)
i.e., pi1, j1, i2, j2, ¨ ¨ ¨ , iN2 , jN2q is a non-decreasing sequence of integers whose entries are among the
numbers 1, 2, ¨ ¨ ¨ , 2N1 ` 1. By Lemma 4, the number of such sequences is
`
2N1`2N2
2N2
˘
.
APPENDIX J; PROOF OF PROPOSITION 10
As shown earlier in (140), we only need to assume j˚ “ 1. Then A1 “ tR ą λ : α ă µ ă α ` θu “`
λ,
`
1` α
θ
˘
λ
˘
, C1 “ tR ą λ : µ ą α`θu “
``
1` α
θ
˘
λ,8˘ and B1 “ D1 “ H. For notational simplicity,
we show φγ and ψγ by κ and κ1, respectively. It is beneficial to our presentation to write Ppx, y; γq in
(118) as
Ppx, y; γq “ rPpx, y; γqčUpγq, (272)
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where
rPpx, y; γq :“ !Rc ą λ : `1´ x
λ
pκ´ κ1q˘Rc ă κ1 ´ pκ´ κ1qy
θ
)
(273)
and
Upγq :“
"
Rc ą λ : γ ď
` 1
N
` Rc
λ
˘
P
*
. (274)
We have
R1 “ pRsym
č
A1q
ď
pRsym
č
C1q, (275)
where
Rsym
č
A1 “
ď
γě0
´
Upγq
č rPp1, θ; γqč rPp0,´α; γqčA1¯ (276)
and
Rsym
č
C1 “
ď
γě0
´
Upγq
č rPp0,´α; γqčC1¯ , (277)
by (134) and (136), respectively. We have
rPp0,´α; γqčC1 “ ´`1` α
θ
˘
λ, κ1 ` α
θ
pκ´ κ1q
¯
. (278)
To compute the right side of (276), it is enough to note that
rPp1, θ; γq “ !R ą λ : `1´ 1
λ
pκ´ κ1q˘R ă 2κ1 ´ κ)
“
$’’’’’’’&’’’’’’’%
`
λ, 2κ
1´κ
1´ 1
λ
pκ´κ1q
˘
κ´ κ1 ă λ ă κ1´
max
!
λ, 2κ
1´κ
1´ 1
λ
pκ´κ1q
)
,8
¯
κ ě 2κ1, κ´ κ1 ą λ
pλ,8q κ ď 2κ1, κ´ κ1 ą λ
H otherwise
(279)
and
rPp0,´α; γqčA1 “ ´λ,min!`1` α
θ
˘
λ, κ1 ` α
θ
pκ´ κ1q
)¯
. (280)
Having (279) and (280), we can find Rsym
Ş
A1 in (276) which together with Rsym
Ş
C1 in (277) and
(278) complete the description of R1 in (275). To simplify our computations, let us consider two cases:
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1) Assume `
1` α
θ
˘
λ ă κ1 ` α
θ
pκ´ κ1q. (281)
Using this in (280), we see that rPp0,´α; γqŞA1 “ `λ, `1` αθ ˘λ˘ and we get
rPp1, θ; γqč rPp0,´α; γqčA1 “
$’’’’’’’&’’’’’’’%
`
λ,min
 p1` α
θ
qλ, 2κ1´κ
1´ 1
λ
pκ´κ1q
˘(
κ´ κ1 ă λ ă κ1´
max
!
λ, 2κ
1´κ
1´ 1
λ
pκ´κ1q
)
, p1` α
θ
qλ
¯
κ ě 2κ1, κ´ κ1 ą λ
pλ, p1` α
θ
qλq κ ď 2κ1, κ´ κ1 ą λ
H otherwise
.
(282)
Simple algebra shows that
`
λ´ pκ´ κ1q˘´κ1 ` α
θ
pκ´ κ1q ´ 2κ
1 ´ κ
1´ 1
λ
pκ´ κ1q
¯
“ pκ´ κ1q`p1` α
θ
qλ´ pκ1 ` α
θ
pκ´ κ1qq˘. (283)
By (281) the right side of (283) is negative. Therefore,
κ´ κ1 ă λ ùñ κ1 ` α
θ
pκ´ κ1q ă 2κ
1 ´ κ
1´ 1
λ
pκ´ κ1q ùñ
`
1` α
θ
˘
λ ă 2κ
1 ´ κ
1´ 1
λ
pκ´ κ1q , (284)
where in the last step we use (281). Therefore, the interval in the first row of (282) becomes pλ, p1`
α
θ
qλq, i.e.,
rPp1, θ; γqč rPp0,´α; γqčA1 “
$’’’’’’’&’’’’’’’%
`
λ, p1` α
θ
qλq κ´ κ1 ă λ ă κ1´
max
!
λ, 2κ
1´κ
1´ 1
λ
pκ´κ1q
)
, p1` α
θ
qλ
¯
κ ě 2κ1, κ´ κ1 ą λ
pλ, p1` α
θ
qλq κ ď 2κ1, κ´ κ1 ą λ
H otherwise
.
(285)
It is notable that in the second line in (285) it is always true that 2κ
1´κ
1´ 1
λ
pκ´κ1q ă p1 ` αθ qλ provided
κ´ κ1 ą λ and hence, the interval `max  λ, 2κ1´κ
1´ 1
λ
pκ´κ1q
(
, p1` α
θ
qλ˘ is nonempty.21
21Multiplying both sides of 2κ
1´κ
1´ 1
λ
pκ´κ1q ă p1` αθ qλ by the negative number 1´ 1λ pκ´ κ1q yields
`
1` α
θ
˘
λ ă κ1 ` α
θ
pκ´ κ1q which
is our assumption in (281).
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2) Assume `
1` α
θ
˘
λ ě κ1 ` α
θ
pκ´ κ1q. (286)
Then rPp0,´α; γqčC1 “ H. (287)
By (280) and (286), rPp0,´α; γqŞA1 “ `λ, κ1 ` αθ pκ ´ κ1q˘. Using this together with (276) and
(279),
rPp1, θ; γqč rPp0,´α; γqčA1
“
$’’’’’’’&’’’’’’’%
´
λ,min
 
2κ1´κ
1´ 1
λ
pκ´κ1q , κ
1 ` α
θ
pκ´ κ1q(¯ κ´ κ1 ă λ ă κ1´
max
 
λ, 2κ
1´κ
1´ 1
λ
pκ´κ1q
(
, κ1 ` α
θ
pκ´ κ1q
¯
κ ě 2κ1, κ´ κ1 ą λ,
pλ, κ1 ` α
θ
pκ´ κ1qq κ ď 2κ1, κ´ κ1 ą λ
H otherwise
. (288)
The right side of (283) is nonnegative due to (286). Therefore,
κ´ κ1 ă λ ùñ 2κ
1 ´ κ
1´ 1
λ
pκ´ κ1q ď κ
1 ` α
θ
pκ´ κ1q (289)
and
κ´ κ1 ą λ ùñ 2κ
1 ´ κ
1´ 1
λ
pκ´ κ1q ě κ
1 ` α
θ
pκ´ κ1q. (290)
Let us make the following observations:
‚ By (289), the interval in the first row of the definition ofRsym
Ş
A1 in (288) becomes
`
λ, 2κ
1´κ
1´ 1
λ
pκ´κ1q
˘
.
‚ By (290), the interval in the second row of (288) is empty.
‚ Combining κ ´ κ1 ą λ with (286), we get λ ą κ1 and hence, κ ą 2κ1. This shows that the
constraints in the third row of (288) are not compatible with (286).
Based on these observations, we can simplify (288) as
rPp1, θ; γqč rPp0,´α; γqčA1 “
$&%
`
λ, 2κ
1´κ
1´ 1
λ
pκ´κ1q
˘
κ´ κ1 ă λ ă κ1
H otherwise
. (291)
Define γ0 as the value of γ that solves κ1 “ κ´ κ1. We consider two cases:
1) Let λ ă ψγ0 . This situation is shown in panel (a) of Fig. 21. The solutions for γ in ψγ “ λ and
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κγ − κ0γ
κ0γ
λ
γ0γ1 γ
Rc
γ2 γ3
κ0γ0
(a)
κγ − κ0γ
κ0γ
λ
γ0 γ
Rc
γ2γ3
κ0γ0
(b)
Fig. 21. Plots of ψγ (black curve) and φγ ´ ψγ (blue curve) as function of γ. The constant level λ is shown in red. The value of γ for
which ψγ “ φγ ´ ψγ is denoted by γ0. Panel (a) shows a scenario where λ ă ψγ0 . The solutions for γ in ψγ “ λ and φγ ´ ψγ “ λ
are shown by γ1 and γ3, respectively. It is only for values of γ in the interval pγ1, γ3q that φγ ´ ψγ ă λ ă ψγ . Moreover, the equation
ψγ ` αθ φγ ´ ψγ “ p1 ` αθ q is solved for γ “ γ2 where γ1 ă γ2 ă γ3. Panel (b) shows a scenario where λ ą ψγ0 . The conditions
φγ ´ ψγ ă λ ă ψγ no longer hold.
φγ ´ ψγ “ λ are shown by γ1 and γ3, respectively. It is only for values of γ in the interval pγ1, γ3q
that φγ ´ ψγ ă λ ă ψγ . Moreover, the equation ψγ ` αθ pφγ ´ ψγq “ p1 ` αθ qλ is solved for γ “ γ2
where γ1 ă γ2 ă γ3.22 We have
rPp0,´α; γqčC1 “
$&% H γ ď γ2``1` α
θ
˘
λ, κ1 ` α
θ
pκ´ κ1q˘ γ ą γ2 (292)
and
rPp1, θ; γqč rPp0,´α; γqčA1 “
$’’’’&’’’’%
H γ ď γ1`
λ, 2κ
1´κ
1´ 1
λ
pκ´κ1q
˘
γ1 ă γ ă γ2`
λ, p1` α
θ
qλ˘ γ ą γ2
(293)
2) Let λ ě ψγ0 . This situation is shown in panel (b) of Fig. 21. The conditions κ´κ1 ă λ ă κ1 no longer
hold. Moreover, γ3 ă γ2 ă γ1 where we let γ1 “ 8 if it does not exist. The set rPp0,´α; γqŞC1 is
given by (292) and
rPp1, θ; γqč rPp0,´α; γqčA1 “
$’’’’&’’’’%
H γ ď γ2`
2κ1´κ
1´ 1
λ
pκ´κ1q , p1` αθ qλ
˘
γ2 ă γ ď γ1`
λ, p1` α
θ
qλ˘ γ ą γ1
. (294)
22if γ ă γ1, then κ1 and κ ´ κ1 are both smaller than λ and if γ ą γ3, then κ1 and κ ´ κ1 are both larger than λ. In either case,
ψγ ` αθ pφγ ´ ψγq ‰ p1` αθ qλ.
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By (275), (276) and (277),
Rsym “
ď
γě0
ˆ
Upγq
č´` rPp1, θ; γqč rPp0,´α; γqčA1˘ď` rPp0,´α; γqčC1˘¯˙. (295)
Using the expressions in (292), (293) and (294),
` rPp1, θ; γqč rPp0,´α; γqčA1˘ď` rPp0,´α; γqčC1˘ “ `fpγq, gpγq˘, (296)
where f and g are defined in (141) and (142) under the assumption that λ ă ψγ0 and λ ě ψγ0 , respectively.
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