. We consider the Dirichlet and Neumann problems for second-order linear elliptic equations:
I
In this paper we study the Dirichlet and Neumann problems for second-order linear elliptic equations with singular drifts on a bounded Lipschitz domain Ω in R n (n ≥ 3).
Given a vector field b = b 1 , . . . , b n : Ω → R n , we consider the following Dirichlet problems:
and
We also consider the following Neumann problems:
where ν denotes the outward unit normal to the boundary ∂Ω. For −∞ < α < ∞, 0 < β < 1, and 1 < p < ∞, we denote L (Ω) have been already shown by Droniou [9] for the Dirichlet problems and by Droniou-Vázquez [10] for the Neumann problems on Lipschitz domains. Recently, L p 1 -results were obtained by for the Dirichlet problems on C 1 -domains and by Kang-Kim [17] for the Dirichlet and Neumann problems on domains which have small Lipschitz constant. Moreover, several authors have studied regularity properties of solutions of the Dirichlet problems (see [12, 13, 22, 23] and references therein). The assumption b ∈ L n (Ω) n is essential to our study due to the following example. Let Ω be the unit ball centered at the origin. Define b(x) = (2 − n)x/|x| 2 and v(x) = ln |x|.
Then b ∈ L q (Ω) n for all q < n and v ∈ L For more than 40 years, many authors have studied the Dirichlet and Neumann problems for the Poisson equation on Lipschitz domains. In particular, Jerison-Kenig [16] established an optimal solvability result in L p α (Ω) for the Dirichlet problem for the Poisson equation when (α, p) belongs to a set A (see Definition 2.8 for a precise definition of A ). A similar result for the Neumann problem was obtained by Fabes-Mendez-Mitrea [11] .
The purpose of this paper is twofold. First, extending the classical results in [11, 16] and the recent results in [9, 10, 17, 19] , we prove existence and uniqueness of solutions in L p α (Ω) for the Dirichlet and Neumann problems. The second purpose is related to a question on the solvability of the Dirichlet problem for an elliptic equation with boundary data in L 2 (∂Ω). Such a question is often arisen in optimal control theory and numerical analysis (see [3, 20] and references therein). A relevant result to our purpose is due to Choe-Kim [6] who proved a unique solvability result for the stationary incompressible Navier-Stokes system with boundary data in L 2 (∂Ω) on Lipschitz domains Ω in R 3 . Motivated by this work, we will show existence, uniqueness, and regularity results for the Dirichlet problem (D) with boundary data in L 2 (∂Ω) on a Lipschitz domain Ω in R n .
Our main results are stated precisely in Section 3 after basic notions and preliminary results are introduced in Section 2. For the Dirichlet problems, Theorem 3.1 shows existence and uniqueness of solution in L p α (Ω) of the problem (D) for all pairs (α, p) belonging to a subset A ∩ B of (0, 2) × (0, ∞). Here B is the set of all pairs (α, p) such that div(ub) ∈ L (Ω) having zero trace. Moreover, we deduce a regularity property of the solution u: that is, if u D ∈ L q (∂Ω) and 2 ≤ q ≤ ∞, then u ∈ L q 1/q (Ω) + L p α (Ω). To state our results for the Neumann problems, let ·, · denote the dual pairing between a Banach space X and its dual space X . It will be shown in Theorem 3.5 that if (α, p) ∈ A ∩ B, then for each f ∈ (L Here Tr denotes the trace operator given in Theorem 2.2. A similar L p α -result will also be proved for the dual problem (N ). However, an explicit counterexample (Example 2.10) suggests that Theorem 3.5 may not imply solvability for the Neumann problems (N ) and (N ). Introducing a generalized normal trace operator γ ν (Proposition 2.4), we will show in Theorem 3.6 that if the data f is sufficiently regular, then there exists a unique u ∈ L p α (Ω) with Ω u dx = 0 such that
which provides a solvability result for the Neumann problem (N ). We also have a similar result for the dual problem (N ).
Theorems 3.1 and 3.5 are proved by a functional analytic argument. To estimate the drift terms, we derive bilinear estimates which are inspired by Gerhardt [14] ; see Lemmas 2.12 and 2.13 below. To prove Theorem 3.1, we reduce the problems (D) and (D ) to the problems with trivial boundary data by using a trace theorem (Theorem 2.2) and the bilinear estimates. For a fixed (α, (Ω) for the problems (D) and (D ) were already shown by Droniou [9] . Using this result, we prove that the kernel of the operator L A similar strategy works for the proof of Theorem 3.5. For a fixed (α, p) ∈ A ∩ B, let L N α,p and L * ,N 2−α,p be the operators associated with the Neumann problems (N ) and (N ), respectively. The characterization of the kernels L N 1,2 + λI 2 and L * ,N 1,2 + λI 2 was already obtained by Droniou-Vázquez [10] and Kang-Kim [17] for all λ ≥ 0, where the operator The existence and regularity results in Theorem 3.4 easily follows from Theorems 2.6 and 3.1. For the uniqueness part, we shall prove an embedding result in L p α (Ω) (Lemma 4.4) and a lemma for the nontangential behavior of a solution (Lemma 4.5). Finally, Theorem 3.6 will be deduced from Proposition 2.4 and Theorem 3.5.
The rest of this paper is organized as follows. In Section 2, we summarize known results for functions spaces on Lipschitz domains and unique solvability results for the Dirichlet and Neumann problems for the Poisson equation on Lipschitz domains. We also derive bilinear estimates which will be used repeatedly in this paper. Section 3 is devoted to presenting the main results of this paper for the Dirichlet problems with boundary data in B p α (∂Ω) and in L 2 (∂Ω), respectively. We also state the main results for the Neumann problems. The proofs of all the main results are provided in Sections 4 and 5.
P
Throughout the paper, we assume that Ω is a bounded Lipschitz domain in R n , n ≥ 3.
By C = C(p 1 , . . . , p k ), we denote a generic positive constant depending only on the parameters p 1 , . . . , p k . For two Banach spaces X and Y with X ⊂ Y , we say that X is continuously embedded into Y , denoted by X → Y , if there is a constant C > 0 such that
2.1. Embedding and trace results. For −∞ < α < ∞ and 1 < p < ∞, let
denote the Sobolev space (or Bessel potential space) on R n (see [4, 15, 24] ). We denote 
For 0 < α < 1 and 1 < p < ∞, we define 
The proofs of (i) and (ii) can be found in the standard references (see e.g. [25, p.60, Theorem 1.122, and Proposition 4.6]). To prove (iii), we recall the following embedding result:
whenever (α, p) and (β, q) satisfy 
(ii) L 
The following corollary is necessary to our study on the Dirichlet problem (D) with boundary data in L 2 (∂Ω).
and u
for some constant C = C (n, α, p, Ω) > 0.
Proof. Since (α, p) satisfies (2.3), it follows from Theorem 2.1 that For a smooth vector field F ∈ C ∞ (Ω) n , integration by parts gives
with (α, p) and (β, q) satisfying certain conditions. To show this, we first note that for 1 < p < ∞ and
Moreover, it was shown in [11, Lemma 9.1] that for α > 0 and 1 < p < ∞, the gradient operator
) is well-defined and bounded. These observations enable us to define a generalized normal trace of a vector field F under some additional regularity assumption. Proposition 2.4. Let (α, p) and (β, q) satisfy
Then by (2.6), (2.7), and (2.8), the pairing F, ∇φ is well-defined and
for some constant C = C(n, α, p, Ω) > 0. Since (2.9) holds, it follows from Theorem 2.1 and
where E is the extension operator given in Theorem 2.2. By (2.11) and Theorem 2.2, there exists a constant C = C(n, α, β, p, q, Ω) > 0 such that
This implies that
which shows that γ ν (F ) satisfies identity (2.10). To show the uniqueness part, suppose that
Then for every
This proves the uniqueness part.
Then by (2.9) and Theorem 2.1, we have
Hence by Hölder's inequality, (2.12), and Theorem 2.2, there exists a constant C = C(n, α, β, p, q, Ω) > 0 such that
standard density argument enables us to deduce from (2.5) that
for all φ ∈ L p 1−α (Ω). From (2.10) and (2.14), we get
Hence it follows that Tr F · ν = γ ν (F ). This completes the proof of Proposition 2.4.
The Poisson equation.
We first consider the Dirichlet problem for the Poisson equation
Let {γ (x) : x ∈ ∂Ω} be a regular family of cones associated with the Lipschitz domain Ω. See [26] for more details. Let u be a function on Ω. The nontangential maximal function of u is defined by u
If there is a function g on ∂Ω such that lim
we write u → g nontangentially a.e. on ∂Ω.
The following proposition shows, in particular, that harmonic functions in L 
Proposition 2.5. Suppose that u is a harmonic function in
e. on ∂Ω.
Proposition 2.5 leads us to introduce a function space
which is a closed subspace of L 
Jerison-Kenig [16] obtained the following optimal solvability result in L p α (Ω) for the inhomogeneous Dirichlet problem (2.15).
Theorem 2.7.
There is a number ε = ε(Ω) ∈ (0, 1] such that if (α, p) satisfies one of the following conditions
for some constant C = C(n, α, p, Ω).
If Ω is a C 1 -domain, then the constant ε may be taken one. Definition 2.8. We denote by A the set of all pairs (α, p) that satisfy one of the conditions (i), (ii), and (iii) in Theorem 2.7.
To illustrate A , we introducẽ
See Figure 2 .1 for the setÃ in the αp −1 -plane. Observe thatÃ is symmetric with respect
Next, let us consider the Neumann problem for the Poisson equation
A standard weak formulation of (2.16) is to find u satisfying
provided that the data f and u N are sufficiently regular. Note that for 1/p < α < 1 + 1/p, the pairing between
The following theorem is due to Fabes-Mendez-Mitrea [11] .
However, Theorem 2.9 does not always gurantee solvability for the Neumann problem (2.16) as shown in the following example from Amrouche and Rodríguez-Bellido [2] . Example 2.10. Let (α, p) ∈ A be fixed. By Hölder's inequality and Theorem 2.2 (ii), we have
By Theorem 2.9, there exists a function u ∈ L p α (Ω) satisfying (2.17). However, we prove that u satisfies 19) where γ ν is the generalized normal trace operator introduced in Proposition 2.4.
which shows that u = 0 in Ω. Choose any (β, q) satisfying
which proves that u is a solution of the problem (2.19).
Example 2.10 suggests that we need to assume more regularity on the data f to gurantee a unique solvability result for the Neumann problem (2.16).
Theorem 2.11. Let (α, p) ∈ A and assume that (β, q) satisfies
To prove the uniqueness part, let u be a solution to the problem (2.20) with f = 0 and u N = 0. Since γ ν (∇u) = 0 and − u = 0 in Ω, it follows that
Hence by Theorem 2.9, u = c for some constant c. This completes the proof of Theorem 2.11.
Bilinear estimates.
In this subsection, we derive some bilinear estimates which will play a crucial role in this paper.
Lemma 2.12.
Suppose that b ∈ L n (Ω) n , and let (α, p) and (β, q) satisfy
(ii) Assume that α ≥ 1 and
Proof. Assume that (α, p) satisfies (2.22) and u ∈ L p α (Ω). Then it follows from Theorem 2.1 that u ∈ L n n−1 (Ω). Hence by Hölder's inequality, we have ub ∈ L 1 (Ω) n .
Define r and s by
Let Φ ∈ C ∞ Ω n be given. Then Hölder's inequality and Theorem 2.1 give
for some constant C = C (n, α, β, p, q, Ω). This completes the proof of (i). The assertion
This completes the proof of Lemma 2.12.
Remark. Suppose that α ≥ 0 and Lemma 2.12 and the remark enable us to prove the following estimates which are inspired by Gerhardt's inequality in [14] (see also [6, [17] [18] [19] ).
Then for each ε > 0, there is a constant
Proof.
where C is the positive constant in (2.23).
Then by Lemma 2.12 (i) and its remark, we have
Then by Hölder's inequality, we get
and thus
The proof of (ii) is similar and so omitted. This completes the proof of Lemma 2.13. Definition 2.14. We denote by B the set of all pairs (α, p) that satisfy the condition in Lemma 2.13 (i). Similarly, B is the set of all pairs (α, p) that satisfy the condition in Lemma 2.13 (ii).
To depict these sets, we introducẽ
See Figure 2 .2 for the setsB andB in the αp −1 -plane. Note thatB is the reflection of B with respect to (1, 1/2); hence
Assume that b ∈ L n (Ω) n , and let (α, p) ∈ B be fixed. Then by Lemma 2.12 (i), the
Moreover, these operators are compact as shown below. 
Thus by (2.28), we get lim sup
Since ε > 0 was arbitrary chosen, it follows that B 
M
We shall assume throughout the rest of the paper that
Having introduced the sets A and B in Section 2, we are ready to state the main results of this paper. 
for some constant C = C (n, α, p, b, Ω).
Remark. For the special case when (α, p) = (1, 2), Theorem 3.1 was already shown by Droniou [9] . Moreover, L p 1 -results were established by Kim-Kim [19] for C 1 -domains.
Theorem 3.1 extends the previous results in [9, 19] as well as the classical work of JerisonKenig [16] .
Next, we consider unique solvability for the Dirichlet problem (D) with boundary data in
. By Theorem 2.6, there exists a unique solution u 1 in H 2 1/2 (Ω) such that u 1 → u D nontangentially a.e. on ∂Ω. Let us consider the following problem:
By Theorem 2.1 and Lemma 2.12,
Since (1, 2n/(n + 1)) ∈ A ∩ B, it follows from Theorem 3.1 (i) that there exists a unique solution u 2 ∈ L 2n n+1 1,0 (Ω) of (3.1). The same theorem also shows that there exists a unique solution u 3 ∈ L p α,0 (Ω) of the problem (D) with trivial boundary data. Define
To proceed further, we need the following lemma which will be proved in Section 4.2.
Lemma 3.2. Let (α, p) ∈ A and 0 < α ≤ 1. Then (Ω) is denoted by P α,p or simply by P. Now we are ready to state unique solvability and regularity results for the Dirichlet problem (D) with boundary data in L 2 (∂Ω).
Moreover, we have
Remark.
(i) Suppose that (α, p) ∈ A and b = 0. Combining Theorems 2.2, 2.6, and 2.7, we can prove that for every f ∈ L p α−2 (Ω) and u D ∈ L 2 (∂Ω), there exists a unique function
where P is the projection operator from Note that u is not bounded while b ∈ L n (B 1/2 ) n .
(iii) One may ask existence of a solution of the problem (D ) with boundary data v D ∈ L 2 (∂Ω). Following our previous strategy, we first find a function v 1 ∈ H 2 1/2 (Ω) such that v 1 → v D nontangentially a.e. on ∂Ω. However, since v 1 ∈ L p α (Ω) with p = 2 and α = 1/2 < 1, the estimate in Lemma 2.12 (ii) cannot be used to show that b · ∇v 1 ∈ L q β−2 for some (β, q) ∈ A ∩ B. So it seems hard to discuss the solvability of the following problem
3.2. The Neumann problems. In this subsection, we state the main result for the Neumann problems (N ) and (N ). 
for some constant C = C (n, α, p, b, Ω). 
Remark. When (α, p) = (1, 2), Theorem 3.5 was already shown by Droniou-Vàzquez [10] . Recently, L p 1 -results were obtained by Kang-Kim [17] for general elliptic equations of second order:
provided that the matrix A has a small BMO semi-norm and the boundary ∂Ω has a small Lipschitz constant. Theorem 3.5 extends the results in [10, 11] for arbitrary Lipschitz domains and in [17] for Lipschitz domains having small Lipschitz constants.
It was already observed in Example 2.10 that the functions in Theorem 3.5 (ii) and (iii) may not solve the Neumann problems (N ) and (N ). However, if f and g are sufficiently regular, then these functions become solutions of the problems (N ) and (N ).
For every f ∈ L 
(ii) Assume that (β, q) satisfies
Hereû is the function in Theorem 3.5 (i).
The purpose of this section is to prove Theorems 3.1 and 3.4 which are concerned with unique solvability for the Dirichlet problems with boundary data in B 
for some constant C = C (n, α, p, Ω). By Lemma 2.12, we have div (hb) ∈ L p α−2 (Ω) and sof
for some constant C = C(n, α, p, b, Ω) > 0. Hence the problem (D) is reduced to the following problem: − w + div (wb) =f in Ω,
One can do a similar reduction to the problem (D ) into the problem with trivial boundary data.
Hence from now on, we focus on the solvability for the problems (D) and (D ) with trivial boundary data, that is,
First of all, it follows from Theorem 2.7 that for each (α, p) ∈ A , the operator L
is bijective. Let (α, p) ∈ A ∩ B be fixed. Recall from Lemma 2.15 that
Here I denotes the identity operator on a Banach space. Hence
On the other hand, since B D α,p and B * 2−α,p are compact, it follows from the Riesz-Schauder theory (see e.g. [5] ) that the operator
is injective if and only if it is surjective, and 2−α,p are trivial. We first consider the special case when (1, p) ∈ A ∩ B.
Proof. It was proved by Droniou [9] that
. Thus (4.6) follows from (4.5) as well. This completes the proof of Lemma 4.1.
For general (α, p) ∈ A ∩ B, we use the following lemma.
Since (α, p) ∈ A and Tr w = 0 on ∂Ω, it follows from Theorem 2.7 that w = 0 in Ω and so u = v ∈ L 
Proof. By Lemma 4.1 and (4.5), it suffices to show that there exists q such that
First, if n = 3 or ε = 1, we define q by 1 q
Then it is easy to check that (1, q) ∈ A ∩ B. Thus it follows from Lemma 4.2 that
. Suppose next that n ≥ 4 and 0 < ε < 1. Let {α j } be a sequence defined inductively by
Note that α j+1 (j ≥ 1) is the β-coordinate of the intersection point of the two straight lines
in the βq −1 -plane. On the other hand, since
the sequence {α j } diverges to ∞ as j → ∞. Hence there exists k ≥ 1 such that α k < (1 + ε)/2 ≤ α k+1 . Let us redefine α k+1 = 1 + ε 2 and α k+2 = 1;
see Figure 4 .1 with k = 3.
We claim that if α j−1 ≤ α < α j (1 ≤ j ≤ k + 2), then there exists q such that
If this claim is true, then applying the claim repeatedly, we can show that there exists q such that
,q , which completes the proof. The proof of the claim consists of two steps.
Step 1. Assume that
Since (α, p) ∈ A ∩ B, it is easy to check that (α j , q) ∈ A ∩ B. Hence it follows from
Step 2. Assume that
Let β 1 be the β-coordinate of the intersection point of the two straight lines
in the βq −1 -plane; see Figure 4 .2. Then α j−1 ≤ α < β 1 ≤ α j . Define β 2 and q 1 by
It is easy to check that 1 < q 2 < q 1 and (
. Now, since (β 2 , q 2 ) satisfies (4.9), it follows from Step 1 that there exists q such that
which proves the claim. This completes the proof of Proposition 4.3.
By the Riesz-Schauder theory, Theorem 3.1 is a direct consequence of Proposition 4.3, but we give a proof for the sake of the completeness. 
This completes the proof of (i). Following exactly the same argument, we can also prove 
Proof. Observe that 1,
where
Hence it follows that (α, q) ∈ A . If (α, p) ∈ B in addition, then (α, q) ∈ B too since
This completes the proof of Lemma 4.4.
When α ≤ 1/2, we will use the following lemma which extends a similar result in [6] for the Stokes system in three-dimensional Lipschitz domains. 
∂Ω) and u → Tr u nontangentially a.e. on ∂Ω.
Proof. By virtue of an approximation scheme due to Verchota [26] , there are sequences of C ∞ -domains Ω j ⊂ Ω and homeomorphisms Λ j : ∂Ω → ∂Ω j such that Λ j (z) ∈ γ (z) for all j and for all z ∈ ∂Ω. Also, as j → ∞, sup z∈∂Ω |Λ j (z) − z| → 0 and ν j (Λ j (z)) → ν (z) for a.e. z ∈ ∂Ω and in L q (∂Ω), 1 < q < ∞, where ν j is the outward unit normal to ∂Ω j . Moreover, there exist positive functions ω j : ∂Ω → R, bounded away from zero and infinity uniformly in j, such that ω j → 1 a.e. on ∂Ω and in L q (∂Ω), 1 < q < ∞, and
For each j, we define g j = u | ∂Ωj . Note that
Hence by a classical result of Verchota [26] , there exists f j ∈ L 2 (∂Ω j ) such that u | Ωj can be written as the double layer potential of f j on ∂Ω j :
Here the constant C in (4.12) depends only on the Lipschitz character of Ω. Since (α, p) satisfies (4.10), it follows from Corollary 2.3 that
for some constant C depending only on the Lipschitz character of Ω, α, p, and n. By the change of variables z j = Λ j (z), we deduce from (4.11) that
for all x ∈ Ω j . For each j, we define
Then by (4.12) and (4.13), we have
for all j. Hence {F j } is a bounded sequence in L 2 (∂Ω), and we may assume that
Thus, by letting j → ∞ in (4.14), we conclude that u is the double layer potential of F on ∂Ω. Therefore, by a well-known theorem of Coifman-McIntosh-Meyer [7] , u * belongs to L 2 (∂Ω) and so it follows from Proposition 2.5 that there exists g ∈ L 2 (∂Ω) such that u → g nontangentially a.e. on ∂Ω.
It remains to show that Tr
Hence by the dominated convergence theorem,
This completes the proof of Lemma 4.5.
These lemmas lead us to the proofs of Lemma 3.2 and Theorem 3.4.
Proof of Lemma 3.2.
Suppose first that α > 1/2. Then by Lemma 4.4, there exists q with
This implies the assertion when α > 1/2. Next, suppose that 0 < α ≤ 1/2 and
Since u is harmonic in Ω and (α, p) satisfies (4.10), it follows from Lemma 4.5 that u * ∈ L 2 (∂Ω) and u → Tr u = 0 nontangentially a.e. on ∂Ω. Hence by Theorem 2.6, u = 0 in Ω. This completes the proof of Lemma 3. 1,0 (Ω). Thus, it follows from Theorem 3.1 that u = 0 in Ω. This completes the proof of the uniqueness assertion of Theorem 3.4.
To prove the regularity assertion, we write u = u 1 + u 2 + u 3 , where
Hence it follows from Theorem 3.1 (i) and
So by Theorem 2.1 and Hölder's inequality, we have 
for some constant C = C(n, α, p, b, λ, Ω).
For λ > 0 and (α, p) ∈ A , the mapping
Now let (α, p) ∈ A ∩ B be fixed. By Lemma 2.12, the mapping
) be the isomorphism defined by
Suppose that λ > 0. Recall from Lemma 2.15 that 
The kernels L The following lemma will be used to characterize the kernels L 
