Abstract-Reputation management systems have been proposed as a cooperation enforcement solution in ad hoc networks. Typically, the functions of reputation management (evaluation, detection, and reaction) are carried out homogeneously across time and space. However, the dynamic nature of ad hoc networks causes node behavior to vary both spatially and temporally due to changes in local and network-wide conditions. When reputation management functions do not adapt to such changes, their effectiveness, measured in terms of accuracy (correct identification of node behavior) and promptness (timely identification of node misbehavior), may be compromised. We propose an adaptive reputation management system that realizes that changes in node behavior may be driven by changes in network conditions and that accommodates such changes by adapting its operating parameters. We introduce a time-slotted approach to allow the evaluation function to quickly and accurately capture changes in node behavior. We show how the duration of an evaluation slot can adapt according to the network's activity to enhance the system accuracy and promptness. We then show how the detection function can utilize a Sequential Probability Ratio Test (SPRT) to distinguish between cooperative and misbehaving neighbors. The SPRT adapts to changes in neighbors' behavior that are a by-product of changing network conditions, by using the node's own behavior as a benchmark. We compare our proposed solution to a nonadaptive system, showing the ability of our system to achieve high accuracy and promptness in dynamic environments. To the best of our knowledge, this is the first work to explore the adaptation of the reputation management functions to changes in network conditions.
INTRODUCTION
C OOPERATION among nodes is essential to the survival of an ad hoc network, as it forms the basis for key network functions such as packet forwarding. In particular, nodes are expected to cooperate by forwarding packets on behalf of one another, enabling the delivery of packets over a multihop route. If nodes refuse to cooperate in packet forwarding, end-to-end packet delivery may not be possible. Such uncooperative behavior can greatly degrade network performance and may even result in total communication breakdown. It is important to detect and isolate uncooperative nodes to limit their negative impact on the network performance.
Reputation management systems (RMSs) have been proposed in the literature to promote cooperation and discourage nodes in an ad hoc network from misbehaving with respect to packet forwarding. The goals of a reputation management system are to: evaluate nodes' behavior based on packet forwarding (evaluation), distinguish between cooperative and misbehaving nodes (detection), and appropriately react to nodes according to their behavior (reaction) [1] . It is commonly assumed that reputation management systems at different nodes carry out these functions (evaluation, detection, and reaction) homogeneously across time and space. In other words, the evaluation criteria, detection decision factors, and reactive measures are the same at all nodes at all times. The homogeneous application of reputation decisions does not take into account the dynamics of the environment in which ad hoc networks operate, where local and network-wide conditions change frequently, impacting node behavior. Such behavior may be perceived differently from one node to another. At times, the network conditions are such that a node i that chooses to act cooperatively can successfully do so by forwarding all traffic routed through it (due to moderate traffic activity, favorable channel conditions, etc.). At other times, network conditions are such that node i may not be able to successfully forward traffic routed through it due to adverse conditions (such as high congestion, channel impairments, etc.). Therefore, node behavior may vary from one node to another and from time to time due to changes in local and network-wide conditions, affecting the ability of the reputation management mechanism to distinguish between a node's willful decision not to forward packets (misbehavior) and its inability to do so due to adverse network conditions. The effectiveness of a reputation management system, which is usually measured in terms of its ability to accurately and promptly distinguish between cooperative and misbehaving nodes, may deteriorate if it does not adapt to network conditions. If the perception of cooperative behavior remains the same under both adequate and adverse network conditions, a node may be incorrectly identified as misbehaving during unfavorable network conditions and inappropriate reaction may be taken against it (e.g., isolation from the network). Hence, in a reputation management system, the evaluation criteria, detection decision factors, and reactive measures should be adaptive across time and space to changes in network conditions. We, herein, refer to such a system as an adaptive reputation management system.
In this paper, we focus on enhancing the system's effectiveness through adaptability of the evaluation and detection functions. We rely on two simple premises to guide this adaptation: 1) a sound evaluation of reputation requires the observation of other nodes' behavior for longer periods of time when there is less traffic in the network; and 2) the assessment of other nodes' behavior should be in comparison to one's own behavior. We propose a time-slotted approach for node behavior evaluation. We illustrate how this mechanism can effectively recognize fluctuations in node behavior and how the slot duration impacts the accuracy and promptness of the system in recognizing misbehavior. A slot duration that is too short reduces the system's accuracy, while one that is too long reduces its promptness. We propose a localized approach whereby the slot duration adapts to the traffic activity each node is witnessing.
We, then, introduce an adaptive detection function whereby a cooperative node uses its self-assessed behavior as a benchmark for judging the behavior of other nodes within its local neighborhood. This function takes advantage of the observation that in some environments cooperative nodes within close proximity experience similar network conditions [2] , [3] . The detection function devises an SPRT to distinguish between cooperative and misbehaving nodes within each evaluation slot. The SPRT uses packet receiving and packet forwarding events noted for each node within each slot to evaluate node behavior. The SPRT infers network conditions using the node's self-assessed behavior and takes that inference into consideration when evaluating other nodes. A merit of the SPRT is that the number of observations required to accurately evaluate node behavior depends on the local network conditions perceived by the evaluator (hence, localized adaptive detection is possible). Further, the number of observations used in SPRTs is greatly reduced (by 50 percent or more in many cases) when compared to other methods that use a fixed number of observations [4] . This allows for prompt decision making, which limits the scope of damage to the network that can be caused by a misbehaving node. Our goal is to build an effective reputation management system for dynamically changing ad hoc network environments. Such a system must adapt to changes in the network conditions.
Our contribution in this paper is twofold. First, we show that a slotted evaluation function can properly recognize fluctuations in node behavior. We also show that adapting the slot duration is key to maintaining good system accuracy and promptness and illustrate how traffic activity can be used as a point of reference for setting the evaluation slot duration. Second, we show that by using a node's own behavior as a benchmark for judging others' behavior, the detection function can effectively adapt to changes in network conditions. Additionally, we show that an SPRT can accurately and adaptively distinguish between cooperative and misbehaving nodes under different network conditions.
Scope
In this paper, we are concerned with node behavior with respect to packet forwarding at the network layer. A node can be classified as cooperative or misbehaving. Cooperative nodes do not deliberately drop traffic forwarded through them. We only consider selfish misbehavior in this work, although the concept introduced applies to some types of malicious misbehavior as well, such as black hole and gray hole attacks [5] . Selfishness is intentional misbehavior, where a node chooses not to fully participate in packet forwarding to conserve its own resources. A selfish node may drop some or all packets forwarded through it. A selfish node i is characterized by a selfishness rate, which we denote as s i , representing the proportion of packets a selfish node will drop among all packets forwarded through it. Selfish nodes typically do not collude with each other or exert additional effort to camouflage their behavior, such as slander attacks [6] . Other classes of outsider attacks or insider node misbehavior at layers other than the network layer are outside the scope of this paper.
We focus on network factors that have a long term effect on a node's ability to successfully forward packets routed through it, which we categorize into two classes: 1) node misbehavior and 2) network environment factors such as congestion at the network layer, contention at the data link layer, and physical communication impairments such as shadowing and path loss. We consider a network environment where detection and isolation of misbehaving nodes is crucial to the survival of the network. Typically, this is the case when the negative impact of node misbehavior on the network performance is dominant compared to deteriorating channel and/or network conditions.
In the next section, we briefly describe the functions of reputation management. In Sections 3 and 4, we discuss adaptability of the evaluation and detection functions. We demonstrate the effectiveness of our system in Section 5. Finally, we discuss related work in Section 6 and conclude in Section 7.
FUNCTIONS OF A REPUTATION MANAGEMENT SYSTEM
Behavior evaluation, behavior detection, and reaction are the three main functions of reputation management (Fig. 1) . The behavior evaluation function adopts an evaluation metric and monitors it for nodes whose behavior it is evaluating. The evaluation metric is used to assign each node a score, which is a quantification of the node's behavior with respect to packet forwarding. In this paper, we use packet forwarding ratio (the ratio of the number of packets forwarded by a node to the number of packets routed through it) as the evaluation metric (other metrics have been analyzed in [1] ). Hence, each node will monitor packet forwarding request events (which we denote as RCV events) and packet forwarding events (which we denote as F WD events) for all its neighbors as suggested in [7] . A node's assigned score (i.e., the estimated packet forwarding ratio) ranges from 0 to 1. The detection function uses the nodes' scores assigned by the evaluation function (and possibly the sequence of events that led to each score) to distinguish between cooperative and misbehaving nodes. A common approach is to compare a node's score to a threshold score T H. For example, in the case of packet forwarding ratio, if the threshold score is 0.8, a node whose score is higher than or equal to 0.8 (i.e., it forwards at least 80 percent of data packets routed through it) is considered cooperative. Nodes with lower scores are considered misbehaving.
Finally, the reaction function takes action against nodes according to their behavior. The reaction taken toward nodes identified by the detection function as misbehaving can be informative, by notifying other nodes about the misbehaving nodes, and/or disciplinary, by penalizing the misbehaving nodes. On the other hand, the reaction taken toward nodes identified as cooperative can reward cooperation by offering these nodes differentiated levels of service according to their level of cooperation. Table 1 provides a list of notation used throughout the paper.
ADAPTIVE EVALUATION FUNCTION
An adaptive evaluation function must quickly capture changes in node behavior. Node behavior may be impacted by changes in the local and network-wide conditions. An adaptive evaluation function should assign each node a score that reflects its recent behavior.
Our approach (illustrated in Fig. 2 ) is to perform node behavior evaluation in a time-slotted manner, with slot duration varying according to observed volume of traffic. In this approach, a node's behavior is evaluated and assigned a score (equal to its estimated packet forwarding ratio) by each of its neighbors based on its behavior within each time slot. Given a slot duration , a node i 2 N is assigned a score a j;i;k by each of its neighbors j 2 G i that reflects its behavior within slot k > 0 (between times ðk À 1Þ and k) as perceived by j. The evaluation function also self-assesses node i's own behavior by noting its own RCV and F WD events and assigns itself a score a i;i;k accordingly; this score will be used later by the adaptive detection function.
In a time-slotted behavior evaluation function, the value of the slot duration affects the accuracy and the promptness of the reputation management system. This is intuitive since, statistically, determines the number of samples that will be considered to estimate a process parameter in a population. In our case, we are trying to estimate the packet forwarding ratio of a node. It is well known that as the sample size increases the accuracy increases. However, collecting too many samples may waste time. We illustrate this point in the example that follows, which is intended as a case study and is followed in the next section by the theoretical foundation of this work (based on an SPRT) and a more comprehensive simulation study.
Consider a network with low traffic activity. Selecting a small for such a network reduces the system's accuracy. A short slot may not comprise enough packet forwarding activity to be representative of node behavior, which may result in false positives (cooperative nodes incorrectly identified as misbehaving) or false negatives (misbehaving nodes incorrectly identified as cooperative). On the other hand, consider a network with high traffic activity. Since node behavior evaluation is triggered at the end of each slot, selecting a value of that is too high may impact the system's promptness (i.e., timely identification of node behavior). Accordingly, the slot duration must adapt according to the traffic activity in the network. As the traffic activity increases, the slot duration should decrease. There is also a trade-off between slot duration and overhead. Decreasing the slot duration in a network with high traffic achieves better promptness but may also result in increased computational overhead.
We illustrate the relationship between traffic activity and the value of through a sensitivity analysis conducted using ns-2 simulations (the simulation parameters are shown in Table 2 ). We consider a network of jNj ¼ 64 nodes and jMj ¼ 5 misbehaving nodes. We evaluated the accuracy and promptness of node behavior evaluation using different values of in D ¼ f1; 2; 4; 8; 18; 36; 75; 150; 300; 600g seconds. We measure accuracy based on the difference between the average score assigned to misbehaving nodes by their cooperative neighbors and that assigned to cooperative nodes by their cooperative neighbors. We denote the difference as A diff , which we calculate as A diff ¼ absðA coop À A misb Þ, where
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k¼1 a j;i;k , and s is the total number of evaluation slots (s ¼ Simulation Duration=). For each 2 D, we calculate A diff , which we denote as A diff; . Note that 0 A diff; 1 and that as the value of A diff; decreases it becomes more difficult for the detection function to distinguish between cooperative and misbehaving nodes, which increases false positives as well as false negatives (i.e., decreases accuracy). We use two different levels of traffic activity: high (200 short-lived flows with randomly selected sources and destinations) and low (20 short-lived flows with randomly selected sources and destinations). Fig. 3 indicates that as the value of increases, the value of A diff; also increases. Increasing the value of allows for more packet forwarding activity to take place within a slot so as to be representative of node behavior. Note the clear difference between low and high traffic activities. For the high traffic activity, high values of A diff; occur even with small slot durations, as the number of interactions within a slot is higher. If the system, for instance, requires A diff; ! 0:25 to achieve a target accuracy level, this corresponds to slot duration ! 2 seconds for the high traffic activity case and ! 75 seconds for the low traffic activity case.
The trade-off to the increase in accuracy as a result of increasing the value of is the decrease in promptness. Here, we define promptness as the earliest time A diff can achieve a target accuracy level. Fig. 4 plots the promptness of the system with the accuracy level used earlier (A diff; ! 0:25) denoting promptness of a particular value of 2 D as the earliest time when A diff; ! 0:25. The figure shows that unnecessarily increasing the value of may decrease promptness (noting that behavior evaluation is triggered at the end of each evaluation slot, followed by triggering of the detection function as shown in Fig. 1 ). It also shows that there is a particular value of where the required accuracy level is reached fastest. This is the ideal slot duration where enough packet forwarding activity is present at the earliest time to distinguish between the behavior of cooperative nodes and that of misbehaving nodes at the required accuracy level. Shorter slot durations do not take into consideration enough packet forwarding activity, while longer slot durations unnecessarily delay node evaluation, both resulting is lower promptness. From the figure, the slot duration in which misbehaving nodes are detected fastest at the required accuracy level is ¼ 8 seconds for the high traffic activity case and ¼ 150 seconds for the low traffic activity case.
We propose an adaptive approach whereby the value of adapts automatically to the traffic activity. We consider route activity as a measure of traffic activity. The frequency of route establishment, route update, and route expiration events (what we mean by route activity) increases as traffic activity increases (otherwise, routes cannot be established, end-to-end packet delivery is hindered, and the network becomes unstable). Whenever a route establishment, route update, or a route expiration event occurs, each node that becomes aware of the update (the route event affects one or more fields in the node's routing table) triggers the behavior evaluation function to evaluate its neighbors by assigning each a score based on the F WD and RCV events noted for each since the last evaluation. For a given node i, if we consider routing activities to be indexed by r, where r ¼ 0 corresponds to the first routing activity noted by the node. If we consider t i;r to be the time of arrival of the route request, update, or expiration message, then the value of noted by node i at time t (which we denote as i;t ) can be represented as
The distribution of the interarrival time of routing messages at a given node will induce the distribution for at that node. Hence, the value of differs from one node to another and from time to time according to the traffic activity each node is witnessing (e.g., a node located in the center of the network will typically experience higher traffic activity compared to nodes located close to the network boundaries).
We demonstrate our approach for the adaptation of using ns-2 simulations. In Fig. 5 , we show the average slot duration for periods of high and low traffic compared to the ideal values obtained from Fig. 4 . Fig. 6 shows, for 10 different traffic activity levels, how the increase in traffic activity decreases the value of .
ADAPTIVE DETECTION FUNCTION
An adaptive detection function is able to distinguish between cooperative and misbehaving nodes under different network conditions. Consider first a nonadaptive detection function. Such a detection function uses a fixed threshold T H whose value is identical for all nodes in the network (as described in Section 2). T H is usually assigned to reflect acceptable node behavior under normal network conditions. However, if network conditions change (e.g., due to a sudden deterioration of the channel), the selected value of T H may no longer be appropriate, resulting in inaccuracies in the detection function. An adaptive detection function, on the other hand, adapts its criteria for cooperative behavior according to the state of the network.
Our adaptive detection function (described in Fig. 2 ) makes a decision about node behavior within each behavior evaluation slot based on an SPRT. We consider each node's self-assigned score as well as the F WD and RCV observation events it noted for each of its neighbors in the SPRT. In the next sections, we provide an overview of SPRT, introduce the SPRT for judging node behavior, and then illustrate how the test adapts to changes in network conditions.
Overview of SPRT
Consider two hypotheses H 1 and H 0 , where either H 1 or H 0 is true but not both. In traditional hypothesis testing, one of the decisions (H 1 or H 0 ) is made after a random sample is observed. In some cases, the evidence in the random sample observed may be enough to make the decision while in other cases it may not. Traditional hypothesis testing mechanisms make a decision either way. Sequential probability ratio testing defers the decision if the evidence in the random sample observed is not sufficient to make an accurate decision and requests more observations. The test continues until the evidence is strong enough to make a decision [4] .
SPRTs consider two conditional probabilities, P ½xjH 1 and P ½xjH 0 . To decide whether H 1 or H 0 is true we make a sequence of observations x 1 ; x 2 ; . . . . For each observation x n ; n ! 1, if P ½x n jH 0 6 ¼ 0 we calculate the ratio P ½x n jH 1 P ½x n jH 0 and accumulate the value T n ¼ T nÀ1 Ã P ½x n jH 1 P ½x n jH 0 , where T 0 ¼ 1. We then examine the value of T n . If T n is large, it implies that the sequence of observations x 1 ; . . . ; x n made so far are more likely to have been generated under H 1 than under H 0 . If T n is small, the converse is true. If T n is not sufficiently small or large to choose between H 1 and H 0 , we make another observation x nþ1 .
In selecting between H 1 and H 0 , it is possible to erroneously decide that H 1 is true while in reality H 0 is true (a false positive), or that H 0 is true while in reality H 1 is true (a false negative). To limit the probability of false positives to and that of false negatives to , we select two threshold values A and B, with B < A. After making a sequence of observations x 1 ; . . . ; x n , a decision is made that H 1 is true if T n ! A, or that H 0 is true if T n B and the test terminates. We make an additional observation x nþ1 if B < T n < A. It was shown in [4] 
SPRT for Judging Node Behavior
At the end of each evaluation slot k, the behavior evaluation function of node j 2 NnM passes to the detection function the list of scores assigned to each neighbor and the sequence of events that led to each score (RCV and F WD observation events noted for each neighbor i 2 G j during time slot k). The behavior evaluation function also passes the node's self-assigned score a j;j;k to the detection function. The detection function analyzes the list of RCV and F WD events and infers observations DRP for each packet routed through the node but not forwarded, denoting that the packet was most likely dropped. 1 The SPRT considers two hypotheses H 1 and H 0 . H 1 is the hypothesis that a given node is misbehaving while H 0 is the hypothesis that it is cooperative. Let T ðj; iÞ n be an evaluation of node i's behavior by node j 2 G i within the current time slot. T ðj; iÞ n considers all F WD and DRP observation events noted for node i within the current evaluation slot. Upon encountering an event x n that is noted for node i by node j, node j then evaluates
T ðj; iÞ nÀ1 Ã P ½DRP jH 1 P ½DRP jH 0 ; if x n ¼ DRP ;
where T ðj; iÞ 0 ¼ 1. If T ðj; iÞ n ! A, the test concludes that H 1 is true and that node i has been misbehaving during the last n events. If T ðj; iÞ n B, the test concludes that H 0 is true and that node i has been acting cooperatively during the last n events. The outcome of the test is recorded and the test is restarted for another evaluation round starting at event x nþ1 . At the end of the evaluation slot, all events have been considered and a number of outcomes have been recorded. All recorded test outcomes are considered to decide upon node i's behavior. We consider node i misbehaving if most test outcomes concluded H 1 . We consider node i cooperative otherwise.
The SPRT considers and to be configurable system parameters that represent the level of false positives and false negatives that are tolerable by the system. From the configured values of and , the threshold values of A and B are set (as suggested [4] ) to A ¼
1À
and B ¼ 1À . Note that the use of T H in nonadaptive reputation management systems can be related to the use of A in our adaptive system since both are considered the boundary toward misbehavior. Their values, however, cannot be equated since A is a probability ratio (calculated based on the false positives and false negatives the system can tolerate) and T H is a score.
The values of P ½F W D j H 1 , P ½F W D j H 0 , P ½DRP j H 1 , and P ½DRP j H 0 depend on the probability of packet drops in the network due to misbehavior and due to network environment factors (such as congestion at the network layer, contention at the data link layer, physical communication impairments such as fading, etc.), which we denote as P misbehavior and P drop , respectively. The conditional probabilities can then be obtained as shown in [8] :
Note that according to the definition of P ½F W D j H 1 and P ½F WD j H 0 , the probability ratio will only depend on P misbehavior when a F WD event is witnessed (since
The value of P misbehavior can be viewed as a network parameter that is set according to the network objective. For example, setting the value of P misbehavior to 50 percent indicates that the network aims to detect all misbehaving nodes i 2 M where s i ! 50 percent. This also implies that the network can tolerate some false negatives when it comes to detecting misbehaving nodes whose s i < 50 percent. Setting the value of P misbehavior is analogous to setting the security mode of an Intrusion Detection System (IDS). Setting the security mode of an IDS too high is likely to expose the network to fewer threats (i.e., low false negatives) but may also trigger a large number of false positives. Setting the security mode of an IDS too low may expose the network to a lot of threats (i.e., high false negatives) but reduces the number of false positives. The ideal setting may vary depending on the level of the threat that the network is likely to be exposed to and the likely outcome if any such threats prevail. Much like the security mode of an intrusion detection system, the value of P misbehavior should be set according to the perception of the level of misbehavior that is likely to exist in the network and its impact on each node. We will discuss setting the value of P drop in the next section.
Adaptation of the SPRT
The goal of our adaptive reputation management system is to adapt node behavior evaluation and detection to dynamic changes in network conditions. Our goal is not to adapt the system to changes in the threat level that the network is exposed to. Hence, the values of , , and P misbehavior need not be adaptive but the value of P drop needs to adapt to reflect current network conditions. Consider a cooperative node j 2 NnM that is evaluating the behavior of its neighbor i 2 G j . The time-slotted evaluation function of node j has evaluated node j's own behavior at the current evaluation slot k based on the ratio between the number of its own RCV and F W D events (i.e., the ratio of the number of packets node j forwarded to the number of packets routed through it) and assigned itself a score a j;j;k . The evaluation function then passes the score to the detection function.
Our detection function makes use of the observation that cooperative nodes within close proximity may experience similar network conditions [2] , [3] . If node j's cooperative behavior under the current network conditions granted it a score of a j;j;k then the value of a j;j;k can be used to estimate the expected behavior of other cooperative nodes within node j's local neighborhood, which operate under similar local network conditions. Additionally, 1 À a j;j;k can be used to estimate the probability of packet drop due to network environment factors in the node's local neighborhood (i.e., packets dropped despite the node's intention to act cooperatively). Note that both estimates continuously adapt to changes in the node's local network conditions. In our detection function, we use P drop ¼ 1 À a j;j;k . The adaptation of the detection function is realized as follows:
. The SPRT at node j will move faster toward threshold A for any DRP event observed for node i if node j experienced a low value of P drop during slot k. Hence, the number of observations needed to make an H 1 decision will be small in case of a low value of P drop . . The SPRT at node j will move more slowly toward threshold B for any F W D event observed for node i if node j experienced a low value of P drop during slot k. Hence, the number of observations needed to make an H 0 decision will be large for a low value of P drop . . The SPRT at node j will move more slowly toward threshold A for any packet drop event observed at node i if node j experienced a high value of P drop during slot k. Hence, the number of observations needed to make an H 1 decision will be large in case of a high value of P drop .
. The SPRT at node j will move faster toward threshold B for any F WD event observed for node i if node j experienced a high value of P drop during slot k. Hence, the number of observations needed to make an H 0 decision will be small in case of a high value of P drop . The SPRT offers a systematic approach to select the thresholds and adapt node evaluation to network conditions. As indicated above, adaptation is accomplished by weighing events (i.e., DRP or F W D) differently depending on the network conditions. We envision that it is also possible to devise a heuristic approach (as opposed to the systematic approach offered by SPRTs) that varies T H according to the network conditions. Let us briefly consider what happens if a selfish node adopts the same reputation management mechanisms proposed here. If a selfish node considers packets dropped due to its selfish nature as DRP events during selfassessment, its self-assigned score will most likely be lower than that of its cooperative neighbors. Hence, the selfassigned score will not accurately reflect the behavior of a cooperative node within the selfish node's locality, which may increase false negatives. On the other hand, a selfish node may chose to ignore the effect of its selfish behavior during self-assessment by assuming DRP events due to the node's selfishness as F WD events. This results in a selfassigned score that reflects more closely the behavior of a cooperative node within the selfish node's locality. Table 3 summarizes the parameters used in our adaptive reputation management system and how the value of each is set. We also summarize the advantages of using SPRTs in node behavior evaluation in the following points:
1. Ease of implementation.
Sequential evaluation:
The number of observations (i.e., FWD and DRP events) required to evaluate node behavior need not be determined in advance. This property of SPRTs suits well the dynamic nature of ad hoc networks where the rate and the significance of such observations may change spatially and temporally. 3. Configurable accuracy: The specified degree of accuracy can be set by configuring and .
Prompt decision making:
The number of observations used to evaluation node behavior (at the configured accuracy level) using an SPRT is greatly reduced when compared to other methods that use a fixed number of observations [4] . This allows for prompt decision making, which limits the scope of damage to the network that can be caused by misbehaving nodes.
DEMONSTRATION OF EFFECTIVENESS
In this section, we demonstrate the effectiveness of our adaptive system under different network conditions. We also aim to show the shortcomings of nonadaptive approaches. We consider network environments with varying rates of change in network conditions as well as varying levels of misbehavior in the network. We consider two types of network environments in our evaluation: static and dynamic. An environment is static if the network conditions in that environment do not change throughout one run of the simulation. A dynamic environment is one where the network conditions change frequently. Further, our simulations account for the impact of different levels of misbehavior in the network. Two parameters control the level of misbehavior in the network: 1) the number of misbehaving nodes, and 2) the selfishness rate of each misbehaving node. By devising network scenarios that use different ratios of misbehaving to wellbehaved nodes and different selfishness rates, we can model varying levels of misbehavior in the network.
We consider three sets of network scenarios denoted as SC-1, SC-2, and SC-3. All three scenarios share the simulation parameters shown in Table 4 . In SC-1, we consider all nodes to be cooperative (i.e., jMj ¼ 0). In SC-2, we consider 20 percent of the nodes in the network to be selfish (i.e., jMj ¼ 5). In SC-3, we consider 40 percent of all nodes in the network to be selfish (i.e., jMj ¼ 10). The value of s i for a misbehaving node in SC-2 and SC-3 is randomly selected from the set f50 percent; 75 percent; 100 percentg.
We consider a configuration of our adaptive reputation management system that uses P misbehavior ¼ 50 percent. As mentioned before, this indicates that the network is keen to detect all misbehaving nodes whose selfishness rate is greater than or equal to 50 percent (which also implies that the network can tolerate some false negatives when it comes to detecting misbehaving nodes whose selfishness rate is less than 50 percent). We consider ¼ 10 percent and ¼ 10 percent to be the target accuracy level of the system. For the nonadaptive system, we consider a range of values for T H. All our results are averaged over 20 runs. Each run considers a different randomly generated topology.
Static Environment
We show in this section that the adaptive reputation management system can operate effectively under different network conditions, while the settings of the nonadaptive reputation management system must be customized for a given network condition for the system to be effective. We consider three scenarios with respect to the network conditions:
. SE-1: The network conditions are such that a cooperative node can forward almost all packets forwarded through it. . SE-2: The network conditions are such that a cooperative node can forward at most 80 percent of all packets forwarded through it. . SE-3: The network conditions are such that a cooperative node can forward at most 60 percent of all packets forwarded through it. Since the environment is static, we let the adaptive approach evaluate node behavior using a fixed value of . We compare against a nonadaptive approach by assessing the false positives and false negatives. Our comparison considers different values of T H for the nonadaptive approach.
The results in Figs. 7, 8, 9 , 10, 11, 12, 13, 14, and 15 show that the adaptive system can operate under all conditions considered with low false positives and false negatives. The maximum false positives over all scenarios was 11.60 percent (within reasonably range of ), and the maximum false positives was at 3.12 percent (bounded by ). This indicates that the adaptive approach self-adapts its criteria for identifying cooperative and misbehaving behaviors according to the network condition it is operating in. On the other hand, the nonadaptive approach requires the value of T H to be customized to reflect the network conditions where it operates. If the value of T H is not set correctly the system will yield high false positives and/or false negatives. For example, if T H is set to 0.90 in SC-1-SE-3, the system will yield close to 90 percent false positives. Table 5 lists the ideal values of T H for the nonadaptive approach in all considered scenarios. We consider the ideal value as the one that yields the lowest average false positives and false negatives. Note how the ideal value of T H changes as the network conditions, as well as the level of misbehavior in the network, vary.
Dynamic Environment
This section presents results regarding the resilience of the adaptive reputation management system to variable network conditions. We show that the adaptive reputation management system can operate effectively under changing network conditions, achieving false positives and false negatives that are close to the values of and , respectively.
We let adapt according to the traffic activity as explained in Section 3. We modified the ns-2 simulator to create simulation scenarios where network conditions fluctuate consistently. We consider the shadowing propagation model, which consists of two parts: the path loss model and the shadowing deviation model [9] . The path loss model predicts the received power of a signal as it propagates through space from a transmitter to a receiver. The received signal strength depends on the euclidean distance d between the transmitter and the receiver and the characteristic of the environment the signal propagates in (e.g., indoor line of sight, indoor obstructed, outdoor free space, outdoor urban, etc.). The path loss model defines a parameter known as the path loss exponent, which is used to reflect the signal propagation characteristic of different environments. The power loss in the environment (expressed in dB) is predicted as Loss ¼ À10 Ã log 10 ðdÞ. Some typical values for the path loss exponent in ns-2 are listed in [9] .
The shadowing deviation model considers variations in the received signal strength for a given distance d. Power loss is calculated as Loss ¼ À10 Ã log 10 ðdÞ þ sh dev, where sh dev is a Gaussian random variable with zero mean and standard deviation . Hence, increasing the value of means that the variation in the received signal strength will be higher for any given distance d.
In ns-2, a single value for each and is used in the network and a different value of sh dev is generated for each packet that is received anywhere in the network. In reality, however, network conditions may be different at different locations and may fluctuate in epochs of time rather than with every packet. We modified the shadowing propagation model in ns-2 so that the value of sh dev changes every t seconds (rather than with every packet), where t is generated according to an exponential distribution with mean of 5 seconds. When a node receives a packet, the received signal strength will depend on the value of and the current value of sh dev. Hence, network conditions remain stable for a period of time.
In our simulation, we used path loss exponent ¼ 2:5 (which can model communication in outdoor urban environments and some indoor office environments [9] , [10] ). We increase from 0 to 10 to model different levels of fluctuation in network conditions, where ¼ 10 indicates high variation in the received signal strength for a given distance d. This causes node behavior to vary by up to 20 percent (i.e., the packet forwarding ratio of a node may vary by up to 20 percent depending on the network condition).
Figs. 16 and 17 show the false positives and false negatives of our adaptive system. The total number of SPRT decisions made ranged between 3,000 and 7,000 (for the values of between 0 and 10). The highest false positives reported is 13.32 percent for SC-1, 14.81 percent for SC-2, and 16.86 percent for SC-3. All values are close to as noted in Section 4.1. The highest false negatives reported are 8.4 percent for SC-2 and 9.1 percent for SC-3. SC-1 has no false negatives since no misbehavior exists in that case. All false negative values are bounded by .
The results from both the static and the dynamic environments show the shortcomings of the nonadaptive reputation management systems. A nonadaptive reputation management system requires the value of T H to be carefully set and constantly updated to reflect the network conditions where it operates (otherwise, the system accuracy will be compromised). In contrast, results show that our adaptive reputation management system works well under both static and dynamic environments. It automatically self-adapts its criteria for identifying cooperative and misbehaving behaviors according to the network condition it is operating in.
System Overhead
In this section, we discuss the computation, communication, and storage overhead of our adaptive reputation management system on nodes in an ad hoc network.
Our adaptive reputation management system relies on localized observations to assess node behavior. Our system has no communication overhead since we do not rely on the exchange of observations between nodes. Exchange of observations may increase the system promptness but it also increases communication overhead and exposes the system to misreporting and collusion-based attacks (such as the slander attack [6] ), which decreases system accuracy. In addition, network conditions may vary spatially. Hence, reflecting on observations about the behavior of distant nodes without knowing the network conditions under which these observations were made may reduce the accuracy of node behavior evaluation.
Our mechanism requires nodes to gather localized observations (RCV , F WD, and DRP events) that reflect their neighbors' behavior. This requires each node to act in promiscuous mode (capturing packets that may not be destined to it) and distinguish data packets that reflect RCV or F WD events related to its neighbors. Each node then stores packet traces for data packets that reflect an RCV event in a lookup table in order to identify any subsequent F WD events. Each RCV event in the lookup table will have a time-out associated with it. If an F WD event is not noted within the duration of that time-out, a DRP event is triggered and the corresponding RCV event entry in the lookup table is purged. This process results in computation and storage overhead.
In [1] , we considered a number of approaches to reduce the types of computation and storage overheads that our adaptive reputation management system may induce. One approach we considered is hashing of packet trace entries. We evaluated this approach and showed that it reduces the size of the lookup table significantly and has almost no effect on the system effectiveness. A second technique that we considered is to set an upper bound on the size of the lookup table. We evaluated this approach as well and showed that it can reduce overhead.
While computation and storage overhead result from nodes acting in promiscuous mode (processing and storing traces of packets), we believe that this overhead is low but most importantly warranted especially when considering the impact of misbehavior on the network if a reputation management system is not implemented [1] .
While mobility was not explicitly considered in this work, it is known that reputation-based mechanisms are most reliable when mobility is limited. Buchegger et al. [11] concluded that reputation mechanisms are most effective when based on direct observation. In [12] , Buttyan and Hubaux note that node mobility can have a negative effect on such systems and suggest that mobility should be low enough to allow efforts carried during the evaluation and detection phases to be recouped in the reaction phase. An investigation of the performance of our adaptive reputation management system under varying levels of mobility is left for future work. We expect our system, similar to other systems, to perform better at lower levels of mobility. However, our adaptation capability should give our system the edge over others.
RELATED WORK
Reputation management systems have been proposed to address insider misbehavior security concerns (i.e., selfish as well as malicious misbehavior) in self-organized communication systems such as ad hoc networks [7] , [9] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] , peer-to-peer systems [24] , and in systems utilizing artificial intelligence [25] . Reputation management systems for ad hoc networks can be classified based on the source of the observations used by the evaluation function to assign reputation scores. The first class uses only observations that are collected locally by a node. These local observations used can be collected either passively or actively. Passively collected observations are usually acquired by promiscuously monitoring neighbors' actions. Actively collected observations are based on the receipt of evidence, such as an acknowledgment, which could be used as an indication of node behavior. An example of a system that uses passively collected observations is the watchdog mechanism introduced in [20] . For each packet that a node forwards, it monitors its next hop neighbor through which the packet was forwarded to ensure that it further forwards the packet to the next hop node toward the packet's destination. The drawbacks of the watchdog mechanism are analyzed in [23] . In [7] , a testbed is used to evaluate the watchdog mechanisms under a number of misbehavior attacks. In contrast, reputation management systems proposed in [13] , [17] , [18] , [21] rely on actively collected observations. These systems use acknowledgments received for each packet sent as indications of good behavior. The lack of acknowledgments or the presence of retransmissions is used as indications of misbehavior.
The second class of reputation mechanisms collects observations based on hearsay (the sharing of observations that are indicative of node behavior among nodes in the network) [16] , [19] , [22] . In [23] , Yau and Mitchell qualitatively analyze the drawbacks and attacks against systems where observations are shared and indicate that the most reliable evaluations are those which a node makes based on local observations. Sharing observations has potential drawbacks, mainly related to overhead, misreporting, and collusion [23] . The overhead of sharing escalates as the size of the network increases. However, He et al. [19] succeed in limiting sharing to local neighbors, thus, reducing communication overhead. Moreover, nodes may falsely report observations that are indicative of bad behavior (to damage the reputation of others). In [14] , the robustness of a reputation management system that employs sharing was increased against false accusations by introducing a Bayesian-based estimation mechanism. Additionally, Buchegger and Boudec [14] introduced a node redemption technique that readmits misbehaved nodes to the network for reevaluation, and a reputation fading technique that mitigates against sudden exploitation of built-up reputation. On the other hand, systems that employ sharing of observations can detect node misbehavior more quickly compared to systems that rely on local observations [14] , [15] . This is due to the increased amount of information regarding a particular node's behavior.
In [26] , a sequential probability ratio test based algorithm was introduced to detect misbehavior at the MAC layer in ad hoc networks. In [8] , we introduced a sequential probability ratio test based algorithm to detect selfish misbehavior with respect to packet forwarding in ad hoc networks. The algorithm relied on actively collected localized observations (while the work on this paper relies on passively collected localized observations) by requiring destination-based acknowledgments for each packet sent by the source.
EigenTrust [25] is a reputation management system for peer-to-peer networks. The EigenTrust algorithm is based on the notion of transitive trust. It suggests that if a peer i trusts another peer j, it can also trust all the peers that peer trusts. It also assumes a set of pretrusted peers, which are the ones a new peer joining the P2P network would trust. Trust relationships are built, thereafter, based on interactions between peers. EigenTrust addresses mostly the issues of collusion among malicious users but does not explicitly consider adaptation to varying peer behavior.
PeerTrust [26] is another reputation management system for peer-to-peer networks. It considers five trust parameters in evaluating trustworthiness of a peer. Two of these parameters are adaptive. One of the adaptive parameters considers the context of a transaction. This takes into consideration factors such as the time and size of a transaction in an attempt to profile the behavior of a peer as a function of these factors (e.g., does the peer act cooperatively when the size of a transaction is small but maliciously otherwise?). The notion of adaptation in PeerTrust is different from the notion of adaptation we consider in this work. PeerTrust adapts to varying peer behavior while our system adapts to dynamically changing network conditions. PeerTrust also uses the notion of personalized similarities to rate the credibility of peers. Credibility of peers is needed to assess the credibility of feedback given by a peer to another (this is not needed in our system since we rely solely on localized observations and do not share any trust/reputation information). To rate the credibility of a peer P2, a given peer P1 will use the similarities between itself and P2 to weight the feedback by P2 on other peers. Table 6 summarizes the similarities and differences between EigenTrust, PeerTrust, and this work.
To the best of our knowledge, no work prior to ours has proposed adaptation of the reputation management functions to dynamically changing network conditions in ad hoc networks.
CONCLUSION
In this paper, we have demonstrated the importance of adaptation in reputation management systems in dynamic network environments such as ad hoc networks. We introduced adaptive evaluation and detection functions, demonstrated their effectiveness in a dynamic ad hoc network, and compared the results against a nonadaptive system. The results obtained show that our adaptive system can operate under a wide range of network conditions and yields low false positives and false negatives with fast detection, thus, reducing the impact of misbehaving nodes on the network.
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