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Abstract
This paper addresses strong cosmic censorship for spacetimes with self-
gravitating collisionless matter, evolving from surface-symmetric compact
initial data. The global dynamics exhibit qualitatively different features
according to the sign of the curvature k of the symmetric surfaces and
the cosmological constant Λ. With a suitable formulation, the question
of strong cosmic censorship is settled in the affirmative if Λ = 0 or k ≤
0, Λ > 0. In the case Λ > 0, k = 1, we give a detailed geometric
characterization of possible “boundary” components of spacetime; the
remaining obstruction to showing strong cosmic censorship in this case
has to do with the possible formation of extremal Schwarzschild-de Sitter-
type black holes. In the special case that the initial symmetric surfaces are
all expanding, strong cosmic censorship is shown in the past for all k,Λ.
Finally, our results also lead to a geometric characterization of the future
boundary of black hole interiors for the collapse of asymptotically flat
data: in particular, in the case of small perturbations of Schwarzschild
data, it is shown that these solutions do not exhibit Cauchy horizons
emanating from i+ with strictly positive limiting area radius.
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1 Introduction
Strong cosmic censorship is the conjecture that the classical fate of all observers
in general relativity be uniquely predictable from initial data, assuming the
initial data to be sufficiently generic. In other words, it is the conjecture that,
generically, classical general relativity is a deterministic theory, in the same
sense that classical mechanics is.
The above conjecture finds a rigorous formulation as follows: recall that the
proper mathematical description of general relativity is the initial value problem
for the Einstein equations
Rµν − 1
2
gµνR = 8πTµν − Λgµν (1)
coupled to appropriate matter equations. Given an initial data set for a suitable
Einstein-matter system, it is a classical theorem [7] that there exists a unique
maximal globally hyperbolic spacetime (M, g), the so-called maximal Cauchy
development, together with matter fields defined onM, solving this initial value
problem. Strong cosmic censorship is then the conjecture that for generic initial
data, (M, g) be inextendible. To make this precise, a specific definition of
generic and inextendible must be chosen.
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In this paper, strong cosmic censorship will be addressed for cosmological
solutions to the Einstein-Vlasov system with surface symmetry. That is to say,
we consider the initial value problem for the system (1) coupled to the Vlasov
equation1, with initial Riemannian 3-manifold given by a doubly warped product
S1×Σ, where Σ is a compact 2-surface of constant curvature2, and initial second
fundamental form and Vlasov distribution function invariant with respect to the
local isometries of Σ. In the case of spherical symmetry, our results will also
apply to the interiors of black holes forming from the collapse of non-compact
asymptotically flat data, with topology R3.
Physically, solutions to the Einstein-Vlasov system describe self-gravitating
collisionless matter. The motivation for this system has been discussed at length
in [35]. Suffice it to say here that it is the simplest matter model in which the
issue of singularities can be reasonably posed, and thus, provides a natural
starting point for the study of strong cosmic censorship in general relativity.
1.1 The main results
1.1.1 k ≤ 0, Λ ≥ 0
The first main result of this paper characterizes the global geometry of solutions
with k ≤ 0, Λ ≥ 0, and, in particular, resolves a suitable formulation of strong
cosmic censorship in the affirmative.
Theorem 1.1. Let (M, g) denote the maximal development of surface sym-
metric data as described above, with k ≤ 0, Λ ≥ 0. The spacetime (M, g) is
surface symmetric with natural projection map π1 : M → Q. If Λ > 0, then,
with a suitable choice of time orientation, the universal cover Q˜ of the future
development quotient has Penrose diagram3 given by:
S˜
r =∞
where the future boundary is acausal, to which the area radius function r extends
continuously to ∞. In the case Λ = 0, then, either
k = Λ = 0, f = 0, Rαβγδ = 0, (2)
1See Section 5.
2The cases where the curvature k of Σ is 1, 0 and −1 are known as spherical, plane and
hyperbolic symmetry, respectively.
3See Section 2. S˜ denotes the lift of the quotient of the initial hypersurface to the universal
cover.
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or, Q˜ has Penrose diagram:
S˜
r
=
∞ r
=
∞
where, again, r extends continuously to ∞ on the future boundary. In general,
for Λ ≥ 0, if (2) does not hold, then the universal cover of the past development
has Penrose diagram given by either:
S˜
r = 0
or:
S˜
r
=
r−r =
r
−
where r extends continuously on the past boundary to 0, or a constant r− ≥ 0,
respectively.
The spacetime (M, g) is future inextendible as a C2 Lorentzian metric. In
the case k = 0, Λ = 0, it is past inextendible as a C2 Lorentzian metric for all
initial data where the Vlasov distribution function f is not identically 0, and
moreover, if the second Penrose diagram applies, then r− = 0, whereas in the
case k = −1, or the case k = 0,Λ > 0, it is past inextendible for a suitable
notion of generic4 initial data. In particular, strong cosmic censorship (in the
sense of C2-inextendibility) holds in this symmetry class for all cases considered
here.
From the above Penrose diagrams, one sees for instance that there are time-
like curves ending on the future boundary which have future event horizons in
the case Λ > 0 while there are no timelike curves with this property in the case
Λ = 0 (cf. [26], p. 129 for the terminology).
4The genericity statement is that there should exist a fixed constant such that on initial
data, the Vlasov distribution function f should not vanish identically on any open set of the
mass shell intersecting the set where angular momentum is less than this constant.
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1.1.2 The past evolution of antitrapped data
The second result concerns strong cosmic censorship only in the past direction.
It applies independently of the signs of k and Λ, in the special case where
the initial data are antitrapped, i.e. the symmetric surfaces are all initially
expanding in both future null directions.
Theorem 1.2. Let (M, g) denote the maximal development of surface symmet-
ric data as described above, with Λ and k arbitrary, and such that the initial data
are antitrapped. The universal cover Q˜ of the quotient of the past Cauchy devel-
opment has Penrose diagram given by one of the second two Penrose diagrams
of Theorem 1.1, where r extends continuously to the boundary as indicated there.
In the case k = 1 or the case k = 0, Λ ≤ 0, then (M, g) is past inextendible
as a C2 Lorentzian metric for all data where f is not identically 0. In the case of
k < 0, or the case k = 0, Λ > 0, (M, g) is past inextendible for data satisfying a
suitable generic condition. In particular, strong cosmic censorship holds in the
past for all cases considered here.
1.1.3 k = 1, Λ ≥ 0
The case k = 1, Λ ≥ 0 is qualitatively different from the k ≤ 0 case. If Λ = 0,
solutions will not expand forever. If Λ > 0, one can have the formation of
interesting small-scale structure. Indeed, this is clear already from the special
Schwarzschild-de Sitter class of solutions. The Penrose diagram of the non-
extremal case is depicted below:
r =∞
r =∞
r = 0 r = 0
r = 0 r = 0
Cosmological solutions with an arbitrary number of black holes can be con-
structed by passing to quotients. It turns out that the above solution is key
to understanding the evolution of general initial data. An essential difficulty,
however, arises from the so-called extremal case, depicted here (cf. [27]):
r =∞r =∞ r =∞
r = 0 r = 0
These solutions indicate that in the extremal case, the behaviour on the horizon
does not determine the behaviour of its future. In our dynamical setting, the
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possibility of the formation of (a generalised5 notion of) asymptotically extremal
horizons will in fact limit our ability to understand the singular behaviour of
certain components (N ix in the statement below) of the boundary or spacetime.
Modulo the presence of such components, strong cosmic censorship is resolved.
We have
Theorem 1.3. Let (M, g) denote the maximal development of surface symmet-
ric data as described above, with k = 1 and Λ ≥ 0.
If Λ = 0, then the future and past evolution of initial data have quotient
with universal cover Q˜ with Penrose diagram as depicted in one of the second
two diagrams of Theorem 1.1, with r extending continuously to the boundary as
indicated. Moreover, in the case of the latter diagram, then either f vanishes
identically or r± = 0. If f does not vanish identically, then the spacetime is
both future and past inextendible as a C2 metric. In particular, strong cosmic
censorship holds.
In the case Λ > 0, then a future (resp. past) boundary B± can be attached to
Q˜ such that either B± is as depicted in the last Penrose diagram of Theorem 1.1,
where r extends continuously to a constant 0 ≤ r+ <∞, or else
B± = B±s ∪ B±∞ ∪ B±h ∪

 ⋃
x∈B±h
(N 1x ∪ N 2x )

 (3)
where B±s , B±∞ are open subsets of B±, such that r extends continuously to 0
along B±s , and r extends continuously to∞ along B±∞, B±∞ is acausal, and where
B±h is characterized by the facts that B±h ∩ B±∞ = ∅, B±h are future endpoints in
the topology of R1+1 of two null rays Hix ⊂ Q, where i = 1, 2, such that Hix are
future affine complete and r has a (possibly infinite) limiting final value rix > 0
along Hix. The N ix are (possibly empty) half-open null segments emanating from
(but not containing) x on whose interior points in the limit 0 < r <∞.6
If
rix 6=
1√
Λ
then we say Hix is non-extremal. In this case, if either
rix >
1√
Λ
(4)
or, defining regular null coordinates u, v along Hix, with Hix corresponding to
u = u0,
rix <
1√
Λ
, 1− 2m
r
(u0, v) ≥ 0, −∂ur(u0, v) ≥ eα
R v
v0
Ω2(−∂ur)−1(u0,v¯)dv¯
(5)
5See (5) in the statement of Theorem 1.3.
6The union (3) is thus by definition disjoint, except for possible coinciding future
(resp. past) endpoints of N 1
x
and N 2
y
for points x 6= y.
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for some constant α > 0 and for all v ≥ v0, where m denotes the Hawking
mass, and Ω2 is such that the metric of Q takes the form −Ω2dudv, and where
v0 is a sufficiently late affine time along Hix, then we have N ix = ∅. In case (4),
x ∈ B±∞ ∩ J±(Hix), while in case (5), x ∈ B±s ∩ J±(Hix).
Suppose (M′, g′) is a non-trivial future (resp. past) extension. In the case of
the latter diagram of Theorem 1.1, then either f must vanish identically, or r± >
0 with r < r±. Otherwise, in the case (3), if γ is a future (resp. past) directed
geodesic leaving M, and π˜1(γ) denotes a lift of π1(γ) to Q˜, then π˜1(γ)∩N ix 6= ∅,
for some x, i.
As an illustration of possible structure for B+, see the Penrose diagram
below:
r =∞ r = 0
N
1
x
N
2
x
xH1 x H 2
x
r = 0
r = 0
In the case (3), if the set of x ∈ B±h for which (4) or (5) does not hold
is empty, then it follows from Theorem 1.3 that M is inextendible. Intuition
would have it that the case where this set is non-empty should be in some sense
exceptional, and that strong cosmic censorship should thus still hold for Λ > 0.
This remains, however, an open problem. (See Section 15.)
Exclusion of such horizons would have other applications. For instance we
also have the following
Theorem 1.4. Let (M, g) denote the maximal development of surface symmet-
ric data as described above, with k = 1 and Λ > 0. Suppose for all x ∈ B±h ,
either (4) or (5) is satisfied. Let F denote a fundamental domain for Q in Q˜.
Then F ∩ B±h is finite.
The above theorem says that if all horizons satisfy (4) or (5), then there can
only be finitely many black (resp. white) holes and finitely many cosmological
regions.
One should note, that, despite the picture above, in general the set B±h can
fail to be discrete, in fact, in principle it can have non-empty interior in B±.
See also the discussion in Appendix C.
1.1.4 The asymptotically flat case
The ideas of the proof of Theorem 1.3 can be adapted to the asymptotically flat
setting, where more can in fact be said.
Theorem 1.5. Let (M, g) denote the maximal development of spherically sym-
metric asymptotically flat data for the Einstein-Vlasov system, with no anti-
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trapped surfaces present initially. Suppose Q \ J−(I+) 6= ∅.7 Then the Penrose
diagram of the solution is as below:
I+
Γ
i+
Bs
CH+B0
where the null segment B0 possibly consists of a single point, r extends contin-
uously to 0 on Bs, a nonempty achronal curve, and finally, CH+ is a possibly
empty null half-open segment characterized by r 6= 0 in the limit at its interior
points.
Let Mf denote the final Bondi mass of the black hole, and let r+ denote the
asymptotic area radius of H+. By the results of [17, 16], it follows that I+ is
complete and r+ ≤ 2Mf . There exists a universal constant δ0 > 1 such that if
2Mfr
−1
+ ≤ δ0, (6)
then
CH+ = ∅. (7)
More generally, (7) holds whenever (5) is satisfied.
Moreover, in the case (7), there is a non-empty set A ⊂ Q representing
marginally trapped surfaces in M, such that D−(A) has past boundary H+, and
i+ = A \ A. (8)
Finally, if (M′, g′) is a C2 extension, and γ is a causal geodesic leaving M,
then
π1(γ) ∩
(
CH+ ∪ B0 \ Γ
)
6= ∅.
In particular, strong cosmic censorship would follow if it can be shown that
for generic initial data, CH+ ∪ B0 \ Γ = ∅.
The condition (6) can be interpreted as the statement that the portion of
the final Bondi mass due to the persistent “atmosphere” of the black hole has
to be small in relation to the portion due to the black hole itself. By simple
monotonicity arguments, it is immediate that (6) holds for data containing a
trapped surface such that, outside the trapped region, the data are suitably
close to Schwarzschild data, specifically such that an inequality (6) holds where
r+ is replaced by the area radius of the outermost marginally trapped surface,
7Here Q as before denotes the 2-dimensional Lorentzian quotient. See [16] for an explana-
tion of I+. A sufficient condition for Q \ J−(I+) 6= ∅ is the existence of a single trapped or
marginally trapped surface in Q.
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and Mf is replaced by the ADM mass. For open questions surrounding (6), see
Section 15.
In the case (6) at least, we see that the picture of the interior of these black
holes is analogous to that in the collapse of a self-gravitating scalar field in the
absence of charge, studied by Christodoulou [9]. In particular, there is no null
component of the boundary of Q emanating from i+ for which r is bounded
below by a positive constant near i+.8 This is in contrast to the case of a scalar
field in the presence of (even arbitrarily small) charge, studied in [14, 15].9 See,
however, the discussion in Section 15.
Questions about the structure of A in a neighborhood of i+ often are con-
sidered under the heading “dynamical horizons”. See Section 15 for conjectures
which refine (8).
1.2 Previous results
The study of the surface-symmetric cosmological solutions of the Einstein-
Vlasov system considered here was initiated in [32, 29]. In the case of plane
and hyperbolic symmetries, it was shown in [2] that if Λ = 0, then the maximal
development is foliated by so-called constant areal hypersurfaces, such that the
areal function is a time function taking the values (R0,∞) for some R0 ≥ 0.
Future inextendibility (and detailed asymptotic behaviour) has been shown [38]
for the case Λ > 0. These results have been extended [39] to the spherical case
under the assumption that r > 1/
√
Λ initially. A global foliation of the maximal
development by constant mean curvature surfaces ranging in (−∞,∞) follows
from the results of [5, 24] in the spherical case for Λ = 0. Past inextendibility
has been shown in [2] for Λ = 0, in the case of plane symmetry. Future in-
extendibility under additional small-data assumptions has been shown in [30]
in the case of hyperbolic symmetry. Past inextendibility for small data under
various assumptions on k and Λ has been shown in [29, 37].
Study of the spherically symmetric Einstein-Vlasov system for asymptoti-
cally flat data was initiated in [31] where it was shown that for sufficiently small
data, the solution disperses. Certain results for large data are proven in [17]
and have been described already in the statement of Theorem 1.5.
For more details, we refer the reader to the survey article [1].
1.3 Overview
This paper is essentially self-contained and can be read linearly. In particular, it
is independent of the previous work discussed in Section 1.2. We only appeal to
the local existence proven in [17], the results of [16] for the asymptotically flat
case, and, for the cosmological k = 1, Λ = 0 case, to certain results from [24].
8Note, however, that it is not here claimed that Bs is acausal. Bs may well contain a null
segment emanating from i+ or elsewhere.
9It is not a priori obvious that Vlasov matter should not exhibit similar properties with
the scalar field in the presence of charge, as, both these models share a non-zero Tuv term.
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For readers wishing to see in advance some of the main new ideas present here,
we give in this section a relatively complete overview.
1.3.1 Preliminaries: null coordinates, Raychaudhuri, the Hawking
mass, conservation laws
In Sections 2–6, we formulate the Einstein-Vlasov system under surface sym-
metry and introduce its most basic features.
The problem of coordinates is resolved once and for all by adopting null
coordinates, which are easily shown to cover the entire maximal development in
all cases considered here. (See Sections 2 and 3.) In particular, one dispenses
entirely with spacelike foliations and the well-known problems that occur when
such foliations break down (e.g. Schwarzschild-type coordinates as trapped re-
gions form, or area radial coordinates in the k = 1, Λ ≥ 0 case as one crosses
the cosmological horizon of Schwarzschild-de Sitter).
The structure of the Einstein part of the system is discussed in Section 3.
Here, important monotonicity properties follow from the Raychaudhuri equa-
tion applied to the natural 2-dimensional foliation of the surface-symmetric null
cones by the surfaces of symmetry. In null coordinates, this Raychaudhuri equa-
tion appears as the set of null constraint equations (14) and (15). Monotonicity
arises since the right hand side has a sign, in view of the dominant energy
condition (28).
Another source for monotonicity is the so-called Hawking mass, introduced
in Section 4. This quantity is most powerful in regions where the future pointing
null derivatives of r have opposite sign, in which case it gives rise to an energy
estimate for the Vlasov matter in characteristic rectangles, via the inequalities
(20) and (21). This estimate was exploited in [17]. We make heavy use of this
monotonicity in Section 12. We will also make use of monotonicity properties of
m in a special timelike direction in the proof of Proposition 10.2 of Section 10.
The Vlasov matter itself is discussed in Section 5. As we shall see below,
of utmost importance for our analysis at several levels is the existence of a
conservation law, namely, conservation of particle current. This conservation
law is described in Section 6.
1.3.2 Spacetime integral estimates
In Section 7, we introduce new semi-global a priori estimates for the Einstein-
Vlasov system tied directly to the causal structure. The null decomposition of
the energy momentum tensor is essential.10
The estimate is non-standard. One considers a characteristic rectangle
J−(p) ∩ J+(q) \ {p}11 in the quotient Q spacetime, such that one of its fu-
ture boundary segments has finite affine length on which the area radius r is
10The reader should note that Tuv cannot be replaced with Tvv , say, in the estimate below.
Compare with the well-known null condition for non-linear wave equations.
11Causal relations here and in what follows are to be understood in R1+1.
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uniformly bounded above and below. One first obtains an estimate for the
spacetime integral ∫
Tuvdudv
(see (40)). In this estimate, conservation of particle current is exploited to
bound terms containing the Vlasov field, and the remaining terms containing
only metric quantities are bounded with the help of the auxiliary assumptions.12
Pointwise estimates can then be derived in a standard manner.
In Section 7.3, the a priori assumptions necessary for the above estimate
are retrieved from an alternative set of assumptions, namely, that r be bounded
above and below in J−(p)∩J+(q)\{p}, and the spacetime volume of this region
be finite.
The above-mentioned estimates lead naturally to an extension theorem, The-
orem 8.1, which easily leads to a general characterization (given in Proposi-
tions 8.1 and 8.2) for possible “boundary points” of the quotient spacetime.
At this stage, the proposition is equally applicable in the cosmological case for
arbitrary values of k and Λ. More refined characterizations, giving the Penrose
diagrams of the main theorems, can be then obtained by exploiting different
manifestations of monotonicity in each of the separate cases. We turn to this
now.
1.3.3 The Penrose diagram for k ≤ 0
In the k ≤ 0 case, simple application of the Raychaudhuri inequalities (14) and
(15) is sufficient to refine Proposition 8.1 and obtain the Penrose diagrams of
Theorem 1.1. This is accomplished in Section 9. Similarly, this monotonicity is
used in Section 10 to obtain the Penrose diagram of Theorem 1.2.
1.3.4 The Penrose diagram for k = 1
In the cosmological k = 1, Λ = 0 case, a more subtle monotonicity is required
which cannot be seen when restricting to a single null direction. Such a mono-
tonicity has been exploited in [24] to show that the spacetime can be covered
by a constant mean curvature foliation where the lapse is controlled. In Sec-
tion 11.1, we use the estimate of [24] to bound a priori the volume of spacetime
(cf. [22]). In view of Propositions 8.1 and 8.2, this allow us to refine our char-
acterization of the boundary of spacetime, in particular to obtain the Penrose
diagram of Theorem 1.3 for this particular case.
For the case k = 1, Λ > 0, or the asymptotically flat k = 1 case, the
situation is more complicated, as horizons can indeed form. If H1x is a non-
extremal cosmological horizon, i.e. (4) holds, then the Raychaudhuri equation
alone is enough to show that N 1x = ∅, where N 1x is as defined in the statement of
Theorem 1.3. See Section 11.2.2. For black (resp. white) hole horizons satisfying
12Compare these with the spacetime estimates introduced in [10] for a self-gravitating scalar
field.
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(5), global arguments must be used at the spacetime integral level. We turn to
this now.
1.3.5 Black hole interior boundary and apparent horizon
First some background: The difficulties in understanding the nature of the
boundary of spacetime in a spherically symmetric black hole interior arise from
the competition of the mass ratio times the volume form and the Tuv component
of the energy momentum tensor. See equation (18). In the case of a spherically
symmetric massless scalar field, the Tuv component vanishes, and the boundary
near i+ can be understood with relative ease [10]. In the case of a scalar field
coupled (only gravitationally) to the Maxwell equations, the situation is much
more complicated, and, as proven in [14, 15], this competition leads generically
to the mass-inflation scenario with its weak null singularities, first conjectured
in [28]. The results of [14, 15] rest on very precise pointwise control of the
solution in a series of regions (red-shift, blue-shift, etc.) where different physical
effects dominate.
For the present case, in Section 12, we adapt our spacetime integral es-
timates, together with monotonicity arising as before from Raychaudhuri, to
obtain that if N 1x 6= ∅, corresponding to a horizon H1x satisfying (5), then∫
U
Tuvdudv ≤ ǫVol(U)
holds for U a subset of a sufficiently small neighborhood (in the topology of the
closure) of x to the future H+x . (The non-extremality condition is essential for
the monotonicity to apply.) Moreover, by requiring U to lie in a more restricted
neighborhood, ǫ can be made arbitrarily small. Thus, at the spacetime integral
level, we have shown that the Tuv term is dominated, and this leads then in
a straightforward manner to a contradiction. Consequently, N 1x = ∅, and this
leads to the remaining conclusions on the structure of the Penrose diagram in
Theorem 1.3.
In the above, spacetime integral estimates circumvent the need for detailed
pointwise control. There is, however, a price to pay: Much less is understood
about the black hole interior. In particular, we cannot obtain detailed informa-
tion about the apparent horizon A, its eventual achronality say, as was shown
in [15] for scalar fields. See the comments in Section 15.
On the other hand, the fact that, in constrast to the situation in [15], we here
have N 1x = ∅, allows us to easily obtain the statement about A of Theorem 1.5,
solely by applying Raychaudhuri. No such simple a posteriori argument is
available in [15]!
1.3.6 The asymptotically flat case
The Penrose diagram of the statement of Theorem 1.5 follows easily from mono-
tonicity provided by Raychaudhuri. Given the condition (5), the statement
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CH+ = ∅ and the information about A follow as a special case of the result of
the previous section.
The aspect special to the asymptotically flat case is that we can now give a
sufficient condition for (5) to hold, namely (6), and this can be related to initial
data in view of the monotonicity properties of m.
The argument that (6) implies (5) proceeds again through spacetime integral
estimates, and exploits monotonicity properties of m: Integrating equation (20)
over a spacetime region in a sufficiently small neighborhood of i+ in the topology
of the boundary yields (in view of the nonpositivity of each of the terms on the
right hand side) an estimate for a spacetime integral of Tuv in terms of the
v-length of the region and a measure of the change in m. The condition (6)
ensures that, restricting to a sufficiently small neighborhood, the latter is small.
This allows one to dominate this integral by the integral of the middle term of
the right hand side of (19), and this easily leads to (5) upon integration of (19).
1.3.7 Radial null extendibility across r =∞ and horizon points
Having discussed how one obtains the complete characterization of the Penrose
diagram, we now turn to discuss the issue of strong cosmic censorship, i.e. generic
inextendibility.
The first issue is inextendibility across boundary portions corresponding to
r =∞. For this, one could apply the method of [18] using extendibility of Killing
fields. This method will in fact be used in Section 1.3.9 below to understand
inextendibility across r = 0.
An alternative approach, followed here, is to consider geodesics crossing into
an extension. Conservation of angular momentum leads easily to the following
statement: The set of boundary points p for which there exits a radial null
geodesic exiting the spacetime at p is dense in the set of all boundary points p
such that there does not exist a geodesic crossing at p for which r → 0. (This
is the statement (82) of Proposition 13.1.)
Radial null extendibility across r =∞ and horizon points is is easily shown
with Raychaudhuri. Thus, there must be more boundary points available in B±
if the spacetime is to be extendible!
1.3.8 The “easy” r = 0 cases
Inextendibility across r = 0 is immediate in the k = 1 case, in view of a local cur-
vature computation showing that the Kretschmann scalar must blow up as this
boundary is approached. This is discussed as part of the proof of Theorem 13.1,
and the relevant computation is in Appendix A.
In the k = 0, Λ ≤ 0 case, the same argument applies as long as the assump-
tion of Proposition 10.2 holds. For Λ < 0, this in turn follows from the as-
sumptions of Theorem 1.2, (which is the only Theorem which applies to Λ < 0),
while, in the case Λ = 0, it follows in view of Proposition 9.1 as long as f does
not vanish identically.
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1.3.9 The “hard” r = 0 cases: locally-induced Cauchy horizon rigid-
ity
Showing generic inextendibilty across r = 0 boundaries in the case k < 0, or the
case k = 0, Λ > 0, is more tricky. The results will depend on a general rigidity
theorem for hyperbolic symmetric spacetimes (Theorem 14.1) for the portion of
the Cauchy horizon for which r = 0. This theorem is described below. In the
body of the paper, the rigidity theorem has been separated out in Section 14,
as it is completely independent of the Vlasov equation.
Let H+ here denote a portion of a (without loss of generality future) Cauchy
horizon in a hyperbolic symmetric spacetime for which r = 0. (In the Vlasov
case, we have shown that if this is non-empty, then it must represent the entire
Cauchy horizon.) The (locally defined) Killing vector fields can be extended C2
in a neighbourhood of any p ∈ H+, and their integral curves through points
of H+ must stay on H+. In Lemma 14.1, it is proven that we can write H+
as H+1 ∪H+2 , where H+1 are points p where the span of the Killing fields is 1-
dimensional in a neighborhood of p on H+, and H+2 is the set where this span is
2-dimensional. Moreover, it is proven that H+1 ∪H+2 is a C3 null hypersurface
whose null generator lies in the span of the Killing vectors.
A particularly simple way in which the above could happen is ifH+ is what is
known as a Killing horizon, i.e. when there is a single Killing field K everywhere
tangent to the null generator of H+. (This is the case for Gowdy symmetry, by
the results of [6]. It is also the case locally around a p ∈ H+1 .) If this is the case,
then, it has been shown in [25] that
Ric(K,K) = 0. (9)
In the case of H+2 , however, the situation is in general considerably more
complicated. As the example of the standard future light cone in Minkowski
space (thought of as the past Cauchy horizon of its hyperbolically symmetric
future) reveals, the Killing field generating the null direction of the horizon can
vary from point to point. Thus the Cauchy horizon is no longer necessarily a
Killing horizon. Nonetheless, we still recover the identity (9) on H+2 , at least
in the nondegenerate case. Essentially, for this we compute both sides of the
well-known identity (136) for Killing fields by using a well-chosen frame. The
properties of this frame are derived in Section 14.2. For this, heavy use is made
of the Lie algebra of hyperbolic symmetry, and the twist-free condition for the
Killing fields. Various cases must be considered separately.
In the highly degenerate case of vanishing surface gravity, we can deduce
from a local calculation the inequality Ric(K,K) ≤ 0 on H+2 . Thus (9) holds on
all of H+1 ∪H+2 as long as the spacetime satisfies the null convergence condition.
In particular, (9) holds on all of H+1 ∪H+2 when Theorem 14.1 is specialised to
our Vlasov case.
Finally, for the k = 0 case, (9) follows from the rigidity theorem proven in
our [19] for general T 2-symmetric spacetimes.
These inferences for our Vlasov case are stated explicitly as Proposition 13.3.
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Armed with this rigidity, we may now prove generic inextendibility. For,
given a suitable genericity assumption on initial data, we show in Proposi-
tion 13.4 that
Ric(K,K) > 0 (10)
for a dense open subset of H+. This contradicts (9), showing thus generic in-
extendibility. The proof of Proposition 13.4 reveals the nature of the necessary
genericity assumption: Assuming H+ 6= ∅, we construct a transverse timelike
geodesic crossing the Cauchy horizon into the original spacetime, with arbi-
trary small angular momentum. By global hyperbolicity, this must intersect
the Cauchy surface somewhere. By a continuity argument, if the lift of this
geodesic to the tangent bundle intersects the support of f , then one can show
(10). Thus, a sufficient genericity assumption would be that the Vlasov field
is supported for all points in phase space with angular momentum less than a
fixed constant. By varying slightly, one weakens this to the condition that the
Vlasov field not vanish identically in any open set intersecting the set where
angular momentum is less than a fixed constant.
Note that this class of initial data is more general than that studied in pre-
vious analysis of the Einstein-Vlasov system; it is easily handled here, however,
in view of the nature of our estimates. See also the comments in Section 1.3.11.
1.3.10 The case 0 < r± <∞: Globally-induced Cauchy horizon rigid-
ity
The final case which must be understood is when the Penrose diagram is as in
the last diagram of Theorem 1.1, and 0 < r± <∞.
Suppose M were extendible at every point corresponding to B±. Then B±
would correspond to a compact Cauchy horizon foliated by closed null curves.
The results of [21] would apply to yield an additional Killing field in the direction
of the null generator. One could then apply (9) and argue as in the previous
section, or, better, argue that the flux of matter through the Cauchy horizon
must vanish, and then, by conservation of particle current (see below), that the
initial matter must vanish, i.e. f = 0 identically in the spacetime.
Without assuming regularity everywhere for B+ or B−, one cannot argue as
above. Nonetheless, we are still able to carry out global arguments, at least in
all cases except the case where k = 1, Λ > 0, r < r±.
We first note that we have previously reduced the problem to null radial
geodesic extendibility. Supposing that there exists a null radial geodesic crossing
to an extension, without loss of generality let this be v = 0, we first show that
we can bound the particle flux along this geodesic. This bound is enunciated
in (94). It follows because we can bound Nv pointwise in suitable coordinates
from the null components of energy momentum, which themselves are bounded
as they can be related to curvature in a parallely propagated frame along a
geodesic passing to the extension. By conservation of matter, from (94) we
obtain uniform bounds on the flux of matter through the boundaries v = 0 and
v = V of a region F defined as the union of 3 copies of a fundamental domain.
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Refer to the diagram in Section 13.2.4. For, using the discrete transformation
of the universal cover Q˜ of Q (corresponding to the S1 factor), it follows that
these fluxes must coincide. Thus, considering a sequence of constant u curves
in F approaching B−, the flux through these curves must approach the initial
flux.
The problem is thus reduced to showing that the flux through these curves
approaches zero.
First, via Raychaudhuri, our bounds for the flux, and spacetime integral
estimates in the style of Section 7 (compare (40) and (100)), we are able to
derive upper and lower bounds for Ω2 with respect to the null coordinate system
employed. Here, essential use is made of (17) (or the bound on the total volume
of spacetime in the case k = 1, Λ = 0) and it is for this monotonicity to be in
the right direction that we must exclude the exceptional case. Applying again
Raychaudhuri, this allows us to deduce (103). This states that an “energy” flux
corresponding to the Vlasov matter approaches zero. The above relation can be
thought of as the source of globally-induced rigidity from the monotonicity on
the Einstein side.
In view of the bounds obtained, it is only a small step (via inequality (104))
to pass from the statement of the energy flux to that of the particle flux. We
may then again deduce by a limiting argument and conservation of particle
number, that the matter must vanish identically.
Though not essential for showing cosmic censorship, we can exclude ∞ >
r± > 0 if f does not vanish identically in various cases, including the case k ≥ 0,
Λ = 0, for arbitrary data, and k ≥ 0, Λ < 0 for antitrapped data, where the
latter result concerns, however, only the past. See Propositions 13.5 and 13.6
and their corollaries.
The results of this section demonstrate the power of the essentially geomet-
rically invariant approach of this paper, and of spacetime integral estimates:
Were the analysis “married” to, say, area radial coordinates, then it would be
very difficult to obtain appropriate estimates near B+, where these coordinates
break down.
1.3.11 The class of initial data
As discussed in Section 1.3.9, to infer generic inextendibility, one must work in
a class of initial data more general than f of compact support in momentum
space, considered in previous work. The nature of the fundamental estimates
(Section 7) make it irrelevant whether one works in the class of data of compact
support or whether f is allowed to decay suitably fast in momentum. In view
of the comments in the next section, it would be useful to extend this analysis
to other symmetry classes.
1.4 Extensions to T 2 symmetry
The locally-induced rigidity argument for Cauchy horizons can be adapted to
general T 2-symmetric spacetimes. (The k = 0 surface symmetric case is a subset
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of these.) In view of previous work [41], it follows that strong cosmic censorship
holds for this model, as the arguments of [41] can be easily adapted to the class
of data discussed in Section 1.3.11.13 These issues are discussed in a separate
paper [19].
A special case of T 2 is Gowdy symmetry, where H. Ringstro¨m [36] has proven
strong cosmic censorship in the vacuum case by a deep study of the generic
asymptotic profile of the solution in the approach to r = 0. Generalisation
of this method to general T 2 spacetimes would appear quite difficult, as the
expected asymptotic profiles are much more complicated.
One sees then that the inclusion of Vlasov matter allows one to prove strong
cosmic censorship for a class of spacetimes for which otherwise it would appear
out of reach! We believe that this is yet another reason that this matter model
has an important role to play in mathematical relativity.
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2 Surface symmetry
We use the term surface symmetry to describe spherical, hyperbolic, or plane
symmetry. We require the geometric component of the initial data to be of the
form (S, g,K) with
S = S1 × Σ,
with doubly warped product metric a(θ)dθ2 + r2(θ)γΣ, where γΣ is a metric of
constant curvature. The matter component will be described in Section 5. It
can be easily shown that the maximal development (M, g) of initial data is of
the form
Q× Σ,
with doubly warped product metric
−Ω2dudv + r2γΣ.
Topologically, we have Q = R × S1. We may lift the Lorentzian 2-manifold
Q to its universal cover Q˜. Standard arguments show that Q˜ can be causally
13Inextendibility to the future has already been shown in our [18].
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represented as a bounded subset of R1+1 as depicted below,
S˜
B+
B−
i.e. such that
Q˜ =
⋃
p,q∈Q˜
J−(p) ∩ J+(q),
and the lift of the projection of S to Q, denoted S˜, is a Cauchy surface for Q˜.
Here and in what follows, J−(p), and the notion of a Cauchy surface, etc., refer
to the topology and causal structure of R1+1. In particular, the future and past
boundaries B+ and B− of Q in R1+1 are achronal. The above representation is
often called a Penrose diagram. Clearly, such a representation defines a bounded
system of global null coordinates on Q˜.
3 The Einstein equations in null coordinates
Let (u, v) denote null coordinates on Q˜. The Einstein equations
Rµν − 1
2
gµνR = 8πTµν − Λgµν (11)
give rise to the system
∂u∂vr = −kΩ
2
4r
− 1
r
∂ur∂vr + 4πrTuv +
1
4
rΩ2Λ, (12)
∂u∂v logΩ = −4πTuv + kΩ
2
4r2
+
1
r2
∂ur∂vr − πΩ2gABTAB, (13)
∂v(Ω
−2∂vr) = −4πrTvvΩ−2, (14)
∂u(Ω
−2∂ur) = −4πrTuuΩ−2. (15)
Here the constant k denotes the curvature of γΣ, and x
A denote coordinates on
Σ.
Although from the point of view of the Penrose diagram, it is natural to
consider bounded null coordinates, we will often consider coordinate systems
with unbounded range. This will necessarily be the case for the coordinates
respecting the periodicity.
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4 The Hawking mass
Let us introduce the notation
ν = ∂ur, λ = ∂vr.
We define the Hawking mass by
m =
r
2
(k + 4Ω−2νλ), (16)
and the mass ratio
µ =
2m
r
.
In the region where ν 6= 0, we may define
κ = −1
4
Ω2ν−1.
We have
κ(k − µ) = λ.
The constraint equation (15) can be rewritten
∂uκ = κ(4πrν
−1Tuu). (17)
In terms of κ, m, we may rewrite the evolution equations (12), (13) as
∂uλ = ∂vν = 2r
−2mκν + 4πrTuv − rκνΛ, (18)
∂u∂v logΩ = −4πTuv − 2r−3κνm+ 4πκνgABTAB. (19)
We finally compute the identities
∂um = r
2Ω−2(8πTuvν − Λguvν − 8πTuuλ), (20)
∂vm = r
2Ω−2(8πTuvλ− Λguvλ− 8πTvvν). (21)
5 The Vlasov equation
Let P ⊂ TM denote the set of all future directed timelike vectors of length
−1. We will call P the mass shell. Vlasov matter is completely described by a
nonnegative function f : P → R. The equations of motion for f are simply that
f be preserved along geodesic flow on P . In coordinates we have
pα∂xαf − Γαβγpβpγ∂pαf = 0 (22)
where pα define the momentum coordinates on the tangent bundle conjugate to
xα. The fact that f is supported on P yields the relation
− Ω2pupv + r2γABpApB = −1 (23)
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on the support of f . We call (23) the mass-shell relation.
The energy momentum tensor is defined by
Tαβ(x) =
∫
π−1(x)
pαpβf, (24)
where π : P →M, and the integral is with respect to the natural volume form
on π−1(x). For the correct formulation of the symmetry assumption for the
matter ensuring the results of Section 2, see [17]. It will follow that Tαβ will
be of the form Tabdx
adxb + TABdy
AdyB, where Tab is a 2-tensor on Q with
components
Tuu =
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2pupuf(p
u)−1
√
γdpudpAdpB, (25)
Tuv =
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2pupvf(p
u)−1
√
γdpudpAdpB, (26)
Tvv =
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2pvpvf(p
u)−1
√
γdpudpAdpB. (27)
The Vlasov equation (22), equations (12)–(15), together with the definitions
(25)–(27) yield a closed system, in view of the fact that the Christoffel symbols
can be computed from Ω, r by the formulas of [17].
Note the inequalities
Tuu ≥ 0, Tvv ≥ 0, Tuv ≥ 0; (28)
These follow from the dominant energy condition. Both the dominant and strong
energy conditions for Vlasov matter follow directly from the definitions of the
energy-momentum tensor independently of symmetry assumptions.
The quantity r4γABp
ApB is the squared modulus of the angular momentum
and is a conserved quantity along particle trajectories. It is convenient to have
an alternative form of this quantity which is independent of local coordinates.
In [18], Killing vectors X , Y and Z were introduced in the case of spherical
and hyperbolic symmetry. It is possible to define Killing tensors by Kαβ =
XαXβ + Y αY β + kZαZβ where k is the parameter in the definition of surface
symmetry. Then a computation shows that r4γABp
ApB = Kαβp
αpβ . The
conservation law is seen to follow from a general property of Killing tensors
(see [40], p. 444).
We will assume on initial data that
sup
(π1◦π)−1(S˜)
f(1 + (pα)3) <∞, (29)
for α = u, v, for some global system of null coordinates on S˜ respecting pe-
riodicity.14 This allows more general data than in [17], where it was required
14By compactness, the finiteness of the left hand side of (29), though not its value, is
coordinate-independent.
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that f be compactly supported on π−1(x). Allowing such more general data
will be important for the proof of strong cosmic censorship in certain cases. In
particular
F
.
= sup
(π1◦π)−1(S˜)
f <∞. (30)
From the Vlasov equation, we have that
0 ≤ f ≤ F (31)
on P over all of spacetime. The constant F does not depend on choice of
coordinates.
Finally, we assume initially
X = sup
(π1◦π)−1(S)∩Supp(f)
r4γABp
ApB <∞,
i.e. the particles are of bounded angular momentum. By conservation of angular
momentum, we have that
r4γABp
ApB ≤ X (32)
on P ∩ (Supp)(f) over all points of spacetime.
6 Conservation of particle current
Define the particle current vector field N by
Nα =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
0
r2pαf
dpu
pu
√
γdpAdpB.
This vector field is divergence free. We obtain the conservation law∫ u2
u1
NvΩ2r2(u, v1)du +
∫ v2
v1
NuΩ2r2(u1, v)dv =
∫ u2
u1
NvΩ2r2(u, v2)du
+
∫ v2
v1
NuΩ2r2(u2, v)dv. (33)
This conservation law will be crucial for obtaining a priori estimates.
7 Local estimates
Let D be a region [0, U ] × [0, V ] \ {(U, V )}, and consider a sufficiently regular
solution of (12)–(15), (22), (25)–(27) in an open set containing D.
Let us assume that ∫ V
0
Ω2(U, v)dv <∞ (34)
together with
r(U, v) ≥ r0 > 0 (35)
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r(U, v) ≤ R <∞. (36)
For the purposes of this section only, set
F = sup
(π1◦π)−1({0}×[0,V ]∪[0,U ]×{0})
f,
X = sup
(π1◦π)−1(({0}×[0,V ]∪[0,U ]×{0}))∩Supp(f)
r4γABp
ApB.
We assume that F , X are finite. Finally we assume that in any regular coordi-
nate system defined on an open set containing D,
sup
(π1◦π)−1({0}×[0,V ]∪[0,U ]×{0})
f(1 + (pα)3) <∞ (37)
for α = u, v. We will derive a priori estimates on D which will lead in the next
section to an extension principle.
7.1 Estimates on Christoffel symbols and curvature
We first derive a priori estimates for the Christoffel symbols and curvature.
Note that we have the bounds
r4γABp
ApB ≤ X (38)
and
0 ≤ f ≤ F (39)
throughout π−1(D).
It is convenient to choose a new set of coordinates on a subset of the original
[0, U ]× [0, V ] \ (U, V ) as follows:
Set Ω2 = 1 along {U}×[0, V ), and choose a new v-coordinate v˜ such that the
old (U, V ) has sufficiently small value V˜ > 0. Now choose a new u-coordinate
u˜ such that (U, V ) has sufficiently small value U˜ > 0, and define Ω2 = 1 along
[0, U˜ ]× {0}. We thus have a new coordinate system in [0, U˜ ]× [0, V˜ ), which is
a (small) subset of the original region, for which the old (U, V ) is still a limit
point.
Clearly, by compactness it suffices to obtain bounds in this new region. In
what follows we drop the tildes and let us call
D = [0, U ]× [0, V ).
Define now the region
D˜ = {(u, v) ∈ D : r(u∗, v∗) > r0/2, ∀u∗ ≥ u, v∗ ≤ v, (u∗, v∗) ∈ D}
∩ {(u, v) ∈ D : r(u∗, v∗) < 2R, ∀u∗ ≥ u, v∗ ≤ v, (u∗, v∗) ∈ D}.
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First we compute:
Tuv =
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2pupvf
dpu
pu
√
γdpAdpB (40)
= (guv)
2
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2pupvf
dpu
pu
√
γdpAdpB
= −1
2
guv
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2Ω2pupvf
dpu
pu
√
γdpAdpB
=
1
4
Ω2
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2(1 + r2γABp
ApB)f
dpu
pu
√
γdpAdpB
≤ 1
4
Ω2(1 +Xr−20 )
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2(pu + pv)f
dpu
pu
√
γdpAdpB
+
1
4
Ω2(1 +Xr−20 )
∫ 1
min{Ω−2,1}
∫ ∞
−∞
∫ ∞
−∞
r2f
dpu
pu
√
γdpAdpB
≤ (1 +Xr−20 )
1
4
Ω2Nu + (1 +Xr−20 )
1
4
Ω2Nv
+
1
4
Ω2Xr−20 F (1 +Xr
−2
0 )| logΩ2|.
From the computation (40), and the conservation of particle current, we
have that, for (u1, v1) ∈ D,∫ U
u1
∫ v1
0
Tuvdudv ≤ A sup
D˜
| logΩ2|
∫ U
u1
∫ v1
0
Ω2dudv + UB1 + V B2. (41)
The constants above (and those that will appear below!) only depend on r0, R,
F , X and the initial mass particle current.15 On the other hand, integrating
(12) in u and v we obtain
∫ v1
0
(
sup
u∈[u1,U ]
|λ|(u, v)
)
dv ≤ A˜1
(
1 + sup
D˜
| logΩ2|
)∫ U
u1
∫ v1
0
Ω2dudv
+ UB˜1 + V B˜2, (42)
and similarly
∫ U
u1
(
sup
v∈[0,v1]
|ν|(u, v)
)
du ≤ A˜2
(
1 + sup
D˜
| logΩ2|
)∫ U
u1
∫ v1
0
Ω2dudv
+ UB˜′1 + V B˜
′
2. (43)
15Here, initial means in the original D, before the change of coordinates and the restriction
to the tip.
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Putting the above two computations together and using (13), we obtain finally,
| logΩ2(u1, v1)| ≤ A˜′
(
1 + sup
D˜
| logΩ2|
)∫ U
u1
∫ v1
0
Ω2dudv
+ Aˆ
(
1 + sup
D˜
| logΩ2|
)2(∫ U
u1
∫ v1
0
Ω2dudv
)2
+ UB′1 + V B
′
2 + UV B3,
and this gives, for small enough U , V , an a priori bound
| logΩ2| ≤ C
∫ U
u1
∫ v1
0
Ω2dudv ≤ C,
for a C which moreover can be made arbitary small, by appropriate choice of
U , V .
Since
|r(u1, v1)− r(U, v)| ≤
∫ U
u1
(
max
v∈[0,v1]
|ν|(u, v)
)
du,
we have from (43) that
|r(u1, v1)− r(U, v)| ≤ A˜2C + B˜2U
and thus, for appropriate choice of U , V , we can show that D˜ is open and closed
in the topology of D, and thus, by connectedness
D˜ = D,
i.e. we have the bounds
r(u, v) ≥ r0/2 (44)
r(u, v) ≤ 2R (45)
in D.
We thus have
| logΩ2| ≤ C˜ (46)
and ∫ U
0
∫ V
0
Ω2dudv ≤ C˜. (47)
Note that this latter bound is coordinate invariant. By compactness, we have
that (47) holds in our original null coordinates, where we can now return to the
original larger set D. We then easily show that (46) holds in the original null
coordinates, after renaming C¯. Also, we can rename r0, and R such that (45)
and (44) hold in the original D.
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Using the bounds (46), (47), we obtain from (41) the bound
∫ U
0
∫ V
0
Tuvdudv ≤ C,
from (43) ∫ U
0
sup
0≤v≤V
|ν(u, v)|du ≤ C
and from (42) ∫ V
0
sup
0≤u≤U
|λ(u, v)|dv ≤ C.
Integrating (12), let us note that we have easy one-sided pointwise bounds
− ν(u, v) ≤
(
max{0,−ν(u, 0)}+
∫ v
0
(4|k|r−1Ω2 + 1
4
rΩ2|Λ|)dv
)
e
R v
0
r−1|λ|dv
≤ N¯ (48)
and similarly
− λ ≤ L¯. (49)
Let us denote by
W = max(sup | logΩ2(0, v)|, sup | logΩ2(u, 0)|). (50)
Integrating the geodesic equation we have
pv(s) = pv(s′)e−
R v(s)
v(s′)
Γvvvdv +
∫ v(s)
v(s′)
2(−ν)Ω−2rγABpApBe−
R v(s)
v(s˜)
Γvvvdv(pv)−1dv.
From (19), we have the inequality
∂uΓ
v
vv ≥ −16πTuv +
kΩ2
2r2
+
2
r2
∂ur∂vr,
and thus∫ v2
v1
Γvvv(u(v), v)dv ≥ −16π
∫ v2
v1
∫ u(v)
0
Tuv +
∫ v2
v1
∫ u(v)
0
(
kΩ2
2r2
+
2
r2
∂ur∂vr
)
du¯dv
+
∫ v2
v1
Γvvv(0, v)dv
in view of (50). Here, u(v) can be any continuous function of v, in particular, the
projection of the path of a geodesic. From (41), (42), and (43), we immediately
obtain ∫ v2
v1
Γvvvdv ≥ −G.
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We wish to prove that
pv ≤ C¯(pv(0) + 1) (51)
throughout this geodesic, for some appropriately defined C¯. Suppose not, at
point s1. Then there is a point s
′ for which pv(s′) = max(1, pv(0)), and pv(s) ≥
pv(s′) for all s1 ≥ s′ ≥ s. We have then, in view of our bounds
pv(s1) ≤ (1 + pv(0))eG + 2N¯e2Cr−30 XV
≤ (C¯/2)(pv(0) + 1),
where the above inequality constrains the choice of C¯. But this is a contradic-
tion. We thus indeed have (51).
We turn now to prove an upper bound for pu. We argue exactly as before:
From the inequality
∂vΓ
u
uu ≥ −16πTuv +
kΩ2
2r2
+
2
r2
∂ur∂vr,
we obtain a bound for ∫ u2
u1
Γuuu(u, v(u))du.
Integrating the geodesic equation between parameters s′ and s1 as described
before, we obtain from
pu(s) = pu(s′)e−
R u(s)
u(s′)
Γuuudu+
∫ u(s)
u(s′)
2(−λ)Ω−2rγABpApBe−
R u(s)
u(s˜)
Γuuudu(pu)−1du,
in view also of our bound (49), the estimate
pu(s1) ≤ (C¯/2)(pu(0) + 1),
for appropriate choice of C¯. The contradiction proves
pu ≤ C¯(pu(0) + 1). (52)
From (37), (51), (52) and the fact that f is constant along geodesics, we
have that
sup
(π1◦π)−1([0,U ]×[0,V ]\(U,V ))
f(1 + (pα)3) <∞,
for α = u, v. From this together with conservation of angular momentum (38),
one obtains uniform pointwise bounds for Tuu, Tvv, Tuv in [0, U ]× [0, V ]\(U, V ).
From these one obtains uniform pointwise bounds for all Christoffel symbols,
and all components of the curvature tensor.
7.2 Higher-order estimates
We may prove higher order estimates following [17].
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7.3 Alternative assumptions
Finally, we retrieve here the assumptions of the beginning of Section 7 from a
variation of the basic set of assumptions.
Consider D as in the beginning of Section 7. Instead of assuming (34), let
us assume a priori that
B
.
=
∫ U
0
∫ V
0
Ω2dudv <∞. (53)
Let us also now assume that (35) and (36) hold in all of D, and assume bounds
on f as before.
We have that
logΩ2(0, v) ≤ C, logΩ2(u, 0) ≤ C, (54)
for 0 ≤ v ≤ V , 0 ≤ u ≤ U , respectively, by compactness, for some constant C.
To retrieve (34), it clearly suffices to show that there exists a C˜ such that
logΩ2(u, v) ≤ C˜
throughout D. In view of (53) and (54), integrating (13), it suffices to bound∫ u
0
∫ v
0
r−2νλdu¯dv¯
uniformly in u, v.
For this, note first the inequality:
sup
v
|ν(u, v)| ≤ C˜
(
|ν(u, 0)|+ |ν(u, V )|+
∫ V
0
Ω2(u, v¯)dv¯
)
. (55)
This follows from the inequalities
ν(u, v) = e
R V
v
λr−1dv¯
(
ν(u, V )−
∫ V
v
(−kΩ24r−1 + 4πrTuv + 1
4
rΩ2Λ)e−
R V¯
v¯
λr−1
)
≤ C˜
(
max{0, ∂ur(u, V )}+
∫ V
0
Ω2
)
,
and
ν(u, v) = e
R
v
0
λr−1dv¯
(
ν(u, 0) +
∫ v
0
(−kΩ24r−1 + 4πrTuv + 1
4
rΩ2Λ)e−
R
v¯
0
λr−1
)
≥ C˜
(
min{0, ∂ur(u, 0)} −
∫ V
0
Ω2
)
.
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From (55), we bound∣∣∣∣
∫ u
0
∫ v
0
r−2νλ
∣∣∣∣ ≤
∫ u
0
sup
v
|ν|
(∫ v
0
|λ|dv
)
du
≤ 2(R− r0)
∫ u
0
sup
v
|ν|du
≤ 2(R− r0) ·
· C˜
∫ u
0
(
|ν(u¯, 0)|+ |ν(u¯, V )|+
∫ V
0
Ω2(u¯, v¯)dv¯
)
du¯
≤ 2(R− r0)C˜
(
4(R− r0) +
∫ u
0
∫ V
0
Ω2
)
≤ 2(R− r0)C˜(4(R− r0) +B),
where in the second and fourth inequality above we use the fact that, by Ray-
chaudhuri, λ changes sign at most once on a constant-u ray, and similarly ν
changes sign at most once on a constant-v ray.
We have thus retrieved (34), as required.
8 The global theory
We return to the setup of Section 2. We will consider maximal developments of
initial surfaces S˜.
8.1 The extension theorem
We have the following extension theorem:
Theorem 8.1. Let D ⊂ Q˜ satisfy the hypotheseis of the beginning of Section 7,
or alternatively, the hypotheseis of Section 7.3. Then D ⊂ J−(p), for a p ∈ Q˜.
The proof of this theorem follows from the estimates of the previous section,
the local existence theorem of [17]16, and the maximality of Q˜.
8.2 General characterization of B±
We consider the cosmological case here. Let (M, g) be as in the statement of
Theorems 1.1–1.3, with quotient Q and universal cover Q˜.
Let B± denote the future (resp. past) boundary of Q˜ in the topology of the
Penrose diagram. Let B±1 consist of the subset of “first singularities”, i.e. the
subset of B± which are “preceded” by a D ⊂ Q˜, in the following sense. For
p ∈ B±, and q ∈ J∓(p) ∩ Q˜, we can define the set Dp,q = (J∓(p) ∩ J±(q)) ∩ Q˜.
We say p ∈ B±1 if p ∈ B±, and there exists a q ∈ J∓(p)∩Q˜ such that Dp,q∪{p} =
J∓(p) ∩ J±(q).
16suitably modified so as to allow for non-compact support of f on the mass-shell
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Define rinf(p) = limq→p infDp,q r and let rsup(p) = limq→p supDp,q r.
Let N± denote the union of two null segments forming the boundary of the
future (resp. past) of Σ as a subset of R1+1:
N
+
S˜
N
+
We have
Proposition 8.1. Either B±1 = ∅ and B± = N±, or
B± = ∪x∈B±1 ({x} ∪ Nˆ
1
x ∪ Nˆ 2x ),
where Nˆ 1x and Nˆ 2x are (possibly empty) null segments emanating from x.
If B± = N±, then if rinf(x) = 0 for some x ∈ N±, it follows that rsup = 0
identically on N±. In this case, define B±s = N±.
Otherwise, if B± 6= N±, define
N ix = {y ∈ Nˆ ix : rinf(y) 6= 0} ∩ Nˆ ix,
B±s,1 = {x ∈ B±1 : rinf(x) = 0},
B±s = B±s,1 ∪
( ⋃
x∈B±1
Nˆ ix
) \ ( ⋃
x∈B±1
N ix
)
.
The set B±s is an open subset of B±, y ∈ B±s satisfies rsup(y) = 0, and N ix is a
connected (possibly empty) half-open segment for all x ∈ B±1 .
If x ∈ B±1 with 0 < rinf(x) ≤ ∞, then J∓(x)\ (I∓∪{x}) consists of two null
rays H1x and H2x of infinite affine length:
H
2
x
H
1
x
N
2
x
N
1
x
Let B±H ⊂ B±1 denote the set of points x with this property.
If B± = N± then let us define B±∞ = B± = N± if rinf =∞ at any point of
N±. It follows that rinf =∞ for all points of N±.
Otherwise, if B± 6= N±, define B±∞ by
B±∞ = {x ∈ B±1 : rinf(x) =∞}.
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It follows that
B±∞ ⊂ B±H .
Finally, setting B±h = B±H \ B±∞, we have
B± = B±s ∪ B±∞ ∪ B±h ∪
⋃
x∈B±H
(N 1x ∪N 2x )
where this union is disjoint, except for possible coinciding future (resp. past)
endpoints of N 1x and N 2y for points x 6= y.
Proof. The first paragraph of the statement of the Proposition follows from
simple causality, and the remark that, by the periodicity, either B± ∩ N± = ∅
or B± = N±.
Now, let us be in the latter case, and without loss of generality, suppose
B+ = N+, and there exists an x ∈ N+ such that rinf(x) = 0. Let xi → x
be a sequence such that r(xi) → 0. We may choose now x˜i = (ui, vi) to
lie in a single fundamental domain F for Q+, defined by U1 > u ≥ U2, say,
with π(xi) = π(x˜i). Let yi ∈ S˜ be such that vi .= v(x˜i) = v(yi). Since by
compactness r(yi) > c > 0, we have by Raychaudhuri that ν(zi) < 0 for some
zi, with u(zi) < U1, v(zi) = vi, for all sufficiently large i. It follows again
by Raychaudhuri that ν(u, vi) < 0, for u ≥ U1, and thus r(u, vi) ≤ r(x˜i). In
particular, rinf = 0 for B+ ∩ {v = V } ∩ {u ≥ U1}, where V = lim vi, and thus
by periodicity, rinf = 0 identically on B+.
But now, by considering constant u-curves, for u˜ ≥ U1, one obtains that,
for any such curve, there exists a v˜ < V such that λ(u˜, v˜) < 0. It follows that
rsup = 0 for B+ ∩ {v = V } ∩ {u ≥ U1}, and thus, by periodicity, rsup = 0
identically on B+. We have shown thus the second paragraph of the statement
of the proposition.
Next, we turn to show the statement of the third paragraph. Without loss of
generality, let us consider B+. First note thatN ix is a connected (possibly empty)
half-open segment for all x ∈ B+1 . For this, let Nˆ ix ⊂ {v = V }, where V = v(x),
and suppose y = (u˜, V ) ∈ Nˆ ix such that rinf(y) = 0. Let (u˜i, Vi) → (u˜, V )
such that r(u˜i, Vi) → 0. In view of the fact that r ≥ c on S˜, we have by
Raychaudhuri that ν(u˜i, Vi) < 0 for large enough i. It follows by Raychaudhuri
that ν(u, Vi) < 0 for u ≥ u˜ and large enough i, and thus that r(u, Vi)→ 0 for all
such u. Thus rinf(u, V ) = 0 for any u ≥ u˜, (u, V ) ∈ Nˆ ix. The desired statement
about N ix follows immediately.
Note that since Raychaudhuri implies λ(u, Vi) < 0 for sufficiently large i, we
have that rsup = 0 on Nˆ ix \ N ix.
Let B+s,1, B+s be defined as in the statement of the Proposition.
First we show that rsup = 0 on B+s,1. Let (u˜, v˜) ∈ B+s,1, and let (u˜i, v˜i) →
(u˜, v˜) with r(u˜i, v˜i) → 0. We may choose (u˜i, v˜i) so that u˜i < u˜, v˜i < v˜. By
Raychaudhuri, we have that ν(u˜i, v˜i) < 0, λ(u˜i, v˜i) < 0 for large enough i. By
repeated use of Raychaudhuri as in the arguments above, one obtains that there
exists u˜′ < u˜, v˜′ < v˜ with λ < 0, ν < 0 for u ≥ u˜′, v ≥ v˜′. It follows in particular
that rsup = 0 on B+s,1, and in view of the previous statements, on the whole of
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B+s . Also, from this is follows that if x ∈ B+s,1, then rsup = 0 on Nˆ ix. Thus, if
N ix 6= ∅, then the interior of Nˆ ix is contained in Bs. The future endpoint of Nˆ ix
is contained in Bs iff it is not the future endpoint of a N iy.
We proceed to show that B+s is open. Note that if x ∈ B+s,1, then there exists
an open U ⊂ R1+1 containing x such that U ∩ (B+1 \ B+s,1) = ∅. For this, let u˜′,
v˜′ be as in the previous paragraph, and consider U = {u > u˜′} ∩ {v > v˜′}, and
let (uˆ, vˆ) ∈ U ∩ B+1 . Without loss of generality, say vˆ > v˜. We have from (17),
that for u > u˜′, vˆ > v˜, the inequality κ(u, vˆ) ≤ κ(u˜′, vˆ) holds, and thus∫ uˆ
u˜′
Ω2(u, vˆ)du =
∫ vˆ
v˜′
−4νκ(u, vˆ)du
≤ κ(u˜′, vˆ)
∫ vˆ
v˜′
(−4ν)du
≤ κ(u˜′, vˆ)4r(u˜′, vˆ) <∞.
By Theorem 8.1, it follows that since
∫ uˆ
u˜′ Ω
2(u, vˆ)du 6=∞ and r(u, vˆ) ≤ r(u˜′, vˆ),
we have (uˆ, vˆ) ∈ B+s,1.
It follows that
B+ ∩ U = ∪x∈B+s,1{x ∪ Nˆ
1
x ∪ Nˆ 2x} ∩ U
⊂ B+s
where the latter inclusion follows from the fact that N ix = ∅ for x ∈ B+s,1, and
the openness of U . Thus B+s,1 ⊂ intB+s .
To show then that B+s is open, we have reduced to showing that Nˆ ix ∩B+s ⊂
intBs. If z is an interior point of Nˆ ix, there is nothing to show, in view of the
connectedness of Bˆix. Thus, it suffices to consider the case where z is a future
endpoint of Nˆ ix. Again, if z is also a future endpoint of Nˆ iy, there is nothing
to show. Thus, we may assume this not to be the case. Let z = (u˜, v˜) and
N ix ⊂ {v = v˜}. By Raychaudhuri, we deduce that there exists u˜′ < u˜, v˜′ < v˜,
such that, defining U = {u > u˜′} ∩ {v > v˜′}, we have that ν < 0, λ < 0 on
Q˜∩U . We show as above that U ∩ (B+1 \ B+1,s) = ∅, and thus, U ∩B+ = U ∩B+s ,
i.e. z ∈ intBs. We have shown that Bs is open.
The statement about B+H in the fifth paragraph of the Proposition directly
follows from Theorem 8.1 and the following fact:
Lemma 8.1. If r →∞ along Hix, then Hix has infinite affine length.
Proof. Let Hix ⊂ {u = U}, and define a coordinate v such that Ω2 = 1 along
Hix. By equation (14), we have that ∂vλ ≤ 0. It follows that the v-range must
be infinite if we are to have ∞ = ∫Hix λdv. But this implies ∞ = ∫Hix 1dv =∫
Hix Ω
2dv, and thus, the affine length of Hix is infinite.
The statement B±∞ = B± = N± under the conditions given in the sixth
paragraph of the Proposition follows from Raychaudhuri by an argument similar
to the argument for rinf = 0 given previously.
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The statement B±∞ ⊂ B±H in the final paragraph follows from Lemma 8.1.
The final decomposition of B± now follows from the statements proven pre-
viously.
We also have the following:
Proposition 8.2. In the notation of the previous proposition, let p ∈ B±1 with
0 < rinf(p) ≤ rsup(p) <∞, and let S˜ be the lift of a Cauchy surface. Then
Vol(J∓(p) ∩ Q˜ ∩ J±(S˜)) =∞,
where Vol can be taken here to refer either to the Lorentzian quotient, or the
4-dimensional spacetime.
Proof. This follows immediately from the results of Section 7.3.
9 k ≤ 0, Λ ≥ 0
9.1 Characterization of B±
Proposition 9.1. Suppose k ≤ 0, Λ ≥ 0. Then, either k = 0 = Λ = f and
the spacetime is flat, or, after possibly reversing the time orientation, we have
λ > 0, ν > 0 everywhere.
Proof. Let S˜ be the lift of a Cauchy surface for Q. Suppose there is a point
where say λ > 0, ν < 0 along S. Consider the connected component I of the set
{λ > 0, ν < 0}, containing this point. It is a nonempty open subset of S˜. Since
r clearly strictly increases along I, it is clear by the periodicity of r along S˜,
that I 6= S˜. The closure of I thus has two endpoints p, q, in S˜. At those points
we have k − 2mr = 0, i.e. 2m = rk. In the case k = −1, this is a contradiction,
because, if p denotes the left endpoint, r(q) > r(p) but m(q) ≥ m(p). In the
case k = 0, this contradicts the non-emptyness of I, for one obtains that 2m = 0
identically along I, and thus, we cannot have λ > 0, ν < 0.
Thus, we have shown that, after choosing appropriately the time orientation,
we have, λ ≥ 0, ν ≥ 0 along S˜. By Raychaudhuri, we have in fact λ ≥ 0, ν ≥ 0 in
J−(S˜). But now let p be a point of S˜ where, say, λ = 0. From (19), and the fact
that 2m = rk at p, we have, in the case k = −1, or k = 0, Λ > 0 that ∂uλ > 0.
This would imply that there are points in J−(S˜) where λ becomes negative, a
contradiction. Thus λ > 0, ν > 0 along S˜. By a continuity argument, it follows
that under this choice of time orientation, λ > 0, ν > 0 in all of Q˜.
If k = 0, Λ = 0, and λ = 0 say at some p = (0, 0) on S˜, then since from
(12) and the fact that λ ≥ 0 in J−(S˜), we must have that λ = 0 identically on
{v = 0} ∩ {u ≤ 0} and thus Tuv = 0 on {v = 0} ∩ {u ≤ 0}. It follows from
the definition of the energy momentum tensor that f must vanish identically
on {v = 0} ∩ {u ≤ 0}, and, thus, by the Vlasov equation that f must vanish
identically on S˜ ∩ {u1 ≤ u ≤ 0} for some u1 < 0. Also, by (15), it follows that
λ = 0 in {u1 ≤ u ≤ 0} ∩ S˜ for some u1 < 0. By continuity, one obtains that
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λ = 0, f = 0 identically on S˜. From this, one obtains that the spacetime is in
fact flat.
The above result was in fact proved in [32]. A proof has been included here
to make the paper more self-contained and to introduce the reader to some of
the techniques used later.
Proposition 9.2. Suppose k ≤ 0, Λ ≥ 0. If the time orientation is such that
λ > 0, ν > 0, then either B+ = B+∞ = N+, or
B+ = B+∞ ∪
⋃
x∈B+∞
N 1x ∪ N 2x ,
with rinf =∞ identically on B+. Moreover, for this choice of time orientation,
either B− = B−s , or B− = N−.
Proof. We prove only the statement about B+, as the second statement will
follow as a special case of the results of Section 10.
Clearly, from the signs λ > 0, ν > 0, we have a lower bound r ≥ r0 in
Q˜+ = J+(S˜). In particular, B+s = ∅.
Consider the case first that B+ 6= N+. Let (u1, v1) ∈ B+1 such that r ≤ R
for [u0, u1)× {v1}. We will show that∫ u1
u0
Ω2(u, v1)du <∞. (56)
For this, it suffices to obtain pointwise bounds on Ω2. Integrating twice (19), it
follows–in view of the signs–that we need only bound
−
∫ v1
v0
∫ u1
u0
2r−3κνmdudv <∞.
Again, since, if m ≥ 0, our bounds on r imply that −m(k− µ)−1 is bounded, it
suffices to show that ∫ v1
v0
∫ u1
u0
λνdudv <∞
and for this, in view again of the bounds on r, it suffices to show∫ u1
u0
sup
v0≤v≤v1
|ν(u, v)|du <∞.
Integrating (18) backwards in time, in view of the fact that∫ u1
u0
ν(u, v1)du <∞
by assumption, and the fact that −m(k − µ)−1 is bounded when m ≥ 0, we
obtain the above bound, and thus, (56).
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It follows that for x ∈ B±1 , then r → ∞ along H1x, H2x. From the signs
λ > 0, ν > 0, we obtain easily that rinf(x) = ∞ for all x ∈ B±1 , and thus that
B+1 = B+∞ = B+H . The decomposition follows from Proposition 8.1. Note that
from ν > 0, λ > 0, it follows easily that rinf(x) =∞ for N ix.
Finally, consider the case B+ = N+. It is clear by the inequalities λ > 0,
ν > 0 that either rinf = ∞ or r ≤ R uniformly. By monotonicity, we have
∂uκ ≥ 0, and by the periodicity of initial data, it follows that
∫ v∗
v′
κ(u∗, v)dv =
∞, where (u∗, v∗) ∈ B+. One sees easily from (18), that, under the assumption
that r ≤ R ∫ u∗
u′
ν(u, v)→∞
as v → v∗, for any u′ < u∗. Integrating in u gives r →∞ which contradicts r ≤
R. We thus have rinf =∞. By Proposition 8.1, we obtain B+ = N+ = B+∞.
Parts of the above Proposition were in fact proved in [2] and [38]. Finally,
we have
Proposition 9.3. Suppose k ≤ 0, Λ ≥ 0, and the time orientation is such that
λ > 0, ν > 0. Then B+∞ = B+ = N+ iff Λ = 0. Moreover, if Λ > 0, B+ = B+∞
is acausal.
Proof. Suppose first that Λ = 0. Suppose B+ 6= N+. Then there exists a
p ∈ B+1 “preceded” by a D ⊂ Q˜.
Let p = (u1,∞) and define coordinates on D such that
D = [u0, u1]× [v0,∞] \ {(u1,∞)},
and Ω2(·, v0) = 1, Ω2(u1, ·) = 1.
Dividing equation (12) by r, we obtain the equation
∂u∂v log r = 2r
−3mκν + 4πTuv − λν
r2
.
Integrating in D we obtain that
+∞ = lim
v→∞
∫ u1
u0
∫ v
v0
∂u∂v log r = lim
v→∞
∫ u1
u0
∫ v
v0
2r−3mκν + 4πTuv − λν
r2
.
On the other hand
logΩ(u0, v) = −
∫ u1
u0
∫ v
v0
∂u∂v logΩ
=
∫ u1
u0
∫ v
v0
2r−3mκν + 4πTuv − λν
r2
+
λν
r2
− 4πκνgABTAB
≥
∫ u1
u0
∫ v
v0
2r−3mκν + 4πTuv − λν
r2
and thus
logΩ2(u0, v)→∞
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as v → ∞, in particular, u = u0 has infinite affine length. By the previous
proposition, it follows that r →∞. But this contradicts the fact that (u0,∞) ∈
Q˜.
Now assume that Λ > 0. Let p = (u1, v2) ∈ B+, with {u1} × [v1, v2) ∈ Q˜,
and choose moreover (u1, v1) such that r(u1, v1) is sufficiently large. Then, for
any u2 > u1, we have
− kΩ
2
4r
− r−1∂ur∂vr + 4πTuv + 1
4
rΩ2Λ ≥ 1
4
rΛΩ2 − r−1∂ur∂vr (57)
in [u1, u2]× [v1, v2) ∩ Q˜. Thus we have
∂vν ≥ 1
4
rΛΩ2 − r−1(∂vr)ν ≥ c¯rλ − r−1(∂vr)ν,
for some constant c¯ > 0, where in the last inequality we have used the Ray-
chaudhuri equation. Multiplying by r, we obtain
∂v(rν) ≥ c¯r2λ
and thus
∂ur
2 ≥ 2
3
c¯r3 − 2
3
c¯R3 (58)
in [u1, u2]× [v1, v2) ∩ Q˜, where
R = sup
u1≤u≤u2
r(u, v1).
But as r(u1, v)→∞, the blow up time of equation (58) in u− u1 goes to 0. In
particular, if p denotes the point on u = u1 which intersects B+, then there is
no future-directed constant-v component of B+ through p.
One argues similarly for constant-u components. This means that N ix = ∅.
It follows that B+ is acausal–in particular B+ 6= N+–and B+ = B+∞ by the
previous proposition.
10 The past evolution of antitrapped data
Proposition 10.1. Let k, Λ be arbitrary, and let λ > 0, ν > 0 on S˜. Then
B−H = ∅, and the Penrose diagram is as in the statement of Theorem 1.2.
Proof. Note that by the Raychaudhuri equations (14), (15), it follows that ν > 0
throughout the past of S. Suppose p ∈ B−H . Let p = (u1, v1) in some system of
global null coordintates. Since
∂(−u)
−λ
k − µ ≤ 0,
∂(−v)
−ν
k − µ ≤ 0,
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we have that for (u0, v0) ∈ Q˜ with u0 > u1, v0 > v1∫ u0
u1
Ω2(u, v1)du =
∫ u0
u1
4
−λ
k − µ (u, v1)νdu
≤ sup
u1≤u≤u0
−λ
k − µ (u, v1)
∫ u0
u1
ν(u, v1)du
≤ sup
u1≤u≤u0
−λ
k − µ (u, v0)
∫ u0
u1
ν(u, v1)du
≤ C.
A similar inequality holds for ∫ v0
v1
Ω2(u1, v)dv.
This contradicts the statement that p ∈ B−H .
Thus we have shown B−H = ∅. The structure of the Penrose diagram now
follows from Proposition 8.1.
We also have the following, which will be particularly important in Section 13
for the case k ≥ 0.
Proposition 10.2. Suppose k ≥ 0, Λ ≤ 0, and ν > 0, λ > 0 on S. Then there
exists an ǫ > 0 such that m ≥ kminS r/2+ ǫ in J−(S). In particular, for (u, v)
with r(u, v) ≤ minS r, we have k − µ ≤ −2ǫ(infS r)−1.
For general, k and Λ, if on S we have ν < 0, λ < 0 and
m ≥ max{k, 0} inf
S
r/2 + max{−Λ, 0} sup
S
r3 + ǫ,
for some ǫ ≥ 0, then
m ≥ max{k, 0} inf
S
r/2 + ǫ
in J−(S). In particular, for (u, v) with r(u, v) ≤ minS r, we have k − µ ≤
−2ǫ(infS r)−1.
Proof. For the first statement: Clearly, we must have by compactness and the
condition k− µ < 0 that m ≥ kminS r/2 + ǫ on S. Consider the vector field on
J−(S˜) defined by
T = −(ν−1∂u + λ−1∂v).
In view of the previous proposition, this vector field is well defined, past pointing
timelike, and does not depend on the choice of null coordinates. We have
Tm = −8πr2Ω−2(2Tuv − Tuuλν−1 − Tuuνλ−1)− r2Λ
= −16πrm(2Tuvλ−1ν−1 − Tuuν−2 − Tvvλ−2)− r2Λ
≥ −r2Λ
≥ 0,
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by assumption. Thus, m ≥ ǫ + kminS r/2 in J−(S˜), since from Tr = −1 we
easily see that all integral curves of T cross S˜.
The second statement follows by repeating the above computation in the
general case, keeping track of the effect of the −r2Λ term.
11 The case k = 1, Λ ≥ 0
In this section, let us suppose that k = 1, Λ ≥ 0. For convenience, without loss
of generality, we shall discuss only future evolution.
11.1 Λ = 0
We show in this section
Proposition 11.1. If Λ = 0, then B±h = ∅.
Proof. By the results of [4], it follows that in the case Λ = 0, r is uniformly
bounded above. Moreover it can be shown that the total volume of spacetime
is bounded. To see this, first note that it follows from the results of [5] and [24]
that the spacetime can be covered by a constant mean curvature foliation, where
the mean curvature τ of the leaves runs from −∞ to∞. Let h(τ) be the induced
metric of the leaf of mean curvature τ and let α be the lapse function of the
foliation. Then the spacetime volume can be bounded by
∫∞
−∞ α¯(τ)Vol(h(τ))dτ
where α¯(τ) denotes the maximum of α on the leaf of mean curvature τ . The
restriction of this integral to the interval [−1, 1] is obviously finite and so it
remains to bound its restriction to the set (−∞,−1] ∪ [1,∞). As shown in [32]
α ≤ 3/τ2 and it was proved in [5] that Vol(h(τ)) is bounded. Putting these
facts together shows that the spacetime volume is finite.
Let p ∈ B±h . We have that rinf(p) > 0. On the other hand, by the uniform
bound on r, rsup(p) <∞. Proposition 8.2 thus applies. We obtain
Vol(J∓(p) ∩ Q˜ ∩ J±(S˜)) =∞,
where we can interpret the volume as volume upstairs. But the region J∓(p) ∩
Q˜∩ J±(S˜) is covered by compactness by finitely many fundamental domains of
Q. This contradicts the fact that the volume of each of these was shown above
to be finite. Thus B±h = ∅.
11.2 Λ > 0
Let us suppose that x ∈ B+H . Fix say H = H1x, let N denote N 1x , and let r+
denote the limit of r along H. We call H nonextremal if
r+ 6= 1√
Λ
. (59)
We will show in this section
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Theorem 11.1. If r+ >
1√
Λ
, or else, if r+ <
1√
Λ
and
1− µ ≥ 0, −ν(u, v) ≥ eα
R v
v′
λdv
1−µ , (60)
for all sufficiently late affine advanced time v ≥ v′ along H, for some α > 0,
then N = ∅.
Proof. We consider separately the two cases:
11.2.1 r+ <
1√
Λ
Let us choose a coordinate system such that
{0} × [0,∞) ⊂ H,
with (60) holding, and such that κ(0, v) = 1. We see easily that the v range of
this coordinate system is indeed necessarily infinite as claimed, and, in view of
(60),
logΩ2(0, v) ≥ αv. (61)
We will show that for U > 0, we cannot have r ≥ r0 > 0 in
D = [0, U ]× [V,∞) ∩ Q.
So we will suppose, for the sake of contradiction, that in fact, r ≥ r0 > 0 in
the above set.
Lemma 11.1. We can select U, V such that µr > c˜ uniformly in D, and ν < 0,
with c˜ arbitrarily close to r−1+ , and thus there exists a constant c > 0 such that
µ
r
− rΛ > c > 0. (62)
Proof. Note first that µ(0, v)→ 1. For otherwise, by monotonicity, there would
exist an ǫ > 0 such that µ(0, v) ≤ 1 − ǫ for all v ≥ V . In this case, we
have 1 = κ(0, v) = λ/(1 − µ)(0, v) ≤ cλ(0, v) for some c > 0. This gives a
contradiction upon integration in v.
Thus, since r(0, v) → r+, given an arbitrary c˜ < r−1+ , we can choose V
sufficiently large so that µ/r(0, v) > c˜ for v ≥ V .
Now, we can have chosen V such that ν(0, v) < 0 for v ≥ V , in view of (60).
By Raychaudhuri, we then have ν < 0 in D. Given an ǫ > 0, in view of the fact
that r → r+ along H+ and λ(0, v) ≥ 0, we have r(0, v) ≤ r+ for v ≥ V , and
thus, since ν < 0, r ≤ r+ on D.
Thus, since µ ≥ 1, in the region {λ ≤ 0} ∩ D, choosing ǫ > 0 sufficiently
small we have that µ/r > c˜ in this region.
It suffices to consider then the region {λ > 0} ∩ D. By Raychaudhuri,
this region is foliated by possibly empty connected null curves emanating from
[0, U ]× {V }.
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Since m(0, v) → r+/2, as v → ∞, we may choose U sufficiently small and
V sufficiently large such that m(u, V ) ≥ (r+/2)(1 − ǫ). Since ∂vm ≥ 0 in
D ∩ {λ ≥ 0}, by the remark on the foliation of this region by null curves, it
follows that m(u, v) ≥ (r+/2)(1 − ǫ) in D ∩ {λ ≥ 0}, and thus, since r ≤ r+ in
D, we have that µ ≥ 1− ǫ in D∩{λ ≥ 0}. Choosing ǫ > 0 sufficiently small, we
again ensure µ/r > c˜ in this region. Thus, µ/r > c˜ in all of D.
The inequality (62) now follows immediately.
Note that in view of the mass shell relation written
4κ(−ν)pupv = 1 + r2γABpApB,
we have that,
(−ν)pu + 2κpv ≥
√
1 + r2γABpApB.
Similarly to (40) we compute:
Tuv =
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2pupvf
dpu
pu
√
γdpAdpB (63)
= (guv)
2
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2pupvf
dpu
pu
√
γdpAdpB
= −1
2
guv
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2Ω2pupvf
dpu
pu
√
γdpAdpB
=
1
4
Ω2
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2(1 + r2γABp
ApB)f
dpu
pu
√
γdpAdpB
≤ 1
4
Ω2
√
1 +Xr−20
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2((−ν)pu + 2κpv)f dp
u
pu
√
γdpAdpB
=
√
1 +Xr−20 (−ν)
1
4
Ω2Nu +
√
1 +Xr−20
1
2
κΩ2Nv.
Note that given ǫ > 0, we can choose U sufficiently small and V sufficiently
large so that the flux of particle current through 0× [V,∞]∪ [0, U ]×{V } is less
than ǫ. By conservation of particle current it follows that∫ u
0
NvΩ2r2(u¯, v)du¯ ≤ ǫ (64)
∫ v
V
NuΩ2r2(u, v¯)dv¯ ≤ ǫ (65)
for all (u, v) ∈ D.
Integrating (18) backwards v in view of (62), we obtain
sup
V≤v¯≤v
|ν(u, v¯)| ≤
(
|ν(u, v)|+
∫ v
V
2π
√
1 +Xr−20 κΩ
2Nvdv
)
·
· e−
R
v
V
πr
√
1+Xr−20 Ω
2Nudv
≤ C
(
(−ν)(u, v) +
∫
κr2Ω2Nvdv
)
,
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where we have used (65). Thus we have∫ u
0
sup
V≤v¯≤v
|ν(u, v¯)|du ≤ C
(∫ u
0
|ν|(u, v)du + ǫ
∫ v
V
sup
u
κ
)
≤ Cr+ + Cǫ(v − V ). (66)
The constant C can be chosen independently of ǫ.
Recall from the proof of the lemma that D∩{λ ≥ 0} is foliated by constant-
u segments emanating from [0, U ] × {V }. Supposing U, V are such that r+ ≥
(1 − ǫ)r+ on [0, U ] × {V }, it follows that on a {u} × [V, v] ⊂ {λ ≥ 0} we have∫ v
V
r−2λ(u, v) ≤ ǫ(1− ǫ)−1r−1+ . Thus, from (66), we have∫ u
0
∫ v
V
2r−2∂ur∂vr ≥ −ǫ(1− ǫ)−1r−1+ (Cr+ + Cǫ(v − V )) (67)
holds for (u, v) ∈ D.
On the other hand, integrating (13), in view of (61), (63), the inequality
κ ≤ 1 in D, and the inequalities (66) and (67), we have
logΩ2(u, v) ≥ αv −
∫ u
0
∫ v
V
Tuv − ǫ(1− ǫ)−1r−1+ (Cr+ + Cǫ(v − V ))
≥ αv − 1
4
r−20
√
1 +Xr−20
∫ u
0
sup
V≤v¯≤v
|ν(u¯, v¯)|du¯
∫ v
V
NuΩ2r2(u, v¯)dv¯
− 1
2
r−20
√
1 +Xr−20
∫ v
V
dv¯
∫ u
0
NvΩ2r2(u¯, v)du¯
− ǫ(1− ǫ)−1r−1+ (Cr+ + Cǫ(v − V ))
≥ αv − 1
4
r−20
√
1 +Xr−20
(
(Cr+ + Cǫ(v − V ))ǫ + 2ǫ(v − V )
)
− ǫ(1− ǫ)−1r−1+ (Cr+ + Cǫ(v − V )).
It follows that by choosing V sufficiently large, and ǫ sufficiently small, we may
obtain
logΩ2 ≥ α˜v
for any α˜ < α. In particular, Ω2 ≥ 1 in all of D.
We can revisit (63) and estimate now∫ u
0
∫ v
V
rTuvdudv ≤ ǫc˜
∫ u
0
∫ v
V
Ω2dudv,
for a constant c˜ independent of ǫ. Finally, integrating (18) in u and v, we
estimate in view of (62) and the above inequality∫ u
0
ν ≤ −c′
∫ u
0
∫ v
V
Ω2dudv +
∫ u
0
∫ v
V
rTuvdudv
≤ (−c′ + ǫc˜)
∫ u
0
∫ v
V
Ω2dudv.
For sufficiently small ǫ > 0, the right hand side above goes to −∞ as v → ∞,
and this is a contradiction.
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11.2.2 r+ >
1√
Λ
Clearly, it follows that ν → ∞ along H. Choose coordinates such that Ω2 = 1
along H, and such that H is u = 0, choose (0, 0) along H such that ν > δ > 0,
and r(0, 0) > 1/
√
Λ and choose (U, 0) such that ν > δ/2 along [0, U ] × {0}.
Define
D = [0, U ]× [0,∞) ∩Q,
and define
D′ = {(u, v) ∈ D : ν(u∗, v∗) > 0, (u∗, v∗) ∈ J−(u, v) ∩ D}.
Clearly, since λ(0, v) ≥ 0, and ν > 0 in D′, we have
r ≥ r(0, 0) > 1/
√
Λ (68)
in D′. Now, integrating (18), we have
ν(u, v) ≥ ν(u, 0)e
R µ
r
λ
1−µ+Λr. (69)
We can choose µ0 close to 1, µ0 > 1, such that for µ ≤ µ0, the second term in
the integrand dominates, in view of the inequality (68). Thus,
ν(u, v) ≥ ν(u, 0)e
R µ0
1−µ0
λ
r
≥ δr µ01−µ0 .
The above estimate shows that D′ is closed in D, and thus, since it is clearly
open, by connectedness we have D = D′. In particular (68) holds throughout
D.
The fact that the affine length of H is infinite implies that∫ ∞
0
(−λ)
1− µ (0, v) =∞.
The fact that ν > 0 implies that (−λ)1−µ is nondecreasing in u. Let us suppose
that
{u1} × [0,∞) ⊂ D (70)
and
r(u1, v) ≤ R <∞. (71)
Clearly, this must be true also then for all (u, v) ∈ D with u ≤ u1. From (69),
we can in fact obtain for such (u, v)
ν(u, v) ≥ ν(u, 0)e
R µ0
1−µ0
λ
r+ǫ
−λ
1−µ0
≥ δr
µ0
1−µ0 + δe
R
v
0
(−λ)
1−µ (0,v)
≥ δr(u1,∞)
µ0
1−µ0 + δe
R v
0
(−λ)
1−µ (0,v).
Thus ν(u, v) → ∞, as v → ∞ uniformly in u for u ∈ [0, u1]. Integrating in u,
we contradict (71).
We have shown that N = ∅.
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We note that the results of Section 11.2.2 apply not only to x ∈ B+H , but to
x ∈ Ny. Thus we have rsup <∞ on interior points of Ny.
Moreover, from the above argument we also easily retrieve the following
result of [39]
Proposition 11.2. Suppose r > 1√
Λ
, λ > 0, ν > 0 on S. Then B+ = B+∞.
11.2.3 The structure of the boundary revisited
The results of the Section 11.2.2 give immediately the following refinement of
Proposition 8.1:
Proposition 11.3. B±∞ is an acausal, open subset of B±. We have the decom-
position
B± = B±s ∪ B±∞ ∪
⋃
x∈B±h
({x} ∪ N 1x ∪ N 2x )
where rsup <∞ on interior points of N ix.
11.2.4 The finiteness theorem
Note that by the results of Sections 11.2.1 and 11.2.2, one deduces easily that
the set
{x ∈ B±h : Hix satisfies (4) or (5)} (72)
is a set of isolated points. In fact, in the above we may weaken (5) by not
requiring the first inequality to be strict, and dropping the third inequality.
The proof of Theorem 1.4 is practically immediate. Suppose the set B±h
coincides with (72), and that B±h ∩ F is infinite, where F is a fundamental
domain for Q in Q˜. Note in this case we have
B± = B±h ∪ B±s ∪ B±∞,
where the union is disjoint. Let xi ∈ B±h be a sequence. By compactness, there
exists a convergent subsequence to a point of x ∈ B±. Since B±∞ and B±s are
open subsets of B±, disjoint from B±h , then x ∈ B±h . But this contradicts the
statement that (72) is discrete.
12 Black holes in asymptotically flat spacetimes
Spherically symmetric asymptotically flat solutions of the Einstein-Vlasov sys-
tem have been discussed in [17], where an extension principle in the regular
region, away from the centre, was proven. The extension principle of [17] can in
fact be reproved easily from the results of Section 7. But, in fact, we can now
say much more. The relevant global estimate is provided by:
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Proposition 12.1. Let Q+ denote the future evolution of the data considered
in [17], and let I+ ⊂ {u = U}. For u1 < u2 < U , then if r(u, v) ≥ r0 > 0 on
[u1, u2)× {v}, then ∫ u2
u1
Ω2(u, v)du <∞. (73)
Proof. Recall that ν < 0, κ > 0 in Q+. By equation (17), it follows that
∂uκ ≤ 0. Thus, we have ∫ u2
u1
κ(u, v)dv <∞, (74)
in view of our assumptions on initial data. On the other hand, since
r0 ≤ r(u, v) ≤ sup
S∩{u≤u2}
r = R <∞,
we also have ∫ u2
u1
|λ|(u, v)dv <∞, (75)
as λ can change sign at most once. Since Ω2 = −4νκ, to obtain (73), it suffices
to obtain a pointwise bound for ν. In view of the fact that ν < 0, we have
|ν|(u, v) ≤ |ν(u1, v)|e
R u
u1
µλ
r(1−µ)
(u,v)dv
.
But now, we partition the integrand into the set where µ ≥ 2, and µ ≤ 2, and
estimate the integral over the former set via (75), and estimate the integral over
the latter set via (74). Thus we obtain
|ν(u, v)| < C|ν(u1, v)|,
as desired.
We can now apply Theorem 8.1 and this yields the Penrose diagram of
Theorem 1.5. Let Mf denote the final Bondi mass, and let r+ denote the
asymptotic area radius of the event horizon. Recall from [16] that 1 ≤ 2Mfr−1+ .
Proposition 12.2. There exists a constant δ0 > 1 such that if
2Mfr
−1
+ < δ0 (76)
then (60) holds on H+.
Proof. Consider coordinates such that logΩ2 = 0 on some ingoing null ray
v = 0, and κ = 1 on some late retarded time U , such that
1− ǫ ≤ 2mr−1+ ≤ δ0 (77)
for v ≥ 0, u ≥ U . Let the event horizon H+ correspond to u = U ′ > U .
We note first that, from (20), we have the inequality
2πκ−1r2Tuv ≤ −∂um. (78)
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On the other hand, from (17), we have
κ ≤ 1, (79)
and thus integrating in u, in view of (77), we obtain that∫ U ′
U
2πr2Tuv ≤ r+
2
(δ0 − 1 + ǫ)
whence ∫ v
0
∫ U ′
U
2πr2Tuv ≤ r+
2
(δ0 − 1 + ǫ)v. (80)
On the other hand, we may reexpress (78) as
2π(1− µ)(−ν)−1r2Tuu ≤ −∂um
from which, rewriting as
4π(−ν)−1rTuu ≤ 2(r − 2m)−1(−∂um)
we obtain using (17) that
κ ≥ e−
δ0−1+ǫ
δ0
in the region where r ≥ 2δ0r+. Let v = 0 be chosen late enough so that,
along {U} × [0,∞), the inequality r ≥ 2δ0r+ holds, in fact so that r ≥ ǫ−1/2r+
holds. Let (u, v) ∈ [U,U ′] × [0,∞) be such that r(u, v) ≤ 2δ0r+. Denoting by
X (u, v) = [U, u]× [0, v] ∩ {r ≥ 2δ0r+} = [U,U ′]× [0, v] ∩ {r ≥ 2δ0r+}, we have∫ v
0
∫ u
U
mr3κ(−ν)dudv ≥
∫ ∫
X (u,v)
r+
2
(1− ǫ)r−3(−ν)e− δ0−1+ǫδ0 dudv
=
r+
4
(1− ǫ)(2δ0)−2(r−2+ − r(U, v)−2)e−
δ0−1+ǫ
δ0
∫ v
0
dv
=
r+
4
(1− ǫ)(2δ0)−2(r−2+ − r(U, v)−2)e−
δ0−1+ǫ
δ0 v
≥ 1
16
r−1+ (1− ǫ)2δ−20 e−
δ0−1+ǫ
δ0 v. (81)
Note that we have a lower bound −ν ≥ e4c on u = U , for some c > 0, whence
we have a lower bound logΩ2 ≥ c on this curve. Integrating (19), in view of the
bound
4πκ(−ν)gABTAB ≤ 4πTuv,
we obtain, for (u, v) ∈ [U,U ′]× [0,∞) with r(u, v) ≤ 2δ0r+,
logΩ2(u, v) ≥ c+
∫ v
0
∫ u
U ′
2mr−3κ(−ν)dudv
− r−2+ (1 − ǫ)−22
∫ v
0
∫ U
U ′
4πr2Tuv
≥ c+ 1
8
r−1+ (1− ǫ)2δ−20 e−
δ0−1+ǫ
δ0 v
− r−2+ (1 − ǫ)−2r+(δ0 − 1 + ǫ)v,
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where we have used (80), (81), and the inequality r ≥ r+(1 − ǫ), which follows
from (77) and µ ≤ 1 in [U,U ′]× [0, v]. Choosing ǫ sufficiently small, we see that
for δ0 satisfying
1
8
δ−20 e
−1+δ−10 − (δ0 − 1) > 0,
we have for r(u, v) ≤ 2δ0r+,
log 4 + log(−ν)(u, v) + log κ(u, v) = logΩ2(u, v) ≥ c+ a0v.
We obtain
log(−ν)(u, v) ≥ c− log 4 + a0v
whence, in view also of (79), (60) follows for an α > 0, when integrated along
the H+.
The statement CH+ = ∅ of Theorem 1.5 in the case (76) follows immediately
from Section 11.2.1.
Finally, since it follows now that Bs 6= ∅, there exist by the Raychaudhuri
equation points in A = {λ = 0}, i.e. A 6= ∅. The statement (8) follows from
easy monotonicity arguments, in view of the fact that i+ ∈ Bs.
13 Strong cosmic censorship
We prove in this section that the various inextendibility statements quoted in
the theorems of the introduction hold.
13.1 The generic condition
First we introduce the generic condition
Assumption 13.1. There exists a W > 0 with the following property: Let
V ⊂ (π1 ◦ π)−1(S) be open such that V ∩ {r4γABpApB < W} 6= ∅. Then f does
not vanish identically in V ∩ {r4γABpApB < W}.
We will invoke the above assumption when necessary in the statements of
the propositions to follow.
13.2 The extendibility theorems
Suppose (M, g) is extendible as a manifold with C2 Lorentzian metric, and let
γˆ be a causal geodesic leaving M. One easily sees that
π1(γˆ) ∩ B± 6= ∅. (82)
On the other hand, by the results of the previous sections, we have a decompo-
sition of B±. To derive a contradiction, it suffices to show that the intersection
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of π1(γˆ) with the various possible components of B± we have described is neces-
sarily empty, at least for data satisfying the generic condition above (or weaker
conditions). We proceed to prove such statements in the sections that follow.
We may rephrase the above in a more convenient way (at the expense of
some additional notation), as follows: Let us denote by
Z± ⊂ B±
the subset of points p such that there exists a causal geodesic γˆ exiting the
spacetime as above so that
p ∈ π˜1(γˆ) ∩ B±.
In view of (82), to prove strong cosmic censorship it suffices to show that for
generic initial data, Z± = ∅. In the sections that follow, we will restrict Z±
further and further.
13.2.1 The reduction to radial null geodesic inextendiblity or r = 0
Let
Z±radnull ⊂ Z±
denote the subset consisting of all p ∈ Z± where the γˆ of the definition of Z±
can be taken to be a radial null geodesic.
We will show in this section that
Proposition 13.1. Let (M, g) be a maximal development as considered in the
statement of Theorem 1.1, 1.2, 1.3, or 1.5, let B± be as in Section 2. Then
Z± ⊂ Z±radnull ∪ B±s
where this union is not necessarily disjoint.
Proof. Without loss of generality, let us talk about the future. Let H+ denote
the future boundary of M in an extension M′, and let q be an arbitrary point
of Z+. Let p ∈ H+ be a point such that a γˆ corresponding to q in the definition
of Z+ crosses p.
Our task is to show that q ∈ Z+radnull ∪ B+s . We will show equivalently that
if q 6∈ Z+radnull, then q ∈ B+s .
Recall that H+ is differentiable on a dense subset [12]. Let pi → p be a
sequence of such points where H+ is regular, and let qi ∈ B+ be corresponding
points. Since the complement of Z+radnull is open, we can arrange this sequence
such that
qi 6∈ Z+radnull. (83)
Now for each pi we may associate planes Oi, Ti as follows: Choosing a
causal curve γi exiting the spacetime at pi, and choosing a sequence of points
pij → pi along γi, we may draw convergent subsequences from the sequence
of orthogonal planes Oij , Tij , where these denote the planes orthogonal and
tangential, respectively, to the symmetric surfaces at pij .
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A priori, the planes Oi are either null or timelike. We claim that they are
in fact necessarily null, and their null generator Ki is necessarily tangential to
H+pi . For otherwise, there would exist a null geodesic tangent to Oi entering the
spacetime. By a continuity argument and conservation of angular momentum,
this is easily seen to be a null radial geodesic, and this contradicts (83).
Now, one can extract a subsequence Oi converging to a necessarily null plane
O at p. Let the corresponding Ti converge to T . Since Ti and Oi are orthogonal,
Ti is also null, and there exists a null vector K ∈ O ∩ T .
Since H+ is achronal at p, there exist timelike geodesics entering M at p.
Let γ be such a geodesic. We have g(K, γ˙) 6= 0. Let Kj be a sequence of vectors
tangential to Σ along γ such that Kj → K. We have that
r4γABp
ApB ≥ r2g(Kj, γ˙)(g(Kj ,Kj))−1/2.
By conservation of angular momentum, since g(Ki,Ki)→ 0 we must then have
r(pi)→ 0, i.e. q ∈ B+s , as desired.
13.2.2 Inextendibility across r =∞ and “horizon” points
Proposition 13.2. Let (M, g) be as in Proposition 13.1. We have
Z±radnull ∩ (B±∞ ∪ B±h ) = ∅,
Z+radnull ∩ (I+ ∪ i+) = ∅.
Proof. Null radial geodesics whose projections meet B±h or i+ have already been
shown to have infinite affine length in view of the extension principle. For null
radial geodesics whose projections meet B±∞ or I+, the infiniteness of their affine
length follows immediately by the Raychaudhuri equation: For, without loss of
generality, let u = u0 be a null curve terminating at B+. Reparametrize v so
that Ω2 = 1 along this curve. Raychaudhuri gives that ∂2vr ≤ 0. In particular,
r cannot go to infinity in finite affine time. Thus, the curve has infinite affine
length.
13.2.3 The cases r = 0
Theorem 13.1. Let (M, g) be as in Proposition 13.1. If k = 1, or if k = 0,
Λ < 0, then
Z± ∩ B±s = ∅. (84)
If k = 0, Λ = 0 then if f does not vanish identically, (84) holds. Finally, if
k < 0, or if k = 0, Λ > 0, and Assumption 13.1 is satisfied, then again (84)
holds.
Proof. If k = 1 and π˜1(γˆ) ∩ B+s 6= ∅, then by Appendix A, the Kretschmann
scalar blows up along γˆ asH+ is approached. But this contradicts the statement
that (M′, g′) is C2. The relation (84) then follows in this case.
In the case k = 0, Λ = 0, then unless f = 0 identically, the assumption
of Proposition 10.2 holds, and thus m ≥ ǫ in J−(S). One can apply again
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Appendix A to obtain (84). In the case k = 0, Λ < 0, then Proposition 10.2
holds in view of the assumptions of the only theorem applicable to this case,
i.e. Theorem 1.2, and thus we again obtain (84).
Suppose we are in the case k < 0, and suppose
π1(γˆ) ∩ B+s 6= ∅. (85)
Let H+0 denote the subset of H+ consisting of all points corresponding to
geodesics γˆ satisfying (85). In view of the non-emptyness assumption, and what
we have shown about the structure of the Penrose diagram, and the previous
propositions, we have in this case that
∅ 6= H+0 = H+. (86)
We will need the following
Proposition 13.3. If k = 0,Λ > 0, or if k < 0, then assuming the non-
emptyness (86), it follows that H+ is a C3 null hypersurface on an open dense
subset, on which moreover Ric(K¯, K¯) = 0, where K¯ denotes any null vector in
the direction of the null generator of TH+.
Proof. In the case k = 0, Λ > 0, this follows from general results about T 2-
symmetric spacetimes proven in [19]. In the case k = −1, this follows from
Theorem 14.1.
On the other hand we have the following
Proposition 13.4. Suppose Assumption 13.1 is satisfied, and k ≤ 0. Then
Ric(K¯, K¯) > 0 (87)
on a dense open subset of regular points of H+, where K¯ denotes a null gener-
ator.
Proof. In the case k = 0, this follows from the results of [19] for general T 2-
symmetric spacetimes.
In what follows we assume k < 0. Let W ⊂ H+1 ∪H+2 be an arbitrary open
set, where H+1 , H+2 are as in Section 14, let p ∈ W , let K, L be as in the null
frame of Section 14.2, and consider the unit timelike geodesic γc through p with
tangent vector Tc =
1
2cL+
1
2c
−1K. We will show that if c is sufficiently small,
this geodesic will have angular momentum less than W/4.
Choose Killing fields X , Y and Z as in [18] in a neighborhood of p, and
extend these to Killing fields along each γc. Let Tc denote the tangent vector
field of γc, and let qc ∈ S denote the point where γc intesects a Cauchy surface
S. Now by the remark on Killing tensors in Section 5,
r4γABp
ApB(qc) = g(X,Tc)
2 + g(Y, Tc)
2 − g(Z, Tc)2. (88)
On the other hand, by the Killing equation
Tcg(X,Tc) = 0, Tcg(Y, Tc) = 0, Tcg(Z, Tc) = 0.
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For any choice of X , Y , Z at p, we have that these vectors are in the orthogonal
space of K, and thus
g(X,Tc), g(Y, Tc), g(Z, Tc)→ 0
as c→ 0. It follows from (88) and conservation of angular momentum that we
can ensure in particular
r4γABp
ApB ≤W/4
holds along γc for small enough c.
Let us choose such a geodesic γc and let us denote it in what follows by γˆ.
For an arbitrary neighborhood V of γˆ′(p) in the mass shell P ∩π−1(S), we know
by Assumption 13.1 that there exists an open subset V˜ ⊂ V such that f > 0 on
V˜. By the continuity properties of geodesic flow and the fact that γˆ intersects
H+ transversely, we may choose V so that the geodesics with tangent vectors
in V˜ intersect H+ precisely in an open set W˜ ⊂ H+1 ∪H+2 with W ∩ W˜ 6= ∅.
Let p˜ ∈ W˜ . By continuity of geodesic flow and transversality, one sees
that f extends continuously to P ∩ π−1(W˜). Let V be a null vector field in a
neighborhood of p˜ such that V (p˜) = K¯ is the null generator of H+ at p˜. Since
f is constant on geodesics, by construction we have that f > 0 at some point of
P ∩ π−1(p˜). By continuity, f > 0 on an open set of P ∩ π−1(p˜). In particular,
the integral defined by (24) is strictly positive at q when contracted twice with
V˜ .
Take now a sequence of points p˜i → p˜, with p˜i ∈ M. By the C2 property of
the extension,
Ric(V, V )(p˜i)→ Ric(V, V )(p˜) = Ric(K¯, K¯). (89)
On the other hand, by Fatou’s lemma, the right hand side of (24) contracted
twice with K¯ = V (p˜) is less than or equal to the limit of its value at p˜i contracted
twice with V (p˜i). The former we have just shown to be strictly positive, while
the latter equals Ric(K¯, K¯) in view of (89) and (11). We have thus shown (87)
for all p˜ ∈ W˜ . Since W˜ is open, W˜ ∩ W 6= ∅, and W was an arbitrary open
subset of H+1 ∪H+2 , we have that (87) holds on a dense open subset of H+1 ∪H+2 ,
and thus, on a dense open subset of H+.
The theorem now follows by contradiction.
13.2.4 The case B± = N±, ∞ > r± > 0
Theorem 13.2. Let (M, g) be as in the statement of Theorems 1.1–1.3, and
assume B± = N±, with ∞ > r± > 0. Then if k ≤ 0, or if k = 1, Λ ≤ 0, then
either f = 0 identically, or the spacetime is null radial geodesically inextendible
beyond N±, i.e.
Zradnull ∩N± = ∅. (90)
If k = 1, Λ > 0 and f does not vanish identically, then (90) holds if there exists
a point p ∈ Q such that
r(p) ≥ r±. (91)
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Proof. Without loss of generality, we can restrict to the case of B−.
Assume the spacetime to be extendible, and assume that there exists more-
over a null radial geodesic crossing into a nontrivial extension ofM, i.e. assume
(84) does not hold.
Choose a fundamental domain F ′ for Q bounded by two null curves, and
consider the union F = F ′ ∪ τ(F ′)∩ τ−1(F ′) where τ generates the deck trans-
formations. The set F is a connected set itself bounded by two null curves:
Σ
F
r
=
r 0
>
0
q
v
=
0
v
=
V
u
=
U
u
=
0
Moreover, let these have been chosen so that the future boundary of F corre-
sponds to the lift of the projection of a null radial geodesic passing into the
extension, i.e. such that q ∈ Zradnull.
Choose new coordinates (not respecting periodicity) such that Ω2 = 1 on
the ray through q depicted, and so that this becomes v = 0, and also Ω2 = 1
on some conjugate ray in the spacetime, so that this becomes u = 0. The
other ray depicted (isometric to v = 0) corresponds to v = V > −∞, and the
null boundary u = U < −∞. The latter inequality is strict because v = 0
must be affine incomplete. The original fundamental domain F ′ corresponds to
v1 ≤ v ≤ v0 for some V < v1 < v0 < 0.
Note that, in the case k ≤ 0 we have, that if f does not vanish identically,
λ > 0, (92)
ν > 0 (93)
in these coordinates. For Λ ≥ 0, this follows in view of (96) from Propostion 9.1.
For Λ < 0, this follows by fiat, as the only applicable theorem is Theorem 1.2.
If k = 1, Λ ≥ 0, it is not necessarily the case that (92), (93) hold. Let us
assume, however, (91). If ν(p) ≤ 0, then ν ≤ 0 on {v = v(p)} ∩ {u ≤ u(p)}.
Thus, r ≥ r− along v = v(p). If r < r− along some other v = vc for all u ≤ uc,
then by considering the intersection of a constant-u ray sufficiently close to
u = U with v = vc + V , with vp, and with vc − V , in view of periodicity, one
contradicts the statement that on such a ray λ can change sign at most once.
Thus, we have r ≥ r− everywhere. From Raychaudhuri, this implies that one
can select the point (0, 0) sufficiently far in the past so that ν ≥ 0, λ ≥ 0 in
(U, 0]× [V, 0].
Now, in the above argument, had we assumed that r(p) > r−, we would
have obtained ν > 0, λ > 0. Thus, (0, 0) can be chosen so that either (92) and
(93) hold or r = r− identically in (U, 0]× [V, 0].
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In the latter case, from the equations (14) and (15), one obtains that Tuu =
0 = Tvv and thus f = 0 identically in π
−1((U, 0] × [V, 0]). Now consider any
unit timelike geodesic in M from S. By global hyperbolicity, the projection of
this geodesic to Q must intersect the projection of (U, 0]× [V, 0] to Q. Thus, in
view of the previous statements and the Vlasov equation, we have that f = 0
along this geodesic. It follows that f vanishes identically.
In what follows, we assume that f does not vanish identically. We have thus
reduced the Theorem to the case where (92) and (93) hold in J−(0, 0), or the
case where k = 1, Λ = 0 and these inequalities do not hold.
Let us note first that the particle flux is uniformly bounded along any null
ray in F , and approaches the initial flux through F ′ ∩Σ as one computes it on
constant-u rays in F ′, as u→ U .
To see this, first note that Tuv, Tvv, Tuu are uniformly bounded in these
coordinates along v = 0, since these can be related the components of curvature
in a parallely propagated null frame on a null geodesic entering a C2 extension.
It follows that Nv is bounded pointwise, and thus the flux through v = 0 is
bounded, i.e. ∫ u
U
r2Ω2Nv(u¯, 0)du¯ <∞ (94)
for any u with (u, 0) ∈ J−(Σ).
By periodicity we have∫ u
U
r2Ω2Nv(u¯, V )du¯ <∞. (95)
But now one can bound uniformly the flux through any constant-u curve in F
by conservation of particle current. The last part of the claim of the previous to
the previous paragraph follows by noting on the one hand that the flux through
{v = v0}∩{u ≥ u′} equals that through {v = v1}∩{u ≥ u′′(u′)} for any u′ ≥ U ,
by periodicity, and on the other that as u′ → U , we have u′′ → U , and, the flux
through {v = v0} ∩ {U < u ≤ u′} and through {v = v1} ∩ {U < u ≤ u′′} both
go to 0, in view of the uniform boundedness.
It follows that since f does not vanish identity, the initial flux is non-zero,
and thus by the above
lim
u→U
∫ v0
v1
r2Ω2Nu(u, v)dv = δ0 > 0. (96)
Let us assume first the former case, i.e. the case where (92) and (93) hold in
J−((0, 0)).
We derive an upper bound for Ω2 in F ∩ {u ≤ 0} as follows: Set first
R = r(0, 0) = supJ−(0,0) r, and M =
R
2 (k + 1). If m ≥M , we have
k − µ ≤ −1.
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Note also by (17), (93) that 0 >
∫ 0
v κ(u, v¯) ≥
∫ 0
v κ(0, v¯)
.
= −K. We estimate
ν(u, 0) ≥ ν(u, v)e
R 0
v
2r−2mκ−rκΛdv¯
≥ ν(u, v)e
R
0
v
2r−2Mκ−2r−2λ−rκΛdv¯
≥ ν(u, v)e
R
0
v
2r−2Mκ−2r−2λdv¯−rκmax{−Λ,0}
≥ ν(u, v)e
R 0
v
(2Mr−2+rmax{−Λ,0})(u,v¯)κ(0,v¯)−2r−2λ(u,v¯)dv¯
≥ ν(u, v)e(−2Mr−2− −Rmax{−Λ,0})K−2(R−1−r−1− )
.
= c1ν(u, v). (97)
Thus, integrating twice (19), we have
logΩ(u, v) =
∫ 0
u
∫ 0
v
−4πTuv − 2r−3κνm+ 4πκνgABTAB
≤
∫ 0
u
∫ 0
v
−2r−3κνm
≤
∫ 0
u
∫ 0
v
−2r−3κνM +
∫ 0
u
∫ 0
v
2r−3λν
≤
∫ 0
u
∫ 0
v
−2Mr−3ν(u, v)κ(0, v) +
∫ 0
u
∫ 0
v
2r−3λν(u, v)
≤ M(r−2− −R−2)
∫ 0
v
−κ(0, v)dv +
∫ 0
u
∫ 0
v
2r−3λν(u, v)
≤ M(r−2− −R−2)K + c−11
∫ 0
u
∫ 0
v
2r−3λ(u, v)ν(u, 0)
≤ M(r−2− −R−2)K + c−11 (R−2− − r−2− )R−
so
Ω2 ≤ C1. (98)
But now, we can obtain in addition a lower bound for Ω2: First note that,
by the mass-shell relation (23) and the angular momentum bound (32), we have
on the one hand an estimate
Ω2pupv = 1 + r2γABp
ApB ≤ 1 +Xr−2− ,
on the support of f . Thus, if either pu ≥ 1, or Ω2pv ≥ 1 then
Ω2pupv ≤ 1 + r2γABpApB ≤ (1 +Xr−2− )(pu +Ω2pv). (99)
Otherwise, if both pu ≤ 1 and Ω2pv ≤ 1, we have
Ω2pupv ≤ 1
2
((pu)2 +Ω4(pv)2) ≤ 1
2
(pu +Ω2pv).
The above bound is better than (99). It follows that (99) holds on the whole
support of f .
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Now we may compute
Tuv =
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2pupvf
dpu
pu
√
γdpAdpB (100)
= (guv)
2
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2pupvf
dpu
pu
√
γdpAdpB
= −1
2
guv
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2Ω2pupvf
dpu
pu
√
γdpAdpB
≤ 1
4
(1 +Xr−2− )Ω
2
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2(pu +Ω2pv)f
dpu
pu
√
γdpAdpB
≤ 1
4
Ω2(1 +Xr−20 )
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2puf
dpu
pu
√
γdpAdpB
+
1
4
Ω4(1 +Xr−20 )
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2puf
dpu
pu
√
γdpAdpB
= (1 +Xr−20 )
1
4
Ω2Nu + (1 +Xr−20 )
1
4
Ω4Nv.
Integrating twice (13), we have
logΩ(u, v) =
∫ 0
u
∫ 0
v
−4πTuv + 1
4
kr−2Ω2 + r−2λν + 4πκνgABTAB
≥
∫ 0
u
∫ 0
v
−8πTuv +
∫ 0
u
∫ 0
v
r−2(max{−k, 0})κν.
The second term on the right hand side has already been bounded below by a
negative constant in the context of the derivation of (98). On the other hand,
since, by uniform boundedness of the flux through F , there exists a constant B
such that, for all (u, v) ∈ (U, 0)× [V, 0],∫ 0
v
r2Ω2Nu(u, v¯)dv¯ ≤ B,
∫ 0
u
r2Ω2Nv(u¯, v)du¯ ≤ B,
we estimate, using (100) and (98),∫ 0
u
∫ 0
v
8πTuv ≤ 1
4
(1 +Xr−20 )
∫ 0
u
∫ 0
v
Ω2Nu +Ω4Nv
≤ 1
4
(1 +Xr−20 )r
−2
−
∫ 0
u
∫ 0
v
r2Ω2Nudu¯dv¯
+
1
4
(1 +Xr−20 )r
−2
− C1
∫ 0
u
∫ 0
v
r2Nvdu¯dv¯
≤ 1
4
(1 +Xr−20 )r
−2
− (|U |B + C1|V |B).
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Thus, we have
Ω2 ≥ c2 > 0. (101)
Now since
lim
u→U
∫ 0
v0
λ(u, v) = 0,
and
lim
u→U
∫ v1
V
λ(u, v) = 0,
there must exist for every u > U , a (u, v˜1(u)), (u, v˜0(u)), where V ≤ v˜1(u) ≤ v1,
v0 ≤ v˜0(u) ≤ 0, such that
lim
u→U
λ(u, v˜1(u)) = lim
u→U
λ(u, v˜0(u)) = 0. (102)
Integrating now equation (14), we have
∫ v˜0(u)
v˜1(u)
−4πrTvvΩ−2(u, v¯)dv¯ = Ω−2λ(u, v˜0(u))− Ω−2λ(u, v˜1(u)).
In view of the bounds (102) and (101), it follows that the right hand side of the
above tends to 0. We thus have
lim
u→U
∫ v0
v1
r2Ω−2Tvv(u, v)dv ≤ lim
u→U
∫ v˜0
v˜1
r2Ω−2Tvv(u, v)dv
≤ R lim
u→U
∫ v˜0
v˜1
rΩ−2Tvv(u, v)dv → 0. (103)
Note the trivial fact that if pu ≥ δ, we have pu ≤ δ−1(pu)2. In view of this
and the angular momentum bound (32), we compute
Nu =
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2puf
dpu
pu
√
γdpAdpB
≤ δ−1
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2(pu)2f
dpu
pu
√
γdpAdpB
+
∫ δ
0
∫ ∞
−∞
∫ ∞
−∞
r2puf
dpu
pu
√
γdpAdpB
= δ−1(guv)2
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
r2(pv)
2f
dpu
pu
√
γdpAdpB
+
∫ δ
0
∫ ∞
−∞
∫ ∞
−∞
r2puf
dpu
pu
√
γdpAdpB
≤ 1
4
Ω−4δ−1Tvv + FXr2−δ. (104)
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Thus, from (103) and (98),
lim
u→U
∫ v0
v1
r2Ω2Nu(u, v)dv ≤ lim
u→U
∫ v0
v1
(
1
4
δ−1r2Ω−2Tvv + δFXr2−r
2Ω2
)
(u, v¯)dv¯
≤ 1
4
δ−1 lim
u→U
∫ v0
v1
r2Ω−2Tvv(u, v¯)dv¯ + δFXr2−C1R
2|V |
= δFXr2−C1R
2|V |.
Choosing δ < δ0F
−1X−1r−2− C
−1
1 R
−2|V |−1, we contradict (96).
We now turn to the case of k = 0, Λ = 0. In view of the previous, we may
assume λ < 0, ν < 0 in [U, 0] × (V, 0]. By the bound on spacetime volume of
Section 11.1, we have ∫ 0
U
∫ 0
V
Ω2dudv ≤ C.
By the pigeonhole principle, we may have chosen v = 0 such that∫ 0
U
Ω2du <∞,
and thus, U > −∞.
We again obtain an upper bound on Ω2 by integrating equation (12):
logΩ(u, v) =
∫ 0
v
∫ 0
u
−4πTuv − 1
r
λν − Ω
2
4r
≤
∫ 0
v
∫ 0
u
−Ω
2
4r
≤ 1
4
r−1(0, 0)
∫ 0
v
∫ 0
u
Ω2
≤ 1
4
r−1(0, 0)C.
We may estimate now
∫ 0
u
∫ 0
v
Tuv as before, and thus, we obtain again (101). We
continue as before.
In various special cases, we can in fact prove more. First we show the
following:
Proposition 13.5. Suppose there exists a Cauchy surface with λ > 0, ν > 0,
B− = H−, and ∫ − λ1−ν dv < ∞, ∫ − ν1−µdu < ∞ on a radial null constant-u
and constant-v geodesic, respectively, meeting B−. Then f = 0 or r− = 0.
Proof. Suppose r− > 0. We will show that f = 0.
Let S ′ denote the lift of the Cauchy surface of the statement of the Propo-
sition. We have λ > 0, ν > 0 in J−(S ′).
Choose two conjugate null rays emanating from a point p, and choose coor-
dinates on J−(p) as follows: Let the two rays be v = 0, u = 0, respectively, and
let Ω2 = 1 on these rays.
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Note that since λ > 0, ν > 0, it follows that the u-range and v-range of
these coordinates in the past is finite. Let B− correspond to u = U > −∞,
v = V > −∞.
v
=
V
u
=
0
v
=
0
v
=
v
1
S˜
u
=
U
Denoting R = supS˜ r, we have in particular that r ≤ R in J−(p). By
(17) and the periodicity, if follows that
∫ − λ1−µdv < ∞ on any constant-u ray
meeting B−. (Similarly, it follows by our assumption that ∫ − ν1−µdu < ∞ for
any constant-v curve meeting B−.) In particular, for u = 0. Thus, for any
v1 < 0, we have∫ 0
v1
− λ
1− µ (u2, v)dv ≤
∫ 0
V
−κ(u2, v)dv .= K <∞
and consequently, from (17), it follows that∫ 0
U
∫ 0
v1
−4πrκν−1Tuududv ≤ K.
In particular, there exists a v0 such that∫ 0
U
−4πrκν−1Tuu(u, v0)du ≤ |v1|−1K.
As in (104), we bound
Nv ≤ 1
4
Ω−4δ−1Tuu + FXr−2− δ.
Thus, setting δ = − 14Ω−2κ−1ν = Ω−4ν2, we have
1
4
δ−1Ω−2 = −κν−1,
and thus, for u > U ,∫ 0
u
r2Ω2Nv(u¯, v0)du¯ ≤
∫ 0
u
(
1
4
δ−1r2Ω−2Tuu + δFXr−2− r
2Ω2
)
(u¯, v0)du¯
≤
∫ 0
u
r2(−κν−1)Tuu(u¯, v0)du¯
+ FXr−2− R
2
∫ 0
u
Ω−4ν2(u¯, v0)du¯
≤ (4π)−1R|v1|−1K + FXr−2− R2
∫ 0
u
Ω−4ν2(u¯, v0)du¯.
57
If we can uniformly bound ∫ 0
u
Ω−4ν2(u¯, v0)du¯ (105)
then we will have that the flux of particles through v = v0 is finite. One can
then repeat the argument of Theorem 13.2 to show that f = 0 identically.
Thus, the proposition is reduced to showing (105) is uniformly bounded as
u→ U .
We derive an upper bound for Ω2 in J−(p) as follows. Set M = R2 (k + 1).
If m ≥M , we have
k − µ ≤ −1.
Recall by (17) that 0 >
∫ 0
v κ(u, v¯) ≥
∫ 0
v κ(0, v¯) ≥ −K. We estimate
ν(u, 0) ≥ c1ν(u, v).
as in (97) of the proof of Theorem 13.2. Thus, integrating twice (19), in view
of Ω2(0, v˜) = 1, Ω2(0, u˜), we have for u ≤ 0, v ≤ 0, we obtain again (98).
Now, integrating twice (12), we obtain∫ 0
u
∫ 0
v
∂u∂vrdu¯dv¯ =
∫ 0
u
∫ 0
v
−kΩ2
4r
− 1
r
∂ur∂vr + 4πrTuv +
1
4
rΩ2Λdu¯dv¯
and thus∫ 0
u
∫ 0
v
4πrTuv =
∫ 0
u
∫ 0
v
∂u∂vr +
kΩ2
4r
+
1
r
∂ur∂vr − 1
4
rΩ2Λdu¯dv¯
≤
∫ 0
u
∫ 0
v
∂u∂vr +
kΩ2
4r
− 1
4
rΩ2Λdu¯dv¯
+ c−11
∫ 0
u
∫ 0
v
ν(u, 0)r−1λ(u, v)du¯dv¯
≤ 2R+max{k, 0}UVC1(4r−)−1
+ 4−1RUV C1max{−Λ, 0}+ c−11 R log(R/r−).
Integrating again equation (13), we obtain a lower bound
c˜1 ≤ Ω2,
thus, we have
c˜1 ≤ Ω2 ≤ C1. (106)
In particular, to show (105) is uniformly bounded, it suffices to uniformly
bound ∫ 0
u
ν2(u¯, v0)du¯. (107)
Multiplying (18) by ν, we obtain
∂vν
2 = r−2mκν2 + 8πrTuvν − 2rκΛν2,
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we have that for v ≤ v0.
ν2(u, v0) ≤
(
ν2(u, v) +
∫ v0
v
4πrTuvνdv¯
)
e
R
v0
v
r−2mκ+rκmax{−Λ,0}(u,v¯)dv¯
≤ Cν2(u, v) + 4πCR
∫ v0
v
Tuvνdv¯.
On the other hand, as v → V , for any u1, u2 we have
∫ u2
u1
ν(u, v)→ 0, while we
have in addition the monotonicity ∂u(Ω
−2∂ur) ≤ 0. It follows that
lim
v→V
ν(u, v) = 0.
Consequently, to show the uniform boundedness of (107), it suffices to show the
uniform boundedness of ∫ 0
u
∫ v0
v
Tuvν, (108)
for all u > U , v > V .
Now, for any δ1 > 0, δ2 > 0, we claim that
Tuv ≤ C
(
δ1Tuu + δ2Tvv +
∫ δ−1/21
δ
1/2
2
p−1v dp
v
)
, (109)
where C depends on F , X , and r−. To see this: In view of the mass-shell
relation, and our bounds (106) on Ω2, the multiple of f in the integral defining
the left hand side is on the order of 1.17 We have that 1 ≤ δ1(pv)2 if pv ≥
√
δ−11
while similarly, 1 ≤ δ2(pu)2 for pu ≥
√
δ−12 and thus p
v ∼ (pu)−1 ≤ √δ2.
Inequality (109) now follows easily from these considerations.
Now applying the above with δ1 = −κν−2, δ2 = −(k−µ)−1λ−1, in view also
of (106), we obtain
Tuvν ≤ C
(
κν−1Tuu − ν
k − µλ
−1Tvv + ν
∫ ν3/2
ν−1/2λ−1
(pv)−1dpv
)
≤ C
(
κν−1Tuu − ν
k − µλ
−1Tvv +max{0, ν log ν2λ}
)
≤ C
(
κν−1Tuu − ν
k − µλ
−1Tvv + (2max{0, ν log ν}+max{0, ν logλ})
)
.
We have already noted a uniform bound on∫ 0
u
∫ v0
v
κν−1Tuudu¯dv¯.
17Here we consider (pv)−1dpv as the volume form.
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The fact that ∫ 0
u
∫ v0
v
− ν
k − µλ
−1Tvvdu¯dv¯
is uniformly bounded follows by interchanging u and v in that argument. Finally,∫ 0
u
∫ v0
v
max{0, ν logλ}du¯dv¯ ≤
∫ 0
u
∫ v0
v
νλdu¯dv¯
≤ c−11
∫ 0
u
∫ v0
v
λ(u¯, v¯)ν(u¯, 0)du¯dv¯
≤ c−11 R2.
Thus, to bound (108) uniformly, it sufficies to bound
∫ 0
u
∫ v0
v
max{0, ν log ν}(u¯, v¯)du¯dv¯. (110)
We will bound in fact ∫ 0
u
max{0, ν log ν}(u¯, v¯) (111)
uniformly in u and v¯.
We note that
∂v(ν log ν) = 2r
−2mκν + 4πrTuv − rκνΛ
+ ν log ν2r−2mκ+ 4πr log νTuv − rκν log νΛ,
and thus
ν log ν(u¯, v¯) ≤
(
max{0, ν log ν(u¯, v)}+
∫ v¯
v
(
2r−2max{−m, 0}κν + 4πrTuv
−rκνmax{Λ, 0}+ 4πrmax{0, log ν}Tuv
)
dv˜
)
e
R
v¯
v
2r−2mκ+rκΛ
≤ C
(
max{0, ν log ν(u¯, v)}+
∫
2r−2max{−m, 0}κν
+4πrTuv − rκνmax{Λ, 0}+ 4πrmax{0, log ν}Tuv) .
Since as we remarked earlier, in any region u1 ≤ u ≤ u2, we have ν(u, v) → 0
as v → V , and we have bounded∫ 0
u
∫ 0
v
2r−2max{−m, 0}κν + 4πrTuv − rκνmax{Λ, 0}du¯dv¯,
we see that to bound (111), it suffices to bound
∫ 0
v
∫ 0
u
max{0, log ν}Tuv.
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For this, we return to (109), and now choose δ1 = −κν−1(log ν)−1, δ2 =
−(k − µ)−1λ−1ν(log ν)−1. We obtain
max{0, Tuv log ν} ≤ C
(
κν−1Tuu − ν
k − µλ
−1Tvv +max{0, log ν}
+
∫ ν√log ν
λ−1ν−1(log ν)−1/2
(pv)−1dpv
)
≤ C
(
κν−1Tuu − ν
k − µλ
−1Tvv
+max{0, log νmax{0, log(ν2λmax{0, log ν})}}) .
So it suffices to bound∫ ∫
max{0, log νmax{0, log(ν2λ log ν)}}du¯dv¯. (112)
But
max{0, log νmax{0, log(ν2λmax{0, log ν})}}
≤max{0, (log ν)2}+ (max{0, log ν)(max{0, logλ)
+ max{0, log ν}max{0, logmax{0, log ν}}
≤ν + νλ+ ν.
Since
∫ ∫
ν ≤ V R, and we have already bounded the spacetime integral of the
middle term, we have shown (112). The proposition is thus proven.
Proposition 13.6. Suppose Λ ≥ 0, λ > 0, ν > 0, and B+ = H+, with r+ <∞.
Then if f does not identically vanish, then there cannot exist both a future
incomplete radial null geodesic of constant v and u.
Proof. Suppose the spacetime contains a null radial future incomplete geodesic
of constant v and of constant u.
Let u = u′ be a null radial incomplete geodesic. We have
∫
Ω2(u′, v)dv <∞.
u
=
u
′
v
=
v ′
S˜
u
=
U v =
V
Choose a coordinate v such that Ω2 = 1 on u = u′. The v-range of this
coordinate is thus finite. Let v = V <∞ correspond to B+.
From (14), we obtain that for any v0 < V ,∫ V
v0
−4πrTvv(u′, v) <∞.
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In view of Ω2 = 1 we have
Nu ≤ C(Tvv + 1)
along u = u′, where C depends on F , X , and a lower bound on r along S˜.
In view of the upper and lower bounds on r, and the finiteness of the range of
v, we obtain that there exists a B <∞ such that for all v0 with (u′, v0) ∈ J+(S˜),∫ V
v0
r2Ω2Nu(u′, v)dv ≤ B.
Consider now a null radial incomplete geodesic of constant v, say v = v′.
Repeating the same argument as before, we obtain∫ U
u0
r2Ω2Nu(u¯, v′)du¯ ≤ B˜,
where u = U corresponds to the constant v-component of B+. Now let u′i denote
a series of translates of u′ by the deck transformations of Q, with u′i → U . We
have by periodicity that for any v with (ui, v) ∈ J+(S˜),∫ v′
v
r2Ω2Nu(u′i, v¯)dv¯ ≤ B˜.
Thus, by conservation of matter, it follows that the flux of particles through
S˜ ∩ {v ≤ v′} is bounded by B + B˜. By periodicity, however, this flux must
either vanish or be infinite. This is a contradiction, unless the flux vanishes, in
which case f = 0 identically. Thus, f = 0 identically.
The previous two propositions in particular give the following
Corollary 13.1. In the case k = 1, Λ = 0, we have that if B± = N±, and f
does not identically vanish, then r± = 0.
Proof. If say B± = N±, then, after changing the time orientation, in view of the
assumption that f does not identically vanish, then we have either B+ = H+
and λ > 0, ν > 0 everywhere, or B− = H− and λ > 0, ν > 0 on a certain
Cauchy surface.
Consider the former case. By our volume estimate∫ ∫
Ω2dudv <∞
in any fundamental domain, it follows that there exists a u = u′ such that∫
Ω2(u′, v)dv <∞
and a v = v′ such that ∫
Ω2(u, v′)du <∞.
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Apply Proposition 13.6 to yield a contradiction unless f = 0 identically. It
follows that this case cannot occur.
We must then be in the latter case. Let S ′ denote a Cauchy surface, and
let r− ≤ r0 ≤ infS′ r. {r ≥ r0} ∩ J−(S ′) is compact, whereas for r ≤ r0 we
have the result of Proposition 10.2. Thus we have the uniform bound 1 − µ ≤
−ǫ < 0 in J−(S ′). Consequently, ∫ − λ1−µdv ≤ ǫ−1 ∫ λ ≤ ǫ−1R, and similarly
for
∫ − ν1−µdu, and thus the conditions of Proposition 13.5 are satisfied. If f
does not vanish identically, it follows that r− = 0.
The proof of the following two corollaries follows immediately from Propo-
sition 10.2, as in the above proof:
Corollary 13.2. In the case k = 0, Λ = 0, then if f does not vanish identically,
and B− = N−, then r− = 0.
Corollary 13.3. Let k, Λ be arbitrary, and suppose the initial data are anti-
trapped. If
m > max{k, 0} inf
S
r/2 + max{−Λ, 0} sup
S
r3,
on the initial hypersurface S, then, if f does not vanish identically and B− =
N−, it follows that r− = 0.
Finally, as consolation for excluding the case where (91) does not hold, we
offer the following:
Proposition 13.7. Let (M, g) be such that k = 1, Λ > 0, f does not vanish
identically, and B+ = N+ with r ≤ r+. Then (M, g) is past inextendible with
r− = 0.
Proof. For this, it suffices to remark that λ > 0, ν > 0 must hold in a neighbor-
hood of B+, and thus, by Raychaudhuri, on Q. But this means that Proposi-
tion 10.1 applies, and thus, as is shown immediately following in Section 13.2.5,
Theorem 1.2.
13.2.5 Putting it all together
The preceeding propositions show that under the genericity assumptions of the
theorems of the introduction,
Z±radnull ⊂
⋃
x∈Bh
N 1x ∪ N 2x ,
or
Z+radnull ⊂ (B0 \ Γ) ∪ CH+,
as applicable, while
Z± ∩ Bs = ∅.
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Thus, if N 1x ∪N 2x = ∅ for all x ∈ Bh or (B0 \ Γ) ∪ CH+ = ∅ as the case may be,
then by Proposition 13.1 we have that
Z± = ∅.
Otherwise, by the same proposition,
Z± ⊂ ∪x∈Bh(N 1x ∪ N 2x ),
or
Z+ ⊂ B0 \ Γ ∪ CH+.
These relations yield the full statements of the theorems of the introduction. ✷
14 Local rigidity of H+ in the case k < 0
In this section we shall prove a general local rigidity theorem for Cauchy horizons
in hyperbolic symmetric spacetimes
Theorem 14.1. Let (M, g) be a globally hyperbolic spacetime with Cauchy
surface C, where the symmetric surfaces Σ are hyperbolic spaces, or compact
quotients thereof. Assume (M, g) is future extendible, let (M˜, g˜) denote a C2
extension, and let H+ denote an open subset of the Cauchy horizon of C in M˜
where r extends continuously to 0. Then there exists a dense subset S ⊂ H+,
at which TpH+ is a hyperplane whose orthogonal complement is spanned by a
Killing vector field K, depending on p ∈ S, such that K(p) is null,
Ric(K,K)(p) ≤ 0.
Moreover, if ∇KK 6= 0, then
Ric(K,K) = 0
Proof. Let X , Y , and Z be the (locally defined) Killing fields of [18] on M
corresponding to hyperbolic symmetry. Note that
[X,Y ] = Z, (113)
[Y, Z] = −X, (114)
[Z,X ] = −Y. (115)
By the results of [18], X , Y , and Z extend to C2 Killing fields on H+ in a
neighborhood of some p ∈ H+. (This can be interpreted to mean the following:
We can extend X , Y , and Z to the extension M˜ in a neighborhood of p as C2
vector fields, not necessarily Killing.)
The integral curves of X , Y , and Z through points of p must stay on H+.
For otherwise, one could find integral curves emanating from points ofM which
leaveM. This contradicts the fact that r is constant along such integral curves.
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In particular, at the set S of differentiable points of H+, X , Y , and Z are
tangent to H+. By the results of [12], the set S of such points is dense in H+.
Let us define
H+1 = int({p ∈ H : dim(Span(X,Y, Z)) = 1)})
and
H+2 = {p ∈ H : dim(Span(X,Y, Z)) = 2}.
These definitions are easily seen to be independent of the choice of local Killing
vector fields. The interior is taken with respect to the topology of H+. These
sets are manifestly open.
14.1 Regularity on a dense open subset
The proof of Proposition 13.3 will be accomplished with the help of several
Lemmas.
Lemma 14.1. The sets H+i , i = 1, 2, are C3 null hypersurfaces, and
H+ = H+1 ∪H+2 . (116)
For each point p of H+1 ∪ H+2 , there exists a Killing field K such that K(p) is
future pointing and null, and the identity
∇KK(p) = κK(p) (117)
holds for some κ ≤ 0.
Clearly, it follows from the above lemma that H+1 (but not necessarily H+2 )
is locally a Killing horizon, i.e. for p ∈ H+1 , K can be chosen so that K is null
on H+1 in a neighborhood of p.
Proof. Since dim(Span(X,Y, Z)) ≤ 2, to show (116) it suffices to show that
int({p ∈ H+ : X = Y = Z = 0)}) = ∅. (118)
Recall from before that the set S of differentiable points of H+ is dense in H+.
Thus, since the left hand side of (118) is manifestly an open set, it suffices to
show
int({p ∈ H+ : X = Y = Z = 0)}) ∩ S = ∅.
We will in fact show that
int({p ∈ H+ : V = 0)}) ∩ S = ∅ (119)
for any nontrivial Killing field V in the span of X , Y , and Z.
Let V be thus such a Killing field, and let p be a point in the set on the
left hand side of (119). Since p ∈ S, we have that H+ is a differentiable null
hypersurface at p, and we can choose Kˆ a null generator at p. Let now Eˆ1, Eˆ2,
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Kˆ, Lˆ denote a null frame, where Eˆ1 and Eˆ2 denote unit vectors tangent to H+
at p.
By the Killing equation, we have that
g(∇LˆV, Lˆ) = 0,
g(∇LˆV, Eˆi) + g(∇EˆiV, Lˆ) = 0,
g(∇KˆV, Lˆ) + g(∇LˆV, Kˆ) = 0.
In view of the fact that ∇KˆV = 0, ∇EˆiV = 0, as these directions are tangential
to H+ and, by assumption, V = 0 in a neighborhood in H+ of p, we obtain
∇LV = 0 and thus ∇V = 0. By continuity of ∇V , we have that V = 0,∇V = 0
for all points of H+ in a neighborhood of p.
But if indeed V = 0, ∇V = 0 along H+ in a neighborhood of p, then, from
the well known relation
∇α∇βVγ = RαβγδV δ (120)
which holds for any Killing vector field V , by considering a family of timelike
geodesics transverse to H− and integrating, it follows immediately that V must
vanish identically in a neighborhood of p in M. This is a contradiction.
Thus, we have established (119), and as a consequence, (116). We proceed
to show the remaining statements of the proposition.
By (119), the set of points where X 6= 0, Y 6= 0 is open and dense in H+.
Let S˜ = S ∩ {X 6= 0} ∩ {Y 6= 0}. This set is again dense.
Let p ∈ S˜ ∩ H+1 . As X does not vanish at p, we may complete X to a C2
frame X , V1, V2, V3 for the tangent bundle in a neighborhood of p. We may
then write
Y = αX + β1V1 + β2V2 + β3V3
where α, β1, β2, β3 are C
2 functions. Since p ∈ H+1 , we have
β1 = β2 = β3 = 0 (121)
along H+ in some neighborhood of p. Then
0 = g(∇XY,X)
= g(∇X(αX)X), X) + g(∇X(β1V1 + β2V2 + β3V3), X)
= (Xα)g(X,X) +
∑
i
βig(∇XVi, X) +
∑
i
Xβig(Vi, X),
where we have used the Killing equation for X and Y . Since βi = 0 for all points
of H+ in this neighborhood, and Xβi(q) = 0 for all q ∈ S˜ in this neighborhood,
we have that for all q ∈ S˜, either
g(X,X) = 0, (122)
or
∇Xα = 0. (123)
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By the continuity of the functions g(X,X), and∇Xα, it follows that either (122)
or (123) holds for all points in a neighborhood in H+1 of p. In the case (123),
we note that (113) implies that Z = 0 in this neighborhood, a contradiction, in
view of (119).
We thus must have (122) in a neighborhood of p in H+1 . Since integral curves
of X must stay on H+1 , and X is null, it follows by the characterization of [12]
that H+1 is differentiable. But this means that H+1 is tangent at every point to
the C2 orthogonal distribution of X . Thus H+1 is a C3 null hypersurface, which
is locally a Killing horizon around every point.
In the case of H+2 , let us first show that the span of the Killing vectors at
points of H+2 is a null plane.
To see this we use the equality of (86). Note first that there exists a dense
subset Sˆ of H+2 with the property that for each point p ∈ Sˆ, there exists a non-
radial null geodesic γˆ crossing p. Since the span of the Killing fields constitutes
a C2 distribution of the tangent bundle over γˆ, if this distribution is a spacelike
two plane at p, then the associated projection map is well defined and regular in
a neighborhood of p. Thus γABp
ApB 6→ ∞ along γˆ. On the other hand r → 0
by (86). Thus, since the quantity r4γABp
ApB is constant on γˆ, it follows that
it must vanish. But this implies that γˆ is radial, a contradiction. Thus, the
distribution must be null at p. By continuity, it follows that this distribution is
null for all points of H+2 .
Let V be a Killing field which is null at p. Since V g(V, V ) = 0, it follows that
the integral curves of V are null. On the other hand, these integral curves must
remain on H+2 . It follows from [12] that H+2 is a differentiable null hypersurface.
We may now show that H+ is C2 as follows. Let p ∈ H+2 , and let K be a
Killing field such that K(p) is null. Let E be any other Killing field such that
E(p) is spacelike. Define the vector field K˜ in a nieghborhood of p by
K˜ = K − g(K,E)(g(E,E))−1E.
Clearly, K˜ is null along H+2 in a neighborhood of p, is C2, and tangent to its
null generator. It follows that H+2 is tangent to the C2 orthogonal distribution
of K˜, and thus is a C3 null hypersurface.
We proceed to show (117). We have already established that for p ∈ H+1 ∪
H+2 , there exists a Killing field K such that K(p) is (after reversing the sign, if
necessary) future directed, null. Let us extend Kˆ = K(p) to a null frame Eˆ1,
Eˆ2, Lˆ at p, where Lˆ is future directed and g(Kˆ, Lˆ) = −2, and where Eˆ1, Eˆ2 are
tangent to H+ at p. By the Killing property we have
g(∇KK,K) = 0.
On the other hand, since the function g(K,K) restricted to H+ has a local
minimum at p, we have
0 = (Eˆ1g(K,K))p = 2g(∇Eˆ1K,K) = −2g(∇KK, Eˆ1),
0 = (Eˆ1g(K,K))p = 2g(∇Eˆ1K,K) = −2g(∇KK, Eˆ1).
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Thus,
∇KK = −1
2
g(∇KK, Lˆ)K = 1
2
g(∇LˆK,K)K =
1
4
(Lˆg(K,K))K,
i.e. (117) holds for
κ
.
=
1
4
Lˆg(K,K) ≤ 0,
where the latter inequality holds since Lˆ is future pointing and g(K,K) > 0 in
M.
14.2 Frames
Lemma 14.2. Let p ∈ H+2 , and let K, κ be as in the previous lemma. In
some neighborhood Up, K can be completed to a C2 frame K, L, E1, E2 for
the tangent bundle over Up, such that at p, the vectors K(p), L(p), E1(p), E2(p)
constitute a null frame, the vector field E1 is Killing in M∪H+ ∩ Up, and E2
is orthogonal to K and E1. If κ < 0, then either
g(∇KE1(p), E1(p)) = κ, (124)
E1E1g(K,K)(p) = 2κ
2, (125)
or
g(∇KE1(p), E1(p)) = 0, (126)
in which case
E1E1g(K,K)(p) = 0. (127)
Finally, for all κ ≤ 0,
E2E2g(K,K)(p) = 0, E2g(K,E2)(p) = 0. (128)
Proof. Let E1 be any Killing vector with 0 6= E1(p) 6= K(p), and let E2 be a C2
section of the C2 distribution orthogonal to that generated by E1 and K, such
that in addition g(E2(p), E2(p)) = 1. Finally let L be an arbitrary C
2 extension
of a null vector with g(E1, L)(p) = 0, g(E2, L)(p) = 0, g(K,L)(p) = −2.
To show (124), consider the linear map φ from the span of K(p) and E1(p)
to itself defined as follows. For V = c1K(p) + c2E1(p) consider the Killing field
c1K + c2E1 and let
φ(V )
.
= ∇K(c1K + c2E1)(p).
Now applying twist-free condition for V (See Appendix B) we have
g(∇KV,E2) = g(dV,E2 ∧K) = 0.
The first step uses the Killing property and the second the fact that dV is
proportional to V . On the other hand, since V is Killing we have,
g(∇KV,K) = 0.
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Writing
φ(E1(p)) = h1E1(p) + h2K(p),
and noting that by what we have just shown,
φ(K(p)) = κK(p). (129)
it follows that the characteristic polynomial p(λ) of φ is
p(λ) = (λ− h1)(λ − κ). (130)
In particular, h1 does not depend on the choice of Killing field E1.
More is in fact true. It turns out that, except possibly in the cases (126) or
κ = 0, the entire map defined above, which a priori depends on the choice of
the Killing vectors which at q point in the direction K, E1, actually depends
only on the vector K(q).
Let X,Y, Z be Killing vector fields as before, and without loss of generality,
write K(p) = kY for some k 6= 0. (We can arrange this by rotating X and Y .)
We deduce from
g(X,X)(p) + g(Y, Y )(p)− g(Z,Z)(p) = r2(p) = 0
that g(X,X)(p) = g(Z,Z)(p). Since g(Y, Y ) ≥ 0 on H+ and = 0 at p, it follows
that p is a critical point of this function restricted to H+. We thus have in
particular that Xg(Y, Y )(p) = 0 and thus
Xg(X,X)(p) = Xg(Z,Z)(p).
On the other hand, by the Killing equation Xg(X,X) = 0, so we have
Xg(Z,Z)(p) = 0.
Since, again by the Killing equation,
Zg(Z,Z)(p) = 0,
it follows that, if Z(p) and X(p) are linearly independent, then
Kg(Z,Z)(p) = c1Xg(Z,Z) + c2Zg(Z,Z) = 0.
Similarly one shows Kg(X,X)(p) = 0, and since Kg(K,K)(p) = 0, it follows
that Kg(E1, E1)(p) = 0 from which (126) follows immediately.
In what follows then, let us assume that Z(p) and X(p) are not linearly
independent. In this case, we must have then Z(p) = ∓X(p), since Z and X
have the same length.
Now given our Killing vector E1, then any other Killing vector Eˆ1 such that
Eˆ1(p) = E1(p) must be of the form Eˆ1 = E1 + c(X ± Z). We compute:
∇KE1 = ∇E1K + [E1,K],
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whereas
∇KEˆ1 = ∇E1K + [Eˆ1,K]
= ∇E1K + [E1 + c(X ± Z), kY ]
= ∇KE1 + c(Z ±X)
and thus ∇KE1(p) = ∇KEˆ1(p).
Claim. If κ 6= 0, then either K is the only eigenvector of φ or every vector
is an eigenvector.
Proof. Assume the contrary. Let c1, c2 be chosen so that c1X + c2Y is the
unique unit eigenvector not equal to K. Note that c1 6= 0 since kY (p) = K(p).
(Note also that ∇KY (p) = κY (p).) Since the direction K is preserved by
symmetries fixing p, we must have that the direction c1X + c2Y be preserved
by such symmetries. We shall see in what follows that this is not the case.
Explicitly: consider then the local group of transformations generated by
X ± Z. Let us call this group φt. This fixes p. We have that
((φt)∗K)(p) = c0K(p)
since there is a unique null direction in the span of the Killing fields, while
((φt)∗(c1X + c2Y ))(p) = (c1X + c2Y − [X ± Z, c1X + c2Y ])(p)
= (c1X + c2Y − c2[X,Y ]∓ c1[Z,X ]∓ c2[Z, Y ])(p)
= (c1X + c2Y − c2Z ± c1Y ∓ c2X)(p)
= (c1X + c2Y ± c1Y − c2(X ± Z))p
= (c1X + c2Y ± c1Y )(p)
6= (c1X + c2Y )(p).
Thus, we compute from the above:
∇(φt)∗K((φt)∗(c1X + c2Y ))(p) = c0∇K(c1X + c2Y ± c1Y )(p)
= c0h1(c1X + c2Y )(q)± c0c1∇KY (p)
= c0h1(c1X + c2Y )(q)± c0c1κY (p)
while, since isometries of M preserve the connection, we have
∇(φt)∗K((φt)∗(c1X + c2Y ))(p) = ∇K(c1X + c2Y )(p)
= h1(c1X + c2Y )(p).
Since κ 6= 0, this is a contradiction.
Given this, it follows that the characteristic polynomial (130) of φ must have
a double root, i.e. h1 = κ. This gives (124) immediately.
We turn to showing (125) or (127) for κ < 0, and (128) for all values of κ.
Since H+ coincides with the set
{g(K,K)g(E1, E1)− g(K,E1)2 = 0}
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in a neighborhood of p, and the vector field E1 is tangent to H+ we have
E1E1(g(K,K)g(E1, E1)− g(K,E1)2) = 0. (131)
Expanding (131) and evaluating at p we obtain
(E1E1g(K,K))(p) = 2(E1g(K,E1))
2(p),
where we use in particular that E1g(E1, E1) = 0 identically, since E1 is Killing.
On the other hand,
E1g(K,E1) = g(∇E1K,E1) + g(K,∇E1E1)
= g(K,∇E1E1)
= −g(E1,∇KE1),
where we have used the Killing properties for K and E1. Identities (125) or
(127) now follow from (124) or (126), respectively.
We finally turn to showing (128). First note that E2 is also tangent to H+,
for instance since g(E2, K˜) = 0, and thus we have
E2E2(g(K,K)g(E1, E1)− g(K,E1)2) = 0. (132)
In addition, note that by the twist-free (See Appendix B) and Killing prop-
erties of K and E1 we derive
g(∇E2K,E1) = g(dK,E1 ∧E2) = 0,
g(K,∇E2E1) = g(dE1,K ∧ E2) = 0.
Expanding (132) and evaluating at q we obtain
0 = E2E2g(K,K)(p) + E2g(K,K)E2g(E1, E1)− 2(E2g(K,E1))2
= E2E2g(K,K)(p)− 2(E2g(K,E1))2
= E2E2g(K,K)(p)− 2(g(∇E2K,E1) + g(K,∇E2E1))2
= E2E2g(K,K)(p)− 2(g(K,∇E2E1))2
= E2E2g(K,K)(p)− 2(g(E2,∇KE1))2
= E2E2g(K,K)(p)− 2(g(E2,∇E1K + [K,E1]))2
= E2E2g(K,K)(p)− 2(g(E2,∇E1K) + g(E2, [K,E1]))2
= E2E2g(K,K)(p),
where we have used the Killing and twist free properties of E1, K, as well as
the orthogonality of E2 with the Lie algebra spanned by K and E1. The above
gives (128).
Lemma 14.3. Let K be as in Lemma 14.1, and let p ∈ H+1 . In some neigh-
borhood Up, K can be completed to a C2 frame K, L, E1, E2 for the tangent
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bundle over Up, such that at p, the vectors K(p), L(p), E1(p), E2(p) constitute a
null frame, E1 and E2 are tangent to H+1 near p, and
g(∇KE1(p), E1(p)) = 0, (133)
E1E1g(K,K)(p) = 0, (134)
E2E2g(K,K)(p) = 0, E2g(K,E2)(p) = 0. (135)
Proof. Let E1, E2 be C
2 sections of the C2 orthogonal bundle to K in a neigh-
borhood Up, such that E1(p) and E2(p) are orthonormal. Clearly, E1 and E2
are tangent to H+. Complete E1, E2, K to a frame for the tangent bundle by
adding a C2 vector field L, such that E1(p), E2(p), K(p), L(p) constitutes a
null frame at p.
Note that E1(E1g(K,K))(q) and E2(E2g(K,K)) are well defined and vanish,
on account of the fact that the C3 integral curves of E1 and E2 lie on H+ which
is precisely the set where g(K,K) = 0. This gives (134) and the first equality
of (135). Similarly, we compute that
g(K,∇E1E1)(q) = E1g(K,E1)(q)− g(∇E1K,E1)(q) = 0,
g(K,∇E2E2)(q) = E1g(K,E2)(q)− g(∇E2K,E2)(q) = 0,
by the Killing property ofK together with the fact that g(K,E1) = 0, g(K,E2) =
0 along H+. On the other hand, g(∇E1K,E2) = 0 by the twist-free property,
and certainly ∇E1g(K,K) = 0 = ∇E2g(K,K). This gives the remaining state-
ments.
14.3 The rigidity computation
We now turn to complete the proof of Proposition 13.3. The open dense set
will be H1 ∪ H2. If p ∈ H1, then we can obtain Ric(K(p),K(p)) = 0 from
Proposition 6.15 of Heusler [25]. As our argument for the case p ∈ H2 is in
any case motivated by the computation of [25], we will give a self-contained
treatment for all p ∈ H1 ∪H2.
Note first the identity
✷g(K,K) = −2Ric(K,K) + 2g(∇K,∇K). (136)
Let us first consider the case κ 6= 0. We evaluate (136) at a p ∈ H+1 ∪ H+2 .
Let K, L, E1, E2 be as in Lemma 14.2, or Lemma 14.3, accordingly. In view of
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the properties of the frame we obtain
✷g(K,K)(p) = −2∇2L,Kg(K,K) +∇2E1,E1g(K,K) +∇2E2,E2g(K,K)
= −2L(K(g(K,K)) + 2∇∇LKg(K,K) + E1(E1(g(K,K)))
+ E2(E2(g(K,K)))−∇∇E1E1g(K,K)−∇∇E2E2g(K,K)
= E1(E1(g(K,K))) + E2(E2(g(K,K))) + 4g(∇∇LKK,K)
− 2g(∇∇E1E1K,K)− 2g(∇∇E2E2K,K)
= E1(E1(g(K,K))) + E2(E2(g(K,K)))− 4g(∇KK,∇LK)
+ 2g(∇KK,∇E1E1) + 2g(∇KK,∇E2E2)
= E1(E1(g(K,K))) + E2(E2(g(K,K)))− 8κ2
+ 2g(∇KK,∇E1E1) + 2g(∇KK,∇E2E2)
= E1(E1(g(K,K))) + E2(E2(g(K,K)))− 8κ2
+ 2κg(K,∇E1E1) + 2κg(K,∇E2E2).
In the case of p ∈ H2, κ(p) 6= 0, we obtain from Lemma 14.2 and the above,
✷g(K,K)(p) = −8κ2. (137)
In the case, p ∈ H2, κ(p) = 0, we obtain from Lemma 14.2,
✷g(K,K)(p) = E1E1g(K,K) ≥ 0, (138)
where the inequality follows from the fact that g(K,K) restricted to H+ has a
local minimum at p, and E1 is tangent to H+. Finally, in the case of p ∈ H1,
we obtain now from Lemma 14.3,
✷g(K,K)(p) = −8κ2. (139)
On the other hand, for p ∈ H+1 ∪H+2 ,
2g(∇K,∇K)(p) = −4g(∇LK,∇KK) + 2g(∇E1K,∇E1K) + 2g(∇E2K,∇E2K)
= −8κ2 + 2(g(∇E1K,E1))2 + 2(g(∇E1K,E2))2
− 4g(∇E1K,K)g(∇E1K,L) + 2(g(∇E2K,E2))2
+ 2(g(∇E2K,E1))2 − 4g(∇E2K,K)g(∇E2K,L)
= −8κ2, (140)
where to obtain the final equality, we have used the fact that K is twist-free.
Thus, in the case p ∈ H+2 , κ(p) 6= 0, we obtain from (136), (137) and (140)
that
0 = −2Ric(K,K)(p).
so we conclude Ric(K,K) = 0 at p. The same identity holds for p ∈ H+1 , after
applying (136), (138) and (140).
Finally, for p ∈ H+2 , κ(p) = 0, (136), (138) and (140) gives
Ric(K,K)(p) ≤ 0.
The proof of the Theorem is complete.
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Note that if (M, g) satisfies the null convergence condition, then by conti-
nuity, it follows that Ric(K,K) = 0 even if ∇KK = 0.
15 Open questions and conjectures
We begin with the cosmological case. The first obvious open problem left unre-
solved is the following
Conjecture 15.1. Strong cosmic censorship holds in the case k = 1, Λ > 0.
In the case where (3) holds, this would follow from a positive resolution to
Conjecture 15.2. For generic initial data in the case k = 1, Λ > 0, all horizons
satisfy (4) or (5).
On the other hand, as the inextendibility statement is not in fact violated
by the extremal case depicted in Section 1.1.3, one could imagine a proof of
Conjecture 15.1 that does not go through Conjecture 15.2.
Another interesting question about horizons in the k = 1 case is provided
by the following
Question 15.1. Let F denote a fundamental domain for Q in Q˜. Is |F∩B±h | <
∞?
In view of Theorem 1.4, this would be true at least for generic initial data if
Conjecture 15.2 holds. See also Appendix C.
An additional open problem is try to apply the methods of this paper to the
study of the case with Λ < 0, i.e. to answer
Question 15.2. Does strong cosmic censorship hold for Λ < 0?
We turn to the asymptotically flat case. In the absence of known counterex-
amples, one might reasonably conjecture
Conjecture 15.3. For all spherically symmetric asymptotically flat initial data,
CH+ = ∅.
This would follow from
Conjecture 15.4. For all spherically symmetric asymptotically flat initial data,
(5) is satisfied on H+.
Of course, for applications to strong cosmic censorship it would be sufficient
to prove the above statements for generic initial data.
As shown in Section 12, (5) follows from (6). Here, it is worth comparing
with the case of a self-gravitating scalar field. In that case, it follows from [20]
or [8] that for all data leading to a black hole, the equality
2Mfr
−1
+ = 1 (141)
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holds. That is to say, in the case of a self-gravitating scalar field, there can be no
persistent atmosphere of a black hole. The field either falls into the black hole
or disperses to infinity. In the case of collisionless matter, one does not expect
this to be true, and thus, many interesting questions arise. Some of these are
summarised below in
Question 15.3. Can one formulate conditions on initial data ensuring (141)?
Can one formulate conditions on initial data (other than the trivial ones obtained
by monotonicity arguments) ensuring (6)? Are there restrictions on the possible
values of 2Mfr
−1
+ , in particular, can it be arbitrarily close to 1 or arbitrarily
large? Can one construct open sets of initial data whose solutions violate (6)?
Turning to the cases which are “successfully” handled in this paper, although
our results indeed prove strong cosmic censorship in its C2 formulation, they do
not resolve all interesting questions about the maximal development. Indeed,
the lesson of this paper may be that the C2 formulation of the conjecture was not
appropriate in the first place. For the fundamental questions of what happens to
macroscopic classical observers remain unanswered: In the expanding direction,
can they observe for all time? Are observers living for only finite time necessarily
destroyed?
The answer to the former question in the case of k ≤ 0, Λ ≥ 0, is most
certainly “Yes.”, i.e. we can reasonably state the following as a
Conjecture 15.5. In the statement of Theorem 1.1, the spacetime is future
causally geodesically complete.
The above conjecture is known to be true in the case Λ > 0, as proved in [38].
The question of the fate of observers who live for only finite proper time is much
more delicate.
Question 15.4. In the statement of Theorems 1.1–1.5, can one replace C2
inextendibility with C0 inextendibility?18
The answer to the above may be related to the genericity of the second
Penrose diagram for past evolution in Theorems 1.1–1.2, i.e., it may depend on
the answer to the following
Question 15.5. In the statement of Theorems 1.1–1.3, is there an open set of
initial data leading to the second Penrose diagram with ∞ > r± > 0?
It is worth noting that the considerations of Appendix C indicate that solu-
tions with B+ = N+ might be obtained by fine tuning in 1-parameter families
interpolating between recollapse and infinite expansion. Thus, these solutions
may be analogous to critical behaviour in gravitational collapse. It may then
be of interest to study the fine properties of the set of such solutions, even if
the answer to the above question is “No.”.
18For remarks on the appropriateness of this formulation for strong cosmic censorship, see
Christodoulou [11].
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A negative answer to Question 15.5 in the case of the assumptions of Theo-
rem 1.3 would also exclude counterexamples to strong cosmic censorship arising
from B± = N±.
Irrespectively of the answer to the above questions, in the case where black
holes can form, it is now widely thought that in more realistic models, the
boundary of the maximal development will have a null portion emanating from
i+, i.e. CH+ 6= ∅. Similar heuristics should apply in the cosmological case
for perturbations of Schwarzschild-de Sitter [3]. In spherical symmetry, this
mechanism can be produced by adding charge. Indeed, the picture of a weak
null singularity has been rigorously confirmed for the collapse of a spherically
symmetric scalar field coupled gravitationally with a Maxwell field [14, 15]. In
particular, for this model, the answer to Question 15.4 has been shown to be
“No.”. This motivates:
Conjecture 15.6. Consider the setup of Theorem 1.2 or Theorem 1.3 for the
Einstein-Vlasov-Maxwell system. In the former case, then there are initial data
for which N 1x 6= ∅, even if H1x is not extremal (see the Penrose diagram after
Theorem 1.3), and in the latter case, there are intial data for which there is a
non-empty null component CH+ to the boundary of the maximal development,
where r is strictly positive in the limit:
I+
Γ
i+
Bs
CH+B0
Moreover, the answer to Question 15.4 is “No.” for this system.
Despite the fact that the above picture of a weak null singularity, at least
on a heuristic level [28], has been known for many years, one often still sees
in the literature the statement that singularities are thought to be “generically
spacelike”. A good way to familiarise oneself with the real issues involved in
this problem would be to try to resolve Conjecture 15.6.
In the cosmological case, one might still hope that horizons (and the asso-
ciated issues they raise) can be excluded if one remains sufficiently close to a
homogeneous solution. That even this is not the case, in general, is shown by
explicit example in Appendix C. Nevertheless, the following is still unanswered:
Question 15.6. Are there spherically symmetric solutions of the Einstein-
Vlasov system with Λ > 0, arising from data arbitrarily close to homogeneous,
with spatial topology S1 × S2, such that λ > 0, ν > 0 initially, and B+h 6= ∅,
B+∞ 6= ∅, {λ < 0} ∩ {ν < 0} 6= ∅?
Finally, the nature of the set A of spherically symmetric marginally trapped
spheres remains to be explored. A reasonable conjecture would be
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Conjecture 15.7. For sufficiently large v, A∩ {v ≥ V } is achronal.
The solution of the above conjecture may in fact be relevant to the previous.
This is in fact the case for the Einstein-Maxwell-scalar field system, for which
Conjecture 15.7 is proven in [15]. For this, the results of [20], in particular,
the decay of Tvv along the event horizon, is essential. The connection of radi-
ation decay on the event horizon and the eventual achronality of the set A is
often overlooked in the literature on “dynamical horizons”. Again, a good way
to familiarize oneself with the real issues involved would be to try to resolve
Conjecture 15.7.
A Curvature expressions
In the following we collect expressions for the curvature in surface symmetric
spacetimes. The basic unknowns are the two-dimensional Lorentzian metric on
the quotient manifold and the area radius r. The components of the curvature
are:
Rabcd = K(δ
a
c gbd − δadgbc),
RaBcD = −r∇a∇crγBD,
RABCD = (k −∇ar∇ar)(δACγBC − δADγBC).
Here K is the Gaussian curvature of the quotient metric and k is the curvature
parameter of the orbits. The explicit formula for the Gaussian curvature in
double null coordinates is
K = 4Ω−2(Ω−1∂u∂vΩ− Ω−2∂uΩ∂vΩ).
Lower and upper case Latin indices correspond to objects on the quotient man-
ifold and the orbits respectively. The metric γAB is equal to r
−2gAB. The
Kretschmann scalar is given by
RαβγδRαβγδ = 4K
2 + 4r−4(k −∇ar∇ar)2 + 12r−2∇a∇br∇a∇br.
Note that the coefficient of the last term differs from that given in [33]. The
non-vanishing components of the Ricci tensor are:
Rab = Kgab − 2r−1∇a∇br,
RAB = (−r∇a∇ar + k −∇ar∇ar)γAB .
Using this the following field equation can be derived:
∇a∇br = 1
2r
(k −∇cr∇cr)gab − 4πr(Tab − trTgab)− 1
2
Λrgab (142)
where trT = gabTab. It follows that the last term in the expression for the
Kretschmann scalar can be written as
24r−2(
1
2r
(k−∇cr∇cr)+2πrtrT−rΛ/2)2+96π2(Tab− 1
2
trTgab)(T
ab− 1
2
trTgab).
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The only contribution to the Kretschmann scalar which is not a square is the
last one. This last term is positive provided the tensor T ab is diagonalizable.
This holds if the matter model satisfies the dominant energy condition.
B The twist-free condition
If k is a Killing vector and we denote the one-form corresponding to it via
the metric by the same letter then k is said to be twist-free if dk ∧ k = 0.
This is equivalent to the property that dk = η ∧ k for some η. By Frobenius’
theorem this is equivalent to the property that the orthogonal complement of k
is integrable.
Proposition B.1. Consider a spacetime admitting an isometry group with two-
dimensional spacelike orbits and suppose that the planes orthogonal to the orbits
are surface-forming. Then any one of the Killing vectors corresponding to the
group action is twist-free.
Proof. Without loss of generality we may restrict consideration to a point where
the Killing vector k is non-vanishing since points of this kind are dense. It then
suffices to show that the orthogonal complement of k is integrable. Let γ be
a curve which lies in an orbit and is orthogonal to the integral curves of k. It
is evident that such curves exist at least locally. Let W be the union of the
integral manifolds of the orthogonal complement of the orbits passing through
points of γ. Then W is an integral manifold of the orthogonal complement of k.
For it is a three-dimensional manifold whose tangent space is by construction
orthogonal to k.
Remark. The above Proposition is applicable to surface symmetric spacetimes,
as can be seen from the usual coordinate form of the metric. For the same reason
it also applies to spacetimes with Gowdy symmetry. It does not apply to general
T 2-symmetric spacetimes. In this last case there are two Killing vectors k and
l and the fact that the spacetime does not have Gowdy symmetry is equivalent
to the fact that one of dk ∧ k ∧ l or dl∧ k ∧ l is non-zero. It follows that at least
one of the two Killing vectors must fail to be twist-free.
C Homogeneous solutions and their stability prop-
erties
Let us consider in this section the k = 1, Λ ≥ 0 case. We will consider here
certain stability and instability phenomena of homogeneous solutions of the
Einstein-Vlasov system within the spherically symmetric class.
First we note there exists a spherically symmetric and homogeneous vacuum
solution, where f vanishes, and r = 1√
Λ
identically. This is sometimes called
the Nariai solution. The Penrose diagram of the universal cover of the quotient
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is easily seen to be
B
+
B +
B
−
B −
S˜
It is interesting to note that arbitrary small neighborhoods of the initial data in-
duced on S˜ in the space of Einstein-Vlasov initial data contain data sets with re-
gions coinciding with arbitrarily large regions of (almost extremal) Schwarzschild-
de Sitter initial data sets. By the domain of dependence property, the resulting
solutions will have in particular horizons, in fact, one can construct such arbi-
trary close solutions with arbitrary many horizons. Thus, the Nariai solution
is a homogeneous solution with the property that horizons occur for arbitrary
small spherically symmetric perturbations.19
One might object that the above cannot really be seen as a cosmological
solution. We discuss in the sequel a method for constructing more interesting
examples.
First, one can infer–from our previous results and “soft arguments”–the
existence of a homogeneous non-vacuum solution with k = 1, Λ > 0, such
that there exists a Cauchy surface with λ > 0, ν > 0, and such that, either
B+ = N+ with ∞ > r+ > 0, or B+ = B+h .
This we do as follows: Consider a one parameter family of homogeneous
solutions with f not vanishing identically, arising from initial data with constant
and fixed r, such that λ > 0, ν > 0 on that surface. Let the parameter be Λ
itself, the cosmological constant, and let it take all values in [0,∞). For Λ = 0,
we have shown r+ = 0. This means that there exists a later Cauchy surface S ′
such that λ < 0, ν < 0. Consider the set of Λ such that there exists such a
later Cauchy surface S ′. By Cauchy stability20, perturbations of such data in
the spherically symmetric class also have this property. In particular, this set
of Λ is open and nonempty.
On the other hand, consider such a homogeneous solution with r > 1√
Λ
,
ν > 0, λ > 0 on S. By the Proposition 11.2, it follows that B+ = B∞. On the
other hand, any solution such that B+ = B+∞ will have a later Cauchy surface S ′
19Some form of this fact was first enunciated in a linearised setting by [23].
20Here we are perturbing both the data and the equation by changing Λ!
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such that r > 1√
Λ
, λ > 0, ν > 0. By Cauchy stability, it follows that sufficently
small spherically symmetric perturbations of homogeneous solutions with f not
identically 0 and with r+ =∞ also satisfy r+ =∞.
In particular, the set of Λ in our one-parameter family such that r+ =∞ is
an open, non-empty subset of [0,∞), as is the set of Λ for which r+ = 0.
By connectedness of [0,∞), it follows that there exists a solution correspond-
ing to Λ0 such that either B+ = B+h , or B+ = N+ and r+ ≤ 1√Λ .
Finally, we can now rescale the parameters r, f , Ω, Λ in this family in such
a way so that the rescaled solutions (except for the one with Λ = 0, which
we discard) all have cosmological constant Λ0. Let the parameter of the one-
parameter family of homogeneous solutions thus obtained now be denoted by
s. Let R0 denote the class of solutions for which λ < 0, ν < 0 on some late
Cauchy surface S ′, and let E0 denote the class of solutions for which B+ = B+∞.
Let R denote the set of all spherically symmetric solutions with fixed Λ0 such
that λ < 0, ν < 0 on some late S ′, and let E denote the set of all spherically
symmetric solutions for which B+∞ = B+.
Let s0 denote supR0 s, and consider the homogeneous solution corresponding
to s0 considered as a solution with spatial topology R × S2. Now consider
arbitrary small spherically symmetric perturbations of this solution, which are
periodic in the direction of R21. That is to say, let U be an arbitrarily small
neighborhood of spherically symmetric solutions around the homogeneous one,
topologized by closeness on a fixed initial surface in a suitable norm.
If s0 ∈ E0, then U ∩ R0 6= ∅, U ∩ E0 6= ∅. It is clear that by an easy
domain of dependence argument, one can arrange an arbitrarily small spherically
symmetric perturbation of the initial data corresponding to the homogeneous
solution with s = s0 such that B+∞ 6= ∅, and {λ < 0}∩{ν < 0} 6= ∅. For this, we
just need to chose a perturbation coinciding with a homogeneous solution with
r+ = 0 on a sufficiently large subset of initial data, and similarly, a homogeneous
solution with r+ = ∞ on a sufficiently large subset. For the perturbations
constructed, it follows that B+h 6= ∅.
If s0 6∈ E0, since U ∩R, U ∩ E are open, by connectedness, one argues, after
possibly changing s0, that either there exists an open V ⊂ U such that V∩R 6= ∅
and V ∩E 6= ∅, or there exists an open V ⊂ int(U \ (R∪E)). In the former case,
one repeats the argument of the previous paragraph. In the latter case, every
solution in V will have Bh 6= ∅ or B+ = N+ with r+ ≤ 1√Λ .
Thus, either “global horizons” (the case of N+) or “horizon points” (the case
of B+h ) are relevant even in an arbitrarily small neighborhood of an “expanding”
homogeneous solution, and they occur for a set of solutions with non-empty
interior. In view of the remarks prior to Conjecture 15.6, one should expect
horizon points to give rise to null portions of the boundary of spacetime in
more general models, for instance, in the presence of charge. Thus, either way,
it appears that one should expect the boundary of spacetime to contain null
portions. These remarks should be contrasted with various general scenarios
that have been put forth as to the nature of “generic singularities” in general
21and thus can be quotiented to S1 × S2
80
relativity, scenarios that perhaps do not do sufficient justice to the variety of
causal structure that the global dynamics may give rise to, even in an arbitrarily
small neighborhood of a homogeneous cosmology.
Let us return to the case s0 ∈ E0, if this indeed occurs. In the case of topology
S1 × S2, the finiteness of the initial length of the S1 factor is an obstruction to
the creation of arbitrarily small perturbations of the kind described (i.e. using
the domain of dependence) in the R× S2 case. Nevertheless, given a smallness
parameter ǫ, then for sufficiently large length, there would exist a perturbation
of size less than ǫ with B+h 6= ∅, B+∞ 6= ∅, {λ < 0} ∩ {ν < 0} 6= ∅.
It remains to be seen whether there exist arbitrarily small perturbations of
fixed expanding homogeneous data on S1 × S2 such that B+h 6= ∅, B+∞ 6= ∅,
{λ < 0} ∩ {ν < 0} 6= ∅; this is Question 15.6.
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