Abstract. The following problem, originally proposed by Omladi c and Semrl Linear Algebra Appl., 249:29 46 1996 , is considered. Let k and n be positive i n tegers such that k n . Let L be a subspace of MnF, the space of n n matrices over a eld F, such that each A 2 L has at most k distinct eigenvalues in the algebraic closure of F. Then, what is the maximal dimension of L. Omladi c and Semrl assumed that F = C and solved the problem for k = 1 , k = 2 and n odd, and k = n , 1 under a mild assumption. In this paper, their results for k = 1 and k = n , 1 are extended to any F such that charF = 0, and a solution for k = 2 and any n, and for k = 3 is given.
1. Introduction. Let F be a eld. Let M m;n F denote the space of all m n matrices over F, and S n F denote the space of all n n symmetric matrices over F. Let M n F = M n;n F. In recent y ears there have been many w orks considering spaces of matrices which satisfy certain properties. For example, given a positive integer k, what can be said about a subspace L of M m;n F or S n F if every nonzero matrix in L has rank k. Or, what can be said if every matrix in L has rank bounded above b y k. One can consider also spectral properties. Gerstenhaber G showed that every subspace L of M n F consisting of nilpotent matrices has dimension bounded by , n 2 and if jFj n and dim L = , n 2 , then L is conjugate to the algebra of strictly upper triangular matrices; see also Se and BC . In this paper we consider the following problem. Let k and n be positive i n tegers such that k n . Let L be a subspace of M n F such that every A 2 L has at most k distinct eigenvalues in the algebraic closure of F. Then, what is the maximal dimension of L? This problem was proposed by Omladi c and Semrl OS . Atkinson A considered a subspace L of M n F with the property that every A 2 L has zero eigenvalue of algebraic multiplicity at least r, where 1 r n ; see Theorem 2.7. Clearly such L has the property that every A 2 L has at most n , r + 1 distinct eigenvalues. Omladi c and Semrl OS obtained the following results. In each case Omladi c and Semrl also determined the structure of every L for which the maximum dimension is attained. Of course, a is closely related to the nilpotent case. It is our purpose to extend the results of Theorem 1.1 to any eld such that charF = 0, complete the case k = 2 for any n, and give a solution to the case k = 3. The results obtained seem to suggest the following conjecture. Conjecture 1.2. Let k and n be integers, k n , and let F be a eld such that charF = 0 . L et L be a subspace o f M n F such that every A 2 L has at most k distinct eigenvalues. Then, dimL n 2
In Section 2 we bring some preliminary notations and results, while in Section 3 we give our main results of this paper.
We assume throughout unless explicitly stated otherwise that F is a eld such that char F = 0 and consider = 1 ; : : : ; m as an arbitrary point in F m or as a v e ctor of indeterminates, according to our convenience. We consider pt; as a polynomial in t with coe cients in F 1 ; : : : ; m , that is, a polynomial in F 1 ; : : : ; m t which is a unique factorization domain. Then pt; can be split in F 1 ; : : : ; m t as follows:
Preliminary Notations and
pt; = p k1 1 t; p k` t; ; where p j t; are monic distinct irreducible polynomials.
Denote n j =degp j . Then p j t; is of the form p j t; = t nj + q j1 t nj,1 + + q j;nj,1 t + q j;nj ;
where q j;r = q j;r 1 ; : : : ; m is a homogeneous polynomial in 1 ; : : : ; m of degree r r = 1 ; 2; : : : ; n j . Proof. W e can assume k j = 1 j = 1 ; 2; : : : ; . We shall proceed by induction with respect to`. If`= 1, then pt; = p 1 t; is irreducible. Thus p 1 t; and its derivative p 0 1 t; with respect to t are relatively prime. Hence, there exist polynomials q 1 t; and q 2 t; i n F 1 ; : : : ; m t and a nonzero polynomial ' 2 F 1 ; : : : ; m such that q 1 t; p 1 t; + q 2 t; p 0 1 t; = ' : Now, for anŷ 2 F m for which '^ 6 = 0 , p 1 t;^ and p 0 1 t;^ are relatively prime as polynomials in F t . Therefore, p 1 t;^ has k = n 1 distinct roots, which implies
Assume` 1. As we h a ve seen, there exists a nonzero polynomial ' 1 2 F 1 ; : : : ; m such that anŷ 2 F m for which ' 1 ^ 6 = 0 implies that p 1 t;^ has n 1 distinct roots. By the induction hypothesis there exists a nonzero polynomial ' 2 2 F 1 ; : : : ; m such that for anŷ 2 F m for which ' 2 ^ 6 = 0 the polynomial p 2 t; p`t; hasX j=2 n j distinct roots.
Since p 1 t; and p 2 t; p`t; are relatively prime, there existq 1 t; and q 2 t; i n F 1 ; : : : ; m t such that q 1 t; p 1 t; + q 2 t; p 2 t; p`t; = ' 3 ;
where ' 3 is a nonzero polynomial in F 1 ; : : : ; m .
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For anŷ 2 F m for which ' 3 ^ 6 = 0 , p 1 t;^ and p 2 t;^ p`t;^ are relatively prime as polynomials i n F t . Hence, they have no common root.
De ne ' = ' 1 ' 2 ' 3 . For anŷ 2 F m for which '^ 6 = 0, the polynomial pt;^ has k distinct roots. Thus, A= It follows from Lemma 2.1 thatV is an`-spect subspace, where` k , 1. We i n troduce now a linear ordering on the elements of n n , where n = f1; 2; : : : ; n g. Definition 2.3. A linear ordering , on n n is said to be a cornal ordering if it satis es the following three conditions. I i 1 ; 1 , i 2 ; 1 i i 1 i 2 . II 1; j 1 , 1; j 2 i j 1 j 2 . III p; 1 , i; j , 1; q for all i; j; p 1 and q 1. Definition 2.4. Let , be a linear ordering on n n and let A = a ij b e a nonzero matrix in M n F . We denote d , A = p; q, where p; q = minfi; j; a ij 6 = 0g and the minimum is taken with respect to ,.
Let V be a subspace of M n F and let fA 1 ; : : : ; A m g be a basis of V . Let , be a linear ordering on n n . We m a y think of a matrix in M n F a s a n n 2 -tuple taken in the order speci ed by , . P erforming Gaussian elimination on fA 1 ; : : : ; A m g with respect to ,, we get a basis fB 1 ; : : : ; B m g of V which satis es d , B i , d , B j for all 1 i j m and each matrix B i has an entry equal to 1 in the position d , B i .
We call that 1 the leading 1 o f B i with respect to ,. We m a y assume that for all i; j = 1 ; : : : ; m , i 6 = j, B j has a zero entry in the position of the leading 1 of B i .
Definition 2.5. Let V be a subspace of M n F and let , be a linear ordering on n n . We s a y that the basis fB 1 ; : : : ; B m g of V is a ,-ordered basis if it is obtained from some basis of V by Gaussian elimination with respect to the order ,.
We use the technique of the leading one's described above to obtain the following useful lemma. Lemma 2.6. Let , be a c ornal ordering on n n and let A r and A s be matrices in M n F such that d , A r = ; 1 and d , A s = 1 ; for some 2 ` n. Then the coe cient of t n,2 in pt; r ; s = det tI n , r A r + s A s must depend on s .
Proof. The coe cient o f t n,2 in pt; r ; s equals 2 r A r + s A s , where 2 r A r + s A s is the sum of the principal minors of order 2 of the matrix r A r + s A s . It follows from the choice of , that the term , r s must appear in 2 r A r + s A s .
Finally, w e quote a theorem due to Atkinson A , and establish an immediate corollary.
Theorem 2.7. Let F be a eld, jFj n, let r be an integer, r n , and let V be a subspace o f M n F with the property that every A 2 V has at least r zero eigenvalues. Then dimV 1 2 rr , 1 + nn , r.
Remark 2.8. We notice that if A 2 M n F has at least r zero eigenvalues, then Thus, if we adjoin the identity matrix to a subspace of the maximum dimension having that property, w e get a k-spect subspace of the maximum dimension in our conjecture. The assertion follows from Gerstenhaber's result.
For 2-spect subspaces we h a ve the following theorem. By Lemma 2.1, pt; splits in F 1 ; : : : ; m t in one of the following two forms.
Case 1: pt; = p k1 1 t; p k2 2 t; , where p 1 t; and p 2 t; are linear and distinct. Hence, by Lemma 2.2, V contains a 1-spect subspace of dimension m , 1. Now, the assertion follows from Theorem 3.1.
Case 2: pt; = q n=2 t; in this case n must be even, where qt; i s quadratic and irreducible of the form qt; = t 2 + q 1 t + q 2 ; where q 1 and q 2 are homogeneous in 1 ; : : : ; m .
Claim: There do not exist 1 r s m and 2 ` n such that A r and A s have leading one's with respect to ,, in the positions `; 1 and 1; respectively. De ne V 1 = span fA 1 ; : : : ; A m g n S. We h a ve dimV 1 dimV , n , 1.
LetV denote the subspace of M n,1 F obtained from V 1 by deleting the rst row and column of every matrix in V 1 .
i If there exists 1 j m such that d , A j = 1 ; 1, then dimV = dimV 1 , 1
andV is 1-spect subspace of M n,1 F. By Theorem 3.1 dimV n , 1n , 2 2 + 1 :
Hence, dimV n,1n,2 2 + 1 + n , 1 + 1 = nn,1 2 + 2 .
ii If there is no 1 j m such that d , A j = 1 ; 1, then dimV = dimV 1 . SinceV is either 2-spect or 1-spect subspace of M n,1 F and n , 1 is odd, it follows from the proof of Case 1 and Theorem 3.1 that dimV n , 1n , 2 2 + 2 ; which yields the assertion of the theorem. For the case k = 3 w e h a ve the following result.
Theorem 3.3. Let F be a eld with charF = 0 and n 4. L et V be a 3-spect subspace o f M n F . Then dimV nn,1
Proof. As in our proof of Theorem 3.2, we m a y assume that I n 2 V and fA 1 ; : : : ; A m g is a ,-ordered basis of V , where , is a cornal ordering. We proceed by induction with respect to n. Denote pt; = det tI n , m X i=1 i A i . By Lemma 2.1 pt; splits in F 1 ; : : : ; m t i n to a product of powers of distinct monic irreducible polynomials and one of the following 3 possibilities occurs.
Case 1: pt; = p k1 1 t; p k2 2 t; p k3 3 t; , where p i t; i = 1 ; 2; 3 are linear. By Lemma 2.2, V includes an`-spect subspaceV of dimension m , 1, wherè = 1 or 2. By theorems 3.1 and 3.2, dimV nn,1
