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Zusammenfassung. l1ehrwertige und periodische Systeme der Form 
y e:F(t,y), y(t)=y(t+ Q) werden mit Hilfe von Galerkin Verfahren 
untersucht. Es wird lediglich die l1onotonie eines der gesamten 
Aufgabe zugeordneten Operators auf geeignete Teilmengen von 
n-periodischen Funktionen benötigt . Bei den endlich dimensio-
nalen Aufgaben gelingt es trotz Mehrwertigkeit von F, daß die 
zugeordneten operatoren "weitgehend" einwertig und hemistetig 
sind. Beispiele, auch numerischer Art, erläutern die Tragweite 
der angegebenen Sätze . 
Einleitung 
Für das n-dimensionale, mehrwertige und bezüglich t periodische 
System 
Y e:F (t, y) 
y (t) =y (t+ Q) 
sollen Existenz- und Eindeutigkeitssä tze für periodische Lö sungen 
und deren Approximation angegeben werden. 
Für das n-dimensionale, einwertige und bezüglich t periodische 
System 
y=f(t,y) 
y (t)=y (t+ n ) , 
mit diffe renzierbarem f, wurden ähnliche Fragen bere its von M. 
Urabe (9] untersucht. 
In der Praxis treten dagegen häufig nichtdifferenzierbare Aufgaben 
auf, wie z.B.die eine Schwingung mit trockener 
beschreibende Differentialungleichung [8J 
.., (.) 2 ( ) x+2Dx+\Jsgn x +w x = ('tcos t 
- I )1 I +a cos (t) "w 2 x . "I \J 1 +acos (t) 




Probleme diesen Typs können in mehrwertige Differentialgleichungen 
umgeschrieben werdcn und ergeben nach Einführung eines geeigneten 
funktionalanalytischen Rahmens monotone Aufgaben. 
Auch differenzierbare Probleme, wie z.B. die Gleichung vom Duffing'-
sehen Typ [6J 
.• 3 2 
x-x +0 x =acos(t) 
oder .. 2 . 3. x+1.5 x-(x-s~n(t» =2s~n(t) 
führen auf monotone Operatoren und können mit ähnlichen Hethoden 
auf einfache Weise behandelt werden. 
Auch die Einbeziehung von in y unstetigen Systemen 
y=f(t,y) 
y(t)=y(t+\1) 
ist möglich durch einen von A. f. Filippov [5J einqeführtenLösungs-
begriff, bei dem die Aufgaben zunächst in mehrwertige Differential-
gleichungen überführt werden. 
Zu beachten ist, daß bei Umschreibung obiger Aufgaben in mehrwer-
tige Systeme erster Ordnung die entstehenden Funktionen F i.a. nicht 
monoton bezüglich eines inneren Produktes im Rn zu sein brauchen; 
jedoch können den Aufgaben monotone Operatoren T 
Tx.= {A(x-z) I z meßbar z(t)EF(t,x(t» f.ü.} 
auf geeigneten Teilmengen der \1-periodischen Funktionen zugewie-
sen werden. Dabei ist A eine nichtsinguläre,aber nicht notwendig 
positiv definite nxn Hatl'ix· 
Die Existenz von Lösungen der Operatorgleichungen 8eTx, und damit 
der entsprechenden Differentialgleichungen, soll mit Hilfe eines 
Galerkin Verfahrens nachgewiesen werden. 
Dazu wird im §2 ein Existenz- und Eindeutigkeitssatz für Lösungen 






oder den entsprechenden Operatorgleichungen eET.x, oder den Galer-
J 
kin Näherungen angegeben. 
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Für die Anwendung dieses Satzes ist wichtig, daß der dieser Aufgabe 
zugeordnete Operator 
T.x.= { A(x-P.z) Iz meßbar z(t)e:F(t,x(t)) Lü. x EC.CD.} 
J J J J 
in den "meisten" Punkten seines Definitionsbereiches einwertig 
und (herni) stetig ist. 
Letzteres kann trotz Mehrwertigkeit von F in praktischen Fällen 
durch geeignete Wahl der endlich dimensionalen Approximationsräume 
erreicht werden. Sif!he hierzu auch die l3emerkunsen und 
Beispiele. 
In den Beispielen werden entsprechend der Arbeit [9] die Räume 
D. durch endliche Abschnitte von Fourierreihen 
J 
r a cos(~(2rr/n)t)+b sin(~(2rr/n)t) 
~EN ~ ~ 
aufgebaut. 
Im §3 werden dann ein Eindeutigkeitssatz und mit Hilfe der Galerkin 
Näherungen ein Existenzsatz für die ursprüngliche Aufgabe erbracht. 
Sowohl im §2 als auch im §3 muß an F bezüglich y eine \'iachstums-
bedingung gestellt werden. Für den besonderen Fall einer Differen-
tialgleichung m-ter Ordnung 
(m) f(t (1) (2) y E ,y,y ,y , (m-l ) • •• , y ) 
braucht eine solche nur bezüglich der höchsten vorkommenden Ablei-
tüng gefordert werden. 
Die numerische Ermittlung der Galerkin Näherungen unter Differen-
zierbarkeitsbedingungen wird in [9J durch den Fixpunktsatz für 
kontrahierende Abbildungen oder durch das Newton Verfahren erbracht. 
Hier könnte formal ein Verfahren von R.F. Bruck [2J für monotone 
Operatoren benutzt werden. Im Beispiel 3.3 erwies es sich jedoch 
als zweckmäßiger, einfach das Verfahren der sukzessiven Approxi-
mationen zu benutzen. 
- 4-
§ 1. Allgemeine Vorauss e tzungen . llilfssätze. 
Zu u,VERm sei (u,v) das gewöhnliche Skalarprodukt im ~m und : u J 
der Betrag von u. KonJ(Rm) sei d i e Henge der nic h tleeren , konve-
xen und abgesch los senen Te ilmengen 
m 7.u E>O , AC~ und At~ beze ichne 
De f.1.1: 
Ei ne mengenwertige Abbildung 
m 
aus n . 
F:~xnn __ Kon'P( /Rn) 
he ißt halbstetig nach oben , wenn für a lle S ERxnn und al l e 8 >0 
ein 8(E , S»0 existiert mi t 
J,' (s')e: CF (s)] E für a lle s' E ~sJ ö . 
Für mengenvrert i ge und nach oben halbstet i ge Abbildungen ist de r 
fol ge nde Se l ektions satz richt i g (siehe hierzu z . B. [7 ]) . 
llilfssatz 1.1: 
Se i F e ine nach obe n halbstetige Abbildung . Dann existiert z u 
e iner vorgegebe n e n stet i gen Funktion y:R ~nn e ine meßbare 
Funktion z:H - nn mit 
z ( t ) EF (t,y(t)) f . ü .• 
Di e zu behande lnden mehrwertigen Dif fe r e ntialgleichungen so llen 
mi t tlo noto ni e me thode n untersucht ",e r de n. 
Es se i II de r Ra u m der q uadr a ti sch integr i e rba r e n und n -pe rio-
d isehen Funktione n mi t dem inne r en Prod u k t 
n 1 /2 [x , yJ .=([ (x(s) , y (s) )ds) , 
o 
D ein abgeschlossener Te ilraum v on II und Pein Pr o j e ktionsoper a -
tor von 11 auf D. 
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Es sei T ein Operator von (D, [.,.]) in die Menge ?(D) der Teil-
mengen von D. 
Def. 1 .2: 
Der operator T heißt CL-monoton, Henn für alle x,YED, Tx,Ty;i1ll und 
alle ~ETx und alle nETy gilt 
[~-n ,x-yJ ~ CL [x-y ,x-yJ CL>O. 
Gilt die Ungleichung mit CL=O, dann heißt der Operator monoton. 
Für monotone Operatoren kann der folgende Existenzsatz bewiesen 
werden (siehe hierzu [1] S.23): 
Hilfssatz 1.2: 
Es sei T:D ---~(D) ein monotoner Operator und C eine nichtleere, 
abgeschlossene und konvexe Teilmenge aus H. Dann existiert ein 
YEC mit 
[~+y,x-yJ~O 
für alle XEC, Tx;illl und alle ~ ETx. 
Def.1.3: 
Eine Funktion y:1R - Rn heißt Lösung der Aufgabe 
wenn: 
YEPF(.,y) 
y (t) =y (t+[l ) , 
1. Y absolut stetig und aus D ist, 
2. y fl-periodisch ist und 
3. eine meßbare Funktion z:lR--> nn, Z(t)EF(t,y(t)) f.ü., 
existiert, mit 
y (t) = (pz) (t) f. ü •. 
llemerkung 1.1: 
Für D=H und P=I fällt dieser Lösungsbegriff, abgesehen von der 
Periodizität, mit den üblichen für mengenwertige Differential-
gleichungen zusammen. 
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~2. Ein Existenz- und Eindeutigkeitssatz 
fUr Galerkin Näherungen 
Es sei Feine mengenwertige Abbildung 
n Tl n F:RxR ___ Konr(R ). 
Es seien (C.) . I' und ) ) e , 
räume aus H mit C.~0 ) 
(Oj)jeN Folgen 
und c.e 0 .' Die ) ) 
endlich dimensionaler Teil-
Elemente aus C. seien abso-) 
lut stetige Funktionen. 
(P.). sei eine Folge von projektionsoperatoren mit P.H=O. und ) ) eN ) ) 
(T.). N mengem~ertige Operatoren ) ) e 




fUr C XC j 
Dabei sei P.F(.,x).= {z'l z'=P.z, zeH, z(t)eF(t,x(t)) LU.} und ) ) 
A eine nxn Hatrix mit det(A)~O. 
Es soll jetzt eine Aussage zur Lösbarkeit der endlich dimensio-
nalen Aufgaben 





An F und den induzierten Operatoren 
Voraussetzungen (V) gestellt : 






Fist halbstetig nach oben, 
n (v,v)~ <!> (t)+1)I(t) (u,u) fUr alle uelR und veF(t,u) mit in 
[o , n] integrierbaren Funktionen<!> und 1)1 , 
T. ist a-monoton auf ) 




xeC. und (eTy , ) . 
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Satz 2.1: 
Für die Aufgabe 2.1 seien die Voraussetzungen V1-V4 erfüllt. 
Zusätzlich gelte für jedes XEC j mindestens eine der folgenden 
Bedingungen: 
a. x ist Lösung der Aufgabe, 
b. zu x gibt es mindestens ein WEC j und ein ~ETjW mit 
[~,w-xJ<a[w-x,w-xl, 
c. T. ist in x hemistetig, d.h. ) 
für alle WEC., alle O~T<T und für fast alle tE[o,n] ist ) W 
Tj ((1-T)X+TW) (t) einwertig und es gilt 
T. ((1-T)X+TW» :;-- T.x in der H-Norm, ) ._0 ) 
dann besitzt die Aufgabe eine eindeutig bestimmte Lösung. 
Beweis: 
Wegen der a-Monotonie von T ist 
[~-l1,x-yJ :2: a[x-y,x-y] a>O 
für alle ~ETx und alle l1ETy. 
Angenommen x und y wären Lösungen der Aufgabe, dann ergibt die 
Wahl ~=l1=O deren Gleichheit,und die Aufgabe besitzt somit höchstens 
eine Lösung. 
Es sei Q.=-I+(1!a)T (I=Identitätsoperator). Dann ist wegen den 
Voraussetzungen V1 und V2 und dem Hilfssatz 1.1 Tx~~ für alle 
XEC und somit auch Q(x)~~. 
Aus der a-Nonotonie von T folgt die Monotonie von 0 auf D • 
• Iit dem Hilfssatz 1.2 folgt dann die Existenz eines YEC mit 
[l1+Y, x-y J~O 
für alle XEC und alle l1EQX. 
Damit erfüllt y die Ungleichung 
[~,x-yJ~a[x-y,x-y] 
für alle XEC und CETx und die Bedingung a oder c muß für y erfüllt 
sein. 
Angenommen die Bedingung c ist erfüllt. 
Wird dann in der Ungleichung [l1+y,x-YJ~O statt x 
X =(1-T)Y+TW 
T 
(*) Der Einfachheit halber wird im Beweis der Index j weggelassen. 
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eingesetzt, dann ergibt sich die Ungleichung 
[QX +y,Vl-y]<!O 
oder "egen der Bedingung c 
[QY+Y, Vl-Y ] ?: O. 
0< r<T y 
Diese Ungleichung gilt für alle "ce. Wegen der Voraussetzung V4 
ist Y die Lösung der Aufgabe. 
Q.E.D. 
Wichtig für die An"endung dieses Satzes ist, daß trotz Mehrwertig-
keit von F mit geeigneten endlich dimensionalen Räumen D. häufig 
J 
erreicht werden kann, daß die Operatoren T. bis auf "wenige" 
J 
Punkte ihrer Definitionsbereiche hemistetig sind. Damit sind die 
zunächst unübersichtlichen und kuriosen Bedingungen a-c des Satzes 
i.a. leicht nachprüfbar. 
Hierzu noch das folgende Beispiel und die nachstehende verallge~ 
meinernde Betrachtung: 
Beispiel 2.1: 
Die Aufgabe,eine 2n-periodische Funktion XCH 2 zu finden mit 
.•. . 2 • 
x+2Dx+\lsgn{x)+w x = acos{t) x;iO 
-lu l+acos{t)fw2x"' ! u !+acos{t) x=O, 
(D,u'O) ,ist äquivalent zur Auffindung einer Lösung im Sinne 




Y cg (t,y ,y~).= 
2 1 ~ { E;! !; c{ 1/ w2 )( [-ll, II J + acos (t) } ) 
!!i t 
n . . 
I Y. (t)= I a 1 sin{llt)+b 1 coS{llt) 
1 . II II II = 1 
y= (Y 1 ,y 1 ) ) 
und 
y =0 2 
i=1,2), 
ist der Sa t z 2.' auf d ie Aufgabe 
YEP 2nF(.,y) 
y(t)=y(t+21T) 
anwendbar. Außerdem gilt [T 2nX-T2ny,x-y]? o [x-y,x-yJ. 
Der Operator T2n ist hemisteti') fUr alle ZEC 2n , ztO. z=O e r fül lt 
e,",twcde r die Bedinctung a oder b . Die Auf 'Ja ben habe n ,,\ 1 50 'imme r 
e ine J~sung. Mit d e r Wahl 0=0 . 8 , p=2, w=8 und a=2 ist z=O e i ne 
1.(;5\1" ,) der Au f gab e . Hit der \~ahl D=O.', p=0 .2 5 , w= ' und a=0 . 5 g ilt 
f ür z=O d i e Beding ung b. 
In konkrete n Fällen 'Tird F b i s auf e ine e nd liche (abz ä hlbare) 
~lenge von Punkten (ta ' ua ) oder Hyperebenen (., ua ), a =, ,2, ,n 
stetig sein. 
Im ersten Fall ist die Bedingung c stets erfüllt, und die übri-
gen k ö nne n e ntfalle n. 
Im z'Teiten Fall ist die Bedingung c z.B. für alle xED. e rfUllt, ) 
we lche die Gleichung x(t)=ua nur für e ndlich (abzählbar) viele 
t E [0 , n1 e rfülle n. I'Hrd der !1.aum 0j so ge~lählt, daß dies für d ie 
"me iste n" Punkte aus D. richtig ist, dann b rauchen di e Bedingun-) 
gen a oder b nur für die übr i gen "kritischen" Punkte nac hgeprüft 
werde n. 
Im vorangegangenen Beispiel wa r d ies nur für den kritischen 
Punkt z=O nöti<1. 
I st F für a lle (t,u) e inwe rti g und stetig, dann s ind die Bedin-
g un gen V, und e trivialerweise e r fü llt. Auch V2 kann e ntfalle n; 
sie wurde nur benöt i g t, um d ie quadratische Integri e rbarke it 
von Z(.)EF(.,x(.» zu qe"'ähr l e i sten . Der Satz 2.' ist dann e in 
bekannter Sa tz für stark monoto n e und hemistetige Operatore n ['1. 
Erfüllt P die Bedingung 
(u,-V, ,u-v)~ (a/fl ) (u-v,u-v) a ;. O 
für a lle U,EF(t,u) und V, EP(t, V), dann ist die Voraussetzung V3 
mit der Einheitsmatrix e rfü llt. 
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Wie nUtzlieh jedoch die EinfUhrung der Matrix A sein kann, zeigen 
die folgende Beispiele: 
Beispiel 2.2: 
Gegeben sei das System von Differentialgleichungen 
Y1=f(t'Y2) 
Y2=g(t'Y1) 
(kurz y=F(t,yl) mit n-periodischen, stetigen und reellwertigen 
fund g auf R2 • f bzw. g sei monoton wachsend in Y2 bZ~l. Y1. 
Dann ist die Ubliche Monotoniebedingung 
(F(t,u1 )-F(t,u2 ) ,u1 -u2 );'0 
i.a. nicht erfUllt. Auch die Ilah l eines anderen inneren Produktes im 
n2 fUhrt nicht zum Ziel. 
Hit der nicht-positiv definiten ,,1atrix A= l~1 -~l und 
ist aber 
Beispiel 2 .3: 
Bei der Gleichung vom Duffing'schem Typ 
.• 3 2 
x-x +0 X = acos(t) 
fUhrt die l"lahl A = [~ ~l zu 
2lT. . 2 2 2lT 2 
[T 2nx-t2nY' x-Y] 2: b (x 1- Y 1) d s - 0 b (x 1-Y 1) ds~a [x-y, x-yJ 
für alle 02~(2lT)2 und gee i gnetes 
C wie im Beispiel 2.1 gewählt. 2n 
a(02 »0. Dabe i wurden D2n un~ 
Auch bei dem in der Einleitung genannten Beispiel 
x+1.S 2x-(x-sin(t))3=2sin(t) 
kann so vorgegangen werden. 
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Ein wichtiges Beispiel für Aufgaben,die auf nicht hemistetige 
Operatoren führen können, sind die von A.F. Filippov [5] unter-
suchten Differentialgleichunqen 
y=f(t,y) 
n n f:RxR -R , f meßbar. 
Zu f(t,u) sei 
F(t,u).= n n Konf(t,U 6 (U)-N). t>O (S(I,)}~O 
Dabei sei a (N) das Lebesg ue-;·laß einer Te ilmenge N Rn und U8 (u) 
eine 8 -Umgebunq von u. 
Eine absolut stetige Funktion y heißt dann Lösung der Aufgabe 
y=f (t, y), \'Jenn 
y(t) "F(t,y(t)) f.ü. 
ist. 
Wird z.B. noch 
If(t,u)-f(t ' ,u) 1 ~I<lt-t' I 
verlangt, dann ist F halbstetig nach oben (siehe hierzu z.B. [7J) . 
Womit die hier angegebene Theorie auch auf diesen Typ von Aufgaben 
angewendet ~Jerden kann. 
Im Satz 2 .1 wirkt die VoraÜsRetzung V2 sehr einschränkend . Diese 
kann bei der n -periodischen Differentialgleichung m-te r Ordnung 
x(m)Ef(t,x,x(1), ... ,x(m-1)) 
oder dem äquivalenten System 
. •• , x 1 ) 
m-
ersetzt werden durch die Voraussetzung: 
(V2a) (v,v)',"<j> (t)+ljJ(t) (u,u) für alle uEH und 
integrierbaren Funktionen. und ~. 
2.2 
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Sa tz 2 . 2: 
Es seien die Vo raussetzunge n und Bedingungen von Satz 2 .1 e rfüllt 
mit V2a anstelle von V2 . 
Dann besitzt die Aufgabe 2 . 2 eine e indeut ige Lösung. 
Der Beweis erfolgt analog zum Beweis des Satzes 2 .1. 
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~3. Konvergensatz. Beispiele 
Es sei D e in abgeschlossener Teilraum von Hund UD. =D. Pein 
P . kt' t von ,-, auf D. J.I'I J rOJe 10nsopera or 
?'usätzlich qelte: 
(V5 ) Es gibt ein C( nC . fl/! und 11.E'f.c mit r11 . '11.J t; M>O Vj. J .. J J J J 'J J 
r'1i t der Lösbarkeit der Aufgaben 
YEP/(.,y) 
y (t) =y (t+1l) 2.1 
ergibt sich (das übliche Ergebnis) auch die Lösbarkeit de r Aufgabe 
Satz 3.1: 
YEPF (. ,y) 
y(t)=y(tHl) • 3 • 1 
Erfüllen Fund (Tj)j EN die Voraussetzungen V1-V5, dann besitzt die 
Aufgabe 3.1 e ine Lösung. 
Beweis: 
Es seien (Xj)j EN die Lösungen von 
YEP.F(.,y) 
J 
Y (t) =y (tHl ) . 
Es sei Ct.n C.fl/! und 11.ET.c mit[11.,11.1,n flir alle jE~. Aus 
J<lI J J J ~ J J . 
[11 . ,11 . J 1 /2 r x . -c , x . -c] 1 / 2 ~ [8-11 . , x . -c J ~ a [x . -c ,x . -c J 
J J "J J J J J J 
folqt dann, daß die Folge (x.) ' E"j bescllränkt ist. 
. . J J • 
Es ist x.=P.zJ f.li. mit ZJ(t)EF(t,x. (t» f.li. und deshalb auch 
J J J 
[X j ,xj ] !O[zj ,zj]'t!+K[Xj ,xjJ. 
Damit ist die Folge (Xj)j EN ebenfalls beschränkt und e ine schwach 
konvergente Teilfolge (x.) .. ' auswählbar. Die zugehörige 
J J Et~ 
Folge (x.) . ' konvergiert dann in der Maximum Norm gegen einen 
J JEN 
Grenzwert x. 
Aus der Folge (zj)j EN' läßt sich ebenfalls eine schwach konver-
gente auswählen. Diese sei ohne Einschränkung der Allgemeinheit 
die Folge selber und deren Grenzwert sei z. 
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Aus der Konvexität von F, der Halbstetigkeit nach oben von Fund 
zj(t)EF(t,x.(t» f.ü. folgt 
J 
und wegen der starken 
z (t) EF (t,x(t» f.ü. 





Leicht läßt sich nun der folgende Satz be\~eisen: 
Satz 3.2: 
Q.E.D. 
Besitzt die Aufgabe 3.1 nur eine Lösung, dann konvergieren die 
Lösungen (xj)j EN der Aufgaben 2.1 gleichmäßig (im Sinne der Maxi-
mum Norm) gegen die einzige Lösung von 3.1. 
Bewiesen wurde bis jetzt l ed iglich die Existenz einer Lösung der 
Aufgabe YEPF(.,y), y(t)=y(t+0.). Das ursprüngliche Ziel ist der 
Nachweis einer Lösung dDr Pufgabe ~ E F(t,y), y(t)=y(t+rl ). 
Dies kann häufig ~it einfachen Zusatzüberlegungen erreicht werden. 
Hierzu zwei Beispiele : 
Be ispiel 3.1: 
Bei der Aufgabe 
" 3 2 
x-x +a x=acos(t) 
~uß die Lösung eine ungerade Funktion sein. Ausnutzung von Beispiel 
2.3 und Satz 3.1 liefert dann e ine Lösung dieser Aufgabe. 
Beis,Eiel 3.2: 
OilS Reispiel 2 .1 und der Satz 3.1 (n gegen unenil lieh ) liefern 
eine Lösung der Aufgabe 
. 




"" H . = { (x, x) I x abs. 5 te t ig x= I a sin ()Jt) +b cos ()Jt) }. 
)J=1 )J )J 
Es sei X diese Lösung. Eine Lösung der Aufgabe 
..• . 2 
x+2Dx+)Jsgn(x)+ w x = acos(t) ~~O 
- 1)J! +acos(t).w2x~ I )J!+acos(t) ~=O 
muß die Form a+3<, xcII und acEl haben . 





t; ( .) meßbar 
falls x (s»O 
falls 3((5)=0 
falls 3((5)<:0 
Zu bemerken ist noch, daß die Aufgabe im Raum {a+x} H n i.a. 
XE , aEIIl'\ 
keine eindeutig bestimmte Lösung besitzt . 
Beispiel 3.3: 
Die Aufgabe 
x+0.2x+0.25sgn(~)+x = 0.5cos(1It) x~O 
-0.25+0.5cos (1It)~x "" 0 .25+0.5cos (1It) x=O 
wurde auch numerisch behandelt. 
bie entsprechende Aufgabe (Be ispie l 2.1) 
5'eP 2nF(.,y) 
y(t)=y(t+,(l) 
ist äquivalent zur Auffindung einer Lösung von 
x+0.2x+xc - {P2 sqn (x ( . ) ) } +0 . 5eos (11 t) . n . 
d ie projektion von t; auf H? 
_n 
n 
Ix= I a cOS(jJ1It)+b sin()J1It) 
11=1 )J )J 
x abs. 5 te . }. 
Es zeigt sich (Multiplikation der Gleichung mit x), daß das Ver -
fahren der sukzessiven Approximationen 
ij+1+0.2Xj+1+Xj+1 co .5cOS(1It)-{F2nsgn(xj (.)} jeN 
gegen die Lösung der Aufgabe konvergiert. 
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FUr die einfachen Fälle n=1,3 wurde dies durchgefUhrt. Nach nur 
fUnf Schritten blieben die zu ermittelden Koeffizienten an b n )J' )J 
)J=1, ,n stets fest (Start a=b=O, sgn(O)=O). 
Es ergab sich 
n=1 a 1=-0.029464 
b 1= 0.027903 
n=3 a 1=-0.028366 
b 1= 0.026941 
-13 
a 2 _ 1.610 
-13 b2--5.n 10 
a 3= 0.000789 
b 3=-0.000911 
Ein Vergleich mit [8] zeigt, daß die Differenz der Ergebnisse 
in der Größenordnung von 10-3 liegt. Dies bedeutet, daß das Verfahren 
praktikabel ist und das die ersten Fourierkoeffizienten in der 
Aufgabe bestimmend sind. 
Bemerkung 3.1: 
Ist ein Konvergenzsatz fUr Aufgaben der Form 
(m-1 ) ) 
,y 
erwünscht, dann mUssen die Bedingungen von Satz 3.1 an das ent-
sprechende System erster Ordnung gestellt werde n. Außerdem muß 
die Wachstumsbedingung V2a aus §2 bezUglich der höchsten vorkom-
menden Ableitung auf der rechten Seite gefordert werden. 
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