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Pemetaan dipandang sebagai salah satu hal yang menjadi kunci utama 
untuk membuat sebuah robot agar sepenuhnya bersifat otomatis. Apabila sebuah 
robot memiliki fitur pemetaan, maka robot tersebut dapat melakukan perencanaan 
rute dari suatu lokasi ke lokasi lainnya pada area kerja yang belum ditentukan 
sebelumnya, dimana hal tersebut merupakan kondisi yang umumnya ditemukan 
pada aplikasi nyata. Penelitian ini berfokus kepada penerapan kamera RGB-D 
untuk keperluan pembuatan peta pada ruang tertutup. Jenis kamera RGB-D yang 
digunakan pada penelitian ini adalah Kinect Xbox 360. 
Sistem ini memiliki tiga bagian utama yaitu RGB-D registration, camera 
pose estimation, serta laser scan based depth measurement. Bagian RGB-D 
registration digunakan agar pada setiap piksel RGB terdapat nilai depth yang 
sesuai. Hal tersebut diperlukan karena letak dari sensor RGB dan depth pada Kinect 
tidak sama. Luaran dari proses tersebut akan digunakan oleh camera pose 
estimation. Camera pose estimation digunakan untuk mengestimasi heading 
(paralel terhadap lantai) serta pergerakan maju Kinect. Estimasi heading didapatkan 
dengan cara menghitung transformasi fitur-fitur corner yang didapat dari sekuen 
citra RGB, sedangkan estimasi pergerakan maju didapatkan dari perubahan 
informasi depth Kinect. Bagian laser scan based depth measurement digunakan 
untuk melakukan konversi informasi citra depth Kinect ke dalam representasi laser 
scan (LiDAR) sehingga dapat digunakan untuk proses pembuatan peta. 
Pengujian dilakukan pada ruangan dengan dimensi 10.81 x 15.15 m. 
Evaluasi dilakukan dengan cara membandingkan luas area sebenarnya dengan luas 
yang diukur dari peta yang dibuat. Perbandingan yang dilakukan meliputi dua hal 
yaitu uncovered area dan excessed area. Dari hasil percobaan, algoritma FAST 
menghasilkan total error (uncovered area ditambah excessed area) sebesar 8.27 
m², GFtT sebesar 8.18 m², dan Harris sebesar 8.54 m², terhadap luasan area aktual 
sebesar 27.873 m². Berdasarkan hasil percobaan tersebut, penggunaan algoritma 
GFtT memberikan performa yang lebih baik, yaitu nilai total error yang paling 
kecil, apabila dibandingkan dengan FAST maupun Harris. 
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Mapping is seen as one of the main objectives in-order to make a fully 
automatic robot. If a robot has mapping features, the robot can do route planning 
from one location to another in a undetermined work area, which is a condition 
commonly found in real applications. This research focuses on applying RGB-D in 
closed space mapping system. The RGB-D camera which has been used is Kinect 
Xbox 360. 
This system has three main parts, namely RGB-D registration, camera 
pose estimation, and laser scan based depth measurement. The RGB-D registration 
section is used so that in each RGB pixel there is an appropriate depth value. This 
is necessary because the location of the RGB and depth sensor on the Kinect is 
different. The output of the process will be used by camera pose estimation. Camera 
pose estimation is used to estimate headings (parallel to the floor) and the forward 
movement of Kinect. The heading estimation is obtained by calculating the 
transformation of corner features obtained from the RGB image sequence, while 
the forward movement estimation is obtained from changes in Kinect depth 
information. The laser scan based depth measurement section is used to convert 
depth Kinect image information into laser scan representation (LiDAR) so that it 
can be used for the map making process. 
Tests has been carried out in rooms with dimensions of 10.81 x 15.15 m. 
Evaluation is done by comparing the actual area with the area measured from the 
map made. Comparisons has been done considering two things, namely uncovered 
area and excessed area. From the results of the experiment, FAST algorithm gave a 
total error (uncovered area plus excessed area) of 8.18 m², GFtT a total error of 8.18 
m², and Harris a total error of 8.54 m² on the actual area of 27.873 m². Based on the 
result, which is smaller total error, GFtT gave a better performance compared to 
FAST and Harris. 
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1.1 Latar Belakang 
Selama beberapa dekade terakhir, pengembangan teknologi robotika 
menarik banyak minat dari para peneliti di seluruh dunia. Hal tersebut ditandai 
dengan banyaknya gagasan-gagasan penemuan yang berkontribusi pada aplikasi 
robot di dunia nyata. Saat ini robot mobile dapat bekerja secara otomatis, dimana 
beberapa tahun silam masih diperlukan interaksi dan perintah secara langsung dari 
pengguna. Robot mobile memiliki rentang aplikasi yang sangat beragam, mulai dari 
dunia medis [1], militer [2], industri [3], hingga hiburan [4]. Salah satu contoh 
aplikasi nyata robot mobile telah diusulkan dan dikembangkan oleh Purwanto, 
Rivai, dan Soebhakti [5]. Pada contoh-contoh aplikasi yang telah disebutkan, robot 
mobile diharuskan untuk memiliki kemampuan navigasi yang kompleks tanpa 
perintah dari pengguna. Agar dapat melakukan navigasi serta merencanakan rute 
perjalanan yang optimal dari satu lokasi ke lokasi yang lain, maka robot 
memerlukan peta dari area kerjanya, di mana hal tersebut umumnya tidak tersedia. 
Maka dari itu, agar robot dapat bekerja secara otomatis akan dibutuhkan 
kemampuan untuk membuat peta. 
Pemetaan dipandang sebagai salah satu hal yang menjadi kunci utama 
untuk menjadikan sebuah robot sepenuhnya bersifat otomatis [6]. Proses kerja 
pemetaan secara umum memanfaatkan dua buah jenis sensor, yaitu sensor jarak 
yang umumnya memanfaatkan sinar laser, serta odometer (umumnya berbasis 
encoder) yang akan dipasang pada roda robot. Sensor jarak akan digunakan untuk 
mengetahui jarak robot ke dinding atau halangan-halangan lainnya, sedangkan 
odometer akan digunakan untuk memperkirakan lokasi robot. Adapun penggunaan 
encoder pada roda robot memiliki aspek mekanis yang banyak, sehingga akan 
banyak pula hal-hal mekanis yang berpotensi untuk menjadi noise. Beberapa contoh 
batasan mekanis yang dimaksudkan adalah seperti [7]: 
1. Teknik tersebut hanya dapat digunakan pada robot beroda, 
2. Bentuk roda yang tidak simetris, 
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3. Terjadinya selip, lintasan yang tidak rata, dll., 
4. Error yang terjadi pada pengukuran jarak akan bersifat akumulatif. 
Salah satu penelitian mengenai pemetaan sebelumnya telah dilakukan [8]. 
Penelitian tersebut menggunakan Kinect (kamera RGB-D) dan encoder yang 
dipasang pada roda robot. Adapun Kinect digunakan untuk mengetahui jarak robot 
dari halangan-halangan yang ada sehingga dapat dibuat sebuah peta, sedangkan 
estimasi pergerakan robot didapatkan melalui data dari encoder. Pada penelitian ini 
akan diusulkan penerapan Kinect yang sekaligus digunakan untuk mengestimasi 
pergerakan robot, sehingga menggantikan peran dari encoder. Dengan teknik ini 
diharapkan proses pemetaan terbebas dari batasan-batasan mekanik yang telah 
disebutkan sebelumnya. 
 
1.2 Rumusan Masalah 
Berdasarkan dari latar belakang yang telah disampaikan, maka penulis 
membuat perumusan masalah yaitu bagaimana membuat sistem pemetaan dengan 
memanfaatkan kamera RGB-D pada ruang tertutup untuk menjadi solusi bagi 
batasan-batasan penerapan encoder. 
 
1.3 Tujuan 
Tujuan diadakannya penelitian ini adalah untuk memberikan solusi dari 
batasan-batasan mekanis yang timbul pada penerapan odometri berbasis encoder, 
untuk keperluan pemetaan. 
 
1.4 Batasan Masalah 
Batasan masalah pada penelitian ini adalah bahwa area kerja memiliki fitur 
corner lebih dari 5 poin, pencahayaan ruang yang baik, serta jarak untuk setiap citra 
depth yang ditangkap dapat ditentukan. 
. 
1.5 Kontribusi 
Manfaat kedepan yang diharapkan oleh penulis dari penelitian ini adalah, 
teknik pemetaan ruang tertutup menggunakan kamera RGB-D dapat digunakan 
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untuk menggantikan peran dari encoder pada sistem pemetaan. Dengan demikian, 
kelemahan-kelemahan pemetaan berbasis encoder yang sebelumnya telah 
disebutkan dapat diatasi. Hilangnya batasan bahwa jenis robot haruslah beroda juga 
akan membuka kesempatan pengembangan penelitian lainnya seperti penerapan 
teknik pemetaan pada robot berkaki, robot aerial, dll. 
 
1.6 Metodologi Penelitian 
Pada bagian ini akan disampaikan blok utama sistem secara umum, yaitu 
sistem pemetaan para ruang tertutup memanfaatkan kamera RGB-D. Blok tersebut 
kemudian diuraikan menjadi bagian-bagian sederhana yang berfungsi sebagai 



























2.1 Kajian Penelitian Terkait 
Beberapa penelitian mengenai sistem lokalisasi dan pemetaan telah 
dilakukan menggunakan berbagai metode, di mana salah satunya adalah 
memanfaatkan sensor jarak infra merah [9]. Penggunaan sensor jarak yang 
memanfaatkan infra merah, sonar, ataupun laser dapat memberikan hasil yang 
cukup baik. Namun apabila fitur-fitur yang didapatkan oleh sensor jarak 
dibandingkan dengan fitur-fitur yang ada pada sebuah citra, maka jumlah fitur-fitur 
yang dapat dideteksi pada sebuah citra akan jauh lebih banyak. Dengan 
memanfaatkan citra, selain jarak dengan obyek, indentifikasi obyek pun dapat 
dilakukan. Selain itu, pada permasalahan pemetaan dan lokalisasi, semakin banyak 
fitur yang dapat dideteksi akan membuat proses estimasi posisi kamera menjadi 
lebih akurat [10]. 
Selain penelitian yang telah disebutkan, telah dilakukan pula penelitian 
yang memanfaatkan sensor Inertial Measurement Unit (IMU) serta encoder [11]. 
Encoder pada penelitian tersebut dipasang pada gulungan kabel yang kemudian 
kabelnya akan ditarik oleh robot pada saat berjalan menelusuri pipa. Dapat ditarik 
kesimpulan bahwa encoder tidak berkaitan langsung dengan aspek mekanik dari 
robot. Apabila terdapat selip pada roda robot, panjang kabel yang ditarik pun tidak 
bertambah. Apabila roda robot tidak simetris, hal tersebut juga tidak berpengaruh 
pada pembacaan jarak tempuh robot oleh encoder. Lain halnya dengan penggunan 
encoder, yang umumnya dipasang pada roda robot. Apabila terjadi selip, maka 
robot akan dianggap bergerak, namun kenyataannya adalah sebaliknya. 
Berdasarkan hal-hal di atas, maka saat ini fokus penelitian sistem lokalisasi 
dan pemetaan banyak beralih pada penerapan metode odometri visual. Beberapa 
penelitian yang telah dilakukan adalah seperti penggunaan kamera monokuler [12] 
dan kamera stereo [13]. Penelitian ini bertujuan untuk mengembangkan metode 
odometri visual yang telah digunakan pada penelitian-penelitian sebelumnya, yaitu 
memanfaatkan kamera RGB-D. Dengan menggunakan kamera stereo, bisa 
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didapatkan informasi depth melalui proses triangulation. Namun karena sifat dari 
kamera stereo adalah pasif, untuk mendapatkan informasi depth diperlukan tekstur 
visual pada citra yang ditangkap. Lain halnya dengan kamera RGB-D yang bersifat 
aktif. Kamera RGB-D menggunakan cahaya laser terstruktur untuk proses 
perhitungan depth, sehingga pembacaan informasi depth tidak tergantung oleh 
tekstur visual. 
 
2.2 Koordinat Homogen 
Homogeneous coordinates atau dalam Bahasa Indonesia disebut sebagai 
koordinat homogen merupakan sistem koordinat yang digunakan dalam 
permasalahan projective geometry. Dua alasan mengapa koordinat homogen 
digunakan adalah [14]: 
1. Suatu poin pada titik tak terbatas (infinity) dapat dituliskan pada koordinat 
homogen, 
2. Transformasi affine dan transformasi projective dapat diwakili oleh sebuah 
matrik saja. 
Representasi dari sebuah titik 𝐱 akan bersifat homogen (sama) apabila 𝐱 
dan 𝜆𝐱 merepresentasikan titik yang sama untuk 𝜆 ≠ 0. Hal tersebut dapat 


















𝑦  (2.1) 
 
Gambar 2.1 Relasi Koordinat Homogen dan Koordinat Cartesian [14] 
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Di mana 𝑢, 𝑣, dan 𝜆 merupakan koordinat homogen dari suatu titik 𝐱, 
sedangkan 𝑥 dan 𝑦 merupakan koordinat Cartesian-nya. Persamaan (2.1) dapat 
diilustrasikan oleh Gambar 2.1. Hal yang sama juga berlaku untuk sebuah titik pada 




































2.3 Transformasi Geometri pada Koordinat Homogen 
Pada koordinat Cartesian, persamaan transformasi projective dapat 
dituliskan sebagai (2.3), di mana 𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹, 𝑎, 𝑏, dan 𝑐 merupakan konstanta-
konstanta untuk transformasi projective, 𝑥 dan 𝑦 merupakan koordinat Cartesian 













Apabila koordinat Cartesian suatu titik pada bidang 2D diubah ke dalam sistem 
koordinat homogen, maka (2.3) dapat diubah menjadi (2.4). 
 𝐱 =
𝑥





















𝐴𝑥 + 𝐵𝑦 + 𝐶
𝐷𝑥 + 𝐸𝑦 + 𝐹
𝑎𝑥 + 𝑏𝑦 + 𝑐
 (2.4) 
Hasil dari (2.4) merupakan koordinat homogen, dan dapat diubah ke sistem 






𝐴𝑥 + 𝐵𝑦 + 𝐶
𝐷𝑥 + 𝐸𝑦 + 𝐹
𝑎𝑥 + 𝑏𝑦 + 𝑐
=
1
→ 𝐱 =  (2.5) 
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Melalui persamaan (2.4), proyeksi affine dan projective dapat 
direpresentasikan dengan menggunakan 1 matrik saja sehingga relatif 
menyederhanakan baris kode program serta mempercepat waktu komputasi. 
 
2.4 Matrik Essential 
Pada konsep stereo vision orientasi relatif antara dua buah kamera 
diketahui sebelumnya, sehingga dapat ditentukan matrik transformasi antara citra 
dari kamera kiri dan kanan. Lain halnya pada mono vision, di mana orientasi pose 
relatif terhadap pose awal kamera tidak diketahui. Persamaan dari dua buah pose 
mono vision dapat dituliskan sebagai (2.6) [15]. 
 𝜆𝐩 = 𝐀[𝐈|𝟎]𝐏 = 𝐀𝐏 , untuk pose pertama kamera  
 𝜆′𝐩 = 𝐀′[𝐑|𝐭]𝐏 , untuk pose kedua kamera (2.6) 
dengan: 
 𝜆: faktor scaling koordinat homogen 
 𝐩 : koordinat homogen dari titik pada citra (2D) 
 𝐏 : koordinat homogen dari titik pada dunia nyata (3D) 
 𝐑: matrik rotasi 
 𝐭: matrik translasi 
 𝐀: matrik intrinsik kamera 1 
 𝐀′: matrik intrinsik kamera 2 
adapun pada penelitian ini pengambilan citra akan dilakukan menggunakan kamera 
yang sama sehingga 
 𝐀′ = 𝐀  
jika 𝐱 dan 𝐱′ merupakan 𝐩  dan 𝐩  yang ternormalisasi 









maka (2.6) dapat ditulis kembali sebagai berikut 
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 𝜆𝐱 = 𝐏 , untuk posisi pertama kamera  
 𝜆 𝐱 = [𝐑|𝐭]𝐏 = 𝐑𝐏 + 𝐭  
 𝜆 𝐱 = [𝐑|𝐭]𝐏 = 𝜆𝐑𝐱 + 𝐭, untuk posisi kedua kamera (2.7) 
Untuk menghilangkan 𝐭 pada sisi kanan (2.7), maka kedua sisi dapat dikalikan 







 𝜆 [𝐭]×𝐱 = 𝜆([𝐭]×𝐑)𝐱 (2.8) 
dan jika (2.8) dikalikan dengan transpose dari 𝐱 , maka dapat ditulis 
 𝜆 𝐱 ([𝐭]×𝐱 ) = 𝜆𝐱 ([𝐭]×𝐑)𝐱 (2.9) 
Karena 𝐱 ([𝐭]×𝐱 ) = 0, maka 𝐱 ([𝐭]×𝐑)𝐱 = 0, sehingga dapat dituliskan 
 𝐱 𝐄𝐱 = 𝟎 (2.10) 
di mana 𝐄 = [𝐭]×𝐑 disebut sebagai matrik essential. Dengan tujuan untuk 
menemukan nilai 𝐄 dari korespondensi antara titik 𝐱 dan 𝐱′, (2.10) dapat diturunkan 
sebagai berikut 







= 𝟎  
sehingga 
 [𝑥𝑥 𝐸 + 𝑦𝑥 𝐸 + 𝑥 𝐸 + 𝑥𝑦 𝐸 + 𝑦𝑦 𝐸 + 𝑦 𝐸 + 𝑥𝐸 + 𝑦𝐸 + 𝐸 ] = 𝟎  
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= 𝟎  
 𝐃. 𝐄 = 𝟎 (2.11) 
di mana (2.11) merupakan persamaan homogen. Apabila jumlah korespondensi titik 
≥ 8, maka nilai dari 𝐄 dapat ditentukan menggunakan Singular Value 
Decomposition (SVD) [15]. 
Karena 𝐄 merupakan hasil perkalian matrik skew-symmetric [𝐭]× dengan 
matrik 𝐑, maka transformasi rotasi dan translasi bisa didapatkan melalui 
dekomposisi matrik 𝐄. Proses dekomposisi matrik  𝐄 dapat dilakukan menggunakan 
SVD namun dengan memperhitungkan batasan khusus yaitu dua singular value-
nya bernilai sama, dan singular value ke tiga bernilai nol [16]. 
 
2.5 Singular Value Decomposition 
SVD merupakan faktorisasi sebuah matrik 𝐀 ke dalam bentuk 𝐔𝚺𝐕 , di 
mana 𝐔 merupakan matrik orthogonal 𝑚 × 𝑚, 𝚺 merupakan matrik diagonal 𝑚 × 𝑛 
yang memiliki angka positif untuk masing-masing elemen diagonalnya, dan 𝐕 
merupakan matrik orthogonal 𝑛 × 𝑛 [17]. 
 𝐀 = 𝐔𝚺𝐕T (2.12) 
di mana 
 𝐔 𝐔 = 𝐕 𝐕 = 𝐈  
Kolom dari matrik 𝐔 merupakan eigenvector orthonormal dari 𝐀𝐀 , 
sedangkan kolom dari matrik 𝐕 merupakan eigenvector orthonormal dari 𝐀 𝐀, 
sedangkan 𝚺 merupakan matrik diagonal yang berisi nilai akar dari eigenvalue 𝐔 
atau 𝐕 dengan urutan  descending. 
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SVD memiliki banyak aplikasi di mana salah satunya adalah untuk 
menyelesaikan sistem persamaan homogen seperti (2.11). Dengan menggunakan 
(2.12), nilai 𝐄 dari dapat ditentukan sebagai eigenvector dari 𝐃 dengan nilai 
eigenvalue terkecil dari matrik 𝐕. 
 
2.6 Estimasi Matrik Essential 
Pada penelitian ini, proses estimasi matrik essential akan dilakukan 
menggunakan MATLAB. Pada MATLAB terdapat fungsi 
estimateEssentialMatrix [18], di mana proses estimasi memerlukan 
jumlah korespondensi titik ≥ 5. Fungsi tersebut menggunakan algoritma yang 
diusulkan oleh Nister [19]. 
2.7 Matrik 𝐑 dan 𝐭 dari Matrik Essential 
Proses untuk mendapatkan matrik 𝐑 dan 𝐭 dapat dilakukan menggunakan 
SVD dengan beberapa batasan khusus. Pada penelitian ini, proses untuk 
mendapatkan matrik 𝐑 dan 𝐭 dari matrik essential akan dilakukan menggunakan 
salah satu fungsi MATLAB yaitu relativeCameraPose [18]. 
 
2.8 Representasi Euler untuk 𝐑 
Matrik rotasi 𝐑 dapat direpresentasikan ke dalam bentuk Euler, di mana 
representasi Euler biasa digunakan untuk menggambarkan orientasi suatu obyek 
terhadap suatu sistem koordinat acuan. Ilustrasi dari sudut Euler terdapat pada 
Gambar 2.2 di bawah. 
 




Gambar 2.3 Ilustrasi Pendeteksian fitur corner FAST [22] 
Proses konversi 𝐑 ke dalam bentuk Euler dapat dilakukan mengikuti 
langkah-langkah yang dideskripsikan oleh Mallick pada artikelnya [20]. Adapun 
pada penelitian ini proses konversi akan dilakukan menggunakan fungsi MATLAB 
yaitu rotm2eul [18], di mana fungsi ini memberikan output yang sama. 
 
2.9 Fitur Corner FAST 
Sebuah corner dapat didefinisikan sebagai titik sambungan dari dua buah 
edge yang berasal dari arah yang berbeda, sedangkan edge sendiri merupakan 
perubahan drastis dari kecerahan pada sebuah citra. Fitur corner merupakan fitur 
yang tahan terhadap translasi, rotasi, serta iluminasi. Fitur corner banyak 
dimanfaatkan pada aplikasi-aplikasi seperti motion tracking, image stitching, stereo 
vision, dll. 
FAST merupakan kependekan dari Features from Accelerated Segment 
Test. FAST digagas untuk mengatasi permasalahan di mana proses algoritma 
pendeteksian fitur corner yang ada pada saat itu tidak cukup cepat untuk 
diaplikasikan secara real-time. Adapun algoritma pendeteksian fitur corner FAST 
dapat diringkas sebagai berikut [22]: 
1. Pilih sebuah piksel 𝐩 pada citra grayscale yang akan dideteksi apakah 
merupakan sebuah corner atau tidak. Intensitas dari 𝐩 akan disebut sebagai 
𝐼𝐩, 
2. Tentukan sebuah nilai batas 𝑡, 




4. Piksel 𝐩 akan dinyatakan sebagai corner apabila terdapat 𝐧 piksel kontinu 
pada 16 piksel yang mengelilinginya, yang semuanya memiliki intensitas 
lebih terang dari 𝐼𝐩 + 𝑡 atau intensitas lebih gelap dari 𝐼𝐩 − 𝑡. Nilai dari 𝐧 
yang dipilih adalah 12. 
Sebelum poin 4 dilakukan, high speed test untuk 𝐩 dapat dilakukan untuk 
mengabaikannya jika tidak memiliki kemungkinan untuk dinyatakan sebagai 
corner. High speed test dilakukan dengan cara mengamati 4 buah piksel yaitu 1, 9, 
5, 13. Apabila piksel 1 dan 9 memiliki intensitas lebih terang dari 𝐼𝐩 + 𝑡 atau lebih 
gelap dari 𝐼𝐩 − 𝑡, cek piksel 5 dan 13. Apabila 𝐩 merupakan corner, maka 
setidaknya 3 piksel akan memenuhi kriteria tersebut. Pada penelitian ini, proses 
pendeteksian fitur corner FAST akan dilakukan menggunakan fungsi MATLAB 
yaitu detectFASTFeatures [18]. 
 
2.10 Optical Flow 
Pada penelitian ini, teknik optical flow Lucas-Kanade akan digunakan 
untuk mencari korespondensi fitur corner antara citra 𝑛 − 1 dengan citra 𝑛. 
Penjelasan sederhana dari cara kerja teknik ini adalah sebagai berikut. Seperti pada 
Gambar 2.3, asumsikan bahwa kita melihat suatu scene melalui sebuah lubang 
kotak. Nilai intensitas awal, yaitu 𝑎, yang kita amati melalui lubang kotak tersebut 
akan bervariasi. Jika nilai intensitas naik menjadi 𝑏, maka dapat diasumsikan 
terdapat pergerakan ke kiri dan ke atas. 
Apabila penambahan intensitas suatu piksel pada sumbu 𝑥 adalah 𝐼 (𝑥, 𝑦) 
dan pada sumbu 𝑦 adalah 𝐼 (𝑥, 𝑦), total penambahan intensitas dari pergerakan 𝑢 
pada sumbu 𝑥 dan pergerakan 𝑣 pada sumbu 𝑦 adalah 𝐼 (𝑥, 𝑦), yang dapat 
dituliskan sebagai (2.13) [23]. 
 𝐼 (𝑥, 𝑦) × 𝑢 + 𝐼 (𝑥, 𝑦) × 𝑣 = (𝑏 − 𝑎) = −𝐼 (𝑥, 𝑦) (2.13) 
Pada penerapannya, estimasi pergerakan 𝑢 dan 𝑣 akan sulit dilakukan 
melalui pengamatan sebuah piksel saja. Maka dari itu sebuah piksel akan diamati 
bersama dengan tetangganya, sebagai contoh matrik 3𝑥3 dengan piksel yang 
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hendak diamati pergerakannya berada di tengah matrik, sehingga (2.13) dapat 













𝐼 (𝑥 − 1, 𝑦 − 1) 𝐼 (𝑥 − 1, 𝑦 − 1)
𝐼 (𝑥 − 1, 𝑦) 𝐼 (𝑥 − 1, 𝑦)
𝐼 (𝑥 − 1, 𝑦 + 1) 𝐼 (𝑥 − 1, 𝑦 + 1)
𝐼 (𝑥, 𝑦 − 1) 𝐼 (𝑥, 𝑦 − 1)
𝐼 (𝑥, 𝑦) 𝐼 (𝑥, 𝑦)
𝐼 (𝑥, 𝑦 + 1) 𝐼 (𝑥, 𝑦 + 1)
𝐼 (𝑥 + 1, 𝑦 − 1) 𝐼 (𝑥 + 1, 𝑦 − 1)
𝐼 (𝑥 + 1, 𝑦) 𝐼 (𝑥 + 1, 𝑦)
























−𝐼 (𝑥 − 1, 𝑦 − 1)
−𝐼 (𝑥 − 1, 𝑦)
−𝐼 (𝑥 − 1, 𝑦 + 1)
−𝐼 (𝑥, 𝑦 − 1)
−𝐼 (𝑥, 𝑦)
−𝐼 (𝑥, 𝑦 + 1)
−𝐼 (𝑥 + 1, 𝑦 − 1)
−𝐼 (𝑥 + 1, 𝑦)














= 𝐭 (2.14) 
karena (2.14) merupakan overdetermined system, maka pendekatan nilai 𝑢 dan 𝑣 
dapat dicari menggunakan metode ordinary least squares sehingga dapat dituliskan 







= (𝐒 𝐒)−1𝐒T𝐭 (2.15) 
Pada penelitian ini, optical flow Lucas-Kanade akan dilakukan 
menggunakan object MATLAB yaitu vision.PointTracker [18]. 
 
2.11 Kinect for Xbox 360 
Kinect for Xbox 360 (selanjutnya akan disebut sebagai Kinect) merupakan 
modul motion sensing yang dibuat oleh Microsoft sebagai perangkat input game 
console Xbox. Modul ini memiliki dua buah sensor utama, yaitu sensor untuk citra 
berwarna dan sensor untuk menerima pantulan cahaya IR. Kinect yang diluncurkan 
oleh Microsoft pada tahun 2010 mendapat banyak perhatian tidak hanya pada 
kalangan gamers namun juga pada kalangan akademisi. Bagi para gamers, Kinect 
menyediakan metode input yang baru untuk bermain game yaitu Natural 
Interaction (NI). Bagi kalangan akademisi, Kinect merupakan suatu produk yang 
menarik karena pada saat itu modul kamera dengan fungsi serupa memiliki harga 
yang cukup tinggi. Kinect memiliki tiga komponen utama, yaitu proyektor IR, 
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sensor CMOS untuk citra RGB, dan sensor CMOS untuk citra depth. Ilustrasi dari 
Kinect terdapat pada Gambar 2.4 (a). 
Secara sederhana, Kinect bekerja dengan prinsip yang hampir sama 
dengan kamera Time-of-Flight (ToF). Proyektor IR Kinect akan memancarkan 
cahaya, yang kemudian akan dipantulkan oleh obyek sehingga cahaya tersebut 
diterima kembali oleh sensor. Dengan mengetahui bahwa kecepatan cahaya adalah 
~3 × 10  𝑚 𝑠⁄ , maka jarak obyek dari Kinect dapat diestimasi. 
Hal tersebut akan mudah dilakukan apabila hanya satu titik saja yang 
hendak diketahui nilai depth-nya. Namun pada aplikasinya, Kinect dapat 
mengetahui nilai depth untuk masing-masing piksel RGB. Hal tersebut dapat 
dilakukan karena proyektor IR Kinect memancarkan titik-titik berpola tertentu 
(light-coded). Pola tersebut ditangkap oleh sensor CMOS untuk kemudian dikenali, 
sehingga dapat dilakukan korespondensi antara pancaran proyektor IR dengan hasil 
yang ditangkap oleh sensor CMOS. Setelah korespondensi didapatkan, maka dapat 
dilakukan proses triangulation untuk mendapatkan informasi depth [25]. Contoh 
Proyeksi IR oleh Kinect terdapat pada Gambar 2.4 (b). 
 
2.12 Pengukuran Depth pada Kinect 
Hasil pengukuran jarak oleh Kinect disebut juga sebagai depth, di mana 
depth berbeda dengan hasil pengukuran jarak oleh LiDAR. Depth merupakan jarak 
yang diukur paralel dari tubuh Kinect, sedangkan jarak dari LiDAR merupakan 
jarak melingkari transceiver sinar laser. Ilustrasi perbedaan depth dari Kinect 
dengan jarak dari LiDAR terdapat pada Gambar 2.5. Untuk keperluan pembuatan 
peta yang akan dilakukan menggunakan fungsi MATLAB, maka perlu dilakukan 
konversi data depth dari Kinect ke dalam bentuk jarak LiDAR. 
 





Gambar 2.5 (a) Kinect for Xbox 360 [24]; (b) Proyeksi sinar IR oleh Kinect [24] 
 
Gambar 2.6 Perbedaan Pengukuran Depth pada Kinect dan Jarak pada LiDAR 
 
Gambar 2.7 Ilustrasi hasil occupancy grid map 
Dengan mengetaui field of view dari sensor depth Kinect [26], serta 
resolusi citra depth yang ditangkap, maka dapat diketahui nilai derajat untuk 
masing-masing piksel citra depth terhadap field of view. Dengan demikian proses 




2.13 Occupancy Grid Map 
Occupancy grid map merupakan algoritma yang digunakan untuk 
membuat peta berdasarkan dari pengukuran sensor jarak. Teknik ini memiliki 
asumsi bahwa kondisi lingkungan yang akan dipetakan adalah statis. Peta yang 
akan dibuat merupakan kumpulan dari grid-grid dengan ukuran tertentu (resolusi), 
di mana masing-masing grid akan memiliki nilai probabilitas apakah dalam 
keadaan occupied (ditempati) dengan warna hitam atau free (kosong) dengan warna 
putih. Warna abu-abu merupakan daerah pada peta yang masih belum dapat 
dipastikan apakah dalam keadaan occupied atau free. 
Pada penelitian ini proses pembuatan occupancy grid map dilakukan 
menggunakan bantuan fungsi dari MATLAB di mana hasil tersebut dapat 

























Sistem pada penelitian ini membutuhkan tiga hal utama yakni, 
kemampuan untuk mengestimasi sudut heading dari kamera, kemampuan untuk 
mengestimasi pergerakan maju kamera, serta kemampuan untuk membuat peta dari 
sekuen citra RGB dan depth. Diagram blok dari sistem yang dirancang secara 
umum diilustrasikan oleh Gambar 3.1. 
Proses estimasi sudut heading dan pergerakan maju kamera dirangkum 
dalam satu blok yaitu camera pose estimation. Pada blok tersebut sudut heading 
diestimasi melalui tiga tahap yaitu, mendeteksi fitur corner FAST (𝐂( )) pada 
citra RGB ke-(𝑛 − 1), mencari korespondensi fitur corner FAST (𝐂( )) pada citra 
RGB ke-𝑛, kemudian mengestimasi matrik transformasi antara 𝐂( ) dan 𝐂( ). 
Sedangkan perkiraan pergerakan maju kamera akan diestimasi berdasarkan selisih 
nilai depth pada saat (𝑛 − 1) dengan (𝑛). 
 
Gambar 3.1 Diagram Blok Umum 
 
Gambar 3.2 Diagram Blok Camera Pose Estimation 
Setelah sudut heading dan pergerakan kamera diestimasi, maka bagian 
berikutnya adalah pembuatan peta. Adapun proses pembuatan peta dilakukan 
20 
 
dengan bantuan fungsi MATLAB, yaitu insertRay, di mana salah parameter 
input-nya merupakan data depth dalam format laser scan, sehingga diperlukan 
proses konversi pada citra depth dari Kinect agar memiliki format yang sesuai. 
3.1 RGB-D Registration 
Karena sensor RGB dan depth pada Kinect terletak pada posisi yang 
berbeda, maka terdapat perbedaan (pergeseran) pada hasil capture citra RGB dan 
citra depth. Proses RGB-D registration adalah proses transformasi citra RGB ke 
depth maupun sebaliknya. Proses tersebut diawali dengan proses kalibrasi untuk 
masing-masing sensor, sehingga jika parameter keduanya didapatkan, maka 
transformasi citra pun dapat dilakukan. Hasil dari proses ini adalah pada masing-
masing piksel di citra RGB terdapat nilai depth yang sesuai. Proses RGB-D 
registration dilakukan dengan bantuan fungsi MATLAB, yaitu pcfromkinect. 
Fungsi tersebut tidak melakukan proses kalibrasi, karena MATLAB menggunakan 
parameter sensor yang telah ditentukan pada saat proses produksi Kinect. 
 
3.2 Camera Pose Estimation 
Detil dari bagian camera pose estimation diilustrasikan oleh Gambar 3.2. 
Blok tersebut membutuhkan dua buah input yaitu citra RGB dan citra depth dari 
Kinect. Output dari camera pose estimation ada dua, yaitu jarak (𝑑) yang ditempuh 
dari saat (𝑛 − 1) sampai (𝑛), serta sebuah vektor 𝐇 di mana elemen-elemennya 
merupakan sudut heading dari kamera (yaw, pitch, roll). Kedua output tersebut 
akan digunakan sebagai parameter input fungsi MATLAB yang digunakan untuk 
menggambar peta ruangan. Adapun output inisial dari blok ini adalah 0, baik untuk 
𝐇, maupun untuk 𝑑, karena dibutuhkan minimal dua citra di mana salah satu citra 
akan digunakan sebagai referensi perhitungan sudut heading serta jarak tempuh. 
 
3.2.1 Feature Correspondence Search 
Detil dari bagian feature correspondence search diilustrasikan oleh 
Gambar 3.3. Blok tersebut membutuhkan satu buah input yaitu citra RGB dari 
Kinect. Sebelum pengolahan dilakukan, akan dilakukan konversi color space citra 
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ke grayscale. Hal tersebut karena untuk pendeteksian fitur corner informasi warna 
pada citra tidak dibutuhkan. 
Korespondensi fitur dilakukan pada dua buah citra. Maka dari itu citra ke-
(𝑛 − 1) akan dianalisa terlebih dahulu untuk ditemukan fitur-fitur corner-nya. 
Proses penentuan fitur corner dilakukan menggunakan algoritma FAST. 
Pada citra ke-(𝑛), pendeteksian fitur corner akan dilakukan menggunakan 
teknik optical flow Lucas-Kanade. Teknik tersebut memanfaatkan letak dari fitur 
corner yang sebelumnya sudah ditentukan pada citra ke-(𝑛 − 1). Teknik ini akan 
memberikan performa yang lebih cepat apabila dibandingkan dengan teknik brute-
force. Output dari blok ini ada dua yaitu koordinat fitur corner pada saat (𝑛 − 1) 
dan koordinat pada saat (𝑛). 
Setelah koordinat fitur corner untuk kedua citra ditemukan, langkah 
berikut yang akan dilakukan adalah melakukan estimasi matrik essential. Seperti 
yang telah dibahas sebelumnya, bahwa matrik essential memiliki komponen rotasi 
dan translasi. Sudur heading dari kamera dapat diestimasi melalui komponen rotasi 
tersebut. Adapun komponen translasi tidak digunakan pada penelitian ini karena 
pada sistem mono vision, translasi hanya bersifat up to a scale sehingga tidak 
menggambarkan jarak yang ditempuh kamera sebenarnya. 
 
3.2.2 Forward Movement Estimation 
Detil dari bagian forward movement estimation diilustrasikan oleh Gambar 
3.4. Blok tersebut membutuhkan satu buah input yaitu citra depth dari Kinect. Pada 
blok ini tidak semua data dari citra depth akan digunakan, namun hanya bagian 
tengah citra saja. Alasan dari pemilihan area tersebut adalah kecenderungan bahwa 
bagian tepi akan menangkap dinding ruangan. Apabila Kinect bergerak paralel 
terhadap dinding, maka nilai depth pada bagian tersebut akan cenderung sama, 
sehingga hal tersebut mempengaruhi pengukuran jarak tempuh. 
Pada blok ini dibutuhkan dua buah citra depth, di mana salah satu citra 
akan digunakan sebagai referensi pengukuran. Masing-masing citra akan di-crop 
kemudian dikurangkan sehingga jarak tempuh kamera dapat diketahui. Ilustrasi 




Gambar 3.3 Diagram Blok Feature Correspondence Search 
 
Gambar 3.4 Diagram Blok Forward Movement Estimation 
 
Gambar 3.5 Area Proses Cropping pada Blok Forward Movement Estimation 
Total distance yang dilalui robot dapat dirumuskan secara sederhana 
sebagai (3.1) berikut 
 𝑇𝑜𝑡𝑎𝑙 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = ∑




 𝐃 : citra depth proses cropping yang piksel bernilai 𝑛𝑎𝑛-nya dibuat 0 
 𝑘: jumlah piksel yang nilainya tidak 0 atau 𝑛𝑎𝑛 
23 
 
3.3 Laser Scan Based Depth Measurement 
Blok ini digunakan untuk menyesuaikan data depth dari Kinect agar dapat 
digunakan sebagai parameter fungsi menggambar peta pada MATLAB. Input untuk 
blok ini adalah citra depth dari Kinect. Sama seperti pada blok forward movement 
estimation, tidak keseluruhan data citra depth akan digunakan, maka dari itu akan 
dilakukan proses cropping. Area cropping pada penelitian ini ditentukan memiliki 
tinggi 8% dari tinggi resolusi citra depth. Hasil dari cropping tersebut kemudian 
akan dirata-rata sehingga menjadi sebuah vektor baris 𝐃 . Pada proses depth to 
laser scan conversion, 𝐃  akan dikalikan secara element-wise dengan secan(𝐕), 
di mana 𝐕 merupakan vektor baris dengan 640 elemen yang bernilai −29.25 sampai 
29.25. Nilai tersebut diambil dari nilai field of view horisontal depth Kinect, yaitu 
58.5° yang kemudian dibagi 2. Diagram blok laser scan based depth measurement 
diilustrasikan pada Gambar 3.6. 
Konversi citra depth dari Kinect ke dalam representasi laser scan dapat 
dirumuskan secara sederhana sebagai (3.2) berikut 
 𝐃 = 𝐃 ( )  sec(𝐕) (3.2) 
 






















HASIL DAN PEMBAHASAN 
 
Berdasarkan penjelasan sebelumnya, akan dilakukan uji coba pada sistem 
yang dikembangkan mulai dari bagian-bagian kecil yang menyusun blok diagram 
pada Gambar 3.1, hingga hasil uji coba pemetaan. Uji coba akan dilakukan dengan 
cara menggerakkan Kinect secara manual. 
 
4.1 Uji Coba Estimasi Heading 
Pertama-tama, uji coba akan dilakukan pada 5 buah citra, di mana pada 
masing-masing citra yang ditangkap oleh Kinect dilakukan perputaran sebesar 5°. 
Uji coba berikutnya adalah menggunakan hasil rekam video oleh Kinect, di mana 
Kinect akan diputar sebesar 90° selama durasi tersebut. Uji coba berikutnya adalah 
menggunakan hasil rekam video oleh Kinect, di mana Kinect diletakkan di atas 
robot yang kemudian didorong menyusuri lorong dengan heading 0°. 
 
4.1.1 Estimasi Heading pada 5 Buah Citra 
Hasil dari pengujian estimasi heading terhadap 5 buah citra terdapat pada 
Gambar 4.1. 
   
  
 




Tabel 4.1 Hasil Uji Coba pendeteksian Heading pada 5 Buah Citra 
Perputaran FAST GFtT Harris 
5° 5.797° 4.210° 5.795° 
5° 5.516° 5.463° 5.554° 
5° 4.154° 4.108° 4.236° 
5° 4.559° 4.919° 4.854° 
Sum Absolute 
Error 
2.6° 1.8093° 2.259° 
 
Proses uji coba dilakukan menggunakan beberapa algoritma pendeteksi fitur 
corner, yaitu FAST, Good Features to Track (GFtT), dan Harris. Hasil dari masing-
masing algoritma dirangkum pada Tabel 4.1. Berdasarkan uji coba didapatkan hasil 
sum absolute error dari FAST adalah 2.6°, GFtT adalah 1.8093°, dan Harris adalah 
2.259°. 
 
4.1.2 Estimasi Heading pada Video 1 
Screenshot hasil dari pengujian estimasi heading pada hasil rekaman video 
90° oleh Kinect tedapat pada Gambar 4.2. Hasil akhir, yaitu pada frame ke 301 
merupakan akumulasi dari total estimasi heading. Pengujian ini dilakukan beberapa 
algoritma pendeteksi fitur corner, yaitu FAST, Good Features to Track (GFtT), dan 
Harris. Hasil dari masing-masing algoritma dirangkum pada Tabel 4.2. Berdasarkan 
uji coba didapatkan hasil absolute sum of error dari FAST adalah 0.776°, GFtT 
adalah 0.861°, dan Harris adalah 2.149°. 
 
4.1.3 Estimasi Heading pada Video 2 
Screenshot hasil dari pengujian estimasi heading pada hasil rekaman video 
saat Kinect berjalan pada lorong dengan sudut heading 0° terdapat pada Gambar 
4.3. Hasil akhir, yaitu pada frame ke-451 merupakan akumulasi dari total estimasi 
heading. Pengujian ini dilakukan beberapa algoritma pendeteksi fitur corner, yaitu 
FAST, Good Features to Track (GFtT), dan Harris. Hasil dari masing-masing 
algoritma dirangkum pada Tabel 4.3. Berdasarkan uji coba didapatkan hasil 





Tabel 4.2 Hasil Uji Coba pendeteksian Heading pada Video 1 
Perputaran FAST GFtT Harris 
90° 89.224° 90.861° 87.851° 
Absolute Error 0.776° 0.861° 2.149° 
 
Tabel 4.3 Hasil Uji Coba pendeteksian Heading pada Video 2 
Perputaran FAST GFtT Harris 
0° -1.374° 1.868° 1.78° 
Absolute Error 1.374° 1.868° 1.78° 
 
4.2 Uji Coba Forward Movement Estimation 
Uji coba forward movement estimation akan dilakukan pada 6 citra, di 
mana citra pertama berjarak 5 cm dari citra kedua, citra kedua berjarak 5 cm dari 
citra ketiga, dst.  Setelah uji coba tersebut, akan dilakukan pula uji coba pada hasil 
rekaman video di mana kamera akan digerakkan maju sepanjang 30 cm. 
 
Gambar 4.2 Screenshot Uji Coba Estimasi Heading pada Video 1 
 
Gambar 4.3 Screenshot Uji Coba Estimasi Heading pada Video 2 
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Gambar 4.4 Screenshot Uji Coba Forward Movement Estimation pada 6 Buah 
Citra Depth 
Tabel 4.4 Hasil Uji Coba Forward Movement Estimation pada 6 Buah Citra Depth 
Gerakan Maju Estimasi Error 
50 mm 46.760 mm 3.24 mm 
50 mm 52.123 mm -2.123 mm 
50 mm 48.237 mm 1.763 mm 
50 mm 49.34 mm 0.66 mm 
50 mm 48.526 mm 1.474 mm 
Absolute Sum of 
Error 
 5.014 mm 
 
4.2.1 Forward Movement Estimation pada 6 Buah Citra Depth 
Hasil dari pengujian forward movement estimation pada 6 buah citra 
terdapat pada Gambar 4.4. Hasil pengujian tersebut dirangkum ke dalam Tabel 4.4. 
 
4.2.2 Forward Movement Estimation pada Video 
Hasil dari pengujian forward movement estimation pada video terdapat 
pada Gambar 4.5. Hasil akhir, yaitu pada frame ke-271 merupakan akumulasi dari 
forward movement estimation. Meskipun metode ini dapat memberikan hasil yang 
cukup baik (error untuk masing-masing pengukuran kurang dari 5 mm) pada 
pengujian sebelumnya, metode ini tidak sesuai apabila digunakan pada video. Hal 
tersebut dikarenakan error pengukuran terakumulasi. Hasil yang diberikan oleh 




Gambar 4.5 Hasil Uji Coba Pertama Forward Movement Estimation pada Video 
 
Gambar 4.6 Hasil Uji Coba Kedua Forward Movement Estimation pada Video 
Maka dari itu, pada pergerakan maju, akan diambil citra depth awal yang 
akan digunakan sebagai referensi. Citra depth referensi tersebut akan digunakan 
selama kamera bergerak maju. Jarak tempuh dari kamera dapat diestimasi dengan 
cara mengurangkan citra depth referensi dengan citra depth yang ditangkap 
berikutnya. Persamaan (3.1) akhirnya disesuaikan menjadi (4.1) 
 𝑇𝑜𝑡𝑎𝑙 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝐃 ( ) − 𝐃 ( ) (4.1) 
Hasil proses uji coba terdapat pada Gambar 4.6. Dengan cara tersebut, 
hasil yang diberikan oleh metode ini berbeda ~2.8 cm dari jarak yang sebenarnya 
yaitu ~30 cm. 
4.3 Uji Coba Laser Scan Based Depth Measurement 
Pengujian dilakukan dengan cara mengambil citra depth yang kemudian 
akan dikonversi agar representasinya sesuai dengan output dari laser scan 
(LiDAR). Hasil dari konversi tersebut akan digunakan sebagai input fungsi 
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MATLAB yaitu insertRay. Hasil dari uji coba ini terdapat pada Gambar 4.7 dan 
Gambar 4.8. 
 
4.4 Uji Coba Pemetaan Ruangan 1 
Berdasarkan hasil uji coba yang dilakukan sebelumnya, dilakukan uji coba 
pemetaan ruangan. Uji coba dilakukan menggunakan 3 buah algoritma pendeteksi 
corner yang berbeda, yaitu FAST, GFtT, dan Harris. 
Proses uji coba sistem dilakukan dengan menggerakkan Kinect dengan 
jalur yang telah ditentukan sesuai Gambar 4.9. Hasil pemetaan jika fitur pendeteksi 
corner yang digunakan adalah FAST terdapat pada Gambar 4.10. Hasil pemetaan 
jika fitur pendeteksi corner yang digunakan adalah GFtT terdapat pada Gambar 
4.11. Sedangkan hasil pemetaan jika fitur pendeteksi corner yang digunakan adalah 
Harris terdapat pada Gambar 4.12. 
 
Gambar 4.7 Screenshot Citra Depth untuk Uji Coba Laser Scan Based Depth 
Measurement 
 




Gambar 4.9 Denah Ruangan 1 dan Jalur yang ditempuh Kinect 
 




Gambar 4.11 Hasil Pemetaan Ruangan 1 dengan Algoritma GFtT 
 
Gambar 4.12 Hasil Pemetaan Ruangan 1 dengan Algoritma Harris 
Perbandingan antara denah ruangan 1 dengan hasil pemetaan terdapat pada 
Gambar 4.13, Gambar 4.14, dan Gambar 4.15. Dari hasil-hasil peta yang telah 
didapatkan, akan dilakukan perbandingan antara jarak yang terukur oleh Kinect 
pada beberapa tempat dengan jarak yang sebenarnya. Hasil dari perbandingan 
tersebut dirangkum pada Tabel 4.5. Dengan skenario uji coba tersebut, hasil 
pemetaan menggunakan algoritma FAST sebagai pendeteksi fitur corner 
memberikan nilai absolute error yang paling kecil, yaitu 0.3 m dari pengukuran 
sebenarnya. Sedangkan algoritma GFtT dan Harris masing-masing memberikan 




Gambar 4.13 Perbandingan Hasil Pemetaan memanfaatkan Algoritma FAST 




Gambar 4.14 Perbandingan Hasil Pemetaan memanfaatkan Algoritma GFtT 




Gambar 4.15 Perbandingan Hasil Pemetaan memanfaatkan Algoritma Harris 
dengan Denah Ruangan 1 
4.5 Uji Coba Pemetaan Ruangan 2 
Setelah uji coba pemetaan ruangan yang pertama, uji coba pemetaan dilakukan pada 
ruangan kedua dengan ukuran yang lebih besar dengan ukuran 10.3 x 15 m. Uji 
coba ini juga dilakukan menggunakan 3 buah algoritma pendeteksi corner yang 
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berbeda, yaitu FAST, GFtT, dan Harris. Setting dari uji coba ini diilustrasikan oleh 
Gambar 4.16 dan 4.17. 
Tabel 4.5 Hasil Uji Coba Pemetaan Ruangan 1 
 Jarak Sebenarnya FAST GFtT Harris 
 6.5 m 6.1 m 6 m 6 m 
 1 m 1.1 m 1.1 m 1.1 m 
 0.6 m 0.6 m 0.6 m 0.4 m 
 1.1 m 1 m 0.6 m 0.9 m 
 1 m 1.2 m 1 m 1 m 
 1.5 m 1.5 m 1.6 m 1.6 m 
 2.4 m 2.4 m 2.5 m 2.4 m 
 2 m 1.9 m 2.1 m 1.9 m 
Jumlah 16.1 m 15.8 m 15.5 m 15.3 m 
Absolute 
Error 




Gambar 4.16 Foto ruangan 2 yang hendak dipetakan 
 




Gambar 4.18 Denah Ruangan 2 dan Jalur yang ditempuh Kinect 
Proses uji coba sistem dilakukan dengan menggerakkan Kinect dengan 
jalur yang telah ditentukan sesuai Gambar 4.18. Hasil pemetaan dengan fitur 
pendeteksi corner FAST, GFtT, dan Harris terdapat pada Gambar 4.19. 
Dari hasil uji coba yang dilakukan, metode ini tidak sesuai apabila 
digunakan pada ruangan dengan dimensi besar. Hal tersebut dikarenakan batas 
pengukuran depth oleh Kinect adalah sampai ~4 m. Karena dimensi ruangan serta 
rute yang digunakan tidak dapat memenuhi kriteria tersebut, maka pengukuran 
jarak tempuh Kinect mengalami kegagalan sehingga peta yang dihasilkan pun tidak 
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baik. Apabila jalur yang ditempuh oleh Kinect diperpendek seperti pada Gambar 
4.20, dengan tujuan agar Kinect mendapatkan informasi depth, maka hasil dari 
pemetaan adalah seperti yang terdapat pada Gambar 4.21. 
Berdasarkan hasil yang didapat sebelumnya, pada percobaan berikutnya, 
informasi pergerakan maju Kinect tidak didapatkan melalui informasi depth, 
melainkan melalui pengamatan secara manual. Hal ini dikarenakan metode yang 
digunakan tidak sesuai jika ruangan terlalu besar. Frame AIV akan didorong maju 
dengan kecepatan tertentu selama beberapa detik. Dengan demikian, pergerakan 
maju Kinect dapat diperkirakan. Rute yang digunakan adalah sama dengan yang 
diilustrasikan pada Gambar 4.18. Hasil dari percobaan ini terdapat pada Gambar 
4.22. 
Perbandingan antara denah ruangan 2 dengan hasil pemetaan terdapat pada 
Gambar 4.23, Gambar 4.24, dan Gambar 4.25. Berdasarkan hasil tersebut, masih 





















Gambar 4.21 Hasil Pemetaan Ruangan 2 dengan Algoritma (a) FAST, (b) GFtT, 









Gambar 4.22 Hasil Pemetaan Ruangan 2 menggunakan Informasi Jarak Tempuh 
secara Manual dengan Algoritma (a) FAST, (b) GFtT, (c) Harris 
 
Gambar 4.23 Perbandingan Hasil Pemetaan memanfaatkan Algoritma FAST 




Gambar 4.24 Perbandingan Hasil Pemetaan memanfaatkan Algoritma GFtT 




Gambar 4.25 Perbandingan Hasil Pemetaan memanfaatkan Algoritma Harris 
dengan Denah Ruangan 2 
Akurasi masing-masing percobaan diukur berdasarkan perbandingan 
antara luas sebenarnya dengan luas yang diukur melalui peta yang dibuat. Adapun 
area pada ruangan yang akan digunakan diilustrasikan pada Gambar 4.26, Gambar 
4.27, dan Gambar 4.28. Perbandingan yang dilakukan meliputi dua hal yaitu 
uncovered area (nilai mutlak dari luas area dalam garis merah dikurangi luas area 
dalam garis merah yang berwarna putih) dan excessed area (luas area dalam garis 




Gambar 4.26 Area Pengukuran pada Denah Ruangan 2 dan Hasil Pemetaan 




Gambar 4.27 Area Pengukuran pada Denah Ruangan 2 dan Hasil Pemetaan 




Gambar 4.28 Area Pengukuran pada Denah Ruangan 2 dan Hasil Pemetaan 
memanfaatkan Algoritma Harris 
Tabel 4.56 Uncovered Area pada Pemetaan Ruangan 2 
Luas 
Aktual FAST GFtT Harris 
27.873 m² 23.963 m² 23.953 m² 23.713 m² 
Uncovered 
Area 






Tabel 4.7 Excessed Area Pemetaan Ruangan 2 
 FAST GFtT Harris 
Excessed 
Area 
4.36 m² 4.26 m² 4.38 m² 
 
Berdasarkan hasil percobaan, pemetaan menggunakan algoritma FAST 
memberikan error uncovered area sebesar 3.91 m², GFtT 3.92 m², Harris 4.16 m², 
terhadap luasan area aktual sebesar 27.873 m². Sedangkan untuk excessed area, 
algoritma FAST memberikan error sebesar 4.36 m², GFtT 4.26 m², dan Harris 4.38 
m². Apabila kedua error tersebut dijumlahkan, maka algoritma FAST memiliki 
error 8.27 m², GFtT memiliki error 8.18 m², sedangkan Harris memiliki error 8.54 
m². Berdasarkan hasil tersebut, dapat disimpulkan bahwa penggunakan algoritma 










Berdasarkan hasil dari uji coba, perkiraan heading pada video dengan 
putaran sebesar 90° memberikan sum abosolute error sebesar 0.776° untuk FAST, 
0.861° untuk GFtT, 2.149° untuk Harris. Berdasarkan hasil dari uji coba, perkiraan 
jarak tempuh maju didapatkan hasil sum absolute error 69 cm dengan cara 
mengakumulasi selisih citra depth ke (𝑛 − 1) dengan citra depth ke 𝑛. Hasil yang 
diberikan lebih baik jika perkiraan gerakan maju dilakukan dengan cara mengambil 
sebuah citra depth sebagai referensi, yang kemudian akan dikurangkan dengan citra 
depth yang didapatkan setiap waktu. Dengan cara tersebut, didapatkan sum absolute 
error sebesar 2.8 cm. 
Uji coba pembuatan peta telah dilakukan pada ruangan dengan dimensi 
10.81 x 15.15 m. Pada ruangan tersebut pengukuran jarak tempuh maju oleh Kinect 
tidak dapat dilakukan, sehingga informasi tersebut diberikan secara manual pada 
program, yaitu berdasarkan lama waktu rekaman dan jarak aktual yang ditempuh. 
Akurasi masing-masing percobaan diukur berdasarkan perbandingan antara luas 
sebenarnya dengan luas yang diukur melalui peta yang dibuat. Perbandingan yang 
dilakukan meliputi dua hal yaitu uncovered area dan excessed area. Berdasarkan 
evaluasi tersebut, didapati bahwa kinerja pemetaan lebih baik pada algoritma GFtT, 
yaitu dengan total error (uncovered area ditambah excessed area) sebesar 8.18 m², 
di mana FAST memberikan total error sebesar 8.27 m², dan Harris sebesar 8.54 m². 
 
5.2 Saran 
Setelah melakukan penelitian dan berbagai uji coba dalam menyusun tesis 
ini, peniliti ingin memberikan beberapa saran sebagai berikut: 
1. Bedasarkan masukan dari Bapak Muhammad Attamimi, B.Eng., M.Eng., 
Ph.D., karena kamera RGB-D memiliki informasi depth, maka 
dimungkinkan untuk membuat point cloud dari sebuah scene. Apabila point 
cloud ke (𝑛 − 1) dan point cloud ke 𝑛 didapatkan, maka dapat digunakan 
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metode Iterative Closest Point (ICP) untuk memperkirakan pergerakan baik 
rotasi maupun translasi dari kamera. 
2. Proses perkiraan heading pada penelitian ini adalah berbasis fitur corner, 
sehingga adanya pencahayaan ruangan yang baik, serta banyaknya dekorasi 
ruangan sangat berperan penting. Algoritma ICP dapat bekerja hanya 
dengan informasi depth, sehingga tidak terganggu dengan hal-hal yang 
tersebut. Adapun jika kamera RGB-D tidak mendapatkan informasi depth, 
maka pergerakan kamera tidak dapat diperkirakan. Maka dari itu mungkin 
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1. Fungsi pendeteksi corner 
function corn = detCorners(img, alg) 
 
if alg == 1 
    corn = detectFASTFeatures(img,... 
        'MinQuality', 0.04,... 
        'MinContrast', 0.025); 
elseif alg == 2 
    corn = detectMinEigenFeatures(img,... 
        'MinQuality', 0.03); 
elseif alg == 3 
    corn = detectHarrisFeatures(img,... 
        'MinQuality', 0.0005); 
end 
     
end 
2. Fungsi estimasi heading 
function [rotDeg, relLoc, valid] = estRotOptFlow(oldMatchedPoints,... 
    newMatchedPoints,... 
    cameraParams) 
 
[E, epipolarInliers] = estimateEssentialMatrix(oldMatchedPoints,... 
    newMatchedPoints,... 
    cameraParams,... 
    'Confidence', 99.99,... 
    'MaxNumTrials', 500,... 
    'MaxDistance', 3.2); 
 
inlierPoints1 = oldMatchedPoints(epipolarInliers, :); 
inlierPoints2 = newMatchedPoints(epipolarInliers, :); 
 
[orient, relLoc, valid] = relativeCameraPose(E, cameraParams,... 
    inlierPoints1, inlierPoints2); 
rotDeg = rad2deg(rotm2eul(orient)); 
 
end 
3. Fungsi konversi citra depth ke dalam bentuk laser scan 
function lsOut = lsDepth(dimg, r1, r2, dWidth, lengthUnit,... 
    lsVertAnglesSec) 
 
dimgCropped = dimg(r1:r2, 1:dWidth); 
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meanDimgCropped = mean(dimgCropped) / lengthUnit; 
lsOut = times(meanDimgCropped, lsVertAnglesSec); 
 
end 
4. Fungsi inisialisasi konversi citra depth ke dalam bentuk laser scan 
function [r1, r2, dWidth, lengthUnit, lsVertAngles, lsVertAnglesSec] =... 
    lsDepthInit(lsParams) 
 
% lsParameters(1) = lengthUnit 
% lsParameters(2) = depthWidth 
% lsParameters(3) = depthHeight 
% lsParameters(4) = depthVertViewAngle 
% lsParameters(5) = percentage 
% lsParameters(6) = verticalAlignment 
 
dWidth = lsParams(2); 
lengthUnit = lsParams(1); 
 
dRoiHeight = lsParams(3) * lsParams(5) / 100; 
lsVertAngles = linspace(deg2rad(... 
    -lsParams(4) / 2), deg2rad(... 
    lsParams(4) / 2), lsParams(2)); 
lsVertAnglesSec = sec(lsVertAngles); 
 
if lsParams(6) == 1 
    r1 = 1; 
    r2 = dRoiHeight; 
elseif lsParams(6) == 2 
    r1 = (lsParams(3) / 2) - (dRoiHeight / 2); 
    r2 = (lsParams(3) / 2) + (dRoiHeight / 2); 
elseif lsParams(6) == 3 
    r1 = lsParams(3) - (dRoiHeight - 1); 
    r2 = lsParams(3); 
     
end 
5. Fungsi pemetaan saat gerak maju 
function [mapOut, posXOut, posYOut, thetaOut] = mapFwd(vC, vD, 
posX, posY, theta, way, lsParams, mapIn) 
 
[~, ~, ~, iter] = size(vC); 
 
[r1, r2, dWidth, lengthUnit, lsVertAngles, lsVertAnglesSec] = ... 




% oldD = vD(:, :, 250); 
oldD = vD(:, :, 1); 
coldD = oldD(:, 281:360); 
 
% lsOut = lsDepth(vD(:, :, 1), r1, r2, dWidth, lengthUnit,... 
%         lsVertAnglesSec); 
% insertRay(mapIn, [posX, posY, 0], lsOut, lsVertAngles, 
mapIn.Resolution); 
 
% oldPose = [posX, posY, 0]; 
 
% for i = 250:1:iter 
for i = 2:1:iter 
%     lsOut = lsDepth(vD(:, :, i) * 0, r1, r2, dWidth, lengthUnit,... 
%         lsVertAnglesSec); 
%     insertRay(mapIn, oldPose, lsOut, lsVertAngles, mapIn.Resolution); 
    newD = vD(:, :, i); 
    cnewD = newD(:, 281:360); 
     
    %correction holds the binary values 0 and 1 corresponding to each 
pixel. If pixel depth %is >0 then the binary value is 1 otherwise it is 0 
    correction = (coldD > 0); 
     
    %correction holds the binary values 0 and 1 corresponding to each pixel 
in both the %images imda and imdb. If pixel depth is >0 in both the 
images then the binary value is 1 
    %otherwise 0 
    correction = correction & (cnewD > 0); 
     
    %type conversion from logical array to integer array 
    correction = uint16(correction); 
     
    %imda_new and imdb_new hold the actual depth value of only those 
pixels whose depth in %both the images imd1 and imd2 is >0. The binary 
value is 1 iff the corresponding entry %in the correction matrix is also 1 
    coldDC = coldD .* correction; 
    cnewDC = cnewD .* correction; 
     
    %subtract the depth value to get the distance traversed by the bot in the 
forward %direction 
    depth_diff = coldDC - cnewDC; 
     
    sumb = sum(sum(correction, 1), 2); 
    suma = sum(sum(depth_diff, 1), 2); 
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    if sumb ~= 0 
        translation = suma / sumb; 
        if translation < 10.0 
            translation = 0; 
        end 
    else 
        translation = 0; 
    end 
     
    if theta == 90 
        pose = [posX, posY + (translation / 1000), deg2rad(theta)]; 
        disp(translation); 
    elseif theta == 0 
        pose = [posX + (translation / 1000), posY, deg2rad(theta)]; 
    elseif theta == -90 
        pose = [posX, posY - (translation / 1000), deg2rad(theta)]; 
    end 
    lsOut = lsDepth(vD(:, :, i), r1, r2, dWidth, lengthUnit,... 
        lsVertAnglesSec); 
    insertRay(mapIn, pose, lsOut, lsVertAngles, mapIn.Resolution); 
     
    oldPose = pose; 
    %     oldD = newD; 
    disp(i); 
end 
 
if theta == 90 
    posXOut = posX; 
    posYOut = posY + (translation / 1000); 
elseif theta == 0 
    posXOut = posX + (translation / 1000); 
    posYOut = posY; 
elseif theta == -90 
    posXOut = posX; 
    posYOut = posY - (translation / 1000); 
else 
    posXOut = posX - (translation / 1000); 
    posYOut = posY; 
end 
 
thetaOut = 0; 
 




6. Fungsi pemetaan saat gerak berputar 
function [mapOut, posXOut, posYOut, thetaOut] = mapRot(vC, vD, posX, 
posY, theta, dDevice, camParams, ... 
    lsParams, mapIn, fac) 
 
[~, ~, ~, iter] = size(vC); 
 
tracker = vision.PointTracker('NumPyramidLevels', 11,... 
    'MaxBidirectionalError', 1,... 
    'BlockSize', [11, 11],... 
    'MaxIterations', 50); 
 
[r1, r2, dWidth, lengthUnit, lsVertAngles, lsVertAnglesSec] = ... 
    lsDepthInit(lsParams); 
 
roi = [45, 35, 640 - 75, 480 - 50]; 
 
oldImg = []; oldCorn = []; oldCornLoc = []; oldDimg = []; 
img = []; corn = []; cornLoc = []; dimg = []; 
sumRot = [0, 0, 0]; 
getNewCorn = false; 
 
for i = 1:1:iter 
    if mod(i, 20) == 0 || i == 1 || getNewCorn 
        getNewCorn = false; 
        if i > 1 
            oldImg = vC(:, :, :, i - 1); 
            oldDimg = vD(:, :, i - 1);             
        else 
            oldImg = vC(:, :, :, i); 
            oldDimg = vD(:, :, i); 
        end 
         
        [oldImg, oldDimg] = regis(dDevice, oldImg, oldDimg); 
        oldImg = undCrop(oldImg, roi, camParams); 
%         oldImg = histeq(oldImg); 
        oldDimg = undCrop(oldDimg, roi, camParams); 
         
        oldCorn = detCorners(rgb2gray(oldImg), 1); 
        oldCornLoc = oldCorn.Location; 
        release(tracker); 
        initialize(tracker, oldCornLoc, oldImg); 
    end 
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    img = vC(:, :, :, i); 
    dimg = vD(:, :, i); 
    [img, dimg] = regis(dDevice, img, dimg); 
    img = undCrop(img, roi, camParams); 
%     img = histeq(img); 
    dimg = undCrop(dimg, roi, camParams); 
     
    [cornLoc, matchedId] = step(tracker, img); 
    oldMatchedCorn = oldCornLoc(matchedId, :); 
    matchedCorn = cornLoc(matchedId, :); 
    [rotDeg, relLoc, valid] = estRotOptFlow(oldMatchedCorn,... 
        matchedCorn, camParams); 
     
    % If matched points that are being tracked by optical flow is too few, 
    % detect new corners. 
    totalMatchedPoints = size(matchedCorn); 
    if totalMatchedPoints(1) < 30 
        getNewCorn = true; 
    end 
     
    % Since the frames were taken when the robot was moving smoothly, 
then 
    % any estimation of rotation that exceed +/- 5 degree can be ignored. 
    if ~any(abs(rotDeg) > 5) 
        sumRot = sumRot + rotDeg * fac 
        oldCornLoc = cornLoc; 
        oldDimg = dimg; 
    end 
     
    pose = [posX, posY, deg2rad(theta) + deg2rad(sumRot(2))]; 
    lsOut = lsDepth(vD(:, :, i), r1, r2, dWidth, lengthUnit,... 
        lsVertAnglesSec); 
    insertRay(mapIn, pose, lsOut, lsVertAngles, mapIn.Resolution); 
    disp(i); 
end 
 
posXOut = posX; 
posYOut = posY; 
thetaOut = deg2rad(sumRot(2)); 
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