The cyber-physical nature of electric power systems has increased immensely over the last decades, with advanced communication infrastructure paving the way. It is now possible to design wide-area controllers, relying on remote monitor and control of devices, that can tackle power system stability problems more effectively than local controllers. However, their performance and security relies extensively on the communication infrastructure and can make power systems vulnerable to disturbances emerging on the cyber side of the system. In this paper, we investigate the effect of communication delays on the performance and security of wide-area damping controllers (WADC) designed to stabilise oscillatory modes in a Cyber-Physical Power System (CPPS). We propose a rule-based control strategy that combines wide-area and traditional local stabilising controllers to increase the performance and maintain the stable operation of CPPS. The proposed strategy is validated on a reduced CPPS equivalent model of Great-Britain (GB).
Introduction
As electric power systems move towards a low-carbon energy future, the demand for higher sustainability leads to the decommissioning of conventional fossil-fuel generators and their replacement with intermittent and predominantly power-electronic-interfaced renewable energy sources. This transformation leads to power systems with lower inertia, where phenomena can propagate faster, and leaves the system with fewer resources to tackle stability problems since these were traditionally provided by conventional generation units. In addition, the introduction of new, disruptive technologies into power systems modifies their behaviour and might cause new stability problems. Finally, the need for increased efficiency drives power systems to operate closer to their stability limits, relying more and more on real-time operational strategies to ensure system security. At the same time, electric power networks are quickly developing into CPPS [1] , with communication infrastructure playing a dominant role [2, 3] . Advances in remote communication and sensing with the use of GPS synchronised Phasor Measurement Units (PMUs) have allowed for the development of new Wide-Area Monitoring Systems (WAMS) able to receive, process, and visualise information from large-scale power systems [4] . Because of this improved situational awareness, real-time monitoring of the CPPS dynamic health is a possibility, thus reducing the likelihood of outages and catastrophic blackouts [5, 6] .
Furthermore, this advanced communication infrastructure can provide improved remote control capabilities, providing an ideal platform for WADCs designed to tackle oscillatory problems in the system and enhance its stability [6] [7] [8] [9] . Such WADCs exploit the communication infrastructure of CPPS to provide better interconnection of grid components and assets dispersed across wide geographical areas [10] .
WADCs can be designed to stabilise oscillatory modes in power systems, especially inter-area oscillations. Badly damped oscillations can limit the power transferred through tie-lines, decreasing the security margins and increasing economic cost. To the extreme, lightly damped or unstable inter-area modes affect the system security and may result in catastrophic system-wide failures [7, 11] . WADCs with better observation capabilities can damp inter-area oscillations more effectively than traditional Power System Stabilisers (PSS), which only use local information [7] . This is especially true for some cases where inter-area modes may be observable from one area but controllable from a different area [12] .
However, WADCs (like all geographically dispersed control systems) rely strongly on the communication infrastructure used to receive/send the monitoring and control signals. Dedicated communication infrastructure, used only for the needs of the power system monitoring and control, can have high reliability, low latency, and increased performance, with fewer security considerations. However, the cost of such an infrastructure is usually prohibitive. On the contrary, using the existing -commercial-communication infrastructure is more cost-effective but introduces high uncertainty concerning the performance of the communication system and increased cyber-security concerns. One of the major concerns is the communication latency caused by increased background communication or a cyber-attack. This may result in the degradation of the WADC performance, cause system instability [7] and adversely affect the overall security of the CPPS. Hence it is important to analyse the stability of the resulting, time-delayed, CPPS and protect against such events [13] . By providing robustness to the parametric uncertainty coming from communication time delays, the security of the CPPS can be significantly improved.
Related work
The stability of the CPPS in the presence of time delays is usually analysed using either time or frequency domain methods. In the time-domain analysis, methods based on the Lyapunov functionals have been employed to derive the delay-dependent stability criteria of power systems [14] [15] [16] . However, Lyapunov based methods only give sufficient conditions for stability [17] and can prove computationally challenging in large-scale systems. In the frequency domain, the eigenvalues of the system have been used to assess its stability after the time delays have been approximated as a rational polynomial [18] [19] [20] . Alternatively, spectral discretisation methods have also been employed [17, 21] . Reference [22] showed that eigenanalysis methods based on approximating the time delays using Padé approximations are sufficiently accurate and more efficient than an explicit spectra discretisation scheme [21] .
Several methods have been proposed in the literature for compensating time delays in wide-area control schemes. References [13, 23] compensate for fixed time delays during the control design stage using the Smith predictor approach. In [24] , a gain scheduling technique was proposed via Linear Matrix Inequalities (LMIs) to design a parameter-dependent controller that compensates for time delays within a certain tolerance. Other works, e.g. [25] [26] [27] also compensate for fixed time delays by extending the models using Padé approximations. These works, however, do not investigate or design for situations when the time delays greatly exceed the tolerance range of the designed controllers.
In [13] , continuous latency compensation is provided by accounting for the phase-shift caused by the time delays using an adaptive controller, while in [28] lead-lag compensators are used. Although these works compensate for varying time delays, the performance of the system could become compromised in emergency situations, such as a failure of a communication link or cyber-attacks creating abnormally large time delays [29] , which may cause failure of the wide-area controllers and compromise power system stability. Finally, most of the works do not explicitly consider the underlying communication architecture in a combined, CPPS model.
Paper contributions
In this paper, we investigate stabilising control strategies for CPPSs with the use of WADC and under the effect of communication latency. The contribution of the paper is split into four areas.
First, a CPPS model of GB is developed, suitable for the design and assessment of WADCs. A reduced dynamic model of GB Transmission Network (TN) is developed based on existing, validated, static model and using standard engineering practices for the dynamic components. The power system model is then overlaid with the British Telecoms (BT) core fibre network (BT 21CN). Then, an optimisation-based algorithm is developed to compute the communication latency between the nodes under different conditions. Second, a WADC is designed to stabilise the CPPS using H∞-based techniques with regional pole placement. The performance of the WADC is studied both with eigenvalue analysis and timedomain simulations. Then, the WADC sensitivity to communication latency, causing time-delays in the measurement and control signals, is assessed.
Third, a hybrid controller is proposed using a combination of wide-area and local controls to improve the system's resiliency to communication latency. The WADC tackles the slower but harder to control locally inter-area modes, while the faster modes are tackled by PSS controllers.
Finally, a rule-based strategy is proposed to combine the superior performance of the WADC in situations of low latency, with the increased resilience of the hybrid approach in cases of high latency, and the robustness of traditional local controls in cases of communication failure.
The rest of the paper is organised as follows: In Section 2, the developed CPPS is presented along with the time-delayed system used in this work. The modelling and computations of the communication system are detailed in Section 3. In Section 4, the basic principles behind the techniques used for the design of the H∞-based WADCs are presented. Section 5 describes the development of the WADC, the hybrid control, and the rule-based control strategy. Some simulation results are also shown in the same section. Finally, conclusions are drawn in Section 6. 
CPPS modelling
In this section, we present the modelling aspects of the study model which consists of a dynamic power system model and an overlaying communication network. In general, CPPSs are modelled as hybrid systems [30] , that is dynamical systems that exhibit both continuous and discrete dynamic behaviour. The continuous model represents the nonlinear electric power system dynamic behaviour while the discrete model represents the digital control and communication systems. For this reason, CPPSs are challenging to model, simulate, and analyse. Many solutions have been proposed in the past for coupling the cyber and physical sides for simulation purposes [31] .
In this work, the hybrid model of Fig. 1 is considered for the development of the WADC and the simulation of the CPPS. The power, control, and communication systems were co-simulated in MATLAB/Simulink. The communication system model, as detailed in Section 3, was developed in MATLAB. For simulation, this model was implemented as a sub-component in Simulink. The measured signals pass through the communication sub-component and the time-delayed measurement signal is received at the controller input. The controlled signal is transmitted similarly. For the sensitivity analysis, a Padé approximation of the time delays was used.
The dynamic power system model is described in Section 2.1 while the communication model in Section 3. The WADC design is described in Section 4. The BT (UK) fibre core network [35, 36] was based on the static (AC power-flow) model of [32] . It maintains all the critical characteristics and the generation mixture and loading conditions were preserved.
Representative Great Britain TN system
For the dynamic model, all of the conventional power plants (H, N, C, CT) were modelled with sixth-order synchronous generators [33] while the WGs with Type-1 fourth-order squirrel cage induction generators. Moreover, the IEEE ST1A excitation system and the steam/hydro turbine models provided by MATLAB, and originating from [34] , were used for each synchronous generator. The default (suggested) parameters were used for these models.
BT (UK) fibre core network
The overlaying communication system for the CPPS is based on the BT 21st century (BT 21CN) fibre core network [35, 36] , and sketched in Fig. 3 . The fibre core network was utilised because of the stringent communication requirements in current power grid services [37] . Due to the high reliability needed in the power grid, very demanding Quality of service (QoS) is required of the communication architecture, including in terms of latency. Moving to a commercially available fiber network would allow reducing the cost while guaranteeing the necessary QoS.
The BT 21CN core network contains 20 nodes interconnected by 68 links. The core nodes consist of 8 inner and 12 outer core nodes. The eight inner core nodes are fully meshed while the twelve outer nodes are connected to a minimum of three other nodes. The upshot of this is that some nodes are not directly connected to each other. Because the communication delay (Section 3) is made up of both component delays (mostly due to routing) and signal propagation delay (due to physical distance and length of optical fibre), the total time delay between any two nodes not directly connected together is larger than the delays between nodes directly connected to each other. The communication delay between each pair of the BT 21CN nodes is shown in Figure 6 . The relative locations of the power system nodes in the representative GB model in relation to the BT 21CN core nodes were determined approximately and the assumption that each power node is connected directly to the closest core node was made.
Since the focus of this work is the effect of communication latency on the performance of WADCs, the behaviour of the CPPS can be captured as a time-delayed power system with a centralised controller, as sketched in Fig. 4 . To compute the time-delays appearing in the CPPS, an appropriate communication system model has been developed and is detailed in Section 3. The resulting time-delayed system can then be used in the WADC control design. 
Communication system
Reducing time delay is an essential factor in communication networks to ensure the Quality of Service (QoS). The Internet Protocol (IP) is the main communication protocol in the Internet protocol suite for exchanging packets in interconnected networks. The IP over Wavelength Division Multiplexing (WDM) network [38] is the architecture of choice in core network because of the high data rate supported by WDM through carrying multiple wavelengths on a single fibre. The IP over WDM network consists of two layers: the IP layer and the optical layer (Fig. 5 ). In the IP layer, the IP router is used in each node to aggregate traffic from access networks connecting end users. The optical layer provides the large bandwidth required to support data communication between IP routers. The IP router is connected to the optical layer through an optical switch. The optical switch is connected to the fibre links. The transponders provide Optical-Electronic-Optical (OEO) conversion. The Erbium-Doped Fibre Amplifiers (EDFAs) are placed in fibre links to enable long distance transmission of the optical signals. In addition to optical switching and OEO conversion, IP traffic is processed and forwarded by IP routers at all intermediate nodes of its path in current implementation of IP over WDM networks.
In communication networks, traffic flows experience delays at different points [39] . The time required to place all the bits of a packet into the transmission link is referred to as transmission delay. Network components contribute to the delay. In the IP over WDM architecture, traffic will experience processing delay at routers and transponders, switching delay at optical switches and amplifying delay at EDFAs. Traffic packets also experience queuing delay in buffers waiting to be processed or transmitted. The travel time through the transmission medium is referred to as the propagation delay. In optical fibre links, the propagation delay is constrained by the speed of light. In our study, we only consider components delay and propagation delay.
MILP model
In this section, we present a Mixed Integer Linear Programming (MILP) model used to optimise the routing of traffic so the timedelays appearing in the CPPS due to disturbances in the communication network are minimised.
The parameters and variables used to model the IP over WDM network are:
s and d
Indices of the source and destination nodes. m and n Indices of the end nodes of a physical link. Total delay experienced by demand (s, d).
Objective:
The objective is to minimise the delay between node pairs:
Flow conservation constraint:
This represents the flow conservation constraint. It ensures that the total incoming traffic equal the total outgoing traffic in all nodes, excluding the source and destination nodes.
n∈N mm 
Components delay constraint:
Constraints (4)- (8) calculate the delay resulting from different IP over WDM components on the paths selected to route demands. Constraints (4) and (5) (6) and (7) calculate the number of EDFAs and the number of hops on the path of each demand. Constraint (8) calculates the total components delay of paths.
Dcomp sd = h sd (Dr + DeN e sd + Dt + P s), ∀s, d ∈ N (8)
Propagation delay constraint:
This calculates the total propagation delay of the path of each demand.
3.1.6 MILP formulation: Under non-bypass routing approach, the overall MILP is modelled as: Figure 6 shows the delay between the BT 21CN core nodes. The optimum route that results in minimum delay is the minimum hop route. This is due to the dominance of the delay contributed by the network components. The delay is therefore determined by the number of hops where each node contains optical switches, routers and transponders. The propagation delay is smaller in comparison and is determined by the length of the routes (routes are amplified by EDFAs which do not add any significant latency), and links in the BT 21CN do not exceed 360 km. Therefore, all demands are routed based on minimum hop. Therefore, we have three levels of delay reflecting the three hop counts between node pairs in BT 21CN network (1 hop, 2 hops and 3 hops). 
BT (GB) core network model calculations

H ∞ control
This section briefly describes the principles of H∞ control used in the design of the WADC. Robust control techniques based on H∞ methods have been previously used to design WADCs in the literature [7, 13, 45] . For a linear system with transfer function E(s), its H∞ norm is the highest gain of the transfer function over all frequencies and input directions [46] . It can thus be expressed as:
where σ represents the maximum singular value. In Fig. 7 , P (s) is the transfer function of the plant and K(s) that of the controller. In this work, the plant is the power system to be stabilised and the controller refers to the WADC. Let P (s) have the following realisation [47, 48] :
where w is disturbance vector, x is the state vector, y is the observation vector, z is the error vector, and the control vector is represented as u [48] . That is, the partitioned plant P can be represented as [47, 48] :
and, the closed loop transfer function from w to z is given as [47] : The H∞ problem involves designing a controller that internally stabilises the controlled system and makes:
for a given scalar γ [46] [47] [48] .
Mixed-sensitivity H∞ synthesis
In this work, the mixed-sensitivity H∞ synthesis, depicted in Fig. 8 , is used to design a stabilising controller K(s). This method allows shaping the sensitivity function (S(s)) and the complementary sensitivity function (K(s)S(s)) of the closed-loop system to achieve design targets compatible with good performance and robustness [46] . To achieve this, the controller must minimise:
where G(s) is the open loop transfer function of the system to be controlled, the sensitivity S(s) = (I + G(s)K(s)) −1 is the transfer function from the disturbance vector w to the observation vector y, and K(s)S(s) measures the control effort [46] .
For output disturbance rejection, a low-pass filter, W 1 (s), is usually used and W 2 (s) is a high-pass filter chosen to minimise the control effort at higher frequencies [46] .
The mixed-sensitivity problem is converted into the standard H∞ problem by computing an augmented plant, P (s), formed from the open loop transfer function and the weighting functions [46] . The solution to the H∞ problem is to find all the controllers that stabilise the system internally and satisfy (15) . In this work, the LMIs approach is used to solve the H∞ problem using the robust control toolbox in MATLAB. Additional constraints are specified to place the poles of the controlled system in a specified region on complex splane. This region is specified by a conic sector lying in the left-hand plane having its tip at the origin and with its inner angle specified in terms of the minimum damping ratio [46] .
Problem formulation and control design in the GB CPPS
In this section, the analysis and design of the controls for the CPPS of Section 2 is presented. It has to be noted that while the controls are introduced through the specific CPPS model, the methodology is general and can be easily adapted to other systems.
In Section 5.1, the analysis of the open-loop, uncontrolled system is shown to motivate the control design and serve as a benchmark. In Section 5.2, the design of the H∞-based WADC is described, assuming no time-delays and its resilience to communication latency is investigated. In Section 5. Inter-area and local PSS) is shown along with its increased robustness to communication time-delays and different loading conditions. Finally, the rule-based switching control strategy is explained in Section 5.4.
Initial analysis
The system depicted in Fig. 4 can be generally modelled using Delayed Differential Algebraic Equations (DDAEs). To analyse the system performance and enable the design of the WADC, the DDAE model is linearised around the operating point and the delays (considered constant in this work) are treated using the Pade approximation [21] . A good damping ratio for power system damping evaluation is usually system dependent and based on practical rules, but a damping ratio of 5% is typically acceptable [49] . Accordingly, a well damped system should have a damping ratio of at least 5%, with all the eigenvalues corresponding to the system modes lying in the left half of the s-plane. The damping ratio from eigenvalue analysis will be used for evaluating the power system damping.
First, the open-loop (uncontrolled) power system model is linearised around the operating point, resulting in a linear model with 797 states. Figure 9 shows the s-plane plot of the eigenvalues (modes) of the linearised system. The vertical distance of the modes indicate their frequency of oscillation and the further to the left of the imaginary axis the modes are, the lesser the effect they have on the system's transient response. The plot also reveals the existence of a poorly damped mode lying outside the five percent damping ratio line. It must be noted that for the uncontrolled system, the time delays don't affect the system stability.
The eigenvalues with real parts greater than −1 are shown in Fig. 10 . From the participation factor analysis [50] , it can be seen that the four modes are all electromechanical and their details given in Table 2 . Modes C and D are well damped, with damping ratios above 10%, while Mode A is poorly damped with a ratio of just 0.72%.
WADC design
In this section, a WADC is designed, based on the principles detailed in Section 4, to improve the damping of modes A and B in the study system. For this design, the system time-delays are ignored. The reason is that designing a controller to be robust to a wide range of time delays (usually the worst-case delays) makes it very conservative (and unnecessarily restrictive). In our case, by using the rule-based control strategy (see Section 5.4), we can optimise around First, the generator location and the controller input and output signals were selected, taking into consideration the controllability and observability of the system [46, 51] . The generators with the highest participation in the critical modes were selected as suitable locations. Moreover, the magnitude of the residues [51] was used to select the signals with the highest observability and controllability for modes A and B. Consequently, the rotor speed deviation and Automatic Voltage Regulator (AVR) reference of the hydro generator at node 1 (Beauly) and the CCGT generator at node 29 (SWP) were selected.
Then, we proceed to the design of the H∞-based WADC using mixed-sensitivity synthesis. A low-pass filter, W 1 (s), was selected to improve output disturbance rejection while a high-pass filter, W 2 (s), was used to reduce the control effort outside the frequency range of interest. The selected filters are:
Before synthesising the controller, balance model reduction was used to decrease the model size to an equivalent model containing only 18 states. This was necessary to reduce the computational complexity and control effort [7, 46] . Figure 11 shows the frequency response of both the reduced and full order models for the frequency range of interest. As evidenced from the plot, the reduced model adequately approximates the full order model within the frequency range of interest.
Finally, the H∞-based WADC is synthesised using MATLAB Control Toolbox. The controller places the modes that are observable and controllable from the system output and input signals on the region of the complex s-plane that ensures a minimum damping ratio of 10%. This region on the complex s-plane is defined by a conic sector lying on the left of the s-plane with its tip at the origin and having an inner angle of 2 × cos −1 (0.1) rad. From Fig. 12 , it is observed that the damping of the system improves significantly with the WADC. The previously lightly damped Mode A has been moved far into the left half plane, shortening the modes decay time. Also, the damping of inter-area mode B has been improved with a damping ratio of more than 10%. Modes C and D, however, remain relatively unchanged because of the choice of the controller input and output signals, which has limited observability and controllability of the modes. Nevertheless, this is acceptable as the modes were already adequately damped.
The small-signal response is verified via time-domain simulations of the full nonlinear CPPS. A three-phase to ground short circuit fault, cleared after one cycle (20 ms), was applied to the SWP node at t = 0.1 s to excite the oscillatory modes. The generator speed deviation is shown in Fig. 13 . It can be seen that the system damping was poor before the introduction of the WADC, with the oscillation not completely decaying after 10 seconds. The system damping is significantly improved with the introduction of the WADC.
However, the performance of the WADC is sensitive to communication time delays. This is shown by performing a time-delay sensitivity analysis on the system. Constant time delays (T d ) are applied to the input and output paths of the controller communication links (Fig. 4) varying from 1 to 250 ms. For each step increase in time delay, the system is linearised around its initial operating point and its eigenvalues are extracted. An s-plane plot of the system eigenvalues for each of the time-delays is shown in Fig. 14 , where the green-through-red colour spectrum represent the increase in T d from 1 to 250 milliseconds.
The increase in time delays results in the eigenvalues moving towards the right-hand of the complex s-plane, thereby worsening the mode damping ratio and increasing their decay time. For higher values of the time delays, the system reaches unstable operation as some eigenvalues eventually reach the right-plane. Using the methodology explained in Section 2.2, we find that even for moderate background communication data, the time-delays introduced might push the controlled system to instability.
To improve the resilience of the controlled CPPS to time delays, a hybrid control scheme combining a modified WADC operating together with local PSS is developed in the next section. 
Hybrid control design
It can be seen from the previous section, that the higher frequency modes (e.g., Mode A) are the ones affected most adversely by the time delays. This is expected: when the communication delay becomes comparable to the oscillatory mode period, then, controlling the mode through the WADC becomes challenging. Fortunately, in electric power systems the higher frequency modes are usually local modes [50] and can be efficiently tackled by local PSSs. The ones harder to tackle with local controls are the inter-area modes that might require the observation of geographically dispersed devices For this hybrid control, the WADC was redesigned to focus its control effort on the slower inter-area Mode B, while a local PSS was designed to improve the damping of the faster, local, Mode A. For the PSS design the well-known residues method [51] was used. Its input and output signals were selected similarly to the previous section. The SWP CCGT generator rotor speed deviation was selected as the PSS input signal, and its output was connected to the generator AVR reference. Including the local PSS controller improved the damping of Mode A to 6.4% leaving the one of Mode B almost unaffected (Fig. 15) .
The new WADC was designed based on the CPPS including the PSS. The WADC was synthesised focusing on the control of the inter-area Mode B, modifying the previous weighting functions to:
The cut-off frequency of the low-pass filter was reduced to 6 rad/s to focus on frequencies below that value (that usually correspond to inter-area modes). The high-pass filter was also reduced to a lower value, resulting in a minimisation of the control effort at a lower frequency threshold than in the previous design. The rest of the design procedure follows that of Section 5.2. Figure 16 shows the improvement in the damping of the inter-area Mode B with the hybrid control scheme. It can be seen that Mode A is also significantly improved.
Similarly to the previous section, a time-delay sensitivity analysis was performed on the system with the hybrid control. As can be observed in Fig. 17 , the system is now more resilient to time delays. While the performance of the hybrid controller still degrades for very large communication delays, it does not become unstable. Figure 18 shows the time-domain response of the active power flowing from Scotland to the South, after a short-circuit is applied, when ignoring the communication delays and when considering an average background communication load. Even though there is still some degradation in performance when the time-delays are considered, the CPPS is adequately damped. It should be noted that for the same conditions, the WADC designed in Section 5.2 is unstable. The performance of the hybrid controller is further assessed for different loading conditions in both the power and communication networks. The communication delays are computed based on the methodology explained in Section 2.2 and varying the background communication load between zero and full loading (which in this case corresponds to 137.3 ms for the link from the Beauly node to the control centre and 61.5 ms for the link from the SWP node to the control centre). At the same time, the electric power system is stressed by increasing the power transfer from Scotland to the South in equal steps of 10%. Table 3 shows the combination of the various power and communication loading scenarios and their effect on the inter-area Mode B. It can be observed that the hybrid controller provides a relatively constant damping of 10.8% for all the operating conditions considered at zero latency. However, with increased power loads and the introduction of communication delays, its performance degrades, with the damping going as low as 3.42% in the most stressed scenario. For this reason, the rule-based switching strategy described in the next section is proposed.
As a hybrid model, it represents a comprise between the WADC only model and the local PSS. Hence, Its damping performance is worse than the WADC only model as evidenced by Fig. 12 and Fig. 16 . Also, in situations of extreme time-delays, its performance is worse than the local PSS operating alone, as illustrated in Fig. 20 . However, when analysing a wide range of communication 
Rule-based switching control strategy
In the previous sections, it was shown that the H∞-based WADC shows excellent performance in low communication delays but has little resilience in high communication delays that can destabilise the system. Then, a hybrid control scheme was developed that shows increased resilience to time delays by tackling the local modes with PSS and the inter-area modes with a WADC. However, the performance of the latter in low communication delays is not as good as the former. Moreover, in very high communication delays the system performance with the hybrid method still degrades significantly.
In this section, a rule-based control strategy is shown that combines the best behaviour of the controllers, under different communication latencies. The different controllers are pre-designed offline and are switched depending on the detected time delays. This switching between controllers is done in the control system layer and can be implemented using mature adaptive control techniques, such as gain scheduling [52] . The overview is shown in Fig. 19 and explained below. For low communication latency (< 60ms), the WADC designed in Section 5.2 is used ensuring superior damping performance (switch S1 open, S2 closed). When the time delays increase beyond the point where the WADC performance is likely to be affected (>60ms, as extracted from the sensitivity plots), the hybrid scheme is used (S1 and S2 closed but WADC concentrates only on inter-area modes). Finally, for extreme values of communication latency or even loss of communications, only local controllers (PSSs) are used to tackle both local and inter-area modes (switch S1 closed and S2 open). The last mode of operation (only local) is the current industry practice which can stabilise the system in most situations but cannot achieve the performance of WADCs.
With the aid of accurate GPS time-stamp information, the communication delays can be reliably and accurately determined locally [13, 28] and trigger the appropriate control strategy. It is thus assumed that every remote generator and the WADC centre are equipped with GPS and all signals timestamped.
Moreover, for the hybrid control strategy, several communication scenarios should be considered where one or some communication links are overloaded (with latency above the threshold). This can lead to multiple hybrid controllers that can be scheduled according to the actual communication scenario.
To test the impact of the switching scheme, two three-phase short circuit faults lasting for 20 ms each are applied on node SWP at time instants t = 0.1 s and t = 4 s to excite the oscillatory modes. Right before the second fault, a step-change in the background communication is applied increasing significantly the communication time delay between the WADC and the controlled generators. Figures 20 and 21 show the time-domain response of the generator speed deviations and terminal voltages with and without the switching strategy. In the first scenario, the step increase in the communication latency causes the system performance to degrade. When the switching strategy is considered, then the increased communication latency is detected and the controller switches to the hybrid mode. As expected, the increased resilience of the hybrid scheme to time delays offers better damping performance with smoother oscillations.
Finally, Fig. 22 shows the speed deviation of the SWP CCGT generator when three short-circuit faults lasting for 20 ms each are applied at time instants t = 0.1 s, t = 4 s, and t = 10 s to excite the oscillatory modes. Similarly to the previous test, right before each of the two last faults, a step-change in the background communication is applied. This leads the control strategy to move from WADC to hybrid and finally local. It should be noted that the maximum time delay before the final fault increases to more than 350 ms and would destabilise the system if the WADC was used. 
Conclusions
Electric power systems are quickly being transformed into CPPS, with the improved communication capabilities paving the way for enhanced functionalities being deployed over the cyber layer. Using public communication networks to implement the new CPPS services can significantly reduce the installation and operation cost, but at the same time expose CPPS to stability problems arising from decreased performance or disturbances in the communication network.
In this paper, the design of a WADC to tackle oscillations in electric power systems is presented, based on a cyber-physical model of GB. It is shown that the enhanced monitoring and control capabilities offered in the CPPS by the communication network can significantly increase the stability of the system. However, high communication delays can destabilise the system and lead to a collapse. It was shown that the resilience of the WADC to communication latency can be increased by tackling the fast oscillatory modes with local controllers (PSS) while the WADC focuses only on the slower inter-area modes, which are usually the hardest to tackle with only local controls. Finally, a rule-based control strategy is proposed that can combine the superior performance of WADC in low-latency situations, with the increased resilience to latency of a hybrid method and the robustness of traditional local controls (PSS).
Immediate future work will extend the investigation of the cyberphysical system by considering a range of cyber-attack scenarios together with designing formal recovery rules for the wide-area controllers when faced with such attacks. Also, we intend to perform a more comprehensive investigation on the effect of time-delays on the CPPS while considering more varied wide-area communication architectures, including emerging cyber-physical architectures such as the cloud-in-the-loop architecture [53] .
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