INTRODUCTION
Few results exist concerning the rate of convergence of approximate solutions of optimal control problems governed by partial differential équations [3, 9] . Characterization of the solution in terms of the saddle point of a Lagrangian in order to obtain error estimâtes, the approach employed in [8] and [9] by Lasiecka and Malanowski, appears to yield results in a more direct manner than the techniques employed in [3] by Falk. On the other hand, the existence and regularity of appropriate multipliers are demonstrated with some difficulty in [8] .
In this paper we appeal to Fenchel-Rockafellar duality [2] , as first employed in a similar context by Mossino [12] , in order to characterize the solutions of an optimal control problem in a way that leads to error estimâtes. We believe that this approach is more direct and more gênerai than the previous ones.
We consider the problem In section 1 we give a précise description of the problem (P) and its discretization, and collect together relevant results concerning the regularity and fmite element approximation of the solutions of the équations involved.
In section 2 we characterize (lemma 2.1) the solution of (P) in terms of the saddle point of a Lagrangian. Lemma 2.2 présents the corresponding characterization of the solution of the approximating problem. We then obtain (in lemma 2.3) the regularity resuit for the optimal control u (ueH 1 (F)), as in Lions [11] .
In section 3 we dérive O {h) estimâtes for the error in the approximation of the optimal control and of the corresponding state, in L 2 -norm for the former and H 1 -norm for the latter (h is the largest of the sides of the triangles of a certain triangulation of Q).
It must be pointed out that, as in [3] and [9] , there seem to be no obvious modifications of our approach which would make it possible to treat cases where state cons traint s are present. Hints as to the complexity of such cases are available, for instance in the papers by Kager and Mitter [6] , Mossino [12] , and Rockafellar [15] .
PROBLEM (P), APPROXIMATING PROBLEM (P ft ), AND SOME RESULTS FROM THE THEORY OF FINITE ELEMENT APPROXIMATION
Assume Q is a bounded convex polygonal domain in R 2 , and the boundary of Q is r = r 1 ur 2 u... ^r N , each Ti being an open line segment, and r ( n Tj is either empty or a common end-point for ij=j. 
AT, on
where A is the Laplacian and n dénotes the unit normal vector directed towards the exterior of Q.
The cost functional is \yA\l^)+\\\4lHr).
(1-2)
where y d eH 1 (Q) and v>0 are given.
The optimal control problem is
and a unique solution exists, as discussed in Lions [11] .
We shall consider an approximation
such that (P fc ) can be solved numerically. Specifically, assume x h is a "classical" triangulation of Q with the angles of ail triangles Te x h uniformly bounded below by 6 0 >0 for ail h(h i 0), as discussed, for example, in [1] , [4] and [14] . Since Ll{Q), Ll(T) and Hl{Sï) are fmite-dimensional spaces. (P ft ) is a nonlinear programming problem in finite dimensions, and can be solved by means of various techniques. Assuming that the minimizer u h eK h , the existence and uniqueness of which are readily established as in the case of (P), has been computed, we shall estimate ||tth-w||z.»<r> anc * | | 3>ft(
, where u is the solution of (P).
We need some results about the regularity and approximation of the solution of (1.1). We shall say that
It is known ( [5, 13] , and the références given there) that the solution y(v)
and also that
(Hère, and in the sequel, C will dénote a generic constant, not necessarily the same in any two places.) This regularity resuit enables us to interpret y(v) as being the solution of (1.1').
We also need to consider the "adjoint" équation for each yeH 1 (Q) and each veH l (T), respectively (see [1, 16] ).
We collect together as a lemma the required approximation results concerning the state and the adjoint state. and we obtain Q.E.D.
SADDLE POINT CHARACTERIZATÏON OF THE SOLUTIONS OF (P) AND (P A ) AND REGULARITY OF OPTIMAL CONTROL
We start by characterizing the solution of (P). Since there are no state constraints, the gênerai discussion of Mossino ([12] , pp. 232-233) is valid (the duality discussed in [12] corresponds to the perturbation scheme that we are using); the primai and dual problems have the same value and each has a unique solution. Therefore, u being the solution of the primai problem and (p lt p 2 ) being the solution of the dual problem, (w; \pi h \dr= inf {(u*,<Zi*W)+ I |^i fc |dr}. (2.14) Jr Proo/' The proof is almost identical to that of lemma (2.1), and we shall only indicate the necessary modifications. The regularity resuit about the optimal control can be obtained as in Lions [11] , pp. 53 and 58. Q.E.D.
THE RATE OF CONVERGENCE OF APPROXIMATE SOLUTIONS OF (P)
On the basis of the previous preliminary sections we are now ready to prove the convergence resuit. We'shall now estimate each term on the right-hand side of (3.11) separately. By lemma 2.1 (2.4),
and The last term on the r. h. s. of (3.11) is by lemma 2.1 (2.3) and lemma 2.2 (2.12).
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CONCLUSION
In this paper we singled out a spécifie problem to illustrate the use of FenchelRockafellar duality theory in obtaining approximation results related to optimal control problems. The technique is quite gênerai and may be applied to the study of control problems governed by linear équations, whether higher-order elliptic (self-adjoint or not), parabolic of hyperbolic (on cylindrical domains).
