A recursive power-allocation method for multilevel coding systems with sigma mapping is proposed. With the proposed power allocation, it is possible to design iteratively decodable capacity-approaching codes with high bandwidth efficiency by using binary turbo-like codes.
Introduction:
The multilevel coding (MLC) scheme was proposed by Imai and Hirakawa [1] to implement bandwidth-efficient coded modulation for additive white Gaussian noise (AWGN) channels. The MLC consists of multiple levels whereby each level is protected by an errorcorrecting code (ECC). Traditionally, multiple coded bits from different levels are mapped to a signal point according to the so-called 'mapping by set partitioning' [2] . In 1997, Duan, Rimoldi and Urbanke [3] proposed a capacity-approaching mapping method, which we call sigma mapping. With sigma mapping, the MLC system can be treated as a multi-user system (i.e. one level as one user). So it is not surprising that the decoding=demapping algorithm can be implemented in an iterative manner as described in [4] . In addition, since co-operation among different 'users' is perfect, we are able to play more at the transmitter. For example, we may utilise unequal power allocations to facilitate the iterative decoding=demapping process. An interesting question is: how much power should we allocate at each level? In this Letter, we show (by simulations) that, with appropriate power allocations, powerful binary codes with simple iterative decoding= demapping algorithms can be utilised to approach the channel capacities for a wide range of signal-to-noise ratios (SNRs).
Encoding and decoding:
As shown in Fig. 1 , a binary data sequence u of length K is partitioned into m subsequences u (i) of length K (i) for 0 i m À 1. The ith subsequence u (i) is encoded by a binary component code at the ith level, resulting in a sequence c (i) of length N. The randomly interleaved version v (i) of c (i) for all i are then mapped to a signal sequence x by a linear superposition (called sigma mapping) with parameters (E 0 , E 1 , . . . , E mÀ1 ), where E i is the symbol energy at the ith level. The signal sequence is then transmitted over an AWGN channel. At time t, the received signal is y t ¼ x t þ w t , where w t is assumed to be a Gaussian random variable with mean 0 and variance s 2 . After receiving the whole sequence y, an iterative decoding=demapping algorithm similar to that described in [4] can be employed to estimate the data sequence u. Power allocation problem: The coding rate is
According to the channel coding theorem, the total energy per dimension
À 1 in order that the bit error rate (BER) is arbitrarily small. The problem is, for a given BER, how to choose (E 0 , E 1 , . . . , E mÀ1 ) such that the total energy E is minimised. Some clues have been mentioned for multi-access systems: see [5] for theoretical analysis and [6] for practical considerations. But for a general MLC system, this is still an open problem. We next describe three methods.
Method 1: Power allocation for ideal coding and successive decoding: It is well-known (e.g. see [7] ) that we can choose (E 0 , E 1 , . . . , E mÀ1 ) such that: 
Note that the right-hand side of (1) is exactly the channel capacity corresponding to the total transmission energy E ¼ E 0 þ E 1 . This reasoning can be easily generalised to systems with more levels.
Method 2. Power allocation for practical coding and successive decoding: If the codes for individual levels are not capacityachieving, the power required by each level should be higher than that obtained from Method 1. Assume that all component codes are binary and fixed. Let SNR i be the required SNR at a designated BER (say, 10 À5 ) for the ith component code over a single-level AWGN channel. For example, the required SNR for the original turbo code [8] to achieve BER of 10 À5 is about 1.17 (0.7 dB). The following simple power-allocation strategy can ensure the success of the successive decoding procedures provided that the parameter a is chosen to be large enough:
Note that if all the component codes are identical, (2) can be reformulated as E i =s
, as derived in [5, 6] .
Method 3. Power allocation for practical coding and iterative decoding: It is interesting to note that the total energy can be further reduced if the iterative decoding=demapping algorithm is employed. Unlike Methods 1 and 2, we do not have closed-form power allocations in this case. Instead, we propose the following simulation-based recursive search algorithm, which is conceptually simple. Assume that a solution has been found for a k-level system, denoted by (E 0 , E 1 , . . . , E kÀ1 ). We choose (E 0 , E 1 , . . . , E kÀ1 , E k ) as the power allocation for the (k þ 1)-level system, where E k is determined by simulations such that the BER of the (k þ 1)-level system is at the designated BER. proposed in [9] as the component code at each level. The designated BER is set to be 10 À5 . The SNRs resulting from Method 3 are shown in Fig. 2 for systems with from one to six levels. For comparison, the capacity curve is also plotted in Fig. 2 . The simulation results are quite close to the capacity, although the gap gets wider when the coding rate increases (equivalently, when the number of levels increases). At rate of 3 bits=dim (the six-level system), the gap is around 1.7 dB, which can be further narrowed if an a posteriori probability (APP) demapping algorithm rather than the elementary signal estimator (ESE) in [4] is implemented during the iterative process. For the six-level system in this example, Method 3 leads to slightly better performance (about 0.1 dB) than Method 2 at BER around 10 À5 . It is worth pointing out that such benefits can be significant when 'poor' codes are used as component codes. To illustrate this, we have included simulation results in Fig. 3 for another six-level MLC system whereby the (7, 5) 
