Abstract. The clustering process can be quite slow when there is a large data set to be clustered. We investigate four efficient fuzzy c-means clustering methods qFCMs, based on the quad-tree application to multispectral image feature compression and/or an aggregation process to reduce the number of exemplars for image analysis. An image is first partitioned into multiresolution blocks with variable size to extract the representative ones by homogeneity criteria. The blocks can be represented by a mean or fuzzy number to represent the image information. The first algorithm qFCM b is performed by applying only the representative blocks to a weighted FCM, which can speed up the clustering. To further improve the clustering efficiency, the reduction is done by aggregating similar examples and using a weighted exemplar in the clustering process (qFCM ba ). Based on the same processes used in qFCM b and qFCM ba , nonhomogeneous regions including pixel information can also be supplemented to refine the clustering results, which are termed qFCM p and qFCM pa , respectively. Because of the merit of higher efficiency with the aggregation process, we recommend qFCM ba and qFCM pa . A set of 14 images is used for experiments, comparison, and discussion. Performances are reported by the mean reduction rate, speedup, mean correspondence rate, and root mean square error. Results show that the mean reduction rate of both qFCM ba and qFCM pa can be as high as 98% reduction in sample size. Average speedups of as much as 40 to 150 times (100 to 200 times) a traditional implementation FCM are obtained using qFCM pa (qFCM ba ), while producing partitions that are equivalent to those produced by FCM. On the measure of root mean square error, qFCM ba is the better choice, as indicated in the experiment of clustering a noisy image.
Introduction
The fuzzy c-means ͑FCM͒ clustering algorithm, which was proposed by Dunn 1 and generalized by Bezdek, 2 is usually applied to distinguish a set of data with a given number of clusters. It divides the data set into fuzzy clusters and provides typical representatives for each cluster. Although FCM has been modified and generalized in various ways to detect different cluster shapes in practical applications, it remains very attractive and is often used to provide initializations in more complicated methods. 3, 4 When the FCM algorithm is applied to image analysis ͑facing with a large data set͒, storage requirements and computational efforts become difficult to manage. 3, 5 Such an induced interesting topic has been studied by many researchers, and is also investigated in this study.
Hung and Yang 6 proposed a partition simplification FCM ͑called psFCM͒ that is divided into two phases for improving the conventional FCM. In phase I, the original dataset is reduced into a simplified dataset with unit blocks by the k-d tree method, whereas phase II performs the standard FCM with the cluster centers initialized by the final cluster centers from phase I. Such a method can be categorized as a multistage sampling method, which usually reports speedup factors between 2 and 6 depending on various parameters and data sets. 3 Eschrich et al. 7 introduced a brFCM algorithm to reduce the number of distinct patterns without adversely affecting partition quality. The reduction was done by aggregating similar examples and then using a weighted exemplar in the clustering process. It reported an average speedup factor of 59 for segmenting magnetic resonance images of the human brain, however this performance depends strongly on the data set and the selection of parameter r. Kolen and Hutcheson 8 presented an implementation to eliminate the storage of a data structure by combining two updates into a single update of cluster centers. This property significantly affects the asymptotic run time, as the presented algorithm is linear with respect to the number of clusters, while the original is quadratic. This special property was plotted by timing comparison of the FCM algorithm with and without calculating the mixing coefficients ͑see Fig. 1 in Ref. 8 for reference͒. An improvement of 400 to 1600% was reported with the algorithm. By investigating FCM termination conditions and membership update equations, Höppner 3 derived an approximate FCM to yield the same results as a conventional one within a given precision. It incorporated additional information about the data set by reorganizing the set as a tree. The gain of this modified implementation increases with an increasing number of data objects or clusters. In addition, it is also sensitive to the selected fuzzifier. Cannon et al. 9 reported a speedup factor of 6 for an approximate FCM for integer-valued data, which was acquired via look-up tables from the evaluation of exponential and distance functions. These approximations were relevant to discrete data and several of the approximations degraded output quality. The other approach involves incrementally increasing the size of the data set with randomly sampled subsets. 10, 11 However, the process of random sampling does not speed up the FCM calculations but changes the initial conditions ͑the input data set of FCM͒. This method can be applied to other data analysis methods and is not specific to FCM algorithm. 3 Moreover, another approach exploited special properties of the data set. Rather than cycle through the individual data items, the data set can be reduced to a histogram. 5 The whole image can be represented by clustering the representative data. In addition, mean values of image blocks can be adopted to represent the subglobal information of image for clustering, and the membership grade can be used to be an indicator for region homogeneity. 12, 13 Although it can roughly analyze the image information ͑features͒, it is not effective to split the mixture region by membership values and to extract the correct information from an image.
Based on the brief survey just mentioned, it is undoubted that an efficient algorithm to producing a partition is of great importance in the field of clustering. In this paper, we look at an approach to speed up the clustering process and yet produce a partition of quality equal to that of conventional FCM. The two-phase scheme, including data reduction and fuzzy clustering using FCM, as done 7 in brFCM is adopted to design our methods. In brFCM, the data reduction phase consists of an optional precision reduction step quantizing feature space by masking the lower r bits of the feature value and an aggregation step combining identical feature vectors into a single weighted exemplar. Based on the weighted exemplars, a weighted FCM is used for clustering. In our approach, the optional precision reduction step in brFCM is replaced by a hierarchical decomposition, which is implemented by a quad-tree structure.
14 Thus, the newly proposed algorithm is termed qFCM.
The extraction of the representative blocks of the whole image information is based on a feasible region splitting criterion, i.e., the homogeneity measurement. In the proposed scheme, the representative block components are extracted from an image with a homogeneity measurement, and the image is partitioned into multiresolution blocks with variable size. Since the pixels of each block have a similar value, it is feasible to represent each block and can be used for the data reduction. This idea has been applied effectively to the estimation of motion parameters of a linear blurred image 15 and the image quality measurement. 16 To represent the block information, each component can be represented by a mean value or a fuzzy number. Because these representative blocks dominate the information of the image pixels, it enhances the clustering to be fulfilled effectively. Based on the quad-tree application to multispectral image feature compression and/or an aggregation process to reduce the number of exemplars, four efficient FCM clustering methods qFCMs are investigated in this paper. The first algorithm qFCM b is performed by only applying the representative blocks to a weighted FCM for clustering. To further improve the clustering efficiency, the reduction is done by aggregating similar examples and using a weighted exemplar in the clustering process (qFCM ba ). Based on the same processes used in qFCM b and qFCM ba , nonhomogeneous regions including pixel information are supplemented to refine the clustering result, which are termed qFCM p and qFCM pa , respectively. A set of 14 images are used for experiments, comparison, and discussion. The remainder of this paper is organized as follows. Section 2 reviews the conventional FCM algorithm and its problems. Section 3 describes the proposed methods, including quad-tree splitting for the extraction of homogeneous regions, the representation of block information, and qFCM details. Section 4 shows experiments, comparison, and discussion, where performances are reported by the mean reduction rate, speedup, mean correspondence rate, and root mean square error. The recent brFCM algorithm 7 is implemented for comparison. A two-tailed difference t test is also used to determine the significance of the clustering results. Finally conclusions are drawn in Sec. 5.
FCM Clustering
A feature set X of an image consists of Xϭ͕x 1 ,x 2 ,...,x n ͖ where XʕR p , nN, R p presents the set of p tuples of reals, e.g., a color image, pϭ3, is presented by a 3-tuples vector like RGB components. A fuzzy c-partition of X can be represented by a membership matrix U whose elements are the membership value of k'th datum in X to i'th cluster. Moreover, the following conditions should be satisfied:
The value of every u ik in the fuzzy c-partition of X is between 0 and 1. The FCM c algorithm is an iterative optimization process to approach the approximate minima of an objective function. The definition of the FCM algorithm referred to in Ref. 9 is described as follows.
where UM is a fuzzy c-partition of X; V According to the definition of FCM clustering, the solution of cluster centers can be iteratively determined by minimizing the functional value of Eq. ͑2͒. The initializations of the implementation are ͑1͒ fix the number of clusters c and the parameter m, ͑2͒ choose the termination parameter and the inner product induced norm metric ʈ•ʈ, and ͑3͒ initialize the fuzzy c-partition U (0) with an update rule introduced later. The final result is determined by iteratively computing V and U, i.e., 
The iteration process is continued until the following condition is satisfied.
Otherwise, V (b) and U (b) are updated again from Eqs. ͑3͒ to ͑5͒.
In this algorithm, the computational cost is dependent on each iteration complexity. In one iteration, each datum x k (kϭ1,...,n) must compute c membership values u ik , i ϭ1,...,c, to each cluster based on Eq. ͑5͒. In addition, the centers are updated by Eq. ͑3͒. Thus, there are nϫc computations for each iteration. If a p-element center vector is considered, the computation order will be nϫcϫp. Since c is usually specified and p is fixed, the reduction of n plays the key role for efficient implementation with lower computation cost as done in Ref. 7 . Accordingly, the reduction of n will be the main contributive task of the FCM implementation in this paper.
Proposed Methods
In an image, the number of examples is always large, e.g., a small 128ϫ128 image has 16,384 features, as shown in Fig. 1 . Hence, reducing the number of n and still preserving the whole information of image is the main task in the proposed methods.
Homogeneous Blocks
To reduce the amount of data in an image, the quad-tree decomposition scheme is adopted to obtain the representative blocks via a uniformity criterion for homogeneity Efficient fuzzy c-means clustering . . .
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Jan-Mar 2005/Vol. 14 (1) measurement. 14 This concept has been applied in image compression, 17 clustering, 18 estimation of motion parameters of a linear blurred image, 15 image quality measurement, 16 etc. Figure 2͑a͒ illustrates the representative features. Here the homogeneous region extracted from image 1 of Fig. 1 is shown by the mean value of the corresponding representative block. The smallest block size is 2ϫ2. The nonhomogeneous region is shown by black pixels. In these block regions, the representative features of blocks generally do not contain the edge blocks, which results in nonhomogeneity. The dominant information of an image, which are homogeneous, are involved in these blocks. Hence, the representative blocks can be used to play a ''navigator'' role in the clustering. This facilitates the iteration effectively approaching convergence of Eq. ͑6͒ based on Eqs. ͑3͒ to ͑5͒ due to data reduction. Accordingly, the effective representative features can be utilized to look for the cluster centers instead of a large amount of pixels. This saves much time in applications.
The effectiveness of representative block features is analyzed as follows. Let m 2 and Sp i be the number of firstlevel blocks and the splitting amount in the i-level blocks, respectively. Total block number is
Let r i be the satisfying ratio of homogeneity measurement in level i. The total block number is the number of leaf nodes in the quad-tree structure except the pixel nodes (Ͻ2ϫ2 block͒, can be represented as
͑8͒
Assume that r i ϭr for all i, the total number is m
If m 2 ϭ64, qϭ4, and rϭ0.5 in a 128ϫ128 image, the data amount is lowered to 1/34. Hence, the data amount can be effectively lowered so that it can overcome the time-consuming problem of FCM clustering. That is, the dominant feature set can be effectively represented by the quad-tree structure having the merit of data reduction. It can contribute a considerable performance for FCM.
Block Feature Information and Its Presentation
Based on the block extraction, the relationship of pixels was translated to that of blocks of different sizes. Owing to the partition contribution of the blocks, the distribution of image pixel values are reorganized and the dominant peaks of distribution are enhanced with much higher peaks. That is, the cluster centers are preserved and magnified in the partition process. Hence, the clustering process is focused on these representative blocks with their values instead of the pixels. In addition, in Eq. ͑3͒, these cluster centers are dependent on x k ͑the pixel value͒ and u ik ͑the membership grade of pixel k to cluster i͒, where u ik is determined by the ratio of Eq. ͑5͒. Because the preprocessing limits pixel values within a block to a small range by the homogeneity criterion, it can be approximated as the similar values of pixels in the same block. Hence,
where w k is the number of pixels in block k, and u ik in Eq. ͑5͒ can be regarded as the same in a block. Based on the similar u ik and x k , the center can be estimated via the objective function except that x k and the block size weight w k must be multiplied. Therefore, the objective function in Eq. ͑2͒ can be formulated as follows via Eq. ͑9͒: According to the extraction of homogeneous blocks and the approximate objective function in Eq. ͑10͒, an effective clustering process is developed in this paper to improve the FCM clustering with lower computational cost. In addition, the estimated centers of these blocks may be close to the pixel centers under the same iteration.
To represent block information, the mean is usually regarded as an average parameter of a distribution. To facilitate the later experimental analysis, comparison and discussion, in this paper only the mean values are used to represent the block information. However, because the measurement resolution of a fuzzy number ͑FN͒ is higher than that of the mean, the property of the FN representing a block distribution 19 is also briefly introduced as follows for reference. For example, two block distributions can be presented by two FNs (Ã 1 and Ã 2 ) or their means (a 1 and a 2 ) , where the defuzzification 20 of Ã 1 and Ã 2 can be a 1 and a 2 , respectively. It can be shown that
Hence, an FN ͑Ref. 19͒ can be adopted to represent a distribution, especially for the homogeneous region. Chen et al. 21 proposed an effective automatic histogram specification based on fuzzy set operations for image enhancement, where a 6-PFN ͑parameterized fuzzy number͒ is used to represent a FN with some parameters for the histogram. The 6-PFN has been shown as an effective presentation in Refs. 22 and 23, which can be effectively manipulated by its parameter operations and can be analytically interval mapped via its convex shape. As a result, in the FCM clustering application, the cluster centers can be represented by FNs and may be applied to image understanding as exemplified in Ref. 24.
qFCM Details
By means of the extraction of the homogeneous blocks, the preprocessing of the proposed methods can reduce the amount of data and preserve the information. This is useful for implementing the proposed fuzzy clustering methods as the flowchart given in Fig. 2 . The quad-tree starts from the second top-level (N/2)ϫ(N/2) blocks for an NϫN image, and the homogeneity measurement HM(k) depends on variance measurement as follows.
where kl 2 is the variance of block k in vector element l. If HM(k) is smaller than a threshold T, the block is included in the representative set, otherwise the block is split to four child nodes until the HM criterion is satisfied. These leaf nodes of the quad-tree can be represented by a mean vector ,x k2 ,...,x kp ). Owing to the different size of homogeneous blocks, the FCM algorithm must be altered with the weight w k . The obtained vector of cluster centers is regarded as a mean vector (v 1 ,v 2 ,...,v c ) or an FN vector   (ṽ 1 ,ṽ 2 ,...,ṽ c ) . Hence, the definition of FCM for the representative clustering can be weighted and expressed as done in Ref. 7 as follows.
where UM is a fuzzy c partition of
ϱ).
The centers and memberships can be calculated by the following equations:
1. for mean representation:
2. for FN representation:
where ␦ represents the dissemblance measurement, and fuzzy operations of two fuzzy numbers are defined in Ref.
19. The termination condition of the iteration is similar to Eq. ͑6͒. Even though the FN can be applied to the weighted FCM, only the mean value is considered in this paper to facilitate the following experiments, comparison, and discussion. In addition, based on the weighted FCM, the number nЈ can be further reduced by aggregation, which combines identical feature vectors into a single weighted exemplar as done in Ref. 7 . Accordingly, there are four methods that can be defined as follows to be further investigated.
1. qFCM b : In this method, based on Eq. ͑12͒, homogeneous blocks extracted by quad-tree splitting are presented by x k with weights w k . Then the clustering results v i are determined by Eqs. ͑13͒ and ͑14͒.
2. qFCM ba : Based on qFCM b , the aggregation process is used for aggregating similar examples with a weighted exemplar in the clustering process to further reduce the number nЈ and to further improve the clustering efficiency. In the later experiments, we show that qFCM ba producing partitions is equivalent to those produced by qFCM b and has a great improvement for speedup.
3. qFCM p : All pixels x k ; in variation ͑nonhomoge-neous͒ regions are supplemented to refine the clustering centers based on qFCM b , and they are weighted by 1.0. Since the pixels in variation regions are added for clustering, in this method, it is expected that a more correct center can be obtained and is better than that obtained by qFCM b , which is also confirmed by our experiments reported later. Obviously, the speedup of qFCM p will be lower than that of qFCM b due to more data that are added for clustering.
qFCM pa :
The strategy is the same as for qFCM ba . The aggregation process is further involved in qFCM p to improve the clustering efficiency. Compared to qFCM ba , the accuracy of cluster centers obtained by qFCM pa is better than that obtained by qFCM ba , whereas the speedup of qFCM pa is lower than that of qFCM ba . However, in the later experiment by adding Gaussian noise, we obtain the result that the noise immunity of qFCM ba is better than that of qFCM pa . 1. When no homogeneous blocks exist and the aggregation process does not reduce the dataset, nЈϭn and w k ϭ1᭙k, the approach reduces to FCM. 2. When the aggregation process is used by itself, the approach also reduces to FCM but has a more efficient calculation since identical terms in the summation are grouped together.
Experimental Results
There are 14 128ϫ128 gray-level images ͑i.e., pϭ1 and Nϭ128) to be used and five clustering centers (cϭ5) to be partitioned for experiments, where nine images are shown in Fig. 1 . The quad-tree processing begins from the second top-level 64ϫ64 blocks for a 128ϫ128 image. The homogeneity measurement controlled by T is analyzed in the next subsection. To obtain a fair comparison and discussion, a statistic of 30 runs with random initializations is given for each case. We set fuzzy parameter mϭ1.5, and the stopping condition to be ϭ0.225 as given in Ref. 7 measuring the correspondence between two partitions of a dataset, is used in our performance report. The root mean square error is also adopted to measure the error between two sets of clustering centers for reference.
The traditional FCM algorithm is implemented for reference and comparison. In the following, with different T, performance measures such as the mean reduction rate, speedup, mean correspondence rate, and root mean square error are first used to evaluate and analyze the proposed methods. Then the brFCM algorithm 7 is implemented for further comparison and discussion. To investigate the noise effect, the Gaussian noise is added to an image for analysis. In addition, a two-tailed difference t test is also used to determine the significance between the proposed method and FCM. Figure 2͑a͒ illustrates the homogeneous regions extracted from image 1 using Tϭ100, where the mean value is used to display the corresponding representative block. The smallest block size is 2ϫ2, and nonhomogeneous regions are shown by black pixels. If the original pixels in the nonhomogeneous regions are involved, then a more detailed representative image can be obtained as shown in Fig. 2͑b͒ . From the illustrations of Fig. 2 , it is obvious that the representative images may be varied with different T.
Performance Measures for the Proposed Methods
To observe the behavior of T and compare performance measures, we let T varying from 50 to 1200 be applied to the four methods (qFCM b , qFCM ba , qFCM p , and qFCM pa ). For reference, the CPU time and five cluster centers corresponding each image shown in Fig. 1 obtained by FCM, are listed in Table 1 .
On the measure of data reduction for clustering image 1, the mean number of examples after reduction and the mean reduction rate are reported in Figs. 4͑a͒ and 4͑b͒ , respectively. A good mean reduction rate ͑reaching 98% and above͒ can be obtained by both qFCM ba and qFCM pa . The larger the T value is, the higher is the mean reduction rate for all methods. The measures of CPU time ͑including the processing time of quad-tree splitting, aggregating, and FCM clustering͒ and speedup reported, respectively, in Figs. 4͑c͒ and 4͑d͒ show that qFCM ba gains the best relative performance. Figures 4͑e͒ and 4͑f͒ report, respectively, the mean correspondence rate and root mean square error. Here we can find the higher mean correspondence rate ͑or the lower root mean square error͒ can be obtained with some T values ͑e.g., TϽ400), but when TϾ1100 ͑or some other T values such as Tϭ700) both of them become poor. Hence a trade-off between speedup and clustering quality should be considered by selecting a proper T value.
Because the homogeneous region extraction by quadtree splitting is used, the obtained performance measure will be different for different images. Hence, we select four images, images 1 to 4 shown in Fig. 1 , with different complexities for comparison. Furthermore since qFCM ba and qFCM pa have the merit of fast clustering, we use them for testing. The compared plots ͑including speedup, mean correspondence rate, and root mean square error͒ are given in Fig. 5, where Figs. 5͑a͒, 5͑c͒, and 5͑e͒ show the results obtained by qFCM ba , and Figs. 5͑b͒, 5͑d͒, and 5͑f͒ show those obtained by qFCM pa . We have the following observations:
1. The more the uniform regions of an image, the higher the speedup ͓see image 3 in Figs. 5͑a͒ and 5͑b͒ for reference͔. A speedup higher than 200 can be achieved by qFCM ba . The speedup obtained by qFCM ba is greater than that obtained by qFCM pa . 2. The T value having a better mean correspondence rate ͑or root mean square error͒ is very different for different images. For example, in Fig. 5͑c͒ , the mean correspondence rate is 96.83% at Tϭ200 for image 3, whereas it is 97.49% at Tϭ800 for image 4. If the image complexity is higher, then the mean correspondence rate may be lower, such as image 2 in Fig.  5͑c͒ , whose better mean correspondence rate is 88.03% at Tϭ450. From Fig. 5͑e͒ , we can also see similar relative results. Compare the plots in Figs. 5͑c͒ and 5͑e͒ to those in Figs. 5͑d͒ and 5͑f͒, especially at TϽ400, the clustering results obtained by qFCM pa are better than those obtained by qFCM ba . Figure 6 gives the average performances for all images. We have the following results. On the measure of mean reduction rate, both qFCM ba and qFCM pa can reach above 98%. Average speedups of as much as 40 to 150 times a traditional implementation FCM can be obtained using qFCM pa , whereas 100 to 200 times can be obtained using qFCM ba . By properly selecting a T value, the mean correspondence rate can reach above 85% for the qFCM ba method, and above 90% for the qFCM pa method, respectively. We use Tϭ200 for the following comparison and the discussion in Sec. 4.3.
brFCM Algorithm and Gaussian Noise
In addition to the standard FCM algorithm, a recent brFCM algorithm proposed by Eschrich et al. 7 is also used for comparison. The brFCM algorithm consists of two phases: data reduction and fuzzy clustering using FCM. The data reduction phase consists of an optional precision reduction step controlled by the r parameter and an aggregation step. Both steps attempt to reduce the number of feature vectors presented to the FCM algorithm. They reported that average speedups of as much as 59 to 290 times a traditional implementation of FCM were obtained using brFCM, while producing partitions that are equivalent to those produced by FCM.
Because the homogeneous property of an image is used in our approach, note the noise immunity of our methods. Hence, the Gaussian noise with ϭ5,10,15,...,50 are added to each image for further experiments and comparison. The original image without noise (ϭ0) processed with FCM is regarded as a ground truth. Thus, we can compare each clustered image to the ground truth for that image. For all (a) , the minimum mean number of examples for qFCM ba is 153, and that for qFCM pa is 184, based on the 128ϫ128 gray-level image. Thus, in (b), the corresponding maximum mean reduction rate for qFCM ba is 99.066% and that for qFCM pa is 98.877%, respectively.
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Jan-Mar 2005/Vol. 14 (1) in Fig. 7͑a͒ . When ϭ5 ͑low Gaussian noise͒, based on the 90% confidence coefficient testing as defined above, rϭ4 and rϭ5 do not enable brFCM to produce partitions equivalent to those produced by FCM with the image data set used in our study. However, when noise is increased, all the listed r values enable brFCM to produce partitions equivalent to those produced by FCM. This lets us conclude that the noise embedded in an image equivalently influences both the brFCM and FCM algorithms. Here, we also use the root mean square error to measure the accuracy of clustering centers compared to those obtained by FCM, as plotted in Fig. 7͑b͒ . We find the results obtained by brFCM r , rϭ0, 1, 2, and 3, are close to those obtained by FCM. This result is similar to that reported by Eschrich et al. 7 The brFCM 1 is used for the following comparison and discussion. Fig. 1 with the proposed methods: (a) mean reduction rate, (b) speedup, (c) mean correspondence rate, and (d) root mean square error. Note here that the minimum mean number of examples for qFCM ba is 149, and that for qFCM pa is 177. Thus, the corresponding maximum mean reduction rate for qFCM ba is 99.091%, and that for qFCM pa is 98.92%, respectively. Figure 8͑a͒ shows the plots of p values based on different Gaussian noise with the proposed methods qFCM ba and qFCM pa , where Tϭ200 is used. Based on the 90% confidence coefficient testing, qFCM pa can produce partitions equivalent to those produced by FCM for all cases, whereas for cases of Ͼ15, they do not enable qFCM ba to produce partitions equivalent to those produced by FCM. In other words, their significant difference reports that the noise immunity of qFCM ba is better than that of qFCM pa . The root mean square error plotted in Fig. 8͑b͒ also confirms that qFCM ba has a lower error with noise added. Comparing the results in Fig. 8 to those in Fig. 7 , except for qFCM ba having better noise immunity, we find that the results obtained by both qFCM pa and brFCM r , rϭ0, 1, 2, and 3, are similar and close to those obtained by FCM. This comparison shows that the obtained results of the proposed qFCM ba method can effectively preserve the clustering centers with the benefit of a lower error when a noisy image is partitioned. Based on the analysis of noisy images, other performances of mean reduction rate, mean correspondence rate, and speedup are further plotted and compared in Fig. 9 . Here brFCM 1 is used for reference. In the comparison of mean reduction rate, as plotted in Fig. 9͑a͒ , qFCM ba is similar to brFCM 1 , whereas qFCM pa has a lower performance but still greater than 98% due to the fact that pixels in nonhomogeneous regions are added for clustering. In the comparison of mean correspondence rate, as plotted in Fig.  9͑b͒ , qFCM pa is similar to brFCM 1 and FCM, whereas qFCM ba has a higher performance due to the fact that noisy pixels appearing in nonhomogeneous regions have been excluded for clustering and the homogeneous blocks have a property of suppressing noisy pixels. In the comparison of speedup, as plotted in Fig. 9͑c͒ , we find that the speedup of qFCM pa becomes very low if heavy noise occurs. This is due to the fact that quad-tree splitting is constrained to the homogeneity of the image and the noisy pixels cause more nonhomogeneous regions to be included for clustering. In the experimental data set, average speedups of as much as 150 times a traditional implementation FCM can be obtained using qFCM ba . Although Eschrich et al. 7 reported an average speedup factor of 59 for segmenting magnetic resonance images of the human brain, in our experiments reported in Fig. 9͑c͒ , a higher speedup can be obtained due to a simple masking operation as well as an aggregation processing are used for data reduction. Actually, the complexity of implementing the quad-tree operation is higher than that of implementing the masking operation. Thus, it is reasonable that the speedup obtained by our methods is lower than that obtained by brFCM. The data type and data size or the used computer system and software may be other factors for affecting the speedup, as exemplified in Ref. 7 .
Comparison and Discussion
As a result, based on the quad-tree application to multispectral image feature compression and an aggregation process for data reduction, we presented an efficient algorithm to improve the efficiency of FCM clustering. The qFCM pa method can produce partitions equivalent to those produced by FCM and has a higher mean correspondence rate ͑or a lower root mean square error͒, whereas the qFCM ba method obtains a higher speedup, as much as 100 to 200 times a traditional implementation FCM, and possesses a better noise immunity for clustering noisy images. Based on the quad-tree processing, in addition to the merit of efficiency, the information of the extracted homogeneous blocks can be suitably transformed to the fuzzy number representation, e.g., PFN representation. 23, 24 It is very convenient to describe the fuzzy information after a clustering process, and has a merit for image understanding such as linguistic operations with fuzzy sets.
24,25

Conclusions
In FCM clustering, the operational complaints about FCM include high amounts of CPU time for large data sets, especially for image data. To deal with such a problem, regardless of whether determining a good number of clusters or implementing an approximate FCM algorithm is considered, there may exist a noticeable improvement for CPU time reduction in the data number n of FCM. In this paper, four efficient FCM clustering methods qFCMs, based on Efficient fuzzy c-means clustering . . .
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Jan-Mar 2005/Vol. 14(1) the quad-tree application to multispectral image feature compression and/or an aggregation process to reduce the number of exemplars, were developed and investigated for image analysis. For image features, the extraction of homogeneous block regions can reduce the data amount and can preserve the dominant information of image in the preprocessing of the methods. Experiments have shown that the mean representation for the homogeneous block can effectively represent the image information for clustering. It is very suitable to be applied for fuzzy information processing. The objective function and center equations were reformulated as a weighted FCM. In our experiments, average speedups of as much as 40 to 150 times ͑100 to 200 times͒ a traditional implementation FCM can be obtained using qFCM pa (qFCM ba ), while producing partitions that are equivalent to those produced by FCM. The obtained results of the proposed qFCM ba method can effectively preserve the clustering centers with the benefit of a lower error when a noisy image is partitioned. In addition to the merit of efficiency and noise immunity, based on the quad-tree splitting, the information of the extracted homogeneous blocks can be suitably transformed to the FN representation. As a useful application, the effective implementation of the proposed FCM method can be suitably applied to multispectral image feature compression, and further to image understanding with linguistic operations and semantic descriptions, as presented in Ref. 25 .
