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Further Investigations of Geometric Representation Approach to 
Fuzzy Inference and Interpolation 
Wong Man Lung 
The Cartesian representation of membership function presents an opportunity not only 
to handle the practical problems of interpolation, extrapolation and sparse rule base 
extraction, but also to analyse the relationship between geometry and fuzzy rule base. 
Exploration into the potential applications of the approach has been preliminary in 
scope. The present thesis serves to investigate further on this geometric representation 
approach in order to expand the idea, theories and applications of the representation. 
Here, a new concept of geometric representation called L2 representation of membership 
function is developed. An extended class of membership functions comprising of infinite 
number of characteristic points and satisfying certain monotonicity conditions can now 
be expressed as elements in the space of square, integrable function. Hence, with this 
generalized representation, wider spectrum of membership functions can be placed on 
an unified platform for analysis and study. 
Moreover, membership functions represented in Cartesian space are points instead of 
triangle or trapezoid. Point membership functions do not overlapped if they are not 
exactly the same. Therefore, gaps always exist between them. Ordinary inference 
methods such as product-sum-gravity or min-max-centroid are hence not applicable 
under such representation. New meaning of degree of membership needs to be defined 
and new inference operation needs to be generated. The present work proposes a new 
concept of radius of influence to accommodate the new definition of membership degree 
and fuzzy inference. According to this new point of view, there is now no difference 
between the operations of fuzzy inference and fuzzy interpolation. Both are to generate 
a conclusion based on a set of representation points in Cartesian space. The difference 
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This thesis further investigates the applications of Cartesian representation of member-
ship functions. Former usage of this geometric representation approach focuses on the 
reduction of fuzzy rule base via fuzzy interpolation or sparse rule base extraction meth-
ods. Further explore potential applications, generalized representation, fuzzy clustering 
and inference system will be the main research topics in the thesis. 
1.1 Background 
Zadeh in [1] said, “ Fuzzy aims at modeling the imprecise modes of reasoning that play 
an essential role in the remarkable human ability to make rational decisions in an 
environment of uncertainly and imprecision. This ability depends, in turn, on our 
ability to infer an approximate answer to a question based on a store of knowledge that 
is inexact, incomplete, or not totally reliable.,. The father of fuzzy logic pointed out 
the idea of the whole picture. According to the human logic or reasoning the so-called 
"Thinking" process is clear. The human brain will process the corresponding action 
according to the database that lies within. The database in our brain is based on 
experience. More experiences means larger database and more knowledge and more 
knowledge means handling uncertainly with higher capacity. For example, if someone 
1 
1.1 Background 2 
drives everyday from home to the working place, he undoubtedly can quite precisely 
estimate the walking time for that distant. It is because he has experiences, the common 
sense will give him the rough idea about the speed and distant. However, all these 
information are not exact in our mind and is somewhat "fuzzy". 
One key question to ask in our desire to model the human reasoning is how to represent 
and quantify inexact variables? The work of [2] outlines the structure of inexact vari-
ables. According to [2], the value of inexact variables can be quantified into sentences 
or words of human language. For instant, the word "speed" can be an inexact variable. 
It can be represented into three levels. Firstly, the lowest level is the base variable. 
That is the actual number representing the unit of speed, say, 10, 20 or 30 kilometer 
per hour. Secondly, the middle level is represented by the adjective words like slow, 
normal or fast to quantify the base variable into meaningful human language. Thirdly, 
the highest level is the variable nature, like driving speed, walking speed. Under such 
representation, speed is a linguistic variable in fuzzy logic. This linguistic variable can 
quantify the 10 kilometer per hour of driving speed as slow. For some linguistic vari-
ables, there exists no base variable and thus a two levels representation can be used. 
Like the variable "similarity", there are no base unit to describe it, e.g., the degree of 
similarity for a pair of twins. Therefore, only highest and middle levels can be used in 
this case. We just say they are very similar or not similar. 
After Zadeh proposed the concept of fuzzy logic [3], [4], [5], fuzzy control has evolved to 
become one of the important tools in many different fields in the past 30 years. More 
and more literatures are published showing the high capability and flexibly of fuzzy 
logic, from the well-known PID controllers approximation [6], [7], [8] to the highly 
nonlinear complicated systems like unmanned auto-pilot [9], [10], [11], and even to 
the non-equation human decision making modeling system such as medical diagnosis 
12], [13], [14]. Such successes are attributed to the fact that fuzzy rule-base systems 
constitute simple and efficient approximations to the unknown expert systems or known 
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but complicated control functions. However, fuzzy logic is also constrained by physical 
difficulties especially in field of fuzzy approximation. If high accuracy is required, 
a dense rule base with large numbers of antecedent variables and linguistic terms. 
Extremely long computational time and large storage space are needed [15 . 
In order to alleviate this situation, different approaches have been published. One such 
approach is hierarchical fuzzy rules [16], [17]. Compared with standard fuzzy system, 
the hierarchical fuzzy rules can dramatically reduce the number of fuzzy rules required. 
It is because the input variables are put into a collection of low-dimensional fuzzy logic 
units instead of a single high-dimensional fuzzy system as in the usual case. The output 
of fuzzy logic units in the previous layer are used as the input linguistic variables in 
the next layer. However, the outputs of fuzzy logic units in the previous layer are 
in many cases artificial in nature and have nothing to do with the physical variables. 
Thus, if they are used as input variables for the fuzzy logic units in the next layer, as 
is usually practiced, the involved fuzzy rules in the middle of the hierarchical structure 
have little physical meaning and consequently are hard to design. This phenomenon 
becomes more prominent as the number of layers grows larger [18 . 
Another approach is the sparse rule base proposed by Koczy et al. [15], [19], [20]. The 
use of sparse rule base, i.e., rule base with antecedent supports covering only a subset of 
the input universe, involved also an interpolation algorithm to extract conclusion should 
the observation fall into regions not covered by the antecedents. The work [19] uses 
various ratios generated from the characteristic points of the membership functions 
for fuzzy interpolation. The drawback, however, is that the approach may result in 
abnormal membership functions, in which case additional processing is required to 
yield interpretable results. In the work of [21], a solid cutting method utilizing a single 
interpolation ratio derived from the center points of the relevant membership functions 
is proposed. The approach always yields well-defined membership functions, but it 
required rather tedious computation of the various quantities. The works [22]，[23 
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extend the work of [19], by incorporating into the interpolation problem the design 
objective of preserving the total "fuzziness" of the membership functions. Except for 
the general form of the solid cutting method, the works so far are mostly applicable to 
crisp, triangular, and trapezoidal membership functions. 
Sparse rule base extraction, on the other hand is a subjective process according to the 
number of membership functions and number of rules of original fuzzy rule base. And 
there are two main approaches, one is rule base simplification and the other is rule base 
reduction. For the rule base simplification, similar fuzzy sets in the model can be joined 
together as in compatible cluster merging [24], fuzzy binary tree [25], and membership 
function fusion and annihilation [26], [27]. For the rule base reduction, the rules of the 
fuzzy systems can be reduced by calculating the specified index such as entropy [28 
and error such as orthogonal least squares [29], [30], and singular value decomposition 
31], [32:. 
Recently, Yam et al. [33] introduced the Cartesian representation of membership func-
tions and investigated the ensuing properties of the interpolation problem. The work 
proposes a new framework for fuzzy interpolation applicable to membership functions 
comprising of finite number of characteristic points. The approach also has the advan-
tage that, regions of well-defined membership functions can be readily characterized 
and manipulated. The representation allows the separation between membership func-
tions to be quantified by Euclidean distance between their representing points, thereby 
allowing possible solutions of the interpolation and extrapolation problems via some 
scaling equations. Another work combining the Cartesian representation and Chiu's 
clustering method [34] for fuzzy sparse rule base extraction has also been conducted 
35:. 
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1.2 Objectives 
The Cartesian representation presents an opportunity not only to handle the practical 
problems of interpolation, extrapolation and sparse rule base extraction, but also to 
analyse the relationship between geometry and fuzzy rule base. Exploration into the 
potential applications of the approach, however has so far been preliminary in scope. 
A further investigation on this geometric representation approach is therefore needed 
in order to expand the idea, theories and applications of the Cartesian representation 
of membership functions. The present thesis is an attempt in this direction. Research 
topics under investigation are structured into the chapters as follows: 
Chapter 2 gives the fundamental idea, theories and applications of the Cartesian rep-
resentation. 
Chapter 3 presents the first research issue, i.e., to represent membership functions 
as elements in function space [36]. The elements of Cartesian space are points the 
coordinates of which are the characteristics points of membership functions. And Eu-
clidean norm is the measure to quantify the separation between membership functions. 
Piecewise linear membership function such as triangular and trapezoidal one can be 
represented by a point with 3 and 4 coordinates, respectively. Question then arises: 
how could we represent the popular membership functions such as bell-shaped and 
Gaussian membership functions? This chapter gives a possible solution. 
Chapter 4 is concerned with the issue of sparse rule base extraction and introduces the 
concept of radius of influence as a criteria for extracting sparse rule base. Instead of 
discarding the output of the extracted rule and regenerating them with a least square 
estimation process, as in Chin's approach [34], here we keep the outputs and generate 
a sphere of influence for the extracted rules. 
Chapter 5 studies a new inference system in the Cartesian representation using the 
concept of the radius of influence introduced in Chapter 4. The membership functions 
represented in Cartesian space are points instead of triangle or trapezoid. Point mem-
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bership function will not overlapped if they are not exactly the same. Therefore, gaps 
always exist between them. Ordinary inference methods as in product-sum-gravity 
method or min-max-centroid method are hence not appropriate under Cartesian rep-
resentation. New meaning of degree of belonging to a rule needs to be defined and new 
inference operation needs to be generated. Prom this perspective, there is actually no 
difference between inference paradigm and fuzzy interpolation. Both are to generate 
a conclusion based on a set of points in Cartesian space. The difference is only the 
number of points involved in the process. 
Chapter 6 summarizes the findings of the thesis and suggests how the methods described 
here may further be developed for practical applications. 
Chapter 2 
Cartesian Representation of 
Membership Function 
Cartesian representation of membership function is proposed in [33] to represent mem-
bership functions as points in Cartesian space. Under such representation, a fuzzy rule 
set can be viewed as a mappings from finite dimensional antecedent space to consequent 
space. Moreover, the regions of well-defined membership functions can be character-
ized and formulated as constraints for conclusion. Hence the interpolation problem of 
pointwise membership functions now becomes a process of searching for conclusion in 
consequent space for given observation of antecedent space. Furthermore, the sparse 
rule base can also be extracted by combining mountain method technique and Cartesian 
representation. 
This chapter summarizes the result in [33] to give a general understanding of its meth-
ods. In later chapters, we will attempt to generalizes some of the results therein. The 
chapter is organized as follows. Section 2.1 presents briefly the basic idea of Cartesian 
representation. Section 2.2 shows the regions of well-defined and abnormal membership 
functions. Section 2.3 formulates the similarity triangle interpolation method. Section 
2.4 illustrates an example from [33]. Section 2.5 discusses the possible investigation 
7 
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directions and solutions. Finally section 2.6 summaries the results. 
2.1 The Cartesian Representation 
The idea of Cartesian representation come from following a series of works on interpo-
lating the characteristic points of membership functions [15], [19], [22], [23], [21]. In 
37]，Koczy et al. proposed the approach to conduct interpolation by applying the Fun-
damental Equation of Rule Interpolation. Individual characteristic points are the main 
elements for interpolation. The method is further extended in [22] to preserving the 
relative fuzziness of membership functions. The ratios of different part of membership 
functions defined as core and support are computed separately and then joined back 
together to generate the conclusion. 
In [33], Yam et al. attempted a new formulation for interpolation. The work classifies 
interpolation problem in two classes. One is positional change and the another is 
characteristic change. Take the example in figure 2.1, the observations A* constitutes 
only a positional change in between Ai and A2. This means that A* can be obtained 
by linear interpolations of the characteristic points Ai and A2 using a single ratio. As 
a result, the conclusions B* can hence be obtained using the same ratio on Bi and B2. 
On the other hand, observation A** having a base width of 6 instead of 3，and hence 
has a characteristic change on top of a positional change. The interpolated conclusion 
B** for A** should hence be obtained taking into account both types of changes. 
It needs to point out that positional change may also induce a change in the width 
of the membership functions. In figure 2.2 Ai has a base width of 4 and A2 has a 
base width of 0. And the observation A* located at the midpoint between Ai and 
A2 having a base width of 2 has only positional change. On the other hand, the 
observation A** with the same center point with base width of 4 has both positional 
and characteristic changes. As a conclusion, a given observation is considered to have 
characteristic change if its characteristic properties is different from that brought about 
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by mere linear interpolation of the given antecedents. 
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Figure 2.1: Positional and characteristic changes (given rules have same base width) 
As proposed in [33], one possible way of presenting the membership functions for ma-
nipulating both positional and characteristic changes in the given observation is to 
represent membership functions as a points in high dimensional space. For F be a 
membership function of fuzzy variable f with n characteristic points, [33] proposes to 
represent as a point F in a n-dimensional Cartesian space The coordinates of 
F are given by: 
. / ⑴ _ 
F = e TT (2.1) 
f{n) 
2.2 Region of Well-defined Membership Functions ^ 
1 1 1 1 1 1 
A A _ 
�.8- /A ； ； r A2 
I / \ /： 
•D 0.6 - \ I ' , \ -
f / \ 
1 / \ I ： \ \ 
- 2 0 2 4 6 8 10 12 
Variable a 
Figure 2.2: Positional and characteristic changes (given rules have different base width) 
where / � is the value of f at which the zth characteristic point of the membership 
function F occurs. 
After converting all the fuzzy rules in Cartesian representation, the rule set can be 
viewed as mappings from antecedent space to K爪 consequent space. The vectors 
Ai, A2, ..., and Ag are the representation of membership functions of Ai, A2,…，and 
—• —* —• 
As and they are mapped to the vectors B!, B2, ...，and Bs. The interpolation problem 
now becomes searching for an image B* from observation A* as depicted in figure 2.3. 
2.2 Region of Well-defined Membership Functions 
One advantage of the Cartesian representation is that it enables an efficient characteri-
zation of the well-defined and abnormal membership functions regions. Considering the 
membership functions having n characteristic points and its corresponding Cartesian 
representation involved n coordinates. By definition, a point membership function F 





Figure 2.3: Image searching from antecedent to consequent spaces 
is well-defined if the following conditions exist, 
/(i+i) > / � （2.2) 
which implies that the (i + l)th characteristic point should not occur before the ith one. 
If not, F is abnormal membership function. Additionally, the regions of well-defined 
and abnormal can be readily visualized with such representation. For example n = 3 
a vector in corresponds to a well-defined membership function if their coordinates 
{x, y, z) are such that 
z>y>x (2.3) 
Figure 2.4 shows the well-defined region in 尺3, which in this case is the wedge-shaped 
volume formed by the two planes intersecting at the line x = y = z. The remaining 
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volume gives rise to abnormal membership functions region. 
’ ,r . 
0 . 4、 . . ... .： ： / :. . .. : / ； . ； 
；.......:....:_:../.....、」力 
0.2、，.. .： . .... . 
Y 0 0 
Y X 
Figure 2.4: Well-defined and abnormal regions 
2.3 Similarity Triangle Interpolation Method 
The work [33] presents a similarity triangle method as one possible interpolation tech-
nique making use of the Cartesian representation of membership function. The rational 
of the technique goes as that depicted in figure 2.5. For positional change only, obser-
vation A* will lie on the straight line joining the points Ai and A2. In this case, we 
can simply apply the Fundamental Equation of Rule Interpolation to find the ratios 
between the AiA* and A*A2. Then B* can be located on the line joining Bi and B2 
according to the ratio. For characteristic change also, the observation A* contains both 
positional and characteristic changes as shown. In this case, the interpolated conclu-
sion B* is obtained by requiring that the triangles A*AiA2 and 8*8182 are similarity 
triangles. Geometrically, A- is the point with the closest distance from A* to A1A2 
that have only positional change. The process to obtain B丄 is hence straightforwardly 
3.3 The Similarity Triangle Interpolation Method 24 
conducted. The perpendicular distance 丄 is then a measure of the amount of char-
acteristic change embedded in A*. Upon obtaining 丄,B* is then determined based 
on the characteristic change in the perpendicular direction of B1B2 relative to that of 
A M I . 
^^^^：^、、、、、、、、 、、 
7 � \ 
、、、、、、、、 
y “ 
Figure 2.5: Interpolation in Cartesian spaces 
The similarity triangle interpolation method in Cartesian space can be expressed as the 
following steps: 
I n Antecedent Space, 
—• 
1. Find the unit vector ai2 in the direction of {A2 — ^1). 
{A2-A1) 
ai2 = f ^ (丄 
义2 —义1 In 
2. Determine the location of A^ using vector product, 
= + [{A* - h) • ai2]ai2 (2.5) 
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3. Compute ratios 71 and 72. 
71 = 1 - (2.6) 
I 成 - 灿 
72 = I f ^ (2.7) 
I n Consequent Space, 
4. Generate the location 
of S丄 using ratios 71 and 72. 
5 丄 = j i B i + J2B2 (2.8) 
—* 
5. The set of B* satisfying the similarity triangle is, 
B* = B丄 + SBm-i (2.9) 
To impose the similarity triangle constraints, first compute S according to this scaling 
equation, 
5 二 I应* - B ^ U = - 2 丄 I n f c ^ (2.10) 
I 山 - 灿 
—* —• 
then find the set of orthonormal vector bj, j 二 1,2，...m — 1, to 612 where unit vector 
1^2 is, 
‘ - ( 2 . 1 1 ) 
and finally, incorporate the well-defined condition to determine the well-defined con-
clusion, 
6*(:+i) > 6 * � (2.12) 
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where i = 1，• • •，m — 1 
One should note that the final step and similarity triangle constraints aimed at possible 
conclusions embedding the same amount of characteristic change induces by the obser-
vation in the antecedent space by the use of the similarity triangle requirement. The 
SBjn-i in step 5, denotes a (m — l)-dimensional shell of radius (5. This shell contains the 
possible conclusions in which 6 of scaling equation provides the magnitude for vector 
{B* — 5丄）and Bm-i constitute a shell of unit radius in the direction of (B* - S丄), 
—* —* 
perpendicular to unit vector bi2 spanned by the orthonormal vectors bj. Step 5 hence 




Figure 2.6: Conclusion set for m = 3 case 
The possible conclusions in step 5 depends only on the consequent space K爪.For the 
popular triangular and trapezoidal membership functions, m is 3 and 4, respectively. 
The set of possible conclusions constitutes then a ring and a sphere shell of radius 6. 
The work [33] has included an analytical conclusion for the case of triangular member-
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ship function. Specifically, figure 2.6 shows an example for m = 3, whereby one first 
translates the XYZ frame from origin (0,0,0) to B丄 and then rotates the current frame 
until one axes is along the unit vector 612 to form X'Y'Z' frame, i.e., 
x' X 
y' y 丄) (2.13) 
z' z 
The most straightforward rotational matrix for R is 
R = ^ (2.14) 
—f 
This places the current Z' axis along the 612 direction with 
61 X 62 = 612 (2.15) 
Hence the possible conclusions constitute a ring in the X'Y'Z' frame with 
0/2 + 2/2 = 沪 （2.16) 
= 0 (2.17) 
Referring to the steps 2 to 4, these steps guarantee that pure positional interpolation will 
not lead to abnormal membership functions if Bi and B2 are well-defined to begin with. 
Geometrically, if Bi and B2 lie within the well-defined region, and that interpolated 
conclusion is always on the straight line joining Bi and B2, hence it lies within the 
well-defined region. However, characteristic interpolation have no such property. The 
characteristic change on top of positional change may be result in abnormal conclusion. 
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Therefore, one should take the well-defined condition in equation (2.2) into account for 
the conclusion. To incorporate the well-defined conditions into the possible conclusion 
set, the same translation and rotation of frame shown above are conducted for well-
defined conditions. 
The original well-defined conditions for m = 3 in XYZ frame is: 
z-y>0 (2.18) 
y-x >0 (2.19) 
After transformation of equation (2.13), the conditions in X'Y'Z' frame become 
x' 
{rz - T2) y' + (時 - h i ) > 0 (2.20) 
0 
j/ 
( r 2 - r i ) y丨 + (62^  - h i ) > 0 (2.21) 
0 
where ri, T2 and ra are the column vectors of and bj-, b^ and b^ are the charac-
teristic points of 丄.Equations (2.18) and (2.19) can then be projected onto the x'y' 
plane where the conclusion ring lies. This allows for the identification of the part of 
the conclusion ring that lies in the well-defined region. 
2.4 The Interpolation Example ^ 
2.4 The Interpolation Example 
For illustration of the approach, the following example in given in [33], where the rule 
antecedents, consequents and observation are given by: 
0 8 
Ai = 1 = 9 , 
2 10 
• 1 r* ， r _ 
1 7 4.5 
B i = 2 , ^ 2 = 8 5.0 (2.22) 
3 9 5.5 
_ «J L J L _ 
In the example all membership functions have 3 characteristic points, hence the dimen-
sions of antecedent and consequent spaces are 3, i.e, m = n = 3. According to the 
outlined procedure for similarity triangle method, we have 
1. The unit vector ai2 in antecedent space 
81 r 0 
/ \ 
9 - 1 r 1 
V / 0.5774 
10 2 
ai2 = - | ! = ^ � L 1 � 二 0.5774 (2.23) 
8 0 
0.5774 
9 - 1 
3 
10 J [ 2 
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2. The location of A-^  
_ mm pa M k mm M ， 广 • 
0 4.5 0 0.5774 0.5774 
A-^  = 1 + ( 5.0 - 1 ) • 0.5774 0.5774 
2 5.5 2 0.5774 0.5774 
4 
= 5 (2.24) 
6 
3. Ratio 7i and 72 
0 1 [ 4 
( 1 - 5 ) 
2 6 
71 = � ^ ^ = 0.5 (2.25) 
0 8 
1 - 9 
3 
2 10 
72 = 0.5 (2.26) 
4. B^ in consequent space as generated using 71, 72 and Bi, §2. 
1 7 4 
J§ 丄=0.5 2 +0.5 8 = 5 (2.27) 
3 9 6 
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5. the possible conclusion set 
4 
B*= 5 + SBM-I (2.28) 
6 
where S is according to scaling equation, 
7 1 
- -I r 8 一 2 
4.5 4 3 
9 3 
S = 5 . 0 - 5 - 4 \ ^ = 0.53 (2.29) 
3 8 0 
5.5 6 
」 L 」 9 - 1 
3 
10 J [ 2 
Then translate the set of possible conclusions from the origin to 丄 and then 
conduct rotation with matrix R, 
• • 
-0.8165 0.4082 0.4082 
R= 0 -0.7071 0.7071 (2.30) 
05774 0.5774 0.5774 • _ 
the conclusion set becomes a ring in the {a/’ 2/}—plane under the new frame: 
a;' + 2/ 二 (52 (2.31) 
The transformed well-defined conditions become 
1.41422/'+ 1 > 0 (2.32) 
1.2247a;' — 0.7071' + 1 > 0 (2.33) 
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Figure 2.7 superimposes the well-defined region, which is shaded area, with the con-
clusion ring on {x',y'}-plane. It can be observed that the ring lies completely within 
the well-defined region. In this case, any choice on the conclusion ring produces a 
well-defined conclusion. One may pick a solution to incorporate a certain objective like 
narrowest base width of conclusion, i.e., constrains the conclusion with the following 
equation, 
min{z — x) (2.34) 
Figure 2.8 plots a set of possible conclusions satisfying equation (2.34) over the conclu-
sion ring. 
_ 
I I 1 1 
-1.5 - 1 -0.5 0 0.5 1 
X' 
Figure 2.7: Conclusion ring and well-defined membership function region (shaded area) 
using representation approach 
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0 2 4 6 8 10 
Variable a 
lii A A A I 
0 2 4 6 8 10 
Variable b 
Figure 2.8: Possible conclusions using representation approach 
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2.5 Further Issues 
The Cartesian representation proposed in [33] focuses on the geometrical perspective of 
interpolation. Membership functions are now represented in high dimensional Cartesian 
space and interpolation can be conducted using geometric concepts. The representation 
however, applies to membership functions of finite number of characteristic points only, 
and would encounter difficulties in more general membership functions and applications. 
The followings are some of difficulties involved. 
1. High dimensional space needs to be used if the membership functions involved 
contain a large number of characteristic points. Just consider the case where all 
membership functions have i characteristic points except one, which has j where 
j > i. In this case, the representation has problem either in z-dimensional space 
or j-dimensional space. If enlarging the original dimension to j, it is not obvious 
how one could come up with the { j — i) extra coordinates for the membership 
functions with i characteristic points. On the other hand, reducing dimension 
to i will still arise problem of how to eliminate (J — i) redundant characteristic 
points for the membership functions with j characteristic points. 
2. The Cartesian representation so far easily works for crisp, triangular and trape-
zoidal membership functions. That is membership functions with finite and clear 
characteristic points. It is not obvious, however, how to represent common mem-
bership functions such as Bell-shaped and Gaussian ones, which can be regarded 
as having infinite number of characteristic points, or no characteristic point at 
all. 
3. Unlike the standard membership functions representation, the pointwise member-
ship functions in Cartesian representation provide no information on membership 
degree for given value of the fuzzy variable. Therefore, one is not clear how to 
measure the degree of belonging of a given value to such membership functions. 
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4. The membership functions represented in Cartesian space cannot cover the Uni-
verse of discourse. Membership functions originally overlapped in standard rep-
resentation will become distinct points represented in Cartesian representation. 
Hence, there are always gaps between them. There is no information on the non-
overlapped part (gap) when standard inference system fires them. The challenge 
is then to come up with a fuzzy inference method under Cartesian representation. 
The above issues will be addressed in what follows in this thesis. Basically we propose 
two new concepts relevant to the extension of Cartesian representation methods. The 
first is the I/2[0,2] space, the space of square integrable within the interval [0,2]. It will 
be shown that I/2[0,2] representation can provide an unified platform for issue 1 and 2 
in the representation of membership functions with both finite and infinite number of 
characteristic points. 
The second is the radius of influence concept, which addresses the issue 3 and provides 
support-like information for standard membership functions. The only difference is 
radius of influence provide degree of belonging on or degree of similarity between mem-
bership functions. With this concept there is no difference between fuzzy inference 
and fuzzy interpolation. Both processes aim at generating an output based on a set 
of points and given radius of influence. The only difference is in the number of point 
involved. The issue 4 can be tackled by this new concept inference system. 
2.6 Conclusions 
This chapter summarizes the basic concepts of Cartesian representation in [33] rep-
resenting membership functions as points in high dimensional Cartesian space. As 
such, the interpolation problem of pointwise membership functions is now a process 
of searching for conclusion in consequent space upon given observation of antecedent 
space. Moreover, the positional and characteristic changes of the interpolation problem 
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can be readily observed. In addition, region of well-defined membership functions can 
be characterized and formulated as constraints for the interpolated conclusion. An ex-
ample to illustrate the steps of the similarity triangle interpolation method is also given. 
Finally, the directions and possible solutions for further investigation are discussed. 
Chapter 3 
Membership Function as 
Elements in Function Space 
We propose in this chapter an approach to represent an extended class of membership 
functions other than that with finite number of characteristic points. If a membership 
function satisfies two monotonicity conditions then it can be represented as elements 
in the I/2[0，2] which is the function space of real, square integrable functions within 
the interval [0,2] [38]. With such representation, extended sets of fuzzy rules can be 
treated as mappings between antecedent and consequent function spaces. Furthermore, 
membership functions with both finite and infinite number of characteristic points can 
be accommodated. 
The chapter is structured as follows. Section 3.1 summarizes, briefly, the 丄2[0，2] rep-
resentation. Section 3.2 studies the corresponding inner product space. Section 3.3 
generalizes the similarity triangle interpolation method in the L2 space and section 3.4 
shows the same previous interpolation example in the L2[0, 2] sense. Finally, Section 
3.5 gives the conclusions. 
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3.1 I/2[0,2] Representation 
We have briefly discussed the Cartesian representation of membership functions in 
Chapter 2. There are many cases where the geometric representation would be appli-
cable, but there still are many situations where it would be difficult to implement. One 
difficulty is that the dimensional size of antecedent and consequent spaces. Member-
ship functions of the same rule set may have different number of characteristic points 
as shown in figure 3.1(a). 
j : i AA . .A /V 
0 2 4 6 8 10 12 
Variable a 
I I I I I I I 
I�.8- , \ -
暑。.6- / \ _ 
1 0.4 - / \ -
芝 0.2 - bell-shaped membership function -
0 I I I 1 I —•• 
3 3.5 4 4.5 5 5.5 6 6.5 7 
Variable b 
Figure 3.1: Limitations on Cartesian representation 
The other difficulty is that the Cartesian representation so far easily works for crisp, 
triangular and trapezoidal membership functions, i.e., membership functions with finite 
and clear characteristic points. It is not obvious how to represent those without clear 
and infinite characteristic points like the common Bell-shaped ones in figure 3.1 (b), 
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which can be regarded as having infinite number of characteristic points. 
Here, we propose a new function space for representation of an extended class of mem-
bership functions over those with finite number of characteristic points in order to 
overcome the difficulties above. We first layout the conditions on membership func-
tions possibly included in such extended representation: 
C I The membership function has non-decreasing membership degree from 0 to 1 
C2 The membership function has non-increasing membership degree from 1 to 0 
Conditions C I and C2 are the monotonicity conditions that needs to be satisfied for 
a membership function to be represented in the extended class. 
The 1/2[0,2] representation is now introduced. Referring to figure 3.2(a), denote as 
AL[X) the part of membership function to the left of the point where membership 
degree hits value 1, and AL{X) is satisfying the condition CI . We can take the inverse 
of this relation to get ^^^(/i) for 0 < /i < 1. Similarly, denote as AR{X) the membership 
function to the right of the point where membership degree reaches 1 with AR{X) 
satisfying condition C2. We can also take the inverse of this relation as — jX) 
for 1 < /t < 2. Then, the corresponding square integrable function qaOj) in "^之…，之 
representation to represent the membership function A{x) is as given in figure 3.2(b), 
which is 
0 < A < 1 
9A{i^) = z — (3.1) 
幼 2-A) 1 < A < 2 
Figure 3.3 shows examples of membership functions possibly and not possibly repre-
sented in 1/2 [0, 2]. Representation here is possible for membership function of the type 
(a), (b), (c), and (d), which are the most popular ones found in literatures. Both (e) 
and (f), however, are not possible as they do not satisfy the monotonicity conditions 
above. Figure 3.4 shows the respective representations QAiP') for membership functions 
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A(H) 
: F = : Z 5 : = = : : : 
\ A r ( X ) 
r I 1 I 1 I f—}-H 1 ^ 
Xo.O Xo.2 X0.4X06 Xgg Xi.o X浮2 0^.0 
(a) Membership Function 
g A ⑶ 
R 丄；！ ！ ！ ： I ! I ; J 
0 . 0 丨 丨 丨 丨 丨 ！ ！ 丨 ！ 
0^.2 ” I I I I I I I I / I 
- 丨 丨 丨 丨 丨 丨 丨 少 丨 ； 
0^.6 -- ！ ！ I 1 I I x X ^ A, I 
xR - - 丨 丨 丨 丨 丨 力 A 放 ( 2 - 认 ） ； 
0 . 8 ； ; ; ； ； / ； ； ； ； 
Xi.o " 丨 丨 丨 丨 y f 丨 丨 丨 丨 丨 
^as " 1 1 1 I I I I I I 
-- 丨丨丨丨 M 
“ I / I I I I I I I I 
-- y 1 I I I I I I 1 1 
xko V - \ I i I i i i I i I ~ 立 
0.0 0.2 0.,4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 
(b) Corresponding Representation in I? [ 0,2 ] 
Figure 3.2: The I/2[0,2] representation 
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:—.J\.T\—A/] 
0 5 10 15 X 
八 T \ 
— — — I — I — I — — ^ — I — I — — I — I — I — I — I — — ^ — I — I — — -
0 5 10 15 X 
Figure 3.3: Membership function examples (a) to (f) 
X 
i (d) i 
v ^ l I 
1 0 - - ^ ^ \ ； 
：： 
I 
— 丨 7 
-- ： ^ ^ (a) ； 
I 
0 i Ll 
0 1.0 2.0 P 
Figure 3.4: I/2[0,2] representations for membership function (a), (b), (c) and (d) of 
figure 3.3 
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(a), (b), (c) and (d). Note that for the representation of (b) ^^(/i) is set to be, 
/ 
5 + /i 0< LL<1 
PA(A) = (3.2) 
6 + A 1 < A < 2 
\ 
and is discontinuous. Also, this case illustrates that the well-defined condition for 
membership function in Cartesian representation is manifested in 丄2[0, 2] representation 
as 
> 0 (3.3) 
aji 
Equation (3.3) is the mathematical equivalent of condition such as equation (2.2) for 
Cartesian representation. 
3.2 The Inner Product Space of L2[0，2 
In Cartesian representation, vector product is used to quantify the distance between 
vectors. Alternatively, in I/2[0, 2] representation, inner product of the L2 function space 
is used. They are, 
1尸 
< 91.92 > = 2 /q 9i{i^)92{ft)dil (3.4) 
i^ il = \/< gi^gi > (3.5) 
Equation (3.4) is the normal inner product definition of function space with the addition 
of the scaling factor which is added to balance the fact that integration is from 0 to 
2 in the definition. Equation (3.5) is the induced norm for L2 function space. 
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3.3 The Similarity Triangle Interpolation Method 
In section 2.3，the similarity triangle interpolation method is presented as one possible 
way of applying the Cartesian representation for interpolation. Here we also extend the 
similarity triangle method in L) space in the following steps. The similarity triangle 
interpolation method outlined for Cartesian space can now be expressed in L2 space as 
the follows: 
I n A n t e c e d e n t Space, 
1. Find the function ga-^ ^ 
^ {9A2 - 9Al) 
9ai2 = ( 3 . 6 ) 
ffA2 - 9Ai 
2. Determine 丄 using function inner product. 
= 9Ai + [{QA* - 9Ai) •夕ai2]"ai2 (3.7) 
3. Find ratios Fi a n d � 2 . 
ri = i -丨 "山 ~ “ � (3.8) 
9Ai — 9A2 
T2 =丨分山 -没� (3.9) 
9Ai — 9A2 
I n Consequent Space, 
4. Generate 沒5丄 using ratios Fi and 厂2. 
gBi = [ 1 卯 1 + [ 2 卯 2 (3.10) 
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5. The set of gs* satisfying the similarity property is 
gB* = Gb 丄 + gB (3.11) 
where g^ now denotes the set of function in 1^ 2 [0, 2] with norm A and orthogonal 
to {gB2 -9Bi)' 
To impose the similarity triangle constraint as in Cartesian representation defines, 
T ( A ) =卯 * I B 丄 (3.12) 
and require that T(/i) satisfy the scaling condition, 
y : T � W = A2 (3.13) 
where 
9A2M - 9AM 
the orthogonal condition, 
\ I : - g s M W = 0 (3.15) 
and the well-defined condition, 
^ ^ > 0 (3.16) 
which yields 
^ ^ - 警 （3.17) 
3.3 The Similarity Triangle Interpolation Method 34 
Together, equations (3.13), (3.15), and (3.17) gives a complete characterization of the 
interpolated conclusion under 1/2[0, 2] representation. Similarly, the possible conclu-
sions are constrained as in similarity triangle requirement of Cartesian representation. 
The constraints now require the T(/i) satisfying the orthogonal and scaling conditions. 
Mathematically, i.e., the inner product of T(/i) and — is 0 and its norm 
should be equal to A. To go further, more specific information or criteria regarding the 
desired conclusion are needed. For example, one can assume the possible conclusion 
set containing triangular membership function only. Then, the T(/i) is of the form: 
, a + bfi 0 < A < 1 
= (3.18) 
a + 6 + c(/i - 1) 1 < /i < 2 
\ 
Other forms are also possible. As we mentioned before, the advantage of the 2 
representation is that "curved" membership functions such as bell-shape and Gaussian 
can also be accommodated. One such choice would be the functional form of T"(/x): 
V ' ( J l � = a + bfL + cfi? (3.19) 
which corresponds to the kind of membership function as shown in figure 3.5. Once 
the conclusion set T(/i) is characterized, one can set out the parameterization variables 
{a, b, c} by the conditions of equations (3.13) and (3.15). Then the equation satisfying 
the conditions are further incorporated with the well-defined condition of equation 
(3.17). In this case, the well-defined conditions can be manipulated via the given form 
of Upsilon{ji). There is no need to consider coordinate transformation as in Cartesian 
representation. The well-defined condition requires that the slope of segments of the 
interpolated conclusion be positive definite, i.e., the derivative of T(/i) is larger than 
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1 1 1 1 1 1 1 1 I 
———a=0,b=0,c=2j 
1 a=8:b=0’c=_: 
。,- / \ / \、 -
/ V \、-
、： 
QI I I I I I I I 
-1 0 1 2 3 4 5 6 7 8 9 
Variable a 
Figure 3.5: Membership functions corresponding to T"{fi) with two pairs of variables 
the negative of derivative of pp丄.In the case of T'(J1), this is 
們 A ) � dgB±(Ji) (3 20) 
dfi djj, ‘ 
r 6 > o < / i < 1 
， (3.21) 
I 0<A<2 
or in the case of T"(/i), 
灯 " ( A ) � dgB八的 
dji dp, ‘ 
6 + 2cA > (3.23) dfi 
One notes that in the situations here only 2 equalities and 1 inequality are resulted 
totally 3 conditions for the determination of 3 variables. Of course, other, more compli-
cated membership functions are possible for the conclusion set T(/i). They will likely 
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lead to more criteria to satisfy in getting to the set of possible conclusions. 
3.4 The Interpolation Example 
This section illustrates the application of L2[0,2] representation to an interpolation 
problem and compare the conclusions obtained by the similarity triangle approach in 
Cartesian and L2P, 2] representations. Specifically, we use the same example as for 
Cartesian representation in section 2.4. 
0 8 
Ai = 1 = 9 ， 
2 10 
1 7 4.5 
B i = 2 ,B2 二 8 ，义*= 5.0 (3.24) 
3 9 5.5 
In L2[0,2] representation, 
/ f 
A o < A < i ” � 8 + A o < / i < i 
QAM = 9A2W = 
A 1 < A < 2 8 + /i 1 < /i < 2 
v v. 
l + /i 0 < / i < l “ � f 7 + fi 0 < / i < l 
9BI W = 卯2(")= < 
1 + A 1 < A < 2 7 + fi 1 < /i < 2 
V \ 
4.5 + 0.5/i 0 < A < 1 
9A*{fi) = — (3.25) 
4.5 + 0.5/) 1 < /i < 2 
\ 
After converting all the membership functions into 1^ 2 [0, 2] representation, the outlined 
procedure should be carried out. 
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1. In antecedent space, 
. a . = . 2 8 + H = 1 (3.26) 
2. 
1广2 
丄(A) = A + b / (4.5 + 0.5A — fi)dfi] = 4 + /i (3.27) 
丄Jo 
3. 
r i = 1 = 0.5 (3.28) 
r2 = 0.5 (3.29) 
4. In consequent space, 
9B± (a) = 0.5(1 + A) + 0.5(7 + /z) = 4 + /i (3.30) 
分4丄 (A)，5^Bi (A)， inc luding the rule set are shown in figure 3.6. 
5. As mentioned before, we need to inject more specific information regarding our 
desired conclusion set in this step. We consider two case studies here. 
Case study (1): constraining our conclusion to triangular membership function, i.e., 
use T(/i) = T'(/x) of the form: 
a + bfL 0 < /i < 1 
T(A) 二 4 (3.31) 
a + 6 + c(/i - 1) 1 < f i < 2 
The determination of the variables {a, b, c} is according to the conditions of equations 
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Figure 3.6: Membership functions 夕义丄,，,夕4丄 and gBi,gB”gB丄 in 1/2[0,2] rep-
resentation 
(3.13), (3.15) and (3.17). The equation satisfying orthogonal condition then yields 
- [ / (a + 6/i)(7 + A - + + / (a + 6 + c(/i - 1))(7 + A - (1 + fi))d/x] = 0 
2 Jo Ji 
6 a + 4 .56 - 1.5c = 0 
a = -(0.756 - 0.25c) (3.32) 
Putting equation (3.32) into the scaling condition, 
1 /"i P 
- [义 { a + hiifdii + 义 ( a + 6 + c(/x - l ) fd i i ] = A^ = 0.53^ (3.33) 
and, finally, the variables {6, c} can be formulated into an circle equation 
62 + c2 = 0.45 (3.34) 
The well defined condition depends on the slope of the T(/i), which requires 
• + bfi) djA + A) 
叫 � d ^ (3.35) 
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b > -1 (3.36) 
d(a + b + C(M - 1 ) ) � d(4 + A) 
dfi djl 
c > - 1 (3.38) 
-1 .5 ' ‘ ‘ ‘ ‘ 
-1.5 - 1 -0.5 0 0.5 1 1.5 
b 
Figure 3.7： Conclusion circle and well-defined membership function region (shaded 
area) using L2[0,2] representation approach: Case study (1) 
Figure 3.7 shows the conclusion circle and well-defined membership function region in 
parametric plane of {6, c} of the conclusion set of triangular membership function, 
i.e., T(/i) = T'(/i). The resulting set of conclusion turns out to be exactly the same 
as in Cartesian representation in figure 2.8. We can actually prove this via a simple 
transformation between the conclusion set and well-defined conditions of Cartesian 
representation and Z/2[0’2] representation. Firstly we show the relation between the 
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XYZ frame and {a, b, c} variables. 
X 
y 一 丄 = T ( g B * — gB丄、 
z 
X 1 0 0 a 
y = 1 1 0 b (3.39) 
z 1 1 1 c 
(3.40) 




y' =R y -B丄 (3.41) 
\ / 
z' z . 
where R in this case is 
• • 
R 二 
-0.8165 0.4082 0.4082 
R = 0 -0.7071 0.7071 (3.42) 
0.5774 0.5774 0.5774 
Then combines the equations (3.43) and (2.13), the relation between X'Y'Z' frame and 
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variable {a, b, c } is 
a 
y' =RT b (3.43) 
z丨 c 
Then we can just prove that the well-defined conditions are the same pairs according to 
equation (3.43) since the conclusion rings are already the same. Hence, the well-defined 
conditions are 
lAU2y' + 1 > 0 
1.4142(0.7071c) + 1 > 0 
c > 1 (3.44) 
and 
1.2247x' - 0.7071y' + 1 > 0 
1.2247(0.8165 + 0.4082c) - 07071(0.7071c) + 1 > 0 
b > 1 (3.45) 
Intuitively, this is saying that if we limit the conclusion to the triangular membership 
function subspace within I/2[0，2], the 1^ 2 [0,2] treatment will yield the same solutions 
as Cartesian treatment. 
Case study (2): To show the possible accommodation of "curved" membership function 
with the 1/2 [0，2] approach, we now constrain the conclusion set to be the type as shown 
in figure 3.5 
T"(/x) = a + bil + cfi'^  for 0 < /i < 2 (3.46) 
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Again, incorporating the conditions (3.13), (3.15), and (3.17), the orthogonal condition 
yields 
广2 
/ a + 6/i + cji^djl 二 0 
•/o 
2a + 26 + 2.67c = 0 
a 二 - ( 6+1 .33c ) (3.47) 
Then putting equation (3.47) into the scaling condition, 
1 r"^  
- / (a + 6A + cjl^fdjl = A2 = 0.532 (3.48) 
2 Jo 
the variables {6，c} can be formulated into an elliptic equation 
h^  + 46c + 4.26c2 = 0.14 (3.49) 
The well-defined condition depends on the slope of the T�(/i)，which requires 
d{a + + C A 2 ) � d ( 4 + /x) 
dji dp, . 
b + cfi > - 1 (3.51) 
f b> —1 fi = 0 
(3.52) 
I 0 = ^ fi = 2 
Figure 3.8 overlays in the {b, c} plane the set of possible conclusions from conditions 
(3.13) and (3.15) the ellipse and the region of well defined membership function of 
equation (3.17), i.e., the shaded area. The set of normal and valid conclusions is hence 
given by the portion of the ellipse lying within the shaded area. Figure 3.9 shows the 
membership functions of a few possible conclusion points on the ellipse. 
As one more example to demonstrate more fully the potential of the i^ 2[0’ 2] represen-
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潤 
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-1.51 ‘ 1 ‘ ‘ 1 1 
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b 
Figure 3.8: Conclusion ellipse and well-defined membership function region (shaded 
area) using 1/2[0, 2] representation approach: Case study (2) 
tat ion approach, we conduct the same interpolation example but with all membership 
functions are bell-shaped. According to the [39], two parameters bell-shaped member-
ship function can be characterized by: 
“ � '1 + COS(P7T(X - r))l 1 
A{x) = ^ ^ rr G [ r - - , r + - (3.53) 
2 p p 
where r is the central location of the membership function and 2/p is the base width of 
the membership function. Figure 3.10 shows the corresponding membership functions 
of Al, A2, A* and Bi, B2 for this case. 
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Figure 3.9: Membership function for a few conclusion points: Case study (2) 
In 1/2[0,2] representation, the membership functions become the following form, 
⑶ 厂 i(2A — ( 3 54) 
PJT 
or, translating to our example here, 
^ ‘ cos飞2A-1) + 1 0 < / i < l c o s - i 广 ) + 9 0 < A < 1 
0 4 , ( U ) = QAO (a) 二〈 ^ cosK—1)—1) 1<^<2 蘭-i(2(A-I)-I)+9 i < ^ < 2 
V, TT — “ 一 、 TT 一 厂 一 
‘COS-1 广 ) + 2 0 < A < 1 c o s - 1 广 ) + 6 0 < ^ < 1 
Or, (A) 二 OR, (LL) 二 冗 
V. TT 一 「 一 、 TT 一 广 一 
‘�广1(2/^-1) + 5 0 < / i < 1 
似•⑷= -二r n n — _ 
cos (2广)—1)+5 1 < ^ < 2 
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Figure 3.10: Interpolation example with bell-shaped membership functions 
The previous procedures can then be carried out as follows: 
1. In antecedent space, 
cor 1(2A-1) + 9 —广-1(2A-1) + 1) 
= f o Y - ' ' ^ ^ + 9 二 + 1 ) ) ; 
二 1 (3.56) 
2. 
“ � CO厂 1(2/7 — 1) 1 ,1 f -ros-^(2fL - 1) —1(2/} — 1) 
XT 2 Jo 27t n J 
- 1) 
= y — — - + 5 (3.57) 
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3. 
1 — + 1 -广 r i 【 2 A - i ) 
= 0 . 5 (3.58) 
[2 = 0.5 (3.59) 
4. In consequent space, 
Ps 丄(A) = 0.5( ^ ~ ~ ^ + 2 ) + 0.5( ^ ^ + 8 ) 
TT TT 
COS-\2fL-l)产 
= — — — - + 5 (3.60) 
TT 
Figure 3.11 shows the L2[0,2] representation of the bell-shaped membership func-
tions Pa丄(A), Pb丄(A) and the given rule set for the present example. 
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Figure 3.11: Bell-shaped membership functions , ， , 夕 > 1 丄 and gB”gB2,gB丄 in 
1/2 [0，2] representation 
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5. We are interested also in bell-shaped conclusion, i.e., T(/i) is of the form: 
,⑶厂 + ^  0< A< 1 
T(/i) = ^^ — (3.61) 
CO 厂 W - i ) - 1 < A < 2 
、 PTT — “ — 
Variables {p, r } can be similarly determined by the conditions (3.13), (3.15) and 
(3.17). The equation satisfying orthogonal condition then yields: 
1 广广-i(2A - 1) + …广-1(2" - 1) + 8 _ 广—i(2A - 1) + 2 膨二 0 
2 Jo pn TT TT 
R = 0 (3.62) 
Putting equation (3.62) into the scaling condition, one has 
1 广广-1(2A-1)+ 2 雄 = 
2 7o� pn , … 
P = 士 
P = 士鲁 （3.63) 
The well-defined condition depends on the slope of the T(/i), which requires 
《 广 1 二 2 A - 1 ) + 。 圳 CO 厂 1 ) + 5 ) 
dp, djl 





< - 1 
\ 
Parameter p hence satisfies the well-defined condition. There are now two possible 
conclusions for the problem: 
9B* = + gB 丄 
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cos—i(2 / i - l ) cos—i(2 / i - l ) ^ 
= — — — - + r + — — — - + 5 
pir TT 
z 
cos-ifA-i) + 5 厂二 o , p =寻 
- (3.65) 
1) + 5 r = 0 , p = ^ 
< 5 
Figure ？? shows the corresponding membership functions as derived in this ex-
ample. 
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0 2 4 6 8 1 0 Variable b Figure 3.12: Results for bell-shaped membership function example 
3.5 Conclusions 
In order to extend the Cartesian representation of membership functions, we propose 
to represent membership functions as elements in function space. Two monotonicity 
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conditions are given under which membership functions can be represented as elements 
of 1/2 [0’ 2] function space. The membership functions now constitute elements in the are 
real, square integrable function space within the interval [0, 2]. The new representation 
can now handle interpolation problem that involves membership function with finite 
number of characteristic points as in Cartesian representation's, but also membership 
functions with infinite number of characteristic points. The similarity triangle interpo-
lation method in Cartesian representation is also extended to the 丄2[0，2] space. By an 
example case study, it is shown that the L2 treatment can provide solution in a more 
general settings while reducing to that of the Cartesian representation in special case. 
A second example showing the accommodation of bell-shaped membership function is 
also given. 
Chapter 4 
Radius of Influence of 
Membership Functions 
This chapter introduces the concept of radius of influence r � i n Cartesian representation 
of membership functions. A least square estimation process is introduced to determine 
a set of radius of influence in a given rule space. Comparing the mountain method 
technique of Chiu [34], which discards the output of the extracted rules, here we opt 
to keep the extracted rules and generate the radius of influence of the extensibility 
functions to most accurately, reproduce the original outputs of the full set. 
The chapter has the following structure. Section 4.1 summarizes the mountain method 
technique. Section 4.2 combines the mountain method and Cartesian representation. 
Section 4.3 generalizes the extensibility function and weighted-sum-averaging equation. 
Section 4.4 describes the radius of influence as a possible criteria to interpolate the full 
rule set in Cartesian representation. Section 4.5 combines radius of influence and fuzzy 
interpolation technique. Section 4.6 shows the model identification example. Section 
4.7 proposes an unified eliminative extraction process on interpolating the original rule 
set. Section 4.8 illustrates the extraction process in an example. Finally section 4.9 
concludes the findings of this chapter. 
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4.1 Previous Works on Mountain Method 
The mountain method is first proposed by Yager and Filev [40] to estimate the number 
and location of the most essential representatives among large number of numerical 
data. Their idea is to provide a grid mask on the numerical data shown in figure 4.1. 
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Figure 4.1: The grid mask and given data set 
The first level clustering potential function is 
Pj 二 ; f>—…I-广叫I j 二 l，2 , . . . , n (4.1) 
i=l 
where a is a constant. The gird node Nj with more data zi nearby will have higher 
potential value Pj. By comparing all the potential values of the grid nodes, the highest 
one will be assigned as the first cluster center. 
Pi = max (Pi) < = l ’ 2 , . . . , n (4.2) 
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The level k ’(k > 2), clustering potential function is 
Pj =巧圳…—斤丨丨 j = + l (4.3) 
where ^ is a constant. The mountain method technique will then force all grid nodes to 
eliminate the effect of previous cluster center Pg—! according to the distance between 
the grid node Nj and previous cluster center N h . Grid nodes with closer distance 
to the previous cluster center will be reduced more of their potential Pj. Then cluster 
center will be chosen in the current potential function with highest remaining potential 
value. 
Pk 二 ma明.） （4.4) 
Secondly, the stopping rule in equation (4.5) of work of [40] constrained the ratio of 
potential value of the first cluster center P^ to current cluster center must be 
larger than a threshold e. And the process will be repeated until the stopping rule 
does not satisfied. Then the number and location of cluster centers are the set with 
corresponding {P f , P?*，...，^k-i} potential values. 
胃 < 已 (4-5) 
In work of [34], Chiu modifies the mountain method for fuzzy model identification pur-
pose. The modification is conducted to tackle the weaknesses of the mountain method. 
Firstly, the computational complexity of the mountain technique can be reduced by 
replacing the potential cluster centers from grid node to data point itself. The process 
is roughly the same except Chiu further characterizes the separation of cluster centers 
by the values of radius of influence Va and r^  in variables a and respectively. And 
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the a is, 
a = 4 (4.6) 
—a 
and the ^ is, 
n = 1.5ra (4.7) 
13 = ‘ (4.8) 
With such characterization, the cluster centers will then be distributed sufficiently 
separated as desired. 
Secondly, Chin's stopping scheme changes from using only a threshold to an interval. 
The pair of boundary e and e are used to determine the validity of a cluster center. 
The stopping scheme can be outlined as follows. 
1. if ^ > £ 
accept zl as a cluster center and continue 
2. if ^ < £ 
reject z^ and stop 
3. lie < ^ < £ d = mini<j<fc_i \\zl — z*\ 
a If ^ + ^ > 1 accept z: as a cluster center and continue 
b If ^ + ^ < 1 reject zl and reset Pki^l) = 0. Then select cluster center with 
maximum potential and ret est from (1). 
The stopping scheme provides another re-test procedure to determine the validity of 
a cluster center which potential value is within the interval. The last step presented 
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above check if the data point provides a good trade-off between having a sufficient 
potential and being sufficiently far from existing cluster centers. 
Thirdly, the Takagi-Sugeno (TS) approach for model identification is attached, TS 
approach points out that given a set of rules with fixed premised, optimizing the pa-
rameters in the consequent equations with respect to training data reduces to a linear 
least-squares estimation problem. Such solution is always globally optimal. Consider a 
set of c cluster centers ... ,z*} in and M-dimensional space, then the outlined 
procedure are following. 
1. Decompose each z* into two component vectors, first ones is iV-dimensional vector 
X* and the other is (M - iV)-dimensional y*. 
2. Regard the vectors x* as an input and y* as output. Assign a fuzzy relationship 
between the input and output, 
a The degree to rule i fulfilled is 
m = e-圳卜 <丨丨2 (4.9) 
where a is defined in equation (4.6). 
The output is a form of weighted-sum, 
(4.10) 
b In form of fuzzy inference system the if-then rules, 
if Xi is Al and X2 is A2 and . . . then Yi is Bi and Y2 is B2 and . . . 
where Aj is exponential membership function and Bj is a singleton in equa-
tion (4.11) and (4.12). 
Aj(x) = (4.11) 
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Bj = (4.12) 
3. Reform output as a linear function of the input variable and called the first order 
model, 
y* = Gix + hi (4.13) 
where Gi is an (M — N) x N constant matrix and hi is a constant column vector 
with (M - N) elements. 
4. Convert the equation parameter optimization problem into the linear-square es-
timation of TS approach. According to equations (4.9) and (4.10), 
fH = ^ ^ (4.14) 
then equation (4.10) can be rewritten as, 
c c 
y = YjP^yi = + hi) (4.15) 
i=l i—1 
or full set model, 
卜 f _ 
Vi Pi,i ... Pc,ixJ Pel hj 
: = : : : : : : (4.16) 
Vn P i , a t • • • Pc,NX% pc,N G'^ 
- J L J 
where pij denotes pi evaluated at yi. Note that given {2/1,2/2,..., 2m}，the first 
matrix on the right hand side of equation (4.16) is constant, while the second 
matrix contains all the parameters to be optimized. 
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4.2 Combining Mountain Method and Cartesian Repre-
sentation 
One can note that in Chiu's work, the clustering process is handling data points in high 
dimensional space. Moreover, the model identification is employing traditional fuzzy 
rule if-then rules. As a result, representing membership functions as points in high 
dimensional Cartesian space, the work of [34] can then be straight-forwardly applied 
to extract sparse rules and reproduce the original rule base in Cartesian representa-
tion. The clustering process described in previous section is first applied to extract the 
sparse rules. The model identification process is then linearizing the rule consequent 
as a function of extracted rule antecedent, the parameter hi for zero order model and 
parameters Gi and hi for first order model of the function can be optimized by a least 
square estimation in the following forms. The zero order model is, 
A* B： = hf (4.17) 
First order model is, 
A* B* = GjA + hf (4.18) 
Since the rule consequent { B i , . . . , BN } , antecedent rules { ^ i , . . . , and the ratio 
P {pi’i’...，Pc，iv} are constant. The pseudo inverse can immediately determine the 
variables of the matrix Gi and vector hi. And the expression of zero order model in 
matrix form is, 
_ n r -I p — 
P1，1 • . . P c , i 
： = ： ： : ： (4.19) 
P1,N • ‘ ‘ pc,N h^ 
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First order model in matrix form is, 
' o f ' 
一 "I r "I 
^T Pl,l • . . Pc,lAf pe,l hf 
： = '： ： ： ； ： ： (4.20) 
Bji PI,NAJ^ PI,AT • • • PC,NAJ^ PC,N G工 
I" J L J 
where 
Pi = rf^ (4.21) 
IM = e-圳成-柯|2 (4.22) 
The following example from [41] illustrates the process of combining mountain method 
technique and Cartesian representation to extract sparse rules. 
Rl： if a is Ai then b is Bi R2: if a is A2 then b is B^ 
R3: if a is A3 then b is B4 R4: if a is A4 then b is B^ 
R5: if a is A^ then b is BQ R6: if a is AQ then b is BQ 
R7: if a is A7 then b is BQ R8: if a is AS then b is BQ 
R9: if a is Ag then b is B^ RIO: if a is ^10 then b is B4 
Rl l : if a is All then b is B^ 
The antecedent and consequent membership functions in the rule base are uniformly 
distributed, as shown in figure 4.2. The antecedent membership functions are triangu-
larly shaped, and consequent membership functions are singletons. The rules are given 
as follows. Corresponding Cartesian representation of the antecedent and consequent 
membership functions given in figure 4.3. 
The clustering and model identification processes yields the sparse rules of {i?7, R3, i^lO} 
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Figure 4.2: Antecedent and consequent membership functions 
to represent the full set. The zero order model in this case is 
m * : A； BI = 1.0689[1 1 i f 
R2* : = 0.4769[1 1 1 产 （4.23) 
m * : 玲 BI = 0.5709[1 1 i f 
The corresponding interpolated output based on {R7, R3, RIO} is shown in figure 4.4. 
Relative large error between the interpolated and original rules outputs are observed. 
On the other hand the first order model is given by 
m* ： A； => BI = O.mA + 0.897[1 1 1]^ 
R2* ： Al^Bl = 2.5414 + 0.066[1 1 1 严 (4.24) 
R T ： AIq = -1.8284 + 2.233[1 1 1]^ 
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Figure 4.3: Cartesian representation of antecedent and consequent membership func-
tions 
The corresponding interpolated output based on i?10} is shown in figure 4.5. 
In this case, the sparse rules can fully recovered the original rule outputs via truncation 
to the nearest integer. 
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Figure 4.4: Interpolated output with zero order model 
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Figure 4.5: Interpolated output with first order model 
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4.3 Extensibility Function and Weighted-Sum-Averaging 
Equation 
In original framework, a similarity triangle approach is introduced as one possible 
technique for fuzzy interpolation in Cartesian representation. The distance between 
membership functions is measured by the Euclidean norm in Afterward, the work 
of [35] further extends the Cartesian representation to handle the fuzzy interpolation 
and extrapolation problems of large rule base. Two new concepts are introduced. The 
first one is the extensibility functions and the other is weighted-sum-averaging equation. 
The extensibility functions is a function to quantify the extensibility of the jth fuzzy 
rule at the observation point A*. The selection of extensibility function depends on 
the perceived validity, generality and reliability of the specific rule. Possible choices of 
extensibility functions include, 
El 二 1 — (4.25) 
E2 = 丨义 石 1丨" (4.26) 
E3 = e-A丨丨义不丨丨3 (4.27) 
where A is a positive constant indicating the effective extensibility distance. 
The weighted-sum-averaging equation is a equation to generate the overall conclusion 
B* by the contribution from jth rule of Ej{\\A* - Aj\\)Bj. Then the overall form is in 
equation (4.28). 
= 巧 别 丨 义 - 郊 马 (4.28) 
If using the equation (4.25) as extensibility function and setting A 二 1 in the case of 
two rules fuzzy interpolation problem, the weighted-sum-averaging reduces to the case 
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in similarity triangle approach in section 2.3，where the equation of conclusion is 
= (4.29) 
A2 - Al A2 - Al 
Therefore, the similarity triangle approach is a special case of this generalized approach. 
4.4 Radius of Influence 
The extensibility functions together with weighted-sum-averaging equation can consti-
tute a possible fuzzy interpolation method in Cartesian representation. Specifically, if 
we take the observation as one of the rule antecedent, then the output generated by 
the extensibility function of equation (4.27) can be compared to the original output for 
performance. As a result, the S interpolation processes in matrix form are, 
Pi’i •.. Ps,i Bi 
\ = I \ I (4.30) 
B*s Pi,5 • • • Ps,s Bs 
where 
〜 = 广 ( 4 . 3 1 ) 
According to the equations (4.30)，the conclusion vector [ B [ .. B^] is contributed by 
the left p matrix and the right vector of the rules consequent [Bi-- • of the right 
hand side of the equation. 
Here one can compare the equation (4.30) to the zero order model in equation (4.19). 
The equation (4.30) can be also formulated into a least-square estimation problem to 
interpolate the original rule base. Other than adjust the rule consequent, Chiu in [34 
suggests another way. According to the separation of cluster centers characterization, 
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the radius of influence can be regarded as an approximate specification of the desired 
resolution of the model, which can be adjusted based on the resultant complexity and 
generalization ability of the model. Specifically, figure 4.6 shows the value of the ex-
tensibility function using equation (4.26), with rule antecedent being A 二 [0.5 0.5 0.5]^ 
and singleton observation A* varying from 0.1 to 1，for r � = 0.75 and 0.25. The figure 
shows the adjusting the value of radius of influence of the extensibility function varies 
the influence of point representation of membership function. 
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Figure 4.6: Radius of influence and extensibility functions 
Hence, we can view the situation as that depicted in figure 4.7, which shows the radius of 
influence and extensibility function in Cartesian representation. Each rule antecedent 
now have their own radius of influence which is adjustable to indicate the influence 
range of the rule as reflected. 




Figure 4.7: Radius of influence and membership functions in Cartesian representation 
4.5 Combining Radius of Influence and Fuzzy Interpola-
tion Technique 
We propose to combine the radius of influence and the fuzzy interpolation technique 
of Cartesian representation, by using the radius of influence as a mean to interpolating 
the original rule base. Instead of discarding the output of the extracted rule and 
regenerating them with a least-square estimation process, as in Chiu's. Here we keep 
and generate a set of radius of influence for the rules. The objective function formulated 
in the least-square sense is as shown in equation (4.32). 
J = E 万 广 — — 4 , / ) (4.32) ；^ V � ； 队 一 > 1 �) ) ) 
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Or, in matrix form 
Bi - B[ 
J = B 广 B�.’.Bn-B'n '： (4.33) 
Bn — B 丨N 
The vector • • • B'^Y are 
- H P "1 r "1 
B丨1 Pi，i . . . Pc,i Bi 
：二 ：丨丨 ； (4.34) 
B'N PI, AT . . . PC,N BE 
• J L J La • 
where 
e—丨丨々丨 
P � j = 二 l e - > 广 , ( 4 . 3 5 ) 
Upon given N original fuzzy rules Ai -> Bi, i = 1,... ,N, we desire to determine which 
c sparse rules using the cost function of the set to keep. The extensibility functions 
provide a measure of the extensibility between membership functions Ai and Aj. The 
full set of consequent membership functions Bi can be used to generate the radius of 
influence Va for any given rule via the least square estimation as according to equation 
(4.32). 
Although we have attempted to optimize Ta analytically in least square estimation, the 
proposed method gives only a numerical solution because of the high nonlinearity of 
the objective function. The same problem is encountered in many cases. For example, 
in [42], Gemen states that one cannot conduct analytical optimization of exponential 
form, 
Y = [ Y{uj)d7r{u) ( 4 . 3 6 ) 
J (jj 
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- ( 4 . 3 7 ) 




r = l 
Here, we proceed to conduct optimization of the original form by using iteration 
method. 
4.6 Model Identification Example 
In this section, the ability of the optimized r^ model to interpolate the original rule 
set and to compare with the results of the work [41] is studied. Consider the extracted 
rules determined in section 4.2, the rules {i?7, i^lO} are formulated into the equation 
(4.32) with 0.8 as initial value of r^. 
Prom figure 4.8, the solid line represents the optimized r^ model and the corresponding 
error is 2.7372. And the dotted line represents the zero order model in equation (4.24) 
of error 2.8101. The performance of the optimized r � m o d e l is hence roughly the same 
as the zero order model. It is quite reasonable because the number of variables are 
equal. The only difference is the target of optimized variables changed from 3 singleton 
rules consequent to 3 radii of influence. The result shows that the proposed approach 
is as effective as zero order model. 
In addition, we apply the extracted rules to form the so-called fixed r^ model. This 
model is formulated the same as in optimized Va model but with fixed 2.5 as Va value 
and proceed without optimization. Referring to figure 4.9, the radii of influence of 
the extracted rules are represented by the solid line circles. The optimized radii of 
influence of {R7, RS,R10} rules are {2.9563, 1.1732, 1.5026}, respectively. The result 
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Figure 4.8: Performance of the zero order and optimized Va models 
of optimized Va model is compared to the dotted line of the fixed Va model with Va — 2.5. 
This result shows that parameter Va can indeed be a possible criteria for interpolation. 
4.7 Eliminative Extraction 
From figure 4.9, an interesting fact is that if a rule is more important, say, rule KJ, 
the objective function trends to result in a relatively larger radius of influence value to 
match the influence of the rule. Mathematically, equation (4.28) increases the effect of 
corresponding rule consequent because of the larger weighting constant. Hence, the size 
of optimized radius of influence can therefore be used to prioritize the cluster centers 
for performance. 
Here, we further propose an unified approach called eliminative extraction to determine 
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Figure 4.9: Performance of the fixed r^ and optimized Va models 
the number and location of cluster centers according to the size of the optimized radius 
of influence and fitting performance of the resulting output. The procedures are shown 
in figure 4.10. 
1. Start with using the whole rule set to form an optimized Va model in the objective 
function. 
2. Optimize the value of r^  to yield optimized performance with respect to objective 
function. 
3. More reduction desired? 
a If NO, the process will stop. 
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b If YES, the process will eliminate a cluster center with the smallest optimized 
Ta value. Then proceed to step 2. 
Form optimized r � m o d e l 
�Optimizing r�——<^liminating cluster center with the smallest r^ 
^ YES 
More reduction desired? 
NO 
Figure 4.10: Algorithm of eliminative extraction 
The full set of rules can be regarded as cluster centers in step 1. After the optimization, 
decision has to be made on whether more reduction is desired. The process stops if the 
answer is no, or continues and eliminates one with the smallest Va value if the answer 
is yes. The remaining cluster centers then re-formulate into a new optimized Va model 
and proceed to step 2 again and the subsequent extraction process continues to reduce 
the number of rules according to size of radius of influence and fitting performance.. 
In step 3b, the conclusion is obtained by the weighted-sum of extensibility functions 
and consequent rules according to the equation (4.32). As mention before, if the radius 
of influence is smaller than others, the ratio of that rule consequent contributing to the 
conclusion is not significant. As a result, if one rule needs to be eliminated, the one 
with smallest ra should be the one as it causes the smallest effect on performance. 
The proposed process is a backforward clustering process. The process now determines 
the cluster centers in descending order. However if a large rule set is given and only a few 
number of cluster centers is needed, the proposed method consumes long computational 
time and may not be appropriate. 
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CCL | 1 1 | 1 0 | 9 | 8 | 7 | 6 | 5 | 4 | 3 
1 0.6301 0.8125 0.8664 0.8664 0.6868 0.6848 0.6849 0.8804 0.8973 
2 0.1125 
3 0.4464 0.4513 0.4513 0.4512 0.4667 0.4634 0.4621 
4 0.1634 0.1342 
5 0.7800 0.8826 0.8886 0.8894 0.8986 0.9015 0.9018 1.1414 1.2274 
6 0.3598 0.9485 0.9679 0.9686 0.3553 
7 0.4399 0.4012 0.4219 0.4365 0.3903 0.3964 
8 0.6270 0.5829 0.5757 0.5984 0.7233 0.7232 0.7188 0.6912 
9 0.2605 0.2681 0.2659 0.3110 
10 0.2114 0.1806 0.1758 
11 0.6676 0.7319 0.7382 0.7368 0.7602 0.7615 0.7392 0.7650 0.5046 
error 0.0071 0.0123 0.0130 ~a0134 0.013^ 0.0137 _ 0.0142 0.03570.0514 
Table 4.1: Cluster center location, optimized r^ and least square error 
4.8 Eliminative Extraction Example 
In this section, sparse rules extraction by the proposed approach in section 4.7 is shown. 
The rule base is first normalized within a hypercube. The initial condition for Va is set 
to 0.8. The extraction process is shown in table 4.1. 
The first column given the original rules to be reduced in subsequent columns. The 
top row is the number of cluster centers remaining. Each column shows the optimized 
radius of influence for the rules retained. The bottom row is the corresponding least 
square error. 
The extraction process goes from 11 to 3 cluster centers. And the error starts to 
increase greatly when only 4 cluster centers remain. Hence, the set of 5 cluster centers 
seems to be the "best" set of the rules. This set contains the rules {1, 3, 5, 7,11}. 
Geometrically, these rules are located at the sharp corner of the curve. This implies 
the optimized Va model comprising of cluster centers without interpolative property, 
i.e., the eliminated rules are the ones that can be interpolated from the retained ones 
with good performance. 
In figure 4.11, the solid line represents the optimized r^ model of 3 cluster centers 
{1,5,11} shown in last column of table 4.1. And the dotted line represents the first order 
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Figure 4.11: Performance of the first order and optimized Va models 
model of 3 cluster centers {3, 7，10} in section 4.2. The performance of the optimized 
Ta is 0.0514, and which is comparable to the first order model of 0.0133. Although the 
optimized r^ model is nearly 4 times larger in error, the number of variables involved 
is less than half of the first order model. This implies the proposed approach with r^ 
optimization can effectively extract sparse rules of fewer variables. 
4.9 Conclusions 
Radius of influence provides information for point representation of membership func-
tions. Combining radius of influence into the extensibility function and weighted-sum-
averaging equation of the fuzzy interpolation technique, we propose to use radius of 
influence as a criteria to interpolate the original full set of rules. Moreover, radius of 
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influence can also indicate the importance of the rule for performance. We therefore 
propose to apply a least square estimation procedure same as in Chiu's in an elimina-




This chapter investigates the effect of radius of influence in fuzzy inference system. 
An inference algorithm that guarantees a conclusion by sum averaging the singleton 
consequent rules weighted by extensibility functions that are dependent on the radius 
of influence is studied. The method treats the fuzzy inference as no different from fuzzy 
interpolation in Cartesian representation. The only difference is the number of points 
involved. And sparse rule extraction now becomes extracting from a large set of points 
and radii of influence to a smaller set of points and radii of influence. As such, the 
method can therefore serve to reduce the complexity of standard inference system and 
manipulation. 
The Chapter is structured as follow. Section 5.1 generalizes the concept of fuzzy infer-
encing and interpolation in Cartesian representation. Section 5.2 proposes the use of 
radius of influence as a mean to extract sparse rule in product-sum-gravity based fuzzy 
inferencing. Section 5.3 and 5.4 show two numerical examples, in single input single 
output (SISO) and multiple input single-output (MISO) cases, respectively. Section 5.5 
then applies the extracted sparse rule base in the MISO example to a control problem, 
and, finally, section 5.6 summarizes the idea and findings. 
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5.1 Fuzzy Inferencing and Interpolation in Cartesian Rep-
resentation 
In Cartesian representation, membership functions are represented by points rather 
than triangular or trapezoidal shapes as in standard representation. Point member-
ship functions do not overlap if they are not exactly the same. Even for membership 
functions that overlap in standard representation, they also become distinct points in 
Cartesian representation, i.e., gaps always exists. Furthermore, if there is insufficient 
data in a fuzzy rule base so that its membership functions cannot cover fully the Uni-
verse of discourse, and no information will be available if the non-overlapped part is 
fired. According to [15], one solution in this case is to interpolate a conclusion accord-
ing to the observation and given rule base by filling this non-overlapping part with 
certain "appropriate" membership function. This is called fuzzy interpolation. The 
point is, fuzzy inference or interpolation in Cartesian space contains only point rep-
resentation. Therefore, the fuzzication and defuzzication of standard inference system 
such as product-sum-gravity or min-max-centroid cannot be conducted. 
The general idea on tackling fuzzy interpolation problem in Cartesian representation as 
introduced in [35] has been described briefly in chapter 4. Therefore, part of the afore-
mentioned problem is solved. The problem left now is how to conduct fuzzication and 
defuzzication for full blown fuzzy inferencing in Cartesian representation. However, 
this can also tackled by extending the role of the degree of extensibility for fuzzy 
interpolation to become the degree of membership for fuzzy inference. Specifically, in 
standard fuzzy inference, the fuzzication process is to measure the degree of belonging of 
an observation to certain membership functions. Therefore if we measure the degree of 
belonging by the extensibility function, corresponding fuzzication process in Cartesian 
representation can be conducted. The extensibility function can hence be viewed as a 
generalized membership function. In section 4.3, the extensibility functions of equations 
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(4.25), (4.26) and (4.27) are the following, 
丑 1 = (5.1) 
圳 A*-AIL 
E2 = (5.2) 
EZ 二 e-圳义丨丨3 (5.3) 
and the radius of influence in equation (4.6) can further be regarded as the non-trivial 
support-like distance. The fuzzication process in Cartesian representation as discussed 




Figure 5.1: Fuzzication in antecedent space 
space. The line 工= y = : is the singleton observation domain. Every rule antecedent 
has its own radius of influence, which determines various ranges of influence between 
the observation and the rules in concern. 
To proceed further, the weighted-sum-averaging equation in equation (4.28) can be 
viewed as a defuzzication process similar to product-sum-gravity inferencing to obtain 
the singleton output from the given observation. In figure 5.2. the singleton conclusion is 
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Figure 5.2: Defuzzication in consequent space 
obtained from Bi by the same ratio as the distance from Ai to A* in the antecedent space 
of figure 5.1. As a result, a fuzzy inference algorithm can be proposed for Cartesian 
representation as follows. 
First, the fuzzication is conducted with the extensibility functions, 
"(i^* _ 為 ） = e - … 丨 石 " " （5.4) 
where 
4 , � 
a = P (5-5) 
‘ a 
Then, defuzzication is conducted using the weighted-sum-averaging equation, 
= 马 (5.6) 
The radius of influence r^ provides the distance of influence of the rules. Hence, they 
fill the gaps in between points of representation of membership function in Cartesian 
representation. 
As proposed, the inference method in equation (5.6) makes no difference between fuzzy 
inference and fuzzy interpolation in Cartesian representation. The only difference is 
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the fuzzy inferencing having more points involved than the fuzzy interpolation in the 
process. 
We still have some flexibilities on the proposed influence algorithm, which can be pro-
ceeded via two methods. The first one is to fix ra and change the choices of extensibility 
functions. We can even change the equation of the weighted-sum-averaging by other 
choices to obtain different inferencing. The other one is to optimize rv Actually we 
can combine fuzzy interpolation with fuzzy inference as well. That is, we can work 
for a reduced number of points with optimized r � i n order to obtain a control surface 
close to the one generated by the full set of points and fixed rv It turns out that for 
product-sum-gravity (PSG) inference, a least-square method can be readily formulated 
for this purpose. This will be discussed in more detail in next section. 
5.2 Sparse Rule Extraction via Radius of Influence and 
Elimination 
In this section, we present an eliminative extraction process via optimizing the radius 
of influence to determine the number and location of cluster centers according to a 
fitting performance of the resulting output surface. This is possible since in Carte-
sian representation fuzzy interpolation uses the same formula as fuzzy inference. Con-
sidering again the so-called optimized ra model, upon given N original fuzzy rules 
Ai —> Bi,i = l,. . . ,iV，we desire to determine which c sparse rules using the cost 
function (5.7) of the set to keep. 
J * - ( 5 . 7 ) 
And the process is given as follows. 
1. Start with the whole rule set to form an optimized r�mode l are according to the 
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objective function. 
2. Optimize the value of ra to yield optimized performance with respect to objective 
function. 
3. More reduction desired? 
3a If NO, stop the process. 
3b If YES, eliminate the cluster center with the smallest optimized ra value. And 
then proceed to step 2. 
After first optimization, the whole rule set equipped with optimized radius of influence 
can be viewed as a completed representation of fuzzy system in Cartesian representa-
tion. The set of radius of influence computed provides information for the overlapping 
point representation in Cartesian representation. Hence, the points function like stan-
dard membership functions having radius of influence filling the gaps between them 
and defining the degree of belonging. The subsequent extraction process continues to 
reduce the size of the sparse rules according to size of radius of influence and fitting 
performance. 
5.3 Single Input and Single Output Case 
In this section, we present a numerical example of single input, single output system. 
The antecedent rules are point representation of membership functions comprising of 
n characteristic points. The observations should be a singleton membership functions 
with same dimension as the antecedent rules. If the antecedent space is n-dimensional, 
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CCL | 1 1 | 1 0 | 9 | 8 | 7 | 6 | 5 | 4 | 3 
1 0.1939 0.5605 0.5604 0.5602 0.6363 0.5608 0.5607 0.6683 0.6872 
2 0.1917 
3 0.1981 0.3721 0.3730 0.3751 0.3738 0.3754 0.3688 
4 0.1959 0.1383 
5 0.1943 07052 0.7046 0.7026 0.7197 0.7028 0.7076 0.8776 0.9612 
6 0.2296 0.2882 0.2850 0.2861 0.5879 0.2972 
7 0.3104 0.3183 0.3180 0.3190 0.3019 
8 0.4702 0.4647 0.4636 0.5392 0.5418 0.5430 0.5425 0.5122 
9 0.2444 0.2529 0.2533 0.1841 
10 0.2479 0.2464 0.2476 
11 0.4737 0.4939 0.4924 0.5646 0.6030 0.5587 0.5582 0.5762 0.3955 
error | 0.1041 0.3940 0.3948 "0^4297 0.515^ 0.4575 0.46951.1838~~2.1006 
Table 5.1: Cluster center location, optimized r^ and least square error 
then observation is a n-dimensional vector comprising of n number of identical constant. 
a 
= 丨 e lV" (5.8) 
a 
where a is the value of the fuzzy variable in concern in section 4.5. 
Referring to the same SISO example there, the antecedents are triangular membership 
functions, and are hence represented in 3-dimensional Cartesian space. The observation 
is A* = [a a a厂 As described in section 4.4, the optimization is solved by iterative 
method. In this case, the initial condition for TQ is set as 0.8，and 100 points distributed 
uniformly in the models are used for least-square estimation. 
The extraction process is shown in table 5.1 going from 11 to 3 cluster centers. The table 
shows cluster centers being kept and the corresponding optimized radius of influence. 
The last row gives the corresponding modeling error. By observing the increasing trend 
of the optimized radius of influence with the reducing number of cluster centers, the 
radius of influence therefore ensures that the whole input domain would be covered. 
The inference system is such that at least one rule would be fired with non-trivial 
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degree of membership. The smaller the number of cluster centers, the wider the radius 
of influence being fired. Therefore, the rule 1，5 and 11 in final column have the widest 
ra of 0.6872, 0.9612 and 0.3955, respectively. 
The last row of table 5.1 also shows how the number of cluster centers of the optimized 
ra model affects the least square error on reproducing the output of the original PSG 
model. As one can see, the number of cluster centers can be traded off by the perfor-
mance of the objective function. The table shows the low error occurs from 10 to 5 
cluster centers. And finally the error increases greatly from 4 to 3 cluster centers. As 
a result, that set of 5 clusters centers seems to be the "best" set of rules. Comparing 
this result to the interpolation example of section 4.8, it is of interest to note that the 
extracted rules are the same but the corresponding r�values are relatively smaller. It 
is because the distance between the rule antecedents to the observation is shorter in 
fuzzy inferencing than the distance between each of the rule antecedent in fuzzy inter-
polation. Therefore only a smaller set of radius of influence is optimized for smaller 
gaps in this case. 
In figure 5.3, the dotted line represents the output of the original PSG model and the 
solid line is the optimized Va model of 5 cluster center comprising of rules, 1，3, 5, 8 and 
11. The corresponding least square error is 0.4695. One can observe that, the cluster 
centers are located at tuning point of inference line. This indicates that objective 
function and extraction process eliminates those points, that can be interpolated by 
others, same situation as in section 4.8. Moreover, figure 5.4 shows that the the cluster 
centers 3, 7 and 10 as generated in the work of [35] and shown in section 4.2 and 
represented in dotted line here cannot generate as good performance as the solid line 
using cluster centers 1 ,5 and 11 by optimizing those radius of influence. This case 
points out that an unified platform to determine cluster centers with respect to the 
designed objective function is needed to give better performance. 
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Figure 5.3: Outputs of the optimized r � m o d e l comprising of 5 rules and the original 
PSG-based model 
5.4 Multiple Input and Single Output Case 
The work of [35] states that multiple antecedent variables can also be handled by 
stacking the coordinates of the variables together to form a single point in a Cartesian 
space of enlarged dimension. Specifically, let there be N antecedent variables and the 
fuzzy rules are of the form: If Ui, Vi, - •• ,Xk — Bij…k, where Ui, Vi, - • • ,Xk are the 
antecedent membership functions with n characteristic points. One can then form an 
enlarged antecedent space of dimension an antecedent rule is then represented 
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Figure 5.4: Outputs of the optimized r^ model comprising of 3 rules and the original 
PSG-based model 
as, 
「 u � 
从i 





5.4 Multiple Input and Single Output Case 94 
Here, uf"^, vg)，• • •, x^ j^ "^  are the locations at which the 5th characteristic points of the 
membership functions Ui, Vj, - - • ,Xk occur. The fuzzy rule mappings can be regarded 
as going from TZ胸 to %爪. 
In this light, we can apply the proposed inference system in the MISO case just like 
the SISO case, by regarding the rules comprising of joined membership functions in 
the enlarged dimension Cartesian space. At the same time, the observations should 









where in A* the elements a ,^ aj, . . . and a^ are repeated the same number of times as 
the dimensions of antecedent rule Ui, Vj, ... X^. 
Now consider an example of [43] with a total of 15 rules. As depicted in figure 5.5，the 
2-input and 1-output system has 5 and 3 membership functions for the first and second 
inputs, respectively, and 5 membership functions for the output. 
We apply the inference system and extraction process to this MISO system to illustrate 
the effect of radius of influence in high dimensional Cartesian space. To Cartesian 
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representation, the antecedent rules and observations becomes points comprising of 6 
characteristic points of 2 joined membership functions. And the optimization process 
is then carried out in 7-dimensional Cartesian space. The initial r^ is set to 1. 
1 . 5 1 1 1 1 1 1 1 1 1 1 1 1 
NegLarge NegSmall Zero PosSmall PosLarge 
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Figure 5.5: A 2-input 1-output rule base 
The 15 rules are: 
Rule 1 IF error is NegLarge AND error trend is Decreasing 
THEN adjust input is PosLarge 
Rule 2 IF error is NegLarge AND error trend is Steady 
THEN adjust input is PosMed 
Rule 3 IF error is NegLarge AND error trend is Increasing 
THEN adjust input is PosSmall 
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R u l e 4 IF error is N eg Small AND error trend is Decreasing 
THEN adjust input is PosMed 
R u l e 5 IF error is N eg Small AND error trend is Steady 
THEN adjust input is PosSmall 
R u l e 6 IF error is N eg Small AND error trend is Increasing 
THEN adjust input is Zero 
R u l e 7 IF error is Zero AND error trend is Decreasing 
THEN adjust input is Pos Small 
R u l e 8 IF error is Zero AND error trend is Steady 
THEN adjust input is Zero 
R u l e 9 IF error is Zero AND error trend is Increasing 
THEN adjust input is N eg Small 
R u l e 10 IF error is Pos Small AND error trend is Decreasing 
THEN adjust input is Zero 
R u l e 11 IF error is Pos Small AND error trend is Steady 
THEN adjust input is N eg Small 
R u l e 12 IF error is Pos Small AND error trend is Increasing 
THEN adjust input is NegMed 
R u l e 13 IF error is PosLavge AND error trend is Decreasing 
THEN adjust input is N eg Small 
R u l e 14 IF error is PosLavge AND error trend is Steady 
THEN adjust input is NegMed 
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Ru le 15 IF error is PosLarge AND error trend is Increasing 
THEN adjust input is N eg Large 
Table 5.2 shows that the sets of cluster centers right before appreciable degradation of 
performance upon further reduction. They are {1, 2, 5, 7, 8，9, 11, 14, 15} with radius 
of influence of {1.5263, 2.0858, 2.1445, 1.7593, 2.4257, 1.7598, 2.1440, 2.0854, 1.5263} 
and centers {2, 8，9, 11，14, 15} with radius of influence of {2.3084, 1.5125, 1.8954, 2.1452, 1.80( 
1 10 
Second input First input 
Figure 5.6: Output of the original 2-input 1-ouput rule base with PSG inference 
Figure 5.6, 5.7 and 5.8 show the resulting output surface of the original PSG model and 
those keeping 9 and 6 cluster centers, respectively. One can observe that performance 
is gradually degrading from the 3 figures. It also shows that in general the ability of 
radius of influence on recovering the inferred surface is affected by the enlarged dimen-
sionality of the Cartesian representation. This situation shows the stacking method to 
handle multi-antecedent variables would directly decrease the sensibility of radius of 
influence on the membership functions. This problem, however, can be tackled in two 
ways. Firstly, the representation of MISO system in Cartesian representation could 
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CCL I 15 I 14 I 13 I 12 I 11 I 10 I 9 8 
1 1 . 4 6 5 1 1.4633 1.4633 1.47251.4853 1.50091.5263 
2 2.0417 2.0406 2.0400 2.0463 2.0235 2.0638 2.0858 2.3147 
3 1.1525 1.1465 1.1466 1.1387 
4 1.2875 1.2876 1.2873 1.2812 1.2803 1.2699 
5 2.0550 2.0505 2.0548 2.0540 2.0971 2.0844 2.1445 1.0335 
6 0.6013 0.6517 
7 1.6418 1.6393 1.6405 1.6515 1.6605 1.6761 1.7593 0.8219 
8 2.3359 2.3369 2.3324 2.3553 2.3765 2.4030 2.4257 1.5096 
9 1.6418 1.6393 1.6405 1.6500 1.6606 1.7541 1.7598 1.8972 
10 0.4864 
11 2.0555 2.0502 2.0546 2.1012 2.0987 2.1636 2.1440 2.1439 
12 1.2885 1.2876 1.2872 1.2858 1.2803 
13 1.1507 1.1460 1.1451 
14 2.0415 2.0403 2.0399 2.0147 2.0233 2.0520 2.0854 1.8021 
_ 1 5 1.4652 1.4632 1.4632 1.4770 1.4856 1.5160 1.5263 1.4471 
error 0.034^ 0.0348 0.0348 ~a0352 0.0355~ 0.0376 0.03950.6321 
CCL I 7 I 6 I 5 I 4 I 3 ] -






8 1.5125 1.5125 1.3110 1.2710 1.2807 
9 1.8953 1.8954 0.7239 
10 
11 2.1475 2.1452 1.1344 1.1284 
12 
13 
14 1.8004 1.8008 1.3736 1.3400 1.3454 
_ 1 5 1.4469 1.4464 
error 0.6321 0.6321 1.3504 1.35451.3551 
Table 5.2: Cluster center location, optimized Ta and least square error 
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Figure 5.7: Output of the optimized r^ model with 9 cluster centers 
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Figure 5.8: Output of the optimized r^  model with 6 cluster centers 
be rearranged in order to keep the sensibility of radius of iiiHuenrf. Secoiirlly, in [34], 
model identification is formulated as a least-square estimation to determine two pa-
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rameters Gi and hi in first order model and one parameter hi in zero order model. 
And [41] had shown that, without optimizing ra, the performance of the zero order 
model shown in figure 4.4 would be much worse than the first order model as shown 
4.5. In what follows, we choose to combine Chiu's identification of output consequent 
with optimized Va method. Specially we use the zero order model. The result shows 
that this so-called optimized ra plus zero order model is the best one comparing the 
performance of optimized Va only model and even Chiu's first order model. 
The work of [34] applies pseudo-inverse to determine the parameter of zero order model. 
Here, this step is carried out before optimizing the radius of influence, i.e., at each it-
eration, the radius of influence is optimized only after obtaining the zero order output, 
after the decision on discarding the one rule with the smallest r^, the process on gen-
erating the next zero order output is repeated. The extraction process on optimized r � 
plus zero order model is shown in table 5.3. The errors at each column are now much 
smaller than optimized r � m o d e l in table 5.2. And the error of the optimized Va plus 
zero order model with 6 cluster centers as shown in figure 5.9 is now 10 times smaller 
than the one for optimized Va model in figure 5.8. The performance is even better than 
that of the first order model with 6 cluster centers in figure 5.10 with a least square 
error of 0.0864. This shows that the optimized Va plus zero order model can better 
regenerate the inferred surface with fewer number of cluster centers. 
5.5 Application 
In this section, we apply the sparse rules to a tracking control problem. The original 
rule base is the MISO example above, and we are to replace it with the sparse rule base 
of 6 extracted rules generated with optimized r � p l u s zero order model as shown in 
figure 5.11. Note that due to Chiu's identification algorithm, the location of the sparse 
rule consequents as shown are different to the original ones. 
The 6 rules as generated are: 
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CCL I 15 I 14 I 13 I 12 I 11 I 10 I 9 8 
1 1 . 7 9 4 3 1 . 7 9 3 2 1 . 7 8 7 1 1 . 7 7 5 9 1 . 7 7 1 8 1 . 7 7 2 5 T s o l o " 1.4458 
2 2.5001 2.4741 2.4608 2.4534 2.4481 2.4447 2.4928 1.8866 
3 1.1339 0.8676 0.8596 
4 1.5121 1.5100 1.5051 1.4884 1.4923 1.4841 1.4747 
5 2.7133 2.7130 2.7083 2.6811 2.6843 2.6829 2.6939 2.3161 
6 0.5983 0.6470 
7 1.3338 1.0894 1.0351 0.9130 0.9766 
8 2.9001 2.8927 2.8861 2.8771 2.8700 2.8663 2.9329 2.7774 
9 1.3627 1.1053 1.0313 0.8779 0.9890 1.0231 
10 0.5083 
11 2.7187 2.7128 2.7086 2.7088 2.6857 2.7150 2.9545 
12 1.5133 1.5100 1.5046 1.4974 1.4924 1.4880 2.6956 1.5190 
13 1.0347 0.9041 0.8891 0.8353 
14 2.4951 2.4684 2.4599 2.4577 2.4485 2.4695 2.4961 2.9139 
15 1.7955 1.7866 1.7867 1.7886 1.7722 1.7865 1.8027 1.6924 
error 0.0141 0.0134 0.0133 0.0133 ~a0133 0.013厂 0.0142 0.0288 
CCL I 7 I 6 I 5 I 4 I 3 | 




5 1.8730 2.9578 
6 
7 
8 3.0871 2.9578 5.1550 16.9031 200.000 
9 
10 
11 2.9103 2.8692 3.5682 
12 2.8747 2.8675 3.6240 4.0404 6.3301 
13 
14 2.8207 2.7990 3.5830 3.3029 
15 3.5822 3.5384 4.6874 5.4103 163.2993 
error 0.0600~ 0.0618— 0.1141 0.1655 0.3404 
Table 5.3: Cluster center location, optimized r^ and least square error 
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1 10 
Second input First input 
Figure 5.9: Output of the optimized Ta plus zero order model with 6 cluster centers 
：藝 
1 10 
Second input First input 
Figure 5.10: Output of the first order model with 6 cluster centers 
Rule 5 IF error is NegSmall AND error trend is Steady 
THEN adjust input is PosSmall 
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1 . 5 1 1 1 1 1 1 1 1 1 1 
NegSmall Zero PosSmall PosLarge 
- 1 0 - 8 - 6 - 4 - 2 0 2 4 6 8 1 0 
error 
1 . 5 1 1 1 1 1 1 1 1 1 1 
Steady Increasing 
0 ——I 1 1 1 1 I I I _ 
- 1 一 0 . 8 - 0 . 6 - 0 . 4 一 0 . 2 0 0 . 2 0 . 4 0 . 6 0 . 8 1 
error trend 
1 . 5 1 I I I 1 1 1 1 1 1 
NegLarge NegMed NegMed NegSmall Zero PosSmall 
1 - -
0 . 5 - -
QI I u 1 1 1 I 1—1 I I 
- 2 5 - 2 0 - 1 5 - 1 0 - 5 0 5 1 0 1 5 2 0 2 5 
adjust input 
Figure 5.11: Sparse rules used for closed-loop control 
R u l e 8 IF error is Zero AND error trend is Steady 
THEN adjust input is Zero 
R u l e 11 IF error is PosSmall AND error trend is Steady 
THEN adjust input is NegSmall 
R u l e 12 IF error is PosSmall AND error trend is Increasing 
THEN adjust input is NegMed 
R u l e 14 IF error is PosLarge AND error trend is Steady 
THEN adjust input is NegMed 
Ru le 15 IF error is PosLarge AND error trend is Increasing 
THEN adjust input is NegLarge 
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And the plant in concern is 
_i — 0.0087 厂 1 
G (之） = 1 一 1.9厂 1 + 1.19厂 2—0.261 厂 3 (5.11) 
the open loop poles are 0.9 and 0.5 士 jO.2. 
The closed loop system is shown in figure 5.12. The controller is a negative feedback 
controller. Inputs of the fuzzy logic controller are error and error trend between the 
command signal and the prior system output. The controller generates the inference 
output by inferencing the rule base to be implement. The computed signal then goes 
to the integrator and into the plant. At the end of the loop the system output is then 
fed back to the system. 





Figure 5.12: Closed-loop control structure 
Figure 5.13 shows the performance of the model using two pairs of initial conditions, 
namely, {5, 1} and {—5, - 1 } . The solid line represents the controlled output responses 
using the sparse rules, and the dotted line represents the same using standard product-
sum-gravity method with full set of rules. It can be noted that, the one using sparse 
5.6 Conclusions 94 
rules proposed has a slower reaction compared to the one using product-sum-gravity 
method, and full set of rules. However, both of them can converge to the command 
signal within a short period of time. This further proves the optimized r^ plus zero 
order model and the eliminative extraction process can come up with a representation 
of fewer rules that still have good performance. 
~ - I —I 1 1 — 
’ \ ] 
10 - � \ -
I - v V ( 7 \ „ _ 
八入/、 
” 广 w -
2 _/ / sparse rule base of proposed inference method _ 
' / full rule set of PSG inference method 
。乂 -
1 1 1 I 
0 0 . 0 5 0 . 1 0 . 1 5 0 . 2 0 . 2 5 
time 
Figure 5.13: Closed loop responses 
5.6 Conclusions 
Fuzzy inference is fuzzy interpolation in Cartesian representation. Membership func-
tions represented in Cartesian representation are points rather than a triangular or 
trapezoidal shapes as in standard representation. Point membership functions do not 
overlapped unless they are exactly the same. Even membership functions overlapping 
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in standard representation will become distinct point in Cartesian representation. It 
is therefore not obvious how to assign membership degree in Cartesian representation 
and conduct fuzzy inferencing. Here we propose to extend the extensibility function 
as generalized membership function and generate an inferred output in Cartesian rep-
resentation by a sum averaging method weighted by the extensibility functions. As 
such, difference between fuzzy inference and fuzzy interpolation is only in the number 
of points involved. The proposed method can reduce the complexity and manipulation 
time. This chapter also shows by numerical examples an application of the proposed 
approach of eliminative extraction for the sparse rule extraction and inference surface 
generation. A control example shows that good performance can be achieved using 
only sparse rules to attain control. 
Chapter 6 
Conclusions 
The recently proposed Cartesian representation focuses on the geometrical perspective 
of interpolation. Membership function are represented in high dimensional Cartesian 
space and interpolation can be conducted using geometric concepts. The representation, 
however, applies only to membership functions of finite number of characteristic points 
and would encounter difficulties in more general membership functions and applications. 
Possible ways to tackle some of these difficulties are discussed in this thesis. 
This thesis extends the proposed geometric representation in two major areas. Firstly, 
Cartesian representation as proposed works for crisp, triangular and trapezoidal mem-
bership functions, i.e., membership functions with finite and clear characteristic points. 
High dimensional space needs to be used if membership functions involved contain a 
large number of characteristic points. It is also not obvious, however, how to represent 
commonly used membership functions such as Bell-shaped and Gaussian ones, which 
can be regarded as having infinite number of characteristic points or no characteris-
tic point at all. Here, this issue can be tackled by the 1/2[0, 2] concept. Specifically, 
membership function can now be regarded as an element in the space 1/2[0, 2] of square 
integrable functions. The requirement for well-defined membership function also trans-
lates straightforwardly as a constraint that the slope of the representing element should 
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be nonnegative. As a result, a larger class of fuzzy rules, including the bell-shaped mem-
bership functions, can now be treated as mappings between antecedent and consequent 
spaces. This which were not possible previously with the Cartesian formulation for 
membership function with finite number of characteristic points. Moreover, the Carte-
sian case can now be readily included in L2[0,2] as well, The I/2[0,2] representation 
hence provide an unified platform in the representation of membership functions with 
both finite and infinite number of characteristic points. 
Secondly, this thesis proposes the concept and use of radius of influence. Unlike the 
standard membership functions representation, the point representation of membership 
functions in Cartesian representation provide no information on membership degree for 
any given observation of the fuzzy variable. Therefore, one is not clear how to mea-
sure the degree of belonging of a given value to the pointwise membership functions. 
Note that this is true even for membership functions originally overlapped in standard 
representation. They will become distinct points after converting into Cartesian repre-
sentation. There is always gap between points. And without the degree of belonging, 
existing fuzzy inferencing algorithm cannot be applied to yield a conclusion. 
This problem is tackled here by the proposed the radius of influence concept. The 
concept is motivated by a sparse rule extraction technique that uses the mountain 
method in Cartesian representation. The radius of influence can be reviewed as the 
range of applicability of a given rule based on its resultant complexity, resolution and 
generalization ability. Here, it is proposed to incorporate the radius of influence into 
an objection function and then determine their values via least-square estimation. The 
radius of influence in the extensibility functions is a possible way to achieve this goal. 
Upon the determination of the radius of influence, the conclusion is then obtained 
by a weighted sum averaging formula, in which the rule consequents are weighted by 
the extensibility function with the corresponding ra- The role of radius of influence 
now acts for extensibility function as the support for standard membership function, 
^ 
providing degree of belonging or similarity between membership functions. With this 
concept, there is no difference between fuzzy inference and fuzzy interpolation. Both 
are to generate an output based on a set of points and given radius of influence. The 
only difference is the number of point involved. Therefore, application in interpolation 
can be straightforwardly applied to the inference case. Actually, sparse rule extraction 
now becomes extracting from a large set of points and radius of influence to a smaller 
set of points and radius of influence in accordance with the designed objective such as 
minimal least-square. 
The full extension of geometric representation is only partially explored by this thesis. 
There are more challenging problems. Specifically, in chapter 3 we proposed a 丄2[0, 2 
function space to represent membership functions. Since this is an extended version of 
Cartesian representation, a question naturally is that can we apply the same concept 
of radius of influence of chapter 4 and 5 in functional space? We have shown somewhat 
the success of handling the fuzzy interpolation problem in functional space in chapter 
3. The applicability of radius of influence in functional space should also be possible. 
Another problem in this regard is how would the properties of radius of influence change 
when the representation of membership functions are varied? Moreover, how to assign a 
set of appropriate radius of influence to the extended class of membership functions such 
as bell-shaped and Gaussian ones is another important issue. In addition, in chapter 
5 we mentioned that stacking up the multipal inputs of a fuzzy system in Cartesian 
representation reduces the sensibility of the radius of influence on each membership 
functions in the enlarged antecedent space. For long term investigation, it is better 
to develop a more refine method to connect the multipal inputs together. We are 
interested in such studies in 1/2 [0’ 2] representation as well. Further investigations of 
the geometric representation in the above areas are possible and challenging future 
works, fusing together classical mathematics and fuzzy logic. Hopefully, the fusion can 
provide a widened view of fuzzy logic and its application to the human society. 
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