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Associated with a parameterization for the three-parameter lognormal distribution,
algorithm was proposed by Komori and Hirose (2004), which can find a local max-
imum likelihood (ML) estimate surely if it exists. Nevertheless, by Vera and Diaz-
Garcia (2008) it was shown that performance in finding a local ML estimate dete-
riorated by adopting the parameterization only and using other algorithm. In this
short paper, it will be shown that Komori and Hirose’s algorithm and the parame-
terization recover performance under the same setting for simulated data as that in
[Vera and Diaz-Garcia, 2008].
1 Introduction
Parameter estimation methods for the three-parameter lognormal distribution have been
studied by many researchers. Many of such studies, for example, are introduced in [9].
The probability density function is given by











(x > α, β > 0, γ > 0),
where x is a variable and α, β and γ are parameters. When xi (1 ≤ i ≤ n) are independent




i=1 f(xi; α, β, γ). For the
observations, x1 > x2 ≥ · · · ≥ xn−1 > xn will be assumed in the sequel without loss of
generality.
Noting that a random variable ln(X − α) is normally distributed, we can see that

















It is, however, known that L(α, β̂(α), γ̂(α))→∞ as α→ xn − 0. Instead of a maximum
likelihood (ML) estimate in the usual meaning, thus, a local ML estimate is dealt with,
which makes L(α, β̂(α), γ̂(α)) relatively and absolutely maximum under the condition
xn − α > δ for a small δ > 0 [3].
In order to find the local ML estimate of α, one possible search is to display L(α, β̂(α), γ̂(α)),
but it may have difficulties in some cases in which the shape of L(α, β̂(α), γ̂(α)) is com-
plicated or the range of α to search is too wide [1, 3, 5]. Also when an iterative solver like
Newton’s method is used, similar or other difficulties can happen [7]. That is why many
researchers tackled this estimation problem.
On the other hand, in order to avoid such difficulties Munro and Wixley [8] have
proposed a parameterization for the three-parameter estimation, where local ML estimates
for α, β and γ are sought independently and simultaneously. In the sequel we will simply





= λ and γ
def
= σ/λ and leads to
f(x; µ− σ/λ, λ, σ/λ)
=
1√
2π{σ + λ(x− µ)}
exp
[






This can permit λ to be negative. We call it the extended lognormal distribution per-
mitting that λ 6= 0 and σ > 0. The parameterization is much helpful to improve the
convergency of many iterative methods [2, 4]. It is, however, probable that methods fail
to find a local ML estimate. For example, see Subsection 3.3 in [6]. In addition, it is
unclear whether they fail although a local ML estimate exists or they cannot find because
no local ML estimate exists.
These two problems have been overcome with algorithm and another parameterization
proposed by Komori and Hirose [7]. That is, the combination of them makes it possible
to judge whether a local ML estimate exists or not, and to find it surely if it exists.
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Vera and Dı́az-Garćıa [9] have proposed a global Simulated Annealing (SA) optimiza-
tion heuristic in the parameterizations mentioned above as well as Wingo’s parameteri-
zation [10]. In their simulation, however, successful rates in finding a local ML estimate
have deteriorated even in Komori and Hirose’s parameterization.
In the present paper we will show that not the SA algorithm but Komori and Hirose’s
algorithm should be used in the parameterization to find a local ML estimate surely
if it exits. The paper is organized as follows. In Section 2, we will briefly introduce
our parameterization and algorithm. In Section 3, we will give simulation studies and
discussion.
2 Komori and Hirose’s parameterization and algo-
rithm
The substitution of τ
def
= σ − λµ and s def= ln σ into (1. 1) yields













i=1 ln f(xi;−τ/λ, λ, es/λ), we obtain




























The first term has the maximum value 0 when s = (1/n)
∑n
i=1 ln(λxi + τ). Hence, all we



















In order to achieve this, the algorithm is given as follows [7]. It provides the profile of
F (λ, τ) concerning λ > 0 or λ < 0, respectively.
In the interval λ > 0:
1) τ ← τ ∗, λ← ε0 > 0.
2) If λ > λ+max, end. Otherwise, τmin ← −λxn, τmax ← τ+U (λ).
3) If τmin < τ < τmax and
∂F
∂τ
(λ, τ) > 0, τmin ← τ . If τmin < τ < τmax and
∂F
∂τ




(λ, (τmin + τmax)/2) > 0, then τmin ← (τmin + τmax)/2. Otherwise, τmax ←
(τmin + τmax)/2.




∣∣∣∣∣ < ε2, then record (λ, τ, F (λ, τ)), λ← λ+4λ and go to 2). Otherwise,
end.
In the interval λ < 0, replace 1), 2) and 6) with 1′), 2′) and 6′), respectively:
1′) τ ← τ ∗, λ← −ε0.
2′) If λ < λ−min, end. Otherwise, τmin ← −λx1, τmax ← τ−U (λ).
6′) If
∣∣∣∣∣∂F∂τ (λ, τ)






























In addition, ε0, ε1, ε2, λ
+
max, 4λ and λ−min are preassigned constants. In MATLAB codes
mentioned in Section 3, for example, some of them are given as follows [7]:
ε0 = 0.05, ε1 = 10
−14, ε2 = 0.01, λ
+
max = 6, λ
−
min = −6.
Note that in 5) an approximate to the solution, say τ0(λ), of
∂F
∂τ
(λ, τ) = 0 is obtained.
Using {(λ, F (λ, τ))} in the records in 6) and 6′), we can plot F (λ, τ0(λ)). If a local ML
estimate exists and we set 4λ at a sufficiently small positive value, from the plot data we
can immediately get the extreme point of F (λ, τ) with high accuracy. Because the algo-
rithm is based on the bisection method and τ0(λ) lies in (−λxn, τ+U (λ)) or (−λx1, τ−U (λ)),
the algorithm is significantly robust.
3 Simulation studies and discussion
In this section we give numerical results for data simulated by using the same function as
one used by Vera and Dı́az-Garćıa [9].
Table 1 shows the results given by them concerning the combination of the SA al-
gorithm and our parameterization. In their simulation, µ and σ have been fixed at 0
and 1, respectively. In addition, by communicating with one of them, we have known
that in MATLAB the function ‘randn’ with a method ‘state’ and a different initial state
each time was used to generate 1000 sets of pseudo-random data and the existence of a
non-degenerate solution was manually checked for each data set. This means that it is
almost impossible to reproduce the same data sets and results.
Thus, whereas we reconstruct a similar setting for simulation by using the same func-
tion, differently from their way we use a constant initial state for the function and seek for
existence rates automatically by utilizing F (λ, τ0(λ)). For example, Fig. 1 shows profiles
of F . One of them is the case of no ML estimate, whose data set was generated by setting
(λ, n) = (2, 10) and the initial state at 0 for the function ‘randn’. The other is the case of
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Table 1: Successful rate in finding a local ML estimate and its existence rate in [9]
λ
.25 .50 .75 1.0 1.25 1.5 1.75 2.0
10 .989 .966 .942 .880 .736 .651 .604 .623
(.962) (.951) (.903) (.791) (.655) (.375) (.169) (.077)
n 15 1.00 .997 .995 .991 .974 .926 .822 .686
(.990) (.994) (.990) (.975) (.944) (.891) (.697) (.379)
20 1.00 1.00 1.00 1.00 .999 .996 .991 .973
(.987) (1.00) (.999) (.999) (.996) (.983) (.941) (.825)
A value in parentheses indicates an existence rate of a local ML estimate.
Table 2: Existence rate of a local ML estimate by our algorithm
λ
.25 .50 .75 1.0 1.25 1.5 1.75 2.0
10 .978 .961 .909 .826 .707 .543 .393 .259
n 15 1.00 1.00 .997 .980 .944 .857 .710 .519
20 1.00 1.00 1.00 1.00 .996 .983 .922 .800
Case of no ML estimate Case of existence a local
ML estimate
Figure 1: Profiles of F (λ, τ)
existence of a local ML estimate, whose data set was generated by setting (λ, n) = (2, 20)
and the same initial state. In the figure, the solid curves indicate F (λ, τ0(λ)), whereas the
dotted curves indicate F (λ, τ+U (λ)) or F (λ, τ
−
U (λ)), which we may regard as F (λ, τ0(λ)))
for large |λ| [7]. Here, note that the interval [−6, 6] of λ is large enough for the global
search.
MATLAB codes for the simulation are given in the appendix. Other codes for examples
are also obtainable from Komori’s homepage:
http://galois.ces.kyutech.ac.jp/˜komori/
Thus, it is possible for readers to check these results if they want.
From the tables, we can see that the existence rates are improved in all cases except
the three cases (λ, n) = (1.5, 15), (20, 1.75) and (20, 2.0). At the same time because in
all cases our parameterization and algorithm always successfully find a local ML estimate
4
if it exists, we can conclude that they much improve performance in finding estimates,
compared with the combination of the SA algorithm and our parameterization.
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Appendix
Three MATLAB codes for our simulation are given as follows, whose names are mainbi-
section 2p for simulation.m, dF dTau.m and funcF.m.
—– mainbisection 2p for simulation.m —–
% Filename: mainbisection_2p_for_simulation.m
% This is the main code for Monte-Carlo simulation.
%%%
% Initialization for a data set
lambda=2; % 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75 or 2.
initstate=0; % from 0 to 2^32-1


















































































































































































































’(lambda, ndata, nsim, ex_rate, p_rate) =(%f, %d, %d, %f, %f)\n’,...
lambda, ndata, num_sim, sim_exist_cnt/num_sim,...
positive_cnt/sim_exist_cnt);
else
fprintf(1, ’(lambda, ndata, nsim, ex_rate) = (%f, %d, %d, %f)\n’,...
lambda, ndata, num_sim, sim_exist_cnt/num_sim);
end
—– dF dTau.m —–
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% Filename: dF_dTau.m
% This function gives a value of dF/dTau.
function [val,errflag] = dF_dTau(xdata, lambda, tau)
if 1e-15>=abs(lambda)




















% This function gives a value of F.
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