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Abstract
The queen’s graph Qn has the squares of the n× n chessboard as its vertices; two squares are
adjacent if they are in the same row, column, or diagonal. Let (Qn) and i(Qn) be the minimum
sizes of a dominating set and an independent dominating set of Qn, respectively. We show that
if n ≡ 1 (mod 4) and D is a d-element dominating set of Qn of a particular, commonly used
kind, then for all k; (Qk)6(d + 3)k=(n + 2) + O(1). If also D is independent, then for all
k; i(Qk)6(d+ 6)k=(n+ 2) + O(1). Other similar bounds are derived. c© 2002 Elsevier Science
B.V. All rights reserved.
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1. Introduction
The queen’s graph Qn has the squares of the n × n chessboard as its vertices; two
squares are adjacent if they are in the same row, column, or diagonal. A set D of
squares of Qn is a dominating set for Qn if every square of Qn is either in D or
adjacent to a square in D. If no two squares of a set I are adjacent then I is an
independent set. Let (Qn) denote the minimum size of a dominating set for Qn; a
dominating set of this size is a minimum dominating set. Let i(Qn) denote the minimum
size of an independent dominating set for Qn.
In 1892, Rouse Ball [8] gave values of (Qn) and i(Qn) for n68. Ahrens [1]
extended this in 1910 to n613 and n = 17 for (Qn) and to n612 for i(Qn). Both
authors produced some minimum dominating sets which are monochromatic: that is,
with the usual coloring of board squares, all queens are on the same color. (These
include placements for n= 6; 8 in [8] and for n= 8–11, 13 in [1].)
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The great majority of recent work on queen domination also uses monochromatic
sets, either to establish exact values [2,6,9] or upper bounds: Eisenstein et al. [5] proved
i(Qk)6 712k + O(1), and Burger et al. [3] proved (Qk)6
31
54k + O(1). These bounds
should be considered in the context of Spencer’s lower bound (Qk)¿(k−1)=2, proved
in [4] and in [9].
In this paper, we Grst examine the most commonly used types of monochromatic
dominating sets, which we call p-covers, where p ∈ {0; 1}. We characterize p-covers
in terms of occupied diagonals (Theorem 1), dividing them into two types, which
we call A and B. Proposition 3 gives evidence that type A p-covers are probably
more useful in the search for minimum dominating sets. Then in Theorem 4 we relate
p-covers to some dichromatic minimum dominating sets of Ahrens [1], using the func-
tion h(x; y) = (2(x + y); 2(y − x)), which may be viewed as a clockwise 45◦ rotation
followed with a dilation by
√
8. (Thus h interchanges orthogonals with diagonals.)
In the rest of the paper, we develop a general method of providing upper bounds
for the queen domination numbers. For example, if n ≡ 1 (mod 4) and there exists a
d-element type A 0-cover D of Qn, we show that for all k; (Qk)6(d+3)k=(n+2)+
O(1). If D is independent, then for all k; i(Qk)6(d+ 6)k=(n+ 2) + O(1).
The construction we use (see Fig. 2) is an old idea with a new twist. The old idea
might be called ‘block replacement’: given a set D of squares of Qn and a set G of
squares of Qm, we can make a set D · G of squares of Qmn by replacing each square
of D by a copy of Qm including G, and replacing other squares of Qn by ‘empty’
copies of Qm. The twist is to use instead ‘replacement by rotated, enlarged blocks’:
each square of D is replaced by h(G), with h as deGned above. There are complications
due to edge eJects; the technical eJort culminates in Theorem 9, with the resulting
bounds in Corollary 10. Corollary 11 gives speciGc bounds for (Qn) and i(Qn) that
improve on those mentioned earlier. We conclude by showing (Corollary 12) that the
construction sometimes gives minimum dominating sets.
We will identify the n×n chessboard with a square of side length n in the Cartesian
plane, having sides parallel to the coordinate axes. We place the board with its center
at the origin of the coordinate system, and refer to board squares by the coordinates
of their centers. The square (x; y) is in column x and row y. Columns and rows will
be referred to collectively as orthogonals. The di4erence diagonal (respectively sum
diagonal) through square (x; y) is the set of all board squares with centers on the line
of slope +1 (respectively −1) through the point (x; y). The value of y− x is the same
for each square (x; y) on a diJerence diagonal, and we will refer to the diagonal by
this value. Similarly, the value of x+y is the same for each square on a sum diagonal,
and we associate this value to the diagonal. The long diagonals of Qn are diJerence
diagonal 0 and sum diagonal 0.
Note that for even n, the coordinates x; y of each square are not integers, but the
diagonal numbers y − x and x + y are integers.
The square (x; y) is even if x+y is even, odd if x+y is odd. For odd n, we divide
the even squares of Qn into two classes: (x; y) is even–even if both x and y are even,
odd–odd if both are odd.
W.D. Weakley /Discrete Mathematics 242 (2002) 229–243 231
2. Properties of p-covers
Denitions. Let n be an odd positive integer, let D be a set of squares of Qn, and let
p ∈ {0; 1}. Say that D is a p-orthodox set if every orthogonal of parity p contains a
square of D.
If D is a 0-orthodox set and every odd–odd square of Qn shares a diagonal with
some square of D, we will say that D is a 0-cover. If D is a 1-orthodox set and every
even–even square shares a diagonal with some square of D, we say D is a 1-cover.
It is clear from the deGnition that a p-cover dominates every even square, and every
odd square is on one orthogonal of parity p, so is also covered: a p-cover is a dominat-
ing set. On the other hand, a p-orthodox set may dominate Qn but fail to be a p-cover.
For example, S={(−5;−5); (−3; 5); (−2; 0); (−1;−7); (1;−1); (3; 7); (5; 1);±(−7; 3)} is
a 1-orthodox minimum dominating set of Q17, but the squares (−6; 0) and (8,0) share
no diagonals with squares of S.
Finally, for any p-cover, there is one of the same size containing only even squares.
For, suppose s is an odd square in a p-cover D. It is not diMcult to see that any
squares covered only by s lie in the orthogonal of parity p that contains s, so s can
be replaced in D by an even square of that orthogonal.
Denitions. Let n be an odd positive integer and suppose that D is a set of squares
of Qn containing a square of each long diagonal.
DeGne e= e(D) to be the largest integer such that for each i with |i|6e; D contains
a square of diJerence diagonal 2i.
DeGne f=f(D) to be the largest integer such that for each i with |i|6f; D contains
a square of sum diagonal 2i.
DeGne u=u(D) to be the largest integer such that for each i with 16i6u, D contains
squares of diJerence diagonals ±(2e+4i) and squares of sum diagonals ±(2f+4i).
The following characterization of p-covers generalizes Theorem 3 of [2].
Theorem 1. Let n be an odd positive integer and let p ∈ {0; 1}. Let D be a p-orthodox
set for Qn that contains at least one square from each of the long diagonals; and let
e = e(D); f = f(D); and u= u(D). The following are equivalent:
(1) D is a p-cover of Qn;
(2) Either (A) e + f ≡ p (mod 2) and e + f + 2u¿(n− 5)=2;
or (B) e + f ≡ 1− p (mod 2) and e + f¿(n− 3)=2.
(3) There are integers e1; f1; u1 that satisfy one of the conditions of (2) and such
that D occupies the diagonals that would be required if e1; f1; and u1 were the
values of e; f; and u.
Proof. We will establish (1)⇒ (2)⇒ (3)⇒ (1).
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Assume that (1) holds. By the deGnition of e and f, we may choose one of diJerence
diagonals ±(2e+2) and one of sum diagonals ±(2f+2) such that neither contains a
square of D. These diagonals meet, possibly oJ the n-board, at an even square (x; y);
the larger of |x| and |y| is e+f+2. If e+f has parity 1−p, so do x and y, and then
by the deGnition of p-cover, (x; y) is oJ the n-board; that is, e+f+2¿(n+1)=2, so
e+f¿(n−3)=2. Otherwise e+f has parity p; by the deGnition of u, either at least one
of diJerence diagonals ±(2e+4u+4) or at least one of sum diagonals ±(2f+4u+4)
does not contain a square of D. If the former, we look at the intersection of an
unoccupied one of diJerence diagonals ±(2e+4u+4) with an unoccupied one of sum
diagonals ±(2f+2); if the latter, we look at the intersection of an unoccupied one of
diJerence diagonals ±(2e+2) with an unoccupied one of sum diagonals ±(2f+4u+4).
In either case, we obtain a square (x′; y′) for which the larger of |x′| and |y′| is
e + f + 2u + 3. Both x′ and y′ have parity 1 − p, so (1) implies that (x′; y′) is oJ
the n-board, giving e + f + 2u+ 3¿(n+ 1)=2 and then e + f + 2u¿(n− 5)=2. This
completes the proof that (1) implies (2).
If (2) holds, we can take e1 = e; f1 = f, and u1 = u, and (3) holds.
Now assume that (3) holds. Let x and y have parity 1−p and assume (x; y) shares
neither of its diagonals with a square of D. Then |y−x|¿2e1+2 and |y+x|¿2f1+2,
which implies that at least one of |x|; |y| is at least e1 +f1 + 2. If e1 +f1 has parity
1−p then by (2B) we have e1 +f1 + 2¿(n+ 1)=2, and (x; y) is oJ the n-board. So
we may assume that e1 + f1 has parity p and e1 + f1 + 2u1¿(n− 5)=2.
Since x and y have parity 1−p, it is not possible for (x; y) to lie on one of diJerence
diagonals ±(2e1+2+4i) and on one of sum diagonals ±(2f1+2+4j) for integers i; j.
So by the deGnitions of the functions e; f, and u, the absolute values of the diagonal
numbers must either be at least 2e1 + 4u1 + 4 and 2f1 + 2, or at least 2e1 + 2 and
2f1 + 4u1 + 4. In either case, one of |x|; |y| will be at least e1 +f1 + 2u1 + 3, which
is at least (n+ 1)=2, putting (x; y) oJ the n-board, so D is a p-cover.
Denition. We say a p-cover is type A or type B depending on whether it satisGes
condition (2A) or (2B) of Theorem 1.
Type A 0-covers have been used [3,5,9] to produce upper bounds for (Qn) and
i(Qn). Also, the bound
(Q4j+1)¿2j + 1; (1)
proved in [9], implies that for each j, one can prove (Q4j+1) = 2j + 1 by producing
a dominating set of size 2j + 1; several authors [2,6,9] have done this with type A
p-covers, jointly extending up to j = 15.
Type B p-covers are denser central packings than type A, and are probably less
useful for producing small dominating sets. (As evidence, we show in Proposition 3
that a type B p-cover occurs as a dominating set of size 2j+1 for only one n=4j+1.)
For this reason, we will pay more attention to type A p-covers.
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The following deGnitions and technical lemma will be needed for the proofs of
Proposition 3 and Theorem 4.
Denitions. Let n; s be integers with 0¡s6n and n ≡ s (mod 2). We deGne Q(n; s)
to be the subgraph of Qn induced by those squares (x; y) for which |x|+|y|¡ (n+s)=2.
Thus Q(n; n)=Qn, and Q(n; s−2) is obtained by removing from Q(n; s) the squares
on the four diagonals of absolute value (n+ s− 2)=2. Note that the edge orthogonals
of Q(n; s) each contain s squares.
For any Gnite graph G, recall that (G) is the maximum size of an independent set
of vertices of G. Since an independent set of squares of Q(n; s) can contain at most
one square of each orthogonal, (Q(n; s))6n for all n; s.
Lemma 2. For even n¿2; (Q(n; 2)) = n only for n = 4; and up to isomorphism
Q(4; 2) has only one independent set of size 4. For odd n¿3; (Q(n; 3))= n only for
n= 5; and up to isomorphism Q(5; 3) has only one independent set of size 5.
Proof. The proof for even n is similar to and simpler than the proof for odd n, so we
will only give the latter. Let n be odd, n¿3, with (Q(n; 3)) = n. Since (Q3) = 2,
we see n¿5. Let I be an independent set of n squares of Q(n; 3). Then each row and
column of Q(n; 3) contains exactly one square of I .
The four squares (±(n−1)=2; 0); (0;±(n−1)=2) are pairwise adjacent, so I contains
at most one of them; by rotating Q(n; 3) we may assume that if I contains one of
them, it is (−(n − 1)=2; 0). Then of the three squares in row (n − 1)=2 of Q(n; 3),
only (±1; (n− 1)=2) can possibly be in I , and similarly only (±1;−(n− 1)=2) of the
squares in row −(n−1)=2 can be in I . Since I must contain squares from each of these
rows and Q(n; 3) is symmetric across row 0, we may assume that both the squares
t1 = (1; (n− 1)=2) and t2 = (−1;−(n− 1)=2) are in I . Since t1 shares its sum diagonal
with ((n− 1)=2; 1), column (n− 1)=2 must contribute t3 = ((n− 1)=2;−1) to I .
If n¿7, none of t1; t2; t3 is in row −(n − 3)=2, but these squares cover all Gve of
the squares of Q(n; 3) that are in that row, which thus contains no square of I , a
contradiction. Therefore n= 5, and it is easily seen that the only square of column 0
available for I is (0; 0), and then that (−2; 1) is the last member of I .
Proposition 3. Let n be a positive integer; n ≡ 1 (mod 4). If for some p ∈ {0; 1}
there exists a type B p-cover D of Qn with (n + 1)=2 members; then n = 9; p = 1;
and D = {(0; 0);±(1; 3);±(3;−1)} up to isomorphism.
Proof. Assume D is such a set. The only dominating set of Q1 has e+f=0=p, so
we may assume n= 4j + 1 with j¿1, and then D has 2j + 1 members. Let e= e(D)
and f = f(D). Without loss of generality, we may assume f6e. By the deGnition
of e, at least 2e + 1 diJerence diagonals are occupied, so 2e + 162j + 1 and thus
e6j. Since D is type B, we have e + f ≡ 1 − p (mod 2), and Theorem 1 implies
e + f¿(n− 3)=2 = 2j − 1. We now consider the cases p= 0; 1.
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If p = 0, then from f6e6j and e + f¿2j − 1 and e + f ≡ 1 (mod 2) we may
conclude that e=j and f=j−1. Then each of the 2j+1 squares of D lies on a diJerent
one of the 2j+1 diJerence diagonals 2i for |i|6j, and at least 2j−1=2f+1 squares
of D lie on the 2j− 1 sum diagonals 2i for |i|6j− 1. For each of these latter squares
(x; y), both |x| and |y| are bounded by (2e + 2f)=2 = 2j − 1, so none are on edge
rows or columns. Since D is 0-orthodox, rows ±2j and columns ±2j must contain
squares of D, so exactly 2j − 1 squares of D lie on the 2j − 1 sum diagonals named
above, and the other two squares of D are corner squares sharing a diagonal. But then
these squares do not occupy distinct diJerence diagonals in the required range. Thus
no 0-cover of the desired type exists.
If p = 1, then from f6e6j and e + f¿2j − 1 and e + f ≡ 0 (mod 2) we have
e = f = j. Then all 2j + 1 squares of D are needed to occupy the 2j + 1 diJerence
diagonals 2i for |i|6j and likewise the 2j + 1 sum diagonals 2i for |i|6j; thus no
diagonal contains two squares of D and all squares of D are even. Since D must also
contain squares of the 2j odd-numbered columns and the 2j odd-numbered rows of
Qn, at most one square of D is even–even, and the rest are odd–odd. We may write
D={(xi; yi): 16i62j+1} with (x1; y1) the even–even square if there is one. From the
row and column requirements we have
∑
i¿2 yi=0 and
∑
i¿2 xi=0, so
∑
i¿2 (yi−xi)=0
and
∑
i¿2(xi + yi) = 0. But from the diagonal requirements,
∑
i¿1 (yi − xi) = 0 and∑
i¿1(xi + yi) = 0, so y1 − x1 = 0 and x1 + y1 = 0, and thus x1 = y1 = 0. Therefore D
has exactly 2j odd–odd squares, which form an independent set, say D0.
Let B be the subgraph of Qn induced by the odd–odd squares (x; y) satisfying
|x|+ |y|62j. Then B is isomorphic to Q(2j; 2) deGned earlier, and B contains D0. By
Lemma 2 we see that 2j = 4, so n= 9, and that D0 is unique up to isomorphism; the
conclusion follows.
We next establish an interesting link between the type A p-covers found recently as
minimum dominating sets [2,6,9] and some minimum dominating sets published ninety
years ago [1].
Denition. Let n ≡ 1 (mod 4). We say that a set of squares of Qn is centrally strong
if it occupies at least those orthogonals with absolute value not exceeding (n − 5)=4
and at least those diagonals with absolute value not exceeding (n− 1)=4.
To see that such a set dominates Qn, note that any squares not orthogonally covered
lie in four corner regions (each a square of side length (n+ 3)=4) that are diagonally
covered. Some examples of centrally strong minimum dominating sets are: for n = 1;
{(0; 0)}; for n=5; {(0; 0);±(0; 1)}; for n=13, see [1, Fig. 26] or the left side of Fig. 1;
for n= 17; {(0; 0);±(1; 3);±(1;−2);±(2; 1);±(3;−1)}, given in [1, Fig. 27].
Theorem 4. Let n be a positive integer; n ≡ 1 (mod 4); such that (Qn) = (n+ 1)=2.
The transformation h(x; y) = (2(x + y); 2(y − x)) gives a one-to-one correspondence
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Fig. 1. Two minimum dominating sets of Q13. On the left is a centrally strong set from [1]. Applying the
transformation h gives a 0-cover with e = f = 0, shown on the right.
between the set of centrally strong minimum dominating sets of Qn and the set of
those minimum dominating sets D of Qn that are 0-covers satisfying e(D)=f(D)=0.
Proof. See Fig. 1 for an example of the correspondence. Let C be a centrally strong
minimum dominating set of Qn. By deGnition, C occupies at least those diagonals of
absolute value not exceeding (n−1)=4. Thus the images under h of the occupied diag-
onals include all even-numbered orthogonals of Qn, so h(C) is a 0-orthodox set. Also
by deGnition, C occupies at least those orthogonals of absolute value not exceeding
(n− 5)=4. For any square (x; y), the image h(x; y) lies on diJerence diagonal −4x and
sum diagonal 4y, so all diagonals occupied by h(C) are divisible by 4 and the occupied
diagonals include those whose absolute value does not exceed n − 5. It follows that
e(h(C)) = f(h(C)) = 0 and u(h(C))¿(n− 5)=4, so by Theorem 1, h(C) is a 0-cover
of Qn.
Conversely, let D = {(xi; yi): 16i6(n + 1)=2} be a 0-cover of Qn with e(D) =
f(D) = 0. Using the correspondence between orthogonals and diagonals shown above
for h, it is not diMcult to see that if each square of D is in the image of h, then
h−1(D) is a centrally strong set of Qn. So we can Gnish the proof by showing that
each (xi; yi) is in Im(h); that is, for each i; xi and yi are even and congruent mod 4.
Since D is 0-orthodox and there are (n+ 1)=2 even columns of Qn, we see that all
xi’s are even and
∑
i¿1 xi = 0. Similarly all yi’s are even and
∑
i¿1 yi = 0.
Theorem 1 implies that u(D)¿(n−5)=4, so D occupies sum and diJerence diagonals
4j for |j|6(n− 5)=4, which is (n− 3)=2 diagonals of each kind. We may assume that
the squares of D are indexed so that the required sum diagonals are occupied by
(xi; yi) with i¿3. This implies (xi; yi) is in Im(h) for i¿3, and that
∑
i¿3(xi + yi) ≡
0 (mod 4); since
∑
i¿1(xi + yi) = 0, we have x1 + y1 + x2 + y2 ≡ 0 (mod 4). Suppose
for purposes of contradiction that (x1; y1) ∈ Im(h); then x1 + y1 ≡ 2 (mod 4), which
implies x2 +y2 ≡ 2 (mod 4) also, so (x2; y2) ∈ Im(h). Then neither (x1; y1) nor (x2; y2)
cover any of the sum and diJerence diagonals that D must cover, so the other (n−3)=2
squares of D form an independent set D0.
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Let B denote the subgraph of Qn induced by those even–even squares satisfying
|x|+ |y|6(n− 5)=4. Then B is isomorphic to the graph Q((n− 3)=2; 3) deGned earlier,
and B contains D0. By Lemma 2 we have (n − 3)=2 = 5 and (up to isomorphism)
D0 = {(0; 0);±(2; 6);±(6;−2)}. But then the only even orthogonals not occupied by
D0 are those numbered ±4, implying (x1; y1) and (x2; y2) are in Im(h), contradicting
our supposition. Thus D⊆ Im(h).
3. The construction
We now develop upper bounds for domination numbers of Qn. Fig. 2 shows an
example, chosen to illustrate the construction rather than to produce a small dominating
set.
Fig. 2. A dominating set D′ of 47 squares on Q73. Our construction has been applied to a type A 0-cover
D={(0; 0);±(2;−6);±(4; 2);±(6;−4)} of 7 squares on Q13, with m=5 and G=G5, yielding a set D ·h(G)
of 35 squares on Q73, here indicated by circles. Two squares, marked by disks at the lower left and upper
right, have been added to produce a 0-orthodox set. Finally, ten squares, also marked by disks, have been
added to produce a set D′ satisfying the diagonal condition for domination from Theorem 1.
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Denition. Let m be an odd positive integer and let G be an independent set of m
squares of Qm. That is, G is a solution of the ‘m-queens problem’. We say that G
is self-complementary if the numbers of the diJerence diagonals occupied by G are
distinct modulo m and the numbers of the sum diagonals occupied by G are also
distinct modulo m.
Experimentation reveals that most solutions of the m-queens problem are not self-
complementary, but we can produce such sets for m ≡ ±1 (mod 6). We follow [7].
Denition. Let m be an odd positive integer. A regular solution to the m-queens
problem is an independent set of m squares of Qm having the form {(a+ ks; b+ kt) :
k ∈ Z} for some integers a, b; s; t. (Here coordinates are reduced modm to lie in the
range from (1− m)=2 to (m− 1)=2.)
It is not diMcult to show [7] that every regular solution has the form {(k; c + kd) :
k ∈ Z} for some integers c; d. We then have
Lemma 5 (Larson [7]). The set {(k; c + kd): k ∈ Z} is a solution to the m-queens
problem if and only if d − 1; d; d + 1 are each relatively prime to m. Thus there
exists a regular solution to the m-queens problem if and only if m ≡ ±1 (mod 6).
Proposition 6. Any regular solution to the m-queens problem is a self-complementary
set.
Proof. Let {(k; c+kd): k ∈ Z} be a regular solution. Suppose that two squares (i; c+id)
and (j; c+jd) lie on diJerence diagonals that are congruent modm. From (c+ id)−i ≡
(c + jd) − j (modm) we have (i − j)(d − 1) ≡ 0 (modm). By Lemma 5, d − 1 and
m are relatively prime, so we may conclude that i ≡ j (modm) and then that the two
squares are the same. The argument for sum diagonals is similar, using the fact that
d+ 1 and m are relatively prime.
Denition. Let m be an odd positive integer and G a set of squares of Qm. Let t(G)
be the maximum of all absolute values of numbers of diagonals occupied by G.
It is easily checked that t(G) = max{|x| + |y|: (x; y) ∈ G}. Also, t = t(G) is the
largest integer such that G Gts on the truncated board Q(m; 2t+2−m) deGned earlier.
Notation. For each positive integer m, m ≡ ±1 (mod 6), let Gm denote the regular
solution of the m-queens problem given by taking c = 0 and d= 2 in Lemma 5.
Let r = r(m) be the member of {1;−1} such that r ≡ m (mod 4).
Lemma 7. For any odd integer m¿ 1; and for any solution G of the m-queens
problem; (m+1)=26t(G)6m−1. For any positive m with m ≡ ±1 (mod 6); t(Gm)=
(3m− 2− r)=4.
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Proof. Let m¿ 1 be odd, and let G be a solution of the m-queens problem. Then
G must contain squares of columns ±(m − 1)=2; since it is independent, G cannot
contain both squares (±(m−1)=2; 0). Thus G contains (x; y) with |x|+ |y|¿ (m−1)=2,
which implies (m + 1)=26t(G). The maximum diagonal number of Qm is m − 1, so
t(G)6m− 1.
The formula for t(Gm) is correct for m = 1, so we may assume m¿ 1. Then the
squares of Gm come in three sequences, each along a line of slope 2. Since Gm is
symmetric by a half-turn about board center, we can determine t(Gm) by examining
three diagonals: the sum diagonals through the top squares of the central and right-hand
sequences and the diJerence diagonal through the bottom square of the right-hand
sequence.
The top square of the right-hand sequence is ((m − 1)=2;−1), which lies on sum
diagonal (m−3)=2. The top square of the central sequence is ((m−2+r)=4; (m−2+r)=2),
lying on sum diagonal 3(m− 2 + r)=4, which is higher than (m− 3)=2.
Finally, the bottom square ((m−2+r)=4; (−m+2+r)=2) of the right-hand sequence
lies on diJerence diagonal (−3m + 2 + r)=4. This has absolute value (3m− 2− r)=4,
which exceeds 3(m− 2 + r)=4 by the non-negative number 1− r.
Construction. Let m; n be odd positive integers, D a set of squares of Qn, G a
self-complementary set for Qm. Set n′ =m(n− 1) + 4t(G) + 1, and recall the function
h is deGned by h(x; y) = (2(x + y); 2(y − x)). We deGne a set of squares of Qn′ by
D · h(G) = {(mx1; my1) + h(x2; y2) : (x1; y1) ∈ D; (x2; y2) ∈ G}:
To see that D · h(G) is a set of squares of Qn′ , note that for each (x3; y3) ∈ h(G), the
values |x3|, |y3| do not exceed 2t(G).
Denitions. Let m, n, D, G, n′ as in the construction. Columns, rows, diJerence diag-
onals, sum diagonals are the four types of lines of Qn or Qn′ .
Say that a square (x′; y′) of Qn′ lies over a square (x; y) of Qn if (x′; y′) ∈ m(x; y)+
h(G). If a line ‘′ of Qn′ contains a square that lies over a square of the line ‘ of Qn,
and ‘′ and ‘ are the same type of line, we say ‘′ lies over ‘.
Proposition 8. Let m; n; D; G; n′ as in the construction. Each line (respectively
square) of Qn′ lies over at most one line (square) of Qn. If a line ‘′ contains a square
of D · h(G) then ‘′ lies over exactly one line ‘ of Qn and |‘′ ∩ (D · h(G))|= |‘ ∩D|.
Therefore D is independent if and only if D · h(G) is independent.
Proof. If a square s′ of Qn′ lies over squares s1, s2 of Qn, we may choose distinct
parallel lines ‘1, ‘2 through s1, s2 and a line ‘′ through s′ and lying over both ‘1
and ‘2. Thus it suMces to prove the Grst statement for lines. We will only look at the
cases where ‘′ is a diJerence diagonal or column of Qn′ , as the other two cases are
similar. We may assume ‘′ lies over ‘1, ‘2 having numbers k1, k2.
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If ‘′ is a diJerence diagonal, then since the diJerence diagonals of h(G) have
numbers 4i for |i|6(m − 1)=2, there exist i1, i2 such that the number of ‘′ is mk1 +
4i1=mk2+4i2, where |i1|; |i2|6(m−1)=2. Reducing modulo m gives 4i1 ≡ 4i2 (modm),
and since m is odd we see i1 ≡ i2 (modm), which by the restrictions on i1, i2 implies
i1 = i2. Then also k1 = k2, so ‘1 and ‘2 are the same.
Now suppose ‘′ is a column. Since the column numbers of h(G) have the form 2c
with c a sum diagonal number for G, the number of ‘′ is mk1 +2c1 =mk2 +2c2 where
c1, c2 are sum diagonal numbers of G. This implies c1 ≡ c2 (modm), and since G is
self-complementary we get c1 = c2 and then k1 = k2, whence ‘1 and ‘2 are the same.
If ‘′ contains a square s′ of D · h(G), then since s′ lies over a square s of D, ‘′ lies
over a line ‘ containing s. It is then easily seen that each square of ‘∩D gives rise to
one square in ‘′ ∩ (D · h(G)), but only one, as G and therefore h(G) are independent
sets. The last statement of the proposition then follows.
4. The main theorem and corollaries
Denition. Let n be an odd positive integer, let p ∈ {0; 1}, and let D be a p-orthodox
set for Qn that contains a square from each long diagonal. Writing e, f, u for e(D),
f(D), u(D), deGne
c(n; D) =
{
e + f + 2u− ((n− 5)=2) if e + f ≡ p (mod 2);
e + f − ((n− 3)=2) if e + f ≡ 1− p (mod 2):
For such a set D, Theorem 1 implies D is a p-cover of Qn if and only if c(n; D)¿0.
Theorem 9. Let p ∈ {0; 1}; let n be a positive integer satisfying n ≡ 1− 2p (mod 4);
and let D be a type A p-cover of Qn that contains d squares; including a square of
each long diagonal. Let m be an odd positive integer; let G be a self-complementary
set of squares of Qm; and let t=t(G). Set n′=m(n−1)+4t+1. If c(n; D)¿1+(2t−1)=m;
then set s= 2t − m+ 1; otherwise; s= 4t − m · c(n; D).
Then (Qn′)6md+ s and; if D is independent; i(Qn′)6md+ 2s.
Proof. Let p; n; D; m; G; t; n′ be as stated. For each of the inequalities claimed for
, we will Gnd a set S of s squares of Qn′ such that (D ·h(G))∪S is a p-cover and its
size md+ s is the right side of the inequality. If D is independent, this will also imply
the claimed inequality i(Qn′)6md + 2s, as we now argue. When D is independent,
Proposition 8 implies D · h(G) is independent. It will be apparent that each square of
S is chosen to occupy two lines, so to D ·h(G) we successively add squares from each
of the 2s lines involved, maintaining independence. (If all squares of a line are already
covered, we need not add a square of that line.) The result will be an independent
dominating set of at most the size claimed.
First we consider how small a set S1 will suMce for (D·h(G))∪S1 to be a p-orthodox set.
The deGnition of n′ implies n′≡n (mod 4), and then the hypothesis n≡1− 2p (mod 4)
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implies (n′ − 1)=2 ≡ (n− 1)=2 ≡ p (mod 2), so all edge orthogonals of Qn and of Qn′
have parity p. Thus Qn has (n+ 1)=2 rows of parity p, and Qn′ has (n′ + 1)=2 rows
of parity p. Since D is a p-cover, we may choose (n+ 1)=2 squares of D that jointly
occupy the rows of Qn having parity p. Over these there lie m(n + 1)=2 squares of
D · h(G), which lie in distinct rows by Proposition 8, each of parity p. Then there are
at most ((n′+1)=2)− (m(n+1)=2)=2t−m+1 rows of Qn′ that have parity p and are
not occupied by D ·h(G), and similarly at most 2t−m+1 columns of parity p are not
occupied by D ·h(G). We may choose a set S1 of 2t−m+1 squares at the intersections
of these rows and columns; then (D · h(G)) ∪ S1 is a p-orthodox set of Qn′ .
Now, we consider how small a set S2 will suMce for (D · h(G)) ∪ S2 with some
integers e1, f1, u1 to satisfy condition (3) of Theorem 1.
By hypothesis D contains squares of the long diagonals of Qn, and G contains squares
of row 0 and column 0 of Qm, so D · h(G) contains squares of the long diagonals of
Qn′ , and thus the functions e, f, u are deGned on D · h(G). We need to establish
e(D ·h(G))=m ·e(D), f(D ·h(G))=m ·f(D), and u(D ·h(G))=m ·u(D)+((m−1)=2).
The arguments for e and f are similar, so we will only discuss e and u.
For each square (x; y) of Qm, the square h(x; y) lies on diJerence diagonal −4x. Since
G contains squares of all columns of Qm, for each (a; b) in D the subset m(a; b) +
h(G) of D · h(G) contains squares from each of the m diJerence diagonals numbered
m(b − a) + 4i for |i|6(m − 1)=2. This implies that if diJerence diagonals with even
numbers k, k + 2 are occupied by D, then since m is odd, the diJerence diagonals
occupied by D · h(G) include those with even numbers between mk and m(k + 2),
inclusive. Therefore e(D · h(G))¿m · e(D). The diJerence diagonals ±(2m · e(D) + 2)
of Qn′ lie over the diJerence diagonals ±2(e(D) + 1) of Qn. Since (by the deGnition
of e) at least one of the latter contains no square of D, Proposition 8 implies that at
least one of the former contains no square of D ·h(G), and thus e(D ·h(G))=m · e(D).
Suppose now for each i, 06i6u(D), that (ai; bi) is a square of D in diJerence
diagonal 2e(D)+4i. Then the diJerence diagonal numbers of D ·h(G) include an arith-
metic progression with common diJerence 4 as follows: m(b0 − a0); : : : ; m(b0 − a0) +
2(m−1), m(b1−a1)−2(m−1); : : : ; m(b1−a1)+2(m−1); : : : ; : : : ; m(bu−au)+2(m−1).
Since there is a similar progression for negatively numbered diJerence diagonals and
also for sum diagonals of both signs, u(D · h(G))¿m · u(D) + (m − 1)=2. The proof
that equality holds is analogous to the one given previously for e(D · h(G)).
Since m is odd, e(D · h(G)) + f(D · h(G)) ≡ e(D) + f(D) (mod 2), and therefore
c(n′; D · h(G))=m · c(n; D)−m− 2t+1. Thus, the statement c(n; D)¿1+ ((2t− 1)=m)
is equivalent to c(n′; D · h(G))¿0; if this is true, D · h(G) satisGes (2) of Theorem 1,
so no further squares are needed, and we may take S = S1 with s = 2t − m + 1. In
particular, this occurs in the trivial case m= 1 (since t = 0), so henceforth we assume
m¿ 1.
Otherwise c(n′; D · h(G))¡ 0, and we wish to add squares to D · h(G) so that the
value of c is increased by at least −c(n′; D · h(G)) = m(1 − c(n; D)) + 2t − 1, which
we will call 2j. The hypothesis n ≡ 1− 2p (mod 4) implies that c(n; D) is even, so j
is an integer.
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Our set S2 will contain 2j squares, in pairs symmetric about the origin. In the top
half of the board, for each i, 16i6j, we take the square (xi; yi) at the intersection of
diJerence diagonal 2e(D · h(G))− 2+4i and sum diagonal 2f(D · h(G))+ 2+4j− 4i.
Since these diagonal numbers are positive, for each i we have |xi|¡yi, so (xi; yi) is
a square of Qn′ if yi6(n′ − 1)=2. For each i, yi = e(D · h(G)) + f(D · h(G)) + 2j =
m[((n− 5)=2)− 2u(D) + 1] + 2t − 16m[((n− 1)=2) + 2t] = (n′ − 1)=2 as wanted.
The set S2 occupies diJerence diagonals ±(2e(D ·h(G))−2+4i) and sum diagonals
±(2f(D ·h(G))−2+4i) for 16i6j. If j6u(D ·h(G)), the eJect is to “Gll in the gaps”
in the even diagonals occupied by D · h(G), thus increasing e and f while decreasing
u; we may take e1 = e(D · h(G))+ 2j, f1 =f(D · h(G))+ 2j, and u1 = u(D · h(G))− j.
If j¿u(D · h(G)) + 1, the eJect is to Gll in gaps (reducing u to 0) and, if j¿u(D ·
h(G)) + 1, increase u again; we may then take e1 = e(D · h(G)) + 2u(D · h(G)) + 1,
f1 = f(D · h(G)) + 2u(D · h(G)) + 1, and u1 = j − u(D · h(G))− 1.
In either case, e1 +f1 ≡ e(D ·h(G))+f(D ·h(G)) ≡ p (mod 2) and e1 +f1 +2u1 =
c(n′; D · h(G)) + 2j. Then with S = S1 ∪ S2, the set (D · h(G)) ∪ S is a p-orthodox set
satisfying (3) of Theorem 1, thus a p-cover of Qn′ , and it has the size claimed.
Remarks. (1) In the situation of Theorem 9, if D and G are symmetric by a half-turn
about the origin, then so is D ·h(G), and the set S may be chosen to give a dominating
set of Qn′ that has the same type of symmetry.
(2) From the proof of Theorem 9, it is clear that the n′-board would be dominated if
we placed queens on the squares of D · h(G), rooks on the squares of S1, and bishops
on the squares of S2.
(3) The method of Theorem 9 can also be adapted to type B p-covers.
Corollary 10. Let n be an odd positive integer; let p ∈ {0; 1}; and let D be a type
A p-cover of Qn that contains d squares; including a square of each long diagonal.
If p = 0 and n≡1 (mod 4); or p = 1 and n≡ − 1 (mod 4); then for all k; (Qk)6
(d + 3)k=(n + 2) + O(1); if also D is independent; then for all k; i(Qk)6(d + 6)k=
(n+ 2) + O(1).
If p=1 and n ≡ 1 (mod 4); or p=0 and n ≡ −1 (mod 4); and D contains no edge
squares; then for all k; (Qk)6(d+ 1)k=n+ O(1); if also D is independent; then for
all k; i(Qk)6(d+ 2)k=n+O(1).
Proof. Let n, p, D be as in the Grst paragraph. We look at the positive integers m
satisfying m ≡ ±1 (mod 6), the self-complementary sets Gm, and the corresponding
values of n′ from Theorem 9. Using Lemma 7 with m = 1; 5; 7; 11; 13; : : : ; we get
n′= n; 5n+8; 7n+14; 11n+22; 13n+24; : : : ; where the diJerences between successive
values of n′ repeat in groups of four: 4n + 8, 2n + 6, 4n + 8, 2n + 2. Thus for any
integer k, k¿n, there are m and n′ with 06k − n′64n + 7. It is then easy to see
that (Qk)6(Qn′)+4n+7 and i(Qk)6i(Qn′)+8n+14, so it suMces to establish the
bounds for k = n′.
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If either p = 0 and n ≡ 1 (mod 4), or p = 1 and n ≡ −1 (mod 4), then n ≡ 1 −
2p (mod 4), so we can apply Theorem 9 with Gm for each m ≡ ±1 (mod 6). Recalling
that r ∈ {−1; 1} is chosen so r ≡ m (mod 4), and using Lemma 7, we have that n′ =
m(n+ 2)− 1− r and the upper bound on (Qn′) from Theorem 9 is d′ = m(d+ 3−
c(n; D)) − 2 − r. Since D is a p-cover, c(n; D)¿0 and thus d′6m(d + 3) − 2 − r,
which implies the bound claimed for . The proof of the bound for i(Qk) is similar.
Now suppose that either p = 1 and n ≡ 1 (mod 4), or p = 0 and n ≡ −1 (mod 4),
and D contains no edge squares. Then D may be regarded as a type A p-cover of
Qn−2, and n − 2 ≡ 1 − 2p (mod 4), so we may apply Theorem 9 to D and Qn−2,
then proceeding as in the Grst part of the proof. There is one improvement here:
c(n − 2; D)¿2. This follows from the facts that c(n − 2; D) is even (since n − 2 ≡
1−2p (mod 4)), that c(n−2; D)=c(n; D)+1 (by the deGnition of c), and that c(n; D)¿0.
Thus for each m ≡ ±1 (mod 6) we have n′ = m(n− 2 + 2)− 1− r = mn− 1− r and
d′ =m(d+ 3− c(n− 2; D))− 2− r6m(d+ 1)− 2− r. The bound for  follows, and
again the bound for i(Qk) is proved similarly.
Corollary 11. For all k, (Qk)634k=63 + O(1)¡ 0:54k + O(1) and i(Qk)6
19k=33 + O(1) = 0:57k +O(1).
Proof. A type A 0-cover for Q61 with 31 squares is given in [2], and applying the
Grst part of Corollary 10 gives the bound for (Qk). An independent type A 1-cover
for Q33 with 17 squares is given in [9], and applying the second part of Corollary 10
gives the bound for i(Qk).
There is at least one situation where the construction of Theorem 9 produces mini-
mum dominating sets.
Corollary 12. Let n be a positive integer such that (Qn)= (n− 1)=2; and let D be a
minimum dominating set of Qn. If D is monochromatic; then D is a type A 0-cover
and (Q5n−2) = (5n− 1)=2.
Proof. Assume the hypotheses and let p ∈ {0; 1} have the parity of the squares of
D. Let S be the union of sum diagonals p ± 1 of Qn. All squares of S have parity
opposite those of D, so each square of S shares an orthogonal with a square of D. No
orthogonal contains more than two squares of S and |S| = 2(n − 1) = 4|D|, so each
square of D shares each of its orthogonals with two squares of S, and each square of
S is covered by exactly one square of D.
If p=1, then column (1− n)=2 and row (1− n)=2 each contain only one square of
S, so each contains no square of D. But then the corner square ((1− n)=2; (1− n)=2)
shares no orthogonal with a square of D, and, being an even square, is not diagonally
covered by D either, contradicting the hypothesis that D is a dominating set.
Therefore p= 0, and then each edge orthogonal of Qn contains only one square of
S, so the edge orthogonals contain no squares of D. We show by induction that D
occupies rows ((3− n)=2) + 2i for 06i6(n− 3)=2.
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The square ((n − 1)=2; (3 − n)=2) of S is on the right edge, so must be covered
along row (3−n)=2: the claim is true for i=0. Suppose now that row ((3−n)=2)+2i
contains a square of D for some i with 06i6(n−3)=2. Then square (((n−5)=2)−2i;
((3 − n)=2) + 2i) of S is covered along its row, so its column contains no square of
D. That column contains the square (((n− 5)=2)− 2i; ((3− n)=2)+2i+2) of S, which
must be covered along its row by D: the claim is established.
We have exhibited (n − 1)=2 rows occupied by D, and since |D| = (n − 1)=2 there
are no more. Similarly, these are the numbers of the occupied columns. By (1), the
hypothesis (Qn)= (n−1)=2 implies n ≡ 3 (mod 4), so these row and column numbers
are all the even ones for Qn. Thus D is 0-orthodox; since every square of D is even–
even, all odd–odd squares are diagonally covered by D, so D is a 0-cover of Qn.
Since D contains no edge squares but covers the corner squares, D has a square of
each long diagonal, so e = e(D), f = f(D), and u = u(D) are all deGned. Counting
occupied diJerence diagonals, we have 2e+16(n−1)=2 so e6(n−3)=4 and similarly
f6(n − 3)=4. If D were a type B 0-cover, we would have e + f¿(n − 3)=2, which
would imply e=f=(n− 3)=4, but then e+f ≡ 0 (mod 2) contradicts D being a type
B 0-cover. Therefore D is type A. As in the proof of the second part of Corollary
10, D is a 0-cover of Qn−2 with c(n; D)¿2. Applying Theorem 9 with m = 5 and
G=G5, we get n′=5n− 2 and s=2 so (Q5n−2)6(5(n− 1)=2)+ 2= (5n− 1)=2. But
n ≡ 3 (mod 4) implies 5n− 2 ≡ 1 (mod 4) so by the bound (1), equality holds.
The only values of n for which equality has been found to hold in P. H. Spencer’s
bound (Qn)¿(n−1)=2 (see [4] or [9]) are n=3; 11. The well known minimum domi-
nating sets {(0; 0)} for Q3 and {(0; 0);±(2; 4);±(4;−2)} for Q11 satisfy the hypotheses
of Corollary 12, which thus implies the (known) values (Q13)=7 (proved in [9]) and
(Q53) = 27 (proved in [2]). For Q13, if the Gnal two squares of the dominating set
are chosen on diJerence diagonal 0, we obtain the same set as by reQecting the right
hand diagram in Fig. 1 across column 0.
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