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Abstract—A massive MIMO system entails a large number
of base station antennas M serving a much smaller number of
users. This leads to large gains in spectral and energy efficiency
compared with other technologies. As the number of antennas
M grows, the performance of such systems gets limited by
pilot contamination interference [1]. In [2], Large Scale Fading
Precoding/Postcoding (LSFP) was proposed for mitigation of pilot
contamination. In [3],[4] it was shown that in channels without
spatial correlation (uncorrelated base station antennas) LSFP
leads to large spectral-efficiency gains. In [5], it was observed
that if a channel has spatial correlation, then one can use
this correlation to drastically reduce the pilot contamination
interference in the asymptotic regime as M →∞.
In this work, we analyze the performance of Uplink (UL) trans-
mission of massive MIMO systems with finitely many antennas
M for channels with spatial correlation. We extend the idea of
LSFP to correlated channel models and derive SINR expressions
that depend only on slow fading channel components for such
systems with and without LSFP. These simple expressions lead
us to simple algorithms for transmit power optimization. As a
result, we obtain a multi-fold increase in data transmission rates.
I. INTRODUCTION
We consider the uplink of a multicell system comprising
of L cells and operating in TDD (Time Division Duplexing).
When the BS in each cell employs a large number of antennas,
a major limiting factor in performance is pilot contamination
[1], arising due to the users in different cells using the same
pilot signals during estimation of the channel. Using LSFP
[2],[3],[4], it is possible to eliminate the effects of pilot
contamination (LSFP is also known as Pilot Contamination
Postcoding (PCP)). LSFP requires cooperation between the
cells. This cooperation is based only on slow fading channel
components (like path losses) and therefore it does not depend
on the number of base station antennas M . This can be
very important in future wireless systems with very large
number of antennas, especially for system operation with short
wavelength signals.
Recently in [5], it was shown that in channels with spatial
correlation (CSC), pilot contamination is naturally mitigated,
and that in the asymptotic regime, M → ∞, SINRs of all
users also tend to infinity, while in the case of channels without
spatial correlation, SINRs tend to some finite limit [1].
In this work, we investigate the performance of massive
MIMO systems with CSC. First, we derive SINR expressions
that have simple form and depend only on slow fading channel
components. Our SINR expressions can be applied to massive
MIMO systems with or without LSFP. Next, we use these
expressions for finding simple UL transmit power optimization
algorithms. Our results show that CSC, as well as LSFP
and power optimization provide a large gain in UL data
transmission rates.
The rest of the paper is organized as follows. We first
describe our system model in Section II and in Section III
we remind the MMSE channel estimation via uplink pilots.
Next, in Section IV we formulate LSFP of CSC case and
present our results on SINR expressions. Further, in Section
V we look at the performance improvements attained via
transmit power optimization. Finally, we present our results
for a realistic cellular configuration in Section VI and compare
uncorrelated channels and channels with spatial correlation
with and without LSFP and power optimization.
II. SYSTEM MODEL
We assume that the network is comprised of L cells and
there are K randomly located single antenna users in each
cell. The M × 1 channel vector between the kth user in the
lth cell to the BS in the jth cell is denoted by
hjkl = R
1
2
jklwjkl, (1)
where Rjkl = E[hjklhHjkl] is the M ×M covariance matrix
(the slow fading component) and wjkl ∼ CN (0, IM ) denotes
the fast fading component. The covariance matrix Rjkl can be
decomposed as
Rjkl = βjklR˜jkl (2)
where βjkl is the path loss, and R˜jkl depends on the prop-
agation environment between the user and BS. We model
R˜jkl according to the one ring model shown in Fig. 1,
where a user located at azimuth angle θjkl and distance s
is surrounded by a ring of scatterers of radius r such that
the angular spread ∆ = arctan sr . The correlation between
antennas 1 ≤ m, p ≤M is given by [6]
[Rjkl]m,p = βjkl
1
2∆jkl
∫ ∆jkl
−∆jkl
ejk
T (α+θjkl)(um−up)dα (3)
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where k(α) = 2piλ (cos(α) sin(α))
T is the wave vector for a
planar wave impinging with AoA α, λ is the carrier wave-
length, and um,up ∈ R2 are the vectors indicating the position
of BS antennas m, p in the two-dimensional coordinate system.
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region containing the BS antennas
Fig. 1. A user at AoA θ with a scattering ring of radius r generating a
two-sided AS ∆ with respect to the BS at origin.
We assume that the BS is equipped with a uniform linear
array, resulting in the covariance matrix Rjkl
[Rjkl]m,p = βjkl
1
2∆jkl
∫ ∆jkl
−∆jkl
ej2piD sin(α+θjkl)(m−p)dα
(4)
where D denotes the smallest distance between the BS anten-
nas, normalized by the carrier wavelength λ. βjkl is modeled
according to the 3GPP-LTE standard for urban macro with
frequency fc = 850MHz.
10 log10(βjkl) = −127.8− 35 log10(djkl) +Xjkl (5)
where djkl is measured in kms and Xjkl ∼ CN (0, σ2shad)
represents the shadowing.
III. UPLINK CHANNEL ESTIMATION
In order to ensure reliable communication between the users
and the BS, the users send pilot signals which is used by
the BS to estimate the channels hjkl. We assume that the
users in all the cells use the same training codebook Φ =
[φ1φ2 . . .φK ] ∈ CK×K comprised of K orthonormal training
vectors. The received signal at the lth BS is
tl =
L∑
n=1
H lnP
1
2
nΦ+ z l (6)
where H ln = [hl1nhl2n . . .hlKn], P n = diag(p1n, p2n, . . . ,
pKn) is the diagonal channel matrix of the user powers in the
nth cell, and z l ∼ CN (0, IM ) is AWGN.
Multiplying tl by ΦH, and taking the kth column we get
tkl = tlΦ
H =
L∑
n=1
hlkn
√
pkn + z¯ l, z¯ l ∼ CN (0, IM ). (7)
The MMSE estimate hˆlkm of hlkm is
hˆlkm = E[hlkmtHkl]E[tkltHkl]−1tkl =
√
pkmRlkmK
−1
kl tkl, (8)
where Kkl = IM +
∑L
n=1Rlknpkn. Thus, we have
hlkm = hˆlkm + elkm, elkm independent of hˆlkm and
hˆlkm ∼ CN (0,RlkmK−1kl Rlkmpkm), elkm ∼ CN (0,Rlkm −
RlkmK
−1
kl Rlkmpkm). Note also that hˆlkm and hˆlkl are corre-
lated, with
E[hˆlkmhˆ
H
lkl] = RlkmK
−1
kl Rlkl
√
pklpkm. (9)
IV. LARGE SCALE FADING POSTCODING
LSFP is a way of organizing cooperation between base
stations so that this cooperation is based only on slow fading
components. So the traffic needed for this cooperation is
independent of M and OFDM tone index. The fact that slow
fading components change about 40 times slower than fast
fading components also reduces the needed communication
traffic.
As it will be clear from the description presented below, we
formulate all our results for LSFP with generic L2 ×L LSFP
matrices Ak = [ak1ak2 . . . akL], k = 1, . . . ,K. By akljp we
denote the element on the intersection of the l-th column and
(p − 1)L + j-th row of Ak. LSFP matrices with akljp = 1
when j = p = l and akljp = 0 for all other indices mean that
there is no cooperation between base stations, that is, we do
not use LSFP.
After transmitting pilots, all users transmit uplink data and
the lth BS receives the vector
y l =
L∑
n=1
K∑
m=1
hlmn
√
qmnsmn + z l (10)
where qmn is the power of the mth user in the nth cell and
smn is the corresponding data symbol. Next the lth BS applies
an M -dimensional receiver to y l. In this work we assume that
either Matched Filtering (MF) or Zero-Forcing (ZF) receivers
are used. (The important case of MMSE receiver will be
consider in a future work.) As a result, the lth BS gets the
estimate s˜klp of signals skp. In particular, in the case of MF
receiver,
s˜klp = hˆ
H
lkpy l, (11)
and in the case of ZF receiver
s˜klp = v
H
lkpy l, (12)
were v lkp denotes the ((k − 1)L+ p)th column of
V l = Hˆ l(Hˆ
H
l Hˆ l)
−1, where Hˆ l = [hˆl11 . . . hˆl1Lhˆl21 . . . hˆlKL].
Next the lth BS sends the quantities s˜klp and E[hˆ
H
lkphˆlkn],
l, p, n = 1, . . . , L, and k = 1, . . . ,K, to a central controller
(SC). SC forms the L2 × 1 vector s˜k = [s˜k11, . . . , s˜k1L,
s˜k21, . . . , s˜kLL]
T , and computes estimates
sˆk = [sˆk1 . . . sˆkL]
T = AHk s˜k,
of data symbols sent by the kth user in all cells.
Let SINRkl be the SINR of the kth user in the lth cell.
Our goal is to derive estimates for SINRkl with different
receivers as functions of only the slow fading components.
Such estimates are important for several reasons. They give an
insight into the system performance, explicitly showing main
sources of interference and further allowing to find bottle-
necks that prevents us from further performance improvement.
Next, they allow simple simulations of systems with large M ,
since we do not have to simulate M -dimensional receivers,
but simply generate slow fading components and substitute
them into the estimates of SINRkl. Finally, and perhaps most
importantly, such estimates allow us to use power optimization
algorithms that depend only on slow fading components.
Typically, such algorithms are simple and they allow updating
power with much less frequency than algorithms based on fast
fading components.
Let Aˆk = [aˆk1aˆk2 . . . aˆkL] be the matrix with entries
aˆkljp = akljp
√
pkp. We formulate our first result without
further detail due to page limit.
Theorem 1. If M -dimensional MF receiver is used then
SINRkl =
∣∣∣∑Lj=1∑Lp=1 aˆ∗kljptr(RjklK−1kj Rjkp)∣∣∣2 × pklqkl
I1 + I2 + I3
,
(13)
where
I1 =
L∑
n=1,n6=l
∣∣∣∣∣∣
L∑
j=1
L∑
p=1
aˆ∗kljptr
(
RjknK
−1
kj Rjkp
)∣∣∣∣∣∣
2
pknqkn,
I2 =
K∑
m=1
L∑
n=1
qmn
L∑
j=1
L∑
p=1
L∑
p′=1
aˆ∗kljpaˆkljp′
· tr(RjmnRjkp′K−1kj Rjkp),
I3 =
L∑
j=1
L∑
p=1
L∑
p′=1
aˆ∗kljpaˆkljp′ tr
(
Rjkp′K
−1
kj Rjkp
)
.
Let us consider now the case of M -dimensional ZF receiver.
After substitution of y l from (10) into (12) and some compu-
tations, we obtain
sˆkl =a
H
kls˜k =
L∑
j=1
L∑
p=1
a∗kljps˜kjp
=
L∑
j=1
a∗kljl
√
qklskl︸ ︷︷ ︸
Useful Signal
+
L∑
n=1,n6=l
L∑
j=1
a∗kljn
√
qknskn︸ ︷︷ ︸
Pilot Contamination
+
L∑
n=1
K∑
m=1
L∑
j=1
L∑
p=1
a∗kljpv
H
jkpejmn
√
qmnsmn (14)
+
L∑
j=1
L∑
p=1
a∗kljpv
H
jkpzj .︸ ︷︷ ︸
Interference plus Noise Terms
(15)
Let T0, T1, and T2 be the terms in the above expression. Then
the data transmission rate for the kth user in lth cell is
Rkl = EV l,l∈{1,...,L}[log2(1+
E[|T0|2|vjkp,∀j, p}]
E[|T1|2 + |T2|2||vjkp,∀j, p}] )].
Computing expectations in the above expression and using
Jensen’s inequality, we obtain
Rkl = EV l,l∈{1,...,L}[log2(1 +
|∑Lj=1 a∗kljl|2qkl
I1 + I2
)]
≥ log2(1 +
|∑Lj=1 a∗kljl|2qkl
I1 + Evjkp,vjkp′ [I2]
),
where
I1 =
L∑
n=1,n6=l
∣∣∣∣∣∣
L∑
j=1
a∗kljn
∣∣∣∣∣∣
2
qkn,
I2 =
L∑
j=1
L∑
p=1
L∑
p′=1
akljpa
∗
kljp′v
H
jkp
[
L∑
n=1
K∑
m=1
(Rjmn−
RjmnK
−1
mjRjmnpmn
)
qmn + IM
]
vjkp′
=
L∑
j=1
L∑
p=1
L∑
p′=1
akljpa
∗
kljp′ I¯2 (16)
Using an approximation via random matrix theory, we obtain
the following result.
Theorem 2. If ZF receiver is used then
SINRkl
M→∞
= SINRapproxkl
∣∣∣∑Lj=1 a∗kljl∣∣∣2 qkl
I1 + I2
, (17)
where
I1 =
L∑
n=1,n6=l
∣∣∣∣∣∣
L∑
j=1
a∗kljn
∣∣∣∣∣∣
2
qkn
I2 =
L∑
j=1
L∑
p=1
L∑
p′=1
a∗kljpakljp′e
T
p Γjkep′ , (18)
where ep is the pth column of the identity matrix IL, and Γjk
is provided at the very end of the Appendix, which is a function
of the covariance matrices Rjkl.
A proof of this theorem is quite technical. We present a
sketch of it in Appendix.
Theorems 1 and 2 give simple expressions for SINRs, which
further allow us to find optimal LSFP matrices Ak.
Let us define ckn = [ckn11 . . . ckn1Lckn21 . . . cknLL] with
cknjp = tr
(
RjknK
−1
kj Rjkp
)
and block diagonal matrices
Dk = diag(D¯1k, D¯2k, . . . , D¯Lk) with
[D¯jk]p,p′
=tr(Rjkp′K
−1
kj Rjkp +
K∑
m=1
L∑
n=1
RjmnRjkp′K
−1
kj Rjkpqmn).
Let us further define ηl to be the l
th column of the
matrix 1L ⊗ IL, and block diagonal matrices Ek =
diag(E¯1k, E¯2k, . . . , E¯Lk) with
[E¯ jk]p,p′ = e
T
p Γjkep′ .
Note that the matrices Dk,Ek are L2×L2, while the matrices
D¯lk, E¯ lk are L× L.
Theorem 3. For MF receiver the optimal LSFP matrices are
defined by vectors
aˆkl = (
L∑
n=1,n6=l
cknc
H
knpknqkn +Dk)
−1ckl,
leading to
SINR
(MF )
kl = c
H
kl(
L∑
n=1,n6=l
cknc
H
knpknqkn +Dk)
−1ckl · pklqkl.
(19)
For ZF receiver we have
aˆkl = (
L∑
n=1,n6=l
ηnη
H
npknqkn +Ek)
−1ηl,
giving
SINR
(ZF )
kl = η
H
l (
L∑
n=1,n6=l
ηnη
H
npknqkn +Ek)
−1ηl · pklqkl.
(20)
V. TRANSMIT POWER OPTIMIZATION
SINR expressions presented in Theorem 3 allow us to find
optimal transmit powers.
Due to space limit, we formulate results only for MF-
receiver. Results for ZF-receiver are similar. We consider the
following optimization problem
max
q
min
k,l
SINRkl
= max
q
min
k,l
cHkl(
L∑
n=1,n6=l
cknc
H
knpknqkn +Dk)
−1cklpklqkl,
subject to 0 ≤ q ≤ Qmax1, (21)
where q is the KL× 1 vector of the user powers, and 1 is a
KL× 1 vector of all ones. This optimization problem can be
equivalently formulated as
max
q
γ
subject to
0 ≤ q ≤ Qmax1, (22)
cHkl(
L∑
n=1
n 6=l
cknc
H
knpknqkn +Dk)
−1cklpklqkl ≥ γ, ∀k, l. (23)
This optimization problem can be solved with the following
iterative bisection algorithm:
1) Set γmax = maxk,l ||ckl||2PmaxQmax and γmin = 0.
2) Set γ = (γmax + γmin)/2.
3) Check the feasibility of constraints (22) and (23).
4) If γ is feasible, assign γmin = γ and go to Step 6, else
go to Step 5.
5) Set γmax = γ.
6) If γmax − γmin <  ( is a small number), stop and
output γmin.
For checking feasibility at Step 3 of the above algorithm,
we can use the following distributed power optimization
algorithm. This algorithm can be also used on its own to
achieve a desired SINR target for all users, and in fact it leads
to better 5 % outage rates (see Section VI). The distributed
algorithm is as follows:
1) Set q = q(0) and compute SINR(0)kl according to (19).
2) At iteration n compute q(n)kl = min{Qmax,
q
(n−1)
kl γ/SINR
(n−1)
kl }.
3) If ||q(n) − q(n−1)||2 < ||q(n)||2, ∀k, l stop, else go to
Step 2.
Theorem 4. The distributed algorithm always converges and
if γ is feasible, it converges to powers qkl that minimize total
power
∑
k
∑
l qkl.
VI. NUMERICAL RESULTS
We consider a cellular layout consisting of L = 7 cells,
with M = 100 and K = 5 users. (We are currently working
on results for large networks with L ≥ 19 and hope to present
them in the final version of this conference paper.) Each cell
has a cell radius Rc = 1 km, with users generated randomly
within the cellular coverage area. The user position determines
the distance, angle of arrival and angular spread to all the
base stations. The scattering radius is fixed at r = 20 m,
and the covariance matrices are generated using (3). The path
loss coefficients β’s are generated according to (5), and the
variance of the log normal shadowing coefficient is taken to
be σshad = 8 dB. The maximum transmit power of a user is
taken to be Qmax = 200 mW. The noise variance is given as
Noise Var. (dBm) = −174 + 10 log10B + NF + 2, (24)
where the bandwidth B = 20 MHz and NF = 4 is the
noise figure at the BS. Based on these parameters, the SNR
at the cell edge (neglecting the shadowing) is approximately
−6 dB (taking into account a 2 dB antenna gain). The SINR
expressions for LSFP with matched filtering MF and ZF
receiver are computed according to (19) and (20) respectively.
For SINR expressions without LSFP, we use (19) and (20) with
akl such that akljp = 1 when j = p = l. The pilot powers
and transmission powers are equal to Qmax for all users.
Figure 2 shows a comparison between the CDF of the
user rates with and without LSFP between correlated and
uncorrelated channels. By uncorrelated channels, we mean the
covariance matrices are given asRjkl = βjklIM , ∀ j, k, l. The
“dashed” curves correspond to the user rates without LSFP and
the “solid” curves denote the user rates with LSFP. It can be
seen from Fig. 2 that LSFP gives a significant improvement in
the user rates compared to the scenario without LSFP. Also,
user rates in the case of correlated channels are better than the
uncorrelated case.
Figure 3 shows the fraction of users achieving a desired
SINR target for transmission schemes with MF receiver. The
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“dashed” and “solid” curves denote the results for without
and with LSFP respectively. For obtaining the “black” and
“magenta” curves, we solve the power optimization problem
defined by (22) and (23) by fixing a target SINR, for uncor-
related and correlated channels respectively.
One can see that using proper power allocation schemes for
MF in addition to LSFP enables increases outage SINR for
both correlated and uncorrelated channels. For example, the
5% outage SINR for correlated channels without LSFP is -15
dB, whereas using LSFP, it can be increased to 2 dB, and
further to 4 dB using proper power allocation. This translates
to a 40 times increase in the data rates.
Figure 4 shows results for ZF receiver. Power optimization
over LSFP does not yield significant gains in the outage
SINR compared to LSFP without power optimization when
channels are correlated. However, the 5% outage SINR for
LSFP with ZF gives a 21 dB improvement over the MF
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scenario, corresponding to a 4.5 times increase in the data
rates over LSFP with MF and a 185 times increase over no
LSFP with MF.
VII. APPENDIX
In this section, we provide an approximation
to the quantity I¯2 = vHjkpΛjvjkp′ , Λj =∑L
n=1
∑K
m=1
(
Rjmn −RjmnK−1mjRjmnpmn
)
qmn + IM ,
defined in (16), in the regime M,K → ∞, M/K = const.
We remind that vjkp denotes the ((k− 1)L+ p)th column of
V j , where
V j = Hˆ j(Hˆ
H
j Hˆ j)
−1 = lim
z→0
(Hˆ jHˆ
H
j −MzIM )−1Hˆ j .
Hence, our goal is equivalent to evaluation of
lim
z→0
hˆ
H
jkp(
K∑
m=1
L∑
n=1
hˆjmnhˆ
H
jmn −MzIM )−1Λj×
(
K∑
m=1
L∑
n=1
hˆjmnhˆ
H
jmn −MzIM )−1hˆjkp
= lim
z→0
1
M
h˜
H
jkp(BM − zIM )−1Λj(BM − zIM )−1h˜jkp,
where h˜jmn = 1√M hˆjmn ∼ CN (0, 1M R¯
m
nn = RjmnK
−1
mj
Rjmnpmn) and BM =
∑K
m=1
∑L
n=1 h˜jmnh˜
H
jmn.
We will omit j to shorten notations. Below, we first obtain
an approximation to the above quantity using tools from
random matrix theory [7] for finite z and then take the limit
z → 0. Note that the cross covariance between vectors h˜kp
and h˜mn is given by
E[h˜kph˜Hmn] =
{
1
M
R¯
k
pn =
1
M
RjkpK
−1
kj Rjkn
√
pknpkp, k = m,
0, k 6= m.
We define mM (z,−αΛ, R¯qn) = 1M tr[R¯qn(BM − αΛ−zIM )−1], where α is a positive scalar. For a finite L, and
M,K −→ ∞, M/K = const, we define a deterministic
equivalent for mM (z,−αΛ, R¯qn), denoted by fkqn,−αΛ, by
mM (z,−αΛ, R¯qn)− fkqn,−αΛ
M−→∞
= 0 a.s. (25)
We further prove that
fkqn,−αΛ =
1
M
tr(R¯kqn(
1
M
K∑
k=1
L∑
n=1
[R¯
k
nn−
L∑
p=1
cnk
p,−αΛR¯
k
np]− αΛ− zIM )−1),
cnk−αΛ = (IL +F
T
k,−αΛ)
−1f k
n,−αΛ, (26)
with cnk−αΛ = [c
nk
1,−αΛ . . . c
nk
L,−αΛ]
T , f k
n,−αΛ =
[fk
1n,−αΛ . . . f
k
Ln,−αΛ]
T and L × L matrix [F k,−αΛ]nq =
fk
qn,−αΛ. Note that (26) is a fixed point equation and since
k = 1, . . . ,K, n, p = 1, . . . , L, we have KL2 such equations.
Hence we can find fk
qn,−αΛ’s as solutions of these equations.
We define T−αΛ =
1
M
∑K
k=1
∑L
n=1[R¯
k
nn −∑L
p=1 c
nk
p,−αΛR¯
k
np] −αΛ − zIM , T = T 0 , fkqn = fkqn,0 ,
cnkp = c
nk
p,0 . Differentiating (25) and taking the value at α = 0,
we get
d
dα
[
mM (z,−αΛ, R¯kqn)− fkqn,−αΛ
]
α=0
M−→∞
= 0 a.s.
=⇒ d
dα
1
M
tr
[
R¯
k
qn (BM− αΛ− zIM )−1
]
α=0
M−→∞
=
d
dα
fk
qn,−αΛα=0
=⇒ 1
M
tr
[
R¯
k
qn (BM− zIM )−1Λ (BM − zIM )−1
]
M−→∞
= f¯k
qn,Λ, (27)
where ddαf
k
qn,−αΛα=0 = f¯
k
qn,Λ. We define vector f
k
n =
[fk1n . . . f
k
Ln]
T and matrices [F k]nq = fkqn, [F¯ k]nq = f¯
k
qn.
We find f¯k
qn,Λ by taking the derivative of both sides of (26)
with respect to α and taking the limit α→ 0. This gives
f¯k
qn,Λ =
1
M
tr
(
R¯
k
qnT
−1ΛT−1
)
+
K∑
m=1
L∑
p=1
[
umTp f¯
m
p,Λ − umTp F¯ Tm,Λwmp
]
, (28)
where vmp = [v
m
p1 . . . v
m
pL]
T , wmp =
(
IL +F
T
m
)−1
fmp
and ump = (IL +Fm)
−1
vmp are such that v
m
pl =
1
M tr
(
R¯
k
qnT
−1R¯mplT
−1
)
. Note that (28) defines KL2 linear
equations. Hence, using fkqn, we can find f¯
k
qn,Λ.
One can see that the coefficients fkqn, f¯
k
qn,Λ are functions
of z. We define quantities f˜kqn = limz→0−zfkqn and ˜¯fkqn,Λ =
limz→0 z2f¯kqn,Λ and matrices [F˜ k]nq = f˜
k
qn, [
˜¯F k,Λ]nq =
˜¯fk
qn,Λ. To obtain f˜
k
qn, we multiply both sides of (26) by −z
and take the limit α, z → 0. Similarly, to obtain the quantity
˜¯fk
qn,Λ, we multiply both sides of (28) by z
2 and take the limit
z → 0.
Defining Bk,M = BM −
∑L
n=1 h˜knh˜
H
kn, and making use of
(27), we get that
h˜
H
kn (Bk,M − zIM )−1Λ (Bk,M − zIM )−1 h˜kp
=tr
[
h˜kph˜
H
kn (Bk,M − zIM )−1Λ (Bk,M − zIM )−1
]
M→∞
=
1
M
tr
[
R¯
k
pn (Bk,M − zIM )−1Λ (Bk,M − zIM )−1
]
=f¯k
pn,Λ. (29)
Let H˜k = (h˜k1 . . . h˜kL), Dk = (Bk,M − zIM )−1, Ek =
(IL+H˜
H
kDkH˜k)
−1, and Gk = DkH˜kEkH˜
H
kDk. Now, using
(29), after rigorous computations, we obtain
1
M
h˜
H
kn (BM − zIM )−1Λ (BM − zIM )−1 h˜kp
=
1
M
(h˜
H
knDkΛDkh˜kp − h˜
H
knGkΛDkh˜kp − h˜
H
knDkΛGkh˜kp
+ h˜
H
knGkΛGkh˜kp) = f¯
k
pn,Λ − f¯
kT
n,Λ (IL +F k)
−1
f k∗p
− f kTn (IL +F k)−1 f¯ k∗p,Λ
+ f kTn (IL +F k)
−1
F¯ k,Λ (IL +F k)
−1
f k∗p .
As z → 0, we can prove that the above quantity reduces to
lim
z→0
1
M
h˜
H
kn [BM − zIM ]−1Λ [BM − zIM ]−1 h˜kp
= eTn (F˜ k)
−1 ˜¯F k,Λ(F˜ k)
−1ep = eTnΓkep, (30)
where en is the nth column of IL, and Γk =
(F˜ k)
−1 ˜¯F k,Λ(F˜ k)
−1. Note that Γk is Γjk in notations of (18)
(we dropped the index j in the beginning of these derivations).
Note also that Γjk depends only on slow fading components.
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