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EMBEDDING OF EXACT C*-ALGEBRAS AND CONTINUOUS FIELDS IN THE
CUNTZ ALGEBRA O2
EBERHARD KIRCHBERG AND N. CHRISTOPHER PHILLIPS
Dedicated to Edward Effros on his 60th birthday.
Abstract. We prove that any separable exact C*-algebra is isomorphic to a subalgebra of the Cuntz algebra
O2. We further prove that if A is a simple separable unital nuclear C*-algebra, then O2 ⊗ A ∼= O2, and if, in
addition, A is purely infinite, then O∞ ⊗ A ∼= A.
The embedding of exact C*-algebras in O2 is continuous in the following sense. If A is a continuous field
of C*-algebras over a compact manifold or finite CW complex X with fiber A(x) over x ∈ X, such that the
algebra of continuous sections of A is separable and exact, then there is a family of injective homomorphisms
ϕx : A(x) → O2 such that for every continuous section a of A the function x 7→ ϕx(a(x)) is continuous.
Moreover, one can say something about the modulus of continuity of the functions x 7→ ϕx(a(x)) in terms of the
structure of the continuous field. In particular, we show that the continuous field θ 7→ Aθ of rotation algebras
posesses unital embeddings ϕθ in O2 such that the standard generators u(θ) and v(θ) satisfy
max(‖ϕθ1 (u(θ1)) − ϕθ2 (u(θ2))‖, ‖ϕθ1 (v(θ1))− ϕθ2 (v(θ2))‖) < C|θ1 − θ2|
1/2
for some constant C.
0. Introduction
It has recently become clear that the exact C*-algebras form an important class of C*-algebras more general
than the nuclear C*-algebras. (A C*-algebra A is called exact if the functor A ⊗min − preserves short exact
sequences.) For example, every C*-subalgebra of a nuclear C*-algebra is exact. The class of exact C*-algebras
has a number of good functorial properties (see Section 7 of [Kr4]); in particular, unlike the class of nuclear
C*-algebras, it is closed under passage to subalgebras. (Unfortunately, though, it is not closed under arbitrary
extensions, only under “locally liftable” ones. See [Kr2] and Section 7 of [Kr4].) The reduced C*-algebras of some
discrete groups (including free groups), and perhaps all discrete groups, are exact. (See Remark 7.8 of [Kr2].)
Separable exact C*-algebras can be characterized as exactly those C*-algebras which occur as subquotients of
the (nuclear) CAR (or 2∞ UHF) algebra ([Kr3]).
In this paper, we show that every separable exact C*-algebra is isomorphic to a subalgebra of the Cuntz
algebra O2. Thus, a separable C*-algebra is exact if and only if it is isomorphic to a subalgebra of of a nuclear
C*-algebra, if and only if it is isomorphic to a subalgebra of the particular nuclear C*-algebra O2.
The methods used to prove the embedding in O2 show that separable exact C*-algebras which are “close” in
a certain sense have nearby embeddings in O2.We prove that if X is a compact metric space which is sufficiently
nice (certainly including all compact manifolds and all finite CW complexes), and if A is a continuous field over
X in the sense of Dixmier (Chapter 10 of [Dx]) such that the algebra of continuous sections of A is separable and
exact, than A has a continuous representation in O2. That is, there is a collection of injective homomorphisms
ϕx from the fibers A(x) of A to O2 such that, for every continuous section a of A, the function x 7→ ϕx(a(x))
is continuous. Moreover, one can say something about the “smoothness” of these functions. For example, we
show that there are injective homomorphisms ϕθ from the rotation algebras Aθ (rational and irrational) to O2
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such that, if u(θ) and v(θ) denote the standard generators of Aθ, then there is a constant C such that
max(‖ϕθ1(u(θ1))− ϕθ2(u(θ2))‖, ‖ϕθ1(v(θ1))− ϕθ2(v(θ2))‖) < C|θ1 − θ2|1/2
for all θ1, θ2 ∈ R. Haagerup and Rørdam [HR] obtained representations on a Hilbert space with these properties,
and showed that even there the exponent 12 can’t be improved. Our work provides an independent proof of the
Haagerup and Rørdam representation–a proof not using unbounded operators.
Blanchard [Bl] has a somewhat different approach to the representation of continuous fields in O2. He is able
to allow more general base spaces X, but obtains no information on smoothness. In particular, his methods do
not provide the Lip1/2 representation (or a Lipα representation for any α) of the field of rotation algebras in
O2.
In [El], George Elliott initiated a program for the classification of separable nuclear simple C*-algebras of real
rank zero in terms of K-theoretic invariants. The purely infinite case was first tackled in [Rr1] (building on the
work of [BKRS]), and has since been investigated in a number of papers. (See [BEEK], [ElR], [Ln2], [Ln3], [LP1],
[LP2], [Rr1], [Rr2], [Rr3], and [Rr4].) The classification program predicts that if A is separable, nuclear, unital,
and simple, then O2⊗A should be isomorphic to O2, and that if, in addition, A is purely infinite, then O∞⊗A
should be isomorphic to A. (The Ku¨nneth formula for C*-algebras [Sc] implies that K∗(O2 ⊗ A) ∼= K∗(O2)
and K∗(O∞ ⊗ A) ∼= K∗(A).) We use the result on embeddings in O2, together with some of the lemmas in its
proof and some additional results, to prove that these isomorphisms do in fact hold: O2⊗A ∼= O2 for separable
nuclear unital simple A, and O∞ ⊗A ∼= A for separable, nuclear, unital, purely infinite, and simple A.
These results are the starting point for a proof by the second author of a general classification theorem for
separable nuclear unital purely infinite simple C*-algebras satisfying the universal coefficient theorem [Ph2]. The
first author also has an independent proof [Kr5] of this classification theorem, which does not use the isomor-
phisms of tensor products above directly, but rather obtains them as a consequence of the general classification
result.
This paper is organized as follows. The rest of the introduction contains some general terminology and
notation, and some more or less well known results that we use often enough that it is convenient to have
them restated here. In Section 1 we prove several technical results on approximation and perturbation of unital
completely positive maps. In the second section, we use these results to prove that separable exact C*-algebras
can be embedded in O2. Section 3 contains the proofs of O2 ⊗ A ∼= O2 and O2 ⊗ A ∼= O2. Those interested
only in the classification program need read no further. In the fourth section, we present some preliminaries
on continuous fields, including results based on earlier papers and results based on Section 1 of this paper. In
the fifth section we give a version of the argument Haagerup and Rørdam use in [HR] to obtain continuous
representations of continuous fields when one merely knows that any two nearby fibers have nearby embeddings.
Section 6 is devoted to the detailed examination of the field of rotation algebras.
The first author would like to thank Mikael Rørdam and George Elliott for valuable discussions. The second
author would like to thank Ed Effros and Gilles Pisier for valuable discussions, Uffe Haagerup for a stimulating
question, and Københavns Universitet for its hospitality during the fall semester of 1995, when some of this
paper was written.
Here is some general notation we use throughout. Mn is the algebra of n × n matrices, with matrix units
{eij}. If H is a separable infinite dimensional Hilbert space, then K = K(H) denotes the algebra of compact
operators on H, and L(H) denotes the algebra of bounded operators on H. The unitization of a C*-algebra A
is denoted A†; this means we add a new unit even if A already has one. We let A˜ denote A if A is unital and
A† if not. The unitary group of a unital C*-algebra A is denoted U(A), and U0(A) is the connected component
of U(A) containing the identity. When we refer to a unital subalgebra B of a C*-algebra A, we implicitly mean
that the B is supposed to contain the identity of A.
We present here some (well) known results which are used frequently enough that is is convenient to restate
them.
The first part of the inequality in the following estimate is the best possible, as can be seen by taking p = 1
and x to be a positive real scalar less than 1. Note that 1 − (1 − δ)1/2 is approximately δ/2 for small δ. The
second part of the inequality gives the best linear estimate over the relevant range, as can be seen by letting
‖x∗x− p‖ → 1 (for example, letting x→ 0).
EMBEDDING OF EXACT C*-ALGEBRAS 3
Lemma 0.1. Let A be a C*-algebra, let p ∈ A be a projection, and let x ∈ A satisfy xp = x and ‖x∗x−p‖ < 1.
Then the formula v = x(x∗x)−1/2 (functional calculus evaluated in pAp) defines a partial isometry in A with
v∗v = p. Moreover,
‖v − x‖ ≤ 1− (1 − ‖x∗x− p‖)1/2 ≤ ‖x∗x− p‖.
Proof: It is well known that if ‖x∗x− p‖ < 1 then v is a partial isometry satisfying v∗v = p. For the rest, let
δ = ‖x∗x− p‖. A calculation, using the fact that (x∗x)1/2 ∈ pAp, shows that
(v − x)∗(v − x) = [(x∗x)1/2 − p]2
and
‖v − x‖ = ‖(x∗x)1/2 − p‖ ≤ sup{|t1/2 − 1| : |t− 1| ≤ δ} = 1− (1− δ)1/2.
This gives the first inequality. For the second, note that (1− δ)1/2 ≥ 1− δ, whence (1− δ)1/2 − 1 ≥ −δ.
Theorem 0.2. (Theorem 3.1 of [CE1]; also see [Kr1].) A separable unital C*-algebra A is nuclear if and only
if there are sequences of unital completely positive maps Sk : A→Mn(k) and Sk :Mn(k) → A, for suitable n(k),
such that limk→∞ Tk ◦ Sk(a) = a for all a ∈ A.
The maps in [CE1] are not required to be unital, but this is easily fixed. See the note on this point in the
proof of Proposition 4.3 of [EH].
Theorem 0.3. (Choi-Effros Lifting Theorem; see the corollary to Theorem 7 of [Ar].) Let A be a separable
nuclear unital C*-algebra, let B be a unital C*-algebra, and let J be an ideal of B, with quotient map pi : B →
B/J. Then for every unital completely positive map S : A → B/J, there is a unital completely positive map
T : A→ B which lifts S, that is, such that pi ◦ T = S.
Proposition 0.4. Let A and B be unital C*-algebras. Let E ⊂ A be an operator system (in the sense of Choi
and Effros; see [CE2]), and let S : E → B be a nuclear unital completely positive map. Then for every finite
dimensional operator system E0 ⊂ E and every ε > 0, there is a unital completely positive map T : A → B
such that ‖T |E0 − S|E0‖ < ε.
Proof: This is similar to Proposition 4.3 of [EH]. Since S is nuclear, there are n and unital completely
positive maps P0 : E →Mn and Q :Mn → B such that ‖Q◦P0|E0 −S|E0‖ < ε. The Arveson extension theorem
(Theorem 6.5 of [Pl]) provides a unital completely positive map P : A → Mn such that P |E0 = P0|E0 . Set
T = Q ◦ P.
Definition 0.5. Let A and B be C*-algebras, with A separable and B unital. Two homomorphisms ϕ, ψ : A→
B are approximately unitarily equivalent if there is a sequence (un) of unitaries in B such that limn→∞ ‖unϕ(a)u∗n−
ψ(a)‖ = 0 for all a ∈ A.
We will frequently use the following special case of Elliott’s approximate intertwining argument, of which the
original form is Theorem 2.1 of [El].
Lemma 0.6. Let A and B be separable unital C*-algebras, and let ϕ : A → B and ψ : B → A be homo-
morphisms such that ψ ◦ ϕ is approximately unitarily equivalent to idA and ϕ ◦ ψ is approximately unitarily
equivalent to idB . Then A ∼= B.
Proof: This is contained in the proof of Theorem 6.2 (1) of [Rr2]. (Or see Proposition A of [Rr3].)
Proposition 0.7. Let D be a unital purely infinite simple C*-algebra. Then any two unital homomorphisms
from O2 to D are approximately unitarily equivalent.
Proof: This is a special case of Theorem 3.6 of [Rr1]. The required two conditions on D (that U(D)/U0(D)→
K1(D) be an isomorphism and that D have finite exponential length in the sense of [Rn]) follow from Theorem
1.9 of [Cn2] and from [Ph1] or [Ln1] respectively.
Theorem 0.8. ([Rr3]) O2 ⊗O2 ∼= O2.
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1. Completely positive maps and perturbation
In this section we prove several approximation and perturbation results which are frequently required later
in the paper. At the end of the section, we combine these results (without using their full strength) to prove
a lemma on approximate unitary equivalence of homomorphisms to tensor products with O2. Combined with
the isomorphism O2 ⊗ O2 ∼= O2, it implies that two unital injective homomorphisms from a separable exact
C*-algebra to O2 are approximately unitarily equivalent.
The first of the three main results of this section is Proposition 1.7, which shows that a nuclear unital
completely positive map from a unital purely infinite simple C*-algebra to itself can be approximated on finite
sets by maps of the form a 7→ s∗as for isometries s. The proof is somewhat different from that of a similar result in
[Kr5], relying much more heavily on properties of purely infinite simple C*-algebras. The next important result
is Lemma 1.10, in which we show, under suitable exactness and nuclearity assumptions, that if S, T : A→ B are
unital and completely positive and S is sufficiently close to being completely isometric on a finite dimensional
operator system E, then T ◦ S−1 can be approximated on S(E) by a unital completely positive map. The last
main result is Lemma 1.12, in which approximate “similarity” via isometries in A is shown to imply approximate
unitary equivalence in O2 ⊗ A. We use it to show that two injective unital homomorphisms from a separable
unital exact C*-algebra to O2 are approximately unitarily equivalent.
We begin with some preliminary lemmas on purely infinite simple C*-algebras.
Lemma 1.1. Let A be a C*-algebra, let a, h ∈ A be selfadjoint elements with 0 ≤ a ≤ 1 and 0 ≤ h ≤ 1, and
let q ∈ A be a projection. Then ‖qa− q‖ ≤ 12‖qhah− q‖1/3.
Proof: Represent A faithfully on a Hilbert spaceH. Note that ‖qa−q‖ = ‖aq−q‖ and ‖qhah−q‖ = ‖hahq−q‖.
It suffices to show that if ξ ∈ qH, then ‖aξ − ξ‖ ≤ 12‖hahξ − ξ‖1/3.
We first claim that if b ∈ L(H) satisfies 0 ≤ b ≤ 1 and η ∈ H satisfies ‖η‖ = 1, then ‖bη−η‖ ≤ 4(1−‖bη‖)1/3.
To see this, set δ = 1 − ‖bη‖, let ρ = δ1/3, and let p ∈ L(H) be the spectral projection for b corresponding to
[1− ρ, 1]. Then
(1 − δ)2 = ‖bη‖2 = ‖bpη‖2 + ‖b(1− p)η‖2 ≤ ‖pη‖2 + (1− ρ)2‖(1− p)η‖2
= 1− ‖(1− p)η‖2 + (1− ρ)2‖(1− p)η‖2 = 1− ρ(2− ρ)‖(1− p)η‖2.
It follows that
‖(1− p)η‖ ≤
√(
2− δ
2− ρ
)(
δ
ρ
)
≤
√
2δ1/3.
So
‖bη − η‖ ≤ ‖b‖‖(1− p)η‖+ ‖bpη − pη‖+ ‖(1− p)η‖ ≤ 2
√
2δ1/3 + ρ < 4δ1/3.
This proves the claim.
Now let ξ ∈ qH satisfy ‖ξ‖ = 1. Since ‖a‖, ‖h‖ ≤ 1, we have ‖hξ‖ ≥ 1 − ‖hahξ − ξ‖. Applying the claim to
h and ξ, we get ‖hξ − ξ‖ ≤ 4‖hahξ − ξ‖1/3. Also, with η = 1‖hξ‖hξ, we have
‖aη‖ ≥ 1‖hξ‖‖hahξ‖ ≥
1
‖hξ‖(1− ‖hahξ − ξ‖) ≥ 1− ‖hahξ − ξ‖,
so
‖ahξ − hξ‖ = ‖hξ‖‖aη − η‖ ≤ ‖hξ‖ · 4‖hahξ − ξ‖1/3 ≤ 4‖hahξ − ξ‖1/3.
Therefore
‖aξ − ξ‖ ≤ ‖a‖‖ξ − hξ‖+ ‖ahξ − hξ‖+ ‖hξ − ξ‖ ≤ 12‖hahξ − ξ‖1/3.
Lemma 1.2. Let A be a purely infinite simple C*-algebra, and let a1, . . . , an ∈ A be positive elements with
‖aj‖ = 1 for all j. Then for every ε > 0 there are nonzero mutually orthogonal projections p1, . . . , pn ∈ A such
that ‖pjaj − pj‖ < ε for all j.
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Proof: Choose δ > 0 with 12(2δ)1/3 < ε. Choose an irreducible representation pi of A on a Hilbert space
H. By induction, we construct a sequence ξ1, . . . , ξn of orthogonal unit vectors in H with ‖pi(aj)ξj − ξj‖ < δ
for 1 ≤ j ≤ n. Choose ξ1 to be any unit vector in the spectral subspace for pi(a1) corresponding to [1 − δ, 1].
Given ξ1, . . . , ξj , let H0 be the spectral subspace for pi(aj+1) corresponding to [1− δ, 1]. Since pi(A) contains no
compact operators, this space must be infinite dimensional. Therefore it must nontrivially intersect the finite
codimension subspace span(ξ1, . . . , ξj)
⊥, and we take ξj+1 to be any unit vector in the intersection.
Let pj ∈ L(H) be the projection onto Cξj , and let p = p1 + · · ·+ pn be the projection onto span(ξ1, . . . , ξn).
Let
L = {a ∈ A : pi(a)p = 0} and N = {a ∈ A : pi(a)p = ppi(a)}.
Then L is a left ideal of A, N is a C*-subalgebra of A, and L ∩ L∗ is an ideal in N. Define a unital completely
positive map T : A→ L(pH) ∼= Mn by T (a) = ppi(a)p. Then T |N is a homomorphism with kernel L ∩ L∗. The
Kadison Transitivity Theorem implies it is surjective. Indeed, let u ∈ L(pH) be unitary. Since pi is injective,
Theorem 5.4.5 of [KR] provides a unitary v ∈ A˜ such that ppi(v)p = u. Since pi(v) and ppi(v)p are both unitary,
p must commute with pi(v). (This is well known, but see a closely related result in Lemma 1.11 below.) So
v ∈ N˜ and T (v) = u. This shows that the image of N˜ contains all unitaries in L(pH), and so is all of L(pH).
The image of N is an ideal of codimension at most 1. We may clearly assume n ≥ 2; then L(pH) has no proper
ideals of codimension at most 1, so T |N must be surjective.
By Theorem 4.6 of [Lr] (essentially Proposition 2.6 of [AP1]), there are h1, . . . , hn ∈ N satisfying T (hj) = pj ,
0 ≤ hj ≤ 1, and hjhk = 0 for j 6= k. Then
‖hjajhj‖ ≥ ‖ppi(hj)pi(aj)pi(hj)p‖ = ‖pjpi(aj)pj‖ = 〈pi(aj)ξj , ξj〉 ≥ 1− δ.
The proof of Lemma 1.7 of [Cn2] provides a projection qj ∈ hjAhj such that ‖qjhjajhj − qj‖ < 2δ. Since
hjhk = 0 for j 6= k, we also have qjqk = 0 for j 6= k. Moreover, ‖qjaj − qj‖ ≤ 12(2δ)1/3 < ε by the previous
lemma.
Lemma 1.3. Let A be a unital purely infinite simple C*-algebra, and let F ⊂ A be a finite subset consisting
of positive elements a satisfying α ≤ a ≤ β for fixed positive real numbers α and β. Then for all ρ > 0 there
is δ > 0 such that the following holds: If there are positive elements c1, . . . , cn ∈ A with ‖cj‖ = 1 such that
‖cjacj − λj(a)c2j‖ < δ for 1 ≤ j ≤ n, a ∈ F, and some numbers λj(a) ∈ [α, β], then there are nonzero mutually
orthogonal projections p1, . . . , pn ∈ A such that ‖pjapk − δjkλj(a)pj‖ < ρ for 1 ≤ j ≤ n and a ∈ F, where δjk
is the Kronecker delta.
Proof: Without loss of generality β = 1, 1 ∈ F, and λj(1) = 1 for all j. (If β 6= 1, we can rescale by
multiplying by 1/β. If 1 is already in F but λj(1) 6= 1, it does no harm to redefine λj(1).) The proof is now by
induction on the number of elements of F, but to make the argument work we require the additional conclusion
‖pjcj − pj‖ < ρ for 1 ≤ j ≤ n. If F has only one element, then it is 1, and the existence of the required
projections pj is just Lemma 1.2.
Assume now that F has more than one element, and that the lemma is known to hold for all smaller such
sets. Define µ = αρ/15. (Then in particular 0 < µ < ρ/5.) Choose b ∈ F with b 6= 1, and let F0 = F \ {b}.
Use the induction hypothesis to choose δ with 0 < δ < µ such that the conclusion of the lemma holds for F0 in
place of F and µ in place of ρ. Let q1, . . . , qn be the nonzero mutually orthogonal projections provided by the
conclusion.
Set xj = λj(b)
−1/2qjb
1/2. Then
‖xjx∗j − qj‖ ≤
1
α
‖qjbqj − λj(b)qj‖
≤ 1
α
(
4‖qjcj − qj‖+ ‖qj‖‖cjbcj − λj(b)c2j‖‖qj‖
)
<
1
α
(4µ+ δ) ≤ 5µ
α
=
ρ
3
.
By Lemma 0.1 there exist partial isometries vj such that vjv
∗
j = qj and ‖vj − xj‖ < ρ/3.
Lemma 1.2 provides nonzero mutually orthogonal projections e1, . . . , en such that ‖ejv∗j vj − ej‖ < ρ/24 for
1 ≤ j ≤ n. It follows that ‖v∗j vjejv∗j vj − ej‖ < ρ/12, and applying functional calculus to v∗j vjejv∗j vj yields a
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projection fj ≤ v∗j vj such that ‖fj−ej‖ < ρ/6. Since the ej are mutually orthogonal, it follows that ‖fjfk‖ < ρ/3
for j 6= k. Define pj = vjfjv∗j ≤ qj .
Since pj ≤ qj , the pj are mutually orthogonal, and the corresponding properties of the qj imply that ‖pjapk−
δjkλj(a)pj‖ < µ ≤ ρ for 1 ≤ j, k ≤ n and a ∈ F0 and that ‖pjcj − pj‖ < µ ≤ ρ for 1 ≤ j ≤ n. Furthermore, in
the estimate of ‖xjx∗j − qj‖ above we saw that ‖qjbqj − λj(b)qj‖ < 5µ, which is at most ρ. The same estimate
therefore holds with pj in place of qj .
It remains to estimate ‖pjbpk‖ for j 6= k. Using λj(b)1/2, λk(b)1/2 ≤ 1 in the last step, we have, for j 6= k,
‖pjbpk‖ = ‖pjqjbqkpk‖ = λj(b)1/2λk(b)1/2‖pjxjx∗kpk‖ ≤ λj(b)−1/2λk(b)−1/2‖fjv∗jxjx∗kvkfk‖
≤ λj(b)1/2λk(b)1/2
(‖fjv∗j vjv∗kvkfk‖+ ‖xk‖‖xj − vj‖+ ‖xk − vk‖)
< λj(b)
1/2λk(b)
1/2
(
‖fjfk‖+ λk(b)−1/2ρ/3 + ρ/3
)
≤ ρ.
The main technical parts of the proof of the next lemma are the excision of pure states (see [AAP]) and the
previous lemma. (Note that Proposition 2.3 of [AAP] and Lemma 1.4 imply that every state on a unital purely
infinite simple C*-algebra is a weak* limit of pure states.)
Lemma 1.4. Let A be a unital purely infinite simple C*-algebra, and let ω be a state on A. Then for every
ε > 0 and every finite subset F ⊂ A there exists a nonzero projection p ∈ A such that ‖pap−ω(a)p‖ < ε for all
a ∈ F.
Proof: Without loss of generality, we may assume 1 ∈ F and that F consists of positive elements of norm
at most 1. It further suffices to prove the lemma using the set { 12 (1 + a) : a ∈ F} instead of F ; thus we may
assume without loss of generality that a ≥ 12 for all a ∈ F. In particular, if µ is any state on A, then µ(a) ≥ 12
for all a ∈ F.
Since the set of all states is the weak* closed convex hull of the set of pure states, there are α1, . . . , αn ∈ [0, 1]
and pure states ω1, . . . , ωn of A such that
∑n
j=1 αj = 1 and |ω(a)−
∑n
j=1 αjωj(a)| < ε/2 for all a ∈ F. Choose
δ > 0 as in Lemma 1.3 for F and the number ρ = ε/(2n2). Excision of pure states (see Proposition 2.2 of [AAP])
implies that there are positive elements c1, . . . , cn ∈ A of norm 1 such that ‖cjacj − ωj(a)c2j‖ < δ for 1 ≤ j ≤ n
and a ∈ F. Apply Lemma 1.3 with λj = ωj|F to obtain nonzero mutually orthogonal projections q1, . . . , qn ∈ A
such that ‖qjaqk − δjkωj(a)qj‖ < ε/(2n2).
Since a is purely infinite and simple, there exist isometries s1, . . . , sn ∈ A such that pj = sjs∗j ≤ qj . Define
s =
∑n
j=1 α
1/2
j sj . Since the pj are orthogonal and
∑n
j=1 αj = 1, one immediately checks that s is an isometry.
Define p = ss∗. Then, for a ∈ F we have
‖pap− ω(a)p‖ = ‖s∗as− ω(a) · 1‖ < ε
2
+
n∑
j, k=1
α
1/2
j α
1/2
k ‖s∗jask − δjkωj(a) · 1‖
=
ε
2
+
n∑
j, k=1
α
1/2
j α
1/2
k ‖pjapk − δjkωj(a)pj‖ <
ε
2
+ n2
ε
2n2
= ε,
since αj ≤ 1 and pj ≤ qj .
Lemma 1.5. Let A be a unital purely infinite simple C*-algebra, let T : A → Mn be a unital completely
positive map, and let ϕ :Mn → A be a (not necessarily unital) homomorphism. Then for every ε > 0 and every
finite subset F ⊂ A there exists a partial isometry s ∈ A such that s∗s = ϕ(1) and ‖s∗as−ϕ(T (a))‖ < ε for all
a ∈ F.
Proof: Without loss of generality we may assume 1 ∈ F and that all elements of F have norm at most 1.
Choose ρ > 0 such that ρ ≤ min(1, ε/4), and also so small that if q and q′ are projections such that ‖qq′‖ < 4ρ
then there are orthogonal projections r and r′ unitarily equivalent to q and q′ respectively. Define δ = ρ/(3n3);
then 0 < δ ≤ ε/n3.
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Let {ξ1, . . . , ξn} be the standard orthonormal basis of Cn, and let ekl, for 1 ≤ k, l ≤ n, be the standard
matrix units satisfying eklξj = δjlξk. Following Theorem 5.1 of [Pl] and the preceding discussion, define a state
on Mn ⊗ A by
ω

 n∑
k, l=1
ekl ⊗ akl

 = 1
n
n∑
k, l=1
〈T (akl)ξl, ξk〉.
(Note that ω(1) = 1 because T (1) = 1.) As there, we then have
T (a) = n
n∑
k, l=1
ω(ekl ⊗ a)ekl
for a ∈ A. By Lemma 1.4, there is a nonzero projection p0 ∈Mn⊗A such that ‖p0(eij⊗a)p0−ω(eij⊗a)p0‖ < δ
for all a ∈ F and 1 ≤ i, j ≤ n.
Since Mn⊗A is purely infinite and simple, there is a nonzero projection p ∈Mn⊗A, with p ≤ p0, such that
there are partial isometries s1, . . . , sn ∈Mn ⊗A satisfying sjs∗j = p and s∗jsj = e11 ⊗ ϕ(ejj). We then have
‖s∗i (ekl ⊗ a)sj − ω(ekl ⊗ a)(e11 ⊗ ϕ(eij))‖ < δ
for all a ∈ F and 1 ≤ i, j k, l ≤ n.
Define c =
∑n
k=1(e1k ⊗ 1)sk ∈Mn ⊗ A. One checks that for a ∈ F we have
c∗(e11 ⊗ a)c =
n∑
k, l=1
s∗k(ekl ⊗ a)sl,
from which it follows that
‖nc∗(e11 ⊗ a)c− e11 ⊗ ϕ(T (a))‖
≤ n
n∑
k, l=1
‖s∗k(ekl ⊗ a)sl − ω(ekl ⊗ a)(e11 ⊗ ϕ(ekl))‖ < n3δ.
Putting in particular a = 1, we obtain ‖nc∗(e11 ⊗ 1)c− e11 ⊗ ϕ(1)‖ < n3δ. Set
d =
√
n(e11 ⊗ 1)c(e11 ⊗ ϕ(1)) ∈ (e11 ⊗ 1)(Mn ⊗A)(e11 ⊗ 1).
Then ‖d∗d − e11 ⊗ ϕ(1)‖ < n3δ, so Lemma 0.1 implies that d(d∗d)−1/2 (with functional calculus taken in
(e11 ⊗ ϕ(1))(Mn ⊗A)(e11 ⊗ ϕ(1))) is a partial isometry in (e11 ⊗ 1)(Mn ⊗A)(e11 ⊗ 1) satisfying
[d(d∗d)−1/2]∗[d(d∗d)−1/2] = e11 ⊗ ϕ(1) and ‖d(d∗d)−1/2 − d‖ < n3δ ≤ ρ.
Let s ∈ A be the partial isometry such that d(d∗d)−1/2 = e11 ⊗ s. We check that s satisfies the required
estimates. First note that ‖nc∗(e11 ⊗ a)c− e11 ⊗ ϕ(T (a))‖ < n3δ implies that
‖d∗(e11 ⊗ a)d− e11 ⊗ ϕ(T (a))‖ < n3δ.
Moreover, ‖e11 ⊗ s− d‖ < ρ implies that ‖d‖ < 1 + ρ < 2. Therefore
‖s∗as− ϕ(T (a))‖ = ‖(e11 ⊗ s)∗(e11 ⊗ a)(e11 ⊗ s)− e11 ⊗ ϕ(T (a))‖ < 2ρ+ ρ+ n3δ ≤ ε,
since ‖a‖ ≤ 1 for all a ∈ F.
The following lemma and its proof were inspired by Kasparov’s Stinespring theorem for Hilbert modules
([Ks]).
Lemma 1.6. Let A be a unital C*-algebra, and let T :Mn → A be unital and completely positive. Denote by
{eij} the standard system of matrix units in Mn. Then there exists a partial isometry t ∈ Mn ⊗Mn ⊗ A such
that
t∗t = e11 ⊗ e11 ⊗ 1 and t∗(b⊗ 1⊗ 1)t = e11 ⊗ e11 ⊗ T (b)
for b ∈Mn.
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Proof: Set x =
∑n
i, j=1 eij ⊗ eij ∈Mn ⊗Mn. Note that n−1x is a projection, so x is positive. Therefore so is
y = (idMn ⊗T )(x) =
n∑
i, j=1
eij ⊗ T (eij) ∈Mn ⊗A.
Write y1/2 =
∑n
i, j=1 eij ⊗ aij for suitable aij ∈ Mn ⊗ A. Since y1/2 is selfadjoint and has square y, we obtain
a∗ik = aki and
∑n
j=1 aijajk = T (eik) for 1 ≤ i, k ≤ n.
Define t =
∑n
i, j=1 ei1 ⊗ ej1 ⊗ aji. A computation shows that
t∗(eik ⊗ 1⊗ 1)t = e11 ⊗ e11 ⊗
n∑
j=1
aijajk = e11 ⊗ e11 ⊗ T (eik).
It follows that t∗(b⊗1⊗1)t = e11⊗e11⊗T (b) for all b ∈Mn. In particular, t∗t = e11⊗e11⊗T (1) = e11⊗e11⊗1.
The last equation implies that t is a partial isometry.
Proposition 1.7. Let A be a unital purely infinite simple C*-algebra, and let V : A → A be a nuclear unital
completely positive map. Then for every ε > 0 and every finite subset F ⊂ A there exists a nonunitary isometry
s ∈ A such that ‖s∗as− V (a)‖ < ε for all a ∈ F.
Proof: By the definition of nuclearity, V is a pointwise norm limit of maps of the form T ◦ S, with n ∈ N
and S : A→Mn, T :Mn → A unital and completely positive. Therefore it suffices to prove the proposition for
maps of the form T ◦ S.
Let {eij} be the standard system of matrix units inMn. SinceA is purely infinite and simple, so isMn⊗Mn⊗A.
Therefore there is t1 ∈Mn ⊗Mn ⊗A such that
t∗1t1 = 1 and t1t
∗
1 < e11 ⊗ e11 ⊗ 1.
Apply the previous lemma to T, and call the resulting partial isometry t2. Define a (nonunital) homomorphism
ϕ0 :Mn → A by identifying A with the corner
A0 = (e11 ⊗ e11 ⊗ 1)(Mn ⊗Mn ⊗A)(e11 ⊗ e11 ⊗ 1),
and setting ϕ0(b) = t1(b ⊗ 1⊗ 1)t∗1. Set t = t1t2, which is an isometry in A0, and regard it as an element of A.
Then, using the result of the previous lemma, we have T (b) = t∗ϕ0(b)t for all b ∈Mn.
Let p = t1t
∗
1, which we also regard as an element of A. Since A is purely infinite and simple and 1 − p 6= 0,
there is a nonzero homomorphism ϕ1 : Mn → (1 − p)A(1 − p). Define ϕ : Mn → A by ϕ(b) = ϕ0(b) + ϕ1(b).
Then we still have T (b) = t∗ϕ(b)t for all b ∈Mn.
Use Lemma 1.5 to choose a partial isometry s0 ∈ A such that s∗0s0 = ϕ(1) and ‖s∗0as0 − ϕ(S(a))‖ < ε for all
a ∈ F. Set s = s0t. Then for a ∈ F we have
‖s∗as− T (S(a))‖ = ‖t∗s∗0as0t− t∗ϕ(S(a))t‖ < ε.
Moreover, s is an isometry because s∗0s0 ≥ t1t∗1 ≥ tt∗, and it is not unitary because in fact s∗0s0 > t1t∗1.
The following lemma will be used to control the completely bounded norms of perturbations of maps on finite
dimensional operator spaces. For now, we only need to know that the map W of the lemma satisfies ‖W‖cb,
‖W−1‖cb < 1 + ε for ‖al − bl‖ small enough, which is contained in the proof of Proposition 2.6 of [JP]. The
more explicit estimate will be relevant in Section 6.
Lemma 1.8. Let A be a unital C*-algebra, let a1, . . . , am ∈ A be linearly independent, and assume that
E = span(a1, . . . , am) is unital and selfadjoint (and hence an operator system in A). Define
M = sup
{
max
1≤l≤m
|αl| :
∥∥∥∥∥
m∑
l=1
αlal
∥∥∥∥∥ ≤ 1
}
.
Then for b1, . . . , bm ∈ A, the linear map W : E → span(b1, . . . , bm), given by W (al) = bl, satisfies
‖W‖cb ≤ 1 +mM
m∑
l=1
‖al − bl‖
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and, if mM
∑m
l=1 ‖al − bl‖ < 1, then
‖W−1‖cb ≤
(
1−mM
m∑
l=1
‖al − bl‖
)−1
.
Proof: Give Cm the norm ‖(α1, . . . , αm)‖∞ = max1≤l≤m |αl|. Define Q : E → Cm by sending al to the l-th
standard basis vector ξl, and define R : C
m → A by R(ξl) = bl − al. Then ‖Q‖ =M and ‖R‖ ≤
∑m
l=1 ‖al− bl‖.
We have, using Lemma 2.3 of [EH],
‖R ◦Q‖cb ≤ m‖R ◦Q‖ ≤ mM
m∑
l=1
‖al − bl‖.
Since W (a) = a + R(Q(a)), the estimate on ‖W‖cb is now immediate. We further have, for any n and any
a ∈Mn ⊗ E,
‖(idMn ⊗W )(a)‖ ≥ ‖a‖ − ‖[idMn ⊗(R ◦Q)](a)‖ ≥ ‖a‖(1− ‖R ◦Q‖cb).
Therefore
‖(idMn ⊗W )−1‖ ≤
(
1−mM
m∑
l=1
‖al − bl‖
)−1
for all n.
We will need the following variant of an argument from one of the proofs of [Kr3].
Lemma 1.9. Let A be a unital C*-algebra, let E ⊂ A be an operator system, let H be a Hilbert space, and let
S : E → L(H) be a unital selfadjoint completely bounded map. Then there exists a unital completely positive
map T : A→ L(H) such that ‖T |E − S‖cb ≤ ‖S‖cb − 1.
Proof: Wittstock’s generalization of the Arveson extension theorem (see Theorem 7.2 of [Pl]) provides a
linear map Q : A→ L(H) such that ‖Q‖cb = ‖S‖cb and Q|E = S. Replacing Q by x 7→ 12 (Q(x) +Q(x∗)∗), we
may assume in addition that Q is selfadjoint. Now apply Proposition 1.19 of [Ws] (see also the original version
in the proof of Theorem 4.1 of [Kr3]) to obtain a unital completely positive map T : A → L(H) such that
‖T −Q‖cb ≤ ‖Q‖cb − 1. Then also ‖T |E − S‖cb ≤ ‖S‖cb − 1.
The following lemma is the second main technical result of this section.
Lemma 1.10. Let A be a separable unital exact C*-algebra, let E be a finite dimensional operator system in
A, and let ε > 0. For every δ < ε there exists an integer n such that whenever B1 and B2 are separable unital
C*-algebras, with B2 nuclear, and V : E → B1 and W : E → B2 are two unital completely positive maps such
that V is injective and V −1 : V (E) → E satisfies ‖V −1 ⊗ idMn ‖ ≤ 1 + δ, then there is a unital completely
positive map T : B1 → B2 such that ‖T ◦ V −W‖ < ε.
Proof: Let ρ = (ε− δ)/[2(1 + δ)] > 0. Since A is exact, it has a nuclear embedding in L(H) for some Hilbert
space H. (See [Kr3], [Kr4], or Theorem 9.1 of [Ws].) We may thus assume that A is a unital subalgebra of
L(H) with the inclusion map nuclear. Let {a1, . . . , am} be a basis for E. Choose µ > 0 small enough (using
the previous lemma) that if b1, . . . , bm ∈ L(H) satisfy ‖al − bl‖ < µ, then the map T (al) = bl, from E to
span(b1, . . . , bm), satisfies ‖T−1‖cb < 1 + ρ. By nuclearity of the inclusion, there are n and unital completely
positive maps S1 : E →Mn and S˜2 :Mn → L(H) such that the elements bl = S˜2 ◦ S1(al) satisfy ‖al − bl‖ < µ.
Let T be as above, using this choice of b1, . . . , bm, and let F = S1(E), which is an operator space in Mn.
Define S2 : F → E by S2 = T−1 ◦ S˜2. Then S2 is unital, S2 ◦ S1 = idE , and ‖S2‖cb < 1 + ρ. Moreover, from
S1(x
∗) = S1(x)
∗ for x ∈ E, we get S2(y∗) = S2(y)∗ for y ∈ F.
Further choose, using the nuclearity of B2, an integer r and unital completely positive maps W1 : E → Mr
and W2 : Mr → B2 such that ‖W2 ◦W1 −W‖ < ρ. Since F is a subspace of Mn and ‖W1 ◦ S2‖cb < 1 + ρ,
Lemma 1.9 provides a unital completely positive map Q :Mn →Mr such that ‖Q|F −W1 ◦ S2‖ < ρ.
Now consider S1 ◦ V −1, which is a linear map from V (E) to Mn. Since S1 is unital and completely positive,
we have
‖(S1 ◦ V −1)⊗ idMn ‖ ≤ ‖S1‖cb‖V −1 ⊗ idMn ‖ ≤ 1 + δ.
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By Proposition 7.9 of [Pl], this implies that ‖S1◦V −1‖cb ≤ 1+δ. Also, S1◦V −1 is unital and selfadjoint. Applying
Lemma 1.9 again, we obtain a unital completely positive map R : B1 →Mn such that ‖R|V (E)−S1 ◦V −1‖ ≤ δ.
We then have
‖W2 ◦Q ◦R|V (E) −W ◦ V −1‖
≤ ‖W −W2 ◦W1‖‖V −1‖+ ‖W2‖‖Q ◦R|V (E) −W1 ◦ S2 ◦ S1 ◦ V −1‖
≤ ρ(1 + δ) + ‖R|V (E) − S1 ◦ V −1‖+ ‖Q|F −W1 ◦ S2‖‖S1 ◦ V −1‖
< ρ(1 + δ) + δ + ρ(1 + δ) = ε.
Thus, T = W2 ◦ Q ◦ R is a unital completely positive map from B1 to B2 whose restriction to V (E) differs in
norm from W ◦ V −1 by less than ε.
The following result is known in the important special case in which the right hand side of the inequality is
zero. It is easy to give an example to show that the exponent 12 can’t be improved, but this also follows from
the example after the next (more significant) lemma. It turns out that it is even impossible to improve the
constant
√
2.
Lemma 1.11. Let A be a unital C*-algebra, let u ∈ A be unitary, and let s ∈ A be an isometry with range
projection e = ss∗. Then
‖u− [eue+ (1− e)u(1− e)]‖ ≤ inf{(2‖s∗us− v‖)1/2 : v ∈ A unitary}.
Proof: We prove that if v ∈ A is any other unitary, then
‖u− [eue+ (1− e)u(1− e)]‖ ≤
√
2‖s∗us− v‖.
The element svs∗ is a unitary in eAe and
‖eue− svs∗‖ = ‖s∗sus∗s− svs∗‖ ≤ ‖s∗us− v‖.
So ‖(eue)∗(eue)− e‖ ≤ 2‖s∗us− v‖. Now
e = eu∗ue = (eue)∗(eue) + [(1 − e)ue]∗[(1− e)ue].
Therefore
‖[(1− e)ue]∗[(1− e)ue]‖ ≤ 2‖s∗us− v‖,
so that ‖(1 − e)ue‖ ≤ √2‖s∗us− v‖. Similarly, using uu∗ = 1 instead of u∗u = 1, we get ‖eu(1 − e)‖ ≤√
2‖s∗us− v‖. Since e is orthogonal to 1− e, it follows that
‖u− [eue+ (1− e)u(1− e)]‖ = ‖(1− e)ue+ eu(1− e)‖ ≤
√
2‖s∗us− v‖.
Lemma 1.12. Let A be a unital C*-algebra, let s and t be two isometries in A, and let D be a unital subalgebra
of A which is isomorphic to O2 and such that every element of D commutes with s and t. Then there is a unitary
z ∈ A such that whenever u and v are unitaries in A commuting with every element of D, then
‖z∗uz − v‖ ≤ 11
[
max(‖s∗us− v‖, ‖t∗vt− u‖)
]1/2
.
Proof: Let B be the relative commutant of D in A. Then s and t, along with all possible choices of u and v,
are in B. Since O2 is nuclear, there is a homomorphism from O2⊗B to A which is the identity on B and sends
O2 to D. Therefore we may as well take A = O2 ⊗ B, with s, t ∈ B. We have to show that there is a unitary
z ∈ O2 ⊗B such that whenever u and v are unitaries in B, then
‖z(1⊗ u)z∗ − 1⊗ v‖ ≤ 11
[
max(‖s∗us− v‖, ‖t∗vt− u‖)
]1/2
.
The unitary z will chop 1⊗ u in pieces and reassemble them in a different way. To construct it, we start by
defining an assortment of projections and partial isometries. Define
e1 = ss
∗ and f1 = tt
∗,
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and further define
e2 = sf1s
∗ ≤ e1, f2 = te1t∗ ≤ f1, and f3 = te2t∗ ≤ f2.
Then define two sets of mutually orthogonal projections summing to 1 by
p1 = 1− e1, p2 = e1 − e2, and p3 = e2
and
q1 = 1− f1, q2 = f1 − f2, q3 = f2 − f3, and q4 = f3.
Next, construct partial isometries
c1 = p2sq1, c2 = p1t
∗q2, c3 = p2t
∗q3, and c4 = p3t
∗q4.
One checks that
c∗1c1 = q1 and c1c
∗
1 = p2,
while
c∗jcj = qj and cjc
∗
j = pj−1
for j = 2, 3, 4. Let s1 and s2 be the standard generators of O2. Define
z = s1 ⊗ c1 + 1⊗ c2 + s2 ⊗ c3 + 1⊗ c4,
which is easily checked to be a unitary in O2 ⊗B such that
z(1⊗ q1)z∗ = s1s∗1 ⊗ p2, z(1⊗ q2)z∗ = 1⊗ p1, z(1⊗ q3)z∗ = s2s∗2 ⊗ p2, and z(1⊗ q4)z∗ = 1⊗ p3.
Now let u, v ∈ B be unitaries. Set δ = max(‖s∗us− v‖, ‖t∗vt−u‖). Using sq1 = p2s and p2 ≤ ss∗, we obtain
‖c1(q1vq1)c∗1 − p2up2‖ = ‖p2svs∗p2 − p2up2‖
= ‖p2svs∗p2 − p2ss∗uss∗p2‖ ≤ ‖v − s∗us‖ ≤ δ.
Similarly, for j = 2, 3, 4 one gets
‖cj(qjvqj)c∗j − pj−1upj−1‖ ≤ ‖t∗vt− u‖ ≤ δ.
One checks that
z[1⊗ (q1vq1 + q2vq2 + q3vq3 + q4vq4)]z∗
= s1s
∗
1 ⊗ c1(q1vq1)c∗1 + 1⊗ c2(q2vq2)c∗2 + s2s∗2 ⊗ c3(q3vq3)c∗3 + 1⊗ c4(q4vq4)c∗4,
so that (using s1s
∗
1 + s2s
∗
2 = 1)
‖z(1⊗ v)z∗ − 1⊗ u‖ ≤ δ + ‖q1vq1 + q2vq2 + q3vq3 + q4vq4 − v‖+ ‖p1up1 + p2up2 + p3up3 − u‖.
We now have to estimate the last two terms in the last inequality above. Recall that e1 = ss
∗, so that
‖u− [e1ue1 + (1− e1)u(1− e1)]‖ ≤
√
2‖s∗us− v‖ ≤
√
2δ
by Lemma 1.11. Since e2 = stt
∗s∗, we get
‖e2ue2 − stut∗s∗‖ ≤ ‖t∗s∗ust− u‖ ≤ ‖s∗us− v‖ + ‖t∗vt− u‖ ≤ 2δ.
So
‖u− [e2ue2 + (1 − e2)u(1− e2)]‖ ≤
√
4δ,
again by Lemma 1.11. Compressing by e1 ≥ e2, we get
‖e1ue1 − [e2ue2 + (e1 − e2)u(e1 − e2)]‖ ≤
√
4δ.
Recalling the definitions of p1, p2, and p3, it follows that
‖p1up1 + p2up2 + p3up3 − u‖ ≤
(√
2 +
√
4
)√
δ.
A similar sequence of estimates, with one more step and using the equations f1 = tt
∗, f2 = tss
∗t∗, and
f3 = (tst)(tst)
∗, gives
‖q1vq1 + q2vq2 + q3vq3 + q4vq4 − v‖ ≤
(√
2 +
√
4 +
√
6
)√
δ.
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We note that necessarily δ ≤ 2, so that δ ≤ √2δ. We can therefore put our estimates together to get
‖z∗(1⊗ u)z − 1⊗ v‖ = ‖z(1⊗ v)z∗ − 1⊗ u‖ ≤
[√
2 +
(√
2 +
√
4
)
+
(√
2 +
√
4 +
√
6
)]√
δ ≤ 11
√
δ.
The exponent 12 in this lemma can’t be improved, as we now show by example, even if z is allowed to depend
on u and v. It follows from the proof of the lemma that the exponent 12 can’t be improved in the previous
lemma either. (We will also see a more indirect proof of this below: any improvement here would imply a a
corresponding improvement in the exponent in Proposition 4.13, but Remark 6.11 shows that no improvement
is possible there.)
Example 1.13. Let D = M2 ⊗ O2. Let s1 and s2 be the two standard generating isometries of O2, and set
pj = sjs
∗
j . Let α ∈ R, and define a unitary wα ∈M2 by
wα =
(
cos(α) sin(α)
− sin(α) cos(α)
)
.
Use the fact that any two nonzero projections in M2 ⊗ O2 are Murray-von Neumann equivalent to choose
c ∈M2 ⊗O2 such that
c∗c = 1⊗ p2 and cc∗ =
(
1 0
0 0
)
⊗ p2.
Then set
u = wα ⊗ 1, v = wα ⊗ p1 + 1⊗ p2, s = 1⊗ p1 + c, and t = 1⊗ s1.
Then
s∗us = wα ⊗ p1 + cos(α)(1 ⊗ p2) and t∗vt = u.
Therefore
max(‖s∗us− v‖, ‖t∗vt− u‖) = 1− cos(α).
Also
sp(u) = {exp(iα), exp(−iα)} and sp(v) = {exp(iα), 1, exp(−iα)}.
Therefore, if A is any C*-algebra at all which contains D as a unital subalgebra, and if z is any unitary in A,
we have
‖z∗uz − v‖ ≥ | exp(iα)− 1| =
√
2(1− cos(α))1/2.
Our first application of the technical results of this section is the following lemma and theorem.
Lemma 1.14. Let A be a separable unital exact C*-algebra, and let B be a separable nuclear unital purely
infinite simple C*-algebra. Let ϕ, ψ : A→ B be two injective unital homomorphisms. Then the homomorphisms
from A to O2 ⊗B, given by a 7→ 1⊗ ϕ(a) and a 7→ 1⊗ ψ(a), are approximately unitarily equivalent.
Proof: Let u1, . . . , un ∈ A be unitaries, and let ε > 0. We prove that there is a unitary z ∈ O2 ⊗B such that
‖z(1⊗ ϕ(uj))z∗ − 1⊗ ψ(uj)‖ < ε
for 1 ≤ j ≤ n. Let
E = span{1, u1, u∗1, . . . , un, u∗n},
which is a finite dimensional operator system. Lemma 1.10 applies to ϕ|E and ψ|E (with δ = 0), and provides
unital completely positive maps S, T : B → B such that
‖S ◦ ϕ|E − ψ|E‖ < 1
2
( ε
11
)2
and ‖T ◦ ψ|E − ϕ|E‖ < 1
2
( ε
11
)2
.
In particular,
‖S(ϕ(uj))− ψ(uj)‖ < 1
2
( ε
11
)2
and ‖T (ψ(uj))− ϕ(uj)‖ < 1
2
( ε
11
)2
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for 1 ≤ j ≤ n. Proposition 1.7 then gives isometries s, t ∈ B such that
‖s∗ϕ(uj)s− ψ(uj)‖ <
( ε
11
)2
and ‖t∗ψ(uj)t− ϕ(uj)‖ <
( ε
11
)2
for 1 ≤ j ≤ n. The existence of the required unitary z ∈ O2 ⊗B now follows from Lemma 1.12.
As a corollary, we obtain:
Theorem 1.15. Let A be a separable unital exact C*-algebra. Then any two injective unital homomorphisms
from A to O2 are approximately unitarily equivalent (Definition 0.5).
Proof: Let ϕ, ψ : A→ O2 be injective and unital. Let µ : O2 ⊗O2 → O2 be an isomorphism (from Theorem
0.8), and let β : O2 → O2 ⊗ O2 be β(a) = 1 ⊗ a. Then µ ◦ β is approximately unitarily equivalent to idO2
by Proposition 0.7. Also, β ◦ ϕ is approximately unitarily equivalent to β ◦ ψ by Lemma 1.14. Thus ϕ is
approximately unitarily equivalent to µ ◦ β ◦ ϕ, which is approximately unitarily equivalent to µ ◦ β ◦ ψ, which
in turn is approximately unitarily equivalent to ψ.
2. Embedding in O2
The main result of this section is that every separable unital exact C*-algebra can be unitally embedded
in O2. The algebra of bounded sequences modulo sequences converging to zero plays an important role in the
proof, so we begin by establishing notation concerning it.
Notation 2.1. For any C*-algebra D, we denote by l∞(D) the set of bounded sequences d = (d1, d2, . . . ) with
values in D. It is a C*-algebra with the obvious operations and norm. For compatibility with the notation for
ultrapowers below, we define c∞(D) = C0(N) ⊗D ⊂ l∞(D) and D∞ = l∞(D)/c∞(D). We denote by pi(D)∞ (or
pi∞ when D is clear from the context) the quotient map l
∞(D)→ D∞.
The technical results of the previous section imply fairly directly that if A is separable and exact, and has
an embedding in (O2)∞ which lifts to a unital completely positive map to l∞(O2), then A has an embedding
in O2. In particular, this applies to quasidiagonal exact C*-algebras. The rest of the section is devoted to the
extension from the quasidiagonal case to the general case. It is possible to embed any separable C*-algebra in a
crossed product of a quasidiagonal separable C*-algebra by Z, and the method is to show that crossed products
by Z of exact C*-algebras embeddable in O2 are again embeddable in O2.
Lemma 2.2. Let A be a unital separable exact C*-algebra. If there is a unital injective homomorphism from
A to (O2)∞ = l∞(O2)/c∞(O2) which has a lifting to a unital completely positive map from A to l∞(O2), then
there is an injective unital homomorphism from A to O2.
Proof: Let ϕ : A→ (O2)∞ be a unital injective homomorphism which has a lifting as in the hypotheses of the
lemma. Let u1, u2, . . . be a sequence of unitaries in A whose linear span is dense in A. Define finite dimensional
operator systems En by En = span{1, u1, u∗1, . . . , un, u∗n}. Then C · 1 = E0 ⊂ E1 ⊂ · · · ⊂ A and
⋃∞
n=0En = A.
We first show that there is a unital injective homomorphism ψ : A→ (O2)∞ with a unital completely positive
lifting a 7→ V (a) = (V1(a), V2(a), . . . ) from A to l∞(O2) with the following property: For each fixed n, for all
sufficiently large m (how large depends on n), the restriction Vm|En is injective, and furthermore its inverse,
defined on Vm(En), satisfies limm→∞ ‖(Vm|En)−1 ⊗ idMk ‖ = 1 for all k ∈ N.
To do this, let a 7→ Q(a) = (Q1(a), Q2(a), . . . ) be a lifting of ϕ to a unital completely positive map from
A to l∞(O2). Injectivity of ϕ does not imply that limm→∞ ‖(Qm ⊗ idMk)(a)‖ = ‖a‖, but we can remedy
this by grouping the Qm together in blocks. Injectivity of ϕ does imply that for every N ∈ N, the map
a 7→ ϕ(N)(a) = pi∞(QN+1(a), QN+2(a), . . . ) is again an injective homomorphism. Therefore, for every N, k ∈ N
and a ∈Mk ⊗A, we have
lim
m→∞
‖((QN+1 ⊗ idMk)(a), . . . , (QN+m ⊗ idMk)(a))‖ = ‖(ϕ(N) ⊗ idMk)(a)‖ = ‖a‖.
Since each En is finite dimensional, we can therefore construct by induction a sequence
0 = N1 < N2 < · · · < Nm < Nm+1 < · · ·
14 KIRCHBERG AND PHILLIPS
of integers such that
‖((QNm+1 ⊗ idMk)(a), . . . , (QNm+1 ⊗ idMk)(a))‖ ≥ (1 − 2−m)‖a‖
for k ≤ m and a ∈Mk⊗Em. Let σm : ONm+1−Nm2 → O2 be any unital homomorphism. Define Vm : A→ O2 by
Vm(a) = σm((QNm+1(a), . . . , QNm+1(a)).
Note that Vm is unital and completely positive because each Qj is, so that also V (a) = (V1(a), V2(a), . . . ) defines
a unital completely positive map from A to l∞(O2). By construction we have limm→∞ ‖(Vm|En)−1⊗ idMk ‖ = 1
for each fixed k, n ∈ N. Taking k = 1, we see that the linear map ψ = pi∞ ◦ V is isometric, hence injective.
Since limj→∞(Qj(ab)−Qj(a)Qj(b)) = 0 for a, b ∈ A, we also obtain limm→∞(Vm(ab)−Vm(a)Vm(b)) = 0 for a,
b ∈ A. Therefore ψ is a homomorphism, and its lifting V satisfies the required conditions.
Choose numbers δm > 0 such that δ0 ≥ δ1 ≥ · · · and 2δm + 11
√
5δm < 2
−m. Using Lemma 1.10, choose
positive integers k(m) with k(0) ≤ k(1) ≤ · · · and such that whenever V, W : Em → O2 are unital completely
positive with V injective and ‖V −1 ⊗ idMk(m) ‖ ≤ 1 + δm, then there is a unital completely positive map
T : O2 → O2 such that ‖T ◦ V −W‖ < 2δm. The conditions on V imply that we can pass to a subsequence in
the variable m in such a way that Vm|En is injective for n ≤ m, and moreover we have the estimates
‖(Vm|En)−1 ⊗ idMk(m) ‖ ≤ 1 + δm, ‖Vm(un)∗Vm(un)− 1‖ < δm, and ‖Vm(un)Vm(un)∗ − 1‖ < δm
for all m and all n ≤ m.
Using these estimates and Lemma 1.10, find unital completely positive maps Sm, Tm : O2 → O2 such that
‖Tm ◦ Vm|Em − Vm+1|Em‖ ≤ 2δm and ‖Sm ◦ Vm+1|Em − Vm|Em‖ ≤ 2δm.
For 1 ≤ j ≤ m define unitaries x(j)m = Vm(uj)[Vm(uj)∗Vm(uj)]−1/2. Then ‖x(j)m − Vm(uj)‖ ≤ δm by Lemma 0.1.
It follows that
‖Tm(x(j)m )− x(j)m+1‖ ≤ 4δm and ‖Sm(x(j)m+1)− x(j)m ‖ ≤ 4δm.
Proposition 1.7 gives isometries sm, tm ∈ O2 (depending on m) such that
‖s∗mx(j)m sm − x(j)m+1‖ ≤ 5δm and ‖t∗mx(j)m+1tm − x(j)m ‖ ≤ 5δm
for 1 ≤ j ≤ m. Lemma 1.12 now gives unitaries zm ∈ O2 ⊗O2 such that
‖zm(1⊗ x(j)m )z∗m − 1⊗ x(j)m+1‖ ≤ 11
√
5δm.
Thus
‖zm(1⊗ Vm(uj))z∗m − 1⊗ Vm+1(uj)‖ ≤ 2δm + 11
√
5δm < 2
−m
for 1 ≤ j ≤ m.
Now define yn = z
∗
1z
∗
2 · · · z∗n. Then the yn are unitaries such that limn→∞ yn(1⊗ Vn(uj))y∗n exists for all j. It
follows that the limit ψ0(a) = limn→∞ yn(1⊗ Vn(a))y∗n exists for all a ∈
⋃∞
n=1En. Furthermore, for each n and
m, the map Vm|En is unital and completely positive. Therefore ψ0|En is unital and completely positive, whence
‖ψ0|En‖ ≤ 1. It follows that ψ0 extends by continuity to a unital completely positive map ψ : A → O2 ⊗ O2.
Since limm→∞(Vm(ab)− Vm(a)Vm(b)) = 0 for all a ∈
⋃∞
n=1 En, it follows that ψ is actually a homomorphism.
Finally, for a ∈ ⋃∞n=1En we have ‖ψ(a)‖ = limn→∞ ‖Vm(a)‖ = ‖a‖, from which it follows that ψ is isometric
and hence injective.
We thus have an injective unital homomorphism from A to O2 ⊗ O2. The existence of an injective unital
homomorphism from A to O2 now follows from the isomorphism O2 ⊗O2 ∼= O2 (Theorem 0.8).
Recall that a separable C*-algebra A is called quasidiagonal (weakly quasidiagonal in some papers) if there
is an injective representation pi of A on a separable Hilbert space H and a sequence p1 ≤ p2 ≤ · · · of finite rank
projections on H such that pn → 1 in the strong operator topology and limn→∞ ‖pnpi(a) − pi(a)pn‖ = 0 for all
a ∈ A.
Corollary 2.3. Let A be a separable unital exact quasidiagonal C*-algebra. Then there exists a unital injective
homomorphism from A to O2.
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Proof: By the previous lemma, it suffices to find a unital injective homomorphism from A to l∞(O2)/c0(O2)
which has a lifting to a unital completely positive map from A to l∞(O2). Now O2 contains a unital copy
of every matrix algebra Mk, so one can easily construct a unital injective homomorphism from any product∏∞
n=1Mk(n) to l
∞(O2). (The product
∏∞
n=1Mk(n) means, of course, the C*-algebra of all bounded sequences in
the set-theoretic product.) Therefore there is a unital injective homomorphism from
∏∞
n=1Mk(n)/
⊕∞
n=1Mk(n)
to l∞(O2)/c0(O2). So it suffices to find a unital injective homomorphism from A to
∏∞
n=1Mk(n)/
⊕∞
n=1Mk(n),
with a lifting to a unital completely positive map from A to
∏∞
n=1Mk(n), for some sequence k(1), k(2), . . . of
positive integers. This is easy to do, and is done in Proposition 3.1.3 and the preceding remark in [BK].
We now start our preparations for the general case. The following lemma is a variant of a result of Effros
and Haagerup [EH], and will be used to construct the lifting in the hypotheses of Lemma 2.2.
Lemma 2.4. Let A and B be separable unital C*-algebras, let J be an ideal in A which is approximately
injective in the sense of [EH] (definition before Lemma 3.3), and let ϕ : A → B/J be an injective homomor-
phism. Let H be a separable infinite dimensional Hilbert space, and suppose that the induced map of algebraic
tensor products A⊗alg L(H)→ (B ⊗alg L(H))/(J ⊗alg L(H)) extends continuously to a (necessarily injective)
homomorphism
ϕ : A⊗min L(H)→ (B ⊗min L(H))/(J ⊗min L(H)).
Then there is a unital completely positive map T : A→ B which lifts ϕ.
Proof: Let ρ : B → B/J be the quotient map.
We first reduce to the case A = B/J and ϕ = idB/J . Let B0 = ρ
−1(ϕ(A)) ⊂ B, and let ρ0 = ρ|B0 . Since
the minimal tensor product preserves inclusions, we have J ⊗min L(H) ⊂ B0⊗min L(H) ⊂ B⊗min L(H). So the
hypotheses of the lemma hold with B0 in place of B.
We now assume A = B/J. The desired conclusion will follow from Theorem 3.4 of [EH], provided we verify the
hypothesis (b) there, that is, that for every unital C*-algebra C, the kernel of ρ⊗idC : B⊗minC → (B/J)⊗minC
is exactly J ⊗min C. The hypothesis of the lemma is that this is true for C = L(H).
If C is separable, we may suppose C ⊂ L(H), and use Proposition 2.6 of [Ws]. (Alternatively, combine
the method below for reduction to the separable case with Lemma 3.9 of [Kr3].) For general C, we need only
show that ker(ρ ⊗ idC) ⊂ J ⊗min C. Let a ∈ ker(ρ ⊗ idC). Choose a separable subalgebra C0 ⊂ C such that
a ∈ B⊗minC0 ⊂ B⊗minC. Using (B/J)⊗minC0 ⊂ (B/J)⊗minC, we have ker(ρ⊗idC) = ker(ρ⊗idC0)∩B⊗minC0,
whence a ∈ ker(ρ⊗ idC0). So a ∈ J ⊗min C0 ⊂ J ⊗min C by the separable case.
We now turn to the crossed product part of the construction.
Let α : G → Aut(A) be an action of a discrete group G on a C*-algebra A. By a covariant representation
(u, ϕ) of the system (G,A, α) in a unital C*-algebra B, we mean the obvious generalization of a covariant
representation on a Hilbert space. That is, u : G → U(B) is a homomorphism from G to the unitary group
U(B) of B, ϕ : A → B is a homomorphism of C*-algebras, and u(g)ϕ(a)u(g)∗ = ϕ(αg(a)) for all a ∈ A and
g ∈ G.
The following lemma is the easy generalization to this context of standard results on regular representations
of crossed products by discrete amenable groups.
Lemma 2.5. Let G be a discrete amenable group, and let α : G → Aut(A) be an action of G on a unital
C*-algebra A. Let (u, ϕ) be a covariant representation of (G,A, α) in a unital C*-algebra B, with ϕ injective.
For g ∈ G, let g also denote the corresponding elements of the group C*-algebra C∗(G) and the crossed product
C*-algebra C∗(G,A, α). Then there is an injective homomorphism ψ : C∗(G,A, α) → C∗(G) ⊗ B determined
by ψ(a) = 1⊗ ϕ(a) for a ∈ A and ψ(g) = g ⊗ u(g) for g ∈ G.
Proof: The existence (and uniqueness) of ψ is immediate from the universal property of the crossed product.
We have to prove injectivity.
Let pi0 : B → L(H0) be an injective representation of B on a Hilbert space H0, and let λ be the regular
representation of C∗(G) on the Hilbert space l2(G). Then σ = (λ ⊗ pi0) ◦ ψ is a representation of C∗(G,A, α)
on the Hilbert space H = l2(G)⊗H0. We will prove it is unitarily equivalent to the regular representation pi of
C∗(G,A, α) on H associated with the injective representation pi0 ◦ ϕ of A. (See Section 7.7 of [Pd].) This will
prove injectivity of ψ, since G is amenable (so that pi is injective by Theorem 7.7.5 of [Pd]).
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The two representations are given by the formulas
(pi(a)ξ)(g) = (pi0 ◦ ϕ ◦ α−1g )(a)(ξ(g)) and (σ(a)ξ)(g) = (pi0 ◦ ϕ)(a)(ξ(g))
for a ∈ A, ξ ∈ H (viewed as l2(G,H0)), and g ∈ G, and
pi(g) = λ(g)⊗ 1 and σ(g) = λ(g)⊗ pi0(u(g))
for g ∈ G. Let v be the unitary on l2(G,H0) given by (vξ)(g) = pi0(u(g))(ξ(g)) for ξ ∈ l2(G,H0) and g ∈ G.
Then one can check directly that
vpi(a)v∗ = σ(a) and vpi(g)v∗ = σ(g)
for a ∈ A and g ∈ G. So σ is unitarily equivalent to pi, as desired.
In applications of the following lemma, the approximate innerness assumption will be derived from Lemma
1.14.
Lemma 2.6. Let B a unital C*-algebra, let A be a subalgebra of B which contains the identity, and let
σ ∈ Aut(A). Suppose that σ is approximately inner in B, that is, there is a sequence v1, v2, . . . of unitaries in
B such that limn→∞ vnav
∗
n = σ(a) for all a ∈ A. Let z be the standard generator of C(S1) and let u be the
canonical unitary in C∗(Z, A, σ) which implements σ on A. Then the maps
a 7→ 1⊗ piB(a, a, . . . ) and u 7→ z ⊗ piB(v1, v2, . . . )
define an injective homomorphism ϕ : C∗(Z, A, σ) → C(S1) ⊗ [l∞(B)/c∞(B)]. Moreover, for any unital C*-
algebra C, this homomorphism extends continuously to an injective homomorphism
C∗(Z, A, σ) ⊗min C → C(S1)⊗ [(l∞(B)⊗min C)/(c∞(B)⊗min C)].
Proof: We first show that the last sentence in the lemma follows from the rest. Representing everything on
Hilbert spaces and forming the spatial tensor and crossed products, we easily see that C∗(Z, A, σ) ⊗min C =
C∗(Z, A ⊗min C, σ ⊗ idC). Moreover, clearly
lim
n→∞
(vn ⊗ 1)x(vn ⊗ 1)∗ = (σ ⊗ idC)(x)
for all x ∈ A⊗min C. (Check on the algebraic tensor product.) The first part of the lemma (applied to both A
and A⊗min C) therefore implies that ϕ extends continuously to an injective homomorphism
ϕ : C∗(Z, A, σ)⊗min C → C(S1)⊗ [l∞(B ⊗min C)/c∞(B ⊗min C)].
Now l∞(B)⊗minC is a subalgebra of l∞(B ⊗min C). (Represent B faithfully on a Hilbert spaceH1, and represent
l∞(B) faithfully on l2(N) ⊗ H1 in the obvious way. Represent C faithfully on another Hilbert space H2, and
compare the spatial tensor products as represented on l2(N)⊗H1 ⊗H2.) Since
c∞(B)⊗min C = c∞(C)⊗min B ⊗min C = c∞(B ⊗min C),
the inclusion of l∞(B)⊗min C in l∞(B ⊗min C) gives an injective homomorphism
[l∞(B)⊗min C]/[c∞(B) ⊗min C]→ l∞(B ⊗min C)/c∞(B ⊗min C).
One immediately checks that the range of ϕ is contained in the image of
C(S1)⊗
[
[l∞(B) ⊗min C]/[c∞(B)⊗min C]
]
.
This gives the desired extension.
We now prove the first part of the lemma. The hypotheses immediately imply that
(v1, v2, . . . ) · (a, a, . . . ) · (v1, v2, . . . )∗ − (σ(a), σ(a), . . . ) ∈ c∞(B)
for all a ∈ A. Therefore
a 7→ piB(a, a, . . . ) and u 7→ piB(v1, v2, . . . )
define a homomorphism from C∗(Z, A, σ) to l∞(B)/c∞(B). Moreover, a 7→ piB(a, a, . . . ) is injective. So
a 7→ 1⊗ piB(a, a, . . . ) and u 7→ z ⊗ piB(v1, v2, . . . )
define an injective homomorphism from C∗(Z, A, σ) to C(S1)⊗ [l∞(B)/c∞(B)] by Lemma 2.5.
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Lemma 2.7. Let B a separable nuclear unital C*-algebra, let A be a subalgebra of B which contains the
identity, and let σ ∈ Aut(A) be approximately inner in B. Then the homomorphism C∗(Z, A, σ) → C(S1) ⊗
[l∞(B)/c∞(B)] of the previous lemma has a lifting to a unital completely positive map C
∗(Z, A, σ)→ C(S1)⊗
l∞(B).
Proof: This now follows immediately from Lemma 2.4, using C∗(Z, A, σ) in place of A, C(S1) ⊗ l∞(B) in
place of B, and C(S1)⊗ c∞(B) in place of J. The ideal C(S1)⊗ c∞(B) is approximately injective because it is
nuclear, and the extension to a homomorphism
C∗(Z, A, σ) ⊗min L(H)→ [C(S1)⊗ l∞(B)⊗min L(H)]/[C(S1)⊗ c∞(B)⊗min L(H)]
is obtained from the previous lemma with C = L(H).
Theorem 2.8. Let A be a separable unital exact C*-algebra. Then there exists an injective unital homomor-
phism from A to O2.
Proof: The cone C0([0, 1))⊗A is quasidiagonal by Theorem 5 of [Vc]. The C*-algebra B0 = (C0(R)⊗A)† is
the unitization of a subalgebra of C0([0, 1)) ⊗ A, hence also quasidiagonal. It is still exact by Proposition 7.1
(iii) and (vi) of [Kr4]. (Also compare with Remark 4.4 (4) of [Ws].) Therefore Corollary 2.3 provides a unital
embedding ϕ0 : B0 → O2. Let B = C∗(Z, B0, τ), where the action τ is by translation on R and is trivial on A.
We produce an embedding of B in (O2)∞ = l∞(O2)/c∞(O2) which has a lifting to a unital completely positive
map from B to l∞(O2).
Let τ1 be the automorphism of B0 which generates the action, and let ψ0 = ϕ0 ◦ τ1 : B0 → O2. Let
µ : O2⊗O2 → O2 be an isomorphism, obtained from Theorem 0.8. Define ϕ, ψ : B0 → O2 by ϕ(a) = µ(ϕ0(a)⊗1)
and ψ(a) = µ(ψ0(a)⊗1). Lemma 1.14 implies that ψ is approximately unitarily equivalent to ϕ. Thus, using the
embedding ϕ of B0 in O2, the automorphism τ1 is approximately inner in O2 in the sense of Lemma 2.6. That
lemma therefore provides an injective homomorphism from B to C(S1)⊗ (O2)∞, which has a lifting to a unital
completely positive map from B to C(S1)⊗ l∞(O2) by Lemma 2.7. It is easy to find an injective homomorphism
from C(S1) to the 2∞ UHF algebra D, and it follows from Corollary 7.5 of [Rr1] that D ⊗O2 ∼= O2. We thus
obtain an injective composite homomorphism
B −→ C(S1)⊗ (O2)∞ −→ D ⊗ (O2)∞ −→ (D ⊗O2)∞
∼=−→ (O2)∞,
with a unital completely positive lifting given by
B −→ C(S1)⊗ l∞(O2) −→ D ⊗ l∞(O2) −→ l∞(D ⊗O2) −→ l∞(O2).
The crossed product B = C∗(Z, B0, τ) is still exact, by Proposition 7.1 (v) of [Kr4]. Lemma 2.2 therefore
provides an injective unital homomorphism γ : B → O2. Now B contains as a subalgebra C∗(Z, C0(R)⊗A)) ∼=
C(S1)⊗K ⊗A, and this subalgebra in turn contains an isomorphic copy A0 of A. Let p ∈ B be the identity of
A0. Then
γ|A0 : A0 → γ(p)O2γ(p)
is a unital embedding of A in γ(p)O2γ(p) ∼= O2, as desired.
3. Tensor products with O2 and O∞
In this section, we prove that if A is a simple separable unital nuclear C*-algebra, then O2 ⊗ A ∼= O2, and
that if, in addition, A is purely infinite, then O∞ ⊗ A ∼= A. The key technical point is that if A is separable,
nuclear, unital, purely infinite, and simple, and if ω ∈ βN − N, then the relative commutant of the image of A
in the ultrapower Aω , the algebra of bounded sequences in A modulo those that vanish at ω, is again purely
infinite and simple. Once we have this simplicity result, the rest of the proof that O∞ ⊗ A ∼= A is done by
essentially the same methods as those of [Rr3]. (We actually prove, for future use elsewhere, a somewhat more
general statement. This disguises the similarity with [Rr3] a little.)
We begin by establishing notation for ultrapowers.
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Notation 3.1. We adopt the following notation regarding ultrapowers and associated objects. Let D be a
C*-algebra. Then (as in Notation 2.1) l∞(D) denotes the C*-algebra of bounded sequences with values in D.
For any d = (d1, d2, . . . ) ∈ l∞(D), the function n 7→ ‖dn‖ is bounded and thus defines a continuous function
on the Stone-Cˇech compactification βN of N. Therefore for each ω ∈ βN− N, the limit limn→ω ‖dn‖ exists. In
particular, it makes sense to define limn→ω dn = 0 to mean limn→ω ‖dn‖ = 0. We then define a closed ideal
cω(D) in l
∞(D) and the corresponding quotient by
cω(D) = {d ∈ l∞(D) : lim
n→ω
dn = 0} and Dω = l∞(D)/cω(D).
Denote the quotient map by pi
(D)
ω : l∞(D)→ Dω. If D is clear from the context, we sometimes write piω. Note
that ‖pi(D)ω (d)‖ = limn→ω ‖dn‖.
We will regard D as a subalgebra of Dω via the diagonal embedding of D in l
∞(D).
If A is a subalgebra of a C*-algebra B, we denote by A′ ∩B the relative commutant of A in B. In particular,
with the identification above, we denote by D′ ∩Dω the relative commutant of D in Dω.
Remark 3.2. If F is a finite dimensional C*-algebra, then pi
(F )
ω is an isomorphism. More generally, if F is
finite dimensional and D is arbitrary, then pi
(F⊗D)
ω defines an isomorphism (F ⊗D)ω → F ⊗Dω.
The following lemma contains the main part of the proof that A′ ∩ Aω is simple.
Lemma 3.3. Let A be a separable nuclear unital purely infinite simple C*-algebra, and let ω ∈ βN−N. Let a,
b ∈ A′ ∩ Aω be selfadjoint with sp(b) ⊂ sp(a). Then there is a nonunitary isometry s ∈ A′ ∩ Aω such that ss∗
commutes with a and s∗as = b.
Proof: Scaling both a and b by the same factor, we may assume that ‖a‖, ‖b‖ ≤ pi/2. Let v = exp(ia), and
let X = sp(v), which is a subset of S1 intersected with the right halfplane. Let z ∈ C(X) be the standard
generating unitary, z(ζ) = ζ. Then the assignments
z ⊗ 1 7→ v and 1⊗ x 7→ piω(x, x, . . . )
define a unital homomorphism ϕ : C(X)⊗A→ Aω, and similarly the assignments
z ⊗ 1 7→ exp(ib) and 1⊗ x 7→ piω(x, x, . . . )
define a unital homomorphism ψ : C(X)⊗A→ Aω.
We prove that ϕ is injective. (Note that ψ need not be injective.) To see this, note that, since A is simple,
ker(ϕ) must have the form C0(U)⊗A for some open subset U ⊂ X. If U 6= ∅, then there is a nonzero continuous
function f ∈ C0(U). This gives 0 = ϕ(f ⊗ 1) = f(v), contradicting the fact that f is a nonzero element of
C(sp(v)).
Since C(X)⊗A is nuclear, there are, by Theorem 0.3, unital completely positive maps V, W : C(X)⊗A→
l∞(A) which lift ϕ and ψ. Then V has the form V (x) = (V1(x), V2(x), . . . ) for unital completely positive maps
Vm : C(X) ⊗ A → A, and similarly W (x) = (W1(x),W2(x), . . . ) with Wm unital and completely positive. We
next want to apply Lemma 1.10, and for this we need information on the injectivity of Vm on finite dimensional
subspaces.
Choose a sequence u1, u2, . . . of unitaries in A whose linear span is dense, and let En ⊂ C(X)⊗ A be given
by
En = span{1, z ⊗ 1, z∗ ⊗ 1, 1⊗ u1, 1⊗ u∗1, . . . , 1⊗ un, 1⊗ u∗n}.
Temporarily fix n and k. For x ∈ En ⊗Mk ⊂ C(X)⊗A⊗Mk, we have (using Remark 3.2 and the definition of
cω(A) in the first step and injectivity of ϕ⊗ idMk in the second)
lim
m→ω
‖(Vm ⊗ idMk)(x)‖ = ‖(ϕ⊗ idMk)(x)‖ = ‖x‖.
Since En is finite dimensional, it follows that there is a neighborhood U of ω in βN such that for all m ∈ U ∩N,
the map Vm|En is invertible; moreover, limm→ω ‖(Vm|En)−1 ⊗ idMk ‖ = 1. This holds for all n and k.
Using Lemma 1.10, choose positive integers k(m) with k(0) ≤ k(1) ≤ · · · and such that whenever V˜ ,
W˜ : En → A are unital completely positive with V˜ injective and ‖V˜ −1 ⊗ idMk(m) ‖ ≤ 1 + 1/m, then there is
EMBEDDING OF EXACT C*-ALGEBRAS 19
a unital completely positive map T : A → A such that ‖T ◦ V˜ − W˜‖ < 2/m. Choose a decreasing sequence of
neighborhoods U1 ⊃ U2 ⊃ · · · of ω in βN such that for all m ∈ Un ∩ N we have
‖(Vm|En)−1 ⊗ idMk(m) ‖ ≤ 1 + 1/m.
Replacing Un by Un−{1, 2, . . . , n}, we may assume that N∩
⋂∞
n+1 Un = ∅. (Note that we can’t have
⋂∞
n+1 Un =
{ω}, since ω doesn’t have a countable neighborhood base. However, it is certainly true that if f : N → C is
a function such that limn→∞ supm∈Un |f(m)| = 0, then limn→ω f(n) = 0.) Lemma 1.10 now provides unital
completely positive maps Tm : A→ A such that ‖Tm ◦ Vm|En −Wm|En‖ ≤ 2/m for m ∈ (Un − Un+1) ∩ N. By
Proposition 1.7 (combined with the compactness of the closed unit ball of En), there are nonunitary isometries
sm ∈ A for m ∈ (Un − Un+1) ∩ N such that
‖s∗mVm(x)sm −Wm(x)‖ ≤ 3‖x‖/m
for all x ∈ En. Since
En ⊂ En+1 ⊂ · · · and N ∩ Un ∩ Un+1 ∩ · · · = ∅,
this estimate in fact holds for all m ∈ Un ∩ N and x ∈ En.
Define s = piω(s1, s2, · · · ). Clearly s is an isometry in Aω . It is not unitary since
‖1− ss∗‖ = lim
m→ω
‖1− sms∗m‖ = 1.
For m ∈ Un ∩N we have
‖s∗munsm − un‖ ≤ ‖Vm(1 ⊗ un)− un‖+ ‖Wm(1⊗ un)− un‖+ 3/m.
Fix n and let m → ω. The last term on the right certainly converges to 0. The first two terms do so as well
because, recalling our identification of A as a subalgebra of Aω, we have piω(V (1⊗un)) = piω(W (1⊗un)) = un.
Thus limm→ω ‖s∗munsm − un‖ = 0 for each fixed n. It follows that s∗uns = un for all n. Using z ⊗ 1 in place of
1⊗un, we also obtain s∗vs = exp(ib). Since un and exp(ib) are unitary, Lemma 1.11 implies that ss∗ commutes
with un and v.
Since ss∗ commutes with un and s
∗uns = un, we have
sun = ss
∗uns = unss
∗s = uns.
Since u1, u2, . . . span a dense subspace of A, this implies that s ∈ A′ ∩Aω .
Since ss∗ commutes with v, it also commutes with v∗, and it follows that x 7→ s∗xs = s∗[ss∗xss∗]s is a
homomorphism from the unital C*-algebra generated by v to Aω . So s
∗f(v)s = f(s∗vs) for every continuous
function f on sp(v). Taking f = −i log, we obtain s∗as = b. This completes the proof.
Proposition 3.4. Let A be a separable nuclear unital purely infinite simple C*-algebra, and let ω ∈ βN − N.
Then A′ ∩ Aω is unital, simple, and purely infinite.
Proof: Obviously A′ ∩Aω is unital. We show that every nonzero hereditary subalgebra B of A′∩Aω contains
a projection e 6= 1 which is Murray-von Neumann equivalent to 1. (This clearly implies that A′ ∩ Aω is simple
and that every nonzero hereditary subalgebra of A′ ∩ Aω contains an infinite projection.) So choose c ∈ B
selfadjoint with 1 ∈ sp(c). Apply the previous lemma with a = c and b = 1 to obtain a nonunitary isometry
s ∈ A′ ∩Aω such that s∗cs = 1 and the projection e = ss∗ commutes with c. By construction, e is Murray-von
Neumann equivalent to 1. Furthermore, ece = s(s∗cs)s∗ = e, and from ec = ce we get cec = (ece)2 = e2 = e.
Therefore e ∈ B.
We note that the proposition can be proved without knowing that the isometry of Lemma 3.3 can be chosen
to be nonunitary. One still gets from the proof above that each A′ ∩ Aω is simple and either purely infinite or
isomorphic to C. It follows from [AP2] that A has a nontrivial central sequence, that is, a sequence a ∈ l∞(A)
such that pi∞(a) ∈ A′ ∩A∞ but for which there is no sequence z ∈ l∞(Z(A)) satisfying limn→∞ ‖an − zn‖ = 0.
From this it is possible to deduce that there is at least one ω0 ∈ βN−N such that A′ ∩Aω0 6∼= C. One can then
show that A′ ∩ A∞ contains a unital copy of O∞. For every other ω ∈ βN− N, the image of this subalgebra in
A′ ∩ Aω is nontrivial, so also A′ ∩ Aω 6∼= C.
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Definition 3.5. Let A and B be separable unital C*-algebras. An asymptotically central inclusion of A in B
is a sequence of unital injective homomorphisms ϕn : A → B such that ‖ϕn(a)b − bϕn(a)‖ → 0 for all a ∈ A
and b ∈ B.
The rest of the proof that O2 ⊗ A ∼= O2 was inspired by a talk by Mikael Rørdam. The following lemma is
the main remaining part.
Lemma 3.6. Let A be a simple separable unital nuclear C*-algebra which has an asymptotically central inclu-
sion of O2. Then A ∼= O2.
Proof: We have a unital homomorphism ϕ : O2 → A by assumption, and a unital homomorphism ψ : A→ O2
by Theorem 2.8. Furthermore, ψ ◦ ϕ is approximately unitarily equivalent to idO2 by Proposition 0.7. In the
rest of the proof, we show that any two unital endomorphisms of A are approximately unitarily equivalent. In
particular, we then have ϕ ◦ ψ approximately unitarily equivalent to idA, so that A ∼= O2 by Lemma 0.6.
First observe that A is purely infinite. Indeed, clearly A is infinite. Moreover, O2 is approximately divisible
in the sense of [BKR], by Proposition 7.7 of [Rr1]. Therefore so is A. So A is purely infinite by Theorem 1.4 (a)
of [BKR].
Now let γ : A→ A be a unital endomorphism; we show that γ is approximately unitarily equivalent to idA .
Certainly γ is nuclear, unital, and completely positive, so by Proposition 1.7 there are isometries vn ∈ A such
that limn→∞ v
∗
navn = γ(a) for all a ∈ A. Choose any ω ∈ βN − N, and set v = pi(A)ω (v1, v2, . . . ), which is an
isometry in Aω. Regarding A as a subalgebra of Aω as in Notation 3.1, we have v
∗av = γ(a) for all a ∈ A. It
now follows from Lemma 1.11 that vv∗ commutes with every unitary in A, whence vv∗ ∈ A′ ∩ Aω.
Let F1 ⊂ F2 ⊂ · · · be finite selfadjoint subsets of A whose union is dense in A, and such that vnv∗n ∈ Fn. Let
s1 and s2 be the standard generating isometries of O2. The existence of an asymptotically central inclusion of
O2 in A provides unital homomorphisms σn : O2 → A such that ‖σn(x)a−aσn(x)‖ < 1n for a ∈ Fn and x in the
generating set {s1, s∗1, s2, s∗2} of O2. The definition σ(x) = pi(A)ω (σ1(x), σ2(x), . . . ) yields a unital homomorphism
σ : O2 → A′ ∩ Aω whose range also commutes with vv∗. We then calculate in K0(A′ ∩ Aω) :
[vv∗] = [σ(s1)vv
∗σ(s1)
∗ + σ(s2)vv
∗σ(s2)
∗] = 2[vv∗],
so that [vv∗] = 0 in K0(A
′ ∩Aω). Similarly [1] = 0 in K0(A′ ∩Aω). Since A′ ∩Aω is purely infinite and simple,
it follows from Theorem 1.4 and Proposition 1.5 of [Cn2] that there is w ∈ A′ ∩ Aω such that w∗w = 1 and
ww∗ = vv∗. Then u = w∗v is a unitary in Aω; moreover, for a ∈ A we have
u∗au = v∗waw∗v = v∗av = γ(a).
To show that γ is approximately unitarily equivalent to idA, let F ⊂ A be finite, with ‖a‖ ≤ 1 for a ∈ F, and
let and ε > 0. Choose (b1, b2, . . . ) ∈ l∞(A) such that pi(A)ω (b1, b2, . . . ) = u. Without loss of generality, ‖bn‖ ≤ 1
for all n. There is a neighborhood U of ω in βN such that, for every n ∈ U ∩ N, the unitary un = bn(b∗nbn)−1/2
satisfies ‖un− bn‖ ≤ ε3 , and also ‖b∗nabn− γ(a)‖ < ε3 for all a ∈ F. Choose one such n; then ‖u∗naun− γ(a)‖ < ε
for all a ∈ F.
Theorem 3.7. Let A be a simple separable unital nuclear C*-algebra. Then O2 ⊗A ∼= O2.
Proof: Let B =
⊗∞
1 O2, which we think of as lim−→
⊗n
1 O2. Obviously there is an asymptotically central
inclusion of O2 in B. So there is also an asymptotically central inclusion of O2 in B ⊗ A. The previous lemma
therefore implies that B ∼= O2 and B ⊗A ∼= O2. So O2 ⊗A ∼= O2.
Remark 3.8. It is actually possible to get this far (except for Theorem 1.15, which we haven’t used yet) with
only a unital (necessarily injective) homomorphism O2 ⊗ O2 → O2. Then one would get O2 ⊗ O2 ∼= O2 as a
corollary to the previous theorem. However, there doesn’t seem to be a way to get such a homomorphism which
is simpler than going through much of Rørdam’s proof of the isomorphism.
We now turn to the proof that O∞⊗A ∼= A. For use elsewhere, we prove a somewhat more general statement,
in which O∞ is replaced by a subalgebra of B ⊂ A′ ∩ Aω. We will eventually take B =
⊗∞
1 O∞, but for now
we merely assume that it is separable, that it contains the unit of A′ ∩Aω , and that the two obvious maps from
B to B ⊗min B are approximately unitarily equivalent.
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Lemma 3.9. (Compare with Propositions 2.7 and 2.8 of [EfR].) Let B be a separable unital C*-algebra.
Suppose that the two maps α, β : B → B ⊗min B, given by
α(b) = b⊗ 1 and β(b) = 1⊗ b,
are approximately unitarily equivalent. Then B is simple and nuclear.
Proof: We prove nuclearity first. This argument is taken from [EfR]. By hypothesis there is a sequence
u1, u2, . . . of unitaries in B⊗minB such that limn→∞ un(b⊗1)u∗n = 1⊗b for all b ∈ B. Choose cn in the algebraic
tensor product B ⊗alg B with ‖cn‖ ≤ 1 and limn→∞ ‖cn − un‖ = 0. Then also limn→∞ cn(b ⊗ 1)c∗n = 1 ⊗ b for
all b ∈ B. Choose any state ω on B, and define Tn : B → B by
Tn(b) = (ω ⊗ idB)(cn(b⊗ 1)c∗n).
Note that ω⊗idB : B⊗minB → B is well defined, unital, and completely positive. (See, for example, Proposition
IV.4.23 (i) of [Tk].) Since ‖cn‖ ≤ 1, the maps Tn are thus completely positive contractions.
For fixed n, write cn =
∑m
j=1 xj ⊗ yj with xj , yj ∈ B. Then
Tn(b) =
m∑
j, k=1
ω(xjbx
∗
k)yjy
∗
k,
so that Tn has finite rank (at most m
2). We further have
‖Tn(b)− b‖ = ‖(ω ⊗ idB)(cn(b ⊗ 1)c∗n)− (ω ⊗ idB)(1 ⊗ b)‖ ≤ ‖cn(b ⊗ 1)c∗n − 1⊗ b‖,
which converges to 0 as n→∞. Thus, we have shown that idB is a pointwise norm limit of completely positive
contractions. So B is nuclear. (It is not necessary to require that the approximating maps be unital. See the
comment after Theorem 0.2.)
Now we prove simplicity. Suppose B has a nontrivial ideal J. As in the proof of Proposition 2.7 of [EfR], if
b ∈ J then b⊗ 1 ∈ J ⊗min B but b⊗ 1 6∈ B ⊗min J. However, with un as in the first paragraph of the proof, we
have
u∗n(1 ⊗ b)un ∈ B ⊗min J and limn→∞u
∗
n(1⊗ b)un = b⊗ 1,
which implies b⊗ 1 ∈ B ⊗min J. This contradiction shows that B is simple.
We can now write simply ⊗ instead of ⊗min for tensor products involving B.
Lemma 3.10. Let A, B, and C be separable unital C*-algebras, and let ω ∈ βN−N. Let S(b) = (S1(b), S2(b), . . . )
and T (c) = (T1(c), T2(c), . . . ) define unital completely positive maps from B and C respectively to l
∞(A) such
that piω ◦ S and piω ◦ T are unital homomorphisms whose images lie in A′ ∩ Aω . For any finite subsets F ⊂ A,
G ⊂ B, and H ⊂ C, and any k and ε > 0, there is a neighborhood U of ω such that for every n ∈ U ∩ N, we
have
‖Tn(c)Sk(b)− Sk(b)Tn(c)‖ < ε, ‖Tn(c)a− aTn(c)‖ < ε, and ‖Tn(c1c2)− Tn(c1)Tn(c2)‖ < ε,
for all a ∈ F, b ∈ G, and c, c1, c2 ∈ H.
Proof: This is immediate.
The following lemma is closely related to Lemmas 2 and 3 of [Rr3].
Lemma 3.11. Let A be a separable unital C*-algebra, let ω ∈ βN − N, and let B ⊂ A′ ∩ Aω be a unital
subalgebra which satisfies the hypotheses of Lemma 3.9. Then there is a unital homomorphism ϕ : B ⊗A→ A
such that the map a 7→ ϕ(1⊗ a) is approximately unitarily equivalent to idA .
Proof: Since B is nuclear (by Lemma 3.9), its inclusion in Aω lifts to a unital completely positive map Q :
B → l∞(A). We write this map as Q(b) = (Q1(b), Q2(b), . . . ) for unital completely positive maps Qn : B → A.
Choose finite selfadjoint subsets
F1 ⊂ F2 ⊂ · · · ⊂ A and G1 ⊂ G2 ⊂ · · · ⊂ B
whose unions are dense in A and B. Using the hypothesis on B, choose unitaries uk ∈ B ⊗ B such that
‖uk(b⊗ 1)u∗k − 1⊗ b‖ < 2−k for b ∈ Gk. Choose bk ∈ B ⊗B in the algebraic tensor product and so close to uk
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that the unitary z = bk(b
∗
kbk)
−1/2 satisfies ‖z(b⊗ 1)z∗− 1⊗ b‖ < 2 · 2−k for b ∈ Gk. Write bk =
∑l
j=1 d
(1)
j ⊗ d(2)j
(suppressing the dependence on k on the right). There are then a finite set G′k ⊂ B (containing Gk and all d(i)j )
and εk > 0 such that whenever S, T : B → A are unital completely positive maps such that
‖S(bc)− S(b)S(c)‖ < εk, ‖T (bc)− T (b)T (c)‖ < εk, ‖S(b)T (c)− T (c)S(b)‖ < εk,
‖S(b)a− aS(b)‖ < εk, and ‖T (b)a− aT (b)‖ < εk
for a ∈ Fk and b, c ∈ G′k, then there is a unitary v ∈ A (close to
∑l
j=1 S(d
(1)
j )T (d
(2)
j )) such that
‖vS(b)v∗ − T (b)‖ < 3 · 2−k and ‖vav∗ − a‖ < 2−k
for a ∈ Fk and b ∈ Gk. Constructing the G′k and εk in order, we may assume that G′k ⊂ G′k+1 and εk > εk+1
for all k, and that εk → 0.
Now use the previous lemma to choose inductively n(1) < n(2) < · · · such that
‖Qn(1)(bc)−Qn(1)(b)Qn(1)(c)‖ < ε1 and ‖Qn(1)(b)a− aQn(1)(b)‖ < ε1
for a ∈ F1 and b, c ∈ G′1, and
‖Qn(k+1)(bc)−Qn(k+1)(b)Qn(k+1)(c)‖ < εk+1, ‖Qn(k+1)(b)a− aQn(k+1)(b)‖ < εk+1,
and
‖Qn(k+1)(b)Qn(k)(c)−Qn(k)(c)Qn(k+1)(b)‖ < εk
for a ∈ Fk and b, c ∈ G′k+1. The previous paragraph gives a unitary vk ∈ A such that
‖vkQn(k+1)(b)v∗k −Qn(k)(b)‖ < 3 · 2−k and ‖vkav∗k − a‖ < 2−k
for a ∈ Fk and b ∈ Gk.
Define a unitary wn ∈ A by wk = v1v2 · · · vk−1. Since
∑∞
k=1 2
−k <∞ and ⋃∞n=1 Fk is dense in A, one checks
that α(a) = limk→∞ wkaw
∗
k exists for all a ∈ A. Clearly α is a unital homomorphism from A to A which is
approximately unitarily equivalent to idA . Also,
‖wk+1Qn(k+1)(b)w∗k+1 − wkQn(k)(b)w∗k‖ < 3 · 2−k
for b ∈ Gk, so β(b) = limn→∞ wkQn(k)(b)w∗k exists for b ∈ B. Clearly β(bc) = β(b)β(c) for b, c ∈
⋃∞
n=1G
′
k, so β
is a unital homomorphism from B to A. Moreover, for a ∈ Fk and b ∈ Gk, we have
‖(wkaw∗k)(wkQn(k)(b)w∗k)− (wkQn(k)(b)w∗k)(wkaw∗k)‖ = ‖aQn(k)(b)−Qn(k)(b)a‖ < εk,
and limk→∞ εk = 0. It follows that the ranges of α and β commute. Since B ⊗max A = B ⊗ A, the desired
homomorphism ϕ : B ⊗A→ A can be defined by the formula ϕ(b ⊗ a) = α(a)β(b).
Proposition 3.12. Under the hypotheses of Lemma 3.11, we have B ⊗A ∼= A.
Proof: Since B is nuclear, we write ⊗ rather than ⊗min for tensor products involving B.
We follow the proof of the theorem following Lemma 3 in [Rr3]. Let β : B ⊗ A→ A be the homomorphism
of Lemma 3.11, and let α : A → B ⊗ A be the homomorphism α(a) = 1 ⊗ a. We know from Lemma 3.11 that
β ◦ α is approximately unitarily equivalent to idA . We show that α ◦ β is approximately unitarily equivalent to
idB⊗A . By Lemma 0.6, this will imply that B ⊗A ∼= A.
By the definition of approximate unitary equivalence, there is a sequence w1, w2, . . . of unitaries in A such
that
lim
n→∞
‖wnβ(α(a))w∗n − a‖ = 0
for all a ∈ A. The hypothesis on B provides a sequence v1, v2, . . . of unitaries in B ⊗B such that
lim
n→∞
‖vn(x⊗ 1)v∗n − 1⊗ x‖ = 0
for all x ∈ B. Note that for x, y ∈ B, the elements α(β(x ⊗ 1)) and y ⊗ 1 of B ⊗A commute. Therefore there
is a homomorphism σ : B ⊗B → B ⊗A satisfying
σ(x⊗ 1) = α(β(x ⊗ 1)) and σ(1 ⊗ y) = y ⊗ 1.
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Define un = (1⊗wn)σ(vn). Using the fact that σ(vn) commutes with α(β(1⊗a)) for a ∈ A and 1⊗wn commutes
with x⊗ 1 = limn→∞ σ(vn)α(β(x ⊗ 1))σ(vn)∗ for x ∈ B, we obtain as in [Rr3] limn→∞ unα(β(c))u∗n = c for all
c ∈ B ⊗A.
Lemma 3.13. Let A be a separable unital C*-algebra, let ω ∈ βN − N, and let B ⊂ A′ ∩ Aω be a separable
nuclear unital subalgebra. Let C be a separable nuclear unital C*-algebra, and let ϕ : C → A′ ∩ Aω be a
unital homomorphism. Then there is a unital homomorphism ψ : C → A′ ∩Aω whose image lies in the relative
commutant of B.
Proof: Since B and C are nuclear, there are unital completely positive maps S : B → l∞(A) and T :
C → l∞(A) such that piω ◦ S is the inclusion of B and piω ◦ T = ϕ. Write S(b) = (S1(b), S2(b), . . . ) and
T (c) = (T1(c), T2(c), . . . ). Choose finite subsets
F1 ⊂ F2 ⊂ · · · ⊂ A, G1 ⊂ G2 ⊂ · · · ⊂ B, and H1 ⊂ H2 ⊂ · · · ⊂ C
whose unions are dense. Using Lemma 3.10, choose n(1)n(2), · · · ∈ N such that
‖Tn(k)(c)Sk(b)− Sk(b)Tn(k)(c)‖ < 1
k
, ‖Tn(k)(c)a− aTn(k)(c)‖ < 1
k
,
and
‖Tn(k)(c1c2)− Tn(k)(c1)Tn(k)(c2)‖ < 1
k
for all a ∈ Fk, b ∈ Gk, and c, c1, c2 ∈ Hk. Then define ψ(c) = piω(Tn(1)(c), Tn(2)(c), . . . ).
Theorem 3.14. Let A be a separable nuclear unital purely infinite simple C*-algebra. Then O∞ ⊗A ∼= A.
Proof: Let B =
⊗∞
1 O∞, which we think of as the direct limit over n of Bn =
⊗n
1 O∞, with maps b 7→ b⊗ 1.
We apply Proposition 3.12 with this B. Clearly B is separable, unital, and nuclear. We need to check two more
conditions.
First, we must embed B as a unital subalgebra of A′∩Aω . Now A′∩Aω is purely infinite simple by Proposition
3.4, so certainly contains a unital copy of O∞. Using the previous lemma and induction, we obtain unital
homomorphisms ϕn : Bn → A′ ∩ Aω such that ϕn+1(b ⊗ 1) = ϕn(b) for b ∈ Bn. Taking direct limits gives a
unital homomorphism ϕ : B → A′ ∩ Aω. This homomorphism is injective because B is simple.
The second condition to check is that the two maps α(b) = b ⊗ 1 and β(b) = 1 ⊗ b, from B to B ⊗ B, are
approximately unitarily equivalent.
For F ⊂ O∞, let F (n) ⊂ Bn be the set of all 1 ⊗ · · · ⊗ 1 ⊗ b ⊗ 1 ⊗ · · · ⊗ 1, with b ∈ F, and where b is
in the k-th tensor factor for some k with 1 ≤ k ≤ n. Also let ψn : Bn → B be the inclusion. It suffices
to show that for each finite F ⊂ O∞, each n, and each ε > 0, there exists a unitary v ∈ B ⊗ B such that
‖v(ψn(x) ⊗ 1)v∗ − 1⊗ ψn(x)‖ < ε for all x ∈ F (n).
Now clearly B has an asymptotically central inclusion of O∞. It follows that B is approximately divisible
in the sense of [BKR]. Since B is simple and infinite, it is purely infinite by Theorem 1.4 (a) of [BKR]. So
Theorem 3.3 of [LP2] implies that the maps from O∞ to B ⊗ B, given by x 7→ ψ1(x) ⊗ 1 and x 7→ 1 ⊗ ψ1(x),
are approximately unitarily equivalent. Approximating unitaries in B by ones in the terms of the direct system,
we find that for F and ε as above there is N and u ∈ BN ⊗ BN such that, with 1m denoting the identity of⊗m
1 O∞, we have
‖u[(b⊗ 1N−1)⊗ 1N ]u∗ − 1N ⊗ (b⊗ 1N−1)‖ < ε
for all b ∈ F. Taking the tensor product of this with itself n times, we find that v0 = u⊗· · ·⊗u ∈
⊗n
1 (BN ⊗BN)
satisfies
‖v0(1⊗ · · · ⊗ 1⊗ [(b ⊗ 1N−1)⊗ 1N ]⊗ 1⊗ · · · ⊗ 1)v∗0 − 1⊗ · · · ⊗ 1⊗ [1N ⊗ (b⊗ 1N−1)]⊗ 1⊗ · · · ⊗ 1‖ < ε
for all b ∈ F and with (b ⊗ 1N−1)⊗ 1N in any of the n factors BN ⊗ BN . Rearranging this using associativity
of the tensor product, we obtain a unitary v ∈ BNn ⊗BNn such that
‖v[(x⊗ 1(N−1)n)⊗ 1Nn]v∗ − 1Nn ⊗ (x ⊗ 1(N−1)n)‖ < ε
for all x ∈ F (n). Embedding BNn in B completes the proof that α and β are approximately unitarily equivalent.
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We now apply Proposition 3.12, obtaining B⊗A ∼= A. Taking in particular A = O∞, we obtain O∞ ∼= B⊗O∞.
But clearly B ⊗O∞ ∼= B. So we can replace B by O∞, getting O∞ ⊗A ∼= A.
4. Exact continuous fields
This section consists of various preparatory results on (exact) continuous fields of C*-algebras which will
be used in the next section to obtain continuous embeddings of continuous fields in O2. We start with several
general results, on tensor products, pullbacks, and representations, and then go on to apply the results of Section
1 to continuous fields whose section algebras are exact. We obtain a discrete version of continuous embedding:
Fibers over nearby points have embeddings in O2 which are close in a suitable sense. In the next section, we
show how to make continuously varying choices of the embeddings.
Continuous fields of C*-algebras are taken to be as defined in Chapter 10 of [Dx]. For notation, if A is a
continuous field over X, then we denote by A(x) the fiber over x ∈ X and by Γ(A) the set of all continuous
sections of A. We briefly recall the axioms for Γ(A) ([Dx], 10.1.2 and 10.3.1):
(1) Each A(x) is a C*-algebra.
(2) The section space Γ(A) is a subspace of the set-theoretic product
∏
x∈X A(x) which is closed under
addition, scalar multiplication, multiplication, and adjoint.
(3) The set {a(x) : a ∈ Γ(A)} is dense in A(x) for all x. (Proposition 10.1.10 of [Dx] shows that, in the
presence of the other axioms, this is equivalent to requiring that {a(x) : a ∈ Γ(A)} = A(x) for all x.)
(4) For every a ∈ Γ(A) the function x 7→ ‖a(x)‖ is continuous.
(5) The section space Γ(A) is closed under local uniform approximation. That is, if a is a section, and
if for every x0 ∈ X and ε > 0 there exists a neighborhood U of x0 and a continuous section b such that
‖a(x)− b(x)‖ < ε for x ∈ U, then a is continuous.
It follows from Axiom (5) that the pointwise scalar product of a continuous function on X and a continuous
section of A is again a continuous section of A. (See Proposition 10.1.9 of [Dx].)
More general bundles, in which (4) is weakened to merely require that the norms of sections be upper
semicontinuous, are in some ways more natural. (See [HK] for a general discussion, mostly in the context of
Banach spaces.) However, the results of this and the next section have no possibility of being true for them.
We denote by evx the evaluation map a 7→ a(x) from Γ(A) to A(x). We say that A is unital if each A(x)
is unital and the section x 7→ 1A(x) is continuous. Note that it is possible to have every A(x) unital but the
section x 7→ 1A(x) discontinuous.
We start with several general results on continuous fields.
Proposition 4.1. Let X be a compact Hausdorff space, let A be a continuous field of C*-algebras over X,
and let B be a nuclear C*-algebra. Then there is a continuous field A ⊗ B of C*-algebras over X, such that
(A⊗B)(x) = A(x) ⊗B and Γ(A⊗B) = Γ(A)⊗B.
Proof: This is (i) implies (v) of Theorem 3.2 of [KW].
The cases we need are B =Mn and B = K, which can be handled a little more directly.
Lemma 4.2. Let X be a topological space, and let A be a continuous field of C*-algebras over X. Then there is
a continuous field A† of C*-algebras over X such that A†(x) is the unitization A(x)† for every x ∈ X, and such
that the continuous sections of A† are the sections of the form a(x) = a0(x) + λ(x) · 1A(x)† for a0 a continuous
section of A and λ : X → C continuous.
Proof: We define A†(x) = A(x)† for each x. (Recall that we add a new identity to A(x) even if it already has
one.) We take the continuous sections of A† to be as in the statement. Axioms (1), (2), and (3) are obvious.
Axiom (5) is easily checked using the fact that A(x)† = A(x) ⊕ C as a Banach space. This leaves axiom (4).
Considering a(x)∗a(x), we see that it suffices to consider sections a(x) = a0(x) + λ(x) · 1A(x)† with a(x) ≥ 0
for all x. In this case, the corresponding function λ is nonnegative and a0 is selfadjoint. Let f : C → R be
f(t) = max(Re(t), 0). By Proposition 10.3.3 of [Dx], the section x 7→ f(a0(x)) is continuous. Now
‖a(x)‖ = λ(x) + sup sp(a0(x)) = λ(x) + ‖f(a0(x))‖,
which is continuous.
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Lemma 4.3. Let f : X → Y be a continuous map of topological spaces, and let A be a continuous field over
Y. Then there is a continuous field f∗(A) over X such that f∗(A)(x) = A(f(x)) for all x ∈ X, and such that
the continuous sections of f∗(A) are the locally uniform limits (in the sense implicit in Axiom (5)) of sections
of the form x 7→ a(f(x)) for a ∈ Γ(A).
Proof: It is immediate from the corresponding axioms for A that f∗(A) satisfies axioms (1) and (3). Axiom
(5) for f∗(A) follows from the construction of Γ(f∗(A)) as the set of locally uniform limits of a set of sections.
Axioms (2) and (4) hold for the set of sections of the form x 7→ a(f(x)) for a ∈ Γ(A), and are preserved under
passage to locally uniform limits, so also hold for Γ(f∗(A)).
Lemma 4.4. Let X be a locally compact Hausdorff space, let U ⊂ X be open, and let A0 be a unital continuous
field of C*-algebras over U. Then there is a unital continuous field A of C*-algebras over X such that A(x) =
A0(x) for x ∈ U and A(x) = C for x 6∈ U, and such that a section a is continuous if and only if there is a
continuous function λ : X → C and a continuous section a0 of A0 for which x 7→ ‖a0(x)‖ vanishes at infinity on
U, such that a(x) = λ(x) · 1A(x) for x 6∈ U and a(x) = λ(x) · 1A(x) + a0(x) for x ∈ U.
Proof: One checks directly that the given set of sections satisfies the definition of a unital continuous field of
C*-algebras.
The following definition and lemma do not work very well for more general bundles (for which the norm of
a section is only required to be upper semicontinuous).
Definition 4.5. Let X be a topological space, and let A be a continuous field of C*-algebras over X. A
representation of A in a C*-algebra D is a family ϕ = (ϕx)x∈X of homomorphisms ϕx : A(x) → D which is
continuous in the following sense: for every continuous section a of A, the function x 7→ ϕx(a(x)) is continuous
from X to D. The representation is called injective if every ϕx is injective.
In this terminology, a continuous field is Hilbert continuous (Definition 3.3 of [Rf]) if it has an injective
representation in some L(H).
Lemma 4.6. Let X be a topological space, let A be a continuous field of C*-algebras over X, and let ϕ =
(ϕx)x∈X be a representation of A in some C*-algebraD. Suppose ϕx is injective for every x is some dense subset
S of X. Then ϕx is injective for every x ∈ X.
Proof: Let x ∈ X, and suppose ϕx is not injective. Choose an element a ∈ ker(ϕx) with ‖a‖ = 1. By
Proposition 10.1.10 of [Dx], there is a continuous section b of A such that b(x) = a. By continuity of x 7→ ‖b(x)‖
and x 7→ ϕx(b(x)), there is a neighborhood U of x such that ‖b(y)‖ > 3/4 and ‖ϕy(b(y))‖ < 1/4 for y ∈ U.
Choose y ∈ U ∩ S. Then b(y) is an element of A(y) such that ‖ϕy(b(y))‖ < ‖b(y)‖, so ϕy is not injective. This
contradiction proves the lemma.
We will work with continuous fields satisfying the exactness conditions given in the following theorem, essen-
tially in [KW].
Theorem 4.7. Let X be a compact metric space, and let A be a continuous field of C*-algebras over X, with
Γ(A) separable. Then the following conditions are equivalent:
(1) The section algebra Γ(A) is an exact C*-algebra.
(2) Every fiber A(x) is an exact C*-algebra, and the identity maps of the fibers
idA(x) : A(x)→ Γ(A)/{a ∈ Γ(A) : evx(a) = 0} = A(x)
are locally liftable, that is, for every finite dimensional operator system E ⊂ A(x) the inclusion of E in A(x) has
a unital completely positive lifting to a map from E to Γ(A).
(3) Every fiber A(x) is an exact C*-algebra, and for every C*-algebra B, the tensor product bundle A⊗minB
(as described in the introduction to [KW]) is a continuous field.
(4) Every fiber A(x) is an exact C*-algebra, and for a separable infinite dimensional Hilbert space H, the
tensor product bundle A⊗min L(H) is a continuous field.
Proof: Note that if Γ(A) is exact, then the fibers A(x), being quotients of Γ(A), are exact by Proposition 7.1
(ii) of [Kr4]. So the equivalence of the first three conditions (and some others) is Theorem 4.6 of [KW]. That
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(3) implies (4) is immediate. The proof that (4) implies (2) is derived from Theorem 3.2 of [EH] in the same
way that Lemma 2.4 is derived from Theorem 3.4 of [EH].
Lemma 4.8. Let X be a compact metric space, and let A be a continuous field of C*-algebras over X, with
Γ(A) separable. Let A† be the unitization (as in Lemma 4.2). Then Γ(A) is exact if and only if Γ(A†) is exact.
Proof: There is a split short exact sequence
0 −→ Γ(A) −→ Γ(A†) −→ C(X) −→ 0.
The result therefore follows from Proposition 7.1 (vi) of [Kr4].
Proposition 4.9. Let X be a compact metric space, and let A be a continuous field of C*-algebras over X
with nuclear fibers A(x), and with Γ(A) separable. Then A satisfies the conditions of the previous theorem.
Proof: By Theorem 0.3, the maps idA(x) are in fact liftable, so condition (2) of Theorem 4.7 holds.
The rest of this section is devoted to the proof that if Γ(A) is separable and exact, then nearby fibers have
nearby embeddings in O2.
Lemma 4.10. Let X be a compact metric space, let A be a unital continuous field of C*-algebras over X
such that Γ(A) is separable and exact, and let a1, . . . , am be continuous sections of A. Let x0 ∈ X. Then
for every ε > 0 there exists a neighborhood U of x0 in X such that for all x ∈ U there are injective unital
homomorphisms ϕx : A(x0)→ O2 and ψx : A(x) → O2, and unital completely positive maps Sx : A(x0)→ O2
and Tx : A(x)→ O2, satisfying
‖Sx(al(x0))− ψx(al(x))‖ < ε and ‖Tx(al(x)) − ϕx(al(x0))‖ < ε
for 1 ≤ l ≤ m.
Proof: By considering the real and imaginary parts of the given sections (and using ε/2 in place of ε), we
may assume without loss of generality that a1, . . . , am are selfadjoint. Similarly, we may assume that ‖al‖ ≤ 1
for all l.
We next reduce to the case in which 1, a1(x0), . . . , am(x0) are linearly independent. In the general case, we
may number the al in such a way that 1, a1(x0), . . . , am0(x0) are linearly independent and am0+1(x0), . . . , am(x0)
are linear combinations of 1, a1(x0), . . . , am0(x0). Assume the lemma holds for a1, . . . , am0 . Set a0 = 1. For
m0 + 1 ≤ l ≤ m, write
al(x0) =
m0∑
j=0
αjlaj(x0),
with αjl ∈ C, and then define a˜l =
∑m0
j=0 αjlaj. Then the a˜l are also continuous sections, and a˜l(x0) = al(x0).
Set
α = 1 + max
m0+1≤l≤m
m0∑
j=0
|αjl|.
Choose U so small that the conclusion of the lemma holds for a1, . . . , am0 , with ε/(2α) in place of ε, and also
so small that ‖a˜l(x) − al(x)‖ < ε/2 for x ∈ U and m0 + 1 ≤ l ≤ m. The resulting homomorphisms ϕx and ψx,
and unital completely positive maps Sx and Tx, then satisfy
‖Sx(al(x0))− ψx(al(x))‖ < ε
2α
and ‖Tx(al(x)) − ϕx(al(x0))‖ < ε
2α
for 1 ≤ l ≤ m0. Hence, for m0 + 1 ≤ l ≤ m we have
‖Sx(al(x0))− ψx(al(x))‖ ≤
m0∑
j=0
|αjl|‖Sx(aj(x0))− ψx(aj(x))‖ + ‖ψx‖‖a˜l(x)− al(x)‖ < ε.
Similarly,
‖Tx(al(x))− ϕx(al(x0))‖ ≤ ‖Tx‖‖al(x) − a˜l(x)‖ +
m0∑
j=0
|αjl|‖Tx(aj(x)) − ϕx(aj(x0))‖ < ε.
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This proves the reduction.
We now assume that 1, a1, . . . , am are selfadjoint, have norm at most 1, and are linearly independent at x0.
Set E = span(1, a1(x0), . . . , am(x0)); then E is a finite dimensional operator system contained in A(x0). By local
liftability (Theorem 4.7 (2)), there is a unital completely positive map S : E → Γ(A) such that evx ◦S = idE .
Let bl = S(al(x0)), so that bl is a continuous section of A satisfying bl(x0) = al(x0). Choose an open set
U0 ⊂ X, containing x0, such that ‖bl(x)− al(x)‖ < ε/4 for all x ∈ U0. Define S(0)x : E → A(x) by S(0)x = evx ◦S.
Then S
(0)
x is unital and completely positive, and ‖S(0)x (al(x0)) − al(x)‖ < ε/4 for all x ∈ U0. Use Theorem
2.8 to find an injective unital homomorphism ψx : A(x) → O2. Since O2 is nuclear, Proposition 0.4 provides a
unital completely positive map Sx : A(x0) → O2 such that ‖Sx(al(x0)) − ψx(S(0)x (al(x0)))‖ < ε/4. This gives
‖Sx(al(x0))− ψx(al(x))‖ < ε/2, for all x ∈ U0.
We still need Tx. Choose, using Lemma 1.10, an integer n such that whenever V : E → A(x) andW : E → O2
are two unital completely positive maps such that V is injective and ‖V −1 ⊗ idMn ‖ ≤ 1+ ε/4, there is a unital
completely positive map Q : A(x) → O2 such that ‖Q ◦ V −W‖ < ε/2. We now claim that there is an open
set U1 ⊂ X, containing x0, such that S(0)x is injective and ‖(S(0)x )−1 ⊗ idMn ‖ ≤ 1 + ε/4 for all x ∈ U1. Let
{eij : 1 ≤ i, j ≤ n} be a system of matrix units for Mn. Set N = (m+ 1)n2, and consider the set of N sections
{cl : 1 ≤ l ≤ N} = {eij ⊗ 1 : 1 ≤ i, j ≤ n} ∪ {eij ⊗ al : 1 ≤ l ≤ m, 1 ≤ i, j ≤ n}
of the continuous field Mn⊗A. (See Lemma 4.1.) Note that c1(x0), . . . , cN(x0) are linearly independent. Define
a compact subset S ⊂ CN by
S = {(λ1, . . . , λN ) ∈ CN : ‖λ1c1(x0) + · · ·+ λNcN (x0)‖ = 1}.
If the claim is false, there is a sequence (yk) of distinct points in X such that yk → x0, and such that there are
elements (λ
(k)
1 , . . . , λ
(k)
N ) ∈ S satisfying
‖λ(k)1 c1(yk) + · · ·+ λ(k)N cN (yk)‖ <
1
1 + ε/4
.
Passing to a subsequence, we may assume that λl = limk→∞ λ
(k)
l exists for each l. By the Tietze extension
theorem, there are continuous functions fl on X such that fl(yk) = λ
(k)
l for all k and fl(x0) = λl. Then
c = f1c1+ · · ·+ fNcN is a continuous section with ‖c(x0)‖ = 1 and lim infx→x0 ‖c(x)‖ ≤ 11+ε/4 , a contradiction.
This proves the claim.
Set U = U0 ∩U1. Let x ∈ U. Choose (using Theorem 2.8) some injective unital homomorphism ϕx : A(x0)→
O2. From above, we have ‖S(0)x (al(x0)) − al(x)‖ < ε/4 < ε/2. Furthermore, V = S(0)x : E → A(x) and
W = ϕx|E : E → O2 are unital completely positive maps such that V is injective and ‖V −1⊗ idMn ‖ ≤ 1+ ε/4.
Therefore, by the choice of n and Lemma 1.10, there is a unital completely positive map Tx : A(x) → O2 such
that ‖Tx ◦ S(0)x |E − ϕx|E‖ < ε/2. It follows that
‖Tx(al(x)) − ϕx(al(x0))‖ ≤ ‖al(x)− S(0)x (al(x0))‖ + ‖Tx ◦ S(0)x (al(x0))− ϕx(al(x0))‖ <
ε
2
+
ε
2
= ε,
as desired.
Proposition 4.11. Let X, A, and a1, . . . , am be as in Lemma 4.10. Assume we are given, for each x ∈ X, an
injective unital homomorphism ιx : A(x)→ O2. Define ρ0 : X ×X → [0,∞) by
ρ0(x, y) = inf
T
max
1≤l≤m
‖T (al(x)) − ιy(al(y))‖,
where the infemum is taken over all unital completely positive maps T : A(x)→ O2. Then
(1) ρ0(x, y) does not depend on the choice of the homomorphisms ιx.
(2) ρ0 is continuous on X ×X.
(3) ρ0(x, x) = 0 and ρ0(x, z) ≤ ρ0(x, y) + ρ0(y, z) for x, y, z ∈ X.
Proof: Part (1) is immediate from the fact (Theorem 1.15) that any two injective unital homomorphisms
from A(y) to O2 are approximately unitarily equivalent.
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We next prove (3). We get ρ0(x, x) = 0 by taking T = ιx. For the triangle inequality, let x, y, z ∈ X, and let
ε > 0. Without loss of generality ‖al(y)‖ ≤ 1 for all l. Choose unital completely positive maps S : A(x) → O2
and T : A(y)→ O2 such that
max
1≤l≤m
‖S(al(x)) − ιy(al(y))‖ ≤ ρ0(x, y) + ε
3
and max
1≤l≤m
‖T (al(y))− ιz(al(z))‖ ≤ ρ0(y, z) + ε
3
.
Apply Lemma 1.10 with A = A(y), B1 = B2 = O2, E = span(1, a1(y), . . . , am(y)), δ = 0, V = ιy|E (so
that ‖V −1‖cb = 1), and W = T |E, to obtain a unital completely positive map R : O2 → O2 such that
‖R ◦ ιy|E − T |E‖ < ε/3. Then R ◦ S : A(x)→ O2 is unital and completely positive and satisfies
‖(R ◦ S)(al(x))− ιz(al(z))‖
≤ ‖R‖‖S(al(x)) − ιy(al(y))‖+ ‖(R ◦ ιy)(al(y))− T (al(y))‖ + ‖T (al(y))− ιz(al(z))‖
<
(
ρ0(x, y) +
ε
3
)
+
ε
3
+
(
ρ0(y, z) +
ε
3
)
= ρ0(x, y) + ρ0(y, z) + ε.
This shows that ρ0(x, z) ≤ ρ0(x, y) + ρ0(y, z) + ε, and we let ε→ 0.
For continuity (part (2)), let x0, y0 ∈ X and let ε > 0. Use the previous lemma to choose neighborhoods U
of x0 and V of y0 such that for x ∈ U, both ρ0(x0, x) and ρ0(x, x0) are less than ε/2, and similarly ρ0(y0, y),
ρ0(y, y0) < ε/2 for y ∈ V. Then for x ∈ U and y ∈ V,
ρ0(x, y) ≤ ρ0(x, x0) + ρ0(x0, y0) + ρ0(y0, y) < ρ0(x0, y0) + ε,
and similarly ρ0(x, y) > ρ0(x0, y0)− ε.
Remark 4.12. Let X, A, and a1, . . . , am be as in Lemma 4.10, and suppose that all the fibers of A are nuclear.
(In this case, exactness of Γ(A) is automatic, by Proposition 4.9.) Then the definition of the function ρ0 of the
previous proposition can be reformulated to look much more like a distance:
ρ0(x, y) = inf
T
max
1≤l≤m
‖T (al(x)) − al(y)‖,
where the infemum is taken over all unital completely positive maps T : A(x)→ A(y).
To see this, let ρ˜0(x, y) denote the expression on the right hand side. Obviously, ρ0(x, y) ≤ ρ˜0(x, y). For the
reverse inequality, let S : A(x)→ O2 satisfy
max
1≤l≤m
‖S(al(x)) − ιy(al(y))‖ < ρ0(x, y) + ε
2
.
Since A(y) is nuclear, there are n and unital completely positive maps Q0 : A(y) → Mn and R : Mn → A(y)
such that ‖R(Q0(al(y))) − al(y)‖ < ε2 for 1 ≤ l ≤ m. The Arveson extension theorem (Theorem 6.5 of [Pl])
gives a unital completely positive map Q : O2 →Mn such that Q|ιy(A(y)) = Q0 ◦ ι−1y . Set T = R ◦Q ◦ S, giving
ρ˜0(x, y) ≤ max
1≤l≤m
‖T (al(x))− al(y)‖
≤ ‖R‖‖Q‖ max
1≤l≤m
‖S(al(x))− ιy(al(y))‖ + max
1≤l≤m
‖(R ◦Q ◦ ιy)(al(y))− al(y)‖ < ρ0(x, y) + ε.
The square root in the following proposition comes from the one in Lemma 1.12. It can’t be removed, as
follows from Remark 6.11.
Proposition 4.13. Let X and A be as in Lemma 4.10, and let u1, . . . , um be continuous unitary sections of A.
Define ρ : X ×X → [0,∞) by
ρ(x, y) = sup
ϕ,ψ
inf
v∈U(O2)
max
1≤l≤m
‖vϕ(ul(x))v∗ − ψ(ul(y))‖,
where the supremum runs over the (nonempty) sets of injective unital homomorphisms ϕ : A(x) → O2 and
ψ : A(y)→ O2. Then ρ is a continuous pseudometric on X (that is, a metric except that possibly ρ(x, y) could
be zero with x 6= y). Moreover, if ρ0 is as in the previous proposition, using u1, . . . , um in place of a1, . . . , am,
then
ρ(x, y) ≤ 11
√
max(ρ0(x, y), ρ0(y, x)).
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Proof: It follows from Theorem 2.8 that every A(x) posesses an injective unital homomorphism to O2,
and from Theorem 1.15 that any two such homomorphisms are approximately unitarily equivalent. We can
therefore rewrite the definition of ρ as follows: For each x ∈ X, choose and fix an injective unital homomorphism
ϕx : A(x)→ O2. Then
ρ(x, y) = inf
v∈U(O2)
max
1≤l≤m
‖vϕx(ul(x))v∗ − ϕy(ul(y))‖.
From this formula, it is obvious that ρ is a pseudometric. (Note that ρ(x, y) can be at most 2 for any x and y.)
It remains to prove the estimate
ρ(x, y) ≤ 11
√
max(ρ0(x, y), ρ0(y, x)).
(Continuity of ρ follows from this estimate and the previous corollary, using the fact that ρ is a pseudometric.)
Equivalently, we prove that for all ε > 0, there is v ∈ U(O2) such that
‖vϕ(ul(x))v∗ − ψ(ul(y))‖ < ε+ 11
√
max(ρ0(x, y), ρ0(y, x))
for 1 ≤ l ≤ m.
Fix x and y, and let ε > 0. Choose ε0 > 0 so small that
2ε0 + 11
√
max(ρ0(x, y), ρ0(y, x)) + 3ε0 ≤ ε+ 11
√
max(ρ0(x, y), ρ0(y, x)).
The definition of ρ0 gives unital completely positive maps
S0 : ϕx(A(x))→ O2 and T0 : ϕy(A(y))→ O2
such that
‖S0(ϕx(ul(x))) − ϕy(ul(y))‖ < ρ0(x, y) + ε0 and ‖T0(ϕy(ul(y)))− ϕx(ul(x))‖ < ρ0(y, x) + ε0
for 1 ≤ l ≤ m. Since O2 is nuclear, it follows from Proposition 0.4 that there are unital completely positive
maps
S : O2 → O2 and T : O2 → O2
such that
‖S(ϕx(ul(x))) − ϕy(ul(y))‖ < ρ0(x, y) + 2ε0 and ‖T (ϕy(ul(y)))− ϕx(ul(x))‖ < ρ0(y, x) + 2ε0.
Proposition 1.7 provides isometries s, t ∈ O2 such that
‖s∗ϕx(ul(x))s − ϕy(ul(y))‖ < ρ0(x, y) + 3ε0 and ‖t∗ϕy(ul(y))t− ϕx(ul(x))‖ < ρ0(y, x) + 3ε0.
Now Lemma 1.12 provides a unitary z ∈ O2 ⊗O2 such that
‖z(1⊗ ϕx(ul(x)))z∗ − 1⊗ ϕy(ul(y))‖ < 11
√
max(ρ0(x, y), ρ0(y, x)) + 3ε0.
Let µ : O2 ⊗ O2 → O2 be an isomorphism (Theorem 0.8). Then a 7→ µ(1 ⊗ a) is approximately unitarily
equivalent to idO2 (by Proposition 0.7), so there is a unitary w ∈ O2 such that
‖wµ(1 ⊗ ϕx(ul(x)))w∗ − ϕx(ul(x))‖ < ε0 and ‖wµ(1⊗ ϕy(ul(y)))w∗ − ϕy(ul(y))‖ < ε0
for 1 ≤ l ≤ m. Set v = wµ(z)w∗. Then one checks that
‖vϕx(ul(x))v∗ − ϕy(ul(y))‖ < 2ε0 + 11
√
max(ρ0(x, y), ρ0(y, x)) + 3ε0
≤ ε+ 11
√
max(ρ0(x, y), ρ0(y, x)).
The following two definitions will simplify the notation and terminology in several lemmas in the next section.
Definition 4.14. Let X be a topological space, and let A and B be two continuous fields of C*-algebras over
X with given continuous sections a1, . . . , am of A and b1, . . . , bm of B. If ϕ and ψ are representations of A and B
in a C*-algebra D, then we define the sectional distance dS(ϕ, ψ) between ϕ and ψ (with respect to a1, . . . , am
and b1, . . . , bm) to be
dS(ϕ, ψ) = sup
x∈X
max
1≤l≤m
‖ϕx(al(x))− ψx(bl(x))‖.
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We suppress the sections al and bl in the notation, since they will always be clear from the context. We use the
same notation for representations ϕ(1) and ϕ(2) of two different restrictions A|X×{y1} and A|X×{y2} of a single
continuous field over X × Y with a single set of sections a1, . . . , am :
dS(ϕ
(1), ϕ(2)) = sup
x∈X
max
1≤l≤m
‖ϕ(1)x (al(x, y1))− ϕ(2)x (al(x, y2))‖.
Sometimes ϕ(1) and ϕ(2) will be restrictions ϕ|X×{y1} and ϕ|X×{y2} of the same representation ϕ, and the
obvious notation will also be used in this case.
Definition 4.15. Let X and Y be compact metric spaces, with metric dY on Y. Let A be a unital continuous
field of C*-algebras over X × Y, with continuous unitary sections u1, . . . , um such that for each (x, y) ∈ X × Y
the elements u1(x, y), . . . , um(x, y) generate A(x, y) as a C*-algebra. Let ρ : [0,∞) → [0,∞) be a nondecreas-
ing function with limt→0 ρ(t) = ρ(0) = 0. We say that A is (X, ρ)-embeddable (with respect to the sections
u1, . . . , um) in a unital C*-algebra D if:
(1) For every y ∈ Y there is an injective unital representation of A|X×{y} in D.
(2) If ϕ(1) and ϕ(2) are injective unital representations of A|X×{y1} and A|X×{y2} in D, then for ε > 0
there exists a continuous unitary function w : X → D such that the representation wϕ(1)w∗, given by a 7→
w(x)ϕ
(1)
x (a)w(x)∗ for a ∈ A(x), satisfies
dS(wϕ
(1)w∗, ϕ(2)) < ε+ ρ(dY (y1, y2)).
Remark 4.16. Let Y be a compact metric space, and let A be a unital continuous field of C*-algebras over Y,
with Γ(A) separable and exact. We can apply the terminology of the previous definition to A by taking X to
be a one point space, so that Y = X × Y. Proposition 4.13 now asserts that if m continuous unitary sections
are given which generate A(y) for each y, then A is (X, ρ)-embeddable in O2 for a suitable ρ. If ρ0 is as in the
statement of the proposition, then
ρ(r) = sup
dY (y1,y2)≤r
11
√
max(ρ0(y1, y2), ρ0(y2, y1))
will work. (The relation limt→0 ρ(t) = 0 follows from the continuity of ρ0 and the compactness of Y.)
5. Continuous embedding of exact continuous fields
Let A be a continuous field of C*-algebras over a compact metric space X, with Γ(A) separable, exact, and
unital. In the previous section, we have shown that the fibers of A over nearby points of X have embeddings in
O2 which are close in a suitable sense. In this section, we use the methods of Haagerup and Rørdam [HR] to
make, over a sufficiently nice space X, a continuous selection of these embeddings, so as to obtain a continuous
representation of A in O2. It is not clear how general X can be in our argument, but certainly any compact
manifold or finite CW complex is covered. The methods of Blanchard [Bl] cover more general spaces, but our
approach has the advantage of giving better information about how close the embeddings of nearby fibers really
are. We illustrate this for X = [0, 1], by showing that if the function ρ0 of Proposition 4.11 (which gives an
abstract distance between fibers) is Lipα, then there is a Lipα/2 representation of A in O2. In the next section,
we will apply our results to give a Lip1/2 representation of the field of rotation algebras in O2, which is as good
as the representation of this field in L(H) in [HR].
The first five lemmas of this section are essentially one dimensional, with a parameter space carried along.
They enable us to treat the case X = [0, 1]n by induction on n. Four of these lemmas are simply modifications
of lemmas in [HR], the modifications being the parameter space, the need to make do with approximate com-
mutativity in some places where [HR] has exact commutativity, and the need to handle more general distance
estimates than Lip1/2 .
The following definition is useful for describing our version of Lemma 5.1 of [HR].
Definition 5.1. Let X be a topological space, let E be a Banach space, and let [α, β] be an interval in R.
A function ξ : X × [α, β] → E will be called smooth in the [α, β] direction if for every n the n-th derivative
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dn
dtn
ξ(x, t) exists for every (x, t) ∈ X × [α, β], and is jointly continuous in x and t. The function ξ is piecewise
smooth in the [α, β] direction if there is a partition α = t0 < t1 < · · · < tn = β such that ξ|X×[tj−1,tj ] is smooth
in the [tj−1, tj ] direction for 1 ≤ j ≤ n.
It might be more appropriate to allow the break points tj in the definition of piecewise smoothness to depend
continuously on x ∈ X, but the definition we give suffices for our purposes.
Lemma 5.2. Let A be a unital C*-algebra, and let B ⊂ A be a unital subalgebra with B ∼= O2. Let X be a
topological space, and let v : X → U(B′ ∩A) be a continuous function from X to the unitary group of B′ ∩ A.
Then there is a function u : X× [0, 1]→ U(B) which is smooth in the [0, 1] direction and such that for all x ∈ X
we have:
(1) u(x, 0) = 1 and u(x, 1) = v(x).
(2)
∥∥ d
dtu(x, t)
∥∥ ≤ 9 for all t ∈ [0, 1].
(3) ‖[u(x, t), a]‖ ≤ 4‖[v(x), a]‖ for all t ∈ [0, 1] and a ∈ B′ ∩ A.
(4)
∥∥[ d
dtu(x, t), a
]∥∥ ≤ 9‖[v(x), a]‖ for all t ∈ [0, 1] and a ∈ B′ ∩ A.
(5)
∥∥ d
dt [u(x, t)au(x, t)
∗]
∥∥ ≤ 45‖[v(x), a]‖ for all t ∈ [0, 1] and a ∈ B′ ∩ A.
Proof: The proof of Lemma 5.1 of [HR] works essentially as is, using B′ ∩ A in place of M and B ∼= O2
in place of M ′, and just carrying along the extra parameter x. The homomorphisms used there become pi, ρ :
M3 → B and p˜i, ρ˜ : M3 ⊗ (B′ ∩ A) → A. We take w and h as there, and the element called v there becomes
z(x) = diag(v(x)∗, 1, v(x)). We define
u(x, t) = p˜i
(
exp(ith)z(x) exp(−ith)z(x)∗
)
· ρ˜
(
exp(ith)z(x) exp(−ith)z(x)∗
)
.
The proofs of the estimates are exactly the same as in [HR].
Lemma 5.3. Let X be a compact Hausdorff space, let v : X → U(O2) be continuous, let S ⊂ O2 be compact,
and let ε > 0. Then there is a function u : X × [0, 1]→ U(O2) which is piecewise smooth in the [0, 1] direction,
and such that for all x ∈ X we have:
(1) u(x, 0) = 1 and u(x, 1) = v(x).
(2)
∥∥ d
dtu(x, t)
∥∥ ≤ 9 + ε for all t ∈ [0, 1].
(3) ‖[u(x, t), a]‖ ≤ 4‖[v(x), a]‖ + ε for all t ∈ [0, 1] and a ∈ S.
(4)
∥∥[ d
dtu(x, t), a
]∥∥ ≤ 9‖[v(x), a]‖+ ε for all t ∈ [0, 1] and a ∈ S.
(5)
∥∥ d
dt [u(x, t)au(x, t)
∗]
∥∥ ≤ 45‖[v(x), a]‖+ ε for all t ∈ [0, 1] and a ∈ S.
Proof: Let R = supa∈S ‖a‖. Choose ε1 > 0 so small that
(10 + 8R)ε1 + ε
2
1 < ε.
Choose 0 < δ < 1 so small that
9
(
1
1− δ − 1
)
< ε1 and 9
(
1
1− δ − 1
)
· 2R < ε1
2
.
Choose 0 < ε0 < 1 so small that the quantities
6ε0, 6Rε0,
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1− δ · 6ε0,
2
δ
arcsin
(
3ε0
2
)
, and
4
δ
arcsin
(
3ε0
2
)
R
are all less than ε1. Choose a finite set F ⊂ S such that every element of S is within ε0 of an element of F, and
a finite subset G ⊂ U(O2) such that every v(x), for x ∈ X, is within ε0 of an element of G.
Let ϕ : O2 ⊗ O2 → O2 be an isomorphism (Theorem 0.8). Then by Proposition 0.7 the homomorphism
a → ϕ(1 ⊗ a) is approximately unitarily equivalent to idO2 . Therefore there is a unitary w ∈ O2 such that
‖wϕ(1 ⊗ b)w∗ − b‖ < ε0 for b ∈ F ∪ G. Replacing ϕ by wϕ(·)w∗ , we may assume that ‖ϕ(1 ⊗ b) − b‖ < ε0 for
b ∈ F ∪ G. If now a ∈ S, then consideration of b ∈ F with ‖a − b‖ < ε0 shows that ‖ϕ(1 ⊗ a) − a‖ < 3ε0.
Similarly, ‖ϕ(1⊗ v(x)) − v(x)‖ < 3ε0 for all x ∈ X.
