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Abstract. For two-dimensional Euler equation on the torus, we prove that
the L∞ norm of the gradient can grow superlinearly for some infinitely smooth
initial data. We also show the exponential growth of the gradient for finite
time.
1. Introduction.
In this note, we are dealing with two-dimensional Euler equation. We will write
the equation for vorticity in the following form
θ˙ = ∇θ · u, u = ∇⊥ζ = (ζy ,−ζx), ζ = ∆−1θ, θ(x, y, 0) = θ0(x, y)
and θ is 2π–periodic in both x and y (e.g., the equation is considered on the torus
T). We assume that θ0 has zero average over T and then ∆
−1 is well-defined since
the Euler flow is area-preserving and the average of θ(·, t) is zero as well.
The global existence of the smooth solution for smooth initial data is well-known
[2]. It is also known that the gradient does not grow faster than the double ex-
ponential. On the other hand, the lower bounds for the gradient’s norm are not
studied well. There are some results on the infinite (not faster than linear) growth
of the gradient for a domain with the boundary [4, 5] or an annulus [3].
We will prove the following results. The proofs are inspired by the recent preprint
[1].
Theorem 1.1. There is θ0(x, y) ∈ C∞(T) such that
1
T 2
T∫
0
‖∇θ(·, t)‖∞dt→ +∞ (1)
as T → +∞.
That implies the infinite superlinear growth of the time average of the gradient.
Theorem 1.2. For any T > 0, there is θ0(x, y) ∈ C∞(T) with ‖∇θ0(x, y)‖∞ ≤ 10,
such that ‖∇θ(x, y, t)‖∞ > 0.1 exp(T/2) for some t < T .
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That shows the possibility of the exponential growth over any (fixed) period of
time.
2. Infinite superlinear growth.
We start with several lemmas. We always assume that θ0(x, y) is infinitely smooth
and its average over T is zero. The following result is borrowed from the recent
preprint by A. Kiselev and F. Nazarov [1].
Lemma 2.1. Decompose θ(x, y, t) = P1θ + P2θ, where P1 is the Fourier projector
to the unit sphere on Z2. If ‖P2θ(·, 0)‖2 ≤ ǫ, then ‖P2θ(·, t)‖2 . ǫ for any t > 0.
Proof. The following invariants are well-known∫
T
θ2dxdy = C1,
∫
T
θζdxdy = C2
Subtraction gives
∑
n2
1
+n2
2
>1
(
1− 1
n21 + n
2
2
)
|θˆ(n, t)|2 = const
on the Fourier side. Since (
1− 1
n21 + n
2
2
)
∼ 1
outside the unit sphere, we have the statement of the lemma.
We also need the following elementary result on the preservation of some sym-
metries.
Lemma 2.2. If θ0 is even (i.e. θ0(x, y) = θ0(−x,−y), then so is θ(·, t). If θ0 is
invariant with respect to rotation by π/2 degrees around the origin, then so is θ(·, t).
Proof. Assume that θ(x, y, t) is the solution. We need to show that ψ1(x, y, t) =
θ(−x,−y, t) and ψ2(x, y, t) = θ(−y, x, t) both are solutions as well. Then, the
uniqueness of the solution to Cauchy problem would yield the statement of the
lemma. Notice that
ψ˙1 = ψ1xζ˜y − ψ1y ζ˜x
where ζ˜(x, y) = ζ(−x,−y). But we also have
ζ(−x,−y) = ∆−1ψ1
as can be easily verified on the Fourier side. Therefore, ψ1 solves Euler equation.
For ψ2,
ψ˙2 = ψ2xζ˘y − ψ2y ζ˘x
where
ζ˘(x, y, t) = ζ(−y, x, t)
On the other hand,
ζ(−y, x, t) =
∑
n∈Z2
e−in1y+in2x
θˆ(n1, n2, t)
n21 + n
2
2
∆−1ψ2(x, y, t) =
∑
n∈Z2
ein1x+in2y
ψˆ2(n1, n2, t)
n21 + n
2
2
(2)
ψˆ2(n1, n2, t) = (2π)
−2
∫
T
e−in1x−in2yθ(−y, x, t)dxdy = θˆ(−n2, n1, t)
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after obvious change of variables. Changing indices j1 = −n2, j2 = n1 in (2), we
get ζ˘ = ∆−1ψ2 and therefore ψ2 solves the Euler equation.
Obviously, the symmetries considered follow immediately from the symmetries of
the multiplier (n21 + n
2
2)
−1. Another symmetry preserved is θ(x, y, t) = −θ(y, x, t).
The proof of this fact is similar but we are not going to use it. The following
elementary lemma will be used later
Lemma 2.3. If aj > 0 and
∞∑
j=1
aj <∞
then
1
N2
N∑
j=1
a−1j → +∞
as N → +∞.
Proof. We have
min
xj>0,x1+...+xn≤σ
n∑
j=1
x−1j = σ
−1n2
Since
τN =
N∑
j=N/2
aj → 0
as N →∞, we have
1
N2
N∑
j=1
a−1j ≥
1
N2
N∑
j=N/2
a−1j ≥
1
4τN
→ +∞
as N → +∞.
Before giving the proof to the theorem 1, we notice that the function θ∗(x, y, t) =
cos(x) + cos(y) has spectrum on the unit sphere. Therefore, ζ = θ∗ and θ∗ is
a stationary solution. It is even and invariant with respect to rotation by π/2
degrees. The flow generated by it is
∇⊥ζ = (− sin y, sinx)
and it is hyperbolic at the points Dj = π(j1, j2) where j1 mod 2 6= j2 mod 2.
One can consider, e.g., the points A1 = (π, 0), A2 = (0, π) and their 2π–translates.
The proofs will be based on certain stability of θ∗ and perturbation theory around
the hyperbolic scenario which (without nonlinear term) leads to infinite exponential
growth of the gradient for suitably chosen initial data. The idea is this: we will
show that away from the points Dj the direction of the flow is basically the same
as without nonlinearity. Therefore, if we place the bump at Dj , the area around
Dj and inside the level set of this bump will be gradually exhausted by the flow.
But since the total area is preserved, this will be manifested through narrowing of
the “chanel of exhaustion” thus leading to collapse of two level sets and therefore
growth of the gradient.
Proof of theorem 1. Let δ > 0 be small and Uδ be the disc of radius
√
δ centered
at origin. Denote its 2π–translates on R2 be Uˆδ. Consider the new orthogonal
coordinate system with the origin at O1 = A1 = (π, 0) and axes ξ : y = x − π,
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η : y = π− x, the orientation is positive. The relation to the original coordinates is
then
ξ =
y + x− π√
2
, η =
y − x+ π√
2
In this coordinate system, take the rectangle Πδ = {|ξ| < 0.1, |η| < δ}. Rotate it
around the origin by π/2 degrees in the original coordinate system and denote the
rectangle obtained by Π′δ. Consider all 2π–translates of Πδ and Π
′
δ and denote the
collection of all rectangles obtained this way by Πˆδ.
Consider θ0(x, y) having the following properties:
(1) θ0 is 2π–periodic on R
2, even, and is invariant with respect to π/2–rotation
around the origin.
(2) θ0(x, y) = θ
∗(x, y) outside Uˆδ and Πˆδ.
(3) In new coordinates (ξ, η), θ0 = f(ξ, η) in Πδ. The function f , defined on Πδ,
is even, −1 ≤ f ≤ 4, the level set for f = 4 is the segment {η = 0, |ξ| ≤ 0.08},
the level set for f = 3 is an ellipse(
ξ
0.09
)2
+
(
η
δ/2
)2
= 1
(4) Inside Uδ, we let θ0 = θ
∗ − φδ, where φδ ∈ C∞0 (Uδ), is positive, spherically
symmetric, and such that ∫
T
θ0(x, y)dxdy = 0
(5) θ0(x, y) is infinitely smooth. That can be achieved by the obvious smooth
welding along the edge of Πδ.
(6) ‖θ0‖∞ ≤ 10.
The existence of such θ0 is obvious. Then, the solution θ(x, y, t) exists globally
and is infinitely smooth. Due to the lemma 2.2, it is even, 2π–periodic, and is
invariant under the π/2–rotation around the origin. Therefore, it must also be even
with respect to all points Dj . The function ζ(x, y, t) is therefore also even with
respect to the origin and Dj. If so, ∇⊥ζ = 0 at the origin and at Dj , so we have
θ(O, t) = const, θ(Dj , t) = const, and these points do not move under the flow.
Write θ = θ∗ + ψ. By construction,
‖ψ(·, 0)‖2 . δ1/2
and lemma 2.1 gives
‖P2θ(·, t)‖ . δ1/2
Since ‖θ∗‖2 = 2π, we have
|‖θ(·, 0)‖2 − 2π| . δ1/2 (3)
and, because the L2 norm is preserved by the flow, we have (3) for any time.
Therefore, ∑
n2
1
+n2
2
=1
|θˆ(n1, n2, t)|2 = 1+ O(δ1/2) (4)
The symmetries for θ yield
θˆ(n1, n2, t) = θˆ(−n1,−n2, t) = θˆ(−n2, n1, t)
INFINITE SUPERLINEAR GROWTH OF THE GRADIENT. . . 5
for the Fourier coefficients. That implies θˆ(n, t) is a constant on the unit sphere
and (4) shows that this constant is 1/2 +O(δ1/2). This, of course, implies that
‖ψ(·, t)‖2 . δ1/2
Since ‖θ0‖∞ . 1 and all Lp(T) norms are preserved under the Euler flow, we
have that
‖ψ(·, t)‖∞ . 1
Interpolation gives
‖ψ(·, t)‖p . δ 1/p, p > 2 (5)
That essentially means Lp stability of θ∗, p <∞.
Now, we need some simple perturbation estimates. We can write
∇⊥ζ = (− sin y, sinx) + (g1(x, y, t), g2(x, y, t))
where
g1 = (∆
−1ψ)y, g2 = −(∆−1ψ)x
Since ∆−1 has the kernel with logarithmic singularity at the origin, we get
|g1(2)(x, y, t)| .
∫
T
|ψ(µ, ν)|
[(x− µ)2 + (y − ν)2]1/2 dµdν .
‖ψ‖p
(2− q)1/q .
δ1/p
(2− q)1/q
where q−1 + p−1 = 1. Fix any small ǫ > 0 and arrange for δ such that
‖g1(2)(·, t)‖∞ < 0.001ǫ
From the symmetry, we also know that g1(2) are odd with respect to the origin and
points Dj. The Euler equation can be solved by the method of characteristics which
yields the equations for the flow{
x˙ = sin y − g1(x, y, t)
y˙ = − sinx− g2(x, y, t) (6)
They can be rewritten in (ξ, η) coordinates as{
ξ˙ =
√
2 cos(η/
√
2) sin(ξ/
√
2)− (g2 + g1)/
√
2
η˙ = −√2 cos(ξ/√2) sin(η/√2) + (g1 − g2)/
√
2
(7)
If α = ξ/
√
2, β = η/
√
2, then{
α˙ = cosβ sinα+ µ1
β˙ = − cosα sinβ + µ2 (8)
and ‖µ1(2)‖∞ ≤ 0.01ǫ. We have
Lemma 2.4. Consider the Cauchy problem (8) with initial data α0, β0 at time t0.
Then, if |α0| ≤ 3ǫ and |β0| ≤ 0.1, then |β(t0 + τ)| < 0.1. If 3ǫ > |α0| > 2ǫ and
|β0| < 0.1, then |α(t0 + τ)| > 3ǫ. We take τ = 1.
Proof. The inequality
|α˙| < |α|+ 0.01ǫ, |α0| ≤ 3ǫ
implies
|α(t)| < 4ǫeτ , t ∈ (t0, t0 + τ)
By taking ǫ small, we get |β(t)| < 0.1 for t ∈ (t0, t0 + τ) from the second equation.
Now we just need to notice that for α0 > 2ǫ, α(t) grows on (t0, t0 + τ) and
α˙ ≥ 0.9α− 0.01ǫ, t ∈ [t0, t0 + τ ]
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which implies
α(t0 + τ) > α0e
0.9τ − 0.01ǫ
τ∫
0
e0.9(τ−s)ds > 3ǫ
Let E(t1, t2) denote the Euler flow from time t1 to t2. E(t1, t2) is an area-
preserving diffeomorphism, symmetric with respect to points Dj . It is important
to mention that the level curve θ = 3 around O1 (which is an ellipse originally) will
always be homeomorphic to ellipse.
Consider the following sets. Take the set of points inside the θ = 3 level curve at
t = 0 (an ellipse). Consider its intersection with B3ǫ = {|α| ≤ 3ǫ, |β| < 0.1}. Denote
this set by S0. We write S0 = S
1
0 ∪S20 where S10 = S0 ∩B2ǫ. Take E(0, 1)S0. It will
be inside the tube |β| < 0.1. Intersect it with B3ǫ and take the simply-connected
component of this set containing the point O1 (which does not move under the
flow). Denote this set by S1. It has the following properties:
(1) The boundary of S1 consists of the part of θ(·, 1) = 3 level curve and parts of
the vertical segments α = ±3ǫ.
(2) The area |S1| ≤ |S10 | = |S0| − |S20 |. That simply follows from the lemma 2.4
since S20 will be carried away from B3ǫ by the flow.
(3) S1 contains the part of the level curve θ(·, 1) = 4 which is symmetric with
respect to the origin and connects the following points: the origin and P 1±,
where α-coordinate of P 1± is ±3ǫ, respectively (i.e., they lie on the left and
right sides of S1). Indeed, it follows from the fact that B2ǫ–part of this level
curve for t = 0 will stay inside the tube |β| < 0.1 and its edges (P 0± ) will be
carried away from B3ǫ at time 1.
(4) From the previous property we get that in the decomposition S1 = S
1
1 ∪ S21 ,
the set S21 is not empty and has a positive area.
We then inductively define the sets Sn for all times tn = n. All properties given
above will hold true. In particular,
|Sn+1| ≤ |Sn| − |S2n|
which implies
∞∑
n=0
|S2n| <∞ (9)
For each n, S2n is symmetric with respect to O1. Consider its right part. The sides
α = 2ǫ, α = 3ǫ contain the points of the level curve: θ = 4. Therefore, we have the
trivial estimate
|S2n| & ǫ‖∇θ(ξn, n)‖−1∞
where ξn is some point inside S
2
n. The application of lemma 2.3 now yields
lim
N→∞
1
N2
N∑
n=0
‖∇θ(·, n)‖∞ = +∞
The obvious modification of this argument gives (1). ✷
Remark. By time scaling, we can show that the initial norm of the gradient can be
taken as small as we like. We believe, though, that there is an exponential growth of
the gradient in our scenario, not just superlinear. For instance, the Euler evolution
of the bump in the exterior hyperbolic flow in R2 allows much better estimates than
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superlinear. In that case, a simple multiscale argument allows to “cut out” more
and more weight from the domain around zero. This is due to the fact that the Lp
norm of the solution around zero will decrease substantially in time. That we can
not guarantee for the periodic case.
Notice that the shear flow typically yields only linear growth of the gradient. We
never succeeded in applying our method to perturbation of the shear flow (which is
generated by another stable stationary solution, say, θ∗(x, y) = cosx).
Analogous argument works for the family of equations where ζ = ∆−γθ and
1 > γ > 1/2 (although we do not know the global existence of solution). It is an
interesting question to extend this proof to γ = 1/2 (the so-called SQG).
3. Exponential growth over finite time.
In this section, we will prove theorem 2.
Proof of theorem 2. We need the following elementary perturbation lemma
Lemma 3.1. Consider the following system of equations{
α˙ = α(1 + f1(α, β, t)) + f2(α, β, t)β
β˙ = −β(1 + g1(α, β, t)) + g2(α, β, t)α (10)
where f1(2), g1(2) are C
1–smooth and ‖f1(2)‖∞, ‖g1(2)‖∞ < ǫ ≪ 1. Then, in every
neighborhood of the origin there is a pair (α0, β0) such that the solution to the
corresponding Cauchy problem satisfies:
|α(t)| ≤ e−t/2|β0|, |β(t)| ≤ e−t/2|β0|
Proof. Consider two sectors S1 = {β > 2|α|} and S2 = {β > |α|} and take any
smooth curve γ0 = γ(0) without self-intersections connecting the sides of S1 and
lying inside S1 (see Picture 1). Let us control the evolution of this curve γ(t) under
the flow given by (10). Clearly, γ(t) is smooth at any moment t. Take some point
α0, β0 on γ(0) and consider its trajectory α(t), β(t). The second equation easily
implies that until this trajectory leaves the sector S2, we have
β0e
−2t ≤ β(t) ≤ β0e−t/2 (11)
Also, β(t) decreases. Next, take the endpoint on the curve γ(0) which lies on the
right side of S1. Let it have coordinates (α0, 2α0). The first equation of (10) shows
that
α(t)/2 < α˙(t) < 2α(t)
until the corresponding trajectory (α(t), β(t)) is inside the sector Ω+ = {α ≤ β ≤
2α, α > 0}. Clearly, α(t) increases within this time interval and we have
α0e
−2t ≤ α(t) ≤ α0e−t/2
Therefore, we can conclude that (α(t), β(t)) ∈ Ω+ for t ∈ (0, t0), where t0 =
(2 ln 2)/3. Analogous inequalities hold true for the other endpoint of γ(0), the
corresponding trajectory will not leave Ω− = {−α ≤ β ≤ −2α, α < 0} as long
as t ∈ (0, t0). It is also easy to see that all of γ(t) will be inside S2 for this time
interval. Therefore, we can take time t = t0 and consider the part of the curve γ(t0)
which has no self-intersections, connects the opposite sides of S1, and lies inside S1.
This is possible by simple topological argument since the endpoints of γ(t0) are in
the sectors Ω±. Let us call this new curve γ1. Then, we consider the evolution of
γ1 repeating the same construction again and again. We will obtain the sequence of
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curves γn which are all inside S1. Obviously, γn is a part of γ(nt0). Now, one can
easily construct the solution with needed properties by the standard approximation
argument. Indeed, for time t = nt0 consider a point on the curve γn with α = 0
(there might be many of those). Solve the equation backward obtaining the tra-
jectory. Consider the functions αn(t), βn(t) given by this trajectory up to nt0 and
let αn(t) = 0, βn(t) = βn(nt0)e
−(t−nt0)/2 for t > nt0 (see Picture 2). The functions
αn(t), βn(t), considered on [0,∞), have uniformly bounded H1(R+) norms. Indeed,
by construction and (11),
0 < βn(t) ≤ βn(0)e−t/2, |αn(t)| ≤ βn(0)e−t/2
where the last inequality follows from the fact that the trajectory is inside the sector
S2. The estimates on the derivative now easily follow from (10). By the Alaoglu
theorem, there are α(t), β(t) ∈ H1(R+), such that
αnk(t)→ α(t), βnk → β(t)
weakly inH1(R+). The Sobolev embedding is compact and so the weak convergence
in H1[0, b] implies the uniform convergence on [0, b] for any b > 0. We have
αnk(t) = αnk(0) +
t∫
0
αnk(s)[1 + f1(αnk(s), βnk(s), s)]ds
+
t∫
0
βnk(s)f2(αnk(s), βnk(s), s)ds
βnk(t) = βnk(0)−
t∫
0
βnk(s)[1 + g1(αnk(s), βnk(s), s)]ds
+
t∫
0
αnk(s)g2(αnk(s), βnk(s), s)ds
where t ∈ [0, b] and k is large. Taking k → ∞, we see that α(t), β(t) satisfy the
integral equations and therefore are solutions to (10). Obviously, we also have
0 < β(t) ≤ β(0)e−t/2, |α(t)| ≤ β(0)e−t/2
Ω+Ω−
S1
S2
γn
Picture 1
α
β
(αk(t), βk(t))
Picture 2
α
β
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Remark. The lemma 3.1 is local, i.e. the functions f1(2), g1(2) need to be defined
and smooth only around the origin.
Take any large T and consider the initial value
θ(x, y, 0) = θ∗(x, y) + φǫ(x, y)
where φǫ is supported around points Dj and 2π– translates of O. Around each
point Dj it is given by (in α, β–coordinates)
ǫφ(αǫ−1, βǫ−1)
where φ– nonnegative spherically symmetric bump with φ(0, 0) = 1 and support
inside the unit disc. Around the origin, φǫ is a similar bump chosen such that∫
T
θ(x, y, 0)dxdy = 0
Clearly, we can arrange for
‖∇θ(·, 0)‖∞ < 10
We will chose ǫ(T ) later. The solution θ will always exist, will be even, invariant
under π/2–rotation, and
θ(·, t) = θ∗(·) + ψ(·, t)
where
‖ψ(·, t)‖2 . ǫ2
as follows form lemma 2.1 and symmetries of the solution. Assume now that the
statement of the theorem is wrong and ‖∇ψ(·, t)‖∞ < 0.1 exp(T/2) + 2 for all
t ∈ [0, T ]. Since ψ is even with respect to all points Dj , its gradient there is zero
and we can write
(∆−1ψ)α(α, β) = ∇(∆−1ψ)α(α′, β′) · (α, β) (12)
The analogous formula holds for the derivative in β. Let us estimate the second
derivatives of ∆−1ψ. We consider, say, (∆−1ψ)αβ , the others can be treated simi-
larly. Since ∆−1 has a kernel with ln |z1 − z2| singularity, we get
(∆−1ψ)αβ(α, β) ∼
∫
(α−ξ)2+(β−η)2<10
(α− ξ)(β − η)
((α− ξ)2 + (β − η)2)2ψ(ξ, η)dξdη =
=
∫
10>(α−ξ)2+(β−η)2>ρ2
(α − ξ)(β − η)
((α− ξ)2 + (β − η)2)2ψ(ξ, η)dξdη +∫
(α−ξ)2+(β−η)2<ρ2
(α − ξ)(β − η)
((α − ξ)2 + (β − η)2)2 [ψ(α, β) +∇ψ(ξ
′, η′) · (ξ − α, η − β)] dξdη
The first term is not larger than
Cρ−1‖ψ‖2 . ρ−1ǫ2
in absolute value. By our assumption, the second term is dominated by CeT/2ρ.
Thus, all second derivatives of ∆−1ψ are bounded by C(ρ−1ǫ2+ρeT/2). By choosing
ρ = 0.001C−1e−T/2, ǫ = 0.001
√
ρC−1, we obtain
‖D2∆−1ψ‖∞ ≤ 0.01
for t ∈ [0, T ]. Then, the representation (12) allows to write equations for the flow
(8) as {
α˙ = cosβ sinα+ αf1 + βf2
β˙ = − cosα sinβ + αg1 + βg2 (13)
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where f1(2)(α, β, t), g1(2)(α, β, t) are uniformly smaller than 0.01. The simple modi-
fication of the argument from lemma 3.1 shows existence of the flow trajectory that
starts at the level set θ = ǫγ, γ < 1/2 and approaches the origin exponentially fast.
We therefore have ‖∇ψ‖∞ > 0.5et/2 thus giving a contradiction at t = T . ✷
Remark. Analogous argument shows the infinite exponential growth for the prob-
lems where ζ = ∆−γθ and γ > 1. For that case, it is also easy to prove that the
gradient can not grow faster than the exponential, so the exponential growth is
sharp.
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