1. Introduction {#sec1-brainsci-10-00514}
===============

As Fraisse (1984) highlighted, rhythm is difficult to define, but in general, rhythm refers to the ordered chronological patterns perceived between events (e.g., sounds and sounds) \[[@B1-brainsci-10-00514]\]. The basic components of rhythm include "pulses" that consist of the same stimulus at equal intervals, "meters" that are formed by accents on the strength and weakness of sounds, and "beats" which are time units of a certain period that are perceived by the listener due to the presence of a meter. A continuous stimulus is perceived as grouping by a metrical structure or repetition, that is, "rhythm" \[[@B2-brainsci-10-00514]\]. Thus, different combinations of various factors, such as the interval between stimuli, intensity patterns, and the presence or absence of repetition, will result in differently perceived rhythms. Although "rhythm" is a fundamental element of music, it is also important in body movements including speaking ("verbal rhythm" and "rhythmic movement"). Many people experience their bodies move naturally when they listen to music, and rhythm perception and movement are closely related. It is not difficult to imagine that the movements of dance and speech are rhythmic, but even in movements without music, such as sports, a series of smooth movements can only be made if each movement is performed at the appropriate time.

For decades, many researchers have attempted to elucidate the neural mechanisms that underlie rhythmic motor control. Most of these studies are psychophysical studies that use two kinds of finger-tapping task for humans; one is the "rhythm synchronization task" in which the participants are required to tap their finger synchronously with external/sensory cues, and the another is the "rhythm reproduction task", in which the participants memorize a specific rhythmic pattern and reproduce it by tapping. These tasks have been used to elucidate the characteristics of rhythm information processing in humans. In addition to these psychophysiological studies, there is a long history of neuropsychological studies on patients with Parkinson's disease (PD) or brain injury. These studies have suggested that the frontal cortex (including the premotor cortex, supplementary motor area (SMA)), basal ganglia, and cerebellum are involved in controlling rhythmic movements. In recent decades, functional brain imaging studies for rhythmic motor control in humans have been conducted intensively \[[@B3-brainsci-10-00514],[@B4-brainsci-10-00514],[@B5-brainsci-10-00514],[@B6-brainsci-10-00514],[@B7-brainsci-10-00514],[@B8-brainsci-10-00514],[@B9-brainsci-10-00514],[@B10-brainsci-10-00514],[@B11-brainsci-10-00514],[@B12-brainsci-10-00514],[@B13-brainsci-10-00514],[@B14-brainsci-10-00514],[@B15-brainsci-10-00514]\]. These brain imaging studies have revealed the neural substrates involved in rhythmic motor control using tapping tasks.

Here, we summarize and review neuropsychological studies on rhythmic movement deficits, as well as brain imaging studies related to the neural basis of rhythmic motor control and rhythm information processing. We subsequently discuss how each brain region contributes to the control of rhythmic movements.

2. Brain Regions Responsible for Rhythmic Movements {#sec2-brainsci-10-00514}
===================================================

2.1. Patient Studies {#sec2dot1-brainsci-10-00514}
--------------------

Early neuropsychological studies have suggested that the frontal cortex, basal ganglia, and cerebellum are involved in rhythmic tapping. Halsband et al. (1993) reported behavioral features of rhythm synchronization and reproduction tasks using the right index finger in patients with unilateral SMA lesions due to cerebral infarction \[[@B16-brainsci-10-00514]\]. The authors found that patients with left hemisphere lesions involving the SMA showed an increase in error in the reproduction task, while, interestingly, no performance deficits were observed in the synchronization task, showing that the movement itself was not impaired. This study suggests that the crucial role of SMA is in rhythm reproduction, and not in rhythm synchronization. Thus, the SMA may be involved in motor control based on internal rhythm, and not in controlling movement itself.

Picton et al. (2006) investigated the behavioral performance of patients with focal lesions in the frontal cortex in terms of rhythm synchronization and reproduction tasks at constant intervals \[[@B17-brainsci-10-00514]\]. The patients were divided into four groups based on the location of the lesion in the frontal lobe: left lateral, right lateral, inferior medial, and superior medial groups. The authors found that the patients with lesions to the right lateral frontal cortex, particularly to the ventral premotor cortex, showed an abnormally high variability in the timing of tapping with the right index finger for both the rhythm synchronization and reproduction tasks. Halsband et al. (1993) also reported that patients with lesions in the premotor cortex showed impairment of both the rhythm reproduction and synchronization tasks \[[@B16-brainsci-10-00514]\]. These two studies suggest that the premotor cortex is involved in controlling rhythmic movement itself.

Patients with PD show a variety of movement disorders, including tremor, posture, and gait impairments. Regarding rhythm generation, in the 1980s, a clinical report described a patient with PD who was impaired in performing finger-tapping tasks \[[@B18-brainsci-10-00514]\]. Since then, disability of rhythm production in patients with PD has been studied in earnest, and impairments in the performance of repetitive motor tasks, such as finger-tapping and wrist rotation, have been reported \[[@B19-brainsci-10-00514],[@B20-brainsci-10-00514],[@B21-brainsci-10-00514],[@B22-brainsci-10-00514],[@B23-brainsci-10-00514],[@B24-brainsci-10-00514],[@B25-brainsci-10-00514],[@B26-brainsci-10-00514]\]. For example, Pastor et al. (1992) used a task in which participants were required to perform flexion-extension wrist rotation at constant rates of 0.5, 1, 1.5, 2, and 2.5 Hz \[[@B24-brainsci-10-00514]\]. The authors found that patients with PD showed both less accuracy and greater variability in response intervals when performing repetitive wrist rotation at 2 and 2.5 Hz compared to healthy controls; these results suggest that the basal ganglia are involved in controlling rhythmic movements on a millisecond scale. Moreover, they also reported improvement in these impairments after dopamine administration.

Studies of focal lesions in the basal ganglia also provide information about the function of this area in controlling rhythmic movements. Schwartze et al. (2011) reported the performance on rhythm perception and reproduction in patients with damage to the basal ganglia due to stroke \[[@B27-brainsci-10-00514]\]. The participants were asked to perform a synchronization tapping task, where they had to align finger taps to tone sequences containing a tempo acceleration or tempo deceleration, and to continue tapping at the final tempo without stimuli. The authors found that damage to the basal ganglia induced more heterogeneous distribution of individual rates, as well as more variable tapping during this adaptive synchronization-reproduction task. These results confirm that lesions of the basal ganglia affect the ability to perceive and reproduce rhythm. The basal ganglia reportedly function in detecting beat or metric structure of rhythm and controlling its reproduction.

While the link between PD and the deficits of finger-tapping movements has suggested the function of the basal ganglia in rhythmic movement, some studies have provided contradictory results. For example, Spencer and Ivry (2005) reported PD patients with no impairment in the performance of finger-tapping movements \[[@B28-brainsci-10-00514]\], while Aparicio et al. (2005) reported no significant difference in performance of a finger-tapping task between the healthy control group and patients with brain damage in the left basal ganglia \[[@B29-brainsci-10-00514]\]. PD is a progressive neurodegenerative disease, and the patients are in different disease stages and under different medications. Thus, inconsistency of the results would be, to some extent, due to the variability of the patient's condition. Several functional imaging studies have elucidated the role of the basal ganglia for controlling beat-based timing \[[@B30-brainsci-10-00514],[@B31-brainsci-10-00514],[@B32-brainsci-10-00514]\]. Overall, we believe that the basal ganglia play an important role in controlling rhythmic movements.

The contribution of the cerebellum in timing control has been studied in the context of brain damage \[[@B22-brainsci-10-00514],[@B28-brainsci-10-00514],[@B33-brainsci-10-00514],[@B34-brainsci-10-00514],[@B35-brainsci-10-00514],[@B36-brainsci-10-00514],[@B37-brainsci-10-00514]\]. Spencer et al. (2003) focused on controlling discrete versus continuous movements \[[@B37-brainsci-10-00514]\]; patients with unilateral cerebellar lesions due to tumor or stroke were required to perform two motor tasks, circle drawing and finger-tapping. For a "continuous" circle drawing, the participants were instructed to draw circles continuously and smoothly, whereas for an "intermittent (or discrete)" circle drawing, participants were required to pause after drawing each circle. The continuous and discrete manners were the same as those in the finger-tapping task. The results showed that the temporal variability of performance by the contralateral limb was not significantly different from that of the ipsilateral limb when producing continuous movements, regardless of the type of movement (circle drawing or finger-tapping). In contrast, the cycle duration in discrete movements was more variable in the contralateral limb than in the ipsilateral limb. This study suggested that the cerebellum is essential for controlling discrete movements that require explicit timing control but is not essential for continuous movements. Afterward, Grube et al. (2020) have revealed the cerebellum is involved in the duration-based timing processing. The authors used two auditory timing tasks to require the patients with cerebellar degeneration to discriminate absolute time of single intervals and to discriminate beat-based patterns. The patients showed greater impairments of the performance in the absolute timing task compared to controls \[[@B38-brainsci-10-00514]\]. The results are consistent with several reports in brain imaging study in healthy participants \[[@B30-brainsci-10-00514]\] and a trans magnetic stimulation study \[[@B39-brainsci-10-00514]\]. These results suggest the cerebellar contribution to the absolute timing of single sub-second intervals.

While patient studies can directly assess the function of a brain region on rhythmic motor control, they have several limitations, including the inability to control the extent of damage in the target region, and the difficulty of assessing function in terms of rhythm alone due to complications of other impairments. Thus, it is necessary to have a combined perspective using different research methods, such as patient studies and brain functional imaging studies.

2.2. Brain Imaging Studies {#sec2dot2-brainsci-10-00514}
--------------------------

More than 20 years ago, Rao et al. (1997) revealed brain regions involved in controlling motor timing using functional magnetic resonance imaging (fMRI) in healthy volunteers \[[@B10-brainsci-10-00514]\]. In this experiment, the participants performed four tasks: (1) listening, (2) synchronization, (3) reproduction, and (4) discrimination of constant auditory stimuli with 300-ms or 600-ms intervals. As a result, activation in the medial frontal lobe, including the SMA, basal ganglia, and cerebellum was only observed during the reproduction task, while activation in the SMA was also observed in the interval discrimination task; similar findings were reported by Bengtsson et al. (2004) \[[@B40-brainsci-10-00514]\]. The authors used two tasks in which the participants were required to (1) reproduce learned rhythm sequences by tapping with one finger (rhythm reproduction task), and (2) tap with five fingers in learned orders of the fingers at an equal interval (order reproduction task). Brain activity during tapping was measured by fMRI. The authors found that---in addition to the SMA, basal ganglia, and cerebellum---the premotor cortex and the bilateral superior temporal gyrus (STG) were more activated in the rhythm reproduction task than in the order reproduction task. These two studies show common results in that the SMA-basal ganglia-cerebellum network is involved in controlling tapping movements. Activation in the basal ganglia is observed related to rhythm processing, especially for beat perception of rhythm \[[@B30-brainsci-10-00514],[@B31-brainsci-10-00514],[@B32-brainsci-10-00514]\], thus the network may also be involved in controlling beat-based timing. In addition to the network, activation in the premotor cortex and STG were observed in the study by Bengtsson et al. (2004) that utilized more complex rhythmic sequences than those used by Rao et al. (1997). Thus, the premotor cortex and STG may function in information processing of complex time-series patterns.

Earlier studies have discussed the function of the cerebellum as a timekeeper system \[[@B22-brainsci-10-00514]\]. Indeed, patients with cerebellar lesions showed deficits in the discrimination of time duration \[[@B22-brainsci-10-00514]\] or increased variability during repetitive finger-tapping \[[@B37-brainsci-10-00514]\]. Cerebellar activations were also reported in brain imaging studies in which participants were requested to discriminate the absolute time duration \[[@B30-brainsci-10-00514],[@B41-brainsci-10-00514],[@B42-brainsci-10-00514],[@B43-brainsci-10-00514]\]. Furthermore, several studies have suggested a role for the cerebellum in auditory rhythm information processing \[[@B44-brainsci-10-00514],[@B45-brainsci-10-00514],[@B46-brainsci-10-00514],[@B47-brainsci-10-00514],[@B48-brainsci-10-00514],[@B49-brainsci-10-00514]\]. In addition to these reports, we found cerebellum activation during the participants perceived and memorized visual sequence, as well as during the auditory sequence \[[@B7-brainsci-10-00514]\]. Our results are consistent with the involvement in sensory input of rhythm, regardless of sensory modalities such as visual, auditory, and tactile \[[@B14-brainsci-10-00514],[@B46-brainsci-10-00514]\]. Together all, these results suggest that the cerebellum plays a crucial role in the storage of absolute durations in rhythm sequence in a multimodal manner.

3. Rhythm Representation in the Brain {#sec3-brainsci-10-00514}
=====================================

So far, we have reviewed the previous literature that revealed the brain regions underlying rhythmic motor control. However, to reproduce rhythmic movements, we should perceive the temporal organization of a series of events (often auditory stimuli), represent it as rhythm, transform the rhythm to the temporal sequence of series of movements, and output it as rhythmic movements. Thus, it is difficult to distinguish brain areas related to the control of rhythmic movement from the sensory and motor information itself. We hypothesized that rhythm information can be represented by the temporal sequence of stimuli, which should be independent of sensory modality. However, the rhythm information is also represented by the temporal sequence of movements, which should be independent of body parts (muscles per se), such as the finger or foot. Thus, we challenged the dissociation and elucidation of rhythm representation in our two fMRI studies.

First, we attempted to elucidate neural substrates representing rhythm independent of sensory modalities. Almost all brain imaging studies had used auditory stimuli in rhythm synchronization and reproduction tasks. We believe that it is important to note neural activations regardless of sensory modality of stimuli. The brain substrates exhibiting the activations must be responsible for the representation of temporal organization of sensory stimuli as rhythm, that is, rhythm representation. We measured brain activity by fMRI while healthy participants perceived, memorized, and reproduced visual, as well as auditory, rhythmic sequences by finger-tapping. Regardless of the sensory modalities (visual or auditory) of the rhythmic stimulus, we found activation in the inferior frontal gyrus (IFG), inferior parietal lobule (IPL), SMA, and cerebellum ([Figure 1](#brainsci-10-00514-f001){ref-type="fig"}, \[[@B7-brainsci-10-00514]\]). These areas are thought to be involved in representing the temporal sequence of rhythm, and not in sensory processing itself. We have also revealed a crucial role of functional connectivity between the auditory cortex and the premotor cortex when we used the auditory rhythmic sequences \[[@B6-brainsci-10-00514]\]. The results suggest that the importance of auditory-motor interaction in rhythmic processing, especially for perception and reproduction of auditory rhythm and it is consistent with previous brain imaging studies \[[@B31-brainsci-10-00514],[@B50-brainsci-10-00514]\].

Several brain imaging studies have focused on brain activity while simply listening to rhythm, and found that listening to rhythms activates motor areas of the brain. For example, Chen et al. (2008) used a rhythm listening task to examine the brain regions related to rhythm perception \[[@B51-brainsci-10-00514]\]. In their perceptual task, the participants simply passively listened to the rhythm and were not required to make any motor response. The authors reported activation in motor brain regions, such as the SMA, premotor cortex, and cerebellum. The authors have reported the activation changes in the premotor cortex and cerebellum related to listening to auditory rhythms with anticipation. The premotor cortex and cerebellum were also recruited in synchronization tapping to the same rhythms, these suggest the overlapping of a neural system between expectancy for rhythm perception and rhythm production. Bengtsson et al. (2009) also reported that the pre-SMA, premotor cortex, and cerebellum were active while listening to rhythms without any motor response \[[@B52-brainsci-10-00514]\]. The authors prepared three types of rhythmic stimuli: isochronous pattern (sound with constant rate), complex rhythms (with metric structure), and more complex rhythms (without metric structure), in addition to a random sequence. When listening to the rhythm pattern, significant activations in the pre-SMA, dorsal premotor cortex, and cerebellum were observed compared to listening to the random sequence. In addition, the activity of the pre-SMA significantly increased in the isochronous and metric rhythms, which are simpler and externally triggered patterns; these activations may reflect more precise predictions of timing.

Next, to survey the neural substrates for rhythm representation, we measured brain activity by fMRI while participants memorized rhythms and reproduced them by tapping with the right finger, left finger, or foot. We found significant activations, regardless of the body parts, during rhythm perception and reproduction in the IFG, IPL, and SMA ([Figure 2](#brainsci-10-00514-f002){ref-type="fig"}, \[[@B6-brainsci-10-00514]\]). Although the activation peak of the IFG observed here was restricted to the opercular region (BA 44), the activation extended and was involved in the premotor cortex. The IFG is implicated in syntax processing of language and music \[[@B53-brainsci-10-00514],[@B54-brainsci-10-00514],[@B55-brainsci-10-00514]\], as well as in memory of structured sequences \[[@B56-brainsci-10-00514]\]. Together with previous findings, the IFG plays a crucial role in organizing perceived sound elements into a structured temporal sequence of rhythm. In contrast, some brain imaging studies have suggested the involvement of the IPL regions in time perception \[[@B57-brainsci-10-00514],[@B58-brainsci-10-00514]\], especially that of the right IPL in temporal prediction and production \[[@B59-brainsci-10-00514]\]. In addition, dysfunction of the IPL can induce impairment in temporal information processing \[[@B20-brainsci-10-00514],[@B60-brainsci-10-00514],[@B61-brainsci-10-00514],[@B62-brainsci-10-00514]\]. Furthermore, Grahn and Rowe (2013) reported activation in the IPL during the detection of a musical beat in irregular rhythms that require memorization of each interval, unlike that of regular rhythms \[[@B63-brainsci-10-00514]\]. These results suggest that the IPL is involved in representing the temporal information of rhythm, especially in the perceptual time of each interval of rhythm sequences. Importantly, these areas showed rhythm-related activations independent of the body parts, but also independent of sensory modalities, including auditory or visual \[[@B7-brainsci-10-00514]\]. Thus, the IFG, IPL, and SMA may play a central role in rhythm representation ([Figure 2](#brainsci-10-00514-f002){ref-type="fig"}). A recent review of acquired amusia after stroke provides important information about neural substrates underlying rhythm processing \[[@B64-brainsci-10-00514]\]. As a result of the compilation of numerous previous case studies, not only the STG but also the IFG and IPL have been shown to be core regions for acquired amusia, which is consistent with our model of rhythmic motor control.

4. Temporal Information Processing {#sec4-brainsci-10-00514}
==================================

There are many cognitive models of temporal information processing. Ivry and Schlerf have classified these models into two models: the dedicated model and the intrinsic model \[[@B65-brainsci-10-00514],[@B66-brainsci-10-00514],[@B67-brainsci-10-00514]\].

The dedicated model is a model that assumes a specialized mechanism for processing temporal information, an internal clock. The dedicate model includes the scalar timing model \[[@B68-brainsci-10-00514]\], cerebellar timing model \[[@B22-brainsci-10-00514]\] and striatal-beat-frequency model \[[@B67-brainsci-10-00514]\]. During a time (duration) discrimination, this model consists of three processes: a clock process, a memory process, and a decision process. In the clock process, the pacemaker sends pulses at regular intervals to the accumulator. In the accumulator, pulse trains are converted to number of pulses (time duration). Then, the information is stored working memory, which is temporal memory. The number of pulses is stored in reference memory through training. In the decision process, when we perceive stimulation, the pacemaker sends pulses during the stimulus, to the accumulator. The number of pulses stored in current working memory is compared with the time information in reference memory, and it is judged. The dedicated model is a conceptual hypothesis. Based on the results of neurophysiological experiments, an expanded model is proposed. Neural oscillation of cortical or subcortical neurons functions as a pacemaker. For example, in the striatal-beat-frequency model, timing is based on the coincidental activation of spiny neurons in the basal ganglia by cortical neural oscillations \[[@B67-brainsci-10-00514],[@B69-brainsci-10-00514]\].

In contrast, the intrinsic model, which has attracted much attention in recent years, hypothesizes that temporal information is encoded by dynamic changes in neurons, rather than by mechanisms specific to temporal information. For example, the idea is that the duration of a visual stimulus is perceived depending on dynamic changes in neurons in the visual cortex, and the duration of an auditory stimulus is encoded by changes in neurons in the auditory cortex. In this intrinsic model, temporal information is thought to change in response to circumstances such as the modality and time scale of the stimulus, which is a property called "context dependence". This intrinsic model hypothesis is supported by computer simulation experiments that show that local networks of neurons can convey temporal information through context-dependent changes over time \[[@B70-brainsci-10-00514]\].

Recently, a hybrid model has been proposed \[[@B71-brainsci-10-00514],[@B72-brainsci-10-00514]\], which consists of main core timing system and context-specific system. We have reported the rhythm-related brain areas regardless of sensory modality \[[@B7-brainsci-10-00514]\] or body parts \[[@B6-brainsci-10-00514]\], suggests the existence of the main core timing system. Further discussion is expected on the mechanism by which rhythmic information is processed in the brain.

5. Outlook {#sec5-brainsci-10-00514}
==========

Time is a sense that, unlike audition and vision, has no specific receptors. Hence, the mechanism involved in processing the time information by the brain is poorly understood. When considering the mechanisms of time perception and timing control, we must consider the "timescale". Time can be broadly classified into "circadian timing," which is a 24-h cycle, "interval timing," which ranges from a few milliseconds to a few seconds, and "millisecond timing," which is a few milliseconds \[[@B66-brainsci-10-00514],[@B67-brainsci-10-00514]\]. Lewis and Miall (2003) argued that different brain regions and different control mechanisms are involved in different timescales \[[@B8-brainsci-10-00514]\]. The authors surveyed a number of previous functional imaging studies and reported that time perception and motor tasks in the millisecond range were associated with activation in the motor control regions, such as the cerebellum, basal ganglia, SMA, and premotor cortex, while in second-time ranges, activation in the prefrontal cortex and parietal cortex were found to be related to behavioral tasks. Thus, they proposed that an automatic timing mechanism operates for a short time range (milliseconds), whereas, for a time range of seconds, a conscious control mechanism exists due to attentional and cognitive intervention. Previously, we trained two Japanese macaques to press a button repetitively in response to external cues and have reported the behavioral features \[[@B73-brainsci-10-00514]\]. When the cue-intervals were constant and sub-second, the monkey's button press was predictive. However, when the cue-intervals were on a supra-second scale, the reaction time of the monkeys did not differ from those to the cues at random intervals. These results suggest that when the movements are constant and with shorter intervals, the automatic timing system may be recruited, whereas in the movements with longer intervals, unlike humans, the conscious control mechanism does not function. It is consistent with the idea of the hybrid model that distinct mechanisms work at different time scale \[[@B71-brainsci-10-00514],[@B72-brainsci-10-00514]\].

As described above, research on the brain mechanisms of rhythm perception and production has been mainly conducted in humans. Humans naturally move their bodies upon hearing music; this sensory-motor interaction is thought to be unique to humans, but some studies have shown that animals such as parrots, rhesus macaques, Japanese macaques, chimpanzees and sea lions can exhibit rhythmic body movements synchronized to music \[[@B73-brainsci-10-00514],[@B74-brainsci-10-00514],[@B75-brainsci-10-00514],[@B76-brainsci-10-00514],[@B77-brainsci-10-00514]\]. Patel et al. (2009) analyzed the movements of the famous parrot named Snowball, who dances to pop music, and reported that its rhythmic movements synchronized to external musical stimuli \[[@B75-brainsci-10-00514]\]. These reports suggest that synchronized movements to external stimuli do not represent a uniquely human ability, and that other animals are also capable of these movements. As long as the experiment is performed on human participants, the experiment is limited to noninvasive methods such as psychophysical, neurophysiological or brain imaging. Therefore, it is not possible to directly answer the question of the role that each brain region plays in rhythm information processing. To elucidate the detailed neural mechanisms of rhythm perception and production, electrophysiological studies using monkeys with brains close to humans will likely provide further information. In this sense, the series of neurophysiological studies by Merchant and his colleagues could lead to a greater understanding of the neuronal network for rhythmic motor control at higher temporal and spatial resolutions \[[@B78-brainsci-10-00514],[@B79-brainsci-10-00514],[@B80-brainsci-10-00514]\].

Furthermore, some attempts have been made to utilize the close relationship between auditory rhythm and movement to apply it to therapy. Thaut (2005) systematized neurologic music therapy, in which music is used as a therapeutic intervention in medical care, such as in sensorimotor and cognitive rehabilitation \[[@B81-brainsci-10-00514]\]. Although it has not yet taken root in the Japanese medical field, this kind of rehabilitation based on neuroscientific findings is likely to attract attention in the future \[[@B82-brainsci-10-00514]\].
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![(**A**) Sensory modality-independent rhythm representation. Brain regions commonly activated during auditory and visual rhythm tasks. (**B**) Body part-independent rhythm representation. Red and yellow areas indicate the cortical regions which were activated by all three motor effectors. Abbreviations: CB: Cerebellum, IFG: Inferior frontal gyrus, IFS: Inferior frontal sulcus, IPL: Inferior parietal lobule, SMA: Supplementary motor area (A: modified from Konoike et al., 2012, B: modified from Konoike et al., 2015).](brainsci-10-00514-g001){#brainsci-10-00514-f001}

![Hypothetical model of rhythm processing after sensory input, the premotor cortex (PMC)/inferior frontal gyrus (IFG) and inferior parietal lobule (IPL) receive auditory rhythm information from the superior temporal gyrus (STG). The sensory rhythm information is stored in the fronto-parietal network. During rhythm reproduction, the IPL transforms the temporal information into the motor sequence of the rhythm, and the supplemental motor area (SMA) reproduces the rhythm through various body parts while monitoring the output with the feedback signals from the somatosensory/motor cortices. Subcortical regions including the basal ganglia and cerebellum also play an important role in rhythm processing.](brainsci-10-00514-g002){#brainsci-10-00514-f002}
