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Abstract
Two colourings of a graph are orthogonal if they have the property that
when two vertices are coloured with the same colour in one colouring, then
those vertices receive distinct colours in the other colouring. In this paper,
orthogonal colourings of Cayley graphs are discussed. Firstly, the orthogonal
chromatic number of cycle graphs are completely determined. Secondly, the
orthogonal chromatic number of certain circulant graphs is explored. Lastly,
orthogonal colourings of product graphs and Hamming graphs are studied.
1 Introduction
Two colourings of a graph are orthogonal if they have the property that when two
vertices are coloured with the same colour in one colouring, then those vertices must
have distinct colours in the other colouring. A k-orthogonal colouring is a collection
of k mutually orthogonal colourings. For simplicity, a 2-orthogonal colouring is called
an orthogonal colouring. The k-orthogonal chromatic number of a graph G, denoted
Oχk(G), is the minimum number of colours required for a k-orthogonal colouring. The
2-orthogonal chromatic number is simply called the orthogonal chromatic number, and
is denoted Oχ(G).
Orthogonal colourings were first defined in 1985 by Archdeacon, Dinitz, and
Harary, under the context of edge colourings [1]. Later in 1999, Caro and Yuster
revisited orthogonal colourings, this time under the context of vertex colourings [4].
Then in 2013, Ballif studied upper bounds on sets of orthogonal vertex colourings [2].
Let (G, ◦) denote a group G with group operation ◦ and let S be a generating
set of G. Then, the associated Cayley graph, denoted Γ(G, S), has a vertex for each
element of G and there is a directed edge between two elements u and v if and only
if u ◦ v−1 ∈ S. It is assumed that S is closed under inverses and that the additive
identity is not in S. This is so that the Cayley graphs considered in this paper are
simple, and undirected.
To start, the orthogonal chromatic number of cycle graphs are determined. Then,
orthogonal colourings of more general circulant graphs are studied. Lastly, orthogonal
colourings of Cartesian product graphs and Hamming graphs are explored.
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2 Orthogonal Colourings of Cycle Graphs
The Cayley graphs of cyclic groups are called circulant graphs. For example, consider
Zn, the integers modulo n with group operation addition modulo n. Then, the Cayley
graph Γ(Zn, {1,−1}) ∼= Cn, the cycle graph on n vertices. For a graph G with
n vertices, a lower bound for Oχ(G) is ⌈√n ⌉. In this section, it is shown that
Oχ(Cn) = ⌈
√
n ⌉ if and only if n > 4. The following lemma establishes that this is
the correct orthogonal chromatic number for most cases.
Lemma 2.1. For n > 4, if ⌈√n ⌉ ∤ (n − 1), and ⌈√n ⌉ ∤
(
n − 1 +
⌊
n−1
⌈√n ⌉
⌋)
, then
Oχ(Cn) = ⌈
√
n ⌉.
Proof: Let vi ∈ Zn where 0 ≤ i < n and let N = ⌈
√
n ⌉. Set c1(vi) = i(mod N) and
c2(vi) =
(
i+
⌊
i
N
⌋)
(mod N). For illustration, these two colourings are applied to C9
in Figure 2.1. Displayed next to each vertex vi is the colour pair (c1(vi), c2(vi)).
v0 v1
v2
v3
v4v5
v6
v7
v8
(0,0)
(1,1)
(2,2)
(0,1)
(1,2)(2,0)
(0,2)
(1,0)
(2,1)
Figure 2.1: Orthogonal Colouring of C9
It is now shown that c1 and c2 are both proper colourings. For 0 ≤ i ≤ n − 2,
c1(vi) = i(mod N) 6≡ (i + 1)(mod N) = c1(vi+1). Then, since N ∤ (n − 1) by
assumption, c1(vn−1) = (n− 1)(mod N) 6= 0 = c1(v0). Thus, c1 is a proper colouring.
To show that c2 is a proper colouring, notice that
⌊
i
N
⌋ ≤ ⌊ i+1
N
⌋ ≤ ⌊ i
N
⌋
+1. Therefore,
for 0 ≤ i ≤ n − 2, it follows that 1 ≤ c2(vi+1) − c2(vi) ≤ 2. Thus, since N > 2,
c2(vi) 6= c2(vi+1). Now, since N ∤
(
n − 1 + ⌊n−1
N
⌋)
by assumption, it follows that
c2(vn−1) =
(
n−1+⌊ n−1
N
⌋)
(mod N) 6= 0 = c2(v0). Therefore, c2 is a proper colouring.
It remains to show that c1 and c2 are orthogonal colourings. Suppose otherwise,
that is, c1(vi) = c1(vj) and c2(vi) = c2(vj) where i 6= j. Since c1(vi) = c1(vj), this
implies that i = j +mN where 0 < m < N . Therefore:
c2(vi) =
(
j +
⌊j +mN
N
⌋)
(mod N)
=
(
j +m+
⌊ j
N
⌋)
(mod N)
= (c2(vj) +m)(mod N).
Since c2(vi) = c2(vj), this gives that m ≡ 0(mod N), contradicting 0 < m < N .
Therefore, c1 and c2 are orthogonal colourings of Cn. Since c1 and c2 both used N
colours, the fewest possible, Oχ(Cn) = N . 
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Notice that the orthogonality property of c1 and c2 in Lemma 2.1 did not depend
on the assumed divisibility conditions. Therefore, the problem with using c1 and c2
in the cases where N | (n − 1) and N | (n − 1 + ⌊n−1
N
⌋)
, is that there is some sort
of colour conflict. The following lemma shows that this conflict can be resolved by
assigning vn−1 a different colour pair.
Lemma 2.2. For n > 16, if ⌈√n ⌉ | (n − 1) or ⌈√n ⌉ |
(
n − 1 +
⌊
n−1
⌈√n ⌉
⌋)
, then
Oχ(Cn) = ⌈
√
n ⌉.
Proof: Let N = ⌈√n ⌉, c1(vi) = i(mod N) and c2(vi) =
(
i+
⌊
i
N
⌋)
(mod N). There
are four cases to consider: Case 1: N | (n− 1) and N ∤ (n+ ⌊ n
N
⌋)
. Case 2: N ∤ n and
N | (n−1+⌊n−1
N
⌋)
. Case 3: N | (n−1) and N | (n+⌊ n
N
⌋)
. Case 4: N | (n−1+⌊n−1
N
⌋)
and N | n. For Case 1 and Case 2, the orthogonal colouring (c¯1, c¯2) is used, where c¯1
and c¯2 are defined as follows:
c¯1(vi) =
{
c1(vi) 0 ≤ i ≤ n− 2
n(mod N) i = n− 1
c¯2(vi) =
{
c2(vi) 0 ≤ i ≤ n− 2(
n +
⌊
n
N
⌋)
(mod N) i = n− 1
It is shown that c¯1 and c¯2 are proper colourings in both cases. For 0 ≤ i ≤ n− 2,
c¯1(vi) = c1(vi) and c¯2(vi) = c2(vi). Therefore, by the proof of Lemma 2.1, there
are no colour conflicts between these vertices. Note that in both Case 1 and Case 2,
n 6≡ 0(modN) and (n+⌊ n
N
⌋)
(modN) 6≡ 0(modN). Therefore, c¯1(vn−1) 6= 0 = c¯1(v0),
and c¯2(vn−1) 6= 0 = c¯2(v0).
Notice that
⌊
n−2
N
⌋ ≤ ⌊ n
N
⌋ ≤ ⌊n−2
N
⌋
+ 1. Therefore, 2 ≤ c¯2(vn−1) − c¯2(vn−2) ≤ 3.
Since N > 4 by assumption, this implies that c¯2(vn−1) 6= c¯2(vn−2). Also, since N > 4,
c¯1(vn−2) = (n− 2)(mod N) 6= n(mod N) = c¯1(vn−1). Therefore, c¯1 and c¯2 are proper
colourings of Cn. It remains to show that c¯1 and c¯2 are orthogonal colourings.
For 0 ≤ i ≤ n−2, there are no orthogonal conflicts on the vertices vi by the proof
of Lemma 2.1. In Case 1, since n ≡ 1(mod N), the colour pair (1, (1+⌊ n
N
⌋)(mod N))
is assigned to vn−1. Let i ≡ 1(mod N) and i < n. Let m1 and m2 be integers so that
i = m1N + 1 and n = m2N + 1. Since i < n, this gives that m1 < m2. Therefore,
c¯2(vi) = (1+ ⌊m1N+1N ⌋)(mod N)) = (1+m1)(mod N) 6= (1+m2)(mod N) = c¯2(vn−1).
In Case 2, since N | (n− 1+ ⌊n−1
N
⌋)
, the colour pair (n(mod N), 1) is assigned to
vn−1. A similar argument as in Case 1 shows that there are no orthogonal conflicts.
Therefore, in both Case 1 and Case 2, c¯1 and c¯2 are proper orthogonal colourings.
For Case 3 and Case 4, a different orthogonal colouring (cˆ1, cˆ2) is used, where cˆ1 and
cˆ2 are defined as follows:
cˆ1(vi) =
{
c1(vi) 0 ≤ i ≤ n− 2
(n + 1)(mod N) i = n− 1
cˆ2(vi) =
{
c2(vi) 0 ≤ i ≤ n− 2(
n+ 1 +
⌊
n+1
N
⌋)
(mod N) i = n− 1
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It is shown that cˆ1 and cˆ2 are proper colourings in both cases. For 0 ≤ i ≤ n− 2,
cˆ1(vi) = c1(vi) and cˆ2(vi) = c2(vi). Therefore, by the proof of Lemma 2.1, there are
no colour conflicts between these vertices. Note that in both Case 3 and Case 4,
(n+1) 6≡ 0(mod N) and (n+1+ ⌊n+1
N
⌋) 6≡ 0(mod N) . Thus, cˆ1(vn−1) 6= 0 = cˆ1(v0),
and cˆ2(vn−1) 6= 0 = cˆ2(v0).
Notice that
⌊
n−2
N
⌋ ≤ ⌊n+1
N
⌋ ≤ ⌊n−2
N
⌋
+ 1. Therefore, 3 ≤ cˆ2(vn−1)− cˆ2(vn−2) ≤ 4.
Since N > 4 by assumption, this implies that cˆ2(vn−2) 6= cˆ2(vn−1). Also, since N > 4,
cˆ1(vn−2) = (n − 2)(mod N) 6≡ (n + 1)(mod N) = cˆ1(vn−1). Therefore, cˆ1 and cˆ2 are
proper colourings of Cn. It remains to show that cˆ1 and cˆ2 are orthogonal colourings.
For 0 ≤ i ≤ n−2, there are no orthogonal conflicts on the vertices vi by the proof
of Lemma 2.1. In Case 3, since n ≡ 1(modN), the colour pair (2, (2+⌊n+2
N
⌋)(mod N))
is assigned to vn−1. Let i ≡ 2(mod N) and i < n. Let m1 and m2 be integers so that
i = m1N + 2 and n = m2N + 1. Since i < n, this gives that m1 < m2. Therefore,
cˆ2(vi) = (2 + ⌊m1N+1N ⌋)(mod N) = (2 +m1)(mod N) 6= (2 +m2)(mod N) = cˆ2(vn−1).
In Case 4, since N | (n−1+⌊n−1
N
⌋)
, the colour pair ((n+2)(mod N), 2) is assigned
to vn−1. A similar argument as in Case 3 shows that there are no orthogonal conflicts.
Therefore, in both Case 3 and Case 4, cˆ1 and cˆ2 are proper orthogonal colourings. 
For n > 4, the remaining cases left to consider are n = 6, 7, 8, 11, 13, 14. These
can be orthogonally coloured with ⌈√n ⌉ colours, shown in Figure 2.2 and Figure 2.3.
For n = 3, 4, Cn needs 3 colours. The following theorem summarizes these results.
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(2,2)(1,2)
(2,1)
(0,0)
(1,1)
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(0,0) (1,1)
(2,2)
(0,1)
(1,2)(2,0)
(0,2)
(2,1)
Figure 2.2: Orthogonal Colourings of C6, C7, and C8.
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Figure 2.3: Orthogonal Colouring of C11, C13, and C14.
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Theorem 2.3. Oχ(Cn) = ⌈
√
n ⌉ if and only if n > 4.
Proof: Follows from Lemma 2.1, Lemma 2.2, Figure 2.2, and Figure 2.3. 
Now that the orthogonal chromatic number of Cn is determined, the goal is to
construct multiple mutual orthogonal colourings. This is accomplished if restrictions
are put upon the size of the vertex set. The following theorem gives a method to
construct multiple mutual orthogonal colourings of Cn when ⌈
√
n ⌉ = p, where p is a
prime number.
Theorem 2.4. If ⌈√n ⌉ = p is a prime number, then Oχp−2(Cn) = p.
Proof: Let vi ∈ Zn where 0 ≤ i < n. It is now shown that there are p−1 orthogonal
assignments, but only p− 2 of these assignments are proper colourings for a given n.
Consider the following p− 1 colourings:
ck(vi) =
(
i+ k
⌊ i
p
⌋)
(mod p)
where 0 ≤ k < p. It is now shown that any two are mutually orthogonal. Suppose
otherwise, that is, ct(vi) = ct(vj) and cs(vi) = cs(vj), where 0 ≤ t < s < p and
0 ≤ i < j < n. Then:
(i− j) ≡ t
(⌊ j
p
⌋
−
⌊ i
p
⌋)
(mod p). (1)
(i− j) ≡ s
(⌊j
p
⌋
−
⌊ i
p
⌋)
(mod p). (2)
Note that t, s ∈ Zp, which is a field because p is a prime. Thus, if t 6= 0, then
t−1 and s−1 exist. Then, Equation 1 and Equation 2 can be rearranged to give
that (i − j)(s−1 − t−1) ≡ 0(mod p). However, 0 ≤ t < s < p, so t−1 6≡ s−1(mod p).
Therefore, it must be that i ≡ j(mod p), or equivalently, j = i+mp where 0 < m < p.
Since s,m 6= 0, sm 6≡ 0(mod p) because Zp has no zero divisors. This implies that:(
j + s
⌊j
p
⌋)
(mod p) ≡
(
i+ s
⌊i+mp
p
⌋)
(mod p)
≡
(
i+ sm+ s
⌊ i
p
⌋)
(mod p)
6≡
(
i+ s
⌊ i
p
⌋)
(mod p).
This contradicts Equation 2 however, hence t = 0. Putting t = 0 into Equation 1
gives that i ≡ j(mod p), and the same contradiction arises. Therefore, the colourings
are all mutually orthogonal. It remains to show that p−2 of the colourings are proper.
Notice that k
⌊
i
p
⌋
≤ k
⌊
i+1
p
⌋
≤ k
⌊
i
p
⌋
+ k. Therefore, 1 ≤ ck(vi+1) − ck(vi) ≤ k
where 1 ≤ i ≤ n−2. Since k < p, this gives that ck(vi+1) 6= ck(vi). It remains to show
that there is no colour conflict between the vertices v0 and vn−1. Note that the colour
0 is assigned to v0 in all of the colourings. Therefore, by the mutual orthogonality of
the colourings, at most one colouring has 0 assigned to the vertex vn−1. Therefore,
choosing the k−1 = p−2 colourings that don’t assign the colour 0 to the vertex vn−1
gives a (p− 2)-orthogonal colouring of Cn using p colours. 
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3 Orthogonal Colourings of Circulant Graphs
Cayley graphs on the additive group Zp2 are now considered, where p is a prime. Also,
the size of the generating set S is varied throughout this section. To start, a method
for orthogonally colouring Γ(Zp2, S) is constructed when |S| is sufficiently small. Let
α ∈ Zp\{0} and consider the function Fˆα,p : Zp × Zp → Zp2 defined by
Fˆα,p(i, j) = (((α(j − i)(mod p)) + p(2i− j))(mod p2).
This function assigns colour pairs from Zp×Zp to the vertices of Γ(Zp2, S). Therefore,
the goal is to show that the inverse of this function is an orthogonal colouring. The
following lemma shows that this assignment is injective.
Lemma 3.1. For every α ∈ Zp\{0}, Fˆα,p(i, j) is a bijection.
Proof: Since |Zp × Zp| = |Zp2 | = p2, it is sufficient to show that Fˆα,p is an injective
function. Suppose Fˆα,p(i, j) = Fˆα,p(r, s). For this equality to be true, the two modular
components of Fˆα,p must be equal. That is:
α(j − i)(mod p) ≡ α(s− r)(mod p). (3)
p(2i− j)(mod p2) ≡ p(2r − s)(mod p2). (4)
Note that α has a multiplicative inverse in Zp, which is denoted by α
−1. Therefore,
Equation (3) can be rewritten as (i− j)(mod p) ≡ (r − s)(mod p). Multiplying by p
gives that p(i− j)(mod p2) ≡ p(r − s)(mod p2). Substituting this into Equation (4)
gives that pi(mod p2) ≡ pr(mod p2). Note that this implies that i(mod p) ≡ r(mod p).
Since i and r are elements of Zp, it follows that i = r. Lastly, substituting i = r into
(i− j)(mod p) ≡ (r − s)(mod p) gives that j(mod p) = s(mod p). Similarly, since j
and s are elements of Zp, it follows that j = s. Therefore, (i, j) = (r, s). 
In particular, Fˆ−1α,p : Zp2 → Zp ×Zp is an injective function. Since Fˆ−1α,p is injective
into Zp × Zp, Fˆ−1α,p will orthogonally assign the vertices to colour pairs in Zp × Zp.
Therefore, if it can be shown that the components of Fˆ−1α,p are both proper colourings,
then Fˆ−1α,p will be an orthogonal colouring. For a general generating set S and α, this
is not always the case. However, the following theorem shows that if the size of the
generating set S is sufficiently small, then there is an α for which Fˆ−1α,p is a proper
colouring of Γ(Zp2, S).
Theorem 3.2. For p a prime, if |S| < p−1
2
, then Oχ(Γ(Zp2, S)) = p.
Proof: The goal is to show that Fˆ−1α,p is an orthogonal colouring for some α ∈ Zp\{0}.
By Lemma 3.1, Fˆ−1α,p is an orthogonal assignment of the vertices. It remains to show
that there is an α such that Fˆ−1α,p is a proper colouring. Suppose two vertices k and l
receive the same colour in the first colouring. That is, Fˆ−1α,p(k) = (i, (j + x)(mod p))
and Fˆ−1α,p(l) = (i, j) for some i, j ∈ Zp and x ∈ Zp\{0}. Then
k − l = Fˆα,p(i, (j + x)(mod p))− Fˆα,p(i, j) = (((αx)(mod p))− px)(mod p2).
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Similarly, suppose two vertices k and l receive the same colour in the second
colouring. That is, Fˆ−1α,p(k) = ((i+x)(mod p), j) and Fˆ
−1
α,p(l) = (i, j) for some i, j ∈ Zp
and x ∈ Zp\{0}. Then
k − l = Fˆα,p((i+ x)(mod p), j)− Fˆα,p(i, j) = (((−αx)(mod p)) + 2px)(mod p2).
Let Aα be the set of differences in the first colouring and Bα be the set of differences
in the second colouring. That is, Aα = {(((αx)(mod p))− px)(mod p2)|x ∈ Zp\{0}}
and Bα = {(((−αx)(mod p)) + 2px)(mod p2)|x ∈ Zp\{0}}. Therefore, there is a
colour conflict in the first colouring if and only if S ∩ Aα 6= ∅. Similarly, there is a
colour conflict in the second colouring in and only if S ∩ Bα 6= ∅.
Properties of Aα and Bα are now discussed. The first is that Aα = B2α(mod p).
Since Zp is a field, 2 has a multiplicative inverse in Zp, which is denoted 2
−1. Then,
since Zp has no zero divisors, Zp\{0} = −2Zp\{0}. Therefore, it follows that
B2α(mod p) = {(((−2αx)(mod p)) + 2px)(mod p2)|x ∈ Zp\{0}}
= {(((−2α(−2−1x)(mod p)) + 2p(−2−1x)(mod p2)|x ∈ −2Zp\{0}}
= {(((αx)(mod p))− px)(mod p2)|x ∈ −2Zp\{0}}
= {(((αx)(mod p))− px)(mod p2)|x ∈ Zp\{0}}
= Aα.
A second property of Aα is the following. The Aα’s together with {m|m ∈ Zp\{0}}
and {mp|m ∈ Zp\{0}} are disjoint. First, notice that αx(mod p) 6≡ 0(mod p) for any
x ∈ Zp\{0}. Therefore, it follows that Aα∩{mp|m ∈ Zp\{0}} = ∅. Next, notice that
−px(mod p2) 6≡ 0(mod p2) for any x ∈ Zp\{0}. Therefore, Aα∩{m|m ∈ Zp\{0}} = ∅.
It is also the case that {mp|m ∈ Zp\{0}} ∩ {m|m ∈ Zp\{0}} = ∅. This is because
the first set is multiples of p and the second set is not. Therefore, it remains to show
that the Aα’s are all mutually disjoint.
Let α1, α2 ∈ Zp\{0} where α1 6= α2. Suppose that Aα1 ∩ Aα2 6= ∅. Then, there
exists some c = ((α1x(mod p))− px)(mod p2) and c = ((α2y(mod p))− py)(mod p2)
for some x, y ∈ Zp\{0}. Note that c can be uniquely written as r − px, where
r ∈ Zp\{0}. This means that −px(mod p2) = −py(mod p2). This implies that
x(mod p) = y(mod p). Since x and y are elements of Zp, its follows that x = y.
However, since c can be uniquely written as r − px, it follows that α1x(mod p) =
α2y(mod p). Substituting x = y into this gives that α1(mod p) = α2(mod p). Then,
since α1 and α2 are elements of Zp\{0}, it follows that α1 = α2, a contradiction.
Therefore, the Aα’s along with {mp|m ∈ Zp\{0}} and {m|m ∈ Zp\{0}} are all
mutually disjoint.
Now to show that there is a choice of α for which Fˆ−1α,p is a proper colouring. Recall
that there is a colour conflict in the first colouring if and only if S∩Aα 6= ∅ and there
is a colour conflict in the second colouring if and only if S ∩ Bα 6= ∅. Let c ∈ S
and suppose that c ∈ {mp|m ∈ Zp\{0}} or c ∈ {m|m ∈ Zp\{0}}. Then, since the
Aα’s, along with {mp|m ∈ Zp\{0}} and {m|m ∈ Zp\{0}} are all mutually disjoint,
c 6∈ Aα for any α ∈ Zp\{0}. Since B2α(mod p) = Aα, then c 6∈ Bα for any α as well.
Therefore, c will not result in any colouring conflicts in the first colouring or in the
second colouring.
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Suppose now that c ∈ Aα1 for some α1 ∈ Zp\{0}. Then, since the Aα’s are disjoint,
for any α2 6= α1, c 6∈ Aα2 . Thus, since B2α(mod p) = Aα, it follows that c ∈ B2α1 but
c 6∈ Bα3 for any α3 6= 2α1. Hence, if α1 is chosen, then c ∈ Aα1 , and there is a colour
conflict in the first colouring. Similarly, if 2α1 is chosen, then c ∈ B2α1 , and there is
a colour conflict in the second colouring. However, any other choice of α will result
in c 6∈ Aα and c 6∈ Bα. Thus each c ∈ S will result in at most 2 restrictions on the
choice of α. Since that are at most |S| < p−1
2
elements in S, there are fewer than
p− 1 restrictions on the choice of α. Since α ∈ Zp\{0}, there are p− 1 choices for α.
Therefore, there are more choices than restrictions. 
Theorem 3.6 says that if the size of the generating set is sufficiently small, then
an orthogonal colouring can be constructed using only p colours. This leads to the
following question.
Question 3.3. What is the largest m, such that if |S| < m, then Oχ(Γ(Zp2, S)) = p?
Theorem 3.6 gives a lower bound of m > p−1
2
. However, on the other hand, the
following theorem by Klotz and Sander gives an upper bound on the value of m.
Theorem 3.4 (Klotz and Sander [7]). If S = {±1,±2, . . . ,±(p−1)}, then Γ(Zp2 , S)
is uniquely p-colourable.
Note that uniquely p-colourable graphs can not be orthogonally coloured with p
colours, unless the graph is Kp. This is because the first and second colouring are
the same, and thus if any colour is used twice in the first colouring, then that colour
pair occurs twice. Therefore, since |S| in Theorem 3.4 is of size 2p− 2, this gives an
upper bound of m < 2p− 2.
It is now shown that if no multiples of p are in S, then the lower bound on m can
be increased to p − 1. Let α ∈ Zp2 be such that gcd(p2, α) = 1. Then, consider the
following function: Fα,p : Zp × Zp → Zp2 defined by
Fα,p(i, j) = (ip+ jα)(mod p
2).
This function will be used to assign colour pairs to Γ(Zp2, S), when there are no
multiples of p in S. The following lemma shows that this assignment is injective.
Lemma 3.5. For any α ∈ Zp2\{xp|0 ≤ x < p}, Fα,p(i, j) is a bijection.
Proof: Since |Zp × Zp| = |Zp2| = p2, it is sufficient to show that Fα,p is surjective.
Let x ∈ Zp2. Since gcd(p2, α) = 1, the multiplicative inverse α−1 ∈ Zp2 . Now, by
the Division Algorithm, there exist unique integers q and r such that x = qp + r
where 0 ≤ q, r < p. Let i = q and j = rα−1(mod p2). Substituting gives that
Fα,p(i, j) = (qp + r)(mod p
2) = x(mod p2). Therefore, Fα,p is surjective, and thus
bijective. 
In particular, F−1α,p : Zp2 → Zn × Zn is an injective function. Therefore, F−1α,p will
orthogonally assign the vertices to colour pairs in Zp × Zp. The following lemma
shows that if the size of the generating set S is sufficiently small and S contains no
multiples of p, then there is an α for which F−1α,p is a proper colouring of Γ(Zp2 , S).
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Theorem 3.6. For p a prime, if |S| < p and xp 6∈ S for all x where x ∈ Zp\{0},
then Oχ(Γ(Zp2, S)) = p.
Proof: It is shown that F−1α,p is an orthogonal colouring for some α ∈ Zp2 where
gcd(p2, α) = 1. By Lemma 3.5, F−1α,p is an orthogonal assignment of the vertices. It
remains to show that there is a choice for α such that F−1α,p is a proper colouring.
Suppose two vertices k and l receive the same colour in the first colouring. That
is, F−1α,p(k) = (i, (j+x)(mod p)) and F
−1
α,p(l) = (i, j) for some i, j ∈ Zp and x ∈ Zp\{0}.
Note that Fα,p(i, (j + x)(mod p)) = ip + (j + x)α = k and Fα,p(i, j) = ip + jα = l.
Therefore, there is a colour conflict in the first colouring if and only if k and l are
adjacent, which occurs when k − l = xα ∈ S.
Suppose two vertices k and l receive the same colour in the second colouring. That
is, F−1α,p(k) = (i, j) and F
−1
α,p(l) = ((i+x)(mod p), j) for some i, j ∈ Zp and x ∈ Zp\{0}.
Note that Fα,p(i, j) = ip + jα = k and Fα,p((i + x)(mod p), j) = (i + x)p + jα = l.
Therefore, there is a colour conflict in the second colouring if and only if k and l are
adjacent, so when l − k = xp ∈ S. By assumption, xp 6∈ S for all x, so there are no
colour conflicts in the second colouring.
So the only conflict that can occur is in the first colouring, which happens when
xα ∈ S. Since x ∈ Zp\{0}, which is a field, x−1 exists. Therefore, if α 6∈
⋃
x{x−1S},
then there will be no colour conflicts. Note that since p is a prime, there are p(p− 1)
choices for α so that gcd(p2, α) = 1. Then, since there are p− 1 choices for x, there
are at most (p − 1)|S| < (p − 1)p elements in ⋃x{x−1S}. Therefore, there is an α
such that α 6∈ ⋃x{x−1S}. 
This concludes our study of circulant graphs with varying generating sets. Certain
circulant graphs that have large generating sets are now studied. This is illustrated
with the Paley graphs. To talk about this graph, relevant properties of finite fields
are now summarized.
4 Paley Graphs
Finite fields of order q exist if and only if q = pk where p is a prime and k ∈ Z+.
These fields are unique up to isomorphism, so they are denoted Fq. The multiplicative
group, F∗q, is cyclic, so all non-zero elements can be expressed as powers of a single
element, called a primitive element of the field.
Finite fields can be explicitly constructed as such. If q = pk, then Fq ∼= Zp[X ]/(P )
where (P ) is the ideal generated by an irreducible polynomial P of degree k in Zp[X ].
The Paley graph, denoted QR(q), can be constructed as a Cayley graph of Fq. Let α
be a primitive element of Fq and let S = {α2m : 1 ≤ m ≤ q−12 }. That is, S is the set
of all quadratic residues in Fq. Then the Paley graph QR(q) = Γ(Fq, S).
Paley graphs have a variety of interesting properties, but the one that is used is
that they are self-complementary [6]. This allows the cliques in the Paley graphs to
be considered as colour classes, since they can be turned into independent sets by
taking the complement. The following lemma, which is an exercise in [5], describes a
relation between cosets of two different subgroups.
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Lemma 4.1. Let G be a group, H ≤ G, and K ≤ G. Then for any a, b, c ∈ G, either
(a+H) ∩ (b+K) = ∅ or (a+H) ∩ (b+K) = c+ (H ∩K).
The following theorem gives a method for constructing multiple orthogonal colour-
ings of Paley graphs by utilizing the structure of the finite field. The idea is to find
particular cosets that share at most one element. Then, Lemma 4.1 gives that their
intersection also contains at most one element. These cosets can then be used as the
colour classes. Since they intersect in at most one element, they will be an orthogonal
assignment of the colours. The following theorem formalizes this argument.
Theorem 4.2. For p a prime and an integer r ≥ 1, Oχ pr+1
2
(QR(p2r)) = pr.
Proof: Let G = Fp2r . Since p
r | p2r, there exists a subfield H ⊂ G where H ∼= Fpr .
Also, notice that H∗ is a multiplicative subgroup of G∗ with index p
2r−1
pr−1 = p
r + 1.
Thus, H = {0}⋃{αm(pr+1)|1 ≤ m < pr − 1} where α is a primitive element of G.
Next, for 0 ≤ i < pr+1
2
, consider the sets Hi = {0}
⋃{αm(pr+1)+2i|1 ≤ m < pr − 1}.
The sets Hi are additive subgroups of G. To see this, it suffices to show for x, y ∈ Hi
that x− y ∈ Hi.
x− y = αm(pr+1)+2i − αn(pr+1)+2i by the definition of Hi
= α2i(αm(p
r+1) − αn(pr+1))
= α2i(αt(p
r+1)) because Fp2r is a field
= αt(p
r+1)+2i
∈ Hi by the definition of Hi.
Therefore, the sets Hi are additive subgroups of G. Since α
m(pr+1)+2i is an even
power of α, Hi ⊂ S and so Hi are cliques in QR(p2r). Similarly, the pr − 1 cosets of
Hi are cliques in QR(p
2r). Therefore, Hi and its cosets are independent sets in the
complement graph. For 1 ≤ j ≤ pr − 1, let Hi + kj be the jth coset of Hi. Then,
define the colourings of the complement as ci(x) = j for x ∈ Hi + kj. Since these
are independent sets, the ci are proper colourings. It remains to show that these
colourings are mutually orthogonal.
Notice that Hi
⋂
Hj = {0}. Therefore, by Lemma 4.1, any coset of Hi and any
coset of Hj will intersect in at most 1 element. Therefore, the colour pair (i, j) is only
assigned to at most one vertex. Hence, there is no orthogonal conflict. 
5 Orthogonal Colourings of Product Graphs
The Cartesian product of two graphs G and H , GH , has vertex set V (G)× V (H),
and two vertices (u1, v1) and (u2, v2) in GH are adjacent if and only if either u1 = u2
and v1v2 ∈ E(H) or v1 = v2 and u1u2 ∈ E(G). A relationship between Cayley graphs
and the Cartesian graph product was given by Theron [9]. He showed that if G1 and
G2 are groups with Cayley graphs Γ(G1, S1) and Γ(G2, S2) respectively, then a Cayley
graph of G1 ×G2 is Γ(G1 ×G2, (S1 × {0}) ∪ ({0} × S2)) = Γ(G1, S1)Γ(G2, S2).
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Let S = Zq\{0} and consider the group Zdq with addition (component-wise) as
the group operation. Notice that Γ(Zq, S) = Kq. Therefore, by the above result, a
possible Cayley graph for Zdq is the Cartesian graph product of d complete graphs Kq.
This is what is defined to be the Hamming graph H(d, q). The following theorem
shows how the Cartesian graph product affects orthogonal colourings.
Theorem 5.1. If G has n2 vertices, H has m2 vertices, and Oχ(G) = n ≥ m, then
Oχ(GH) = nm.
Proof: Label V (G) = {vk : 0 ≤ k < n2} and V (H) = {(ui, uj) : 0 ≤ i, j < m}
where n ≥ m. Let f = (f1, f2) be an orthogonal colouring of G using the colours
0, 1, . . . , n−1. It is shown that g = (g1, g2) is an orthogonal colouring of GH where:
g1((vk, (ui, uj))) = (f1(vk) + j)(mod n) + in.
g2((vk, (ui, uj))) = (f2(vk) + i)(mod n) + jn.
First, it is shown that g has no orthogonal conflicts. Let vk1 , vk2 ∈ V (G) and let
(ui1, uj1), (ui2, uj2) ∈ V (H). If g((vk1, (ui1, uj1))) = g((vk2, (ui2, uj2))), then:
(f1(vk1) + j1)(mod n) + i1n = (f1(vk2) + j2)(mod n) + i2n. (5)
(f2(vk1) + i1)(mod n) + j1n = (f2(vk2) + i2)(mod n) + j2n. (6)
Without loss of generality, suppose that i1 < i2. Then:
(f1(vk1) + j1)(mod n) + i1n < n + i1n
= n(1 + i1)
≤ i2n
≤ (f1(vk2) + j2)(mod n) + i2n.
Therefore, by transitivity, (f1(vk1) + j1)(mod n) + i1n < (f1(vk2) + j2)(mod n) + i2n,
which contradicts Equation (5), thus i1 = i2. A similar argument shows that j1 = j2.
Substituting i1 = i2 and j1 = j2 into Equations (5) and (6), gives f1(vk1) = f1(vk2)
and f2(vk1) = f2(vk2). Hence, vk1 = vk2 because f is an orthogonal colouring. Thus,
(vk1 , (ui1, uj1)) = (vk2 , (ui2, uj2)).
It remains to show that g1 and g2 are proper colourings of GH . First, consider
adjacencies of the form (vk1 , (ui, uj)) ∼ (vk2 , (ui, uj)). Since vk1 ∼ vk2 in G and f1 is
a proper colouring of G, f1(vk1) 6= f1(vk2). Thus
g1((vk1 , (ui, uj))) = (f1(vk1) + j)(mod n) + in
6= (f1(vk2) + j)(mod n) + in
= g1((vk2, (ui, uj)).
Next, consider adjacencies of the form (vk, (ui1, uj1)) ∼ (vk, (ui2, uj2)). Suppose
that i1 = i2 and j1 6= j2, then:
g1((vk, (ui1, uj1))) = (f1(vk) + j1)(mod n) + i1n
6= (f1(vk) + j2)(mod n) + i1n because m ≤ n
= (f1(vk) + j2)(mod n) + i2n
= g1((vk, (ui2, uj2))).
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Thus, there are no colour conflicts in the case. If i1 6= i2, then the argument used
to prove the orthogonality of g shows that g1((vk, (ui1, uj1))) 6= g1((vk, (ui2, uj2))).
Hence, there are no conflicts in this case either. Therefore, Oχ(GH) = nm. 
Note that H(d + 2, q) = H(d, q)H(2, q). Therefore, if Oχ(H(2, q)) = q, then
Theorem 5.1 allows the use of induction to orthogonally colour Hamming graphs of
the form H(2d, q). Notice that a pair of orthogonal Latin squares corresponds to an
orthogonal colouring of KqKq = H(2, q). It is known that orthogonal Latin squares
of size n 6= 2, 6 exist [3, 8], giving the following lemma.
Lemma 5.2. If q 6= 2, 6 then Oχ(H(2, q)) = q.
Corollary 5.3. If q 6= 2, 6, and d ≥ 1, then Oχ(H(2d, q)) = qd.
Proof: Proceed by induction on d. If d = 1, then Oχ(H(2, q)) = q by Lemma 5.2.
Assume true for d ≤ k, k ≥ 1. Then, H(2(k + 1), q) = H(2k, q)H(2, q). By the
induction hypothesis, Oχ(H(2k, q)) = qk. Therefore, by Theorem 5.1 it follows that,
Oχ(H(2(k + 1), q) = qk+1. 
It remains to find orthogonal colourings of Hamming graphs when q = 2, 6. In
the case when q = 2, Oχ(H(4, 2)) = 4, as shown in Figure 5.1. Theorem 5.1 and
induction gives the following corollary.
(0, 0) (0, 1) (0, 2) (0, 3) (1, 0)(1, 1)(1, 2)(1, 3)
(2, 0) (2, 1) (2, 2) (2, 3) (3, 0)(3, 1)(3, 2)(3, 3)
Figure 5.1: Orthogonal Colouring of H(4, 2)
Corollary 5.4. If d ≥ 1, then Oχ(H(4d, 2)) = 22d
There are some open problems left to be explored for orthogonal colourings of
Hamming graphs. First, to complete the categorization of even Hamming graphs, an
orthogonal colouring of H(4, 6) using 36 colours would need to be found. Secondly,
orthogonal colourings of odd Hamming graphs, H(2d+ 1, q), have not been studied.
Lastly, multiple orthogonal colourings of Hamming graphs have not been studied. In
the case of H(2, q), this would correspond to a collection of mutually orthogonal Latin
squares.
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