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Magnetic reconnection facilitates the conversion of magnetic energy to thermal
energy and plasma flows. Reconnection occurs at the magnetopause, the magnetic
boundary between the plasmas of the terrestrial magnetosphere and the heliosphere.
Turbulence is known to develop at this boundary, but its influence on reconnection,
particularly on small scales, is unknown. In light of this, an important goal of
NASA’s Magnetospheric Multiscale (MMS) Mission is to understand the role tur-
bulence plays in the development of reconnection.
We present two- and three-dimensional particle-in-cell simulations of the 16
October 2015 MMS magnetopause reconnection event. While the two-dimensional
simulation is laminar, turbulence develops at both the x-line and along the magnetic
separatrices in the three-dimensional simulation. This turbulence is electromagnetic,
is characterized by a wavevector k given by kρe ∼ (me/mi)0.25 with ρe the electron
Larmor radius, and appears to have the ion pressure gradient as its source of free
energy. Taken together, these results suggest the instability is a variant of the
lower-hybrid drift instability. The turbulence produces electric field fluctuations in
the out-of-plane direction with an amplitude of around ±10 mV/m, which is much
greater than the reconnection electric field of around 0.1 mV/m. Such large val-
ues of the out-of-plane electric field have been identified in the MMS data. The
turbulence in the simulation controls the scale lengths of the density profile and
current layers, driving them closer to
√
ρeρi than the ρe or de scalings seen in 2D
reconnection simulations, where de is the electron inertial length. The turbulence
produces both anomalous resistivity and anomalous viscosity. Each contribute sig-
nificantly to breaking the frozen-in condition in the electron diffusion region. The
crescent-shaped features in velocity space seen both in MMS observations and in
two-dimensional simulations survive. We compare and contrast these results to a
three-dimensional simulation of the 8 December 2015 MMS magnetopause reconnec-
tion event in which the reconnecting and out-of-plane guide fields are comparable.
LHDI is still present in this event, although its appearance is modified by the pres-
ence of the guide field. The crescents also survive although, in agreement with MMS,
their intensity decreases. Nevertheless, the developing turbulence remains strong.
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Chapter 1: Introduction
1.1 History of Magnetic Reconnection
Magnetic reconnection is a fundamental plasma process that facilitates the
conversion of magnetic energy to high-speed plasma flows and thermal energy. The
idea of magnetic reconnection was proposed in the 1950s, but our understanding
of the process is still incomplete. An excellent overview of the topic, including
discussion of the many mysteries still remaining, can be found in [1].
Magnetic reconnection was proposed in an attempt to understand solar flares.
Solar flares are large bursts of radiation near the surface of the sun, accompanied
by sudden flashes of light and, usually, the ejection of material from the plasma
surrounding the sun. The first observed solar flare, now dubbed the ‘Carrington
Flare,’ was observed independently by Richard C. Carrington and Richard Hodgson
in 1859 [2, 3]. Almost a century later, Ron Giovannelli noted that solar flares often
occur in regions with a reversal of magnetic field [4]. Upon investigation, James
Dungey found that oppositely directed magnetic field lines could break apart and
reconnect because of diffusion, forming a thin current sheet in the process [5,6]. He
later coined the term ‘magnetic reconnection.’
In 1956, Peter Sweet presented a model of reconnection at a conference. In
1
Figure 1.1: Sweet-Parker reconnection. Oppositely directed magnetic
field lines are driven together. The field lines break and reconnect, and
plasma and field lines are ejected to the left and right. Reprinted from
Parker, 1963 [7]
his model, bipolar magnetic fields were pressed together, forming Dungey’s diffusive
region [8]. Eugene Parker was in attendance and used steady-state scaling analysis
to derive what is now known as Sweet-Parker reconnection (see Figure 1.1) [9, 10].
While this collisional reconnection model has been confirmed in the laboratory, it
predicts a magnetic energy dissipation rate far faster than diffusion alone but far
slower than that observed in solar flares.
As will be discussed in Chapter 2, one of the reasons Sweet-Parker reconnection
is slow is the large aspect ratio of the reconnection layer (`/L in Figure 1.1). In 1964,
Harry Petscheck proposed an alternate model where the inflow and outflow regions
are separated by stationary slow shocks, resulting in a small Sweet-Parker diffusion
region [11]. While this model predicts a dissipation rate comparable to that seen
2
in solar flares, it has since been found that this configuration is unsustainable [12]
unless the resistivity (which is the main mechanism for reconnection) is locally non-
uniform [13].
Recent work has shown that incorporating the Hall effect can support the
Petschek configuration [14]. With a thin enough current layer, small-scale kinetic1
physics allows energy to be released fast enough to explain observed energy release
times [15]. This ‘Hall reconnection’ has been observed in the magnetosphere [16–18].
Although magnetic reconnection was originally proposed to explain solar flares,
it is an important process seen in both space physics (geomagnetic storms, aurora,
and coronal mass ejections) and the laboratory (the sawtooth crash is a major
impediment to achieving magnetic confinement in fusion devices). Reconnection is
also suspected of playing an important role in astrophysical contexts as well.
1.2 The Magnetosphere
A magnetosphere is the region around a planet in which the planet’s magnetic
field exerts a dominant influence. While other planets and comets have magneto-
spheres (see [19] for a thorough overview), Earth’s magnetosphere has been the most
studied and is the focus of the Magnetospheric Multiscale (MMS) Mission.
1Kinetic scales are those smaller than a collisional mean free path. Above kinetic scales, plasmas
can be modeled as fluids moving with collective motion. Below kinetic scales, the fact that plasma
consists of individual particles is important.
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1.2.1 History
The study of the magnetosphere begins with William Gilbert’s proposal in
1600 that Earth has a dipolar magnetic field [20]. While the Earth’s magnetic field
is essentially dipolar near the surface, further out it is distorted. The cause of this
distortion was unknown for another three and a half centuries.
On the day following the Carrington flare in 1859, a geomagnetic storm oc-
curred. Carrington supposed the flare and the storm were related and suggested
that there were particles flowing from the sun [2]. In the 1930s, Sydney Chapman
and Vincent C. A. Ferraro hypothesized that plasma was emitted by the sun and
was deflected by the Earth’s magnetic field [21–24]. In 1951, Ludwig Biermann
noted that, regardless of travel direction, the tail of a comet always points away
from the sun [25]. It was not until 1958 that Eugene Parker theorized that these
separate hypotheses were describing the effects of a singular phenomenon, which he
called the solar wind [26].
The following year, Thomas Gold proposed the name ‘magnetosphere’ [27].
In 1961, Dungey proposed that magnetic reconnection could be a mechanism that
transmits solar wind energy to the magnetosphere [28]. By the 1960s, much work
had been done to probe the inner magnetosphere. This work was spearheaded
by James Van Allen, and by 1958, Explorer 1 and 3 [29] had detected the Earth’s
radiation belt [30]. In 1961, Explorer 12 observed the magnetopause, which had been
predicted by Chapman and Ferraro [31, 32]. Cluster II [33] and THEMIS [34] are
more recent missions probing the magnetosphere. The Magnetospheric Multiscale
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Mission continues this work, to learn as much as we can about the magnetosphere.
1.2.2 Structure
A detailed overview of the structure of magnetospheres can be found in [19].
All of the planets in our solar system have magnetospheres. If a planet does not
have its own magnetic field (Venus and possibly Mars), its magnetosphere is called
induced; otherwise, a planet’s magnetosphere is intrinsic. Regardless of its nature,
each planet’s magnetosphere is bounded by a bow shock. This bow shock is caused
by the solar wind decelerating and deflecting as it encounters the planet. When
the solar wind encounters the magnetosphere on the dayside (the side of the planet
facing the sun), the solar wind magnetic field lines drape around the planet. Due
to this draping, the nightside (the side of the planet facing away from the sun)
has a region of extended magnetic field lines, that may or may not intersect with
the planet, called the magnetotail. In an induced magnetotail, these field lines do
not intersect with the planet but close on themselves, usually in the tail. In an
intrinsic magnetotail, these magnetic field lines intersect the planet at the polar
caps and stretch into the nightside. The last features discussed herein are only
found in intrinsic magnetospheres. The area where the pressure from the planetary
magnetic field is equal to the pressure from the solar wind is called the magnetopause
(discussed extensively in [35]). Conditions at the magnetopause are varied and
complex, and as such it is an ideal location to investigate asymmetric magnetic
reconnection. The area between the magnetopause and the bow shock is referred to
5
Figure 1.2: The magnetosphere in the noon-midnight meridian plane.
The rectangles denote locations where magnetic reconnection is fre-
quently observed– left, at the magnetopause, and right, in the mag-
netotail. Reprinted from Burch et al., 2016 [36] 2
as the magnetosheath.
A sketch of Earth’s magnetosphere can be seen in Figure 1.2. Though distances
fluctuate by several Re due to fluctuations in the solar wind, the bow shock is located
approximately 13Re in front of the Earth, while the magnetopause is about 10Re
away along the Earth-Sun line. The magnetopause stretches about 15Re on either
side of the Earth before continuing in the nightside. Magnetic reconnection in the
magnetotail occurs in primarily two regions: near-Earth between 20 and 30Re, and
more distant, as far as 140Re [37].
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1.3 The Magnetospheric Multiscale Mission
The Magnetospheric Multiscale Mission (or MMS) officially began in 2002 [36],
although the mission itself was some time longer in planning. The MMS Science and
Technology Definition Team (STDT) report in 1999 [37] identified four key questions
about reconnection to be probed with MMS:
1. What are the kinetic processes responsible for collisionless magnetic reconnec-
tion, and how is reconnection initiated?
2. Where does reconnection occur at the magnetopause and in the magnetotail,
and what influences where it occurs?
3. How does reconnection vary with time, and what factors influence its temporal
behavior?
4. How are flux transfer events and plasmoids/magnetotail flux ropes formed,
and how do they evolve?
The original STDT plan recommended the use of five spacecraft, identically
instrumented, flying in either a hexahedral or “quad-tetrahedra” formation, to be
launched in June 2006. As is often the case, the mission plan evolved in both
objective and implementation. With advancements in both theory and modeling,
the MMS science goal became to “[u]nderstand the microphysics of magnetic re-
connection by determining the kinetic processes occurring in the electron diffusion
region that are responsible for collisionless magnetic reconnection, especially how
7
Figure 1.3: Sketch of the MMS orbits for phases 1 and 2. The axes are
in units of Re. Reprinted from Burch et al., 2016 [36]
2
reconnection is initiated” [36]. Its three specific objectives are, in order of priority:
1. Determine the role played by electron inertial effects and turbulent dissipation
in driving magnetic reconnection in the electron diffusion region.
2. Determine the rate of magnetic reconnection and the parameters that control
it.
3. Determine the role played by ion inertial effects in the physics of magnetic
reconnection.
The plan was also pared down from the original five to four identical spacecraft
flying in tetrahedral formation. These spacecraft were successfully launched on
March 12, 2015.
The mission itself has two planned phases (depicted in Figure 1.3), the first
probing the dayside magnetopause and the second the nightside magnetotail. In
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the first phase, the spacecraft travel in an orbit with perigee at 1.2Re and apogee
at 12Re, which in the second phase the apogee is raised to 25Re. Phase One began
almost six months after the launch date on September 1, 2015. The second phase
is expected to start in May 2017.
MMS boasts several improvements over previous missions. The four space-
craft can maintain a spacing of as little as 10 km, with an accuracy of 100 m [36].
This spacing of 10 km translates roughly to 6de (where de is the electron inertial
length), based on a magnetosheath density of 12cm−3 [38]. For comparison, Cluster
II’s minimum spacing distance is 200 km [37]. The spacecraft accurately measure
the three-axis electric and magnetic fields with cross-calibrations to measure varia-
tions in both time and space. The spacecraft also measure all-sky electron and ion
velocity-space distributions with time resolutions of 30 ms for electrons and 150 ms
for ions. Previous resolutions were in the seconds range.
1.4 Summary of Results
Earth’s magnetosphere is an ideal laboratory to investigate the intricacies of
magnetic reconnection, and MMS’s high spatial- and temporal-resolution measure-
ments allow us to probe the electron-scale kinetic physics in the region around the
X-line.
Chapter 2 is a brief discussion of magnetic reconnection theory, including the
differences between symmetric and asymmetric reconnection.
In Chapter 3, I discuss in depth a particular type of instability that is com-
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monly observed in asymmetric configurations likely to be found at the magne-
topause, the lower-hybrid drift instability (LHDI).
In Chapter 4, I discuss two- and three-dimensional simulations with initial con-
ditions reflective of a magnetic reconnection event observed by MMS. The inclusion
of the third dimension permits the development of strong turbulence, which makes
significant contributions to the balance of Ohm’s Law. This turbulence does not
disrupt the formation of crescent-like features observed by MMS in velocity-space
distribution functions.
In Chapter 5, I perform detailed analysis of the turbulence observed in this
simulation and another with a more realistic mass-ratio. This turbulence is electro-
magnetic in nature and is characterized by a wavevector given by kρe ∼ (me/mi)0.25,
which suggests the instability is LHDI.
In Chapter 6, I present preliminary results of a three-dimensional simulation
with initial conditions reflective of another reconnection event observed by MMS,
this time with a significant guide field. Strong turbulence develops along the mag-
netosphere separatrix with a wavevector again consistent with LHDI. We reproduce
the crescent-shaped distribution functions observe by MMS. The strong turbulence
that develops does not appear to significantly contribute to the balance of Ohm’s
Law. More simulations are needed to explore turbulence near the X-line.
In Chapter 7, I summarize my conclusions and discuss possible future work.
2Reprinted without modification under the terms of the Creative Commons license,
http://creativecommons.org/licenses/by/4.0/
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Chapter 2: Magnetic Reconnection
In this chapter I discuss the general theory behind magnetic reconnection.
First I present the ideal magnetohydrodynamic (MHD) formulation of plasma physics,
the concept of magnetic tension, and the frozen-in theorem. Next I discuss the gen-
eral reconnection process, where magnetic energy is released in an effort to minimize
magnetic tension and the frozen-in theorem is no longer valid. I then consider steady-
state reconnection, comparing and contrasting Sweet-Parker reconnection with Hall
reconnection. Magnetopause reconnection is often asymmetric, as seen in MMS
observations, and the simulations presented in Chapters 4-6 focus on asymmetric
reconnection. As such, I discuss the differences between symmetric and asymmetric
reconnection, where I derive Sweet-Parker scaling laws for asymmetric reconnection
and show that the X-point and stagnation point are generally not co-located. I con-
clude by describing the particle-in-cell (PIC) code used in the simulations presented
in Chapters 4-6.
2.1 Magnetohydrodynamics
A simple model of the behavior of plasma is magnetohydrodynamics (MHD),
where plasma is treated like an electrically conducting fluid. MHD is usually suffi-
11
cient to describe the global behavior of plasma, though as we will see in a moment,
it does not hold in certain regions of interest.
The equations governing ideal MHD are as follows:
∂ρ
∂t

















(v×B) = 0 (2.5)
These are the continuity equation, the momentum equation, Faraday’s Law, Ampére’s
Law, and the ideal Ohm’s Law, respectively. Here, ρ is the mass density, v is the
bulk velocity, J is the current density, B is the magnetic field, P is the scalar pres-
sure, E is the electric field, and d/dt = ∂/∂t + v · ∇ is the convective derivative.
An additional equation, usually the adiabatic equation of state, is needed to close
this set of equations.













The first term on the right-hand side corresponds to magnetic tension, acting to
straighten curved magnetic field lines. It acts in the direction of b · ∇b, where
b = B/|B| is the unit vector in the direction of B. The second term on the right-
hand side represents the magnetic pressure, which acts in a manner similar to the
thermal pressure P .
2.1.1 Frozen-in Theorem
One of the most important results obtained using ideal MHD theory is Alfvén’s
frozen-in theorem [39]. It states that, in a system with infinite electric conductivity
(i.e. one where the ideal Ohm’s Law holds) magnetic field lines are “frozen” to the
surrounding fluid and must move with the fluid. Thus in such a system a field line
cannot break.




B · dS = const, (2.7)
i.e., the magnetic flux Φ moving through a surface is constant. This result is obtained




which comes from the combination of equations 2.3 and 2.5. The change of magnetic























Figure 2.1: Two-dimensional reconnection. Oppositely directed mag-
netic field lines are drawn into the diffusion region (shaded blue), where
they break and reconnect before being drawn into the outflow region.
When substituting the induction equation (equation 2.8) into the first term on the
right-hand side and invoking Stokes’ theorem, the entire right-hand side vanishes,
resulting in equation 2.7.
2.2 Reconnection Theory
2.2.1 The Reconnection Process
While MHD is usually a good approximation for plasma behavior, it is not suf-
ficient to explain magnetic reconnection. Figure 2.1 shows a canonical reconnection
14
configuration. Oppositely directed magnetic field lines, on the top and bottom, are
separated by separatrices, meeting at a central X-line. The magnetic tension in the
curved field lines pulls the field lines away from the diffusion region (the region near
the X-line, shaded blue), driving the pressure down in the diffusion region. This
lower pressure draws in plasma from outside the diffusion region (above and below
the blue region), where the frozen-in theorem is still valid, bringing magnetic field
lines with it. These new magnetic field lines cross the separatrix, where they break
and reconnect with a magnetic field line on the opposite side of the X-line. Because
the magnetic field lines break, plasma is no longer frozen to these lines. Thus in this
diffusion region, the frozen-in theorem is no longer true, implying that the physics
not included in the ideal Ohm’s Law (Eq. 2.5) is important for enabling magnetic
reconnection. The magnetic field lines that result are heavily bent, and the tension
in the field lines causes them to accelerate out of the diffusion region in the direction
shown by the green arrows in an attempt to straighten. Once out of the diffusion
region, the frozen-in theorem holds, so these field lines accelerate plasma out of the
region, further drawing the pressure in the diffusion region down. This self-driven
process continues until all available magnetic flux in the inflow/upstream region is
spent.
A large percentage of the initial energy in the magnetic field lines is released in
this process. To demonstrate this, consider a contracting magnetic bubble (usually
referred to as a magnetic island) as seen in Figure 2.2. The initial bubble has major
radius L and minor radius w, with w  L. The island contracts in an effort to







Figure 2.2: Cartoon of a squashed magnetic bubble contracting. Figure
and example courtesy of Jim Drake.
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nearly incompressible process, so the area of the bubble is conserved through this
process, giving πwL ≈ πR2 or R ≈
√
wL. The magnetic flux Φ is also conserved, so
Biw = BfR, where Bi is the initial magnetic field, predominantly in the horizontal
direction. The magnetic energy E depends on both the area and the magnetic energy
density B2/8π, but as the area is conserved in this process, the ratio of final and














Thus, most of the initial energy in the magnetic fields is converted to plasma energy.
Outside of the diffusion region the frozen-in theorem holds, so as the magnetic
island contracts, plasma moves with the field lines. If we suppose that almost all of
the initial magnetic field energy B2i /8π is converted to kinetic energy of the initially
stationary plasma 1
2






where cA is the Alfvén speed based on the initial magnetic field strength.
2.2.2 Steady-State Reconnection
Although these toy models are demonstrative, to determine quantitative re-
sults we must consider different theories of reconnection. Here we quantitatively
treat the steady-state (∂/∂t = 0) reconnection process for both Sweet-Parker recon-









Figure 2.3: Sweet-Parker configuration. δ and L are the half-lengths of
the diffusion region. The magnetic field upstream of the diffusion region,
Bup, is pulled into the diffusion region in the direction of vin and is then
expelled outward in the direction of vout.
2.2.2.1 Sweet-Parker Theory
Consider the Sweet-Parker configuration in Figure 2.3. δ and L are the half-
lengths of the diffusion region, where δ  L.
Reconnection is a nearly incompressible process, meaning the mass density ρ











where vin and vout are the inflow and outflow velocities, respectively. A similar result









where Bup and Bdown are the magnetic fields upstream and (not depicted in Figure
2.3) downstream of the diffusion region.
Furthermore, by balancing the v · ∇v and B · ∇B terms in the modified






where cAup is the Alfvén speed based on the upstream magnetic field. This result is
reminiscent of our result from the contracting island discussion (Eq. 2.11), as one
might expect.
Next, we consider the reconnection rate. The reconnection electric field E
(into the page in our configuration) is used for the reconnection rate. From the
















Thus, to find the reconnection rate E ′, we must determine the inflow speed vin. In
Sweet-Parker reconnection, the mechanism for dissipation is electron-ion collisions,





where η is the resistivity. When this equation is used in combination with the rest
of the equations describing ideal MHD (Eqs. 2.1-2.4) in lieu of the ideal Ohm’s Law,








Several of these terms may be neglected: along the symmetry line just upstream
of the dissipation region, the first term on the right-hand side is zero, while the
left-hand term is zero in steady state. Evaluated in the vertical direction for the





















where S is the Lundquist number. In astrophysical systems, the Lundquist number
is typically very large (S = 109 typically for solar flares), resulting in a very small
reconnection rate. This is due to both a very small resistivity η of astrophysical
plasmas and a very large length scale L, typically the size of the system [12,40–42].
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While the Sweet-Parker model is not sufficient to describe astrophysical phe-
nomena, the scaling laws derived above are consistent with results from laboratory
experiments [43,44].
2.2.2.2 Non-Ideal Reconnection
The previous treatment was a fluid approach to reconnection. If kinetic effects
are included, ideal MHD can break down when ions “decouple” from the electrons
and the magnetic field lines. At small scales, ions and electrons gyrate around
magnetic field lines, but as the ion mass is larger, their gyroradius is larger. If a
magnetic field line is within one ion gyroradius of another field line, the ions are no
longer constrained to their initial magnetic field line.
Several non-ideal terms are omitted from the ideal Ohm’s Law. A generalized











+meνei (ve − vi) , (2.22)
where me is the electron mass, ve is the electron flow velocity, Pe is the electron
pressure tensor, νei is the electron-ion collision frequency, and vi is the ion flow




































where η = νeime/ne
2 is the resitivity. The terms on the right-hand side are the
resistive term, the Hall term, the electron pressure gradient term, and the electron
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inertia term, respectively. When Equation 2.24 (without the rightmost two terms)
is used in combination with the rest of the equations describing ideal MHD (Eqs.
2.1-2.4) in lieu of the ideal Ohm’s Law (Eq. 2.5), this set of equations make up
Hall-MHD. The resistive term, the off-diagonal electron pressure gradient term, and
the electron inertia term can all violate the frozen-in theorem.
Because the ions are decoupled from the electrons and field lines, the diffusion
region takes on a two-scale structure, with an ion diffusion region and a smaller
electron diffusion region. The Hall term is important in both the ion and electron
diffusion regions, leading to some substantial differences between Hall reconnection
and Sweet-Parker reconnection. The Hall reconnection rate does not depend on
the dissipation mechanism [15], nor does it depend on system size [45, 46]. The
reconnection rate is a constant of order E ′ ∼ 0.1 [45]. Thus, including kinetic effects
avoids the major pitfalls of Sweet-Parker reconnection.
2.3 Asymmetric Reconnection
Thus far the discussion has been limited to symmetric reconnection, where
the values of the magnetic fields, mass densities, and ion and electron tempera-
tures are the same for the two inflowing plasmas. Magnetotail reconnection is often
symmetric, while magnetopause reconnection is often asymmetric. There are a few
significant differences between symmetric and asymmetric reconnection, which are
discussed here.
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2.3.1 Sweet-Parker Scaling Laws
Here, we derive Sweet-Parker scaling laws for asymmetric reconnection, first
derived in [47] (which this section closely follows). These scaling laws are for anti-
parallel reconnection.
It is convenient to rewrite the MHD equations in conservative form:
∂ρ
∂t































along with Faraday’s Law (Eq. 2.3). Here I is the unit tensor, E = ρv2/2 + P/(γ −
1) +B2/8π is the total energy density, γ is the ratio of specific heats, and R stands
for the remaining terms in the generalized Ohm’s law. We write these equations in
conservative form so that we may easily integrate these equations over a volume V
for reconnection in a steady state, giving:
∮
S
















Figure 2.4: Asymmetric reconnection. The magnetic field lines are
shown in blue, while the velocity lines are shown in red. B1, ρ1, and v1
(B2, ρ2, and v2) are the magnetic field, mass density, and bulk velocity
upstream and above (below) the diffusion region. ρout and vout are the
density and bulk velocity in the outflow region. X and S are the locations
of the X-line and stagnation point, respectively. Reprinted from Cassak














where S is the surface of V . From Faraday’s Law (and using Stokes’ Theorem), we
get ∮
S
dS× E = 0. (2.32)
These equations are used to analyze the reconnection event depicted in Figure
2.4. B1, ρ1, and v1 are the magnetic field, mass density, and bulk velocity upstream
and above the diffusion region, while B2, ρ2, and v2 are those parameters upstream
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and below the diffusion region. ρout and vout are the density and bulk velocity in
the outflow region. As before, δ and L are the half-lengths of the diffusion region.
The continuity equation (Eq. 2.29) gives
L (ρ1v1 + ρ2v2) ∼ 2δ (ρoutvout) , (2.33)



















Here we assume the thermal pressure does not contribute to energy conversion.
Lastly, Faraday’s Law (Eq. 2.32) gives
v1B1 ∼ v2B2 (2.35)
when used in conjunction with Eq. 2.28.







In the symmetric limit (B1 = B2 = Bup and ρ1 = ρ2 = ρ), this simplifies to the
upstream Alfvén speed cAup, as in Eq. 2.14. The (un-normalized) reconnection rate


































Thus the outflow velocity is similar to an Alfvén velocity based on the geomet-
ric mean of the upstream fields and density of the outflow, while the reconnection
rate depends on an effective magnetic field strength, the outflow velocity, and the
aspect ratio of the dissipation region.
2.3.2 X-point vs Stagnation point
Another significant difference between asymmetric and symmetric reconnec-
tion is the difference in location of the magnetic X-point (where the magnetic field
in the reconnection plane goes to zero) and the stagnation point (where the fluid
velocity goes to zero). There is thus a net flow of plasma across the X-point in
asymmetric reconnection, as we will see below.
We can calculate the relative position of the X-point and stagnation point
thusly. As in Figure 2.4, δX1 and δX2 are the distances from the top and bottom of
the dissipation region to the X-point X, while δS1 and δS2 are the distances from the
top and bottom to the stagnation point S. To find δX1 (δX2) we consider the energy
equation (Eq. 2.31) for the rectangle ABXW (WXDC). As WX is the neutral
line, the magnetic energy through it is zero. The flow energy across the neutral line
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is negligible, and there is no magnetic energy flow across BX (XD) by symmetry.




































Physically, this means the X-point is offset toward the inflow region with the weaker
magnetic field.
To find δS1 (δS2), we consider the continuity equation (Eq. 2.29) for the
rectangle ABST (TSDC). Mass flux across ST is zero by definition, while it is zero
across BS (SD) by symmetry. For ABST we find
L (ρ1v1) ∼ δS1 (ρoutvout) , (2.44)
while TSDC gives
L (ρ2v2) ∼ δS2 (ρoutvout) . (2.45)






Thus the stagnation point is offset towards the side with smaller ρ/B. The X-point
and stagnation point may still coincide, but they generally will not. In the case of
symmetric reconnection, Eqs. 2.43 and 2.46 simplify to δX1 ∼ δX2 and δS1 ∼ δS2 1.
1As δX1 + δX2 = 2δ = δS1 + δS2, in symmetric reconnection these values are all equal.
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2.4 Numerical Simulations
The asymmetric reconnection simulations described in this thesis use the ki-
netic Particle-in-Cell (PIC) code p3d [48]. PIC simulations in three dimensions are
computationally expensive, so several parameters utilized are smaller than realistic
values to ease this expense. Using a smaller ion to electron mass ratio lessens the
difference between ion and electron scales, though a ratio of mi/me = 25 is generally
sufficient to separate the two scales. The simulations presented here primarily use
mi/me = 100. Reducing the ratio of the electron plasma frequency ωpe to electron
cyclotron frequency ωce (also equal to c/cAe) lessens the difference between light
waves and plasma waves. In most of our simulations, ωpe/ωce = 1.5 and 0.3 in
the asymptotic magnetosheath and magnetopause respectively, as compared to the
more realistic values of 35 and 6, respectively.2 Additionally, the ratio of the Debye
length λD to the electron inertial length de = c/ωpe
3 is controlled by the choice of
c/cA0 (where cA0 is defined below), which is chosen to be smaller than its realistsic
value for resolution purposes. While reconnection generally does not depend on
the Debye length, as the kinetic scales that control reconnection are de and the ion
inertial length di = c/ωpi, instabilities such as the Buneman instability [49, 50] do.
The instability analyzed in Chapters 4-6 has a much longer wavelength than λD, so
the artificial Debye length does not appear to impact our results.
In addition, several code parameters must be chosen with care such that both
2While this seems to imply cAe > c, the wave speed plateaus before reaching c.
3λD/de is also equal to ve/c, where ve =
√
2Te/me is the electron thermal velocity.
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small and large scale dynamics are properly captured. For large-scale dynamics,
the system size L must be much larger than the ion inertial length di, and the
simulation must run much longer than the ion cyclotron time ω−1ci . For small-scale
dynamics, the grid spacing must be small enough to resolve the Debye length λD,
the electron inertial length de and the Larmor radius ρx (where x can refer to either
particle species). Not only does this ensure that small-scale physics are represented,
it stabilizes a strong numerical instability resulting in artificial electron heating
that occurs when the Debye length is unresolved [51]. Additionally, the time-step
utilized must be small enough to resolve both ωpe and ωce while also satisfying the
Courant-Friedrichs-Lewy (CFL) condition [52], which requires any velocity seen in
the simulation to satisfy v < ∆x/∆t, where ∆x is the grid spacing and ∆t is the
timestep used.
p3d is normalized such that most of the code variables are of order 1. A
nominal magnetic field strength B0 and density n0 define the Alfvén speed cA0 =√
B20/4πmin0, which is used to normalize the velocity. Lengths are normalized to the
ion inertial length di = c/ωpi, where ωpi =
√
4πn0e2/mi is the ion plasma frequency.
Times are normalized to the ion cyclotron time ω−1ci0 = mic/eB0. Electric fields are
normalized to cA0B0/c, while temperatures are normalized to mic
2
A0. While most
results are presented in these normalized units, some are converted to real units to
better compare with MMS data.
Our simulations employ periodic boundary conditions in all directions. Since
the reconnecting component of the magnetic field changes signs at a current sheet,





Figure 2.5: The LMN coordinate system. The sun and Earth (not to
scale) are shown for reference. L is roughly north-south, in the direction
of the reconnecting magnetic field. N is radial, in the inflow direction,
while M is perpendicular to L and N .
reconnecting magnetic field matches polarity at the boundary. We use two current
sheets that are treated independently, and all analysis is performed before the two
current sheets become strongly correlated and merge with each other.
We use the LMN coordinate system, illustrated in Figure 2.5, in which L is
in the direction of the reconnecting magnetic field (roughly north-south), N is in
the inflow direction (roughly radial), and M is perpendicular to L and N in the
out-of-plane direction (roughly azimuthal). To mimic the asymmetric conditions
observed by MMS, the particle density n, reconnecting field component BL, and
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ion temperature Ti are initialized as functions of N with hyperbolic tangent profiles
of width 1. The simulations are initially in asymptotic pressure balance but not
precisely an exact equilibrium. Any evolution caused by the difference from an
exact equilibrium is minor before reconnection develops.
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Chapter 3: The Lower-Hybrid Drift Instability
In this chapter, I discuss an instability commonly seen in the presence of
pressure gradients (which are commonly observed in asymmetric reconnection), the
lower-hybrid drift instability (LHDI). I discuss drift waves in general before covering
the general physics behind LHDI. I then derive a local dispersion relation for LHDI,
finding the frequency and growth rate in the cold electron limit. Finally, I discuss
numerical results for both the canonical LHDI and a longer wavelength LHDI mode.
3.1 Drift Waves
Asymmetric reconnection involves differences between the magnetic fields, den-
sities, and temperatures for the two inflowing plasmas. The large gradients asso-
ciated with these asymmetries are susceptible to the generation of drift waves and
their associated instabilities. Drift waves control plasma transport across magnetic
field lines and are driven unstable by steep gradients. We are interested in situations
where these ambient gradients have scale lengths of the order of the ion Larmor ra-
dius ρi, and the associated drift waves have frequencies between the ion and electron
cyclotron frequencies ωci ≤ ω ≤ ωce. Drift waves are commonly associated with the














where m is the particle mass, n is the particle density, q is the particle charge, v is
the plasma flow velocity, E is the electric field, B is the magnetic field, and P is the











The first term on the right-hand side corresponds to the E×B drift, while the second
term on the right-hand side describes the diamagnetic drift. Both are illustrated
in Figure 3.1 [53]. In this simplified picture there are no temperature gradients,
so using P = nT , the diamagnetic drift term becomes cT (B×∇n) /nqB2. The
solid red line is at constant density, with regions of higher density to the left and
lower density to the right of the solid line. There is a magnetic field B out of the
page. The electrons flow from regions of higher density to lower density, creating
an electric field E (black in the figure). This electric field results in an E×B drift,
displayed in green in the figure. This drift pulls the line of constant density (in the
directions indicated by the green arrows) to the red dotted line. By comparing the
solid and dotted red lines, this wave appears to travel in the −B×∇n direction,
where the negative sign is a result of the negative charge value. While drift waves




𝐸 × 𝐵 drift
𝐸
Figure 3.1: A physical interpretation of drift waves. The solid red
line is at constant density, with a density gradient pointing to the left.
Electrons flow from regions of high density to low density, creating the
electric field E (black). The resulting E×B drift (green) pulls the (solid
red) line of constant density to the dotted red line. The wave appears
to travel in the −B×∇n direction.
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3.2 The Physics Behind LHDI
The LHDI is driven by inhomogeneities in the magnetic field and plasma pres-
sure. These inhomogeneities drive the relative drift of the electrons and ions. Before
delving into the full LHDI dispersion relation, we examine simple scaling arguments.
To lowest order, we assume the frequency of this instability ω ∼ kvdi, where k is the
wavevector, vdi = viρi/Lp is the ion diamagnetic velocity, Lp is the pressure scale
length, vi =
√
2Ti/mi is the ion thermal velocity, ρi = vi/ωci is the ion Larmor
radius, and ωci = eB/mic is the ion cyclotron frequency. Then















Here, we have made the assumptions Te and Ti are comparable, Lp ∼ ρi and kρe ∼ 1,
where ρe = ve/ωce is the electron Larmor radius, ve =
√
2Te/me is the electron
thermal velocity, and ωce = eB/mec is the electron cyclotron frequency. Thus the
frequency is approximately the hybrid of the cyclotron frequencies.
To demonstrate basic properties of LHDI, we now derive a simplified dispersion
relation. We express variables as equilibrium parts (with subscript 0) and perturba-
tion parts (with subscript 1), such that nj = nj0 + nj1, vj = vj0 + vj1, and E = E1,
where j is the particle species (e for electrons, i for ions) and we assume E0 = 0
and nj0 = nj0(y). The plasma equilibrium has B = B0ẑ. LHDI is defined as having
k · B = 0, so for simplicity we assume k = kx̂. Additionally, LHDI is canonically
an electrostatic wave with k× E = 0, so we assume E1 = E1x̂. We are looking for
an instability with frequency ωci ≤ ω ≤ ωce, so we assume electrons are magnetized
35
but the ions are not. Lastly, we assume perturbed quantities are of the form
f(x, t) = f exp [i (kx− ωt)] (3.4)
where Im(ω) > 0.
We consider the ion momentum equation (Eq. 2.2). To zeroth order in the












in the x-direction. We move to the rest frame of the ions, where the frequency is
modified to ω ≡ ω − kvdi. Then to first order, the continuity equation (Eq. 2.1)
gives
−iωni1 + ikni0vi1 = 0, (3.7)
and the momentum equation gives
−iωmivi1 = eni0E1. (3.8)







We assume the electrons are cold, ve0 = 0, and the particles drift with
speed ve1 = vEŷ + vpx̂, where vE = −cE1/B0 is the E × B drift and vp =
−c(dE1/dt)/(ωceB0)1 is the polarization drift. Then the continuity equation (Eq.
1vp may be found by substituting v⊥ = vE +vp into m
d
dtv⊥ = q (E + v⊥ ×B/c) and matching















E1 = 0. (3.10)












E1 = 0. (3.11)
The plasma approximation requires ni = ne, so we substitute Equation 3.9 for
ne1/ne0; with some simplification we obtain
Ω2lh
ω2







where we have used Ωlh =
√
ωceωci. If we assume the 1/kLn term is small compared






















when we use k2v2di = Ω
2
lh and Taylor expand (1− ω/kvdi)






which requires vdi/ωciLn < 1. As ω
2 < 0, ω is imaginary, which leads to an insta-
bility.
These two examples together demonstrate the main properties of LHDI: kρe ∼
1, ω ∼ kvdi ∼
√













Figure 3.2: The background plasma configuration. n and B0 vary with
respect to x, while E0 is constant. The electrons drift in the +y direction
with velocity vye.
3.3 Dispersion Relation Analysis
In Appendix A we more carefully derive a full dispersion relation for the LHDI.
It is useful to describe the background plasma configuration this derivation is based
on, depicted in Figure 3.2.
The magnetic field B0 = B0(x)ẑ and density n(x) vary with respect to x, while
the electric field E0 = −E0x̂ is constant. The particles of species j (e for electrons,
i for ions) drift with speed vyj = vE + vdj, where
vE = cE0/B0 (3.17)
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is the particle diamagnetic drift, with n = ne(x) = ni(x) the density, Tj(x) the par-
ticle temperature, mj the particle mass, and ωcj = |qj|B0/mjc the particle cyclotron
frequency.
3.3.1 Dispersion Relation
From this configuration we derive the dispersion relation in Appendix A, the




























































ω − kyvE − kyvB
Λ, (3.22)










ξi = (ω − kyvyi) /kyvi,Λ = ω−kyvE−kyvn+kyvT (1−v2⊥/v2e), v2⊥ = v2x+(vy − vE)
2 , J0(µ)
is the Bessel function of the first kind of order 0, J ′0(µ) = dJ0(µ)/dµ, µ = kyv⊥/ωce, vB =
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−εBv2⊥/2ωce, ω2pe = 4πne2/me is the electron plasma frequency, ω2pi = 4πne2/mi is
the ion plasma frequency, vn = −(Te/meωce)εn, vT = −(Te/meωce)εT , εn = (1/n)∂n/∂x =
∂(lnn)/∂x is the inverse length scale of the density, εT = (1/Te)∂Te/∂x = ∂(lnTe)/∂x
is the inverse length scale of the temperature, and εB = (1/B0)∂B0/∂x = ∂(lnB0)/∂x
is the inverse length scale of the magnetic field.
This dispersion relation cannot be solved analytically except in limiting cases.
3.3.2 Cold Electron Limit
One such limiting case is the cold electron limit. If we assume Te  Ti and
εT = 0, we find that Eqns. 3.20, 3.21, and 3.22 become
















ky (vn − vB)
ω − kyvE
. (3.26)


























Here we have used εB = −(βi/2)εn from Eqn. A.9 to relate vn and vB.
In the low-drift-velocity limit, we approximate Z(ξi) ' i
√
πky/|ky|. We also
assume the ions carry no current, so vyi = vE + vdi = 0. Writing ω = ωr + iγ, our
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dispersion relation becomes
























The frequency ωr can be found by assuming |ωr|  |γ| and setting the real part of









Similarly, the growth rate γ is found by setting the imaginary part of D(ky, ωr + iγ)















































In the limit where ωpe  ωce, Ωlh '
√
ωceωci, the hybrid of the cyclotron frequencies
we obtained earlier.
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3.4 Comparison to Numerical Studies
Numerical studies have shown that the fastest growing LHDI modes have
k · B = 0, kρe ∼ 1, γ . Ωlh, and ω ∼ kyvdi . Ωlh [54, 55]. The results derived
above for the cold electron limit roughly match these conclusions. For example,





(1 + βi/2), (3.35)
which matches kyρe ∼ 1 for Te ≈ Ti and βi ∼ O(1). This fastest growing electrostatic
mode is localized on the edge of the current sheet, as it is stabilized by the high β
within the sheet2 [56–59].
There is numerical evidence for a longer-wavelength electromagnetic instability
associated with LHDI [57,58,60]. If the current sheet is very narrow (with a width on
the order of ρi), the fastest growing mode discussed previously saturates and a mode
with k
√
ρeρi ∼ 1 develops. This mode can have a frequency between ωci ≤ ω ≤ Ωlh,
can penetrate the current sheet’s center, and need not strictly satisfy k · B = 0.
This mode will be discussed further in Chapter 5.
2In the parameter regime considered here, high β reduces the maximum growth rate (as seen in
Eqn. 3.32) but does not stabilize the instability. High β stabilization is discussed in the referenced
papers, in which slightly different dispersion relations are derived.
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Chapter 4: Simulations of the 16 October 2015 MMS Encounter
The first MMS data published was from an electron diffusion region encounter
on 16 October 2015 [38]. This data shows two magnetopause crossings within ap-
proximately two minutes of each other. Several factors indicate that during this
second crossing MMS entered the electron diffusion region (EDR). Figure 4.1 shows
data from one of the MMS spacecraft. The magnetosphere is identified by the region
of high magnetic field strength B and low plasma density n, while the magnetosheath
is characterized by a population of hotter ions with a weaker B and higher n. The
dissipation region has several indicators identified in the figure. First, around 13:07
UT there is a jet reversal as seen in viL. This occurs around the same time that the
reconnecting magnetic field component BL is nearly zero. Additionally, simulations
indicate JM should peak in the dissipation region, as the data indicates. Lastly, the
reconnection electric field EM has large bursts during the same time frame. These
are all strong indicators that MMS encountered the electron diffusion region around
13:07 UT. At this time, the spacecraft were at (X, Y, Z) = (8.30, 7.05,−4.82)Re in
geocentric solar magnetospheric coordinates [61].
One important result from this paper was the observation of crescent-shaped
electron distribution functions, which had previously been predicted [62]. Figure 4.2
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Figure 4.1: Data from MMS2. The two magnetopause crossings are
indicated by the vertical blue dashed lines. Vector quantities use the
(L,M,N) coordinate system introduced in Chapter 2. Panel data shows
(a) the magnetic field in all three directions, (b-c) the energy-time spec-
trogram of ion and electron flux, respectively, (d) the plasma density, (e)
ion flow velocity, (f) electron and ion convection velocities, (g-h) current
computed from the particle velocities and ∇×B, respectively, (i) elec-
tron temperature, and (j) electric field. Panel (k) shows the spacecraft
path from a simulation based on parameters from the crossing. From
Burch et al., 2016 [38]. Reprinted with permission from AAAS.
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Figure 4.2: Data from MMS2 for approximately three seconds around
the time of the electron diffusion region encounter. Panels show (a) the
magnetic field, (b) current from plasma measurements, (c) the electric
field, (d) M -component of E and − (ve×B), (e) E‖. (f) J · E, (g-i)
electron energy-time spectrograms, and electron velocity-space distribu-
tions for (j) (v⊥1, v⊥2), (k) (v‖, v⊥1), and (l) (v‖, v⊥2). From Burch et al.,
2016 [38]. Reprinted with permission from AAAS.
45
shows data from MMS2 for approximately three seconds around 13:07 UT. Panels
(j-l) show electron velocity-space distribution functions in all three directions, where
v‖ is parallel to b = B/|B|, v⊥1 = (b× v)× b, and v⊥2 = −v× b. The crescent-
shaped distribution functions result from cusp-like motion of electrons in the M−N
plane controlled by both BL(N) and EN(N), as seen in Figure 4.3 [63,64]. EN and
BL are assumed to be zero on the magnetosheath side and increase linearly with
distance N into the magnetosphere. This electric field is an important component
of asymmetric reconnection, caused by the stagnation point being displaced to the
magnetosphere side of the X-line. An electron near the X-line (the dashed horizontal
line) is accelerated toward the magnetosphere by EN where BL deflects it in the M
direction. Ultimately the electron returns to the X-line only to repeat this cusp-
like motion. It is conceivable that strong turbulence could scatter these electron
orbits and prevent the formation of these crescent distributions, so it was originally
hypothesized that the observations of these distributions indicated turbulence did
not play an important role at the X-line.
Here we present two- and three-dimensional simulations of reconnection with
initial conditions reflective of this MMS event.1 Because of the extra freedom as-
sociated with dynamics in the dawn-dusk (M) direction, instabilities such as the
lower-hybrid drift instability (LHDI) [66–69] or the electron Kelvin-Helmholtz in-
stability [70] can develop. In contrast with the results of earlier simulations [66,69],
we find that for the parameters associated with the MMS event, which has a larger
jump in plasma density than had been previously treated, the turbulence signifi-










Figure 4.3: The cusp-like motion of electrons near the X-line. EN
and BL are assumed to be zero on the magnetosheath side and increase
linearly in the magnetosphere. Electrons near the X-line (the dashed
horizontal line) are accelerated into the magnetosphere by EN . BL causes
the electrons to deflect in the M direction until they completely reverse
direction, returning to the X-line to repeat this motion. Figure adapted
from Shay et al., 2016 [63].
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Magnetosheath Magnetosphere
Parameters Measured Normalized Measured Normalized
n 11.3 cm−3 1.0 0.7 cm−3 0.06
BL −23 nT -1.0 39 nT 1.70
BM −2.278 nT -0.099 −2.278 nT -0.099
Ti 320 eV 1.37 2000 eV 7.73
Te 28 eV 0.12 95 eV 1.28
ωpe/ωce 35 1.5 6 0.3
Table 4.1: Parameters for the 16 Oct 2015 EDR encounter
cantly deforms the current layers and produces variations in the electromagnetic
fields sufficiently strong to affect the structure of the diffusion region: anomalous
resistivity and anomalous viscosity both play a role in breaking the frozen-in con-
dition. (Interestingly, high-frequency electric field fluctuations, amplitude & 20
mV/m, were seen in the EDR during the MMS crossing.) However, in spite of the
presence of turbulence in the simulations, crescents are still present in the electron
distribution functions within the strong current layers on the magnetospheric edge
of the diffusion region and separatrices. Thus, the role of turbulence in balancing
Ohm’s law remains an open issue in the MMS observations.
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4.1 Simulation Descriptions
The initial conditions for the simulations closely mimic those observed by
MMS during this diffusion region encounter. The particle density n, reconnecting
field component BL, and ion temperature Ti vary as a function of N with hyper-
bolic tangent profiles of width 1. The initial asymptotic values of n, BL, and Ti
are reported in Table 4.1. The guide field BM = 0.099 is initially uniform. Tem-
peratures are normalized to mic
2
A = 232.5 eV. Pressure balance determines the
magnetosphere electron temperature Te, subject to the constraint that its asymp-
totic magnetosheath value is 0.12.2
We performed both two-dimensional and three-dimensional simulations with
these parameters in the LMN coordinate system discussed in Section 2.4. For the
two-dimensional simulation the domain had dimensions (LL, LN) = (40.96, 20.48)
and employed the same plasma parameters as that discussed in [38]. The three-
dimensional simulation extended theM direction: (LL, LM , LN) = (40.96, 10.24, 20.48).
The ion-to-electron mass ratio was set to 100, which is sufficient to separate the elec-
tron and ion scales. The spatial grid has a resolution ∆ = 0.02 while the smallest
physical scale is the Debye length in the magnetosheath, ≈ 0.03. As in [38] we used
500 particles per cell per species when n = 1.0 for the two-dimensional simulation.
Due to computational constraints, the three-dimensional simulation uses 50 particles
per cell, which implies ≈ 3 particles per cell in the low-density magnetosphere. To
2For the stability of our simulations, it is more important for the initial conditions to be in
pressure balance than it is for the temperatures to exactly match MMS values.
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mitigate the resulting noise, our analysis of this case employs averages over multiple
cells.
The velocity of light is c = 15 so that ωpe/Ωce = 1.5 in the asymptotic mag-
netosheath and 0.3 in the asymptotic magnetosphere; the observed ratios are larger
(≈ 35 and 6, respectively). As a result, the Debye length in the simulation is not as
small as at the magnetopause and might artificially suppress very short wavelength
electrostatic instabilities [71]. Unlike some earlier simulations of [66] we do not force
the rate of reconnection with an external boundary condition; instead, the boundary
conditions are periodic in all directions. Our initial profiles also differ from those
earlier simulations (the density jump across the magnetopause being 16 rather than
10) since they have been chosen to match the event explored by MMS.
4.2 Turbulence and Chaotic Field Lines
Figure 4.4 displays images of JeM , the dawn-dusk electron current density.
Panels (a) and (b) show the L − N plane for the two-dimensional and three-
dimensional simulations after reconnection of roughly the same amount of magnetic
flux. In both, the magnetosphere (strong field, low density) is to the left and the
magnetosheath (weak field, high density) is to the right. As is typical in asymmetric
configurations, the reconnection of equal amounts of flux from the two sides means
the islands bulge into the magnetosheath. While the two-dimensional simulation
is laminar, turbulence develops in the three-dimensional case. This can be clearly
seen in panels (c) and (d), which show JeM in cuts through the M −N plane of the
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Figure 4.4: Snapshots of JeM , the dawn-dusk electron current density.
Panel (a): The L−N plane from the two-dimensional simulation at t =
40. Panel (b): The L−N plane from the three-dimensional simulation
when roughly the same amount of flux has reconnected (t = 30). The two
dashed lines denote the cuts shown in subsequent panels. Panel (c): The
M −N plane from a cut through the x-line, the upper line in panel (b).
Panel (d): The M − N plane from a cut through the island, the lower
line in panel (b). In each panel the colors are separately normalized;
the bar at the right shows the relative variation. The stars indicate the
locations of the distribution functions presented in Figure 4.7.
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simulation at the locations denoted by the dashed lines in panel (b). The current
layers at both the x-line (panel (c)) and bordering the magnetic island (panel (d))
have become turbulent.
The free energy in the strong, spatially localized, out-of-plane electron flows
are the likely drive for the instability. The wavelength is consistent with LHDI
both near the x-line and on the separatrices during asymmetric reconnection. The
energy source for the LHDI is the relative drift of the ions and electrons in the M
direction and the wavevector satisfies the relation k · B = 0 so that k is along M
at the x-line and the midplane of the island. Thus, the LHDI does not develop
in the two-dimensional simulation. Within the current layer, the range of excited
wavenumbers is relatively broad, (me/mi)
0.25 . kρe . 1, where ρe is the thermal
electron Larmor radius [60]. For the parameters of our simulations, this can be
written as a condition on the wavelength: 0.5 . λ/di . 2. The fluctuations in the
simulation fall within this range. On the other hand, the strong, localized electron
drift seen in Figure 4.4 differs from systems usually analyzed for the LHDI instability
and the electron Kelvin-Helmholtz instability [70] is also a possible driver for the
turbulence. Note that while the instability has reached the non-linear stage by the
time shown in panels (c) and (d), the structure at earlier times (not shown) exhibits
similar spatial scales. The presence of strong turbulence around the x-line differs
from the results of earlier three-dimensional simulations, where strong turbulence
was largely localized away from the x-line along the separatrices. Chapter 5 is
devoted to further analyzing this turbulence.
The flows driven by the instability are dominantly in theM−N plane and twist
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Figure 4.5: Puncture plot showing the intersections of field lines with
panel (d) of Figure 4.4. Each dot represents the intersection of a field
line with the plane after tracing its trajectory through the simulation
domain. The islands at N ≈ 2.5 mark the transition from laminar to
turbulent behavior.
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the dominant magnetic field (L direction) so that it develops M and N components.
We emphasize, however, that the development of BM and BN is a conversion from
flow to magnetic energy rather than the reverse. Nevertheless, the result is a chaotic
magnetic field. Figure 4.5 shows the intersections of field lines with the M−N plane
at the midplane of the magnetic island with JeM in the background. Because of the
periodic boundary conditions, each field line passes through the simulation multiple
times, although each pass can also be considered a separate field line. On the left
side, in the upstream magnetosphere, the field is laminar. A band of magnetic flux
ropes borders this region, just to the left of the strongest turbulence which peaks at
N ≈ 3.5. These coherent structures bound the chaotic field lines that fill the large-
scale magnetic island. (The field lines within the island intersect the plane twice,
once at 2.5 . N . 5 and again at 7 . N . 8.5.) The twisting of flux ropes by the
vortical M −N flows is similar to that inferred from MMS observations by [72].
4.3 Generalized Ohm’s Law
The role of turbulence can be quantified by evaluating the terms of the general-
ized Ohm’s law in a cut through the x-line. We begin with the momentum equation
for the electron fluid
enE = −mndv
dt
−∇ · P− en(v/c)×B (4.1)
where m, n, v, and P are the electron mass, density, velocity, and pressure tensor (we
only refer to electrons below and so have dropped the species subscripts). Taking
the out-of-plane (M) component gives, after invoking symmetry with respect to the
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Figure 4.6: Cuts in the N direction through the electron diffusion
region for the three-dimensional simulation. Panel (a): The density
ne, reconnecting magnetic field BL, the normal electric field EN , and
the electron flows veN and veM all averaged over M . Panel (b): The
principal terms in Ohm’s law from equation 4.3. (Additional small terms
are included, as noted by the key, but produce minimal effects.) Panel
(c): The sum of the left and right sides of equation 4.3. In each panel
the vertical lines show the approximate positions of the stagnation point
(N ≈ 4.5) and x-point (N ≈ 4.9).
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In the two-dimensional case ∂PMM/∂M = 0.
In Figure 4.6a we highlight the basics of asymmetric reconnection by plotting
some of the key parameters on a cut along N through the x-line: n, BL, EN , vM
and vN . The magnetosphere is on the left and the magnetosheath on the right. For
asymmetric reconnection the stagnation point, where vN = 0, lies on the magne-
tosphere side of the x-point, where BL = 0 [47]. The vertical dashed lines in the
figure indicate the approximate locations of these points. The high-speed electron
flow vM is dominantly driven by EN and these two quantities track each other across
the diffusion region. The qualitative behavior of cuts through the two-dimensional
simulation (not shown) is similar to Figure 4.6(a) and consistent with the results
of [62]. The electron inertia term balances EM where BL = 0 and the divergence of
the pressure tensor balances EM where vN = 0.
To establish the role of turbulence in the three-dimensional simulation, we
average over the M direction and decompose every quantity into a mean and fluctu-
ating component, i.e., n = 〈n〉+ δn.3 Note that products of quantities produce two
terms, 〈AB〉 = 〈A〉〈B〉 + 〈δAδB〉. Keeping the most significant terms in equation
3Another option is to temporally average. However, our space resolution is much higher than

































In deriving equation 4.3, the weak time-dependence has been dropped since we are
focusing on steady-state behavior. We have also discarded terms containing JL and
δJL that symmetry arguments suggest are small (and which we have confirmed are
small in the simulation data).
The first three terms on the right-hand side involve only mean quantities and
can be matched to terms in equation 4.2. They represent the usual contributions
from the convective motion, pressure tensor, and inertial terms. The final two terms
arise from the fluctuations and can be interpreted as contributions from an anoma-
lous resistivity and an anomalous viscosity associated with the turbulent transport
of the canonical momentum mvM − eAM/c with BL = ∂AM/∂N , where A is the
vector potential [73].
Figure 4.6(b) displays the separate terms of equation 4.3 and Figure 4.6(c)
shows the left side and the total of all of the terms on the right side. (While
equation 4.3 includes only the most significant terms, all but the time-dependent
term were kept for the figure.) The anomalous resistivity term 〈δnδEM〉 is large
around the stagnation point but diminishes near the x-point while the viscosity
term is significant over a broad region between the two. Note that at the x-point
the viscosity term is comparable to the off-diagonal pressure tensor term, which has
been previously thought to be largely responsible for reconnection [74,75]. Without
57
the inclusion of these terms, the two curves in panel (c) would not match. Thus,
turbulent effects are playing an essential role in balancing the reconnection electric
field.
4.4 Particle Distribution Functions
Recent investigations of particle distributions in two-dimensional asymmetric
reconnection have revealed crescent-shaped features in the vM − vN phase space of
electrons. These are signatures of the cusp-like motion produced by the combination
of EN and a gradient in BL [38,63,64]. If, in the electron current layers driven by EN ,
the turbulence is sufficiently strong the fluctuating electric fields might scatter the
electron orbits, preventing the formation of the crescent distributions. Of course, if
the electrons were simply gyrating around the O(1) field, the turbulence would not
strongly affect the orbits unless the turbulence frequency was comparable to Ωce.
However, instead the orbits are cusp-like and unmagnetized close to the magnetic
null where they are directly accelerated by EN across BL [63,64]. The motion along
N is then turned into the M direction by BL to produce the electron drift veM .
If the turbulence breaks up the current layer so that the components of EM and
EN are comparable, the electrons will be directly accelerated in both the N and M
directions, potentially disrupting the cusp-like motions.
However, Figure 4.7 suggests that the crescents survive even when the turbu-
lence in the electron current layers is strong. Panel a displays data from a region
upstream of the x-line on the magnetosphere side from the two-dimensional simu-
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Figure 4.7: vN − vM electron distribution functions from the two-
dimensional (panel (a)) and three-dimensional (panels (b-d)) simula-
tions. The distributions were taken at the positions shown by the stars
in Figure 4.4. Panels (b) and (c) were taken near the x-line. In panel (b)
only a limited range in M was sampled, 1 ≤ M ≤ 1.25; panels (c) and
(d) sample the entire box, 0 ≤M ≤ 10.24. Panel (d) was taken near the
separatrix, downstream from the x-line (see Figure 4.4). The number of
particles in each velocity bin is plotted on a linear scale that is different
for each panel, although the color bar shows the relative variation.
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lation. The crescent is clearly visible, consistent with earlier simulations [62, 63,76]
and the MMS data [38]. Data from the three-dimensional simulation, also taken
from the magnetospheric side of the x-line, is shown in panels (b) and (c). For
panel (b) the distribution is taken over a limited range in the out-of-plane direction
1 ≤ M ≤ 1.25 while panel (c) is taken over all M . The crescent is clearly present
in panel (b). In panel (c), integration over the larger range in M samples many
periods of the turbulence and smears out, but does not destroy, the crescent. Panel
d shows a distribution taken near the separatrix but downstream from the x-line in
the three-dimensional simulation. A crescent feature is still visible.
The crescents from the two-dimensional and three-dimensional simulations
do exhibit some qualitative differences. The noisier distribution of panel (a) is a
consequence of the smaller number of particles (and hence larger random noise)
per velocity bin. Second, the two-dimensional case shows a faster bulk flow in the
M direction. This is because the electron current layer in the two-dimensional
case remains highly localized in the N direction. In contrast, the turbulence in
the three-dimensional run broadens the current layer. Since the integrated current
across the layer must be the same in both cases, the broader layer from the three-
dimensional run produces a smaller bulk velocity. On the other hand, the small
counter-clockwise rotation observable in panel (b) is simply a consequence of the
location at which the distribution is taken. Similar rotations can be seen in the
two-dimensional simulation for distributions from nearby locations.
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4.5 Discussion
Reconnection in asymmetric configurations can be stabilized by the presence of
diamagnetic drifts [77–79], with complete stabilization occurring when the difference
in β = 8πP/B2 between the asymptotic plasmas exceeds tan θ/2, where θ is the
shear angle between the reconnecting fields. In the configuration considered here,
∆β ≈ 2.5 is relatively large but, because the guide field is small, θ ≈ 170◦ is also
large. Hence reconnection is unaffected by diamagnetic drifts, which is in agreement
with the reconnection rate of O(0.1) observed for the both the two-dimensional and
three-dimensional simulations. As a separate effect, a finite guide field can affect
the development of structures in the out-of-plane direction. Because BM/BL . 0.1
is small in this case, however, the oblique tearing mode and the development of flux
ropes, as seen in [80], does not occur in our domain.
An important question is whether real mass-ratio simulations would yield re-
sults that differ significantly from the present simulations where mi/me = 100. We
suggest that the results should not be sensitive to the mass-ratio, and we discuss a
mass-ratio 400 simulation in the next chapter. Even with real mass ratios the LHDI
is strong in systems with scale lengths near the ion Larmor scale, which is character-
istic of the boundary layers with strong EN at the magnetopause. The suppression of
LHDI by magnetic shear and finite β is weaker in asymmetric reconnection because
the strongest density gradient and peak current JeM , which drive the instability, are
on the magnetosphere side of the x-line where β is smaller. The strongest turbulent
drag (Figure 4.6(b)) is peaked near the stagnation point (veN = 0), well away from
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the magnetic null. The anomalous viscosity terms (Figure 4.6(b)) peak in the region
between the magnetic null and the stagnation point where the gradients in veM are
greatest and have scale lengths below di.
In a recent paper [72], Ergun et al. report on MMS observations of very intense
parallel electric fields found in small-scale structures along the magnetospheric sep-
aratrices during magnetopause reconnection. They associate these parallel electric
fields with localized reconnection events in which the magnetic field is twisted by
vortical plasma motions in the M−N plane. The magnetic turbulence that develops
along the separatrices of our three-dimensional simulations is reminiscent of these
observations – the strong electron flows basically twist up the magnetic field. On
the other hand, the parallel electric fields in our simulations are not as intense as in
the MMS data (≈ 10 versus ≈ 100 mV/m) and are largest in the diffusion region
rather than along the separatrices. Cuts of E‖ in the M − N plane through the
x-line (not shown) reveal electron holes similar to those seen in earlier simulations
with larger guide fields [81]. One possible explanation for this discrepancy may be
the artificially low mass ratio. A realistic value could yield sharper gradients and
more intense fields. It is also possible that in our simulations we are only explor-
ing the early stages of the dynamics of these turbulent current layers. With larger
simulations that could be evolved for longer times it is possible that the strong par-
allel currents that develop along the separatrices might form more intense localized
parallel electric fields as seen in some earlier two-dimensional simulations [82,83].
The role that turbulence might have in breaking the frozen-in condition has
not yet been explored with the MMS data. On the other hand, short bursts of
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EM ∼ 10 mV/m were seen in the current layer where EN is large [38]. Thus, the
presence of turbulence seems likely but its consequences and the specific correlated
averages that need to be carried out to evaluate the anomalous drag and viscosity
coefficients in equation 4.3 have not been evaluated.
In conclusion, we find that the inclusion of the third dimension permits the
development of strong turbulence, both at the x-line and along the separatrices.
This turbulence makes significant contributions to the balance of Ohm’s law but,
perhaps surprisingly, does not disrupt the formation of crescent features in the
velocity distribution functions. Hence, the existence of such crescents cannot serve
as an indicator as to whether turbulence plays an important role at a reconnection
x-line.
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Chapter 5: Turbulence in 16 October 2015 Simulations
In the previous chapter we performed a three-dimensional simulation of recon-
nection with initial conditions representative of an MMS observation of an electron
diffusion region [38]1. We observed turbulence developing around both the x-line and
the separatrices and showed that the turbulence was strong enough to contribute
an effective “anomalous resistivity” and “anomalous viscosity” to Ohm’s law in the
electron diffusion region. We suggested that the turbulence was due to LHDI. Oth-
ers have noted, however, that the turbulence measured by the MMS did not satisfy
the criteria for the “local” LHDI outlined above [85]. In this chapter, we perform a
more detailed analysis of the turbulence produced in reconnection simulations and
conclude that it, in fact, shares many characteristics with the longer wavelength elec-
tromagnetic version of the LHDI. These conclusions are consistent with [86], who
also showed that during reconnection the instability produced significant transport
across the magnetospheric separatrix. In addition, we identify characteristics of the
turbulence in our simulations that are consistent with MMS observations.
1This chapter is based on Price et al., 2017 [84]
64
5.1 Simulation Descriptions
We study the simulation presented in Chapter 4, along with another simulation
with the same asymptotic parameters. While the simulation presented in Chapter 4
has a computational domain of dimension (LL, LM , LN) = (40.96, 10.24, 20.48), the
new simulation has dimensions (20.48, 5.12, 10.24). These simulations differ in com-
putational parameters, namely the ion-to-electron mass ratio, the grid resolution,
and the speed of light. The mass ratios are 100 and 400, respectively, which eases
the computational expense associated with using the true mass ratio yet is sufficient
to separate the ion di and electron de scales (de = 0.1di and 0.05di, respectively).
Note that although the computational domains differ in size when measured in di,
they are the same size when measured in electron scales (de or ρe).
The spatial grid has resolutions of ∆ = 0.02 and ∆ = 0.01, respectively, which
resolve the system’s smallest physical scale, the Debye length in the magnetosheath,
≈ 0.03. We use 50 particles per cell per species when n = 1.0 and, as this implies
≈ 3 particles per cell in the low-density magnetosphere, our analysis employs, when
necessary, averages over multiple cells to mitigate the resulting noise. The speed of
light is chosen to be c = 15 and 30 respectively, and our boundary conditions are
periodic in all directions. A small perturbation is added to initialize reconnection.
Companion two-dimensional simulations show that reducing the size of this pertur-
bation by a factor of two has no significant effect other than delaying the onset of
reconnection. Unless otherwise stated, the subsequent figures and discussion focus
on the larger simulation with mi/me = 100.
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5.2 Electromagnetic Turbulence
In two-dimensional simulations, where variations in the out-of-plane (M) di-
rection are suppressed, reconnection in this system remains laminar, as we saw in
Chapter 4. In contrast, the additional freedom present in three-dimensional simula-
tions allows modes to develop with finite kM . Figure 5.1 displays images of JeM , the
dawn-dusk electron current density, in a single L − N plane at four representative
times. The reason for choosing these times will be discussed further below, but they
roughly correspond to the onset of the instability, the time of maximum growth,
the beginning of the saturated non-linear state, and the end of the simulation. The
magnetosphere (strong field, low density, high temperature) is to the left and the
magnetosheath (weak field, high density, low temperature) to the right. The results
exhibit the typical features of asymmetric reconnection, including the bulge of the
magnetic islands into the low-field-strength magnetosheath and the separation be-
tween the x-point and the stagnation point of the fluid flow [47]. As can be seen
in panel (a), turbulence first develops along the magnetospheric separatrix before
developing at the x-line (panel (b)) and the magnetosheath separatrix (panels (c)
and (d)). Images from other L−N planes exhibit similar features.
The instability driving the turbulence is electromagnetic in nature, as can be
seen in Figure 5.2. Panels (a-h) show EM and δBL in the M − N plane that cuts
through the x-line, while panels (i-p) show the same quantities along a cut through
the island. Here, δBL is the fluctuating component of BL, i.e., δBL = BL − 〈BL〉,
where 〈BL〉 is BL averaged over the M direction. This is the dominant magnetic
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Figure 5.1: Snapshots of JeM , the dawn-dusk electron current density,
in one L − N plane. Panels (a-d) are taken at t = 10, 14, 20, and 38,
respectively. These times highlight the onset of the instability, the time
of maximum growth, the beginning of the saturated non-linear state,
and the end of the simulation. The colors in each panel are identically
normalized, with the color bar at the right showing the range. The
dashed lines in each panel indicate the locations of cuts through the
x-line and island presented in Figure 5.2.
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Figure 5.2: Snapshots of EM (a-d, i-l), the electric field in the direction
of the reconnection-associated current, and δBL (e-h, m-p), the fluctu-
ations in the reconnecting magnetic field, in the M − N plane at the
same times as in Figure 5.1. The cuts were taken at the positions shown
by the dashed lines in Figure 5.1. Panels (a-h) are taken at the L loca-
tion of the x-line, while panels (i-p) are taken through the middle of the
island. The red color bar corresponds to EM , while the blue color bar
corresponds to δBL. The dotted lines in panels (a-h) correspond to the
N location of the x-line.
field perturbation – convection of the large gradient of BL in the initial state due to
the perturbed veN leads to large fluctuations. Fluctuations of BM and BN are also
present but at a reduced amplitude.
The turbulence first appears in both EM and δBL at t = 10 along the magne-
tospheric separatrix in panels (i) and (m). Turbulence develops at the x-line (panels
(b) and (f)) and along the magnetosheath separatrix (panels (j) and (n)) by t = 14,
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though the latter is clearer by t = 20 (panels (k) and (o)). It is interesting to note
that, even at relatively early times, the location of the turbulence begins to shift
away from the x-line, denoted by the white dotted lines in panels (a-h), towards
the magnetosphere. We also observe evidence of a possible kink mode late in the
simulation in panel (p).2 This mode produces a global perturbation to the current
sheet, but at longer wavelength than the fluctuations seen in the other panels.
The wavelength of the drift instability can be directly measured in several of
the panels. In Figure 5.2(c), for example, there are 11 wavelengths present in the M
direction (length 10.24di). In our mass-ratio 100 simulation 1di ≈ 20ρe, which gives
kMρe ≈ 0.33. As will be discussed later, this is consistent with the expectation for
long wavelength LHDI.
5.3 Fourier Analysis
While LHDI is the most likely candidate to explain the turbulence seen in
our simulations, the modified-two-stream instability (MTSI) can also exist in finite
β systems if the relative cross-field drifts of the electrons and ions are comparable
or exceed the local Alfvén speed [87]. It has been suggested that this instability
is important in laboratory reconnection experiments [88]. This instability has a
growth rate that peaks with a non-zero component of the wavevector along the local
magnetic field k‖ in contrast with the LHDI, which has a peak growth rate for k‖ = 0
[60]. Thus, to distinguish between the possible drivers of the turbulence, we examine
2This mode is not observed at the X-line. It could be stabilized by the density or velocity shear
that appears at that location but not through the island.
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Figure 5.3: EM(s,M) (panels (a)-(d)) and Fourier transforms (panels
(e)-(h)) at the same times as in Figure 5.1, where s is the distance along
the average (over M) magnetic field. The data is from a surface that
lies to the left (magnetospheric side) of the magnetospheric separatrix.
Panel (a) shows EM(s,M) at t = 10; the ks − kM power spectrum
log(|ẼM(ks, kM)|2) at the same time is shown in panel (e). Panels (f),
(g), and (h) are similarly paired with panels (b), (c), and (d) and show
the simulation data at t = 14, 20, and 38, respectively. The white dotted
lines in panels (a-d) correspond to the location of the x-line. Panels (a-d)
are normalized to the same value, as seen in their accompanying color
bar. Panels (e-h) also have a common normalization.
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its Fourier spectrum perpendicular to and along the local magnetic field in k⊥ − k‖
space, where k⊥ is calculated from the data along the M direction. Since the local
direction of the magnetic field varies in space, the necessary data must be taken while
following a magnetic field line. Furthermore, since the actual field lines have chaotic
trajectories, as we saw in the previous chapter, the analysis is carried out using
the magnetic field components obtained by averaging over the M direction. The
averaged magnetic field on the magnetospheric side of the reconnection layer follows
the separatrix between the upstream and reconnected plasma, while M points in
the perpendicular direction. Choosing s to represent the distance measured along
the field, we construct EM(s,M) while traveling along a field line just outside the
separatrix. The range of s is chosen in order to travel through the simulation domain
in the L direction exactly once. This data is not periodic in s for a given value of
M but the data can be extended arbitrary distances along s by stacking the data
along s if it is shifted a fixed distance in M .
The resultant EM(s,M) at four times can be seen in Figure 5.3(a-d). The
primarily horizontal stripes correspond to the same instability shown in Figure 5.2.
In panel (a), calculated at t = 10, the instability is weak at the location of the x-line
(the white dotted line), but strong near the middle of the island (see Figure 5.1a).
By t = 14 in panel (b) the instability is present at all values of s, including at the
x-line, although it remains strongest near the middle of the island. This pattern
persists at later times, t = 20 and 38, panels (c) and (d) respectively, making it
appear that the turbulence near the x-line is not strong. However note that, as
seen in Figure 5.2(c) and (d), the turbulence at these times is displaced from the
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separatrix. Although not shown here, EM(s,M) at the x-line is much stronger along
a trajectory that is displaced toward the magnetosphere compared with that shown
in Figure 5.3.
To determine the dominant wavelengths present in EM(s,M), we construct
two-dimensional spatial Fourier transforms (denoted by the operator F) of the s−M
domain, ẼM(ks, kM) = F [EM(s,M)]. We plot log(|ẼM(ks, kM)|2) for the longest
wavelength modes in Figure 5.3(e)-(h). At t = 10, panel (e), which is the linear stage
of the instability, the spectrum is dominated by nearly-perpendicular wavevectors
(note the difference in vertical and horizontal axis scales). The peak power when
the instability is strongest, t = 14, occurs for kMρe ≈ 0.33, consistent with the
calculation based on Figure 5.2. By this time the spectrum has acquired a significant
parallel wavevector (ks), although it continues to be dominated by perpendicular
modes. After saturation (panels (g) and (h)), however, those parallel modes diminish
in strength. With an ion-to-electron mass ratio of 100, theory suggests that the
longer wavelength LHDI mode has kMρe ∼ (me/mi)0.25 ≈ 0.32, which is in very
close agreement with our measured value of kMρe ≈ 0.33. (This comparison neglects
the fact that Ti 6= Te which will have a modest effect on the theoretical value.)
The non-local structure of the MTSI has not been explored in the literature.
Nevertheless, in local models the instability peaks at k‖/k⊥ ∼
√
me/mi [87]. For
the simulation data shown in Fig. 5.3 in which mi/me = 100 the spectrum should
exhibit a distinct peak centered on ks ∼ 0.1kM if it were driven by the MTSI. There
is no evidence for a peak at finite k‖ in the data of Fig. 5.3.
However, the data of Fig. 5.3 does reveal that ks is finite. We suggest that this
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Figure 5.4: Panel (a): Power in the instability based on the Fourier
transforms shown in Figure 5.3. Panel (b): Density profiles at the x-
line over time. Since the location of the density gradient changes as the
islands expand, the density profiles at later times are shifted in N to
ease comparisons.
is a consequence of the inhomogeneity of the out-of-plane current with distance along
the separatrices. As discussed in the previous chapter, this instability dominantly
drives flows in the M −N plane. The resulting twisting of flux ropes by the vortical
M−N flows is similar to that inferred from MMS observations by [72]. The strength
of the vortices varies with distance along the field line (s direction) because the
amplitude of the out-of-plane current JeM depends on the distance from the x-line.
As a consequence, the rate of twist of the flux tubes varies with distance from the
x-line, generating non-zero values of BM and BN and a finite ks.
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5.4 The Power-Density Correlation





is computed for the duration of the simulation and plotted in Figure 5.4(a). The
instability first becomes noticeable around t = 10, climbs rapidly to a peak at
t = 14 and then rapidly decreases in intensity as it non-linearly saturates due to
the relaxation of the driving gradients. A secondary instability, perhaps the kink
mode that can be seen in the final panels of Figure 5.2, begins to grow, albeit more
weakly, near the end of the simulation. This general pattern is not specific to the
choice of EM and is found in similar calculations performed on any component of
the fluctuating electric and magnetic fields.
As discussed earlier, the energy source for the instability is the relative electron-
ion drift, which is dominantly produced by the ion pressure gradient. Because of
the large drop in the density across the magnetopause for the initial conditions of
the present simulation, the ion pressure drop is dominated by the change in density.
We therefore explore the linkage between the time evolution of the density profile
and the development of the turbulence to demonstrate the causal relation between
the local gradient and the turbulence. Figure 5.4(b) shows the density profiles at
the x-line for several times. Because the N location of the current sheet changes as
reconnection occurs, the density profiles have been shifted to make comparisons eas-
ier. The initial density scale length Ln (≈ 1di = 10de for mass-ratio 100) steepens as
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Figure 5.5: Cuts of EM along the M direction through the center of
the turbulence at the magnetospheric separatrix. The vertical position
of each cut is shifted based on the time at which it was taken. The red
dashed line traces the displacement of one wave peak.
reconnection develops, reaching its minimum value (Ln ≈ 0.25di = 2.5de) at t = 14
when the instability is strongest. The density profile then relaxes and by the end of
the simulation Ln ≈ 0.5di = 5de. This result should be contrasted with the results
of 2D simulations with the same parameters (not shown), in which turbulence does
not develop and in which the density gradient steepens in time and comes to a con-
stant density scale length of around 1.0de. Thus, the turbulence clearly limits the
minimum density scale length and the corresponding width of the electron current
layer.
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5.5 The Instability’s Frequency
Next we calculate the phase speed and frequency of the instability. Figure 5.5
shows cuts of EM along the M direction through the center of the turbulence at the
magnetospheric separatrix near the middle of the island. The vertical position of
each cut corresponds to the time at which it was taken. The turbulence begins to
appear over the background variations at t ≈ 9 and by t = 10 has clearly developed
linear oscillations. The topmost trace, at t ≈ 14, is taken when the instability is
strongest. The irregular variations show that it has already reached a non-linear
stage. By tracing the displacement of one wave peak (the red dashed line), we
determine the phase velocity of this wave to be vp ≈ 12vA in the direction of the
electron diamagnetic drift. This value is not specific to the wave peak chosen;
similar results are obtained by translating the red dashed line in the M direction to
adjacent peaks. Thus we can compute the instability frequency in the frame of the
simulation ω = vpkM ≈ 13Ωlh.
This differs signficantly from Ωlh, which is the textbook frequency of the LHDI.
There are two reasons for this. The first is that, as discussed in [60], electromagnetic
LHDI modes are not fixed at Ωlh, but can instead have frequencies anywhere in
the range ωci ≤ ω ≤ Ωlh. Second, the standard derivation of the frequency of
LHDI frequency is performed in a frame with EN = 0, which is not the case at the
magnetopause and is not true for our simulation. In the EN = 0 frame, the ions have
the strongest drift, of the order of the ion diamagnetic drift velocity (which exceeds
the electron diamagnetic velocity because the ions are hotter than the electrons). In
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our system, the ions are close to stationary, so the observed frequency is naturally
lower than the lower-hybrid frequency found in the typical analysis. Further, the
mode propagates in the electron direction. In our simulation it is not possible to
completely transform away EN since this would require cEN/BL to be a constant.
It is possible, however, to transform our simulation results into a frame in which the
value of EN is greatly reduced. At the magnetospheric separatrix during the time of
linear evolution, c(E×B)M/B2 ≈ cEN/BL has a peak value of around −1.7vA. In a
frame with this velocity, the phase speed of the wave is ≈ 1.2vA, giving a frequency
of ω = 0.8Ωlh, similar to the expected value. Finally, we note that waves below the
lower-hybrid frequency at the magnetopause have been interpreted as arising from
the LHDI [89].
5.6 Mass Dependence
In Chapter 4, we suggested that the qualitative features of a real mass-ratio
simulation would not differ significantly from one with mi/me = 100. Although we
find that conclusion still holds, there are important quantitative differences between
the simulation discussed in detail above (mass ratio of 100) and one with mass ratio
400. Figure 5.6(a-b) shows EM in the M − N plane through the x-line for mass
ratio 100 (panel (a)) and 400 (panel (b)) at times of maximum power (as determined
using equation 5.1). While the simulation domains differ in size when measured in
di, they are equivalent when measured in ρe. The instability is stronger in the
mass ratio 400 case and the turbulence has a greater spread in the N direction.
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Figure 5.6: Comparison between the mi/me = 100 and 400 simulations.
Panels (a-b): Snapshots of EM in the M − N plane through the x-line
at times of maximum power for mi/me = 100 (panel (a)) and 400 (panel
(b)). The numerical values of EM have been converted to units of mV/m.
Panel (c): Density profiles at the x-line at t = 0 and times of minimum
density scale length. As in Figure 5.4(b), the profiles have been shifted
in N to facilitate comparison.
As before, the wavelength of the instability can be visually determined. In Figure
5.6(b), there are 10 wavelengths in the M direction (length ≈ 209ρe), giving kMρe ≈
0.30. In agreement with theoretical expectations there are fewer wavelengths (10
versus 11) and smaller kMρe for the more realistic mass ratio. Furthermore, by
constructing EM(s,M) and log(|ẼM(ks, kM)|2) (not shown), we find that the peak
of the instability occurs at kMρe ≈ 0.29. For an ion-to-electron mass ratio of 400,
the longer wavelength LHDI mode is expected to satisfy kMρe ∼ (me/mi)0.25 ≈
0.22. Note though that, as discussed below, the ambient density gradient also varies
between the two simulations so the scaling kMρe ∼ (me/mi)0.25 is only approximate.
The scale lengths of the density and current layers at the magnetopause are
topics of scientific interest since they are linked to the processes that limit the
electron current. As noted previously, our 2D simulations show that density scale
78
length is of order 1de, which is the expected value in non-turbulent reconnection
[90]. The current layers in the 3D simulations are limited by the development of
turbulence and never reach electrons scales. Because our simulations are carried out
with artificial mass ratios, care must be taken in interpreting the data. In Figure
5.6(c) we display density profiles at the x-line, similar to Figure 5.4(b), for our
mass-ratio 100 and 400 simulations. The initial density profile is the same for both
simulations. The profiles displayed for each mass ratio are chosen to correspond
to the time when the density gradient is greatest. The horizontal length scale is
measured in hybrid units,
√
ρiρe. Thus, the minimum scale length of the density
profile (and the current profile) during reconnection at the magnetopause appears
to scale as the hybrid of the electron and ion Larmor radii rather than either the
electron or ion scale. However, because of the weak dependence of this scaling on
the mass ratio and the limited mass ratios explored in the simulations, there is some
uncertainty in this conclusion. Nevertheless, the current and density scale lengths at
the magnetopause are significantly greater than the expected de or ρe scale. Further,
the widths are comparable to measurement of the widths of current layers during
symmetric reconnection in the magnetosheath [91] and in a laboratory reconnection
experiment [92].
5.7 Localized Ohm’s Law
The previous chapter considered the effects of the turbulence on reconnection
by evaluating the contributions of various terms to an averaged Ohm’s law measured
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within the electron diffusion region. This average was performed over the entire M
dimension and eliminated the first-order turbulent contributions in order to isolate
the terms relevant to large-scale reconnection. Averaging over the turbulent scales,
however, is appropriate only when there is a sufficient spatial and temporal separa-
tions between large-scale reconnection and the ambient turbulence. This assumption
is normally satisfied since the turbulence is at the ρe scale with a frequency Ωlh while
large-scale reconnection takes place on time scales longer than the Alfvén transition
time across the computational domain. The conclusion from the averaged Ohm’s
law was that turbulent effects play an essential role in balancing the reconnection
electric field.
Before making further comparisons between the simulations and the MMS
data, we must establish the correspondence between the units used in the simula-
tion and those used in spacecraft measurements. For the asymptotic parameters
of the 16 October 2015 event (BL,sh ∼ 23 nT, BL,ms ∼ 39 nT, nsh ∼ 11.3/cm3,
nms ∼ 0.7/cm3) with “sh” and “ms” subscripts denoting the magnetosheath and
magnetosphere respectively, de,sh ∼ 1.6 km, di,sh ∼ 68 km, ωce,sh ∼ 4.05 kHz,
Ωlh,sh ∼ 95 Hz, ωci,sh ∼ 2.2 Hz, vA,sh ∼ 150 km/s and E0,sh ∼ 3.4 mV/m. In our
simulations we find a reconnection electric field of ∼ 0.2 mV/m for either mass ratio,
a value that would be very difficult to detect observationally. In fact, MMS observa-
tions reveal spikes in EM with much larger values, peaking around ±10 mV/m. In
addition, large amplitude, short-timescale fluctuations of the parallel electric field
E‖, up to 100 mV/m, have been reported [72, 85]. These intense parallel electric
fields are not observed in our simulations.
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The question, then, is whether the MMS electric field measurements corre-
spond to an effective average over the turbulence in the simulation or a slice at a
particular value of M . To answer this question, note that the particle instruments
on MMS directly measure the full distribution function of electrons in 30 ms and
of ions in 150 ms. The frequency ω of the fluctuations in the simulation is around
1
3
Ωlh,sh = 30 Hz so the period of the waves is around 200 ms. Thus, the electron data
is collected over a very short period compared to the wave period. The MMS in-
struments are therefore measuring the local electron Ohm’s law and not the average
Ohm’s law that controls the global reconnection rate.
In order to model what MMS would observe on a cut through the simulation








(∇ · Pe)M −
1
e
meve · ∇veM (5.2)
Here m,n,ve and Pe are the electron mass, density, velocity, and pressure tensor.
In Figure 5.7 we present data from two sample cuts through the electron diffusion
region along the N direction that illustrate measurements characteristic of the MMS
data. Figure 5.7(c) shows EM near the x-line in the M −N plane at t = 38. Panel
(a) displays the separate terms in Ohm’s law (Eq. 5.2) at M = 4.9 along a cut in the
N direction (the upper dashed line in panel (c)). Panel (b) shows EM and the sum
of the terms from the right-hand side of equation 5.2. The two curves are in close
agreement, which confirms that the simulation data is consistent with momentum
conservation based on the electron equation of motion. Note also that the vertical
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Figure 5.7: Evaluation of Ohm’s law on cuts through the region of
instability. For direct comparison to data, values are converted from our
normalized units to mV/m. Panel (a): The terms in Ohm’s Law from
equation 5.2 for a cut through M = 4.9. Panel (b): The sum of the
left and right sides of equation 5.2 for M = 4.9. Panel (c): EM in the
M −N plane at t = 38. The horizontal dotted lines denote locations of
two cuts, at M = 4.4 and 4.9. Panel (d): The terms in Ohm’s Law from
equation 5.2 for a cut through M = 4.4. Panel (e): The sum of the left
and right sides of equation 5.2 for M = 4.4. The vertical dashed lines in
panels (a), (b), (d), and (e) indicate the position of the x-line.
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scale is expressed in mV/m so the curves reflect the size of the terms that should
be visible in the MMS data. Panels (d) and (e) show the same information for a
cut through M = 4.4. The value of EM peaks around ±10 mV/m, very close to the
values reported in the MMS data [38]. The peak value of EM changes sign between
the two cuts, which are separated by a distance roughly comparable to the distance
between the MMS spacecraft. Interestingly, a similar difference in polarity is seen
in the MMS data (see Figure 5 of [38]). It should be emphasized that the large
value of EM shown in these cuts is a result of the turbulence and does not reflect
the rate of magnetic reconnection. The reconnection electric field, while present, is
two orders of magnitude smaller and can only be extracted by the type of averaging
performed in the previous chapter.
5.8 Discussion
As a further demonstration that EM is primarily associated with the turbu-
lence, Figure 5.8 shows EM and EN (panels (a) and (b)) in the M−N plane near the
x-line at t = 20. In panel (c) we plot cuts of δEM and δEN at the locations denoted
by the vertical dashed lines in panels (a) and (b). As the current layer breaks up, it
naturally produces large values of EM and the large electron currents in the M di-
rection are diverted into the N direction. These N -directed flows are driven by EM .
The fact that δEM and δEN are similar in magnitude and roughly 90
◦ out of phase
indicates that the fluctuations are linked and not due to a steady-state reconnection
process. Of course, the turbulence itself might undergo reconnection on faster time
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Figure 5.8: EM and EN (panels (a) and (b), respectively) in the M−N
plane at the x-line at t = 20. For direct comparison to data, values are
converted from our normalized units to mV/m. Panel (c): δEM and
δEN through the vertical dashed line in panels (a) and (b). Panels (a)
and (b) are normalized to the same value.
scales and produce electric fields larger than the nominal value of 0.1mV/m. Such
a possibility requires further analysis and comparison with observations.
Multiple MMS observations of magnetopause electron diffusion regions have
found features similar to those in Figure 5.7 [85]. Since the observed turbulence did
not satisfy the properties of homogeneous LHDI it was suggested that some other
mechanism was responsible. However, the findings presented here suggest that the
governing instability has all of the characteristics of a longer wavelength version
of LHDI. The instability has a dominant wavelength satisfying kρe ≈ (me/mi)0.25,
is observed in both electric and magnetic field components and has a wavevector
that is dominantly, but not strictly, perpendicular to the local magnetic field. The
frequency of the instability falls in the range of frequencies unstable to LHDI, ωci <
ω ≤ Ωlh and the growth of the instability is closely correlated with the steepening
and relaxing of a density gradient (and therefore the ion pressure gradient, which is
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the basic driver of drift instabilities at the magnetopause). Similar instabilities have
been seen in other three-dimensional reconnection simulations (albeit with different
inital conditions) and were also attributed to LHDI [60,68].
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Chapter 6: Simulations of the 8 December 2015 MMS Encounter
Another MMS electron diffusion region encounter occurred on 8 December
2015 [93]. In this encounter, the guide field BM was quite a bit stronger than that of
the 16 October encounter. Figure 6.1 shows data from one of the MMS spacecraft.
As before, the magnetosphere is identified by the region of high magnetic field
strength B and low plasma density n, while the magnetosheath has a weaker B and
higher n. In the magnetosheath, the guide fieldBM is of the order of the reconnection
magnetic field BL. Similar to the 16 October crossing, the dissipation region is
indicated by a nearly zero BL, a peak in JM , and a bursty reconnection electric field
EM . In contrast to the 16 October event, the ions do not exhibit a jet reversal in viL;
instead viL gradually decreases in magnitude. However, the presence of the other
indicators, in addition to a large electron outflow veL, suggests an EDR crossing at
11:20:43 UT. At this time, the spacecraft were at (X, Y, Z) = (10.2, 1.3,−1.4)Re in
geocentric solar magnetospheric coordinates.
The crescent-shaped electron distribution functions seen in the 16 October
event are also present here [36, 62–64]. Figure 6.2 shows data from MMS1 for
11:20:42-11:20:45 UT. The distribution functions on the right side of the figure
are in separate planes, where v‖ is parallel to b = B/|B|, v⊥1 = (b× v)× b, and
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Figure 6.1: Data from MMS1. Vector quantities use the (L,M,N)
coordinate system introduced in Chapter 2. Panel data shows (a) the
magnetic field strength, (b) the magnetic field, (c-d) the energy-time
spectrogram of ion and electron flux, respectively, (e) the plasma density,
(f-g) ion and electron flow velocities, respectively, (h) current, (i-j) ion
and electron temperature1, respectively, (k) electric field, and (l) ion
distribution functions in the M − N plane. From Burch and Phan,
2016 [93].2 87
Figure 6.2: Data from MMS1 for three seconds around the time of
the EDR encounter. The panels are in the same order as in Figure
6.1. The four vertical dashed lines indicate the regions with (1) in-
plane magnetic null, (2) strongest out-of-plane current jM near (1), (3)
quiescent region, and (4) strongest out-of plane current jM near the flow
stagnation point. To the right are electron velocity space distribution
functions for each region. The distribution functions are for (left column)
(v⊥1, v⊥2), (middle column) (v‖, v⊥1), and (right column) (vM , vN). From
Burch and Phan, 2016 [93].2
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v⊥2 = −v× b as in Chapter 4. The right-most column is in M − N coordinates.
The four regions are locations of the (1) in-plane magnetic null, (2) strongest out-
of-plane current jM near (1), (3) quiescent region, and (4) strongest out-of plane
current jM near the flow stagnation point. Regions 1-3 show mostly isotropic distri-
butions in the plane perpendicular to B (left column), while parallel to B (middle
column) shows mostly field-aligned populations, with evidence of a narrow beam
along the −B direction in region 2. In the region near the flow stagnation point (4),
the distributions are nongyrotropic in the left and right plots, which the authors
identify as crescent-shaped. The “crescent” shapes are less defined in comparison
to the 16 October event.
Here we present preliminary results of a three-dimensional simulation with
initial conditions reflective of this MMS event with analysis similar to that performed
in Chapters 4 and 5. The asymptotic code parameters explored here are not exactly
the same as those measured by MMS, in part because measurement fluctuations
make it difficult to fix the upstream state precisely. Nevertheless, they are similar
enough to expect that the structure and development of the two systems should
agree. We find that turbulence develops along the magnetosphere separatrix with
a wavevector consistent with LHDI, kρe ∼ (mi/me)0.25 [60]. This turbulence is
electromagnetic in nature and follows k ·B = 0. Due to computational expense, this
1Te‖ and Te⊥ appear to be incorrectly labeled (swapped) in panel (j), but the figure is presented
unmodified from the published form.




Parameters Measured Normalized Measured Normalized
n 9 cm−3 1.0 2 cm−3 0.222
BL −15 nT -1.0 45 nT 3.0
BM −20 nT -1.33 10 nT 0.66
Ti 600 eV 4.833 1200 eV 9.769
Te 60 eV 0.805 86.7 eV 0.706
ωpe/ωce 35 0.9 6 0.2
Table 6.1: Asymptotic parameters for the 8 Dec 2015 EDR encounter
simulation is too small in size to explore turbulence near the X-line. We reproduce
the crescent-shaped distribution functions observed by MMS, but balancing Ohm’s
Law remains an open question.
6.1 Simulation Description
The initial conditions for the simulations are similar to those observed by
MMS during this diffusion region encounter. We first normalize the asymptotic val-
ues of n, BL, BM , and Ti as reported in Table 6.1. Temperatures are normalized
to mic
2
A = 124.2 eV. Pressure balance determines the magnetosheath electron tem-
perature Te, subject to the constraint that its asymptotic magnetosphere value is
0.706. This makes the magnetosheath electron temperature of 0.805 slightly larger





Table 6.2: Final code parameters for the 8 Dec 2015 EDR encounter
parameters are not well-defined, and those listed in Table 6.1 are our best guess
at describing the observations. The electrons can quickly re-equilibrate from the
starting configuration if necessary.
The magnetic X-line is oriented in such a way that it approximately bisects
the angle formed between the magnetic fields [94]. To ensure the M direction is
indeed the direction of the dominant X-line, we rotate our coordinates by 32.8◦ in
the L −M plane, resulting in the simulation parameters in Table 6.2. The scalar
quantities from Table 6.1 of course remain unchanged. The particle density n,
reconnecting field component BL, guide field BM , and ion temperature Ti vary as a
function of N with hyperbolic tangent profiles of width 1.
We performed a three-dimensional simulation with these parameters in the
LMN coordinate system discussed in Section 2.4. The simulation had dimensions
(LL, LM , LN) = (19.2, 4.8, 9.6). The ion-to-electron mass ratio was set to 100, which
is sufficient to separate the electron and ion scales. The spatial grid has a resolution
∆ = 0.03 while the smallest physical scale is the Debye length in the magnetosphere,
≈ 0.08. The simulation uses 100 particles per cell per species when n = 1.0, which
implies ≈ 22 particles per cell in the low-density magnetosphere. To mitigate the
resulting noise, our analysis of this case employs averages over multiple cells.
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The velocity of light is c = 15 so that ωpe/Ωce = 0.9 in the asymptotic mag-
netosheath and 0.2 in the asymptotic magnetosphere. Similar to the simulations
presented in Chapter 4 and 5, we do not force the rate of reconnection with an
external boundary condition; instead, the boundary conditions are periodic in all
directions.
6.2 Developing Turbulence
Just as in the simulations of the 16 October 2015 event, reconnection proceeds
and turbulence develops along the magnetosphere separatrix. Despite the fact that
magnetic shear can stabilize LHDI [95], the turbulence persists even with a strong
guide field. In this case, the magnetic shear across the separatrix is relatively weak
(the initial shear angle is ≈ 140◦) while the ambient density gradient is strong.
Figure 6.3 displays JeM , the dawn-dusk electron current density, in a L − N plane
at three times. These times represent the onset of the instability, a time of further
development, and a time near the end of the simulation. The magnetosphere (strong
field, low density) is to the left and the magnetosheath (weak field, high density)
is to the right. Once again, the results exhibit the typical features of asymmetric
reconnection, with the magnetic islands bulging into the low-field magnetosheath
[47], similar to Chapters 4 and 5. While the simulations of the 16 October event
discussed previously exhibited turbulence along the magnetosphere separatrix, that
turbulence had a wavevector k primarily in the M -direction. Here however, the
turbulence appears to have a component in the L-direction. This is consistent with
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the LHDI condition of k ·B = 0 in the presence of a large guide field.
Figure 6.4 shows JeM at t = 30. Panel (a) is in the L−N plane, as in Figure
6.3(b). Panels (b) and (c) show the current in the M − N plane at both the X-
line (b) and through the island (c). Turbulence develops along the magnetosphere
separatrix in both the L and M direction in the cut through the island, but it
is difficult to quantify the development through the X-line. While it is possible
similar turbulence develops at the X-line at a later time (recall X-line turbulence was
delayed with respect to O-line turbulence in the 16 October simulation), the current
sheets in this simulation become strongly correlated and merge with each other soon
after the time displayed here. Larger simulations are required to investigate X-line
turbulence.
As was the case for the 16 October simulations, this turbulence is electromag-
netic in nature. Figure 6.5 shows EM and δBL in the M − N plane through the
X-line (panels (a-f)) and the middle of the island (panels (g-l)) at the three repre-
sentative times. δBL is the fluctuating component of BL, i.e., δBL = BL − 〈BL〉,
where 〈BL〉 is BL averaged over the M direction. The turbulence appears faintly in
both EM and δBL at t = 20 along the magnetospheric separatrix in panels (g) and
(j) and near the X-line in panels (a) and (d). It grows in strength by t = 25 and
persists at t = 30. As in Figure 6.4(c), while there is some evidence of turbulence
at the X-line, it is not as strong as the turbulence along the separatrix.
The wavelength of this instability can be directly measured. In panels (h-i),
there are roughly 2 wavelengths present in the M direction (length 4.8di). In this
simulation, 1di ≈ 8.5ρe, which gives kMρe ≈ 0.31. This value is consistent with
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Figure 6.3: Snapshots of JeM , the dawn-dusk electron current density,
in one L − N plane. Panels (a-c) are taken at t = 20, 25, and 30,
respectively. These times highlight the onset of the instability, a time
of further development, and a time near the end of the simulation. The
colors in each panel are identically normalized, with the color bar at the
right showing the range. The dashed lines in each panel indicate the
locations of cuts through the x-line and island presented in Figure 6.5.
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Figure 6.4: Snapshots of JeM , the dawn-dusk electron current density,
at t = 30. Panel (a): The L − N plane. The two dashed lines denote
the cuts shown in subsequent panels. Panel (b): The M −N plane from
a cut through the X-line, the upper line in panel (a). Panel (c): The
M −N plane from a cut through the island, the lower line in panel (a).
The colors in each panel are identically normalized. The stars indicate
the locations of the distribution functions presented in Figure 6.8.
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Figure 6.5: Snapshots of EM (a-c, g-i), the electric field in the direction
of the reconnection-associated current, and δBL (d-f, j-l), the fluctuations
in the reconnecting magnetic field, in the M − N plane at the same
times as in Figure 6.3. The cuts were taken at the positions shown by
the dashed lines in Figure 6.3. Panels (a-f) are taken at the L location
of the x-line, while panels (g-l) are taken through the middle of the
island. The red color bar corresponds to EM , while the blue color bar
corresponds to δBL. The dotted lines in panels (a-f) correspond to the
N location of the x-line.
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a recent simulation of magnetopause reconnection, where kρe was found to vary
between approximately 0.3 and 0.5 [96]. Recalling that the longer wavelength LHDI
mode has kρe ∼ (me/mi)0.25 ≈ 0.32, this measurement is consistent with the longer
wavelength LHDI mode.
6.3 Fourier Analysis
We repeat the Fourier analysis introduced in Chapter 5 for this simulation. As
before, the data is taken while following a magnetic field line, where this trajectory
is calculated from magnetic field components averaged over the M direction. Once
again, we choose s to represent the distance measured along the field line following
the magnetospheric separatrix and construct EM(s,M). The resultant EM(s,M)
is displayed for three times in Figure 6.6(a-c). The instability appears as linear
striations, showing that the turbulence is strongly field-aligned (note the difference
in vertical and horizontal axis scales). As was the case in Chapter 5, the instability
is weak or non-existent at the X-line (the white dotted lines) but strong along the
separatrix. As there is evidence that the turbulence near the X-line is displaced
from the separatrix (see Figure 6.5(e)), the trajectory along the separatrix chosen
to construct EM(s,M) misses this turbulence. No conclusion can be made about
development of further turbulence at the X-line due to the simulation size.
We construct two-dimensional spatial Fourier transforms (denoted again by
the operator F) of the s − M domain, ẼM(ks, kM) = F [EM(s,M)]. We plot
log(|ẼM(ks, kM)|2) for the longest wavelength modes in Figure 6.6(d)-(f). The in-
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Figure 6.6: EM(s,M) (panels a-c) and Fourier transforms (panels d-
f) at the same times as in Figure 6.3, where s is the distance along
the average (over M) magnetic field. The data is from a surface that
lies to the left (magnetospheric side) of the magnetospheric separatrix.
Panel (a) shows EM(s,M) at t = 20; the ks − kM power spectrum
log(|ẼM(ks, kM)|2) at the same time is shown in panel (d). Panels (e)
and (f) are similarly paired with panels (b), (c), and show the simulation
data at t = 25, and 30, respectively. The white dotted lines in panels (a-
c) correspond to the location of the x-line. Panels (a-c) are normalized
to the same value, as seen in their accompanying color bar. Panels (d-f)
also have a common normalization.
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Figure 6.7: Panel (a): Power in the instability based on the Fourier
transforms shown in Figure 6.6. Panel (b): Density profiles at the x-
line over time. Since the location of the density gradient changes as the
islands expand, the density profiles at later times are shifted in N to
ease comparisons.
stability appears at t = 20 with kMρe centered around ≈ 0.31, consistent with the
calculation based on Figure 6.5. Beyond this, the instability grows in power but
remains centered near this value.





is computed through the end of the simulation and plotted in Figure 6.7(a). The
instability first becomes noticeable around t = 20 and climbs to a peak at t = 32.
Further development is limited by the system size.
As in Chapter 5, we also explore the time evolution of the density profile.
Figure 6.7(b) shows the density profiles at the X-line for several times. Again we
shift the density profiles to account for the changing N location of the current sheet
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as reconnection occurs. The initial density scale length Ln (≈ 1di) steepens slightly
as reconnection develops, peaking at ≈ 0.5di.
6.4 Electron Distribution Functions
Figure 6.8 shows electron momentum distribution functions in all three sim-
ulation planes (momentum is chosen instead of velocity due to the near-relativistic
thermal velocity). The distributions are taken at the same location denoted by the
stars in Figure 6.4 near the X-line. LMN coordinates are not generally the same as
the magnetic field coordinates used in the first two columns of Figure 6.2. However,
since these are taken near the X-line where BL is small and the magnetic field is
predominantly in the M direction, the LMN coordinates here roughly correspond
to the magnetic coordinates. Panels (a-b) are taken in the N −M plane and dif-
fer only in the extent of M sampled, with (b) sampling the entire domain in M .
Panel (c) is taken in the LN plane, while panel (d) is taken in the L −M plane.
The distribution functions are strongly reminiscent of those observed by MMS in
Figure 6.2 [93]; while not exactly crescent-shaped, they still exhibit nongyrotropy.
As in Chapter 4, while turbulence is strong in this simulation, the crescent-shaped
distribution functions persist.
6.5 Generalized Ohm’s Law
Lastly, we consider the role of this turbulence in balancing the reconnection
electric field [62]. We follow the derivation in Section 4.3, where the M component
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Figure 6.8: Electron distribution functions in all simulation planes. The
distributions were taken at the position shown by the stars in Figure 6.4
near the X-line. In panel (a) only a limited range in M was sampled,
0.24 ≤ M ≤ 0.72; panels (b-d) sample the entire box, 0 ≤ M ≤ 4.8.
The number of particles in each velocity bin is plotted on a linear scale
that is different for each panel, although the color bar shows the relative
variation.
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where we assume a steady state (∂/∂t = 0). As we did in Section 4.3, we average over
the M direction and decompose quantities into a mean and fluctuating component,





























where we keep more terms than we did in Chapter 4.
Figure 6.9(a) shows key parameters on a cut along N through the X-line: n,
BL, BM , EN , veN , and veM . The vertical dashed lines denote the location of the
X-point, where BL = 0, and the stagnation point, where veN = 0. The high-speed
electron flow veM is driven by EN .
The terms in Equation 6.3 are plotted in Figure 6.9(b). We combine the
terms in the top row (the convective motion, pressure tensor, and inertial terms) as
‘Laminar terms’ in the figure. The final two terms are interpreted as contributions
from an anomalous resistivity and an anomalous viscosity as in Chapter 4. In
contrast to the results from Chapter 4, neither the anomalous resistivity nor the
anomalous viscosity terms are significant over this region. The two curves in panel
(c), representing the left-hand side and right-hand side of Equation 6.3, roughly
match, though perhaps not as well as in Chapter 4. The primary term excluded is
the time dependence term, which may have a large effect. Due to the small system
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Figure 6.9: Cuts in the N direction through the electron diffusion
region at t = 25. Panel (a): The reconnecting magnetic field BL, the
guide magnetic field BM , the normal electric field EN , the electron flow
veM , and the density ne all averaged over M . Panel (b): The principal
terms in Ohm’s law from equation 6.3. Panel (c): The sum of the left
and right sides of equation 6.3. In each panel the vertical lines show the
approximate position of the X-point (N ≈ 2.4).
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size in M , averaging in the M direction may not minimize the effects of turbulence
as it did in Section 4.3, which could plausibly be countered with the inclusion of the
time dependence term.
6.6 Conclusion
This MMS encounter on 8 December 2015 provides a contrast to the 16 October
2015 encounter discussed previously. We observe turbulence that is consistent with
LHDI. The instability has a dominant wavelength satisfying kρe ∼ (me/mi)0.25, is
observed in both electric and magnetic field components, and has a wavevector that
is dominantly perpendicular to the local magnetic field. The non-gyrotropic electron
distribution functions observed by MMS persist in our simulation. The reconnection
electric field is balanced by laminar terms and not those arising from turbulent




In this thesis I performed simulations of two MMS diffusion region encounters,
one with a weak constant initial guide field and the other with a strong varying
guide field. While 2D simulations remained laminar, the introduction of a third
dimension allowed for significant turbulence to develop. In the weak guide field case,
this turbulence developed first along the magnetosphere separatrix before developing
along the magnetosheath separatrix and the X-line. In the strong guide field case,
turbulence primarily develops along the magnetosphere separatrix; soon after, the
magnetic islands merge with each other, so turbulence along the magnetosheath
separatrix and the X-line has not been investigated. In both cases, the turbulence
is seen in both the electric and magnetic field components, is field aligned, and has
a dominant wavelength satisfying kρe ∼ (mi/me)0.25, making it consistent with the
LHDI. Despite this turbulence, in both cases the crescent-shaped features observed
by MMS in the electron velocity-space distribution functions persist.
In both simulations we explore the balancing of the reconnection electric field
by comparing terms of the generalized Ohm’s law in a cut through the X-line. In
the weak guide field case, we find that two terms arising from turbulence, one corre-
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sponding to anomalous resistivity and another to anomalous viscosity, are essential
in balancing the reconnection electric field. The anomalous resistivity term is large
around the stagnation point but diminished near the X-point, while the anomalous
viscosity term is large over a broad region. In contrast, in the strong guide field case
we find neither the anomalous resistivity nor the viscosity terms to be significant,
and the reconnection electric field is balanced by laminar term.
For the weak guide field simulation we also evaluate Ohm’s law locally on cuts
through the region of instability. We observe peaks of EM around ±10 mV/m, which
is very close to values reported in the MMS data. We do not, however, observe the
large peaks in E‖ that are present in MMS data and other simulations.
7.2 Future Work
Several possibilities for extending the work presented here exist. We are cur-
rently in the process of simulating the strong guide field case with different param-
eters; namely, the simulation is twice as large, with (LL, LM , LN) = (40, 10, 20), a
grid resolution of ∆ = 0.025, and velocity of light c = 20. This larger size in M will
allow us to explore turbulence along the magnetosheath separatrix and X-line and
may help with the analysis of the generalized Ohm’s Law.
Additionally, there has been recent discussion of reconnection occurring at a
very small scale [97]. It is conceivable that reconnection could take place within the
regions of turbulence seen in the simulations presented herein, which could occur at
faster timescales and have large localized reconnection electric fields. For the weak
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guide field case, we have found oppositely directed BN pairs on the magnetosphere
side of the reversal region of BL with reconnection outflows in the N direction.
Further analysis of this simulation could prove fruitful, along with the search for
these signatures in the strong guide field case.
The large amplitude, short-timescale fluctuations of the parallel electric field
E‖ observed by MMS [72, 85] but not seen in our simulations are a concern. One
possible reason we may not see these intense parallel electric fields is the ratio be-
tween the Debye length λD and the electron inertial length de
1, which is much larger
numerically than it is physically, particularly in the strong guide field simulation. If
we assume that E‖ is established by creating a parallel potential drop ∆φ such that
E‖ = ∆φ/∆x and that ∆x scales like λD, a larger-than-physical λD would result in a
smaller E‖ for the same ∆φ. Another possibility is that the low number of particles
in the low-density magnetosphere makes these electric fields difficult to detect. We
are currently exploring the implementation of weighted macro-particles, increasing
the number of numerical macro-particles representing the smaller number of actual
particles, which would decrease the noise in low-density regions.
1λD/de is equivalent to ve/c
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Appendix A: LHDI Dispersion Relation Derivation
Here we derive the dispersion relation for LHDI. While there are many papers
deriving full dispersion relations for the LHDI [54,57,66,95,98–101], the derivation
below follows [55]. Since we are concerned with kinetic effects, we must utilize
aspects of kinetic theory.
A.1 Equilibrium Configuration
Recall the equilibrium configuration discussed in Chapter 3: The magnetic
field B0 = B0(x)ẑ and density n(x) vary with respect to x, while the electric field
E0 = −E0x̂ is constant. The particles of species j (e for electrons, i for ions) drift
with speed vyj = vE + vdj, where
vE = cE0/B0 (A.1)







is the particle diamagnetic drift, with n = ne(x) = ni(x) the density, Tj(x) the par-
ticle temperature, mj the particle mass, and ωcj = |qj|B0/mjc the particle cyclotron
frequency.
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where v2⊥ = v
2
x + (vy − vE)
2, X = x − (vy − vE) /ωce, and ve(X) =
√
2Te(X)/me.




























































are the inverse length scales of the density and temperature gradients, respectively.






















where v2⊥ = v
2
x + (vy − vyi)
2, with vyi and vi defined above. It is assumed the ions
are unmagnetized and ∂Ti/∂x = 0.









ln (B0) . (A.8)








where βj = 8πnTj/B
2
0 is the local particle beta.
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A.2 Linearized Maxwell Equations
To derive the dispersion relation, we need to linearize Maxwell’s equations and
apply them to the perturbed quantities. We assume
δE (x, t) = δEx (x, t) x̂ + δEy (x, t) ŷ (A.10)
and
δB (x, t) = δBz (x, t) ẑ. (A.11)
All perturbed quantities are assumed to take the form
δA (x, t) = δÂ(x) exp [i (kyy − ωt)] , (A.12)
where Im(ω) > 0. In analogy to the LHDI discussion in Section 3.2, we seek modes
satisfying k ·B = 0, so we assume kz = 0.




















d3vvδf̂j(x,v) is the perturbed current density and δfj(x,v, t) =
δf̂j(x,v) exp[i(kyy−ωt)] is the perturbed distribution function representing particle
species j. Lastly, linearizing Poisson’s equation (∇ · E = 4πρ) gives
∂
∂x






d3vδf̂j(x,v) is the perturbed charge density.
















































δĴx(x) + 4πδρ̂(x). (A.18)
For this local analysis, we assume the x variation of perturbed amplitudes is
















These are our linearized Maxwell’s equations.
A.3 Local Dispersion Relation
All that remains is to determine δĴx(x) and δρ̂(x). As defined above, both
depend on the perturbed distribution functions δf̂j(x,v). These may be found with
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the help of the Vlasov equation
∂fj
∂t













fj = 0, (A.22)
where fj is the distribution function for particle species j. If we let fj = Fj0+δfj and
assume all perturbed quantities are much smaller than the background quantities,




































with the initial conditions of x′(τ = 0) = x and v′(τ = 0) = v. For the detailed























Jp(µ) exp[i(l − p)(φ− π/2)]




























where Jl(µ) is the Bessel function of the first kind of order l, J
′
l (µ) = dJl(µ)/dµ,








































ω − kyvE − kyvB
Λ, (A.30)
Λ = ω − kyvE − kyvn + kyvT (1 − v2⊥/v2e), ω2pe = 4πne2/me is the electron plasma
frequency, vn = −(Te/meωce)εn, and vT = −(Te/meωce)εT . Here we have kept only
the l = 0 term.




































ω − kyvE − kyvB
Λ, (A.32)










and ξi = (ω − kyvyi) /kyvi.
We substitute Equations A.28 and A.31 into our linearized Maxwell’s equations
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