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Abstract
In this article it is shown that in He-II placed in a magnetic field H, the heat
flow under the influence of a temperature gradient ∇T causes appearance of an
electric field E ∼ H ×∇T . This effect occurs in superfluid dielectric systems
due to their specific property named superheat conductivity. The magnitude
of the electric field significantly depends on the shape of the helium sample
and the magnetic field direction relative to the sample. The effect exists both
at static and non-stationary temperature gradient (e. g. during propagation
of second sound).
Recently, the problem of the electrical activity of superfluid systems has attracted
considerable interest. The appearance of this problem is connected with the exper-
imental work [1, 2], performed at ILTPE in Kharkiv about fifteen years ago. In the
works [1] it was found, in particular, that the standing wave of second sound in the
resonator led to the appearance of a potential difference ∆ϕ between the ends of
the resonator proportional to the temperature difference ∆T between these ends.
Authors of [2] detected a mechano-electric effect: torsional vibrations of a cell with
a torsion oscillator were accompanied by oscillations of the potential difference be-
tween the cell surface and the electrode on its axis. The results of [1] have been
confirmed in several recent experiments [3–6].
The detected effects became the object of numerous theoretical studies. Polar-
ization of dielectric systems by acceleration [7] was predicted (a phenomenon similar
to the Stewart-Tolman effect in metals). It has been established that a quantized
vortex creates an axially symmetric polarization around itself (”polarization hedge-
hog”) [8,9], and the flow of the superfluid component relative to the vortex leads to
the appearance of a dipole moment in the vortex [10]. The polarization vector due
to the dipole moments of vortex rings in the field of Van der Waals forces [11, 12]
has been calculated. A model is proposed to explain the results of experiments by
the appearance of dipole moments in helium atoms near the walls of the vessel with
He-II [13] and near the measuring electrodes [14, 15]. However, the generally ac-
cepted point of view on the nature of the phenomena observed in [1–6] is currently
absent.
The role of near-surface polarized layers is especially significant in thin superfluid
films. In such films, in the presence of a periodically varying temperature difference
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at the edges of the film, a third sound wave propagates over the film. The wave
is accompanied by variations in the film thickness, which lead to oscillations of the
dipole moment induced by the wall and the appearance of an oscillating electric field
in the surrounding space. This effect is predicted in [16,17].
In this paper, attention is drawn to the mechanism of thermal polarization that
is possible in superfluid dielectric systems in the presence of a magnetic field. He-II
is known to be characterized by two unique properties, one of which is superfluidity,
and the other is often called superheat conductivity (this name is suggested in [18]).
The tremendous value of the thermal conductivity in the superfluid state is due to
the fact that the heat transfer in He-II is associated with the movement of the normal
component. In this case, the mass flow carried by the normal component is com-
pensated by the flow carried by the superfluid component. An extremely important
circumstance is the fact that the condition for the absence of mass flow should be
satisfied only on average, i.e. the mass flux averaged over the system area should be
zero. In general, the local mass flow should not vanish. Since the movement of any
dielectric in a magnetic field leads to its polarization, in the presence of a magnetic
field a local dipole moment in superfluid helium will be associated with a local mass
flow generated by a temperature gradient and an average electric field may occur
outside the system. We can say that the effect under discussion is analogous to
the Nernst-Ettingshausen effect in conductors. But it turned out that in superfluid
systems the magnitude of the emerging electric potential is very sensitive to the
geometry of the system and the orientation of the magnetic field. Thus, there is no
effect in a circular capillary, and in the case of an elliptical capillary with a and b
semi-axes, the electric field at a b changes by more than three orders of magnitude
depending on whether the magnetic field is directed along the large or the small axis.
This article is devoted to determining the nature of the dependence of the electric
field on the magnetic field magnitude, its direction and on the observation point.
Let us proceed from the expression obtained by Minkowski (see, for example,
[19]) for the induction D in a dielectric with a dielectric constant  and magnetic
permeability µ as it moves at a speed of v
D = E +
µ− 1
c
(v ×H) . (1)
Here E and H are the strengths of the stationary electric and magnetic fields. The
expression (1) is valid with linear accuracy in v/c.
In the case of 4He, with a reasonable degree of accuracy, we can assume that
µ = 1. The relationship of the dielectric constant  to the polarizability α of a 4He
atom and the density of atoms n can be found using the Clausius-Mossotti relation
− 1
+ 2
=
4pinα
3
, (2)
2
which is a consequence of the fact that an atom is polarized not by the mean field
E, but by a local electric field. For 4He the density is n = 2 · 1022 cm−3, the
polarizability α = 2 · 10−25 cm3 and the product nα is substantially less than one.
Therefore,  − 1 is an expansion in powers of nα, in which it is sufficient to keep
only the first term of the expansion 4pinα.
Taking into consideration that the induction is D = E + 4piP and that the mass
flux is j = Mnv (M - mass of the helium atom), we obtain from (1) in the absence
of an electric field
P =
α
Mc
[j×H] . (3)
In the general case, in superfluid helium, j = ρnvn + ρsvs, where vn, vs are the
velocities of normal and superfluid component, and ρn, ρs are their mass densities.
The expression (3) does not depend on the method of setting He-II in motion. Below,
we will assume that the motion of helium is induced by a temperature gradient.
Let us consider the problem of stationary heat flow in He-II which fills a capillary,
between whose ends a small temperature difference ∆T is maintained. With laminar
motion (analysis of which we restrict ourselves to), the speeds vn and vs do not
depend on the longitudinal coordinate (along the capillary) and the equations of
two-fluid hydrodynamics have the form
ηn∇2vn = ρn
ρ
∇P + ρsS∇T, (4)
∇P = ρS∇T. (5)
Here ηn is the viscosity coefficient of the normal component, ρ = ρn + ρs is the
total mass density, ∇P and ∇T are pressure and temperature gradients, S is specific
entropy. The second of these equations, called the London equation, is a consequence
of the mechanical equilibrium that occurs when a superfluid flows between the ends
of the capillary. From (4) and (5) the following equation is obtained:
ηn∇2vn = ∇P, (6)
which is equivalent to the Poiseuille equation in classical hydrodynamics.
The superfluid motion velocity cannot depend on the transverse coordinate, since
∇ × vs = 0. Its value can be found from the condition of the absence of the total
mass flow, i.e. from the condition ρn 〈vn〉 + ρsvs = 0. Here 〈vn〉 is the velocity of
the normal component, averaged over the cross-section area of the capillary. Given
this condition, we obtain from (3)
P =
αρn
Mc
[(vn − 〈vn〉)×H] . (7)
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We see that in the presence of a magnetic field, the polarization is locally non-zero,
but the total dipole moment vanishes along with the total mass flow. The electrical
potential outside the system is determined by the expression
ϕ(r0) =
∫
P · (r0 − r)
|r0 − r|3
d3r, (8)
where r0 = (r0, θ0, z0) is the radius vector of the observation point. Therefore,
vanishing of the total dipole moment in the general case does not lead to the absence
of electric fields outside the system.
The solution of (6) depends on the geometry of the problem. It seems natural
to choose a circular cross-section cylindrical tube as a capillary. However, the calcu-
lation shows that in this case the potential outside the capillary is identically zero.
This result is a consequence of high symmetry of such a system. Consideration of
nonlinear in nα terms in the expansion of the expression for  does not change the
symmetry of the problem, therefore, an axially symmetric flow along a cylindrical
capillary is not accompanied by the appearance of an electric field outside the cap-
illary even if the nonlinear dependence (n) is taken into account. The potential
ϕ(r0) is nonzero if we switch from a circular capillary to a capillary, for example,
with an elliptical cross section.
Consider the case of an elliptical capillary with a small temperature difference
∆T between its ends. Let the semi-axes of the ellipse a and b lie along the axes xˆ
and yˆ, respectively. The expression for the normal component velocity can be found
in [20]. Substituting this velocity of the normal component into (7) and assuming
that the magnetic field H is directed along the yˆ axis, we find the polarization
P(x, y) = −P0 a
2
a2 + b2
(
1
2
− x
2
a2
− y
2
b2
)
xˆ. (9)
Here we use the notion
P0 =
αρnH
Mc
ρS∆T
2ηnL
b2, (10)
where L is the capillary length.
The electric potential outside the fluid can be obtained by substituting (9) into
(8). However, integration cannot be performed for arbitrary coordinates of the
observation point x0 and y0. An analytical expression can be obtained for y0 = 0.
But even in this case, the answer is very cumbersome. We give the answer only for
two special cases. We introduce the notation γ = b/a. Then the potential on the
capillary surface at x0 = a is
ϕ =
2pibP0
3
1− γ
(1 + γ2) (1 + γ)
2 . (11)
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At γ = 1, i.e. at a = b, when the ellipse turns into a circle, the expression (11)
vanishes in accordance with the statement made above.
At γ  1 (in this case, the system simulates a slit, with a magnetic field applied
across the slit)
ϕ(x0, 0) =
2pibP0
3
{√
x02 − 1 + x0
[
4x0
(
x0 −
√
x02 − 1
)
− 3
]}
. (12)
Here x0 is measured in units of a.
With γ  1, the system again models a slit, but the magnetic field is applied
along the slit. In this case, the potential is several orders of magnitude smaller than
with γ ∼ 1 and γ  1.
For arbitrary x0 and y0, numerical integration allows finding potential ϕ when
moving from points with coordinates (x0, y0 = 0) to points (x0 = 0, y0). One would
expect a monotonic decrease in the potential ϕ(x0, y0). It turns out that this is not
the case. Below are graphs of the dependences of the potential ϕ at the capillary
surface on the polar angle θ = arctan(y0/x0) for γ ∼ 1 and γ  1.
Figure 1: Angular dependencies of the potential ϕ on the capillary surface at γ ∼ 1.
Curve 1 corresponds to the magnetic field directed along the minor semiaxis of the
ellipse, curve 2 corresponds to the field along the semimajor axis of the ellipse
The analysis shows that the most favorable case for obtaining a large potential
ϕ is the case of γ  1 (a magnetic field is applied across the slit). The maximum
potential is reached at small angles θ. In particular, when θ = 0 and x0 = 1 the
potential is
ϕ =
pib3
3
αρnH
Mc
ρS∆T
ηnL
. (13)
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Figure 2: Angular dependence of the potential ϕ on the capillary surface at γ = 0.05
The dependence of the potential ϕ on temperature is determined by the tem-
perature dependence of the normal density ρn, viscosity ηn, and also the specific
entropy S. The dependence on temperature of the total density ρ and polarizability
α can be neglected. It seems that the potential value ϕ can be significantly changed
by changing the value of b. However, such a change is possible only within cer-
tain limits. The reason is that with an increase in b, the laminar motion of a fluid
transforms into a turbulent one.
In the pioneering work [21] it was shown that when the heat fluxW = ρsST |vn − vs|
reaches the critical value Wc1, the laminar motion is destroyed by appearance in su-
perfluid liquid of quantized vortices and vortex rings that form a vortex tangle (T-1
state). Further studies showed that there is a second critical heat flux Wc2, above
which the vortex density increases significantly (T-2 state). The transition from the
T-1 state to the T-2 state is associated with the transition to the turbulent state
of the normal component (see, for example, [22, 23]). The result greatly depends
on the shape of the channel. Two transitions take place in elliptic channels with
dimensions a ≈ b. When a b there is only one transition to the T-2 state [24].
In the T-1 state, rings with a radius of the order of the size of the capillary b are
critical. For the appearance of such rings, the difference |vn − vs| should be of the
order of (h¯/Mb) ln (b/ξ), where ξ is the radius of the vortex core [25]. The transition
to the turbulent state T-2 should occur when the normal component reaches the
critical velocity Rnηn/ρnb (Rn is the Reynolds number). The existence of critical
velocities determines the maximum allowable size b, for which the laminar motion
of the fluid is preserved. This imposes a restriction on the electric potential (13).
Let us present the restrictions on the magnitude of the electric potential in the
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laminar flow regime. For γ ∼ 1 this restriction is connected with the fulfillment of
the condition |vn − vs| < (h¯/Mb) ln (b/ξ)
ϕ <
4pih¯
3M
αH
Mc
ρsρn
ρ
ln
(
b
ξ
)
≡ ϕc1. (14)
For γ  1, the restriction is imposed on the speed of the normal component 〈vn〉 <
Rnηn/ρnb. It follows that
ϕ <
4pi
3
αH
Mc
Rnηn ≡ ϕc2. (15)
Considering the temperature range in which ρs∼ρn ∼ ρ, we find that ϕc2 > ϕc1. So
for H = 10 T, α = 2 · 10−25 cm3, Rn = 2 · 103, ηn = 2µP and ρ = 10−1 g/cm3 we
have ϕc1 = 2 · 10−8 V and ϕc2 = 5 · 10−7 V. Thus, to obtain the highest potential ϕ,
it is necessary to use not a circular capillary, but a slit, and the magnetic field should
be directed across the slit. Now we can find the transverse gap size bc corresponding
to the largest potential ϕc2. For a capillary of length L = 1 cm, between the ends
of which a temperature difference of ∆T = 10−3 K is created, from (13), in the
specified temperature range, we find bc = 10
−3 cm.
Up to this point it was supposed that the temperature difference between the
ends of the capillary does not depend on time. However, the effect is also possible in
the case when such a difference periodically depends on time, i.e. in the condition
of propagation of second sound in He-II.
Let He-II fill the cylinder of a circular cross-section of radius R and the second
sound propagates along the axis of the cylinder z. It is known that, in neglecting
thermal expansion, in the first sound waves, pressure and density oscillations oc-
cur, and only temperature and entropy oscillate in the second sound waves. When
thermal expansion is taken into account, there is a bond between the oscillations
of the second and first sounds, and as a result, when the second sound propagates,
pressure oscillations occur. These oscillations lead to a nonzero mass flow jz, which
is associated with the oscillating part of the temperature T ′. In the case of R λ,
where λ is the wavelength of the second sound, the dependence of jz on the radial
coordinate r can be neglected and the flow jz is related to the T
′ relation (see, for
example, [26])
jz = − βρu1
2u2
u12 − u22T
′, (16)
where u1 and u2 are the speeds of the first and second sounds, respectively, β is the
coefficient of thermal expansion. If the external magnetic field is directed across the
cylinder (along the y axis), then in helium, according to (3), electric polarization
Px = −αHjz/Mc occurs. The electric potential outside the cylinder is obtained
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by substituting this polarization into (8). Details of the calculation of the arising
integral can be found in [17]. Considering that for T > 0.8 K the condition u1  u2
is fulfilled and assuming that the height of the cylinder L substantially exceeds the
wavelength of the second sound λ, we find the expression for the electric potential
at the point with coordinates (r0, θ0, 0)
ϕ (r0, θ0, t) = 4piβρu2
αHR
Mc
I1(kR)K1 (kr0) · Ta′ cos θ0 cos (u2kt) . (17)
Here k is the wave number, Ta
′ is the amplitude of the temperature in the second
sound wave, I1 and K1 are first order modified Bessel functions of the first and
second kind, respectively.
Above it was assumed that R λ and we neglected the dependence of the flow
jz on the radial coordinate r. However, if the cylinder radius is of the order of
the second sound wavelength, such an assumption is unjustified. In this case, to
solve the problem of the propagation of a second sound correctly, one should use the
complete system of hydrodynamic equations for a superfluid liquid, supplemented
by boundary conditions. It is convenient to use the approach developed in [27]. If
the conditions u1  u2 and λ  R  λη are satisfied, where λη =
√
2piηn/νρn is
the length of a viscous wave (ν is the frequency of the second sound), we get for the
mass flow
jz = −
(
βρu2 +
ρsS
u2
J0 (kηr)
J0 (kηR)
)
T ′, (18)
where J0 is the zero order Bessel function of the first kind, kη is the wave number of
a viscous wave. Using (3) and (18) we find from (8) the expression for the electric
potential at the point with coordinates (r0, θ0, 0)
ϕ (x0, θ0, t) = 4pi
αHR
Mc
K1 (kr0) [βρu2I1(kR)−
−ρsS
u2
λη
λ
cos
(pi
8
)]
Ta
′ cos θ0 cos (u2kt) . (19)
This potential, like the potential in (17), depends on the polar angle of the observa-
tion point according to the cosine law and vanishes for θ0 = pi/2. In other words, on
a plane parallel to the magnetic field H and passing through the axis of the cylinder,
the potential is equal to zero.
Note that the expressions for the potential ϕ during the propagation of the sec-
ond sound, as in the static case, are obtained under the assumption of a laminar
regime. Unfortunately, we are not aware of the analytical criteria for the transi-
tion from a laminar to a turbulent regime in the case of the propagation of second
sound. In experiments, the radius of a cylindrical sample usually lies in the range
8
R = 0.1...1 cm (see, for example, [24]). In this case, the amplitude value of the tem-
perature corresponding to the laminar region does not exceed several millikelvin.
For T = 1.5 K, H = 10 T, ν = 400 Hz, Ta
′ = 10−3 K and R = 0.5 cm, the potential
on the surface of the cylinder at the point r0 = R, θ0 = 0 equals ϕ = 4 · 10−8 V.
In conclusion, we note that in experiments with a second sound, the electric fields
predicted in this work should be distinguished from the electric fields reported in [1].
The potentials (17) and (19) have a characteristic angular dependence. In addition,
we are talking about electric fields outside the sample, while the potential difference
in [1] is measured inside the sample.
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