Cloud computing is a paradigm in which dynamically scalable and often virtualized resources are provided as a service over the Internet. It is gaining popularity in a variety of domains such as web hosting, enterprise systems, and e-commerce sites. Each server can run one or more applications and application components may be distributed across multiple servers. In general, a cloud can contain several data centers in different geographical locations. Furthermore, each application sees dynamic workload affected by incremental growth, time of day, and flash crowds.
Since applications are required to operate at (or above) a certain performance level specified in terms of a service level agreement (SLA), effective management of cloud resources while meeting these SLAs is an important and complex task. One possible approach for reducing management complexity is to employ virtualization. In this approach, applications run on virtual servers that are constructed using virtual machines, where one or more virtual servers are mapped on to each physical server in the system. One of the biggest advantages of employing virtualization in cloud resource management is the ability to flexibly remap physical resources to virtual servers in order to handle workload dynamics. A workload increase can be handled by increasing the resources allocated to a virtual server, if idle resources are available on the physical server, or by simply migrating the virtual server to a less loaded data center.
The migration process basically consists of transferring the service's memory image from the source server to the destination server. In On-line migration process the source VM is suspended, the entire service is copied to the destination VM, possibly running on another physical machine, then the service is restarted on the destination VM. On the other hand, in a live migration, most of the migration process takes place while the source VM continues to run and the service is alive. In this method the service is suspended for a very short period of time before it is restarted on the destination VM. Clearly, live migration has the advantage of keeping the service's availability with only a short period of service downtime.
One approach for live migration is the pre-copy approach in which memory pages are iteratively copied from the source machine to the destination machine, all without ever stopping the execution of the VM being migrated. The page copying process may take several iterations during which dirty pages are continuously transferred. Normally, since server's pages are being modified continuously, one must, at some point, stop the server until all the pages have been fully transferred to the destination (referred in what follows as the copy phase). Subsequently, the VM can be resumed in the new server. The actual task of migrating the pages consume computation resources and thus may degraded the service performance. Furthermore, if the migration is done in-band (the same bandwidth is used by the migration process and by the service running on the VM) then we expect an even bigger degradation in the quality of service due to the fact that migration consumes some of the bandwidth used by clients of the service.
In previous work, migration performance was evaluated based almost solely on the migration down time (the time period in which the virtual machine is down during the migration), ignoring the service degradation during this process. However, in reality there is a non-trivial trade-off between minimizing the copy phase duration and maintaining an acceptable quality of service during the pre-copy phase. In this research we concentrate on modeling and optimizing the live migration process using the pre-copy approach. We introduce a new model to evaluate the cost of a pre -copy migration process quantifying this tradeoff. We then show that using this model, under some assumptions, an optimal migration algorithm can be calculated efficiently. Finally we simulate a live migration of a virtual machine running a search engine and compare the migration cost using our algorithm and commonly used live-migration methods.
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