In this paper we study a potential problem with a nonlinear boundary condition. Using the Green representation formula for a harmonic function we reformulate the nonlinear boundary value problem as a nonlinear boundary integral equation. We shall give a brief discussion of the solvability of the integral equation. The aim of this paper, however, is to analyse the collocation method for finding an approximate solution to this equation. Using the theory of a-proper and a-stable mappings we prove the unique solvability of the collocation equations and the asymptotic error'estimates.
Introduction
The Boundary Element Methods have become a profound technique for solving numerically (some) linear elliptic partial differential equations appearing in the engineering applications. By means of the fundamental solution of the considered differential equation the problem is formulated as a linear integral equation on the boundary of the physical configurations. The numerical analysis of this method in two dimensions is now quite completely studied, [2, 3, 19] for collocation methods and [10, 11, 20] for Galerkin methods. Further, there exists a lot of advanced programmes available to apply this method in practical computations.
Recently in [21] the analysis of the Galerkin BEM was extended to a nonlinear boundary value problem, where the partial differential equation itself is linear but the boundary conditions are nonlinear. This kind of nonlinear problems occurs frequently in steady-state heat transfer, where the boundary has a variable thermal heat conductivity or the body obeys the Newton law of cooling [5] . Also some electromagnetic problems contain nonlinearities in the boundary conditions [7, 12] . We note that some nonlinear differential equations can be transformed in this form by the Kirchhoff transformation (see, e.g., [5] or [12] ). In this paper we study the following potential problem: For given g E H-'j2(r) find @ E H'( 52) such that where we assume the boundary r to be a sufficiently smooth Jordan-curve in the plane. Here a/an stands for the outer normal derivative with respect to r. The given function f(x, u) will be specified later. Using the Green representation formula for a harmonic function we reformulate the problem (1.1) as a nonlinear boundary integral equation on the boundary of the domain 9. This will be done in Section 2. There we will also give a brief discussion of the solvability of the integral equation.
The purpose of this paper, however, is to apply the collocation method to find an approximate solution to the nonlinear integral equation in question. Compared with the Galerkin method the collocation is superior owing to its computational efficiency. We also point out that the method of proof employed in [21] for the Gale&in method does not apply to the collocation.
Here we follow the ideas presented by Petryshyn in [16] (see also [18] ), concerning the approximationsolvability of nonlinear equations in Banach spaces. Using the fact that under some restrictive conditions for the nonlinearity our nonlinear integral operator is u-stable and u-proper with respect to the Sobolev space H'/*(r)
we conclude the unique solvability of the collocation equations and the convergence of the collocation scheme.
In Section 4 after assuming some more restrictive growth condition, related to nonlinear diffusion processes, we derive the asymptotic error estimates for the collocation method.
Preliminaries
Here we fix the notations and define the necessary function spaces used throughout this paper. We assume that Ic2 is a plane domain with smooth boundary r. This means that r has a regular parametrization x : R -+ r which is l-periodic and Jdx/dt ] 2 p0 > 0. Further, we suppose that diam( 52) < 1; this can always be accomplished by resealing the region 9. The usual Sobolev space is denoted by H"( In) with the norm I] u ]I s,D.
In what follows, H"(r), where s E R, denotes the usual Sobolev-Slobodetcki space equipped with the norm I] u ]I s = (u ( u)',/* (see [l] , [13, ch. 2, sec. 7.31). We note that H'(r) = L*(r) and (u ) u)~ = /,u( x)u( x) ds,. On the other hand H"(r), for s > 0 is the trace space of Hs+l/*( a) and the trace operator is continuous [13] . For H"(T), s > 0, the norm is given by [l] where s = m + S, 0 < 6 < 1, and the derivative Du is taken with respect to the arc-length. The negative order Sobolev space is defined as dual space with respect to the L*-inner product.
Let A, = { xk = x(tk) 10 = t, < --. -c t, = l} be a mesh on r, and let h = l/N. Then Si is the approximation space which is transplanted from the space of l-periodic splines of degree d > 0 on the periodic partition { t, 1 k E Z} c R. In what follows we assume that the family of partitions {A,, ( h > 0}, h = l/N, is quasiuniform, which means that the ratio
remains bounded as N + 00. These spaces provide the following approximation properties (see [2, 4, 8, 22] ). For the sake of simplicity throughout the paper, c will denote a generic positive constant.
Approximation property. Let t G s < d + 1, t < d + t. Then for all u E H"(r) there exists $I E St
where the constant c is independent of u and h.
Inverse property. Let t G s < d + i. Then there exists a constant c independent of h such that

II + II s G cht-s II + II t (2.4
for all + E Sf.
For the formulation of the boundary value problem (1.1) we need the mapping properties of the simple layer and double layer potentials, which are denoted by
respectively. Furthermore, we define on the boundary the corresponding simple layer operator V and double layer operator K which are given by above representations with x E r. The mapping properties of these operators are quoted from [6, 9 ,10] and we collect them in the following theorem.
Theorem 2.1. (a) V: H"(T) -+ Hs+l (I') is one-to-one, onto, and continuous and there exists a, > 0 such that
is continuous for all s.
The function f (. , 0) : r x Iw --+ Iw is supposed to satisfy the Caratheodory conditions:
The associated Nemitskyi operator is defined by
. Under the assumptions (2.4i) and (2.4ii) the Nemitskyi operator is bounded and continuous from L2(r) into L2(r) [14, 15] .
For the analysis of the numerical approximation scheme we make two supplementary assumptions:
In other words F is strongly monotone.
(A2) The Caratheodory function f( *, *) is such that F: L*( I') + L*(r) is Lipschitz-continuous.
We first briefly recall the boundary integral formulation of the boundary value problem (l.l), which is presented in [21] . Then we study the collocation method for finding an approximate solution to the integral equation.
The Green representation formula for harmonic functions (2.5) together with the jump relations of the potential operators D and S gives us the relation
on the boundary r of the domain a. Hence if @ E H'(a) is the solution of (l.l), then the Cauchy-data satisfies the relation (2.6). Taking into account the boundary conditions we find out that !I$.=: u E I!?'/*( IJ solves the nonlinear integral equation
Conversely, if u E H1/*( r) (g E H-l/*(r)) is the solution of (2.7), then the representation
defines a solution @ E H1( s2) of the problem (1.1). Hence the boundary value problem (1.1) is equivalent to the equation (2.7). 
(b) Moreover if g E HSpl( T) .l_ , 2 < s < 2, then the solution satisfies u E H"(T).
The proof of this theorem is presented in [21] . It is based on the fact that the integral operator A : H"*(r) + H l/*(r) defined by
is strongly V-' -monotone (for the definition see [17, 18] Here we need the assumptions diam( Sz) < 1 and (Al).
Convergence of the collocation method
Let us now consider the collocation method for finding an approximate solution of the equation (2.7). Because in general the collocation method makes sense only when the function Vg is continuous, we require that g E HS-l( r) with s > f . We consider nodal point collocation if d is odd and midpoint collocation if even degree splines are used. In the latter case we assume that the mesh is smoothly graded in the sense of [3] .
The collocation equations can be written as to find uh E St such that 
G t < d + i, 4 -C s G d + 1, t G s. This is needed in the proof of the following theorem. Theorem 3.1. Let d > 1 and g E If-*(r), j or some s > i. Then there exists h, > such that for all < h < h, the equation (3.3) admits a unique solution u,, E Sf. Further, lim, __O 11 u -u,, II,,2 = 0, where u is the unique solution of the equation (2.7).
In the proof of Theorem 3.1 we will use the theory of a-proper mappings developed by Petryshyn in the series of papers 116-181. For convenience we recall some basic notions needed in this connection.
In in H"*(r).
Let T: X0 + Y, and T: X -+ Y be one-to-one, onto, bounded and continuous, respectively. (a) If the operator T : X -+ Y is a-stable such that Q,T: X,, + Y, is continuous
Since &, -+ C/J weakly in H'/*(r) and since a weak limit is unique, we conclude that +=2(g-B (G)) and that q+,, --, + strongly in H"*(r).
In other words A = iI+ B is an a-proper mapping.
To prove u-stability of the operator A : H'/*(r) + H'/*(r) we use the fact that A is strongly V-'-monotone.
In other words for every 4 and x E S,!/,
From this it follows that
Using the approximation property of the interpolation-operator we get This completes the proof of a-stability of A. 0 (3.11)
We note here that (3.11) really shows the stability of the collocation method, i.e., if the right-hand sides fh = I, A(x) and g, = I, A( I,!J) are close, then the corresponding collocation solutions are also close to one another.
Error estimates of the collocation method
To this end we have not considered the accuracy of the approximate solution obtained by the collocation method. The u-stability of the nonlinear integral operator together with the Lipschitz property of the nonlinear part permits us to obtain the quasioptimality estimates for the approximate solution. The main theorem of this chapter is the next one.
Theorem 4.1. Let u E H"(T), 4 < s < d + 1, be the solution of (2.7). Then the solution of the collocation equation is unique and furnishes the asymptotic error estimates
~b--h~Ir~chS-*~lu~t so (4.1) wherei=gt<sandt<d+i.
Proof. The existence and uniqueness of a collocation solution was already proved in the previous section.
To prove the error estimates we need the inverse property of the spline spaces. Hence for every i<t<d+q wehave 11 u/, -phu 11 t < ch"'-' 11 u,, -p,,u 11 1,~.
Here Ph : L'(r) + St is the orthogonal projection.
By the a-stability we have We will estimate the terms on the right-hand side separately. The approximation property of the spline space implies that 11 u -p/," II r/2 G chs-1'2 II U II s Combining this with the estimate (4.2) we obtain the statement. 
