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1. INTRODUCTION AND PRELIMINARIES
The relationship between mathematical programming and classical cal-
w xculus of variation was explored and extended by Hanson 4 . Thereafter
variational programming problems have attracted some attention in litera-
ture. Optimality conditions and duality results were obtained for scalar-
w xvalued variational problems by Mond and Hanson 8 under convexity and
w xby Bhatia and Kumar 2 under B-vexity assumptions. Motivated by the
w x w xapproach of Bector and Husain 1 , Nahak and Nanda 10 extended the
w xresults of Mond, Chandra, and Husain 9 to multiobjective variational
problems involving invex functions. Analogous results were developed by
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w xZalmai 13 for fractional variational programming problems containing
w xarbitrary norms and by Liu 7 for generalized fractional case involving
Ž .F, r convex functions.
w xType I functions were first introduced by Hanson and Mond 5 . Rueda
w xand Hanson 11 defined classes of pseudo-type I and quasi-type I func-
w xtions as generalizations of type I functions. Kaul, Suneja, and Srivastava 6
obtained optimality conditions and duality results for multiobjective non-
linear programming problems involving type I and generalized type I
functions. These results were further extended to nonlinear fractional
w xprogramming problems by Suneja and Srivastava 12 .
In Section 2 of this paper, we introduce B-type I and generalized B-type
I functions for the continuous case. Examples are presented to show that
w xthese new classes of functions extend continuous invex functions 9 and
w xcontinuous B-vex functions 2 . Using these new classes of functions, we
establish various sufficient optimality conditions in Section 3 of this paper.
Section 4 is devoted to the duality results. Some related problems are
discussed in Section 5. The results obtained in this paper are more general
w xthan those obtained in the references 2, 6, 9, 10 .
w x n n pLet I s a, b be a real interval, let f : I = R = R “ R and h:
I = R n = R n “ R m be continuously differentiable functions with respect
to each of their arguments. Let x: I “ R n be differentiable with its
Ž n.derivative x. Let C I, R denote the space of continuously differentiable˙
5 5 5 5 5 5functions x with norm x s x q Dx where the differential opera-‘ ‘
tor D is given by
t
u s Dx m x t s x a q u s ds.Ž . Ž . Ž .H
a
Therefore, D s drdt except at discontinuities. We consider the follow-
ing multiobjective variational problem,
Ž . b Ž . Ž b Ž . b Ž . .VP Minimize H f t, x, x dt s H f t, x, x dt, . . . , H f t, x, x dt˙ ˙ ˙a a 1 a p
subject to
x a s a , x b s bŽ . Ž .
h t , x , x O 0, t g I.Ž .˙
 Ž n. Ž . Ž . Ž . 4Let K s x g C I, R : x a s a , x b s b , h t, x, x O 0, t g I be the˙
Ž .set of feasible solutions of VP .
Efficiency and proper efficiency are defined in their usual sense as
w xdefined in 1 .
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Ž . Ž U .In relation to VP , we introduce the following multiple problems P ,k
for each k s 1, . . . , p, each problem with single objective
Ž U . b Ž .P Minimize H f t, x, x dt˙k a k
subject to
x a s a , x b s b ,Ž . Ž .
b b U Uf t , x , x dt O f t , x , x dt , i s 1, . . . , p , i / kŽ . Ž .˙ ˙H Hi i
a a
h t , x , x O 0, j s 1, . . . , m , t g I.Ž .˙j
The following lemma can be established on the lines of Chankong and
w xHaimes 3 .
U Ž . ULEMMA 1.1. x is an efficient solution of VP if and only if x is an
Ž U .optimal solution of P for each k s 1, . . . , p.k
w x Ž U .THEOREM 1.2 8 . For e¤ery optimal normal solution of P , for eachk
k s 1, . . . , p, there exist real numbers l , . . . , l with l s 1 and piece-1k pk k k
wise smooth function y : I “ R m such thatk
p




U U U Us f t , x , x q l f t , x , xŽ . Ž .˙ ˙Ýk x ik i x˙ ˙dt ž is1
i/k
T U Uqy t h t , x , x , 1.1Ž . Ž . Ž .˙k x˙ /
T U Uy t h t , x , x s 0, t g I , 1.2Ž . Ž . Ž .˙k
y t P 0, t g I , 1.3Ž . Ž .k
l P 0, i s 1, . . . , p , i / k . 1.4Ž .i k
2. B-TYPE I AND GENERALIZED B-TYPE I FUNCTIONS
Ž . Ž n.DEFINITION 2.1. A pair f , h is said to be B-type I at u g C I, R
Ž n. Ž n.with respect to b , b , h if there exist functions b , b : C I, R = C I, R0 1 0 1




b x , u f t , x , x dt y f t , u , u dtŽ . Ž . Ž .˙ ˙H H0
a a
db TTP h t , x , u f t , u , u q h t , x , u f t , u , u dt 2.1Ž . Ž . Ž . Ž . Ž .Ž .˙ ˙H x x˙dta
b
yb x , u h t , u , u dtŽ . Ž .˙H1
a
db TTP h t , x , u h t , u , u q h t , x , u h t , u , u dt 2.2Ž . Ž . Ž . Ž . Ž .Ž .˙ ˙H x x˙dta
Ž .If in the previous definition, 2.1 is satisfied as a strict inequality then
Ž . Ž n.we say that a pair f , h is semistrictly B-type I at u g C I, R with
respect to b , b , h.0 1
Authors are motivated to study this new class of continuous functions as
Ž .there exist a pair f , h of functions that is B-type I but neither f nor h is
invex with respect to any function h as can be seen by the following
example.
w x w xEXAMPLE 2.1. Define functions f , h: I = 0, 1 = 0, 1 “ R by
yx 2 t
f t , x , x s ,Ž .˙ 2 2b y a
x 2 q 1 tŽ .
h t , x , x s y .Ž .˙ 2 2b y a
Neither the function f nor h defined previously are invex with respect to
w x w x Ž .any function h: I = 0, 1 = 0, 1 “ R at u s 0. But the pair f , h is
w x w x w xB-type I on 0, 1 with respect to functions b , b : 0, 1 = 0, 1 “ R and0 1 q
w x w xh: I = 0, 1 = 0, 1 “ R defined in the following text,
h t , x , u s x 3 y u3 ,Ž .
b x , u s 3u2 ,Ž .0
u3 y x 3 , if u ) x ,b x , u sŽ .1 ½ 0, otherwise.
Ž .DEFINITION 2.2. A pair f , h is said to be B-quasi-type I at u g
Ž n. Ž n.C I, R with respect to b , b , h if there exist functions b , b : C I, R =0 1 0 1
Ž n. n n n Ž .C I, R “ R and h: I = R = R “ R with h t, x, x s 0 such thatq
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for all x g K,
b b
f t , x , x dt O f t , u , u dtŽ . Ž .˙ ˙H H
a a
b T« b x , u h t , x , u f t , u , uŽ . Ž . Ž .˙H0 x
a
d Tq h t , x , u f t , u , u dt O 0,Ž . Ž .Ž . ˙x˙dt
b
y h t , u , u dt O 0Ž .˙H
a
b T« b x , u h t , x , u h t , u , uŽ . Ž . Ž .˙H1 x
a
d Tq h t , x , u h t , u , u dt O 0.Ž . Ž .Ž . ˙x˙dt
Ž .DEFINITION 2.3. A pair f , h is said to be B strongly pseudo-type I at
Ž n.u g C I, R with respect to b , b , h if there exist functions b , b :0 1 0 1
Ž n. Ž n. n n n Ž .C I, R = C I, R “ R and h: I = R = R “ R with h t, x, x s 0q
such that for all x g K,
db TTb x , u h t , x , u f t , u , u q h t , x , u f t , u , u dt P 0Ž . Ž . Ž . Ž . Ž .Ž .˙ ˙H0 x x˙dta
b b« f t , x , x dt P f t , u , u dt ,Ž . Ž .˙ ˙H H
a a
db TTb x , u h t , x , u h t , u , u q h t , x , u h t , u , u dt P 0Ž . Ž . Ž . Ž . Ž .Ž .˙ ˙H1 x x˙dta
b« y h t , u , u dt P 0.Ž .˙H
a
Clearly, the class of quasi-B-type I functions and the class of strongly
pseudo-type I functions are more general than the class of B-type I
functions.
Ž .DEFINITION 2.4. A pair f , h is said to be B-quasi strongly pseudo-type
Ž n.I at u g C I, R with respect to b , b , h if there exists functions b , b :0 1 0 1
Ž n. Ž n. n n n Ž .C I, R = C I, R “ R and h: I = R = R “ R with h t, x, x s 0q
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such that for all x g K,
b b
f t , x , x dt O f t , u , u dtŽ . Ž .˙ ˙H H
a a
b T« b x , u h t , x , u f t , u , uŽ . Ž . Ž .˙H0 x
a
d Tq h t , x , u f t , u , u dt O 0. 2.3Ž . Ž . Ž .Ž . ˙x˙dt
db TTb x , u h t , x , u h t , u , u q h t , x , u h t , u , u dt P 0Ž . Ž . Ž . Ž . Ž .Ž .˙ ˙H1 x x˙dta
b« y h t , u , u dt P 0. 2.4Ž . Ž .˙H
a
Ž .If in the preceding definition, the inequality 2.4 is satisfied as
db TTb x , u h t , x , u h t , u , u q h t , x , u h t , u , u dt P 0Ž . Ž . Ž . Ž . Ž .Ž .˙ ˙H1 x x˙dta
b« y h t , u , u dt ) 0Ž .˙H
a
Ž .then we say that a pair f , h is B-quasi strictly pseudo-type I at u g
Ž n.C I, R with respect to functions b , b , h.0 1
Ž .DEFINITION 2.5. A pair f , h is said to be B strongly pseudo-quasi-type
Ž n.I at u g C I, R with respect to b , b , h if there exist functions b , b :0 1 0 1
Ž n. Ž n. n n n Ž .C I, R = C I, R “ R and h: I = R = R “ R with h t, x, x s 0q
such that for all x g K,
db TTb x , u h t , x , u f t , u , u q h t , x , u f t , u , u dt P 0Ž . Ž . Ž . Ž . Ž .Ž .˙ ˙H0 x x˙dta
b b« f t , x , x dt P f t , u , u dt , 2.5Ž . Ž . Ž .˙ ˙H H
a a
b
y h t , u , u dt O 0Ž .˙H
a
b T« b x , u h t , x , u h t , u , uŽ . Ž . Ž .˙H1 x
a
d Tq h t , x , u h t , u , u dt P 0. 2.6Ž . Ž . Ž .Ž . ˙x˙dt
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Ž .If in the foregoing definition, the inequality 2.5 is satisfied as
b Tb x , u h t , x , u f t , u , uŽ . Ž . Ž .˙H0 x
a
d Tq h t , x , u f t , u , u dt O 0, x / uŽ . Ž .Ž . ˙x˙dt
b b« f t , x , x dt ) f t , u , u dtŽ . Ž .˙ ˙H H
a a
Ž .then we say that a pair f , h is B strictly pseudo-quasi-type I at u g
Ž n.C I, R with respect to b , b , h.0 1
The following remark will be frequently used in the sequel.
Remark 2.1. Let c : I = R n = R n “ R be a continuously differen-
tiable function with respect to each of its arguments. Let x, u: I “ R n be
Ž . Ž . Ž . Ž .differentiable with x a s u a s a and x b s u b s b. Then
d db bT T
h t , x , u c t , u , u dt s y h t , x , u c t , u , u dtŽ . Ž . Ž . Ž .Ž . Ž .˙ ˙H Hx x˙ ˙dt dta a
3. OPTIMALITY CONDITIONS
Ž . UTHEOREM 3.1 Necessary Optimality Conditions . Let x g K be a
Ž .properly efficient solution for VP , which is assumed to be a normal solution
Ž U . U pfor P , for each k s 1, . . . , p. Then there exist l g R and a piecewisek
smooth function yU : I “ R m such that
TUT U U U U Ul f t , x , x q y t h t , x , xŽ . Ž . Ž .˙ ˙x x
d TUT U U U U UUs l f t , x , x q y t h t , x , x , 3.1Ž . Ž . Ž . Ž .˙ ˙Ž .x x˙ ˙dt
TU U Uy t h t , x , x s 0, t g I , 3.2Ž . Ž . Ž .˙
yU t P 0, t g I , 3.3Ž . Ž .
lU P 0. 3.4Ž .
U Ž .Proof. Because x is a properly efficient solution of VP , it is an
Ž . Uefficient solution of VP . Thus, by Lemma 1.1, x is an optimal solution
Ž U . Uof P , for each k s 1, . . . , p. Because x is assumed to be normal fork
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Ž U . Ž . Ž .each P , therefore, by Theorem 1.2, conditions 1.1 ] 1.4 hold for eachk
k s 1, . . . , p.
Ž . Ž .Summing over k in 1.1 ] 1.4 and setting
p
Ul s l , with l s 1, for i s 1, . . . , p ,Ýi i k i i
ks1
p
Uy t s y t , t g I.Ž . Ž .Ý k
ks1
It follows that
TUT U U U U Ul f t , x , x q y t h t , x , xŽ . Ž . Ž .˙ ˙x x
d TUT U U U U Us l f t , x x q y t h t , x , x ,Ž . Ž . Ž .˙ ˙Ž .x x˙ ˙dt
TU U Uy t h t , x , x s 0, t g I ,Ž . Ž .˙
yU t P 0, t g I ,Ž .
lU P 0.
In the following theorems we establish various sufficient optimality crite-
Ž .rion for VP .
U Ž . U pTHEOREM 3.2. Let x be feasible for VP and let there exist l g R ,
lU ) 0 and piecewise smooth function yU : I “ R m such that for all t g I,
TUT U U U U Ul f t , x , x q y t h t , x , xŽ . Ž . Ž .˙ ˙x x
d TUT U U U U Us l f t , x , x q y t h t , x , x , 3.5Ž . Ž . Ž . Ž .˙ ˙Ž .x x˙ ˙dt
yU t P 0, 3.6Ž . Ž .
TU U Uy t h t , x , x s 0. 3.7Ž . Ž . Ž .˙
Ž UT U Ž .T . UFurther, if l f , y t h is B-type I at x with respect to functions b , b , h0 1
Ž U . Uwith b x, x ) 0 for all x g K then x is a properly efficient solution for0
Ž .VP .
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Ž UT U Ž .T . UProof. Because l f , y t h is B-type I at x with respect to
functions b , b , h, therefore, for all x g K, we have0 1
b bU UT UT U Ub x , x l f t , x , x dt y l f t , x , x dtŽ . Ž . Ž .˙ ˙H H0
a a
b TU UT U UP h t , x , x l f t , x , xŽ . Ž .˙H x
a
d TU UT U Uq h t , x , x l f t , x , x dt , 3.8Ž . Ž . Ž .Ž . ˙x˙dt
b TU U U Uyb x , x y t h t , x , x dtŽ . Ž . Ž .˙H1
a
b T TU U U UP h t , x , x y t h t , x , xŽ . Ž . Ž .˙H x
a
d T TU U U Uq h t , x , x y t h t , x , x dt. 3.9Ž . Ž . Ž . Ž .Ž . ˙x˙dt
Ž . Ž .In view of 3.7 , 3.9 can be rewritten as
b T TU U U U0 P h t , x , x y t h t , x , xŽ . Ž . Ž .˙H x
a
d T TU U U Uq h t , x , x y t h t , x , x dt. 3.10Ž . Ž . Ž . Ž .Ž . ˙x˙dt
Ž . Ž . ŽAdding 3.8 and 3.10 and using Remark 2.1 with c replaced by
UT U Ž .T .l f q y t h , we obtain
b bU UT UT U Ub x , x l f t , x , x dt y l f t , x , x dtŽ . Ž . Ž .˙ ˙H H0
a a
b T TU UT U U U U UP h t , x , x l f t , x , x q y t h t , x , xŽ . Ž . Ž . Ž .˙ ˙H x xža
d TUT U U U U Uy l f t , x , x q y t h t , x , x dt. 3.11Ž . Ž . Ž . Ž .˙ ˙Ž .x x˙ ˙ /dt
Ž . Ž .Equation 3.11 along with 3.5 yields
b bU UT UT U Ub x , x l f t , x , x dt y l f t , x , x dt P 0. 3.12Ž . Ž . Ž . Ž .˙ ˙H H0
a a
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Ž U . Ž .Because b x, x ) 0 for all x g K, hence 3.12 gives0
b bUT UT U Ul f t , x , x dt P l f t , x , x dt ,Ž . Ž .˙ ˙H H
a a
U b UT Ž . Uwhich implies x minimizes H l f t, x, x dt over K with l ) 0. Hence,˙a
U Ž .x is a properly efficient solution for VP on account of Theorem 1 of
w xBector and Husain 1 .
U Ž .THEOREM 3.3. Let x be a feasible solution of VP and let there exist
lU g R p, lU P 0, and piecewise smooth function yU : I “ R m such that, for
Ž U U U . Ž . Ž .e¤ery t g I, x , l , y satisfy 3.5 ] 3.7 of Theorem 3.2. Further, if
Ž UT U Ž .T . Ul f , y t h is B semistrictly type I at x with respect to functions b , b , h0 1
U Ž .then x is an efficient solution for VP .
U Ž .Proof. If x is not an efficient solution for VP , then there exists
x g K and an index r, 1 F r F p, such that
b b U Uf t , x , x dt O f t , x , x dt , for all j / r , j s 1, 2, . . . , p ,Ž . Ž .˙ ˙H Hj j
a a
3.13Ž .
b b U Uf t , x , x dt - f t , x , x dt. 3.14Ž . Ž . Ž .˙ ˙H Hr r
a a
U Ž U . Ž . Ž .Because l P 0 and b x, x P 0, 3.13 and 3.14 imply0
b bU UT UT U Ub x , x l f t , x , x dt y l f t , x , x dt O 0. 3.15Ž . Ž . Ž . Ž .˙ ˙H H0
a a
Ž .Further, in view of 3.7 , we have
b TU U U Ub x , x y t h t , x , x dt s 0. 3.16Ž . Ž . Ž . Ž .˙H1
a
Ž . Ž . Ž UT U Ž .T .Equations 3.15 and 3.16 along with the fact that l f , y t h is B
semistrictly type I at xU with respect to functions b , b , h yields0 1
b TU UT U Uh t , x , x l f t , x , xŽ . Ž .˙H x
a
d TU UT U Uq h t , x , x l f t , x , x dt - 0, 3.17Ž . Ž . Ž .Ž . ˙x˙dt
b T TU U U Uh t , x , x y t h t , x , xŽ . Ž . Ž .˙H x
a
d T TU U U Uq h t , x , x y t h t , x , x dt O 0. 3.18Ž . Ž . Ž . Ž .Ž . ˙x˙dt
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Ž . Ž . ŽAdding 3.17 and 3.18 and using Remark 2.1 with c replaced by
UT U Ž .T .l f q y t h , we get
b T TU UT U U U U Uh t , x , x l f t , x , x q y t h t , x , xŽ . Ž . Ž . Ž .˙ ˙H x xža
d TUT U U U U Uy l f t , x , x q y t h t , x , x dt - 0,Ž . Ž . Ž .˙ ˙Ž .x x˙ ˙ /dt
Ž .which contradicts 3.5 . Hence the result.
U Ž . U pTHEOREM 3.4. Let x be feasible for VP and let there exist l g R ,
lU ) 0 and a piecewise smooth function yU : I “ R m such that conditions
Ž . Ž . Ž U U U .3.5 ] 3.7 of Theorem 3.2 are satisfied by x , l , y . Further, if
Ž UT U Ž .T . Ul f , y t h is B strongly pseudo-quasi-type I at x with respect to
Ž U . Ufunctions b , b , h with b x, x ) 0 for all x g K then x is a properly0 1 1
Ž .efficient solution for VP .
Ž .Proof. From 3.7 , we have
b TU U Uy t h t , x , x dt s 0.Ž . Ž .˙H
a
Ž UT U Ž .T . UBecause l f , y t h is B strongly pseudo-quasi-type I at x with
respect to functions b , b , h, therefore, for any x g K, we get0 1
b T TU U U U Ub x , x h t , x , x y t h t , x , xŽ . Ž . Ž . Ž .˙H1 x
a
d T TU U U U Uq h t , x , x y t h t , x , x dt O 0. 3.19Ž . Ž . Ž . Ž .Ž .˙ ˙x˙dt
Ž U Ž .T . Ž U .On using Remark 2.1 with c replaced by y t h together with b x, x1
Ž .) 0 for all x g K in 3.19 , we obtain
b T TU U U Uh t , x , x y t h t , x , xŽ . Ž . Ž .˙H xža
d TU U Uy y t h t , x , x dt O 0. 3.20Ž . Ž . Ž .˙x˙ /dt
Ž . Ž .Equation 3.20 along with 3.5 gives
db TU UT U U UT U Uh t , x , x l f t , x , x y l f t , x , x dt P 0. 3.21Ž . Ž . Ž . Ž .˙ ˙H x x˙ž /dta
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Ž UT . Ž U .Using Remark 2.1 with c replaced by l f together with b x, x P 00
Ž .for all x g K in 3.21 , we get
b TU U UT U Ub x , x h t , x , x l f t , x , xŽ . Ž . Ž .˙H0 x
a
d TU UT U Uq h t , x , x l f t , x , x dt P 0,Ž . Ž .Ž . ˙x˙dt
x g K . 3.22Ž .
Ž . Ž UT U Ž .T .Equation 3.22 along with the fact that l f , y t h is B strongly
pseudo-quasi-type I at xU with respect to functions b , b , h gives0 1
b bUT UT U Ul f t , x , x dt P l f t , x , x dt , x g K .Ž . Ž .˙ ˙H H
a a
U b UT Ž . UHence, x minimizes H l f t, x, x dt over K with l ) 0.˙a
U Ž . Žw x.Therefore, x is a properly efficient solution for VP 1, Theorem 1 .
U Ž .THEOREM 3.5. Let x be a feasible solution of VP and let there exist
lU g R p, lU P 0 and piecewise smooth function yU : I “ R m such that
Ž . Ž . Ž U U U .conditions 3.5 ] 3.7 of Theorem 3.2 are satisfied by x , l , y . Further, if
Ž UT U Ž .T . Ul f , y t h is B-quasi strictly pseudo-type I at x with respect to functions
Ž U . Ub , b , h with b x, x ) 0 for all x g K then x is an efficient solution for0 1 0
Ž .VP .
U Ž .Proof. If x is not an efficient solution for VP , then there exists
x g K and an index r, 1 F r F p, such that
b b U Uf t , x , x dt O f t , x , x dt , for all j / r , j s 1, 2, . . . , pŽ . Ž .˙ ˙H Hj j
a a
b b U Uf t , x , x dt - f t , x , x dt.Ž . Ž .˙ ˙H Hr r
a a
Because lU P 0, the previous relations give
b bUT UT U Ul f t , x , x dt O l f t , x , x dt ,Ž . Ž .˙ ˙H H
a a
Ž UT U Ž .T .which along with the fact that l f , y t h is b-quasi strictly pseudo-type
I at xU with respect to functions b , b , h yields0 1
b TU U UT U Ub x , x h t , x , x l f t , x , xŽ . Ž . Ž .˙H0 x
a
d TU UT U Uq h t , x , x l f t , x , x dt O 0. 3.23Ž . Ž . Ž .Ž . ˙x˙dt
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Ž UT . Ž .Using Remark 2.1 with c replaced by l f together with 3.5 and the
Ž U . Ž .fact that b x, x ) 0 for all x g K in 3.23 , we get0
db T T TU U U U U U Uh t , x , x y t h t , x , x y y t h t , x , x dt P 0.Ž . Ž . Ž . Ž . Ž .˙ ˙H x x˙ž /dta
3.24Ž .
Ž U Ž .T .Again using Remark 2.1 with c replaced by y t h and the fact that
Ž U . Ž .b x, x P 0 for all x g K, in 3.24 , we get1
b T TU U U U Ub x , x h t , x , x y t h t , x , xŽ . Ž . Ž . Ž .˙H1 x
a
d T TU U U Uq h t , x , x y t h t , x , x dt P 0,Ž . Ž . Ž .Ž . ˙x˙dt
which in view of a given hypothesis implies
b TU U Uy y t h t , x , x dt ) 0,Ž . Ž .˙H
a
Ž .which contradicts 3.7 . Hence the result.
4. DUALITY
Ž .The Mond]Weir type dual problem associated with VP is given by
Ž . b Ž . Ž b Ž . b Ž . .VD Maximize H f t, u, u dt s H f t, u, u dt, . . . , H f t, u, u dt˙ ˙ ˙a a 1 a p
subject to
u a s a , u b s b , 4.1Ž . Ž . Ž .
dT TT Tl f t , u , u q y t h t , u , u s l f t , u , u q y t h t , u , u ,Ž . Ž . Ž . Ž . Ž . Ž .˙ ˙ ˙ ˙Ž .x x x x˙ ˙dt
4.2Ž .
Ty t h t , u , u P 0, i g I , 4.3Ž . Ž . Ž .˙
y t P 0, t g I , 4.4Ž . Ž .
l g R p , l P 0, lTe s 1, e s 1, . . . , 1 g R p . 4.5Ž . Ž .
Ž . Ž .We now establish duality results between VP and VD under general-
ized B-type I conditions.
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Ž . Ž . Ž .THEOREM 4.1 Weak Duality . Let x be feasible for VP and let u, l, y
Ž .be feasible for VD . Let either of the following conditions hold
Ž . Ž T Ž .T .i l f , y t h is B semistrictly type I at u with respect to functions
b , b , h.0 1
Ž . Ž T Ž .T .ii l ) 0 and l f , y t h is B strongly pseudo-quasi-type I at u with
Ž .respect to functions b , b , h with b x, u ) 0.0 1 1
Ž . Ž T Ž .T .iii l f , y t h is B-quasi strictly pseudo-type I at u with respect to
Ž .functions b , b , h with b x, u ) 0. Then0 1 0
b b
f t , x , x dt g f t , u , u dt.Ž . Ž .˙ ˙H H
a a
Ž .Proof. i Let, if possible,
b b
f t , x , x dt F f t , u , u dt.Ž . Ž .˙ ˙H H
a a
Then there exists an index r, 1 F r F p, such that
b b
f t , x , x dt O f t , u , u dt , for all j / r , j s 1, 2, . . . , p , 4.6Ž . Ž . Ž .˙ ˙H Hj j
a a
b b
f t , x , x dt - f t , u , u dt. 4.7Ž . Ž . Ž .˙ ˙H Hr r
a a
Ž . Ž . Ž .Because l P 0 and b x, u P 0, hence 4.6 and 4.7 yield0
b bT Tb x , u l f t , x , x dt y l f t , u , u dt O 0, 4.8Ž . Ž . Ž . Ž .˙ ˙H H0
a a
Ž . U Uwhich is the same as 3.15 with x replaced by u and l replaced by l.
The rest of the proof runs on the same lines as that of Theorem 3.3 and is
hence omitted.
Ž . Ž .ii From 4.3 , we get
b Ty y t h t , u , u dt O 0,Ž . Ž .˙H
a
which implies
b T Tb x , u h t , x , u y t h t , u , uŽ . Ž . Ž . Ž .˙H1 x
a
d T Tq h t , x , u y t h t , u , u dt O 0,Ž . Ž . Ž .Ž . ˙x˙dt
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Ž . Ž . Uon account of hypothesis ii . This is same as 3.19 with x replaced by u
and yU replaced by y. Again proceeding on the lines of Theorem 3.4, we
get the result.
Ž .iii Proof of this part follows on the lines of Theorem 3.5 and is
hence omitted.
Ž . UTHEOREM 4.2 Strong Duality . Let x be a properly efficient solution for
Ž . U Ž U .VP . Assume that x is normal for each P , k s 1, . . . , p. Then there existk
U p U m Ž U U U .l g R and a piecewise smooth function y : I “ R such that x , l , y
Ž . Ž . Ž .is feasible for VD . Further, if for each feasible u, l, y of VD , any of the
Ž U U U .conditions of Theorem 4.1 hold then x , l , y is a properly efficient
Ž .solution for VD .
U Ž .Proof. Because x is a properly efficient solution of VP , it follows
from Theorem 3.1 that there exist lU g R p and a piecewise smooth
U m Ž . Ž . Ufunction y : I “ R such that 3.1 ] 3.4 hold. Moreover, x g K, hence
Ž U U U . Ž .the feasibility of x , l , y for VD follows. Also, because weak duality
Ž . Ž . Ž U U U .holds between VP and VD , therefore x , l , y is an efficient solu-
Ž .tion for VD .
Ž U U U . Ž .If x , l , y is not a properly efficient solution of VD then proceed-
w xing on the lines similar to that of 1, Lemma 1 , we get a contradiction to
the weak duality.
Ž . U Ž .THEOREM 4.3 Strict Converse Duality . Let x be feasible for VP and
Ž U U U . Ž .let u , l , y be feasible for VD such that
b bUT U U UT U Ul f t , x , x dt s l f t , u , u dt. 4.9Ž . Ž . Ž .˙ ˙H H
a a
Ž UT U Ž .T . UFurther, let l f , y t h be B strictly pseudo-quasi-type I at u with
Ž U U . U Urespect to functions b , b , h with b x , u ) 0 then x s u .0 1 1
Proof. We assume that xU / uU and we exhibit a contradiction. Feasi-
Ž U U U . Ž .bility of u , l , y for VD implies
b TU U Uy y t h t , u , u dt O 0. 4.10Ž . Ž . Ž .˙H
a
Ž . Ž UT U Ž .T .Equation 4.10 along with the fact that l f , y t h is B strictly
pseudo-quasi-type I at uU with respect to functions b , b , h implies0 1
b T TU U U U U U Ub x , u h t , x , u y t h t , u , uŽ . Ž . Ž . Ž .˙H1 x
a
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d T TU U U U Uq h t , x , u y t h t , u , u dt O 0. 4.11Ž . Ž . Ž . Ž .Ž . ˙x˙dt
Ž U Ž .T . Ž U U .Using Remark 2.1 with c replaced by y t h together with b x , u1
Ž .) 0 in 4.11 , we get
db T T TU U U U U U U Uh t , x , u y t h t , u , u y y t h t , u , u dt O 0.Ž . Ž . Ž . Ž . Ž .˙ ˙H x x˙dta
4.12Ž .
Ž . Ž .Equation 4.12 along with 4.2 yields
db TU U UT U U UT U Uh t , x , u l f t , u , u y l f t , u , u dt P 0. 4.13Ž . Ž . Ž . Ž .˙ ˙H x˙dta
Ž UT .Again using Remark 2.1 with c replaced by l f together with
Ž U U . Ž .b x , u P 0 in 4.13 , we obtain0
b TU U U U UT U Ub x , u h t , x , u l f t , u , uŽ . Ž . Ž .˙H0 x
a
d TU U UT U Uq h t , x , u l f t , u , u dt P 0,Ž . Ž .Ž . ˙x˙dt
which in view of the given hypothesis implies
b bUT U U UT U Ul f t , x , x dt ) l f t , u , u dt.Ž . Ž .˙ ˙H H
a a
Ž .But this contradicts 4.9 . Hence the result.
5. SOME RELATED PROBLEMS
Ž .All the optimality conditions and duality results developed for VP in
the proceeding sections can easily be modified for several other classes of
variational optimization problems.
5.1. Natural Boundary Value Problems
Omitting the boundary conditions for the fixed end points as was done
w xby Mond and Hanson 8 , we obtain
Ž X. b Ž . Ž b Ž . b Ž . .VP Minimize H f t, x, x dt s H f t, x, x dt, . . . , H f t, x, x dt˙ ˙ ˙a a 1 a p
subject to
h t , x , x O 0, t g I.Ž .˙
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The corresponding Mond]Weir type dual is given by
Ž X. b Ž . Ž b Ž . b Ž . .VD Maximize H f t, u, u dt s H f t, u, u dt, . . . , H f t, u, u dt˙ ˙ ˙a a 1 a p
subject to
dT TT Tl f t , u , u q y t h t , u , u s l f t , u , u q y t h t , u , u ,Ž . Ž . Ž . Ž . Ž . Ž .˙ ˙ ˙ ˙Ž .x x x x˙ ˙dt
y t P 0, t g I ,Ž .
Ty t h t , u , u s 0,Ž . Ž .˙x tsa
Ty t h t , u , u s 0,Ž . Ž .˙x tsb
Tl f t , u , u s 0,Ž .˙x tsa
Tl f t , u , u s 0,Ž .˙x tsb
l P 0, lTe s 1, e s 1, . . . , 1 g R p .Ž .
5.2. Fractional Programming Problem
Consider the following fractional programming problem,
Ž .FVP Minimize
b b
f t , x , x dt f t , x , x dtŽ . Ž .˙ ˙H H1 p
a a, . . . , ,
b b
g t , x , x dt g t , x , x dt 0Ž . Ž .˙ ˙H H1 p
a a
subject to
x a s a , x b s b ,Ž . Ž .
h t , x , x O 0, t g I ,Ž .˙
f t , x , x P 0, k s 1, . . . , p ,Ž .˙k
g t , x , x ) 0, k s 1, . . . , p.Ž .˙k
The equivalent parametric problem is given by
Ž . Ž bŽ Ž . Ž . . bŽ Ž .FVP Minimize H f t, x, x y n g t, x, x dt , . . . , H f t, x, x˙ ˙ ˙n a 1 1 1 a p
Ž . ..yn g t, x, x dt ,˙p p
subject to
x a s a , x b s b ,Ž . Ž .
h t , x , x O 0, t g I ,Ž .˙
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where n g R p , the nonnegative orthant of R p, is a parameter. Theq
Ž .Mond]Weir type dual to FVP is given by
Ž .FVD Maximizen
b b
f t , u , u dt f t , u , u dtŽ . Ž .˙ ˙H H1 p
a a, . . . , ,
b b
g t , u , u dt g t , u , u dt 0Ž . Ž .˙ ˙H H1 p
a a
subject to
u a s a , u b s b ,Ž . Ž .
dT TT Tl F t , u , u q y t h t , u , u s l F t , u , u q y t h t , u , u ,Ž . Ž . Ž . Ž . Ž . Ž .˙ ˙ ˙ ˙Ž .x x x x˙ ˙dt
Ty t h t , u , u P 0, t g I ,Ž . Ž .˙
y t P 0, t g I ,Ž .
l P 0, lTe s 1, e s 1, . . . , 1 g R p ,Ž .
Ž . Ž Ž . Ž ..where F t, u, u s F t, u, u , . . . , F t, u, u and for k s 1, . . . , p,˙ ˙ ˙1 p
Ž . Ž . Ž .F t, u, u s f t, u, u y n g t, u, u , n P 0.˙ ˙ ˙k k k k




Minimize Maximize f t , x , x dtŽ .˙H k
x 1OkOp a
subject to
x a s a , x b s b ,Ž . Ž .
h t , x , x O 0, t g I.Ž .˙
Ž .The problem MVP is equivalent to the following problem,
Ž .EVP Minimize q
subject to
x a s a , x b s b ,Ž . Ž .
b
f t , x , x dt O q , k s 1, . . . , p ,Ž .˙H k
a
h t , x , x O 0, t g I.Ž .˙
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Ž . w xThe Mond]Weir type dual to EVP is given by Liu 7 ,
Ž .EVD Maximize j
subject to
u a s a , u b s b ,Ž . Ž .
dT TT Tl f t , u , u q y t h t , u , u s l f t , u , u q y t h t , u , u ,Ž . Ž . Ž . Ž . Ž . Ž .˙ ˙ ˙ ˙Ž .x x x x˙ ˙dt
Ty t h t , u , u P 0, t g I ,Ž . Ž .˙
lT f t , u , u P l j , t g I ,Ž .˙ 0
l g R p , l g R, lTe s l , e s 1, . . . , 1 g R p ,Ž .0 0
l , l, y t P 0, t g I.Ž .Ž .0
Analogous results can easily be obtained for the class of nonsmooth
constrained fractional variational problem.
ACKNOWLEDGMENT
Ž .The authors wish to express their deep gratitude to Professor Retired R. N. Kaul,
Professor, Department of Mathematics, University of Delhi, Delhi for his keen interest in the
preparation of this paper. Thanks are also due to the referee for his useful suggestions.
REFERENCES
1. C. R. Bector and I. Husain, Duality for multiobjective variational problems, J. Math.
Ž .Anal. Appl. 166 1992 , 214]229.
2. D. Bhatia and P. Kumar, Duality for variational problems with B-vex functions, Optimiza-
Ž .tion 36 1996 , 347]360.
3. V. Chankong and Y. Y. Haimes, ‘‘Multiobjective Decision Making: Theory and Method-
ology,’’ North-Holland, New York, 1983.
4. M. A. Hanson, Bounds for functionally convex optimal control problems, J. Math. Anal.
Ž .Appl. 8 1964 , 84]89.
5. M. A. Hanson and B. Mond, Necessary and sufficient conditions in constrained optimiza-
Ž .tion, Math. Programming 37 1987 , 51]58.
6. R. N. Kaul, S. K. Suneja, and M. K. Srivastava, Optimality criteria and duality in multiple
Ž .objective optimization involving generalized invexity, J. Optim. Theory Appl. 80 1994 ,
465]482.
7. J. C. Liu, Optimality and duality for generalized fractional variational problems involving
Ž . Ž .generalized F, r -convex functions, Optimization 37 1996 , 369]383.
8. B. Mond and M. A. Hanson, Duality for variational problems, J. Math. Anal. Appl. 18
Ž .1967 , 355]364.
BHATIA AND MEHRA360
9. B. Mond, S. Chandra, and I. Husain, Duality for variational problems with invexity,
Ž .J. Math. Anal. Appl. 134 1988 , 322]328.
10. C. Nahak and C. Nanda, Duality for multiobjective variational problems with invexity,
Ž .Optimization 36 1996 , 235]248.
11. N. G. Rueda and M. A. Hanson, Optimality criteria in mathematical programming
Ž .involving generalized invexity, J. Math. Anal. Appl. 130 1988 , 375]385.
12. S. K. Suneja and M. K. Srivastava, Duality in multiobjective fractional programming
Ž .involving generalized invexity, Opsearch 31 1994 , 127]143.
13. G. J. Zalmai, Optimality conditions and duality models for a class of non-smooth
Ž .constrained fractional variational problems, Optimization 30 1994 , 15]51.
