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Kivonat Az utóbbi pár évben a beszédfelismer®kben használt rejtett
Markov modellekben (hidden Markov model, HMM) az ún. Gauss-ke-
verékmodell (gaussian mixture model, GMM) komponenst leváltották
a mély neuronhálók (deep neural network, DNN). Ugyanakkor ezek az
új, neuronálókra épül® hibrid HMM/DNN felismer®k számos olyan al-
goritmust megörököltek, melyeket eredetileg GMM-alapú rendszerekhez
fejlesztettek ki, és így optimalitásuk az új környezetben nem garantált. A
HMM/DNN modellek `GMM-mentes' tanításához két részfeladatra kell
új megoldást adnunk. Az egyik, hogy a mély hálók id®ben illesztett taní-
tóímkéket igényelnek, a másik pedig a környezetfügg® állapotok el®állí-
tása, amelyre a klasszikus megoldás egy GMM-alapú klaszterezési algorit-
mus. Bár a HMM/DNN hibridek tanítására léteznek teljes mondatokon
dolgozó ún. szekvenia-diszkriminatív tanítóalgoritmusok, ezeket jellem-
z®en sak a tanítás legutolsó fázisában, a modellek nomhangolására
szokták bevetni, míg a tanítás elején HMM/GMM modellekel el®állított
és illesztett ímkékb®l indulnak ki. Jelen ikkünkben viszont megmutat-
juk, hogy megfelel® odagyeléssel a szekveniatanuló algoritmusok a ta-
nítás legelejét®l használhatóak. Az állapotklaszterezési lépésre korábban
már javasoltunk egy GMM-mentes megoldást, így a ímkeillesztési fel-
adat megoldásával egy teljesen GMM-mentes tanítási sémához jutottunk.
Kísérleti eredményeink azt mutatják, hogy a javasolt megoldás nemsak
gyorsabb, mint a hagyományos tanítási módszer, hanem valamivel jobb
felismerési pontosságot is eredményez.
Kulsszavak: mély neurális hálók, szekvenia-diszkriminatív tanítás
1. Bevezetés
A beszédfelismerésben a mély neuronhálók (deep neural network, DNN) áttörésé-
vel a hagyományos, Gauss-keverékmodelleken (gaussian mixture model, GMM)
alapuló rejtett Markov-modellek (hidden Markov model, HMM) helyett most
már az ún. HMM/DNN hibridek számítanak a sústehnológiának. Ezen model-
lek betanítása azonban jelenleg még több ponton is a hagyományos HMM/GMM
modellhez kidolgozott tanítási algoritmusokon alapul. Jelenleg a neuronhálós
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HMM/DNN modell tanítását egy hagyományos HMM/GMM rendszer betanítá-
sával kell kezdeni. Ebb®l a rendszerb®l nyerjük ki azután azokat a keretszinten
illesztett, környezetfügg® állapotímkéket, amelyek a DNN betanítása során ta-
nítási élként szolgálnak. Ez az eljárás egyrészt er®forrás-pazarló (a HMM/GMM
rendszert a tanítóímkék kinyerése után eldobjuk), másrészt semmi sem garan-
tálja, hogy a GMM használatával kialakított és illesztett ímkék a DNN számára
is optimálisak lesznek. A két feladat  az állapotímkék id®beli illesztése és kör-
nyezetfügg® ímkékké való konvertálása  közül az utóbbira korábban már ad-
tunk egy GMM-mentes megoldást [1℄, így ebben a ikkben a másik problémára,
azaz az állapotímkék kezdeti id®beli illesztésére konentrálunk.
A HMM/DNN modellek DNN komponensének betanítása legegyszer¶bben
úgy történhet, ha rendelkezésre állnak id®ben illesztett tanítóímkék, ekkor u-
gyanis a tanulás során használhatunk olyan klasszikus hibafüggvényeket, mint
például a keresztentrópia (ross-entropy, CE). A legtöbbször azonban a tanító-
adatokhoz sak mondatszint¶ átiratokat kapunk, a beszédhangok id®beli illesz-
tése nem áll rendelkezésre. A HMM/GMM modelleknek megvan a tenhológiája
az id®beli illesztések el®állítására, melyet gyakran `at start' tanításként emle-
getnek [2℄. Ez az összes beszédhang-modellt azonos paraméterekkel iniializálja,
ami lényegében megfelel a hanghatárok id®ben egyenletes felosztásának. Innen
kiindulva a HMM-ek klasszikus Baum-Welh tanítóalgoritmusa iteratívan tanítja
és újrailleszti a modell ímkéit. Hasonló, iteratív tanításon és újraillesztésen ala-
puló proedúrát természetesen ki lehet alakítani a DNN-tanításhoz is, akár a jól
bevált CE-hibafügvényre építkezve. Senior és tsai. például véletlenszer¶en inii-
alizált neuronhálóval teszik ezt [3℄, míg Zhang és tsai. kiindulásként egyenletes
beszédhang-szegmentálást alkalmaznak [4℄. Ezek a megoldások m¶köd®képesek,
de mint látni fogjuk, relatíve lassan konvergálnak, azaz sok tanítási-újraillesztési
iklust igényelnek.
A fenti eljárások megoldják ugyan a ímkék illesztését, de továbbra is egy
adatkeretek szintjén deniált hibafüggvényt használnak. Ez nem optimális, mivel
a felismerés és a kiértékelés is mondatszinten történik. A HMM/GMM-ek köré-
ben számos mondatok szintjén deniált, más szóval szekvenia-diszkriminatív
hibafüggvényt javasoltak, és ezek jó részét adaptálták is HMM/DNN hibri-
dekre [5,6,7℄. A legismertebb ilyen tanítási kritérium a kölsönös informáió
maximalizálásán alapuló `maximum mutual information', vagy röviden MMI-
hibafüggvény [5℄. A legtöbb szerz® azonban a szekvenia-diszkriminatív tanítást
sak a tanítási folyamat legvégén, a már betanított modellek nomhangolására
alkalmazza. Magyarul, az els® lépés mindig egy CE-hibafüggvényen alapuló ta-
nítás (pl. [5,6,8,9,10,11℄).
Az ún. `neuronhálós id®beli osztályozás' (onnetionist temporal lassia-
tion, CTC) az utóbbi néhány évben vált népszer¶vé DNN-ek sorozatokon való
tanítására olyan esetben, amikor id®ben illesztett ímkék nem állnak rendelke-
zésre [12℄. Rao és tsai. javasoltak is egy `at start' tanítási eljárást, amely a
CTC-n alapul [13℄. A CTC tehnológiának azonban több hátránya is van az
MMI-tanításhoz képest. El®ször is, a CTC a szokványos állapotímkék mellett
üres ímkéket is elhelyez, amelyekkel aztán valamit kezdeni kell kés®bb, a környe-
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zetfügg® állapotok kialakítása során. Másodszor, a CTC maga nem szekvenia-
diszkriminatív módszer, így a legjobb eredményeket akkor adja, ha ilyen hiba-
függvényekkel kombinálva használják [12,13℄.
A korábbi szerz®kkel ellentétben mi egy olyan tanítási eljárásra teszünk
javaslatot, amely a tanítás legelejét®l kezdve szekvenia-diszkriminatív hiba-
függvényt használ. Ehhez a szokványos alkalmazáshoz képest több apró mó-
dosításra lesz szükség, amelyeket részletesen bemutatunk. A kísérletek során
az általunk javasolt megoldást a Zhang és tsai. ikke alapján megvalósított,
CE-hibafüggvényen alapuló iteratív újratanítási-újraillesztési megoldással vet-
jük össze [4℄. Eredményként azt kapjuk, hogy a mi megoldásunk gyorsabb, és
az elért szószint¶ hibaarány is valamivel kisebb. Tanítási módszerünket kombi-
náljuk a korábban javasolt állapotklaszterezési algoritmusunkkal [1℄, így a vég-
eredményként kapott tanítási eljárás összes lépése mentes lesz a GMM-alapú
tehnológiától.
2. HMM/DNN felismer®k `at start' tanítása
A HMM/DNN felismer®k tanítása el®tt egy HMM/GMM rendszert szokás be-
tanítani, és ezzel állíthatóak el® a DNN tanításához szükséges, id®ben illesztett
állapotímkék. A ikkben két olyan módszert fogunk összehasonlítani, amelyek
GMM használata nélkül képesek ugyanezt a feladatot elvégezni. Összehason-
lítási alapként egy olyan algoritmus fog szolgálni, amely iteratívan ismétl®d®
tanítási-újraillesztési iklusokat végez a HMM/DNN modellel, melynek DNN
komponensét hagyományos, keretalapú CE-hibafüggvénnyel tanítja. Saját meg-
oldási javaslatunk ezzel szemben a DNN tanítására szekvenia-diszkriminatív
hibafüggvényt fog használni, mégpedig a talán legismertebb ilyet, a korábban
már említett MMI-hibafüggvényt [5℄. Az MMI-hiba `at start' tanításra való
használata több apró módosítást fog igényelni, ezeket a 3. fejezetben be fogjuk
mutatni.
2.1. Iteratív CE-tanítás és újraillesztés
Az összehasonlítási alapként szolgáló megoldás a CE tanulási kritériumot hasz-
nálja a DNN tanítására oly módon, hogy a ímkéket id®nként újrailleszteni, majd
a tanítást megismétli. Az algoritmus implementálása során Zhang és tsai. ikkét
próbáltuk követni [4℄:
1. A hangfájlokhoz a ímkéket egyenletes id®közökre bontással rendeljük hozzá,
majd betanítjuk a DNN-t.
2. Az aktuális DNN-t használva újraillesztjük a ímkéket a HMM/DNN mo-
dellel.
3. A régi DNN-t eldobva új hálót tanítunk az új ímkehatárokkal.
4. A 23 lépéseket konvergeniáig ismételgetjük.
Szeged, 2017. január 26–27. 173  
 
A fenti eljárás végén kapott DNN-t használjuk a ímkék id®beli illesztésére,
ez alapján a környezetfügg® modellek kialakítására, majd ezek segítségével a
végleges DNN betanítására.
A fent ismertetett eljárás el®nye, hogy a szokványos CE-hibafüggvény mellett
nem igényli új hibafüggvény implementálását a tanításhoz, az újraillesztést pedig
standard beszédfelismerési eszközökkel meg lehet oldani. A módszer hátránya,
hogy az újratanítás-újraillesztés ismételgetése elég id®igényes, amint majd azt
a 6. fejezetben látni fogjuk.
2.2. Szekvenia-diszkriminatív tanítás az MMI-hibafüggvénnyel
A hagyományos HMM/GMM modellek szekvenia-diszkriminatív tanítása ma
már sztenderdnek számít. Többféle hibafüggvényt is javasoltak e élra [14℄, és
ezeket már a HMM/DNN modellekre is átültették [5,6,10,15℄. A legrégebbi és
legegyszer¶bb ilyen hibakritérium a maximális kölsönös informáió (maximum
mutual information, MMI) hibafüggvény. Az MMI függvény a jellemz®vektor-
sorozat és a hozzárendelt allapotsorozat kölsönös informáióját méri. A jellem-
z®vektorok sorozatára az Ou = ou1, . . . , ouTu , az u mondathoz tartozó szósoro-












ahol Su = su1, . . . , suTu a Wu-hoz tartozó állapotsorozat, α pedig az akusztikus
modell súlya. A nevez®ben található összegzés az u mondatra felismerési ki-
menetként kapott legvalószín¶bb beszédhang-sorozatokat tartalmazza  ezt úgy
kaphatjuk meg, hogy egyetlen kimenet helyett ún. szóhálót (lattie) generálta-
tunk a felismer®vel. Az (1) egyenletet deriválva a log p(out|r) log-likelihood érték




















ahol γDENut (r) a t id®pillanatban az r állapotban való tartózkodás valószín¶sége
a nevez®höz tartozó felismerési szóhálón számolva  amit a HMM-ek szokványos
`el®re-hátra' algoritmusával kaphatjuk meg , a δr;sut pedig a Kroneker-delta
függvény (ez adja meg a 0-1 jelleg¶ tanítási élvektorokat).
3. Flat start tanítás az MMI-hibakritériummal
A szekvenia-diszkriminatív tanítási kritériumokat, így például az MMI hiba-
függvényt mostanra már széles körben használják a HMM/DNN hibridek taní-
tására. Tapasztalatunk szerint azonban a tanítást minden szerz® a CE-hibakri-
tériummal kezdi el, és a szekvenia-diszkriminatív hibakritériumot sak a taní-
tás végs® fázisában vetik be, pusztán a modellek nomhangolására használva
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azt [6,10℄. Ez esetben viszont a CE-tanítás miatt mindenképpen szükség van va-
lamilyen módszerre az id®illesztett tanítási élvektorok el®állítására. Ezekkel a
szerz®kkel szemben mi azt állítjuk, hogy az MMI élfüggvényt rögtön a tanítás
elejét®l kezdve lehet használni, így a CE-tanulás, illetve ezáltal az ehhez szük-
séges illesztett ímkék el®állítása kihagyható. A módszerünk m¶köd®képessége
érdekében az alábbi apró változtatásokat kellett elvégeznünk.
Els®ként, a (2) egyenlet számlálójában a δr;sut értékek helyett a γ
NUM
ut (r) ér-
tékeket fogjuk használni, amit az el®re-hátra algoritmussal számolunk ki. Ennek
el®nye, hogy bináris értékek helyett 0-1 közötti valószín¶ségi értékekkel dolgoz-
hatunk, így kihagyhatjuk a (szokásosan GMM-alapú) ímkeillesztési lépést. Ezt
a megoldási lehet®séget több tanulmányban is említik (pl. [6,15℄), de egyedül
Zhou és tsai. ikkében találtuk nyomát, hogy valaki meg is valósította [8℄. Azon-
ban a tanítási folyamatot ®k is CE-tanítással indítják, azaz az általunk javasolt
at start MMI-tanítást nem próbálják ki.
Mivel a szekvenia-diszkriminatív tanítási kritériumot a kész rendszer -
nomítására szokták használni, az MMI-élfüggvényt a teljes felismer®vel, azaz
környezetfügg® beszédhang-modellek és szószint¶ nyelvi modell mellett számol-
ják ki. A (2) egyenlet nevez®jének kiszámolása a teljes felismerési proedúra
lefuttatását igényli, ami a teljes modell használata mellett nagyon lassú. Emi-
att a számlálóhoz és nevez®höz szükséges hálók leszámolását sak egyszer szok-
ták elvégezni, méghozzá az MMI-tanítás elindítása el®tt. Ezzel szemben mi a
szekvenia-diszkriminatív tanulást szószint¶ helyett pusztán fonetikai szint¶ szó-
tárral végezzük, ráadásul környezetfügg® helyett környezetfüggetlen beszédhang-
modellekkel. E két változtatás nagyon gyors dekódolást tesz lehet®vé, így a szám-
lálót és nevez®t minden egyes mondat után újra tudjuk számolni. Ez a módosítás
kulsfontosságú az eljárásunk gyors konvergeniája szempontjából. A szószint¶
átiratok fonetikai átirattá konvertálására a HTK rendszerben javasolt tehnikát
használtuk, azaz els® körben a hangsorozatot az egyes szavak fonetikai átiratát
behelyettesítve kapjuk meg, a szavak közé sehol sem rakunk sendet. Az esetleges
kiejtésvariánsokat, illetve a szavak közti sendet néhány iteráió után illesztjük
be, újraillesztést végezve a már relatíve elfogadható szinten betanult modellel [2℄.
További nomítás, hogy a fonetikai dekódolás során nem használjuk sem a
hangok a priori valószín¶ségét, sem bigramot vagy egyéb, összetettebb nyelvi mo-
dellt, emiatt a (2) egyenletb®l az α tag is elhagyható. Emellett, a számítási igény
további sökkentése érdekében a γDENut (r) érték közelítésére a hálózat összes út-
vonalának gyelembe vétele helyett sak a legvalószín¶bb felismerési útvonalat
használtuk fel (ezt a közelítést jelöli a γ̂DENut (r) formula).











= γNUMut (s)− γ̂
DEN
ut (s),
amit pedig már közvetlenül tudunk használni a DNN tanítása során. Neuron-
hálók tanításánál jól ismert tehnika, hogy a tanítóhalmaz egy kis részét félre-
tesszük validálási élra. Ha az aktuális tanítási iteráió után a hiba növekedne,
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(1) A keretek tanítási élértékét (γ
NUM
ut (r)-t) az el®re-hátra algoritmussal hatá-
rozzuk meg.
(2) Beszédhang-szint¶ átiratokkal és környezetfüggetlen beszédhang-modellekkel
dolgozunk.
(3) Nem használunk a priori valószín¶ségeket, sem nyelvi modellt.
(4) γ
DEN




(5) A tanítás hibáját a validáiós halmazon mérjük, és ha ez a hiba növekedne,
akkor visszatérünk az iteráió el®tti paraméterekhez, viszont sökkentjük a
tanulási rátát.
1. táblázat. A `at start MMI' tanításhoz javasolt módosításaink összegzése.
akkor a súlyokat viszaállítjuk az iteráió el®ttire, és a tanítást innen folytatjuk
egy kisebb tanulási rátával. Ez a módszer szekvenia-diszkriminatív tanítás ese-
tén is természetes módon alkalmazható [5℄, s®t, úgy találtuk, hogy a at-start
tanítási módszerünk stabilitásában ennek a lépésnek nagyon fontos szerepe van,
mivel segít elkerülni az elakadásokat.
Az MMI-kritérium használatához javasolt módosításainkat a 1. táblázatban
öszszegezzük. Az (1)-(4) módosítási javaslatok egyrészt gyorsítják a felismerési
folyamatot, másrészt növelik annak hibákkal szembeni robusztusságát. A (2)
pont kulsfontosságú szerep¶ abban, hogy a szekvenia-diszkriminatív tanulást
a tanulási folyamat elejét®l, még a környezetfügg® modellek kialakítása el®tt
alkalmazni tudjuk. Végezetül, az (5) pont segít az elakadási problémák kikerü-
lésében, feloldásában.
4. KL-divergenia alapú állapotkapsolás
Amikor a at start tanítás konvergált, azaz megkaptuk a környezetfüggetlen
(ontext-independent, CI) modellek legjobb id®beli illesztését, következhet a kör-
nyezetfügg® (ontext-dependent, CD) modellek kialakítása. Jelenleg erre a leg-
elterjedtebb megoldás az ún. döntési fa-alapú állapotklaszterez® algoritmus [16℄.
Ez az algoritmus összegy¶jti az egyes beszédhang-állapotok összes, különböz®
kontextusokban el®forduló példányát, majd minden egyes somópontban ketté-
osztva ezt a halmazt, felépít egy döntési fát, bizonyos el®redeniált kérdéseket kö-
vetve. A kettéosztáshoz Gauss-görbét illeszt az aktuális adatok eloszlására, majd
az alapján a kérdés alapján osztja ketté a somópontot, amelyik a legnagyobb
növekedést eredményezi a Gauss-görbék illeszkedésében (likelihood-értékében).
Habár ez az algoritmus remekül m¶ködik GMM-alapú akusztikus modellek ese-
tén, megkérd®jelezhet®, hogy a Gauss-görbék illeszkedése mennyire alkalmas a
mély neuronhálókkal való megtanulhatóság mérésére.
A fentiek miatt javasoltunk egy olyan alternatív megoldást, amely Gauss-
görbék illesztése helyett betanít egy segéd-neuronhálót, majd ennek kimeneti
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értékei alapján végzi el a döntési fa felépítését. Mivel a neuronháló-kimenetek
egy diszkrét valószín¶ségi eloszlásból vett mintáknak tekinthet®k, ezen kimeneti
vektorok összehasonlítására természetes módon adódik az ún. Kullbak-Leibler
(KL) divergenia. Így az állapotklaszterezési algoritmust vezérl®, Gauss-görbékre
felírt távolságfüggvényt leseréltük egy KL-divergenián alapuló döntési kritéri-
umra, Imseng és társainak ikkét követve [17℄. A döntési függvény leserélésén
túl a döntésifa-építési mehanizmus változatlan marad, így a korábbi implemen-
táiók könnyen módosíthatók. Ezzel a megoldással nemsak elimináltuk a Gauss-
görbéket az állapotklaszterezési folyamatból, de még 4% relatív javulást is el-
értünk a szószint¶ hibában. Az algoritmus részleteit korábban már publikáltuk,
lásd [1℄.
5. Kísérleti beállítások
Kísérleteink paraméterezése lényegében megegyezik a korábbi ikkeinkben leír-
takkal [1℄. Akusztikus modellként egy öt rejtett réteg¶ mély neuronhálót használ-
tunk, melynek minden rétege 1000 `egyenirányított' (retier) neuront tartalma-
zott [18℄, míg a kimeneti rétegben softmax aktiváiós függvényt alkalmaztunk. A
modell saját neuronhálós somagunkra épült, mellyel korábban kiemelked® ered-
ményeket értünk el több különböz® feladaton is ([19,20,21,22℄). Jellemz®készlet-
ként egy 40-sávos mel-sz¶r®készlet energiakimeneteit használtuk, a szokványos
els® és második derivált értékeivel kiegészítve. A felismerést és kiértékelést a
HTK programsomag mély hálókhoz igazított verziójával végeztük [2℄.
Beszédkorpuszként a `Szeged' híradós beszédadatbázist használtuk, amely 28
órányi híradófelvételt tartalmaz nyol tévésatornáról rögzítve [23℄. Tanítóhal-
mazként egy kb. 22 órányi részt különítettünk el, míg 2 órányi adatot hasz-
náltunk validáiós avagy fejlesztési (development) halmazként, 4 órányit pedig
tesztelésre. Nyelvi modellként egy sztenderd trigram modell szolgált, a kiejtési
szótár sz¶k ötszázezer szóalakot tartalmazott. Az állapotklaszterz® algoritmus
paramétereit úgy állítottuk be, hogy a különböz® kísérletekben nagyjából 600,
1200, 1800, 2400, 3000, illetve 3600 kapsolt állapotot kapjunk.
A beszédhang-modellek kezdeti illesztésére négyféle módszert próbáltunk ki
és hasonlítottunk össze. Els®ként egy hagyományos, GMM-alapú rendszert taní-
tottunk be, és ezzel állítottuk el® az id®ben illesztett CI ímkéket. Ezután az így
kapott állapotímkéken betanítottunk egy szimpla (azaz nem mély) neuronhálót
a CE-kritériummal, és az így kapott hálóval újraillesztettük a ímkéket (korábbi
tanulmányunkban azt kaptuk, hogy szimpla helyett mély hálót használva nem
javulnak az eredmények [1℄). A táblázatokban erre a módszerre GMM + ANN
jelöléssel fogunk hivatkozni. Az újraillesztés után a CD modellek el®állítására
mind a GMM-alapú, mind a KL-kritérium alapú megoldást kipróbáltuk, ahol az
utóbbi esetben természetesen a neuronháló kimenete szolgált inputként.
Míg a fenti megoldás egy GMM-alapú rendszerb®l indult ki, `GMM-mentes'
megoldásként a 2. és 3. fejezetekben ismertetett algoritmusokat vetettük be.
Ezekben a kísérletekben a neuronháló mindig mély háló volt, öt rejtett réteggel.
Az iteratív CE-tanításon és újraillesztésen alapuló módszer esetében (a táblázat-
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1. ábra. Szószint¶ hibaarány a KL-klaszterezéssel kapott állapotok számának
függvényében, a fejlesztési halmazon.
ban Iteratív CE) négy tanítási-újraillesztési iklust futtattunk, az ezt követ®
állapotklaszterezés során pedig a KL-divergenia alapú módszert hajtottuk végre
a végs® neuronháló által adott illesztésen. Az MMI-tanítás esetén (a táblázatban
MMI) szintén véletlen súlyokkal iniializált mély hálóból indultunk ki, melyet a
korábban ismertetett módon tanítottunk. A végeredményként el®álló DNN szol-
gáltatta az inputot a rákövetkez®, KL-divergenia alapú klaszterezési lépéshez.
Végezetül, a negyedik kísérletben a szekvenia-diszkriminatív MMI-tanítással
kapott illesztett ímkéken lefuttattunk még egy CE-tanítást, és ennek kimene-
tén végeztük el a KL-kritérium alapú klaszterezést (MMI + CE). Tettük ezt
azért, mert azt tapasztaltuk, hogy a CE, illetve az MMI kritérium eléggé eltér®
valószín¶ségi eloszlásokat eredményez, ezért kívánsiak voltunk, hogy vajon a
klaszterezést ez hogyan befolyásolja.
Cikkünk f® élja a `at-start' lépés, azaz a kezdeti ímkeillesztéseket el®állító
lépés különböz® változatainak összehasonlítása volt. Ezért az állapotklaszterezés
után el®álló CD-modelleket már sak az egyszer¶bb CE-kritériummal tanítot-
tuk. Természetesen ezeket a modelleket tanítás után tovább lehetne nomítani a
szekvenia-diszkriminatív tanítás bevetésével. Ezzel vélhet®en kisit jobb ered-
ményeket kapnánk ugyan, de mivel ez egy sztenderd eljárás, ezért ett®l jelen
ikkben eltekintettünk.
6. Kísérleti eredmények
A különböz® módszerekkel kapott szószint¶ hibaarányok alakulását a fejlesztési
halmazon az 1. ábra mutatja, különböz® állapotszámok esetére. Mint látható,
a GMM-alapú módszer messze a legrosszabbul teljesített, míg az MMI-alapú
178 XIII. Magyar Számítógépes Nyelvészeti Konferencia 
 
Flat start Állapotkapsolási Szóhiba (%) Iteráiók
módszer módszer Dev. Teszt száma
GMM + ANN GMM 18.83% 17.27% 




MMI 16.50% 15.96% 13
MMI + CE 16.36% 15.86% 29
2. táblázat. Szószint¶ hibaarány a különféle `at start' illetve állapotkapsolási
stratégiák esetén.
at start eljárás minden esetben kissé jobb eredményeket adott, mint az ite-
ratív megoldás. Habár az MMI-t követ® CE tanítás (az `MMI+CE'-vel jelölt
modell) kisebb állapotszám mellett némileg jobb eredményeket adott, ez a ja-
vulás nem jelent®s annyira, hogy megérje a többletid®t. Mindez azt mutatja,
hogy a szekvenia-diszkriminatív tanítás egyaránt pontos id®illesztéseket és jó
valószín¶ségi besléseket eredményez.
A 2. táblázat összesíti a különböz® konguráiókkal elért legjobb szóhiba-
arányokat a fejlesztési és teszthalmazokon. Az állapotklaszterezési módszerek
közül a KL-divergenia alapú megoldás minden esetben egyértelm¶en túlszár-
nyalta a GMM-alapú módszert. Az illesztési tehnikákat összevetve azt láthatjuk,
hogy a HMM/GMM rendszerre támaszkodó megoldás bizonyult a legrosszabb-
nak, amin a neuronhálós újraillesztés sem segített. Az iteratív CE-alapú tanítási
módszer kisivel rosszabb lett a két MMI alapú megoldásnál. E módszer ese-
tén sajnos elég nehéz megmondani az optimális iteráiószámot. Zhang és társai
20 lépésen át végezték az iteráiót [4℄, míg mi sak 4 lépésig futtattuk. Emi-
att érdemes a futási id®ket is összevetni, mely értékek a 2. táblázat jobb széls®
oszlopában láthatók (a tanítási iteráiók számát a GMM + ANN rendszer ese-
tében nem tüntettük fel, mivel ott a tanítás egy radikálisan eltér® proedúrán
alapult). Az iteratív CE-tanítás 4 iteráiót igényelt, összesen 48 DNN-tanítási
iklust eredményezve, míg az MMI-tanítás ennek sak kb. a negyedét. Habár az
utóbbihoz az el®re-hátra algoritmus lefuttatásának költségét is hozzá kell adni,
ezzel együtt is egyértelm¶, hogy az MMI-tanítás m¶veletigénye jóval kisebb.
Ha a futási id®t DNN-tanítási iklusok helyett egyszer¶en CPU/GPU id®ben
mérjük, akkor még nagyobb különbségeket kapunk az MMI módszer javára (3
óra 16-tal szemben). Ennek oka, hogy a CE-tanítás során 100-as minibath-
méretet használtunk, míg az MMI-tanítás során a kötegméret az egyes felvételek
méretével egyezett meg, ami átlagosan 1000 körüli bath-méretet, és így a GPU-k
struktúrája miatt gyorsabb végrehajtást eredményezett.
Álláspontunk szerint módosításaink közül kett® kulsfontosságú a javasolt al-
goritmusunk sebessége és futásideje szempontjából. Az els® módosítás, hogy az
illesztést környezetfüggetlen beszédhang-modellekkel, nyelvi modell nélkül vé-
gezzük. Ez teszi lehet®vé a gyors számítást, és így a élfüggvényben található
Szeged, 2017. január 26–27. 179  
 
szóhálók frissítését minden egyes mondat feldolgozása után. Az irodalomban
egyetlen olyat ikket találtunk, amely nem sak a tanulási iteráiók végén fris-
síti ezeket a hálókat, ebben a ikkben azonban egy masszívan párhuzamosított
arhitektúrát írnak le, ami nagyon nehezen összevethet® a mi szekveniális algo-
ritmusunkkal [24℄.
A stabilitást illet®en közismert, hogy a szekvenia-diszkriminatív módszerek
er®sen hajlamosak a túltanulásra. Az állapotímkék és azok illesztésének egy-
idej¶ tanulása gyakran vezet az ún. run-away silene model esetéhez, amikor
a hosszú sendszakaszok miatt a sendhez tartozó kimenet egyre dominánsabbá
válik, majd az illesztést is elrontva `megeszi' a beszédhang-szakaszokat is [25℄. A
hasonló esetek elkerülésére egy független validáiós halmazon mértük a neuron-
háló hibáját, és ha a hiba az aktuális iteráió után megugrott, akkor a korábbi
súlyok visszaállítása után egy kisebb tanulási rátával újrapróbáltuk a tanulást.
Tapasztalatunk szerint ez az egyszer¶ trükk sokat segített a hasonló elakadási
jelenségek megakadályozásában.
7. Konklúzió
Cikkünkben megmutattuk, hogy a HMM/DNN modellek szekvenia-diszkrimi-
natív tanítását a tanítás legels®, ún. `at start' fázisában is sikeresen lehet
használni. E élra a szokványos MMI tanítási kritériumot alkalmaztuk, míg a
tanítási folyamatban néhány apró módosítást vezettünk be. Kísérleti eredmé-
nyeink azt mutatták, hogy  a CE tanítási kritériumon alapuló újratanítás-
újraillesztés stratégiával összevetve  az általunk javasolt megoldás lényegesen
gyorsabb, és még a szóhiba-arányt is sökkenti valamelyest. A korábban javasolt
KL-divergenia alapú állapotklaszterezési megoldást is bevonva, összességében
egy olyan HMM/DNN tanítási algoritmust adtunk, amely egyáltalán nem igényli
a hagyományos HMM/GMM modellek használatát.
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