ABSTRACT Aiming at the problem that the signals received by MEMS vector hydrophones are mixed with a large amount of external environmental noise, and inevitably produce baseline drift and other distortion phenomenons which made it difficult for the further signal detection and recognition, a joint denoising method (VMD-NWT) based on variational mode decomposition (VMD) and nonlinear wavelet threshold (NWT) processing is proposed. The main frequency of the noisy signal is first obtained by Fourier transform. Then the noisy signal is decomposed by VMD to obtain the IMF components. The center frequency and correlation coefficient of each IMF component further determine that the IMF components belong to noise IMF components, noisy IMF components or pure IMF components. Then the pure IMF components are reserved, the noise IMF components are removed, and the noisy IMF components are denoised by NWT processing method with new threshold function as a whole. Finally, the denoised IMF components and the pure IMF components are reconstructed to obtain the denoised signal to realize the extraction of useful signals and baseline drift removal. Compared with complete ensemble empirical mode decomposition with adaptive noise combined with wavelet threshold processing method (CEEMDAN-WT), ensemble empirical mode decomposition combined with wavelet threshold processing method (EEMD-WT), and single wavelet threshold processing method with compromised function between hard and soft threshold (ZWT), the VMD-NWT in this paper has the advantages of less calculation and simple implementation. The simulation comparison experiments verify that the VMD-NWT is superior to CEEMDAN-WT, EEMD-WT, and ZWT. Then VMD-NWT is applied to process the measured data obtained from the Fenji experiment conducted by the North University of China. Simulation and lake trial results show that VMD-NWT has better denoising effect and can realize baseline drift removal. So the proposed VMD-NWT has certain practical research value.
I. INTRODUCTION
The MEMS vector hydrophone which imitates the line sensing system of fish has been used to realize underwater acoustic signal detection by extracting the change of resistance through the detection system. With excellent performance [1] - [3] , it could be widely applied to explore
The associate editor coordinating the review of this manuscript and approving it for publication was Liangtian Wan. the position, state parameters, types and other information of certain targets in the ocean, lakes and other underwater acoustic environment. However, the noise in the acoustic environment is complex and changeable. The various sound source including natural sources such as wave, marine life and rain, unnatural sources such as ships and military sonar [4] , et al. will lead to the results that the collected target signals are mixed with a lot of noise and inevitably produce baseline drift and other distortion phenomenons. The further signal detection, recognition, feature extraction and classification require that the raw signal waveforms have less noise and distortion. Therefore, denoising the noisy signal and correcting the baseline drift are greatly significant for the further signal detection and recognition.
Many methods have been used to denoise the noisy and correct baseline drift in various signals. The traditional signal denoising methods are based on finite impulse response (FIR) [5] and infinite impulse response (IIR) [6] . The noise could be denoised by using the conventional frequency domain filtering methods if the signal and noise have separate bandwidth. However, these denoising methods do not always perform well when applied to non-stationary signals and have little effect in correcting signal drift. L.Pablo et al. used an adaptive filter to remove the baseline wander of ECGs [7] . However, this algorithm is time consuming and had some problems on convergence. Moreover, it was always not realistic for adaptive filter to obtain a suitable reference signal. Based on a set of predefined basis functions, wavelet transform method is used to make signal denoised by decomposing the measured signals followed by suppression of components corresponding to noise [8] . The universal hard thresholding wavelet shrinkage method applied a hardthresholding function to the wavelet coefficients when considering the universal threshold [9] . The improved wavelet thresholding method used thresholding function based on the sigmoid function when considering the universal threshold [10] . Because the wavelet s frequency resolution was higher at low frequencies than that at high frequencies, literature [11] made use of its frequency resolution in low frequencies to estimate the baseline drift and then removed it from the noisy pulse signal. Empirical Mode Decomposition (EMD) [12] had been proposed by Huang et al. to denoise the noise contained in signals. Unlike these wavelet-based methods, EMD had the obvious advantage of not relying on the predefined basis functions and other parameters. Intrinsic Mode Functions (IMFs) are separated adaptively from the data set. However, this method is prone to mode mixing, especially when the noise was present intermittently. The mode mixing refers to the existence of different time scales in a single IMF or the same time scale in different IMFs. The problem of mode mixing in EMD was solved preferably by a modified noise assisted data analysis method known as Ensemble Empirical Mode Decomposition method namely EEMD [13] . In the EEMD method, the amplitude of noise which was added to the observed signal to prevent the mode mixing effect played an important role especially in view of the requirement to preserve the signal integrity during its reconstruction. The EEMD analysis reported in [14] was applied to denoise the physiological signals such as ECG, which is based on the reconstruction of the signal using a partial sum of selected IMFs. The ECG s denoising used by EEMD reported in [15] also realized the partial reconstruction of the IMFs based on the empirical energy model of IMFs, which required that the first IMF should always be the noise-only IMF. However, in practice, it was not always valid to have the first IMF to be a noise-only IMF. In [16] , Mariyappa et al. proposed a method which involved filtering the first order IMF by interval thresholding, adding the rest of the IMFs passing through the interval thresholded window followed by the reconstruction of the target signal, and eliminating the baseline drift contained in the noisy signal adopted the EEMD method. But it should be noticed that the noise amplitudes employed in the EEMD method to prevent mode mixing should be neither too small nor too large. And the inappropriate noise amplitudes might fail to achieve the prevention of mode mixing. Also, the another problem which existed in EEMD was that this algorithm took more time to produce output due to more number of iterations and also the produced output signal needed to be improved [4] .
Variational Mode Decomposition (VMD) [17] proposed by Dragomiretskiy in 2013 was an adaptive and non-recursive signal decomposition method, which could realize the signal segmentation in frequency domain and the components separation effectively. Compared to EEMD, VMD which has strong mathematical foundation could achieve accurate signal separation at the same time and had better noise robustness and higher computational efficiency. With the excellent effect on signal-noise separation, VMD algorithm has been used in many fields after it was proposed. For example, a multiobjective particle swarm optimization (MOPSO) algorithm is proposed to optimize the parameters of VMD, and then it is applied to the composite fault diagnosis of the gearbox and can successfully extracts the composite fault characteristics of the gearbox under a strong background noise environment in [18] ; A feature recognition and fault diagnosis method was proposed based on VMD and deep neural networks (DNN) in [19] , which could effectively extract sensitive feature and recognize vibration of faults state; A intraday stock price hybrid predictive model was proposed based on variational mode decomposition model and back propagation neural network in [20] , which was superior to the baseline predictive model.
Aiming at the problem on strong noise interference and baseline drift in the data acquisition of MEMS vector hydrophone, this paper proposes a new joint denoising method based on VMD and nonlinear wavelet threshold (NWT) processing, VMD-NWT. In this paper, VMD-NWT method is used to make the simulated signal and the Fenji lake trial data obtained from North University of China denoised. Compared with the similar algorithms, the principle of the proposed algorithm is simpler and has less computational complexity. And its effect on denoising and correcting baseline drift of hydrophone signals are better than the contrast algorithms.
The outline of this paper is as follows. Section 1 is the introduction. The VMD algorithm and nonlinear wavelet threshold processing are reviewed briefly in Section 2.1 and Section 2.2, and the proposed method VMD-NWT are described in detail in Section 3. Experimental results and analysis for denosing are given in Section 4 for the simulated 59914 VOLUME 7, 2019 signal and the Fenji lake trial data obtained from North University of China. Section 5 is the conclusion.
II. BASIC PRINCIPLE A. VARIATIONAL MODE DECOMPOSITION
The purpose of Variational Mode Decomposition (VMD) is to decompose the input real valued signal into an ensemble of Intrinsic Mode Functions (IMFs) which have limited bandwidth and online estimated center frequencies [19] . And the bandwidth is estimated as the following steps:
Step 1: For each mode, obtaining its unilateral spectrum by computing the associated analytic signal through the Hilbert transform, (δ(t) + i πt ) * u k (t), where δ(t) is the Dirichlet function, i 2 = −1 and * is the convolution symbol.
Step 2: For each mode, modulating its frequency spectrum to the corresponding baseband , by multiplying an exponential modulated signal e −iω k (t) that has the pre-estimated center frequency, [(δ 
Step 3: The bandwidth is estimated through the squarednorm of the modulated signal s gradient. The constrained variational problem is obtained as follows:
where
are the set of all modes and the corresponding center frequencies, respectively. In order to solve the optimal solution of the above variational problem (1), problem (1) is transformed into an unconstrained variational problem through introducing the Lagrange multiplication operator. And the augmented Lagrange L is as follows:
. (2) where α denotes the balancing parameter of the data-fidelity constraint. Equation (2) is then solved with the alternate direction method of multipliers (ADMM). The optimal is directly updated by Wiener filtering in Fourier domain. Thus Wiener filtering is embedded in the VMD, which makes sampling and noise more robust. The mode in Fourier domain is obtained as follows:
where ω is frequency,û n+1 k (ω),f (ω),λ(ω) are the corresponding Fourier transform of u n+1 k (t), f (t), λ(t),and n means the nth loop iteration. In the algorithm, the center frequencies is re-estimated according to the center of gravity of the corresponding mode s power spectrum. The iterative formula of ω n+1 k is as follows:
The Lagrangian multipliers λ is updated according to (5):
where τ is the step size of the dual ascent, and setting τ to 0 can effectively turn off the lagrangian multiplier to ensure that the algorithm converges effectively. The iteration and loop to solve the problem (1) is stopped
< ε is satisfied, where ε is convergence tolerance.
B. NONLINEAR WAVELET THRESHOLDING METHOD
The nonlinear wavelet threshold (NWT) method is applicable for processing signals with white noise. Wavelet transform can concentrate the signal energy on a few wavelet coefficients and the transformation of white noise on any basis function is still white noise with the same amplitude. Relatively, the wavelet coefficient values of the useful signal are bound to be greater than those of the white noise with scattered energy and small amplitude [21] . Appropriate threshold value and threshold function are selected, and then the wavelet coefficients of the noisy signal is processed by thresholding method. Thus the goal of removing noise and retaining useful signal is achieved. At present, the hard and soft threshold denoising method proposed by Dohono [22] is most widely used in engineering, defined as (6)- (7) :
where ω j,k is the wavelet transform coefficients of the noisy observation signal, sgn() is the symbolic function, thr is the threshold, andŵ j,k is the estimated coefficients of the real signal. However, the hard threshold function is discontinuous at the point of threshold, which causes the estimated signal to generate additional oscillations. The soft threshold function avoids additional oscillations, but there is a constant deviation between the estimated value and true value. Thus many scholars have tried to propose improved threshold functions to improve the denoising effect of wavelet threshold method. In [23] , the compromised method between soft and hard threshold is proposed, defined as (8) . where the adjustment coefficient β is within the interval (0, 1), ω j,k is the wavelet transform coefficients of the noisy observation signal, sgn() is the symbolic function, thr is the threshold, andŵ j,k is the estimated coefficients of the real signal. The estimated coefficients are between the soft and hard thresholds, but it is still discontinuous at the threshold points, thr and −thr . In addition, the denoising performance depend on the value of β . An improved threshold function was proposed in [24] , as shown in (9),
which overcomes the disadvantages of hard threshold discontinuity and the constant deviation between soft threshold estimated coefficients and real coefficients and thus retain some detailed information, but the threshold function is not properly adjusted according to the wavelet decomposition scale.
The wavelet threshold function used in NWT, as shown in (10), could retain detailed information as well as adaptively varying according to wavelet decomposition scale and has better denoising effect.
where ω j,k is the wavelet transform coefficients of the noisy observation signal, sgn() is the symbolic function, thr is the threshold value,ω j,k is the estimated coefficients of the real signal, and j is the decomposition scale.
III. THE PROPOSED JOINT DENOISING METHOD BASED ON VMD AND NWT
VMD is a new method to adaptive non-recursive signal decomposition, which can decompose the noisy signal into an ensemble of relatively stable IMF components with less noise. Compared with EMD algorithms, VMD with strong mathematical theoretical basis and high computing rate can suppress high frequency noise and effectively reduce pseudocomponent, mode mixing and endpoint effect et al. The wavelet s frequency resolution is higher at low frequencies than that at high frequencies. Thus wavelet threshold processing method has better denoising effects on the analysis and processing of non-stationary signals and white noise signals and can preserve time-frequency characteristics of the signals at same time. If the two methods VMD and NWT are combined effectively, the denoising effect will be better than the single denoising method. Based on the above analysis, a signal denoising method based on VMD and NWT is proposed in this paper, named by VMD-NWT. The flow chart of VMD-NWT method is shown in Fig.1 and the steps of VMD-NWT method are as follows:
Step 1: Obtain the main frequency f 0 of the noisy signal by Fourier transform and the IMF components by VMD.
Step 2: Calculate the correlation coefficients and center frequency f k of each IMF component.
Step 3: Determine the noise IMF components, pure IMF components and noisy IMF components according to the correlation coefficient of each IMF component and |f k − f 0 |, the absolute value of the deviation between the center frequency f k and the main frequency f 0 . The value of the correlation coefficients shows the correlation between IMF components and the signal. The more the noise contained in the components, the lower the correlation. In general, the correlation value of noise components is 0. We defined the IMF components with micro-correlation as noise IMF components, and the real correlation components as noisy IMF components, The IMF components with the minimum |f k − f 0 |, i.e. its center frequency are closest to the main frequency reasonably, are taken as pure IMF components.
Step 4: Denoise the noisy IMF components as a whole by NWT processing, where using db4 wavelet and 3−layer decomposition, discard the noise IMF components, and reserve the pure IMF components without any processing. Because the IMF components extracted from the noisy signals are relatively stable and has less noise, the NWT processing will has a better denoising effect on the certain components.
Step 5: Reconstruct the denoised noisy IMF components and pure IMF components to realize useful signal extraction.
IV. EXPERIMENTS A. SIMULATION EXPERIMENTS 1) SIMULATION SIGNAL
In order to quantitatively evaluate the denoising performance of VMD-NWT, the known Gaussian white noise and baseline wander are added into the known clean sine signal to simulate the noisy signal received by the MEMS vector hydrophone. Thus the contaminated signal can be modeled as follows:
where f (n) is the corrupted observed signal, s(n) is the noisefree source signal, gs(n) is the Gaussian white noise under different noise-added decibels, bs(n) is the baseline drift noise, and n is the sampling point. In this paper, the simulation source signal is a sequence of sine signal, defined as follows:
whose amplitude and frequency are 2 and 400Hz, respectively. And in this simulation experiment, bs(n) is modeled by a superposition of a sine signal and a DC component as illustrated in (13),
Due to the limited space, this paper uses the VMD-NWT method to process the noisy signal, whose Gaussian white noise level is at 4.8270 dB. Thus the noisy signal is obtained, shown in Fig. 2(a) .
2) DENOISING THE SIMULATION SIGNAL BY VMD-NWT
Firstly Fourier transform on the noisy signal is carried out and its corresponding frequency spectrum is calculated, as shown in Fig.2(b) , to obtain its main frequency f 0 . Then the noisy signal is decomposed into K IMF components by VMD. It should be noticed that the determination of the value of K and ε are two key factors which have important impact on the decomposition results. By decomposing the same signal using EMD method, K , the number of modes decomposed by the EMD method is obtained. A large number of repeated denoising experiments using the VMD-NWT method are tested in which the K is set to K , K ± 1, K ± 2, respectively. And by analyzing the above denoising experimental results, K in the experiment of this paper is selected as 7. And ε is set as 1e − 8 to guarantee the decomposition accuracy. IMF components and their corresponding frequency spectra are shown in Fig.3 . As can be seen from Fig.3, IMF3 and IMF4 have the highest energy, and their center frequencies are also around 400Hz, which are closest to the main frequency f 0 . Thus, IMF3 and IMF4 are selected as the pure IMF components.
Then the correlation coefficient of each IMF component are calculated, shown in Table 1 . The correlation coefficient of IMF7 is significantly lower than that of other IMF components and IMF7 has the second lowest energy in Fig.3 . Therefore, IMF7 is considered to be the high-frequency noise component and then is discarded. IMF1, IMF2, IMF5 and IMF6 are considered to be the noisy IMF components and then they are denoised as a whole by NWT processing to obtain the denoised IMF components.
Finally the denoised IMF components and the pure IMF components reconstruct the denoised signals.
3) EXPERIMENTAL RESULTS
• comparison for denoised effects
In this paper, VMD-NWT, Complete Ensemble Empirical Mode Decomposition with Adaptive Noise combined with wavelet soft threshold processing method (CEEMDAN-WT), VOLUME 7, 2019 Ensemble Empirical Mode Decomposition combined with wavelet soft threshold processing method (EEMD-WT), and single wavelet threshold processing method with compromised function between hard and soft threshold (ZWT) are employed to denoise the same noisy signal for comparison, and the denoised effects comparison of VMD-NWT, CEEMDAN-WT, EEMD-WT and ZWT between the source signal and the denosied signal are shown in Fig.4 .
From Fig.4(a) , the denoised signal obtained by VMD-NWT can fit the source signal well, where the sharp burrs have been effectively eliminated and the whole becomes smooth and neat, with little distortion phenomenon. And the baseline of the denoised signal is almost completely coincident with that of the source signal, which performs the correction of baseline drift well.
The denoised performances of CEEMDAN-WT, EEMD-WT and ZWT are shown in Fig.4 (b), Fig.4 (c) and Fig.4(d) , respectively. Though the most white noises of the signal are well eliminated, there are local distortion phenomenons at the signal extreme points which made the further signal detection and recognition in trouble. In Fig.4(b) and Fig.4(c) , both the DC component baseline of the denoised signal have been corrected to the zero level, but the overall sine drift phenomenon have not been corrected and there are still significant fluctuations. In Fig.4(d) , the phenomenon of baseline drift is hardly corrected and there are still the phenomenon of sine and DC wander. Based on the above analyses, the conclusion is drawn that in this experiment, the denoised effect of VMD-NWT is better than that of CEEMDAN-WT, EEMD-WT and ZWT.
• comparison for denoised performance indicators In order to further verify the effectiveness and advantages of VMD-NWT, the denoised performance indicators are introduced, Signal-to-Noise Ratio ( SNR ), 
where n denotes the number of sampling points, N denotes the length of the signal, x(n) denotes the source signal and x(n) denotes the denoised signal. What we can see from (14) and (15) is that the samller the value of n [x(n) −x(n)] 2 is, namely the smaller the sum of the squares of the deviation between the observed value and true value is, the higher the SNR is, and the lower the RMSE is. So the higher SNR and the lower RMSE of the output signal means the smaller deviation between the observed value and true value, which means the better denoised effect. The noisy signals with five different decibel noise are used to be denoised by the above four methods: VMD-NWT, CEEMDAN-WT, EEMD-WT and ZWT, respectively. The denoised performance indicators are shown in Table 2 .
In Table 2 , the first column represents the SNR value of signal with only Gaussian white noise, and the second column SNR in represents the SNR value of the observed signal with both Gaussian white noise and baseline drift noise.
We have known that the higher the SNR and the lower the RMSE of the output signal, the better the denoised effect. From Table 2 , it can be seen that the denoised effect of VMD-NWT is significantly better than those of the other three methods CEEMDAN-WT, EEMD-WT and ZWT under different decibel noises. The denoising effect of CEEMDAN-WT and EEMD-WT is similar, and both effects are slightly better than that of ZWT. All of these further demonstrate that the proposed method VMD-NWT has a better denoised effect on noisy signal with different decibel noise and baseline drift, which proves the effectiveness and practicability of the proposed method VMD-NWT in this paper.
B. LAKE TRIAL EXPERIMENTS
According to the principle of bionics, the MEMS vector hydrophone realizes the underwater sound signal detection through detecting the change of resistance. The MEMS vector hydrophone has passed the test and has the advantages of high sensitivity, wide frequency response range and good ''8'' shape cosine directivity [1] , et al.
The measured data used in this paper are derived from fenji experiments conducted by North university of China in 2011 and 2014 in fenhe, respectively. In the experiment, the hydrophone array ( MEMS vector hydrophone with 4-element linear array and spacing 1 meter) was fixed on the shore, and the transducer was placed on the tugboat. With the distance between the arrays and the tugboat gradually increasing, different positions are selected to drop anchor and obtain the collected data by using the transducers. And the sound source with a transmitting signal frequency of 331Hz is 6 meters away from the vector hydrophone with a sampling frequency of 10kHz . The experimental data with a length of 1000 snapshots are randomly intercepted from the X and Y road original collected data of 1 and 2 hydrophone, respectively. Fig.5-Fig.8 show the signals of the experimental data and corresponding frequency spectra, as well as the denoised signal and their frequency spectra processed by VMD-NWT. Fig.5-Fig.8 are the denoised signals and their frequency spectra of the four-road measured signal using the VMD-NWT. On the one hand, in the Subgraph (c) of Fig.5-Fig.8 , the sharp burrs of the signals have been effectively eliminated, the distorted part of the signal is effectively corrected, and the signal become smooth and tidy. Moreover, in the The MEMS vector hydrophone arrays with 5-element array and spacing 0.5 meter are fixed on the shore and the transducers are placed on a tugboat. The hydrophone was placed 2 meters below the water, and the arrays were kept in a horizontal state, which made the hydrophone continuously output sound pressure and circuit signal. The transducer was adjusted to transmit single-frequency signals with 315Hz, 500Hz, 630Hz, 800Hz and 1000Hz respectively.
In this section, the experimental data also with a length of 1000 snapshots are randomly intercepted from original collected data with 315Hz, 500Hz, 630Hz, 800Hz and 1000Hz of X road of 2 hydrophone, respectively. Fig.9 -Fig.13 show the original measured signal with 315Hz, 500Hz, 630Hz, 800Hz and 1000Hz and their corresponding frequency spectra, as well as the denoised signal processed by the VMD-NWT and their corresponding frequency spectra, respectively. It can be observed that, in Fig.9(a) and (b) , signal distortion is severe and there is a large drift in signal baseline; in Fig.10(a) and (b) , there are high frequency noise in the lower half of the signal, causing significant distortion on the signal waveform and the signal baseline deviates the zero level, namely a slightly drift; in Fig.11(a) and (b) , there are low frequency noise in upper part of the signal and high frequency noise in the lower part so that the signal has been seriously distorted and the baseline is deviates the zero level and has a obvious drift; in Fig.12(a) and (b) , little noise exist in the signal and the baseline slightly deviates the zero level but have obvious drift phenomenon; in Fig.13(a) and (b) , just little noise exist in the signal and the baseline drift phenomenon is not obvious. After the measured signal were denoised by VMD-NWT, in Fig.9(c) , the noise is well eliminated and the waveform has been better recovered. But due to the large fluctuation in original measurement data, may be caused by sudden noises arrivals of external environment, such as arrivals of ships and storms, or the hardware equipment failures, the volatility of denoised signal is also relatively large and need a further processing. The noise in the measured signal of 500Hz, 630Hz, 800Hz and 1000Hz have been effectively eliminated, the basic characteristics of the original signal are well retained and with less distortion in the signal, and the drift baseline have been effectively corrected to the zero level in Fig.10(c) -Fig.13(c) . At the same time, from the comparison between Subfigure (b) and (d) of Fig.9 -Fig.13 , the energy of the denoised measured signal have been preserved with no loss.
3) EXPERIMENTAL RESULTS
It can be concluded from the above two trial experiments that the proposed VMD-NWT method in this paper can effectively eliminate the noise of the vast majority of measured signal, recover the basic characteristics of the source signal better and make the baseline drift well corrected. Thus the VMD-NWT method could lay a good foundation for the further MEMS hydrophone signal detection and recognition.
V. CONCLUSION
In this paper, a signal denoised method (VMD-NWT) based on VMD and NWT processing is proposed to the problem of strong noise interference and baseline drift in the data acquisition of MEMS vector hydrophone. The VMD-NWT method has simple principle and less calculation, which can effectively remove the noise of the signal and correct the phenomenons of baseline drift. The VMD-NWT method is compared with CEEMDAN-WT, EEMD-WT and ZWT methods by a large number of repeating simulation experiments. The results show that the VMD-NWT method is superior to the CEEMDAN-WT, EEMD-WT and ZWT methods both on the intuitive denoised effect and the quantitative denoised performance indicators. In lake trial experiments, the noises of the measured data are effectively eliminated by VMD-NWT. And the basic characteristics of the signal are well preserved with almost no energy loss. And the phenomenons of baseline drift are also corrected to zero level well. Therefore, it is concluded that the VMD-NWT method proposed in this paper has certain practical research value and can lay a good foundation for the further MEMS hydrophone signal detection and identification. Our future research work is hope to realize adaptive denoising procedure by using suitable intelligent optimization algorithm to adaptively find the best VMD parameters. 
