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a b s t r a c t
In a recent paper entitled ‘‘A commutative analogue of the group ring’’ we introduced, for
each finite group (G, ·), a commutative graded Z-algebra R(G,·) which has a close connection
with the cohomology of (G, ·). The algebra R(G,·) is the quotient of a polynomial algebra by
a certain ideal I(G,·) and it remains a fundamental open problem whether or not the group
multiplication · on G can always be recovered uniquely from the ideal I(G,·).
Suppose now that (G,×) is another group with the same underlying set G and identity
element e ∈ G such that I(G,·) = I(G,×). Then we show here that the multiplications · and
× are at least ‘‘almost equal’’ in a precise sense which renders them indistinguishable in
terms of most of the standard group theory constructions. In particular in many cases (for
example if (G, ·) is Abelian or simple) this implies that the twomultiplications are actually
equal as was claimed in the previously cited paper.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the paper [6] we introduced, for each finite group (G, ·), a commutative graded Z-algebra
R(G,·) = Z[zg |g ∈ G \ {e}]/I(G,·)
where the ideal I(G,·) of the polynomial algebra Z[zg |g ∈ G \ {e}] is generated by the elements
zgzh − zg·h(zh − zg−1)
where g, h, g · h ∈ G \ {e}. Thus
R(G,·) = Z[yg |g ∈ G \ {e}]
where the ‘‘preferred generators’’ yg satisfy the associated quadratic relations (where g, h, g · h ∈ G \ {e})
(QR) : ygyh = yg·h(yh − yg−1).
This algebra classifies (via the ring homomorphisms from R(G,·) to R for each commutative ring Rwith identity element)
the G-invariant commutative R-algebra multiplications on the group algebra R[G] which are 2-cocycles (and therefore in
fact 2-coboundaries) with respect to the standard ‘‘direct sum’’ multiplication and have the same identity element.
In the casewhen (G, ·) is a finite p-group (p prime) it turns out that, up to inseparable isogeny, the ‘‘graded-commutative’’
cohomology ringH∗((G, ·), Fp) of (G, ·)with coefficients in Fp has the same spectrum as the ring of invariants (R(G,·)⊗ZFp)G
where the action of G is induced by conjugation (see [7]). In general the Krull dimension of R(G,·) is either r or r + 1 where r
is the maximal rank of an elementary Abelian subgroup of the finite group (G, ·) (see [6]).
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The fundamental question was raised in [6] as to whether or not the groupmultiplication · on G can always be recovered
uniquely from the ideal I(G,·). Further, this question was answered in the affirmative if the element α(G,·) = ∏g∈G\{e} yg of
R(G,·) is non-zero. However α(G,·) is usually nilpotent which complicates this approach.
It is interesting to contrast this with the analogous question for the usual non-commutative group ring. Here the
corresponding ideal generated by the non-homogeneous polynomials zgzh− zg·h in the non-commuting variables zg (g, h ∈
G) trivially does uniquely determine the group multiplication · on G.
Suppose now that (G,×) is another group with the same underlying set G and identity element e ∈ G. In Section 3
we will show that if I(G,·) = I(G,×) then the multiplications · and × are ‘‘almost equal’’ in a sense defined and explored in
Section 2. In particular this implies that (G, ·) and (G,×) are indistinguishable in terms ofmost of the standard group theory
constructions and, in many cases (for example if (G, ·) is Abelian or simple), we can deduce that the two multiplications are
actually equal (as was claimed in [6]).
However the case of the quaternion group (G, ·) of order 8 and its ‘‘opposite’’ (G,×) shows that almost equal
multiplications are not necessarily equal. Nevertheless a direct calculation shows that even in this case I(G,·) 6= I(G,×). This,
and other examples, leave open the possibility that I(G,·) = I(G,×) if and only if the multiplications · and× are equal.
We refer the reader to [3] for basic commutative algebra and to [2] for basic group theory.
2. Almost equal group multiplications
Throughout Gwill denote a non-empty finite set while · and×will denote two group multiplications on G.
Definition 2.1 (Almost Equal). The group multiplications · and× on G are said to be almost equal if:
(1) g ·r = g×r for all g ∈ G and r ∈ Z [Thus the notation e (identity element) and 〈g〉 (cyclic group generated by g) is
unambiguous!].
(2) If g, h ∈ G then g × h = g · h · z for some z ∈ 〈g〉 ∩ 〈h〉 [Thus z commutes with g and h (in either sense!)].
(3) As in part (2) above with the roles of · and× interchanged.
The next lemma follows directly from the definition above (indeed 2.2(1) is equivalent to it):
Lemma 2.2 (Basic Properties). Suppose that the multiplications · and× are almost equal. Then:
(1) The groups (G, ·) and (G,×) have the same: ‘‘power structure’’, subgroups, left cosets of subgroups, right cosets of subgroups
and normal subgroups.
(2) The property ‘‘almost equal’’ is inherited on passing to subgroups or quotient groups of G.
(3) The action of G by conjugation on the set of all subgroups of G is the same for both (G, ·) and (G,×).
(4) Every subgroup of G is normalized by (g · h)−1 · (g × h) for all g, h ∈ G.
Remark 2.3. The case of the quaternion group of order 8
(G, ·) = 〈x, y, a|x2 = y2 = a, a2 = e, yx = xya〉
and its ‘‘opposite’’ (G,×) shows that almost equal multiplications are not necessarily equal (recall that x × y = xya,
y× x = xy).
Another example (with the least possible order not divisible by 8) arises from a group of order 81 (see [4]):
(G, ·) = 〈a, b, c|a9 = b3 = c3a3 = e, (a, b) = a3, (a, c) = b, (b, c) = e〉
(where (x, y) = x−1y−1xy etc.) and a ‘‘central twist’’ (G,×) of (G, ·) defined as follows:
The group (G, ·) has Frattini subgroup F = 〈a3, b〉 of order 9 and centre Z = 〈a3〉 of order 3. Let ω: G/F −→ Z be a
non-linear map which is linear on one dimensional subspaces of G/F (where we regard G/F and Z as vector spaces over F3).
For x ∈ Gwe put x = xF ∈ G/F .
We now define x× y ∈ G for all x, y ∈ G by putting
x× y = x · y · ω(x) · ω(y) · ω(x · y)−1.
Then the multiplications · and× are almost equal but not equal. The key point here is that a3 is a power of any element of
G outside the Frattini subgroup.
It would be interesting to determine the precise extent of this phenomenon. Note that in the two examples just given
above (G, ·) is at least isomorphic to (G,×).
From now on in Section 2wewill assume that themultiplications · and× onG are almost equal. In a number of situations
we can show that they must necessarily be equal:
Proposition 2.4 (Abelian Groups). Suppose that (G, ·) is Abelian. Then · and× are equal.
Proof. This follows by a simple induction on |G|. Consider a minimal potential counterexample G. If (G, ·) is cyclic then the
result follows directly from 2.1(1). Otherwise (G, ·) has non-trivial subgroups A, Bwith A ∩ B = {e}. The result now follows
from 2.2(2) on considering the quotient groups G/A and G/B (since, by the induction hypothesis, · and× are equal modulo
both A and B). 
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Thus the element z appearing in 2.1(2) must belong to the commutator subgroup of 〈g, h〉 (in either sense!). Further we
have:
Proposition 2.5 (Further Basic Property). Let g, h ∈ G. Then 〈g × h〉 = 〈g · h〉. Thus, by 2.1(2), g × h = g · h · z for some
z ∈ 〈g〉 ∩ 〈h〉 ∩ 〈g · h〉.
Proof. By 2.1(2), g × h = g · h · z for some z ∈ 〈g〉 ∩ 〈h〉. Hence g × h = (g · h) × z since, by 2.4, × and · agree on the
Abelian group 〈g · h, z〉. Therefore g = g × h× h−1 = (g · h)× z × h−1 = (g · h)× (z · h−1) since z ∈ 〈h〉. Thus, by 2.1(2),
g = (g · h) · (z · h−1) · u where u ∈ 〈g · h〉 ∩ 〈z · h−1〉. Hence g = g · z · h · h−1 · u = g · z · u and so z · u = e. Therefore
z = u−1 ∈ 〈g · h〉 and thus g× h = g · h · z ∈ 〈g · h〉. By interchanging the roles of · and×we similarly obtain g · h ∈ 〈g× h〉
and the result follows. 
Lemma 2.6. Suppose that (G, ·) (and so (G,×)) is generated by certain elements w satisfying the property g × w = g · w for
all g ∈ G. Then · and× are equal.
Proof. An easy induction argument shows that a ‘‘word’’ in the special generating elements w has the same value for both
the multiplications · and×. Hence also does a product of two such words. 
Lemma 2.7. Suppose that (G, ·) (and so (G,×)) is generated by elements of prime order. Then · and× are equal.
Proof. It is enough to show that an element w ∈ G of prime order satisfies the condition of 2.6. Suppose that g ∈ G. Then
by 2.1, g ×w = g ·w · z where z ∈ 〈g〉 ∩ 〈w〉. Now either 〈g〉 ∩ 〈w〉 = {e} and so z = e as required, or 〈g〉 ∩ 〈w〉 = 〈w〉 in
which casew is a power of g and so g × w = g · w by 2.2(1). 
Proposition 2.8 (Simple Groups). Suppose that (G, ·) (and so (G,×)) is simple. Then · and× are equal.
Proof. Letw ∈ G have prime order. Then clearly the conjugates ofw in G generate a non-trivial normal subgroup of Gwhich
must be G itself. The result follows from 2.7. 
The preceding results imply that almost all the standard constructions of group theory will produce the same answer for
(G, ·) and (G,×) (normalizers, centralizers, commutator subgroups, composition factors, . . .).
Further, it can easily be shown, using the results above, that · and × are necessarily equal for a wide variety of groups
(G, ·) including Abelian, simple, dihedral, symmetric, square-free order , . . . and their various products. In fact we have:
Proposition 2.9 (Products). Suppose that H, K are subgroups of (G, ·) (and so (G,×)) with H ∩ K = {e} and G = HK = KH.
Then, if · and× are equal both when restricted to H and to K , it follows that · and× are equal.
Proof. This follows from 2.1 and a direct calculation (or by using 2.6 with generating set H ∪ K ). 
In general it is a difficult problem to determine whether or not (G, ·) has a non-trivial decomposition as a product in the
sense of 2.9 (variously described as a bicrossed, knit or Zappa–Szép product; see [1]).
Finally we generalize 2.4 and 2.8 in:
Proposition 2.10 (Trivial Centres). Suppose that either the centre Z(G, ·) of (G, ·) or the centre Z([G,G], ·) of the commutator
subgroup ([G,G], ·) of (G, ·) is trivial. Then · and× are equal.
Proof. Let g, h ∈ G and put z = (g · h)−1 · (g × h). Then by 2.2 part (4), z ∈ N(G), the norm of G. Recall that N(G)
is the Hamiltonian subgroup of G consisting of all the elements of G which normalize every subgroup of G and so Z(G) ⊆
N(G). Further, by [5], N(G) ⊆ Z2(G) ∩ CG([G,G]) where Z2(G) is the second centre of G. Now, by 2.4, z ∈ [G,G] and so
z ∈ N(G)∩ [G,G] ⊆ Z2(G)∩ CG([G,G])∩ [G,G] = Z2(G)∩ Z([G,G]). Since Z(G) = {e} implies that Z2(G) = {e}, both results
follow directly. 
3. Ideal equality implies almost equal group multiplications
Suppose that G is a non-empty finite set. Let · and× be two group multiplications on Gwith the same identity element.
In this section we show that if the ideals I(G,·) and I(G,×) are equal then the multiplications · and× are almost equal.
Recall from [6], Corollary 4.5 that · and× have the same ‘‘power structure’’ and sowe only need to check condition 2.1(2)
in the case when 〈g, h〉 is not cyclic (condition 2.1(3) follows by interchanging the roles of · and×).
In the subsequent development the implied multiplication will always be taken to be · rather than×:
Definition 3.1 (Equivalence Relation≡). We define an equivalence relation≡ on G× G as follows:
For each (g, h) ∈ G × G we take the equivalence class containing (g, h) to be the subset E(g, h) = {(g, hg r), (g−1,
ghg r)|r ∈ Z} of G× G (these sets partition G× G since if (a, b) ∈ E(g, h) then clearly E(a, b) = E(g, h)).
The next lemma follows directly from the definition above:
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Lemma 3.2. Let V be the free Abelian group with basis G× G and let W be the subgroup of V generated by the elements
(g, h)− (g, hg r), (g, h)+ (g−1, ghg r)
for (g, h) ∈ G× G and r ∈ Z.
Then the quotient group V/W is the direct sum of cyclic groups C(g, h) generated by elements of the form (g, h)+W where
exactly one (g, h) is selected from each equivalence class of G × G under ≡. The C(g, h) are infinite except when g2 = e and
gh = hg in which case they have order 2 (this is the only case when (g, hg r) = (g−1, ghg s) for some r, s ∈ Z).
Theorem 3.3 (Ideal Equality). If I(G,·) = I(G,×) then the multiplications · and× are almost equal.
Proof. Recall that R(G,·) = Z[yg |g ∈ G \ {e}] is a commutative graded Z-algebra where the yg satisfy the quadratic relations
(QR): ygyh = ygh(yh − yg−1) for all g, h, gh ∈ G \ {e}.
Let U denote the graded component of R(G,·) in degree 2 so that U is an Abelian group generated by the ygyh where
g, h ∈ G \ {e} subject to the quadratic relations (QR) (and of course ygyh = yhyg ).
We define a group homomorphism θ : U −→ V/W by putting θ(ygyh) = (g, h)+ (h, g)+W . This is well defined as the
right hand side is symmetric in g, h and further the quadratic relations (QR) are satisfied since (g, h) + (h, g) − (gh, h) −
(h, gh)+ (gh, g−1)+ (g−1, gh) clearly belongs toW (as (h, g)− (h, gh), (g, h)+ (g−1, gh) and (gh, g−1)− (gh, h) all do).
Now suppose (aswemay) that g, h ∈ Gwith 〈g, h〉not cyclic and suppose that g×h = k. Then clearly ygyh = yk(yh−yg−1)
since g−1 is the same for both · and×. Now applying θ we obtain: (g, h)+ (h, g)− (k, h)− (h, k)+ (k, g−1)+ (g−1, k) ∈ W .
We endow V with the structure of a graded Abelian group where we attach the set-valued grading {a, a−1} to the basis
element (a, b) ∈ G× G. ClearlyW is a graded subgroup of V (since it has homogeneous generators as given in 3.2).
Thus since clearly 〈g, k〉 and 〈h, k〉 as well as 〈g, h〉 are not cyclic (recall that · and× have the same ‘‘power structure’’) it
follows that (h, g)− (h, k), (g, h)+ (g−1, k) and (k, g−1)− (k, h) are homogeneous with distinct gradings. Therefore they
all belong toW since their sum does from above.
Hence by 3.2 we deduce that, for some r, s, t ∈ Z, k = ghr , k = ghg s and h = g−1kt . Thus k = ghz where z ∈ 〈g〉 ∩ 〈h〉,
as required (note that also gh = kt ; see 2.5). 
Corollary 3.4. Suppose that (G, ·) is either Abelian or simple (or, more generally, such that almost equality of · and × implies
equality). Then, if I(G,·) = I(G,×), the multiplications · and × must be equal. In particular the subgroup of the symmetric group
S(G \ {e}) consisting of the permutations inducing automorphisms of R(G,·) can be naturally identified with the automorphism
group Aut(G, ·) of (G, ·).
Proof. This follows directly from 3.3 and the results of Section 2. 
Acknowledgements
The author would like to thank Peter Fleischmann and Jim Shank for many helpful discussions relating to this paper and
the referee for several constructive suggestions for improvement.
References
[1] A.L. Agore, A. Chirvăsitu, B. Ion, G. Militaru, Factorization problems for finite groups, 2007, 17 pages. arXiv:math/0703471v2.
[2] M. Aschbacher, Finite Group Theory, Cambridge Univ. Press, 1986.
[3] M.F. Atiyah, I.G. Macdonald, Introduction to Commutative Algebra, Addison-Wesley, Reading, 1969.
[4] W.S. Burnside, Theory of Groups of Finite Order, Cambridge Univ. Press, 1911.
[5] E. Schenkman, On the norm of a group, Illinois Journal of Mathematics 4 (1960) 150–152 (Available online at: Project Euclid).
[6] C.F. Woodcock, A commutative analogue of the group ring, Journal of Pure and Applied Algebra 210 (2007) 193–199.
[7] C.F. Woodcock, Reciprocal polynomials and p-group cohomology, Algebras and Representation Theory 12 (6) (2009) 597–604.
