We evaluated the accuracy in using the Small Animal Composition Analyzer (EM-SCAN, Model SA-2) for estimating body composition of live meadow voles (Microtus pennsylvanicus). To investigate the necessity for a species-specific calibration equation, we compared the average error in estimates of lipid mass using meadow vole data in calibration equations derived for meadow voles in this study to equations derived for prairie voles (very similar in size and shape to meadow voles) and to those provided by the manufacturer. Analyses using a complete data set (n ϭ 27 voles) and 2 subsets representing ''lean'' voles (n ϭ 16) and ''fat'' voles (n ϭ 11) were performed. The equation derived for meadow voles more accurately estimated lipid mass than the other equations with an average error of 1.55 g compared to 3.64 g using the prairie-vole equation and 4.73 g with the manufacturer equation, supporting the need for a species-specific equation even with species of very similar size and morphology.
Most studies of body composition in small mammals have used chemical extraction of whole body homogenates as their principal method. Such methods, although accurate, have a serious drawback: the need to euthanize the subject. Thus, animals must be removed from a population or study and repeated measures cannot be made. However, the need to measure body composition in live animals and to perform repeated measures on individuals exists. Such determination can be made noninvasively through measurements of total body electrical conductivity (TOBEC). Initial TOBEC technology was developed and applied in the early 1980s to determine body composition in domestic and laboratory animals (Bracco et al. 1983; Harrison and Van Itallie 1982; Horswill et al. 1989; Keim et al. 1988) . Numerous devices using TOBEC or similar technology to estimate body * Correspondent: Tom. Unangst@usafa.af.mil composition are currently available. One such procedure uses a device known as the EM-SCAN Small Animal Body Composition Analyzer (Models SA-2 and SA-30XX, EM-SCAN Inc., Springfield, Illinois). The application of EM-SCAN in ecological studies was first introduced by Walsberg (1988) . Subsequent studies on wild species have become more widespread using birds (Castro et al. 1990; Morton et al. 1991; Osborne et al. 1996; Roby 1991; Scott et al. 1991 Scott et al. , 1996 Skagen and Knopf 1993) , small mammals (Bachman 1994; Voltura 1996; Voltura and Wunder 1998) , and fish (Fischer et al. 1996) . EM-SCAN has also been used to investigate body water content (Cochran et al. 1989; Cunningham et al. 1986; Guggenbuhl 1996) and metabolism (Presta et al. 1983; Scott et al. 1996) in relation to body composition.
The principles on which the EM-SCAN Small Animal Composition Analyzers are based are detailed by numerous researchers (Castro et al. 1990; Cochran et al. 1989; Fischer et al. 1996; Walsberg 1988) . Generally, estimates rely on the concept that the sum of fat-free mass and lipid mass equals total body mass. The EM-SCAN device estimates fat-free mass of a sample. To determine body composition with EM-SCAN, a common approach is to generate a linear regression (simple or multiple) to estimate fat-free mass from the EM-SCAN reading. The simple linear (2-stage) model calculates lipid mass by subtracting the fat-free mass estimate from total body mass. With this approach, the regression of fat-free mass to EM-SCAN readings often results in high R 2 -values (Castro et al. 1990; Osborne et al. 1996; Scott et al. 1991 Scott et al. , 1996 Voltura 1996; Walsberg 1988) . Morton et al. (1991) contend that these high R 2 -values misrepresent the accuracy with which lipid mass can be estimated. In many species, lipid represents a small proportion of total body mass, and the absolute error associated with estimated fat-free mass is the same as the absolute error associated with calculated lipid mass. Therefore, the relative error is much higher for lipid mass, especially in animals with low body fat. To reduce this error, Morton et al. (1991) suggested using a multiple regression to directly estimate lipid. Voltura and Wunder (1998) did this with prairie voles (Microtus ochrogaster), finding a reduced error estimate for lipids.
Other aspects of the animal's physiologic state may affect EM-SCAN estimates. Walsberg (1988) mentions that subjects should be hydrated and that deviations in body temperature of Ͼ5ЊC can affect EM-SCAN estimates. Lastly, contents of the gastrointestinal tract, which are read by EM-SCAN as fat-free mass (Bachman 1994; Voltura 1996) , can lead to variation in estimates.
Although generic calibration equations for several species groups, such as rodents, are provided by the EM-SCAN manufacturer, they recommend that researchers derive species-specific calibration equations to increase accuracy. The generic rodent equation was derived using laboratory rats (Rattus sp.), which may not be similar morphologically or physiologically to a specific research species. However, it is possible that species-specific equations may not be necessary for species with similar size and morphology.
To address these issues, we derived a species-specific calibration equation for meadow voles (Microtus pennsylvanicus) using 2-stage and multiple regression techniques. To test for the need to derive a species-specific equation versus use of a ''general morph'' equation (for species with similar size and shape), we compared body composition estimates from our meadowvole equation to 2 other equations: the generic rodent equation provided by EM-SCAN and a multiple regression equation derived for prairie voles (Microtus ochrogaster-Voltura and Wunder 1998) using data we gathered from meadow voles. Because prairie voles are very similar in size and shape to meadow voles, they would be an ideal species to test our ''general morph'' hypothesis.
MATERIALS AND METHODS
Twenty-seven adult meadow voles (14 males, 13 females) were used to establish a calibration curve for this species from readings of an EM-SCAN Model SA-2. All voles were trapped at the United States Air Force Academy, El Paso County, Colorado, on 14 August 1996. Female captures determined to be pregnant (abdominal palpation) or lactating were released on capture. Voles Ͻ29 g were considered juvenile and also were released on capture. After capture, voles were housed in individual cages (28 by 18 by 13 cm), maintained on a photoperiod of 16L:8D at 23ЊC, and fed lab chow (Lab Diet 5001, PMI Feeds, Brentwood, Missouri) and water ad lib. Body composition estimates were made the following day on 16 of the 27 voles (8 males, 8 females) using the EM-SCAN SA-2; those animals were then euthanized and frozen for later chemical analysis of body composition. We held voles on food and water for a day to ensure that guts were similarly full during measurements (Voltura and Wunder 1998) . The remaining 11 voles (6 males, 5 females) were maintained in our laboratory, under conditions noted previously, for an additional month to increase lipid mass (Unangst 1998; Voltura and Wunder 1998) . That allowed us to use voles that varied in lipid content from relatively lean to relatively fat.
Because any change in body position or shape of the measured subject within the EM-SCAN device may affect the EM-SCAN reading, voles were anesthetized. We used methoxyfluorane (Metophane, Mundelein, Illinois) to lightly anesthetize animals and then interperitoneally injected a mixture of Ketamine (15 mg/kg-Fort Dodge Laboratories, Inc., Fort Dodge, Iowa) and Xylazine (3 mg/kg-Vedco, Inc., St. Joseph, Missouri). Voles were then weighed to the nearest 0.01 g (Ohaus E400D), and body length, without tail, was measured (to the nearest 1.0 mm) by stretching animals out along a 250-cm ruler. Body length without tail was used to center the vole both within the EM-SCAN SA-2 chamber and on the insertion platform. As in Voltura and Wunder (1998) , we took 7 readings on each animal, omitted the highest and lowest values, and then averaged the remaining 5 values for our EM-SCAN value. Because EM-SCAN readings are affected by body geometry, an EM-SCAN index was calculated that included the average EM-SCAN reading and the body length (without tail) (Fiorotto et al. 1987; Voltura 1996) . The formula for the index was EM-SCAN index ϭ (average EM-SCAN reading 0.5 ϫ body length)
After the final EM-SCAN reading was taken, each vole was immediately sacrificed by methoxyfluorane overdose, and the carcass was frozen at Ϫ20ЊC. To prepare the carcasses for Soxhlet chemical extraction of lipids, the fur was shaved to facilitate grinding and the gastrointestinal tract removed by dissection. The carcass, hair removed by shaving, and gastrointestinal tract with contents were then dried to constant mass at 60ЊC using a forced-air convection oven. Total body water was calculated as the difference between initial and constant masses. After being dried, the carcass, gastrointestinal tract, and shaved hair were ground in a coffee grinder to ensure homogeneity, and the entire homogenate was used in lipid extraction. Chemical extraction of lipids was performed by a contracted laboratory at the University of Western Ontario (London, Ontario, Canada) using a modified Soxhlet procedure.
Using actual values of body composition from the chemical extraction, calibration equations to estimate body composition were derived using both 2-stage (Castro et al. 1990; Voltura 1996; Walsberg 1988 ) and multiple regression techniques (Morton et al. 1991; Voltura and Wunder 1998) . The simple linear regression model used the EM-SCAN index (equation 1) as the dependent variable and fat-free mass (measured by extraction) as the independent variable. In contrast, the multiple regression model used lipid mass as the dependent variable as in Voltura and Wunder (1998) . Potential independent variables tested in the multiple regression model included the EM-SCAN index, EM-SCAN reading alone, body length alone, and body mass. Other standard measurements of size (e.g., right hind-foot and ear length) were not considered because Voltura (1996) found that they did not add to the precision of estimates in prairie voles. An adjusted-R 2 model selection technique (SAS Institute Inc. 1989) was used with the 10 best models evaluated and parsimoniously selected for best fit. Gender was not evaluated as a potential independent variable because gender did not differentially deposit lipids (Unangst 1998; Voltura 1996) .
To determine estimates of lipid mass for each equation, we ran the equation with the data set from the meadow voles in this study. To evaluate the need for species-specific models, we compared the average error in estimates of lipid mass and percentage body fat resulting from the multiple regression equations for meadow voles (this study) and prairie voles (Voltura and Wunder 1998 ) and a 2-stage generic rodent model provided by the EM-SCAN SA-2 manufacturer.
The equation for M. pennsylvanicus (this study) was Lipid mass ϭ 3.73 ϩ (0.96 ϫ body mass) Ϫ (4.85 ϫ 10 ϫ E ) (4) where E ϭ the average EM-SCAN reading.
Using the EM-SCAN reading and relevant morphologic measurements (total body mass, body length without tail) of the entire meadowvole data set (n ϭ 27 voles), we calculated the average error in estimates of lipid mass and percentage body fat resulting from each equation. We then compared the average error in estimates for each equation to determine if reductions in the average error of estimate were evident. Initial comparisons used the complete data set because it encompassed the widest range of variation in body composition.
Two additional comparisons using subsets of the complete data also were made. One subset consisted of our 16 voles fresh from the field with relatively low body fat, referred to as the ''lean'' data subset. The other subset, referred to as the ''fat'' data subset, contained our 11 voles that were captured in the field but maintained in the lab for 1 month to increase lipid levels. Use of subsets allowed us to investigate estimate accuracy under narrower body composition ranges.
We could not perform statistical comparisons of estimate errors between equations because of violations in the assumption of independence within each data set. Cross validation was used to determine the average error in estimates (Conway et al. 1994; Skagen and Knopf 1993; Voltura and Wunder 1998) . In that procedure, the average error of estimates was predicted using the data set with 1 vole removed. A calibration equation was then generated using data from remaining voles and used to estimate body composition for the vole that was omitted. Estimates for that vole were then compared to the actual (chemical analysis) body composition for that particular animal. That process was repeated, removing a different vole each time, until all voles were accounted for. Then the average error was calculated as the mean of the average error in all runs. The absolute value of the difference (in grams) between actual and predicted values was termed the average error. Values are reported as means Ϯ SE. Statistical significance was ␣ ϭ 0.05 unless otherwise stated.
RESULTS
Body composition for both Microtus species were similar (Table 1) . Both species averaged about 4-6% body fat in the lean condition and 20-22.5% body fat in the fat subset.
Using the complete data set, the multiple regression equation for M. pennsylvanicus (equation 2) explained 85.9% of the variation in lipid mass, with an average error in lipid mass estimate of 1.55 Ϯ 0.18 g ( Table  2 ). The 2-stage linear model for M. pennsylvanicus, with the EM-SCAN index as the dependent variable, explained 97.1% of the variation in fat-free mass, with an average error for estimating lipid mass of 1.60 Ϯ 0.18 g ( Table 2 ). Errors of lipid mass esti- mates for ''lean'' and ''fat'' subsets were similar (Table 2) . When applying the multiple regression equation for M. ochrogaster (equation 3) model to our meadow-vole data (complete and 2 data subsets for M. pennsylvanicus), estimation error increased in all cases (Table 2). The lowest error in lipid mass estimate (2.60 Ϯ 0.55 g) was associated with the ''fat'' subset.
Data for body composition of laboratory rats used by the manufacturer to derive the generic rodent model were not available. Because the average size and shape of laboratory rats is quite different than meadow voles, we expected higher average error estimates than either vole equation. As expected, the average error in estimate was quite high for all data sets: 2-3 times greater than estimates using the M. pennsylvanicus calibration.
DISCUSSION
This study confirms the use of EM-SCAN as an effective alternative to traditional invasive methods for determining body composition of voles. The EM-SCAN reading provided by the SA-2 device, combined with pertinent morphologic measurements, resulted in reasonably accurate estimates of fat-free mass and lipid mass, comparable to previous studies (Bachman 1994; Baer et al. 1991; Bell et al. 1994; Castro et al. 1990; Gosselin and Cabanac 1996; Horswill et al. 1989; Keim et al. 1988; Skagen and Knopf 1993; Stenger and Bielajew 1995; Voltura and Wunder 1998) . Our results also suggest that deriving a species-specific calibration equation will reduce error in estimates under most circumstances, even when species are very similar in size and morphology.
To be a useful tool for estimating body composition in the laboratory and field, the device must be as simple as possible yet maintain a high degree of estimation accuracy. The 2-stage linear regression model, which correlates fat-free mass to the EM-SCAN index, is very simple and can result in very high accuracy in estimating fat-free mass (R 2 ϭ 0.971). Because lipid mass is not measured directly with this method, higher errors in lipid mass estimates may occur when testing relatively lean animals (Morton et al. 1991; Voltura and Wunder 1998) .
We substantiated Morton's (1991) suggestion, later confirmed by Voltura and Wunder (1998) , that using a multiple regression model to directly estimate lipid mass may be the best strategy when using EM-SCAN. With multiple regression, researchers should select the most parsimonious model without sacrificing accuracy in estimates of body composition. In our study, the strong correlation between total body mass and fat-free mass (r ϭ 0.88) and between dry (constant mass) body mass and lipid mass (r ϭ 0.86) supported including total body mass as an essential regression parameter. In addition, the inclusion of a size parameter, to account for differences in body geometry (Fiorotto et al. 1987) , was necessary and was included as in the equation of Voltura and Wunder (1998) . In deriving our calibration equation, we were able to reduce the necessary parameters in the model to total body mass and the EM-SCAN index. By including lean and fat animals in our calibration, the model can accurately estimate over a wide range of lipid content in animals.
As expected, the model derived for meadow voles in this study resulted in more accurate estimates of lipid mass and percentage body fat in meadow voles than either of the other 2 models (Table 2 ). Regardless of which subset of meadow-vole data was used, estimates of body composition using the meadow-vole model were both reliable and consistent. The generic rodent model resulted in unacceptably high errors in estimates of lipid mass (2.8-3.4 times greater than the meadow-vole calibration), suggesting that this model may be most useful to estimate body composition in fat laboratory rats, not meadow voles. To our surprise, the prairie-vole model had similarly high errors in its estimates for meadow voles. With the meadow-vole model, the smallest error in estimates of lipid mass resulted with the lean subset, and the largest error was associated with the fat subset. This was expected because the fat voles had a larger variance for all body composition parameters than the lean voles, and the model was derived from a data set consisting of 16 lean voles versus 11 fat voles. The complete data set also resulted in errors in estimates of lipid mass intermediate to both subsets, reflecting an averaging of extremes in body composition of voles in the 2 data subsets.
We believe that a more ''general morph'' regression calibration equation to estimate body composition with EM-SCAN is suspect. Considering the nearly identical size and morphology between meadow and prairie voles, our results suggest the need to derive a species-specific model to accurately estimate body composition. Regardless of data set, the prairie-vole equation produced estimates of lipid mass from 1.4-3 times greater than the meadow-vole equation, highlighting the decrease in accuracy associated with estimating body composition with a different species equation.
The relatively poor performance of the prairie-vole model in estimating lipid mass with the meadow-vole data may have several explanations. Models differed with the inclusion of the tail in determining body length. Both vole studies centered the animal using nose-to-anus length on the EM-SCAN insertion platform during measurement. However, Voltura and Wunder (1998) included tail length (usually Ͻ40 mm) as part of total body length, while body without tail was used in the M. pennsylvanicus model. In addition, these vole species may actually deposit fat differently (Table 1) . In meadow voles, deposition of lipid mass came at the expense of lean mass. Thus, meadow voles did not gain much total body mass, although they deposited almost 8 g of fat in 1 month. In contrast, ''fattened'' prairie voles gained total body mass. Prairie voles maintained very similar fat-free mass with marked differences in lipid mass, suggesting that deposition of lipids accounted for the majority of total mass gain. Further, while the fat prairie voles came from a colony raised in the lab for a short while, the lean voles (wild caught) came from a different population. Vole species may also differ in where they deposit fat. Differences in location of fat deposition, such as thoracic, abdominal, or gonadal, may affect the disturbance of the magnetic field within the EM-SCAN device and ultimately the EM-SCAN reading and estimate of body composition.
We agree with Voltura and Wunder's (1998) suggestion that the EM-SCAN SA-2 is useful if fat-free mass or laboratory studies with high lipid mass levels are of interest. We also contend that this tool can be very useful in studies of small mammals with comparatively lean body composition. Although an error of 1.5 g in lipid mass estimate represents 50-100% of the lipid found in most wild-caught microtines and thus is a large error, this estimate still signifies a very lean animal. The relative accuracy of lipid estimates in lean animals allows researchers to make definitive statements about the relative body composition of such animals. For example, a hypothetical 45-g vole with an absolute lipid mass of 1.5 g is estimated to have 3 g of lipid mass with EM-SCAN. This 100% error in lipid mass estimate still shows that this particular animal is lean, regardless of its inaccuracy of measurement. Therefore, its utility as an estimate of body composition is strong under laboratory and field conditions with both fat and lean small mammals, although its use as an absolute measure of lipid in lean animals may be limited.
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