It has been suggested that NMDA receptor-dependent synaptic strengthening, like that observed after long-term potentiation (LTP), is a mechanism by which experience modifies responses in the neocortex. We report here that patterned (theta burst) stimulation of the dorsal lateral geniculate nucleus reliably induces LTP of field potentials (FPs) evoked in primary visual cortex (Oc1) of adult rats in vivo. The response enhancement is saturable, long-lasting, and dependent on NMDA receptor activation. To determine the laminar locus of these changes, current source density (CSD) analysis was performed on FP profiles obtained before and after LTP induction. LTP was accompanied by an enhancement of synaptic current sinks located in thalamorecipient (layer IV and deep layer III) and supragranular (layers II/III) cell layers. We also examined immunocytochemical labeling for the immediate early gene zif-268 1 hr after induction of LTP. In concert with the laminar changes observed in CSD analyses, we observed a significant increase in the number of zif-268-immunopositive neurons in layers II-IV that occurred over a wide extent of Oc1. Last, we investigated the functional consequences of LTP induction by monitoring changes in visually evoked potentials. After LTP, we observed that the cortical response to a full-field flash was significantly enhanced and that responses to grating stimuli were increased across a range of spatial frequencies. These findings are consistent with growing evidence that primary sensory cortex remains plastic into adulthood, and they show that the mechanisms of LTP can contribute to this plasticity.
It has been suggested that NMDA receptor-dependent synaptic strengthening, like that observed after long-term potentiation (LTP), is a mechanism by which experience modifies responses in the neocortex. We report here that patterned (theta burst) stimulation of the dorsal lateral geniculate nucleus reliably induces LTP of field potentials (FPs) evoked in primary visual cortex (Oc1) of adult rats in vivo. The response enhancement is saturable, long-lasting, and dependent on NMDA receptor activation. To determine the laminar locus of these changes, current source density (CSD) analysis was performed on FP profiles obtained before and after LTP induction. LTP was accompanied by an enhancement of synaptic current sinks located in thalamorecipient (layer IV and deep layer III) and supragranular (layers II/III) cell layers. We also examined immunocytochemical labeling for the immediate early gene zif-268 1 hr after induction of LTP. In concert with the laminar changes observed in CSD analyses, we observed a significant increase in the number of zif-268-immunopositive neurons in layers II-IV that occurred over a wide extent of Oc1. Last, we investigated the functional consequences of LTP induction by monitoring changes in visually evoked potentials. After LTP, we observed that the cortical response to a full-field flash was significantly enhanced and that responses to grating stimuli were increased across a range of spatial frequencies. These findings are consistent with growing evidence that primary sensory cortex remains plastic into adulthood, and they show that the mechanisms of LTP can contribute to this plasticity.
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The responses of neocortical neurons can be persistently modified by alterations in sensory experience. Such modifications reflect changes in synaptic transmission that shape cortical circuits and store information. In primary sensory neocortex, it is well documented that such experience-dependent modifications occur most readily during critical periods of early postnatal development. However, increasing evidence suggests that similar changes can occur in adults under the appropriate circumstances. It is also apparent that regardless of age, experience-dependent cortical plasticity can have a large functional impact on sensory performance (Weinberger, 1995; Buonomano and Merzenich, 1998) . Thus, a question of central importance in neurobiology concerns the mechanisms by which experience produces lasting changes in synaptic strength in neocortex.
A fruitful approach has been to study synaptic modifications in acutely prepared cortical slices. Such experiments have revealed widespread expression of NMDA receptor-dependent long-term potentiation (LTP) and long-term depression (LTD) at synapses in many cortical regions in a large number of species, including humans (Bear, 1996; Chen et al., 1996) . In visual cortex, it has been suggested that the mechanisms of LTP contribute to experience-dependent acquisition of visual responsiveness during the critical period (Bear et al., 1987; Frégnac and Shulz, 1994; Singer, 1995) . Consistent with this notion, LTP measured in layer III is readily elicited by stimulation of the white matter in neonates, and, like naturally occurring plasticity, this capability declines with age (Kato et al., 1991; Kirkwood et al., 1995) .
Brain slice experiments are advantageous for mechanistic investigations of synaptic plasticity, and there has been tremendous progress in understanding the molecular basis of NMDA receptor-dependent LTP (Malenka and Nicoll, 1999) . However, the significant challenge remains to relate the mechanisms of LTP to naturally occurring plasticity. One important step to bring these forms of synaptic plasticity into closer correspondence is to understand the properties and functional consequences of LTP in the intact brain. However, relatively little is known about NMDA receptor-dependent LTP in the neocortex in vivo, particularly in the visual system. Synaptic potentiation has been induced in kitten visual cortex by prolonged low-frequency stimulation of the optic nerves or dorsal lateral geniculate nucleus (dLGN) (Komatsu et al., 1988; Tamura et al., 1992) ; however, this effect does not require NMDA receptor activation (Komatsu et al., 1991) . Therefore, we felt it was important to investigate whether, using conditioning procedures previously shown to elicit NMDA receptor-dependent LTP in vitro, a similar form of synaptic strengthening also occurs in the visual cortex in vivo.
Here we report that NMDA receptor-dependent LTP is readily induced in primary visual cortex of adult rats in vivo after application of theta-burst stimulation to the dLGN. Current-source density analysis, as well as the expression patterns of the immediate early gene zif-268, suggest that thalamocortical and intracortical synapses are potentiated. A functional consequence of LTP is an enhanced cortical response to visual stimuli. These results suggest that the developmental decline in LTP previously observed in slices is relative, not absolute. The mechanisms of NMDA receptor-dependent LTP are available to support experience-dependent cortical modifications well into adulthood.
MATERIALS AND METHODS
Animals. Adult [greater than postnatal day 75 (P75)] male L ong-Evans black-hooded rats (Charles River, C ambridge, M A) were used. Animals were group-housed, with food and water available ad libitum, and they were maintained on a 12 hr light /dark cycle.
Anesthesia and electrophysiolog y. Rats were anesthetized initially with an intraperitoneal injection of Nembutal (65 mg / kg) supplemented with Isoflurene (2.0 -3.0% in 100% oxygen) delivered through a nose cone. A tracheotomy was performed, and an endotracheal tube (14 gauge catheter; Abbott Labs, Chicago, IL) was inserted and secured with 3-0 nylon thread. Animals were then positioned in a stereotaxic frame and artificially ventilated (Hallowell EMC, Pittsfield, M A) using 100% oxygen (40 -70 breaths/min; 0.2 l /min). Pulse oximetry performed on a subset of animals demonstrated that blood O 2 levels were 93-98% throughout experimentation. A surgical plane of anesthesia was maintained throughout the remainder of experimentation by continuous administration of Nembutal via an intraperitoneal catheter (6 -10 mg / hr). To ensure preparation stability, the cortical electroencephalogram was continually monitored. The animal's temperature was measured with a rectal thermoprobe and maintained at 37 Ϯ 0.5°C with a water heating pad (Gaymar Industries, Orchard Park, N Y). Throughout experimentation, with the exception of when visual stimuli were presented, both eyes were covered with black opaque camera tape.
C are was taken when exposing the visual cortex. A dental drill was used to make a hole (ϳ3.0 ϫ 3.0 mm) in the skull overlying the primary visual cortex (Oc1). The dura was kept intact to minimize damage to the cortex, and the exposed region was covered with either warm saline or silicone grease to prevent drying. Monopolar recordings from Oc1 (tungsten microelectrode; Ͻ1.0 ⍀ tip resistance; F HC, Bowdingham, M E) were made relative to a ground screw inserted into the bone overlying the cerebellum. Recording electrodes were positioned on the dural surface, except when electrode tracking experiments were performed; in these instances a small incision was made in the dura using a 30 gauge needle to allow entry of a roving microelectrode. A burr hole was also drilled in the skull (3.8 mm posterior to bregma, 3.3-3.4 mm lateral to midline) to allow a concentric bipolar stimulating electrode (F HC; 200 m diameter) to be positioned in the dLGN ipsilateral to the hemisphere in which Oc1 recordings were obtained. To accurately position the tip of the stimulating electrode in the dLGN, visually driven multiunit activity was monitored as this electrode was slowly tracked down through neocortex and overlying hippocampus. The final depth of the stimulating electrode tip was typically within 100 -200 m of the point at which visually responsive neurons were first encountered.
Final positions of the stimulating and recording electrodes were then determined by maximizing the amplitude of the field potential (FP) recorded in Oc1 in response to pulsed electrical stimulation of the dLGN. Maximum amplitude FPs were obtained with the recording electrode positioned Ͼ7.0 mm posterior to bregma and 3.0 -4.0 mm lateral to the midline, corresponding to primary visual cortex in the rat (Z illes, 1985) . Histological analysis demonstrated that the stimulating electrode tip was typically positioned within the first 200 m of the dorsal surface of the dLGN (Fig. 1b) , near the anterior pole where optic radiation fibers are bundled in close proximity (Hughes, 1977; Molnar et al., 1998) .
Field potentials were elicited using stimuli of 0.2 msec duration at a stimulus intensity of 0.3-1.1 mA. Evoked responses were amplified (1000ϫ) and filtered at 0.1 and 3.0 kHz (half-amplitude), digitized at 160 kHz, and stored and analyzed using E xperimenter's Workbench (DataWave Technologies, L ongmont, C O). Before the beginning of each experiment a f ull input-output series was performed, and a stimulation intensity yielding a FP amplitude 50 -60% of maximum was used for the remainder of the experiment. Baseline responses were collected every 30 sec for 30 -60 min before application of theta-burst stimulation (TBS). TBS consisted of 10 bursts at 5 Hz, with each burst containing 5 pulses at 100 Hz, given four times with a 10 sec interval between each train of 10 bursts.
In experiments designed to determine whether LTP of the thalamocortical pathway is dependent on NMDA receptor activation, recording and stimulating electrodes were placed bilaterally in each hemisphere, and animals received an intraperitoneal injection of the competitive NMDA receptor antagonist (Ϯ)-3-(2-carboxypiperazin-4-yl)-propyl-Lphosphonic acid (C PP; 10 mg / kg; Research Biochemicals, Natick, M A). Electrophysiological data are expressed as a percentage of the mean response magnitude recorded during the baseline recording period.
Current source densit y anal ysis. Current source density (C SD) analysis was performed to determine the spatiotemporal pattern of current sinks and sources evoked in Oc1 by photic stimulation of the retinas and electrical stimulation of the dLGN. In these experiments, in addition to a reference recording electrode positioned at dural surface, a second roving electrode was tracked down through Oc1 in 100 m steps. At each recording depth, 10 stimuli were delivered, either in the form of pulsed stimulation to the dLGN or flash stimulation (f ull-field stroboscopic stimulation of 10 sec duration, delivered via a Braun photoflash positioned 40 cm from the eyes). Roving electrode penetrations were performed perpendicular to the cortical surface to a depth of 2.2-2.5 mm from dural surface. In cases in which LTP was to be induced, TBS was then applied to the dLGN and after ϳ15 min the roving recording electrode was withdrawn in 100 m steps, and the stimulating and recording procedure was repeated. Control experiments in which these tracking procedures were performed in the absence of TBS application demonstrated that dorsoventral tracking of the roving electrode had no observable effect on the magnitude or location of current sinks and sources. At the completion of each recording session small electrolytic lesions were made at various depths along the recording track to allow for anatomical verification of the path of the roving electrode. Animals were then given an overdose of Nembutal and transcardially perf used with saline (0.9%), followed by formalin (10%). Brains were immersed in a sugar formalin solution (30%) until sectioning. Serial frozen sections (40 m) were cut in the coronal plane, mounted on gelatin-coated slides, and stained with cresyl violet.
From the field potentials collected, the corresponding one-dimensional (depth) C SD profile was constructed according to the method described by Mitzdorf (1985) , using a spatial differentiation grid of 200 m. This analysis was performed assuming that the tissue conductivity through Oc1 was homogenous and that current flows normal to the cortical surface. A f ull account of the theoretical basis of C SD analysis has previously been presented (Freeman and Nicholson, 1975; Mitzdorf, 1985) .
For the two most superficial C SD traces, we used the extrapolation method (Vaknin et al., 1988) , in which the dural recording site provided the necessary data. Summation of all C SD traces across depths gave values approximating zero, indicating that current sinks and sources were positioned within, and restricted to, the tissue sampled. Color image plots were generated from the C SD profiles to facilitate visualization of the spatiotemporal pattern of cortical current sources and sinks. Image plots were generated by linear interpolation along the depth axis (Aizenman et al., 1996) . The exact cortical layers corresponding to the vertical scale of the C SD and contour profiles were reconstructed with the aid of the histologically verified recording electrode tracks and marker lesions.
Zif-268 immunohistochemistr y. In experiments in which immunohistochemistry for the immediate early gene (I EG) product zif-268 was performed, animals were prepared with recording and stimulating electrodes placed bilaterally in each hemisphere. After a 1 hr baseline period in which alternating pulses were applied to the dLGN of each hemisphere, TBS was applied to the dLGN of one hemisphere after which alternating baseline stimulation was resumed for an additional 1 hr. Animals were then perf used transcardially for 10 -15 min with heparinized saline (20 U/ml heparin in 0.9% NaC l) followed by a 20 -30 min perf usion of 4% paraformaldehyde containing 0.02% picric acid. After perf usion, brains were removed and immersed overnight in fixative solution. Coronal sections (50 m) from visual cortex were cut on a vibrating microtome and collected in 0.1 M PBS. Antibody labeling was performed on free-floating sections using the avidin -biotin complex method (Pierce, Rockford, IL). Before labeling, sections were pretreated with hydrogen peroxide (0.3% in PBS, 30 min) to inhibit endogenous peroxidase activity; Triton X-100 (0.3% in PBS, 30 min) to improve antibody penetration; and normal goat serum (1.5% in PBS, 20 min) to block nonspecific antibody binding. Sections were rinsed in PBS (three to five washes, 5 min each) between each preincubation step. Sections were then incubated overnight in primary antibody against zif-268 (Santa Cruz Biotechnology, Santa Cruz, CA; 1:1000 in PBS with 1.5% normal goat serum, 4°C). Sections were next rinsed in PBS (three washes, 5 min each) and incubated in secondary antibody (Pierce; biotinylated goat antirabbit IgG, 1:200, 30 min), rinsed (three washes, 5 min), incubated in avidin -biotin reagent (Pierce; 30 min), and rinsed once again (three washes, 5 min each). Sections were briefly immersed in Triton X-100 (0.3% in PBS) followed immediately by the DAB reaction (diaminobenzidine 0.1% with 0.01% hydrogen peroxide, 5-10 min). The sections were then rinsed in distilled water and mounted on gelatin-coated slides. Sections were subsequently counterstained by immersing in ethidium bromide (Sigma, St. L ouis, MO; 0.0001% in PBS, pH 7.2, 2 min), followed by PBS (1 min) and distilled H 2 O (15 sec). Slides were allowed to fully air dry and then coverslipped with glycerol (1% in PBS). Counterstaining in this manner has been shown to preferentially stain nuclei and cytosol without masking DAB-positive nuclei (Schmued et al., 1982) .
To confirm the specificity of antibody labeling, three experimental controls were performed: (1) In every experiment, sections were processed in a manner identical to that described above with the exception of the primary antibody step. This procedure, which is a control for nonspecific staining by the secondary antibody, produced no staining. (2) Tissue sections were treated with primary antibody which had been preadsorbed with zif-268 peptide (Santa Cruz Biotechnology). These sections were also devoid of staining. (3) Some sections were treated with primary antibody that had been preadsorbed with c-Fos peptide (Santa Cruz Biotechnology). These sections exhibited normal nuclear staining.
Quantification of immunostaining. To determine the percentage of neurons positively stained for zif-268, cell counts were performed on layers II / III, IV, and V I of each hemisphere for each animal. Layers I and V were excluded from analysis because neurons in these layers typically exhibit very little zif-268 staining. To perform meaningf ul cell counts and to account for differential shrinkage of the tissue, it is necessary to quantif y the number of zif-268-stained nuclei in relation to the total number of neurons in the image. Therefore, the same region of the tissue section was imaged using both bright-field optics to determine the number of zif-268-positive neurons and rhodamine epifluorescence optics to allow for the quantification of the total number of neurons within the image. Images were obtained using a Photometrics CCD camera mounted on a Nikon Eclipse 800 microscope running I PLab Spectrum software. Sections were chosen that were approximately midway between the anterior and posterior limits of Oc1. Within each cell layer of interest, cells were counted manually by a researcher blind to experimental condition using N IH Image software. Z if-268 immunoreactivity was expressed as the percentage of total neurons in a particular layer that stained positively for zif-268. The number of zif-268-positive neurons in Oc1 of the hemisphere expressing LTP was compared with the same animal control Oc1 (baseline stimulation only) using paired t tests.
V isuall y evok ed potential recordings. In experiments designed to determine the effect LTP induction has on the cortical response to patterned visual stimulation of the retinas, animals were prepared as previously described, with the exception that urethane anesthesia was used (2 gm / kg). Recording and stimulating electrodes were positioned bilaterally in each hemisphere. Baseline FPs in response to dLGN stimulation were monitored for 15-30 min followed by a period in which transient visually evoked potentials (V EPs) in response to stimuli of varying spatial frequencies were collected. dLGN-evoked responses were once again measured (15-45 min) followed by application of TBS to the dLGN of one hemisphere. After TBS, dLGN-evoked responses were monitored to ensure induction of LTP (Ͼ30 min), at which time a final VEP series was collected.
Visual stimuli consisted of horizontally oriented sinusoidal gratings of varying spatial frequencies presented on a computer monitor (Brainwave, SVGA) placed 15 cm from the eyes, in a darkened room. V EPs were amplified (1000ϫ), filtered (0.1 and 1.0 kHz), digitized at 10 kHz, and averaged (Ͼ100 events per spatial frequency) in synchrony with stimulus contrast reversal using an I BM-compatible computer running E xperimenter's Workbench (DataWave Systems). Transient V EPs in response to abrupt contrast reversing stimuli (1 Hz) were analyzed by measuring the amplitude of the positive peak of the major response component. V EPs in response to a stimulus of 0% contrast were also recorded as an estimate of noise. Only those spatial frequencies in which a V EP was clearly discernible in both hemispheres before and after application of TBS were considered for analysis. Under the anesthetic conditions used, reliably quantifiable V EPs were observed at spatial frequencies from 0.05 to 0.5 cycles/°. For presentation, data from each hemisphere were normalized to the V EP amplitude obtained using a 0.05 cycle/°stimulus during the pre-TBS recording period.
RESULTS

Characteristics of LTP evoked with tetanic stimulation of the thalamocortical pathway in vivo
To investigate the possibility that LTP can be elicited in the adult visual cortex in vivo, animals were prepared with a recording electrode positioned at the surface of Oc1 and a concentric bipolar stimulating electrode in the ipsilateral dLGN ( Fig. 1 A,B) . Single-pulse stimulation applied to the dLGN evoked a primarily negative-going FP in Oc1 with a latency to peak of ϳ10 msec. After a stable 30 min baseline period, TBS was applied to the dLGN. Similar to what has been described in slice studies of neocortical LTP (Kirkwood and Bear, 1994) , the FP amplitude increased gradually over the first 5-10 min after tetanization, before reaching a stable potentiated level. The increase in FP amplitude measured 60 min after TBS was 135.3 Ϯ 5.3% of baseline (Fig. 1C) (n ϭ 10; p Ͻ 0.001).
An important characteristic of bidirectionally modifiable synapses throughout the cerebral cortex is they possess a limit to the amount of potentiation and depression that can be induced (Rioult-Pedotti et al., 2000) . This limit can be probed by repeated application of conditioning stimulation. Therefore, we attempted to saturate LTP by applying repeated episodes of TBS at 1 hr intervals to the dLGN (Fig. 2 A) . Application of three episodes of TBS resulted in a significant potentiation of the FP amplitude compared with baseline (ANOVA; F (3,16) ϭ 6.68; p Ͻ 0.005). The level of potentiation achieved after the first episode of TBS (127.3 Ϯ 9.3% of baseline) appears to be relatively saturating because only modest changes in FP amplitude were observed after the second (137.6 Ϯ 7.2%) and third (130.0 Ϯ 6.4%) tetanization episodes (Student-Newman-Keuls; p Ͼ 0.05).
A characteristic of LTP that makes it an attractive candidate mechanism for long-term information storage is the stability of the change over time. In our experiments we observed that LTP of the FP amplitude in visual cortex was also very stable. Figure  2 B presents data from an experiment in which the potentiation was followed as long as the preparation was viable. LTP induced with three episodes of TBS lasted for Ͼ10 hr without any sign of decrement.
In visual cortical slices, LTP elicited by application of TBS requires activation of NMDA receptors (Kirkwood et al., 1993; Kirkwood and Bear, 1994) . Therefore, we next investigated whether induction of LTP in vivo involves similar mechanisms. In these experiments, animals (n ϭ 5) were prepared with stimulating and recording electrodes positioned in the dLGN and Oc1 of each hemisphere. Baseline responses were collected for a 1 hr period by alternately applying stimulation to each dLGN. TBS was then applied to the dLGN of one hemisphere, and then each animal was injected with the competitive NMDA receptor antagonist (Ϯ)-3-(2-carboxypiperazin-4-yl)-propyl-1-phosphonic acid (CPP; 10 mg/kg, i.p.). One hour after CPP treatment, a time when CPP has been shown to be maximally effective at blocking NMDA receptor-dependent LTP in vivo (Abraham and Mason, 1988; Heynen et al., 1996) , TBS was applied to the dLGN of the previously untetanized hemisphere. As is shown in Figure 2C , LTP of the FP amplitude (129.8 Ϯ 14.7% of baseline; p Ͻ 0.05) was induced in Oc1 of the hemisphere receiving TBS immediately before CPP administration. Moreover, potentiation of the FP amplitude was maintained in the presence of the NMDA receptor antagonist. Conversely, in these same animals, LTP was not observed in Oc1 when TBS was applied 1 hr after CPP administration (96.8 Ϯ 9.8% of baseline; p Ͼ 0.05). These findings demonstrate that induction of stable LTP in Oc1 in vivo requires NMDA receptor activation. Once induced, however, maintenance of LTP is NMDA receptor independent.
Current source density analysis of cortical responses to dLGN and retinal stimulation
The preceding experiments demonstrate LTP of a component of the dLGN-evoked FP in visual cortex. To understand the meaning of a change in this surface-recorded FP, we performed a CSD Figure 2 . TBS-induced LTP in Oc1 in vivo is saturable, long-lasting, and NMDA receptor-dependent. A, LTP in Oc1 in vivo is saturable. Repeated application of TBS at 1 hr intervals saturates LTP and produces potentiation that remains stable for 2 hr after the last tetanization. B, TBSinduced LTP in Oc1 is long-lasting. In this example, three episodes of TBS produced stable LTP that lasted for Ͼ10.0 hr after initial tetanization. C, TBS-induced LTP in Oc1 is prevented by the NMDA receptor antagonist CPP. LTP is reliably evoked in Oc1 when TBS is applied to the dLGN before CPP administration (closed circles), whereas in these same animals LTP is blocked in Oc1 of the contralateral hemisphere when TBS is applied 1 hr after CPP administration (open circles). Black arrow indicates time of first TBS application and CPP administration (10 mg/kg, i.p.); gray arrow indicates TBS application 1 hr after CPP administration.
analysis. CSD analysis enables one to determine the laminar location, direction (source vs sink), magnitude, and temporal order of the transmembrane currents that are responsible for generating the local FPs. It was of particular interest to compare the spatiotemporal pattern of cortical activation by dLGN stimulation with that evoked by photic stimulation of the retinas, and to assess the consequences of inducing LTP.
A recording electrode was tracked ventrally through Oc1 in 100 m steps from the dural surface to well below white matter (Ն2 mm ventral). After each 100 m advancement of the recording electrode, 10 FPs in response to either single pulse stimulation of the dLGN or photic stimulation of the retinas were collected, averaged, and subjected to CSD analysis. A representative example of the cortical FP depth profile in response to dLGN stimulation is presented in the left column of Figure 3A . The FPs recorded through the depth of Oc1 were consistently observed as primarily negative-going potentials, having a maximum negativity and shortest latency at a depth corresponding to layer IV and deep layer III (ϳ600 -800 m ventral to the dural surface). The resultant CSD profile and color image plot for the FP data are presented in the middle and right columns, respectively. The shortest latency (ϳ2-5 msec) current sinks were observed in layer IV and lower (deep) layer III, with corresponding sources located in adjacent extragranular layers. These initial current sinks were followed by sinks in supragranular (depth: ϳ200 -500 m) and infragranular (depth: ϳ800 -1100 m) layers, with the latency of these sinks increasing with distance from layer IV/deep layer III. Although slight variations in the magnitude and latency of current sinks were observed between preparations (n ϭ 4), the laminar pattern and temporal order of transmembrane currents were consistent across animals. Figure 3B presents a similar analysis of Oc1 activation in an animal in which FPs were evoked by flash stimulation of the retinas. The FPs and resulting CSD profiles are consistent with previous reports (Mitzdorf, 1985; Vaknin et al., 1988; Brankack et al., 1990; Ferster, 1990; Kenan-Vaknin and Teyler, 1994) . It is obvious from inspection of Figure 3 that the laminar profile of current sinks and sources observed after pulsed electrical stimulation of the dLGN is qualitatively very similar to that observed in response to photic stimulation of the retinas. Both types of stimulation result in an excitatory "feedforward" pattern of activation in Oc1, with the first prominent current sinks occurring in geniculo-recipient layer IV and deep III, followed by longer latency sinks in the extragranular layers. It is well established that the short-latency current sinks reflect monosynaptic geniculocortical transmission and that the later sinks arise from disynaptic and polysynaptic activation of intracortical connections outside of layer IV (Mitzdorf, 1985; Vaknin et al., 1988; Brankack et al., 1990; Kenan-Vaknin and Teyler, 1994) .
The similarity of these patterns of activation is significant. Unlike synaptic activation of the dLGN by retinal stimulation, direct electrical activation of the dLGN can, in principle, evoke antidromic action potentials in corticogeniculate axons arising in layer VI. However, as observed in similar studies (Mitzdorf and Singer, 1978; Mitzdorf, 1985) , CSD analysis failed to reveal synchronous antidromic action currents after dLGN stimulation. This finding seems to be accounted for mainly by the fact that, because of their fine caliber and weak mylenation, the threshold for activation of corticothalamic axons is higher than that for thalamocortical fibers (Tsumoto and Suda, 1980; Swadlow and Weyand, 1981; Ferster and Lindstrom, 1983; Bourassa and Deschenes, 1995) . In any case, it is apparent that the FPs generated by dLGN stimulation primarily reflect excitatory synaptic currents generated in visual cortex by activation of the thalamocortical projection.
It is also noteworthy, however, that although flash stimulation of the retinas is effective in eliciting reliable short latency responses in Oc1, electrical stimulation of the dLGN appears to be more efficacious in recruiting the thalamocortical pathway. Comparison of the CSD profiles presented in Figure 3 reveals that pulsed stimulation of the dLGN results in transmembrane currents in Oc1 which are an order of magnitude larger than those observed after photic stimulation.
Current source density analysis of LTP
We next performed CSD analyses on FP profiles obtained before and after application of TBS to determine the laminar profile of potentiated synaptic transmission. In this series of experiments, baseline FPs in response to dLGN stimulation were first collected as a roving electrode was advanced ventrally through the cortex in 100 m steps. TBS was then applied, and after a delay of 15 min, FPs were again collected at 100 m intervals as the electrode was withdrawn. Control experiments, in which this same tracking procedure was performed in the absence of TBS, demonstrated that advancement and withdrawal of the roving electrode in this manner had no observable effect on the spatiotemporal profile of current sinks and sources (n ϭ 4; data not shown).
TBS induced a significant increase in the amplitude of the negative-going component of the FP recorded at the cortical surface (125.1 Ϯ 10.6% of pretetanus value; p Ͻ 0.05). CSD analysis in all cases (n ϭ 7) confirmed that this change primarily reflects LTP of current sinks in the superficial cortical layers (Table 1) . Quite unexpectedly, however, in a number of animals we also observed potentiation in the amplitude of current sinks located in thalamorecipient layers IV and deep III. Figure 4 presents the FP and CSD profiles obtained before and after LTP induction in one such case. In this example, the amplitude of the negative-going FP is clearly potentiated at depths corresponding to layers IV and deep III. CSD analysis confirmed that the magnitude of current sinks in these layers was markedly increased (Ͼ250%), and that there was a contemporaneous increase in the current sources in superficial layer II-III, and in superficial layer V. At longer latencies, potentiated sinks also appear in layers II and superficial III. Note, in addition, the emergence of a long duration current sink in layer V after TBS. As layer V is a major target of layer II/III neurons (Parnavelas et al., 1977; Burkhalter, 1989; Kenan-Vaknin et al., 1992) , the emergence of this sink likely reflects the recruitment of a larger population of layer II/III neurons after LTP (Aizenman et al., 1996) .
The CSD profiles before and after TBS are overlaid for six additional experiments in Figure 5 , showing the full range of results. All cases show clear evidence of potentiation of synaptic current sinks in layers II and III; the CSD plots in the left column ( A-C) show, in addition, potentiation of sinks in layer IV. It is interesting to note that there appears to be a reciprocal relationship between the CSD changes in the most superficial layers and those in the middle layers. When the sinks in the middle layers show clear potentiation, as in Figure 5A -C, the concomitant increase in the superficial current sources obscures and increases the latency of the sinks at those depths. Conversely, when the most superficial sinks show clear potentiation, as in Figure 5D -F, there is a tendency for the middle layer sinks to diminish and, in some cases (Fig. 5E) , be replaced by a current source. Because CSD analysis can only reveal net currents, potentiated inward synaptic currents (sinks) in the middle layers may be obscured in these cases by the passive outward current sources generated at the same time at these depths. Table 1 provides a summary of average changes in the amplitude and latency of current sinks in layers II-IV after LTP induction (n ϭ 7). The amplitude of current sinks was increased in all layers, with statistically significant increases ( p Ͻ 0.05) occurring in the superficial layers. Although no statistically sig- (Aizenman et al., 1996) . Dashed line indicates border of layer VI with white matter (WM ).
nificant differences in sink latency (onset and peak) was observed after TBS, there was a tendency for the sink maximum to shift to slightly longer latencies after LTP, and this was most pronounced in the most superficial layers.
Increased expression of the immediate early gene zif-268 after LTP
In addition to terminating on neurons that reside in layers IV and deep III, the thalamocortical projection also synapses on dendrites that traverse these layers (e.g., layer V apical dendrites; (Peters and Feldman, 1977; Schober and Winkelmann, 1977; White, 1979) . Although CSD analysis indicates the laminar location of changes in net synaptic currents, this technique does not allow for the determination of the target neurons that have recently undergone LTP. Therefore, to further study the locus of TBS-induced changes in synaptic strength in our preparation, we performed immunohistochemical analysis for the IEG zif-268. Of a number of IEGs tested (e.g., c-jun, Jun-B, Jun-D, c-Fos), zif-268 (a.k.a. Krox-24, Egr-1, and NGFI-A) expression shows the strongest correlation with both the induction and maintenance of LTP in the hippocampus (Abraham et al., 1991 Demmer et al., 1993) . Stimulation frequencies or intensities that fail to elicit LTP typically are not accompanied by an IEG response (Cole et al., 1989; Dragunow et al., 1989) . Moreover, activity-dependent increases in zif-268 mRNA and protein, in both hippocampus and visual cortex, have been shown to depend on NMDA receptoractivation (Cole et al., 1989; Wisden et al., 1990; Worley et al., 1991 Worley et al., , 1993 . Given the strong relationship between zif-268 expression and activity-dependent increases in synaptic strength, we elected to use zif-268 as a marker to gain further insight into the laminar locus of LTP in Oc1 in vivo. Animals had stimulating and recording electrodes positioned in each hemisphere. After a 30 min baseline period in which alternating pulses were applied to the dLGN of each hemisphere, TBS was then applied to one hemisphere. Alternating stimulation was then resumed for 1 hr before killing. Tissue obtained from Oc1 of both hemispheres was immunostained to allow for a within animal control for TBS-induced changes in zif-268 expression. Figure 6 A presents the electrophysiological data for these animals. Note that stable potentiation of the FP amplitude (133.8 Ϯ 6.2% of baseline; p Ͻ 0.01; filled circles) was observed in Oc1 of the hemisphere receiving tetanization, whereas no change in FP amplitude was observed in Oc1 of the control hemisphere (96.6 Ϯ 11.1% of baseline; p Ͼ 0.7; open circles).
Photomicrographs of zif-268 immunolabeling in Oc1 of one animal are shown in Figure 6 B. In Oc1 ipsilateral to the dLGN receiving only baseline stimulation, scattered zif-268-immunopositive neurons are observed in layers II, III, IV and, most prominently, in layer VI. Immunostaining is absent in layer I, and only faint, sparse staining is observed in layer V. In comparison, there is a marked increase in the number of zif-268-positive neurons in Oc1 of the hemisphere receiving TBS. The increase is confined mainly to layers II-IV; little change is observed in layers V, VI, or I.
Quantitative analysis of the number of zif-268-immunopositive neurons in layers II, III, IV, and VI was performed for control and tetanized cortices (because of the scarcity of labeling in layers I and V, these regions were excluded from this analysis). Compared with control Oc1, a significant increase ( p Ͻ 0.05; paired t test) in the number of zif-268-immunopositive neurons was found in layers II/III (635 Ϯ 133%) and IV (243 Ϯ 38%) of Oc1 that had undergone LTP induction (Fig. 6C ). An increase in the number of zif-268-immunopositive neurons in layer VI (146 Ϯ 17%) was also found, although this increase did not reach statistical significance ( p Ͼ 0.2; paired t test).
These immunohistochemical results demonstrate that induction of LTP is accompanied by a marked increase in zif-268 immunoreactivity in Oc1, particularly in neurons located within granular and supragranular layers. This increase is seen over a wide extent of Oc1 of the hemisphere receiving tetanization, apparently because of the fact that stimulation near the anterior pole of the dLGN activates a large proportion of optic radiation fibers (Hughes, 1977; Molnar et al., 1998) . These findings are in agreement with previous observations in hippocampus demonstrating that NMDA receptor-dependent synaptic strengthening is accompanied by an increase in zif-268 expression (Abraham et al., 1991; Worley et al., 1993; Barnes et al., 1994) . Taken together with the CSD analysis, the data suggest that layers II-IV are sites of synaptic modification after TBS of the dLGN.
Effect of LTP on cortical responses to visual stimulation
We next investigated how LTP alters cortical responses to visual stimulation. Our first approach was simply to monitor flashevoked potentials (FEPs) in visual cortex immediately before and 1 hr after TBS of the dLGN. The change in dLGN-evoked FPs in these animals (n ϭ 5) measured 60 min after TBS was 133.9 Ϯ 8.4% of baseline (Fig. 7A) ( p Ͻ 0.05, paired t test), and there was a corresponding increase in the FEPs (120.8 Ϯ 5.2% of baseline; p Ͻ 0.05; paired t test). In two of these animals CSD analysis was performed on FP profiles obtained before and after application of TBS. In both cases, clear increases in the amplitudes of both dLGN-and flash-evoked current sinks are observed in granular and supragranular cell layers after TBS (Fig. 7B) . Thus, LTP in the geniculocortical pathway potentiates sensory responses in the visual cortex.
Another way to assess the functional consequences of LTP in the geniculocortical pathway is to monitor VEPs using patternreversing sinusoidal gratings. VEPs are a useful indicator of visual function and have been used to monitor the strength of thalamocortical synaptic transmission (Fagiolini et al., 1994; Pizzorusso et al., 1997; Guire et al., 1999) . Therefore, in a final series of experiments, we monitored VEPs in response to high-contrast gratings presented at various spatial frequencies before and after inducing LTP.
Six animals were prepared with stimulating and recording electrodes positioned in the dLGN and Oc1 of each hemisphere. VEPs were collected immediately before and Ն30 min after delivering TBS to the dLGN on one side; the simultaneously recorded VEPs in the contralateral hemisphere controlled for variations caused by changes in the EEG. Although we did not perform a CSD analysis, previous studies suggest that the prominent positive VEP recorded at the surface reflects current flowing from sources in the most superficial layers because of deep layer III sinks (Schroeder et al., 1991) . To analyze the group data, the VEPs from each hemisphere were normalized to the maximum response elicited by the lowest spatial frequency grating (0.05 cycles/°) before TBS and averaged across animals (Fig. 8 B) . A two-way ANOVA performed on the data from each hemisphere revealed, as expected, a significant main effect of spatial frequency. In addition, in the tetanized hemisphere, VEP amplitude was significantly increased after TBS across a range (0.05-0.4 cycles/°) of stimulus spatial frequencies (ANOVA; F (1,50) ϭ 6.56; p Ͻ 0.02).
DISCUSSION
We have shown that tetanic stimulation of the dLGN reliably potentiates excitatory synaptic transmission of both electrically and visually evoked activity in the geniculocortical pathway. The data suggest a greater potential for modification of adult visual cortex than previously appreciated.
Interpretation of changes in cortical FPs
TBS of the dLGN potentiates the extracellular response recorded at the dural surface to electrical stimulation of the geniculocortical pathway. One-dimensional CSD analysis was performed to investigate the meaning of this change. This analysis revealed a spatiotemporal pattern of sources and sinks evoked by dLGN stimulation corresponding closely with that evoked by photic stimulation and consistent with a number of previous studies. The shortest latency sink appears in layer IV/deep III, followed by a large-amplitude sink in superficial layer II/III and a long duration sink in layer V. This pattern of activation is consistent with the notion that dLGN stimulation activates thalamocortical input to layer IV/deep III, followed by disynaptic and polysynaptic activation of layers II-III and V, respectively, with a negligible contribution of antidromic cortical activation. The negative-going FP recorded at the surface appears to reflect mainly the layer II-III current sink. Thus, it is not surprising that this superficial layer sink is also reliably potentiated by TBS of the dLGN. In most cases (four of seven), the short-latency sink in layer IV and the layer V sink were also increased after TBS.
The picture provided by this method is incomplete, however, because it reveals only long current loops that flow along a line running normal to the cortical surface. The practical consequence is that activation of layer IV cells, with short dendritic arbors, is grossly underestimated using the CSD method. Thus, whereas CSD analysis is useful for studying synaptic currents in superficial layer apical dendrites, an absence of sinks at other cortical depths does not necessarily signify the absence of synaptic activation or synaptic change. Indeed, it seems likely based on the analysis of zif-268 induction that synapses on layer IV neurons are affected to a greater extent than what is suggested by CSD analysis.
Although enhanced current sinks in layers II-V signify greater net inward synaptic currents, the basis for this change is likely to vary depending on the layer. Potentiation of the current sinks in layers IV and deep III likely reflects modification of the strength of monosynaptic thalamocortical connections. Interpretation becomes less clear for disynaptic and polysynaptic current sinks in extragranular layers. Potentiation of geniculocortical synapses would be expected to lead to recruitment of a larger population of layer IV/deep III neurons spiking in response to pulse stimulation of the dLGN. This effect alone would increase disynaptic and polysynaptic current sinks in superficial and deep layers. In the case of layer II/III, however, we suggest that intracortical synapses are also potentiated, for two reasons. First, it is well established that layer II/III is a site of robust synaptic plasticity in adult visual cortex (Kirkwood and Bear, 1984) . Second, we observed clear examples of LTP of layer II/III sinks without any change in layer IV/deep III. Layer V changes, on the other hand, may be attributable entirely to recruitment of more presynaptic neurons in layer III.
Comparison with previous studies
In general, our findings are in excellent agreement with numerous studies of LTP in slices of neocortex. For example, in slices of rat visual cortex Kirkwood and Bear (1994) found that LTP of synaptic responses in layer III could be readily elicited by TBS. As in the present study, LTP induced by TBS in vitro was NMDA receptor-dependent, saturable, and long lasting. One interesting difference is that LTP elicited by stimulation of the white matter declined sharply with age, whereas we had no difficulty eliciting LTP by dLGN stimulation in adults in vivo. (This difference will be discussed below.) It is important to note, however, that by stimulating layer IV of slices instead of white matter, LTP could be readily observed in layer III at all ages. Thus, the slice data are consistent with the conclusion that the mechanisms that support NMDA receptor-dependent LTP persist in the neocortex well into adulthood.
There are fewer previous studies of LTP in the neocortex in vivo. A series of pioneering experiments (Tsumoto and Suda, 1979; Komatsu et al., 1988) showed that prolonged low-frequency (2 Hz) stimulation of the dLGN in kittens, but not cats, triggers a slow onset potentiation of the FP evoked in visual cortex. These findings are obviously different from ours in terms of the conditions for induction, age dependence, and time course of the effect. This type of plasticity also likely differs at the mechanistic level. When the same phenomenon was studied in slices of kitten visual cortex, it was discovered that the effect was not dependent on NMDA receptors (Komatsu et al., 1991; Komatsu and Iwakiri, 1992) . Presumably the differences stem from variations in exper- Traces are from one animal demonstrating change in the dLGN-and photic-evoked FPs at times indicated by the numbers. B, TBS-induced increases in synaptic strength are accompanied by comparable increases in dLGN-and photic-evoked current sinks. CSD profiles obtained from granular (IV) and supragranular (II/III) cell layers of two animals before (thin traces) and after (thick traces) LTP induction. Note that after LTP induction an increase in current sink amplitude is observed in the thalamorecipient and supragranular cell layers. Note also in each example the comparable laminar pattern of current sink changes in response to both modes of stimulation. imental conditions, obviously including the species. However, studies of hippocampal LTP provide ample precedent for multiple, mechanistically distinct forms of LTP expressed at different synapses in the same parts of the cerebral cortex. Thus, our demonstration of NMDAR-dependent LTP in adult rat visual cortex does not exclude the possibility that other mechanisms of synaptic potentiation also exist in rat visual cortex (Aroniadou and Teyler, 1992) .
The most comparable previous study was performed in the adult rat somatosensory cortex by Lee and Ebner (1992) . They monitored the strength of thalamocortical transmission by recording the spikes generated by layer IV neurons in response to stimulation of a single vibrissa. This activity could be persistently increased by tetanic stimulation of the ventrobasal thalamus, as well as by repetitive stimulation of the vibrissa if thalamic inhibition was reduced pharmacologically. Although involvement of NMDA receptors in this modification was not investigated, these results are consistent with the conclusion that thalamocortical synapses can support LTP in the adult brain.
In addition to these and related studies using thalamic stimulation to induce LTP in neocortex (Iriki et al., 1989 (Iriki et al., , 1991 , there are numerous reports of response enhancement in individual cortical neurons after cellular conditioning protocols (Frégnac et al., 1988 (Frégnac et al., , 1992 Greuel et al., 1988; Cruikshank and Weinberger, 1996; Eysel et al., 1998; McLean and Palmer, 1998) . In all cases, pairing presynaptic stimulation with strong postsynaptic responses-conditions favorable for the induction of NMDA receptordependent LTP-enhanced cortical responsiveness to the paired stimulus. This plasticity is readily induced in adults (McLean and Palmer, 1998) and has been observed in short-latency sensory responses, suggesting modification of monosynaptic thalamocortical input (Cahusac, 1995) .
Significance
We believe the current findings are significant for at least two reasons. One concerns the issue of developmental regulation of synaptic plasticity in sensory neocortex; the other concerns the potential to modify with LTP cortical responses to sensory stimulation.
One of the defining features of experience-dependent plasticity in visual cortex is the critical period-the time in early postnatal life when primary sensory cortex is most modifiable. Because the mechanisms of LTP and LTD are thought to contribute to experience-dependent modifications of the cortex, developmental changes in LTP and LTD have been studied in the hope of gaining insight into why plasticity diminishes with age. In slice preparations, it is well documented that LTP evoked with subcortical electrical stimulation declines in sensory neocortex with a time course similar to the naturally occurring critical periods (Artola and Singer, 1987; Kato et al., 1991; Crair and Malenka, 1995; Kirkwood et al., 1995; Barth and Malenka, 2001) . Two hypotheses have been proposed to account for the LTP critical period. One suggests a developmental downregulation of molecules required to support LTP of thalamocortical synapses (Crair and Malenka, 1995; Barth and Malenka, 2001) ; the second suggests a developmental upregulation of cortical inhibition, impos- ing constraints on the stimulation requirements for LTP induction (Kato et al., 1991; Kirkwood and Bear, 1994; Kirkwood et al., 1995; Huang et al., 1999) . Our data favor the second hypothesis because they show that the constraints on adult LTP can be overcome with thalamic stimulation in vivo. The precise reasons for our success in vivo are unknown, but possibilities include the synchronous activation of a large extent of visual cortex with TBS of the dLGN or the presence of neuromodulators in the milieu in vivo that are absent or reduced in slices.
A striking consequence of LTP in vivo is an altered cortical response to visual stimulation. The functional consequences of this modification need to be investigated in future studies, e.g., by studying changes in receptive fields and visually guided behavior. However, it is interesting that LTP was found to increase VEP amplitude across a range of spatial frequencies. If this change translates into an increased signal-to-noise ratio, then it is possible that the induction of LTP may alter the performance of the visual system. One lasting consequence of visual deprivation in early life is transmission failure at geniculocortical synapses and poor visual performance through the deprived eye. Our data suggest that mechanisms are available in the adult visual cortex to reverse this deprivation-induced amblyopia.
