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1. INTRODUCTION 
In recent years a number of free boundary problems for parabolic equations 
have been brought to the attention of mathematicians. They have been suggested 
as mathematical schemes of several processes (change of phase, chemical 
reactions, fluid motion in porous media, problems in statistics, biomechanics, 
continuum mechanics, etc.). We refer to [l-5] and [6, Part r] for a bibliography. 
It should be noticed that in the quoted literature schemes of general type 
(i.e., gathering different classes of special problems) are not frequently con- 
sidered. 
We recall that Stefan-like problems for semilinear parabolic equations having 
the heat operator as a principal part and with a rather general free boundary 
condition were studied in [3] under smoothness assumptions on the data. A 
detailed theory of a generalization of the classical Stefan problem is developed 
in [6j, where the free boundary condition is a linear relationship between the 
“temperature” gradient and the velocity of the free boundary with space and 
time dependent coefficients, and where the usual assumption on the sign of the 
data is omitted. 
Stefan problems with a nonlinear parabolic equation have been studied in the 
past (see [l-4] for references), but under special assumptions on the data and 
coefficients. 
In this paper we shall study a very general class of free boundary problems for 
parabolic equations in one space dimension, dealing with nonlinearities both 
in the differential equation and in the free boundary condition. 
To introduce the problem we shall investigate, let us consider a time interval 
(0, T) and for each t E (0, T] let us introduce the set Z(t) of the functions U(T) 
which are continuously differentiable in [0, t), continuous in [0, t], and such that 
D(T) E (b, , 4) for 7 E (0, t) and o(O) = b, for given b, > b > 6, > 0. 
* Work performed under the auspices of Italian C.N.R. 
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Next, for s E Z(T) and t E (0, T), consider the set Q(t) = {(x, T): 0 < x < s(r), 
0 < Q- < t} and let G”(o(t)) be the set of the functions U(X, T) which are 
continuous in a(t) together with their first x-derivatives. Suppose that for each 
t E [0, T] a functional 
Ft: Z(t) x cy8(t)) --) R 
is given. 
Assume that a(x, t, p, , p, , a0 , ur) is a positive function for 0 < x < +c0, 
o<t<T, --co<p,,p,<+~, uo>o, -CO<ul<+oo,q(x,t,po,pl, 
o. , or) is defined in the same domain as the function a, h(x), f( t) are defined for 
0 < x < b, 0 < t < T, respectively, #(x, t) is defined for 0 < X, 0 < t < T. 
We state the following 
PROBLEM (P). Find a triple (T, s(t), u(x, t)) such that 
(i) 0 < T < T; 
(ii) s E Z(T); 
(iii) 21 E Cl*O(IR( T)), u,, and ut are continuous in sZ( T); 
(iv) the folllwing equations are satisfied: 
Because of its complexity, the analysis of Problem (P) will be preceded by 
the study of a simplified version, chosen in such a way as to preserve the basic 
features and peculiar difficulties of the proof of well posedness, but avoiding 
tedious formal complications. This procedure will allow us to point out the 
main ideas of the proof. 
We shall consider Problem (P’), stated as Problem (P) but with the following 
simplified form of (1. I)-( I .5): 
Ut - a(x, t, u> u,, = 4(x, 4 % us), (x, t) E -Q(T), (1.6) 
u(x, 0) = h(x), x E (0, 6), (1.7) 
u(O, t) = f(t), t E (0, T), u*v 
f+(t), t) = 0, t E (0, T), (1.9) 
S(t) = q+(t), t, u&(t), t)), t E (0, T), (1.10) 
where P(U, t,p) is a function defined for u > 0, 0 < r < T, ----a <p < +a. 
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Theorems on well posedness of Problem (P’) are stated in Section 3 (Section 2 
contains some introductory material) and the details of the proof are given in 
Sections 4 and 5. 
In Section 6 it is shown how to modify the arguments of the above proof to get 
analogous results for Problem (P). 
Finally, Section 7 is devoted to a discussion of some possible generalizations 
of Problem (P). In particular, we consider the case in which u&s(t), t) appears 
in the free boundary condition (1.10): E xamples are given showing that well 
posedness may fail. 
Remark 1. A feature of the techniques that will be employed is that they 
apply to the n-phase scheme associated to Problem (P). Furthermore, boundary 
conditions (1.3), (1.4) can be replaced by conditions of different type, e.g., on 
~(0, t> and u,(+>, 0. 
Remark 2. From our knowledge Problem (P) has not received any variational 
or other kind of weak formulation. 
Before going into the analysis of our problem we shall mention some of its 
applications. 
(a) Nonlinear heat conduction with change of phase,1 when melting 
temperature, latent heat, and heat production at the interphase depend on space 
and time. A condition like (1.10) can take into account the dependence on the 
sign of s of the heat released at the free boundary during the process. 
Such a dependence occurs when the densities of the two phases are different, 
which is the actual behavior of most substances. This case is out of classical 
Stefan’s scheme (see Remark 4 in Section 3). 
(b) Some free boundary problems with Cauchy data prescribed on the 
free boundary, which arise in many fields of biology, engineering, decision 
theory, continuum mechanics, etc., can be reduced to the scheme of Problem (P), 
by methods essentially parallel to those discussed in [8]. 
There are many other applications and generalizations, which, for the sake 
of conciseness, we shall not discuss here. The most interesting of them will be 
the subject of future papers. 
2. NOTATION 
Throughout the paper we shall refer to [9, lo] for results concerning the 
general theory of parabolic equations, although many of them can be found 
elsewhere. This is done for sake of uniformity. 
1 In a paper to appear [7] the Stefan problem for equations of the form ZQ = (a(~, u)u*), 
has been considered with the thermal balance condition on the phase-change front, 
proving existence and uniqueness of a classical solution. We thank the authors for this 
communication. 
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Let us introduce the notation of spaces and norms to be used in the paper. 
The usual symbol C,[a, b] or C,(a, b), N > 0 integer, is used to denote the 
space of the functions F from the interval (a, 6) C R to R which are continuous 
(in the closed or in the open interval, respectively) with their derivatives up to 
order N inclusively, and with norms 11 F llN defined by 
lIF jlN = sup I F(5)] + f sup 1 djF/d[i 1 . 
Ha,b) j=l Wa.b) 
C, is the space of continuous functions with the norm//F Ilo = SUP~~(~,~) j F([)j. 
When necessary we shall write /] * Ilc.&b) instead of /I . jjN . 
For any v E (0, I), F E HJa, b] means that F is Holder continuous, exponent V, 
in [a, b]: i.e., that for some positive constant K, I F([,) - F([,)j < K / fr - 5s IV, 
V& , 52 E [a, 4; F E %(a> b) means that F c HJu’, b’] for any [a’, h’] C (a, b). 
If F E HJu, b], we set 
The space HN+Ju, b], N > 0, contains the functions such that the following 
norm is finite 
II F II HN+” = II F h--l -I- II dNFidfN lhv . 
Given a function p E C,,[O, T], f or some positive T, such that p(t) > 0 for 
t E (0, T), let us consider the domain Q E {(x, t): 0 < x < p(t), 0 < t < T). 
Take PI = (x1, t,), Pz = (x2, t2) ED and define the distance 
PIPZ = [(x1 - x2)2 + 1 t, - t, I]““, 
Let u be a continuous function in a and set 11 u I/,, = supPso 1 u(P)] . We say 
that u E C,(a) for a given v E (0, I), if 
is finite. 
il u ilc,m = II 24 ilo + SUP I VI) - 4P2)IIPIPIv 
P,.P,ER 
Similarly, the spaces Cr+@), C,+,(a) are defined with the norms 
II 24 Ilc,+,m = II 24 !/c,m + II % Ilc,m 7 
II 24 /Ic*+,m = II u I/cl+“m + II *m llc,m + II ut lIc,m * 
We shall say that u E C,+,,(Q), N = 0, 1,2, if u E C,+,(~‘) for every a’ C Q. 
The symbol II * IIN+” will be used instead of II . lIHN+” or ]I . I],..,,, whenever 
it is unambiguous. 
The set of infinitely differentiable functions in J? will be denoted by C-J&?). 
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3. STATEMENT OF THE RESULTS FOR PROBLEM (P') 
We begin by listing the assumptions we shall need on the data and the coeffi- 
cients in (1.6)-( 1 .lO). 
Let us recall that constants b, , b, b, , T > 0 were introduced in Section 1. 
In (A)-(D) below the symbols 58, ,?J are defined as follows: 
52 = (0, b,) x (0, T), 92 = @II 3 4) x (0, T), 
and ~~(0, i = 1, 2, 3, denote continuous positive nondecreasing functions, 
defined for f > 0. 
(A) h E C,[O, 4, f~ 4+,[0, Tl f or some v E (0, 1); h(0) =f(O), h(b) = 0; 
(B) a(x, t, U) is continuously differentiable for (x, t) E 9 and u E Iw, and 
0 < p;‘(l u I) < 4% t, 4 < Pl(/ 24 I>; 
(C) 4(x, t, u, p) is continuously differentiable for (x, t) E 9, U, p E Iw, and 
uq(x, t, u, 0) < M(1 + u2) for some positive constant M, 
I4 I > I 9zI 3 1% I < p2(14) (1 + IP I)", for some n; 
(D) cp(x, t, p) is continuously differentiable for (x, t) ~g, p E aB, and 
I cp(x, t, PI G !%(I P 1). 
In the following we shall set b, = b/2 and b, = 3b/2, to simplify notation. 
Remark 3. It will appear that some of these assumptions can be weakened 
with no substantial change in the proofs of Theorems 1 and 2 below (e.g., v 
could be assumed Lipschitz continuous w.r.t. x and p and Holder continuous 
w.r.t. t; f could be supposed to be nonuniformly Holder continuous; condition 
(1.9) could be replaced by the corresponding one in (1.4) with a sufficiently 
smooth function 4; etc.), while further generalization could be achieved with a 
little additional work. On the other hand, the same proofs would be considerably 
simplified by a suitable strenghtening of (A)-(D). The choice of (A)-(D) fits the 
aim we are pursuing in this paper, i.e., to point out the most peculiar aspect of 
the problem considered. 
Remark 4. Applications of Problem (P’) to phase-change processes (see 
Section 1) suggest the following alternative form of the free boundary condition 
(1, 10): 
46 s(t), S(t)) $4 = qt, s(t), %+(q, t)), (3.1) 
where ir plays the role of the heat released in the phase-change per unit volume. 
Obviously, (3.1) is equivalent to (1.10) provided that A(t, x, Z) = A(t, x, Z) ,Z has 
an inverse w.r.t. .z and the function cl-r(e) satisfies (D) (or the weaker condition 
mentioned in Remark 3). In this case the function A(t, s, S) is allowed to be 
discontinuous at S = 0. This fits the usual case in which the fusion latent heat 
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per unit volume differs from the solidification latent heat, because the densities 
of the two phases are different. 
Now we state the existence theorem for Problem (P’). The proof will be 
based upon a method of successive approximations, whose convergence is shown 
by an argument of contractive type. 
THEOREM 1. Under assumptions (A)-(D) there exists one solution (T, s(t), 
u(x, t)) of Problem (P’). Moreover, s E Hl+a12(0, T) for any (II E (0, 1). 
Remark 5. A deeper investigation of the regularity of the free boundary 
depending on the regularity of the coefficients could be performed also. For 
instance it can be shown that s is infinitely differentiable if a, q, q are infinitely 
differentiable. 
To state the continuous dependence theorem consider two solutions 
CT cl), s(l), u(l)), ( Tc2), G), ~0) of Problem (P’) corresponding to data and coef- 
ficients &r, q’i), hci), fti), ~1~) (i = 1, 2). 
Let 
b, = min(tTOirr, s(l)(t), $;I @(t))), 
4 = max(tzy, Wt), t;o~, s’Yt)>, 
where p = min( T’l), T’2)). With no loss of generality we can assume b, > 0 
(otherwise, it suffices to take a smaller value for p). 
It will be seen that under assumptions (A)-(D) a priori bounds can be found 
for 1 u(i) / and / u$ / in (0, p), say U and U’. Thus, it is possible to define 
I q’l’(x, t, 24, p) - q’2’(x, t, u, P)I 7 (3.2) 
In Section 5 we prove the following 
THEOREM 2. If ussumptims (A)-(D) are satis$ed, then constants K, p can be 
found a priori, such that 
II s ‘l) - d2) l/C1b,Ti) 
< fWa + Aq + 4 + !I h(l) - k+’ llcgo.~) + llf ‘l) - f’“’ Ilc,co,r,l. (3.3) 
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Continuous dependence upon the data and coefficients and uniqueness follow 
as an immediate consequence. 
4. PROOF OF THEOREM 1 
The proof of Theorem 1 will be achieved in several steps. 
I. Construction of Approximating Solutions 
Let us choose approximating sequences {a,}, {ak}, {h,}, {fk} of smooth functions 
converging to a, q, h, f in the norms of the respective spaces to which these 
functions belong, according to assumptions (A), (B), (C). Moreover, the appro- 
ximating data h, , fk will be supposed to satisfy hk(0) = fk(0), h,(b) = 0 and some 
higher order compatibility conditions which will be specified later. 
Set 
rl(t) = b, t E [O, Tl, (4.1) 
and consider the following recursive scheme: 
Uk.t = ak(x~ t, uk> Uk.zr + !?kcx, t, uk 9 Uk,r), 
0 < x < r&), 0 < t < Tk , 
uk(x, 0) = hk(x), O<x<b, 
Uk(O, t> =.fk(t>v 0 < t < Tk, 
@k(lk(t), t, = 0, 0 < t < TI, , 
(4.2) 
r,+,(O) = b, 
+k+&) = dfk@)S t, uk&k(t), #, 
(4.3) 
for k = 1, 2,... 
Here, [0, Tk] is the largest interval in which rk(t) is continuously differentiable 
and such that, say, b/2 < rk(t) < 3b/2. 
We shall prove that the above scheme actually defines sequences {T,}, jr,}, 
@kk 
For k = 1, 2,..., performing the transformation 
y = x/rk , vk(y, t, = uk(rky> t), gkb) = hk@y) (4.4) 
(4.2) and (4.3) are reduced to 
vk,t = ak@ky, t, vk) r;2vk.,, + y+kyil”k.v + qk@ky> t, vk 3 rilvk,y)~ 
in gk = (0, 1) x (0, Tk), 
vk(Y, 0) = gkb), O<y<l, (4.2’) 
vk(l, t> = 0, 0 < t < Tk, 
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rk+l(o) =by 
fk+l(t) = &k(t), 4 r;‘(t) ulc,r( 1) f)), 0 .< t < T,,, , 
(4.3’) 
k = 1, 2,.... 
Without any loss of generality, we can choose the approximating sequences 
{h,}, {fk} in such a way that for each K = 1, 2,... there exists a Y,(y, t) E 
Cm([O, I] x [0, TJ), satisfying 
Yk(O, t) =fk(a Yk(L t) = 0, 0 < t < TI, , 
1y,(Y, 0) = gk(Y)y O<x<l, 
and satisfying the differential equation in (4.2’) at the points (0,O) and (b, 0). 
The maximum principle applied to (4.2’) gives the estimate (see, e.g., [lo, 
P. 231) 
I vk(y, t>l < 4 in gky (4.5) 






and use [lo, Lemma 3.1, p. 5351 to get 
(4.7) 
where Ni”) depends on Nr , pr(Nr), pa(Nr), n, on R, and on max[,,,l I g; I , 
m=[,,3-,1 I fk I . 
At this point, we can use for instance [lo, Theorem 4.1, p. 4431 (with the 
simplification due to the fact that we are dealing with one space dimension) to get 
I Q.&Y, t>l < VP), in % , (4.8) 
where Nik) depends on the same quantities as above, on Nik) and on max 1 a, / , 
maxIa,I,for(x,t)E~,/U/dN~. 
Now, assume rk E Hl+orlz [0, Tk] for some (Y E (0, 1). Theorem 5.2, on page 
564 of [lo] enables us to assert that problem (4.2’) possesses one unique solution 
o, E C2+a(gk). Thus, using (4.3’), the function r,+,(t) is defined, and rlctl E 
Hl+a,2[0, T%+J, for some positive Tk+l < Te .2 
Consequently, the consistency of the recursive scheme is proved inductively. 
From now on, the constant 01 is to be considered arbitrarily fixed in (0, 1). 
E Actually, a similar inductive argument yields the infinite differentiability of rk for 
any k. 
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11. Uniform Estimates for vk, rK , Tk 
According to the previous results, the constant N1 in (4.5), and hence func- 
tions k and p2 appearing in assumption (B) and (C) are estimated uniformly 
w.r.t. k, because hK and fk are uniformly bounded. 
Moreover, letting & = pLi(N,), i = 1,2, and using the uniform boundedness 
of Ifk 1 , 1 hi 1 in their respective domains, we conclude that the quantities 
I ak,~(o, t>i > 1 vk.Y (1, t)l ,0 <t < T,aswellasI ~~(y, t)ling,canbeestimated 
in term of the set of parameters 
where 
6, = {R,) u 8, (4.9) 
8 = {T> 4 01, IIh 111, Ilf IL , Ma n, PI , t-i2 9 Ml > J&I, 
vith 
W = max I 44x, t, 4 , M2 = m= I a&, L 4 , 
where the max is taken over the domain g x [- N1 , NJ. 
We add the following estimate for the Hiilder norm of vk , which can be 
deduced from [lo, Theorem 10.1, p. 2041 
for some y(k) E (0, 1) and Nik) depending on the set I, . 
Now, we want to show that a time interval [0, TO] exists in which all of the 
above estimates are independent of k. 
In Appendix 1 it is proved that 
where 
I vk,v(y, t)l < v, + L(k)P)‘2, (Y,GE%> (4.11) 
~,=3llgll,E-L1; (4.12) 
henceforth the symbol L(“) will denote constants depending on bk and on 
mm I at I , ma I qt I . 
Let us define 
V, = 4Vo/b, 
% = P3(VJ, 
(4.13) 
(4.14) 
where /+ is the function appearing in assumption (D). Moreover, let To E (0, T) 
be such that 
ROT,, ,( b/2, L,T,yoi2 < V, , (4.15) 
409h/I-17 
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where ~5, y0 are the constants in (4.11) evaluated taking A, = R, in the 
set gk . 
Let us now suppose that for some integer m 
Tm >, T,, , I f&l < R, f t E to, ToI. (4.16) 
By the first of inequalities (4.15) we have 
I rm(t) - b i d b/2, t E [O, To]. (4.17) 
But (4.3’) together with assumption (D) and (4.1 l)-(4.17) implies 




I em+&> - 6 / < b/2, tE[O, To]. 
(4.19) 
T m+l2 To. (4.20) 
Since (4.16), (4.17) hold for m = 1 the following uniform estimates are obtained 
by induction: 
T, 3 T, > I *&)I < 4, > t E (0, TJ (4.21) 
for K = 1, 2,.... 
As a consequence of (4.21) the estimates given in (4.7), (4.8), (4.10) are uniform 
with respect to K in the time interval (0, To). Henceforth we shall drop the 
superscript (K) for the constant Ni and y signifying that they depend on the set 
8, ={R,} ud. 
From now on we shall denote by&, not only the constant appearing in (4.15), but 
also any other constant depending only on the set g0 , We shall need another 
important estimate of o,(y, t) and of r,(t): For each r E (0, To) set 
9 sz- (0, 1) x (T, T,,), 
and consider the norm II vk IIcI+~~~r~ . We have (see Appendix 2) 
/I Ok ~~Cl+,(~T~ < L07-1’2, VT E (0, T,,). (4.22) 
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As a consequence of (4.22) an d assumption (D) we can assert also that 
We conclude this section by an additional estimate (which is derived in 
Appendix 3) 
sup I +.yr(y, 41 < J%-1’29 VT E (0, To). (4.24) 
97 
III. Estimates of the Dzzferemes Q+~ - ok 
From (4.18) and Arzela’s theorem it follows that a subsequence {rk,} con- 
verges to a function s(t), uniformly in (0, T,). Moreover s E Hr+&O, T,) and an 
estimate like (4.23) holds true. 
Our aim is now to show that (rrc,+a> has the same limit, in order to let k’ -+ co 
in (4.3’). Actually, it will be shown that the whole sequence (TV} tends to s(t). 
The proof of this fact is much simpler if one assumes that the data and the 
coefficients are regular enough to avoid the necessity of introducing the appro- 
ximations {a,}, {qk}, (h,}, {f*}: Otherwise a procedure-much more lenghty, 
although containing only formal complications-is needed. For this reason in 
this section we shall deal with the regular case, in which the basic ideas of the 
proof are more clearly visible. 
In particular, the contractive character of the transformation rk -+ rkfl will 
appear. At the end of this section we shall sketch how thz general case can be 
tackled, leaving the details to the reader. 
Consider the difference 
W(Y7 t> = %+,(Y7 t> - %(Y, 9. (4.25) 
Since we are assuming that in (4.2’) ak = a, qk = q, g, = g, fk = f for any K, 
we have 
and 
w(0, t) = w(l, t) = w(y, 0) = 0, (4.26) 
wt(y, t> = 45 0 w&f, 4 + F(y, 4, in g,, = (0, 1) x (0, T,,), (4.27) 
where 
43 t> = shy, 4 4/yk2, (4.28) 
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here 
s(t) = r,+dt) - y,(t) (4.33) 
and the symbols qz , spl , 42, gx , &u are defined via the mean value theorem 
4Y,+,Y, 6 %+A - +kY, 4 Vk) = fG,rs + a,w, (4.34) 
dr7c+,Y, 6 %+1 > %+l,Y/yk+l) - dYkY> t, %.vlY?J 
= !Teys + %PJ + G(WY - ~vk+l.l/l~k+l)lyk . 
(4.35) 
First we prove that 
,$j$, I W(Y, t)i <Lot II 8 IL I (4.36) 
where 116 Ijt denotes the sup in (0, t) of 18 1 ( recall we denote by L, any constant 
depending on the set 8,-J. 
Using the maximum principle it is easy to verify that 
Therefore, by the definitions of C and Fe and from (4.24) we get 
(4.38) 
from (which (4.36) follows by virtue of Gronwall’s lemma. 
At this point we are able to obtain the main estimate of this section: 
yyL;~l I %(Y, 0 G LOt1’2 II 23 Ilt . (4.39) 
Let us introduce the Green’s function for the operator a/at - A(y, t) a2/ayz 
in the domain go and denote it by G(y, t; 7, T). We have 
q,(y> t) = j-“s’ WY, C ‘19 T)F(%T) 4 dT. (4.40) 
0 0 
Hence, recalling well-known estimates on Green’s functions (see, e.g., [lo, 
p. 4131), 
I “*(Y, 91 
<Lo (t - T)-’ exP[-go(Y - d”/(t - ~11 s$$y$i B(f, T) %(5‘, ~11) d?dT 
(4.41) 
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where (4.36) has been used. Recalling once again (4.24) we obtain from (4.41) 
which eventually leads to (4.39).3 
IV. Completion of the Proof of Theorem 1 
An easy consequence of (4.39) (4.3’), and of assumption (D) is that 
max (I +k+k-) - fk(~)l) <Lot1’2 ~~lp$l fk(d - fk-l(~)l). =Wl (4.43) 
Thus, a positive Ti < T,, exists such that 
/IT,%+1 - rk l/Q,&] < w /I yk - 'k-1 IIc1to&I (444) 
for some constant w E (0, l), which implies the convergence of {yk} in the norm 
of CJO, Th]. Moreover, owing to (4.21) and (4.23), the limit function s(t) is such 
that 
il $t)ll < R. , t E [O, Gl, 
11 ’ b+,,z Lt. TJ < hf’2, VT E (0, T;). 
(4.45) 
From the results of (III), we can deduce the uniform convergence of {vk} in 
9; = (0, 1) x (0, 7’;) to a function ~(y, t) such that o(y, 0) = g(y), $0, t) = 
f(t), w( 1, t) = 0. Moreover {o~,~} is also convergent to VJ& y, t) in gg . 
Finally, using all the estimates obtained on yk, I, , wk , wk,y we can derive 
uniform interior Schauder estimates for ok , thus proving that the limit function 
v solves the equation 
wt = a(sy, t, w) s-2wy?l + yss-lw, + q(sy, t, w, s-lwy) (4.46) 
in .G& .
Passing to the limit in (4.3’) and inverting the transformation (4.4) a triple 
(To , s, U) is obtained which is a classical solution of (1.6)-(1.10). 
3 Let us recall that (4.39) has been obtained under a smoothness assumption on the 
data and the coefficients. To remove this assumption one could consider smooth ap- 
proximations {a,,,}, {qm}, {h,J, {f,} and define the functions vk passing to the limit in the 
sequence {w$} obtained solving (4.2’) for each m and a given TV . This procedure pre- 
serves all the estimates derived in the preceding sections. Concerning (4.39) it is modified 
for each k and m by the addition on the right-hand side of a term going to zero as m 
tends to infinity. Thus (4.39) is reproduced for (wk - t+&. in the general case. 
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As in [6, Part I] a discussion could be produced about the prolungability 
of the solution (s, U) beyond the time T, . Since the arguments and the con- 
clusions are very similar, such a discussion will not be duplicated here. 
5. PROOF OF THEOREM 2 
As in Section 3, we shall denote by (To), s(r), u(l)), (Tea), st2), u(Z)) two solu- 
tions of Problem (P’) corresponding to the data and coefficients a@), @, ho),fo), 
v o), i = 1, 2; moreover, set b, = min(min,,[,,ppl G)(t), minto[a,f] st2)(t)), 4 = 
max(maxtdo,m W), maxtdo,n ~‘“‘(th and recall that F is taken not greater 
that To), Tf2) and such that b, > 0. 
Performing transformations similar to (4.4), we obtain two functions G( y, t), 
d2)(y, t) solving 
vii) 
= u(i)(s(i)y t &)) [,cn]-z &) , 3 zIy + ypvf)/s(i) + &(i)r, t, p, &(i)) 
in (0, 1) x (0, n (5.1) 
vyy, 0) = p’(y), O<y<l (5.2) 
vyo, t) = f(i)(t), O<t<F (5.3) 
v’i’(1, t) = 0, O<t<F, (5.4) 
j(i)(t) = p(p)(t) t $)(l t)]s’“‘(t)), ,,y 9 O<t<f+, i=l,2. (5.5) 
Introducing smooth approximations {s$)}, {a$}, etc., converging to their 
respective limits in the norms suggested by assumptions (A)-(D) and (&‘} 
converging to so) in the norm C~[T, p] Vr E (0, T), we construct sequences 
(v$> by solving the corresponding approximate problems. Estimates (4.5), 
(4.8), (4.10), (4.22), (4.24) are valid for each of the w$ independently of tll. It 
is easy to see that {vi)} + v(i), {v&} ---f z@ uniformly in [0, I] x [0, !?I. 
Hence, the same estimates hold for ~(~1, implying in particular that a constant 
T exists such that 
1 $‘(T)l <L, jl P) iiHe,,[T,pi] < ET-~~~, %E(O, T), i- 1,2, 
for any chosen 01 E (0, 1). Here and in the remainder of this section the symbol E 
debotes a constant dependent on 01, b, , 4 , and on the data (namely on the 
quantities defining the constant Lo in (4.15)). 
Moreover, the existence of common bounds on / o@) j and on 1 VI;“’ j , i = 1,2, 
allows us to calculate the norms da, dq, dp, introduced in Section 3. 
We are going to study the difference 
(2) (1) 
w, = w, - v, 
looking for an estimate of w,,J I, t). 
(5.6) 
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We shall denote by &, , & , A,,, , fm , $ the respective differences a:) - a$, 
&’ _ (&‘, hg’ _ j&, fg’ lf$, $2’ -‘ $1’. 
The function w, solves the problem 
W m,t = A(Y, 4 wm.yy + I;;,n(rl th in (0, 1) x (0, n 
%(Y, 0) = h”,(Y), Y E(O, l), 
wn(O, t) =f&), %%(I, q = 0, t E (0, Q, 
where 
&(y, t) = a$)(Py, t, TP)/[P]~, 
&z(Y, t> = MY, 4 %dY> t> + z;,(Y> t> %L(Y, t> + %n 
with 
P o,n2 = S{i&$.y - (s(l) + s(‘)) aE)(st2)y, t, ~2’) TJ~!~J[.P)s(~)]~ 
- yzp$(2)/(s%(2)) + ~~~~yzJ~~,y/[s’2’]2> + &&fp 









having defined &$ , z$!~ , $,$, &$, q:,‘, using the mean value theorem as in 
Section 4, Part III, while 
S(t) = P(t) - s(l)(t). (5.15) 
Let us now introduce a decomposition for wm similar to the one performed in 
Appendix 1, 
wnz = wm + zn +.f&> (1 - y)“, (5.16) 
where W, solves the equation W,,, = Am(y, t) W,,,, with boundary condi- 
tions W,(O, t) = W,(l, t) = 0, W,(y, 0) = tm(y) -j,(O) (1 - Y)~, whereas 
.&,, is the solution of zm,t = &(y, t) .&,, + p;,(y, t) - (1 - y)” (dfm/dt)- 
2&y, t)frn(t) with zero initial and boundary data. 
The analysis performed in Appendix 1 on the function V can be carried out 
for W,,, leading to the estimate 
I WnLY(Y~ 01 <L I/&n Ill - (5.17) 
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Setting jj S (It = sup,,(O,t) 1 So)(~) - SC2)(.r)j , a careful analysis of the techniques 
used in Section 4, Part III to derive (4.36) shows that 
where the suprema are taken over the respective domains (0, 1) x (0, pi) x 
(-iVr , A$) and (0, 1) x (0, rf) x (-Nr , NJ x (--Na , Ns), having denoted 
by N1 , Ns common bounds for / ~(~1 / , 1 v,,~ / . 
Going on following the procedure of Section 4, Part III, we derive the inequal- 
ity 
<2 is ot (t - ~)-l’~ yqgl I %z.,(y, 7)I dr + lt (t - F” II 6 IL dT 
t SUP I 4n I + SUP I 4n I + II& /!l + IlJm III) 9 
d f& (t - W2 II 8 !I7 dT + sup I (i, I + sup I b I + IIAn Ill + llh 1111 . 
(5.18) 
From (5.16), (5.17), (5.18), and taking the limit nt -+ CO we get 
( $(l, t) - $‘(l, t)j 
<I IIg’l’ - gt2’ (iI + Ilf 
I 
(1) - f’“’ iI1 + ila + dq + Lt (t - ~-)-l’~ /I8 IIT dr/ . 
(5.19) 
Finally, from (5.5) and from (5.19) we obtain 
II 8 llt GE /llg 0) - gc2) /I1 $ ilf (1) -f’“’ /I1 + da + Llq + LIP, 
+ .r,’ (t - 7)-l” Ii 6 IIT dT/ 7 
from which (3.3) follows, concluding the proof of Theorem 2. 
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6. CASE OF PROBLEM (P) 
Theorems on the well posedness of Problem (P), can be proved analogously 
to Theorems 1 and 2. In this section we confine ourselves to outlining the major 
modifications needed in the demonstrations. 
We make some additional assumptions on the data and coefficients. 
We suppose that h E H,+,[O, b] and that the inequalities appearing in hypo- 
theses (B), (C) of Section 3 are satisfied uniformly w.r.t. p E R, for bounded s, S. 
Moreover, a and p are assumed to be continuously differentiable w.r.t. all of the 
arguments and such that 1 a, j , j a, 1 , / a, 1 are bounded for X, t, u, s, Sin bounded 
sets. 
Concerning +(x, t) in condition (1.4), we assume that it belongs to Ca+s@) 
and reformulate condition (1.4) in the homogeneous form (1.9) replacing u with 
u - a). 
Finally for any s E 2 (T) consider the transformation y = x/s(t), a(~, r) = 
u(s(t) y, t) introduced in Section 4. When applied to the arguments s, u of g$ 
it defines a functional 9,(s, n). Setting D(t) = (0, 1) x (0, t), we assume that 
(9 I gt(s Cl), @,) _ ~,(s'2', v12y 
< GilI s(l) - i2) llc,(o.t) + II v(l) - d2) llc,mt)) + II $' - $' I/c,,m))h 
(6.1) 
for some constant G > 0, for any t E (0, T), and any pair (so), w(l)), (sc2), @J) in -- 
c (T) x ClqqT)); 
-- 
(ii) for any s E C (T) n H,,,[O, T], v E C,+,(D(T)), the function a(t) = 
gt(s, w) belongs to H&O, T] and 
II CT II”/2 d PAlI s II”12 + II 0 III+“)? (6.2) 
where p4 is a positive nondecreasing function of its argument. 
(iii) a positive nondecreasing function ps exists such that 
vs E c (T), vv E P(D( T)). (6.3) 
The assumptions on a, q can be weakened to some extent according to hypo- 
theses of [lo, Lemma 3.1, p. 535; Theorem 4.1, p. 443; Theorem 5.2, p. 5641. 
We prove the following 
*THEOREM 3. Under the assumptions listed above, there exists one unique solu- 
tion to Problem (P) depending continuously on the data and coe&knts. Moreover, 
s E Hl+,o,2[0, T), fm SOme v.E (0, 1). 
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Proof. A recursive scheme of type (4.2)-(4.3) (i.e., of the type (4.2’)-(4.3’) 
after the same transformation) can be considered. Assuming R, < + co estimates 
like (4.5), (4.7), (4.8), (4.10), can be obtained with the sole difference that, in the 
present case, max ] ZIP j also appears to depend on R, . The consistency of the 
approximating scheme can be proved inductively as in Section 4, Part I, making 
use of assumption (ii) on Ft. 
Another important estimate is provided by [IO, Theorem 5.1, p. 5611, 
for some rJli) E (0, 1) and Nj”) depending on the set &K . 
In order to extend the results of Section 4, Part II, to the present case, we need 
an inequality like (4.11) which is now provided directly by estimate (6.4). 
At this point, the same inductive argument used in Section 4, Part II yields 
the uniform estimate for jk , owing to inequality (6.3). In turn, this implies 
uniformity of estimates (4.5), (4.8), (4.10), and (6.4). 
Passing to the estimate of the differences vlctl - V~ , we shall deal 
explicitely only with the case of smooth a and Q, as we did in the case of problem 
(P’): Once again, the general case involves nothing new except formal compli- 
cations. 
We have to study a problem like (4.26)-(4.27) for w(y, t) = v,+,(y, t) - 
v,(y, t), with similar definitions for A and F. The latter is of the following 
form: 
F = C+j-l/z + C2+f2+’ + C3,t-1’2 + C&1’2-ttW$, > 
for some positive E, where C, , C, , C, , C, are bounded functions of y and t in 
(0, 1) (0, To). As a matter of fact, as a consequence of the assumption h E: H1+s , 
the singularity in (4.24) is now of the type L0~-r/2+E since estimate (A.21) is 
improved accordingly, whereas (4.22) is replaced by the stronger estimate (6.4), 
which holds uniformly in the present case. 
Inequalities (4.36) and (4.39) are readily obtained, leading to the contractive 
character of the transformation rL + rk+r in a suitable time interval (0, To). In 
this step, use is made of assumption (i) for the functional si . The completion of 
the proof of the existence theorem is identical to Section 4, Part IV. 
Also the continuous dependence theorem can be proved without other 
significant changes. 
Remark 6. Theorem 3 remains true if the functional Ft is defined only for u 
in a given subset of C1eo (e.g., / u 1 and / u. 1 less than given constants) provided 
that additional assumptions are made on the data, ensuring the consistency of the 
iterative scheme (e.g., a suitable bound on I/ h l]r). 
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7. SUPPLEMENTARY REMARKS 
We have mentioned already some possible extensions of the results obtained 
(see, e.g., Remarks 1, 3, and 6). 
Here, we shall deal briefly with a generalization of Problem (P) in which s(t) 
depends not only on s, t, u, u, but also on u,, . This is actually what occurs for 
example in the problem of the continuous ingot of molten metal in which the 
free boundary conditions take the form 
f+(t), t) = 0, (7.1) 
i(t) = b&(t), 4/(1 + hcr(s(t)r t)), (7.2) 
where k, and k, are positive constants (see [3, p. 341). 
Furthermore, the reformulation of free boundary problems with Cauchy 
data prescribed on the free boundary (following the procedures of [8]) may 
result in a relationship between i(t) and u,,(s(t), t): An interesting example is 
encountered in the theory of nonstationary filtration in partially saturated porous 
media. 
This generalization is by no means trivial. Indeed, consider for instance the 
following simple case: 
U ez - Ut = 0, (7.3) 
+, 0) = h(x), s(0) = b, (7.4) 
4x4 =f(t>, (7.5) 
u(s(t), t) = 0, (7.6) 
i(t) = %&q, t). (7.7) 
A trivial solution is given by s(t) = b, u = q,(x, t), T = F, obtained by 
solving (7.3)-(7.5) and u(b, t) = 0. 
However, another solution (T, s, u) can be found by solving (7.3)-(7.6) and 
u&(t), t) = - 1. (7.7’) 
Condition (7.7’) is obtained by differentiating (7.6) and using (7.7) and (7.3); 
the existence of (T, s, U) follows from the results of [6, Part I], after the sub- 
stitution z, = ur . 
However a well-posedness theorem can be proved in particular cases, as we 
are going to show. 
Suppose that the free boundary conditions have the form 
z+(t), t) = 0 
J(t) = ds(t), 4 F&(t), t), %&(t), t), 
(7-g) 
(7.9) 
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and look for solutions (T, s, U) of (1. l), (I .2), (1.3), (7.8), (7.9) such that s E C (T), 
u E G+&m)* 
Differentiating (7.8) and using (1.1) one obtains: 
Now, if (7.9’) is equivalent to a single relationship 
i(t) = g@(t), t, %(s(q, t)) (7.10) 
and if Q satisfies assumption (D), then problem (l.l), (1.2), (1.3), (7.8), (7.9) is 
uniquely solvable in the class specified above, because of Theorem 3. 
Otherwise, uniqueness-or even existence-may fail. We remark that a 
similar discussion could be given for the case where (7.9) contains also a term 
Ft(s, u), satisfying the assumptions of Section 6. 
Let us verify that problem (7.3)-(7.7), f or which more than one solution has 
been shown to exist, does not satisfy the assumptions just required for the 
function q~ in (7.9). A s a matter of fact, (7.9’) becomes i(t) = -i(t) u,.(s(t), t), 
from which not only S = 0 (i.e., an equation of the form (7.10)) can be deduced, 
but also the condition (7.7’) already obtained. 
Concerning the free boundary conditions (7.1), (7.2) related to the problem of 
the continuous ingot, after the operations leading to (7.9’) we get 
i(t) = k,u,(s(t), t)/(l - &(r) %(S(Q r)>, 
from which an algebraic equation of degree two is derived for S(t). 
Assuming proper bounds on the data (in the spirit of Remark 6, Section 6), 
we can conclude that two solutions exist. The ill posedness of such a problem is 
to be attributed to an inconsistency of (7.2) with the heat equation: As a matter 
of fact, they are physically grounded on different approximations (see [3] for 
details). 
APPENDIX 1: PROOF OF (4.11) 
Throughout these Appendixes we shall drop the subscript k to simplify 
notation and we shall derive some estimates for the solutions of problem (4.2’). 
Let us rewrite the differential equation in (4.2’) in the linear form 
Lv = vt - 0, t) vuyy = Q(y, t), (Al) 
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where 
Note that A, Q E C, since r E Hl+a12 , v E C,,, . Moreover (1 A jj+) is estimated 
in terms of Ni”‘. We shall find it convenient to split ~(y, f) into the sum 
where V and Z solve 
LV=O, V(0, t) = V( 1, t) = 0, 
VY, 0) = g(y) -f(O) (1 - Y)” = d(Y) 
(A5) 
and 
LZ = QZ(r, 9 -f(t) (1 - Y)’ - 243s t)f(t) = &(Y> 4% 
(-46) 
Z(0, t) = Z(1, t) = Z(y, 0) = 0. 
Concerning V(y, t), we identify it with the restriction to [O, l] x [0, TJ of the 
solution (which we denote again by V(y, t)) of the following initial value pro- 
blem 
L,V E V, - A,(y, t) V,, = 0, in II-a x (0, T), 
V(y, 0) =MY), in R, 
where A and &, are defined as follows 
W) 
A,(y> t) = A(Y, t), YE@, l), 
= J-Y, 0, YE(--I,O), 
A,(Y + 2j, t) = Ady, 4, yE(--1, I). j = *l, 412,..., 
i&o(Y) = it(Y), y E (0, 0, 
= -j(--y), YE(--LO), 
!dy + 3) = Q(Y), y E: (-1, l), j = fl, &2 ,... . 
Thus 
where r(y, t; r], T) is the fundamental solution for the operator L,, and can be 
constructed by means of the parametrix method of E.E. Levi: 
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In (A9) 
and CD is determined by requiring that LJ = 0 (see [9, p. 41). 
We note that V can be written also as 
for any ys E (0, 1). 
Passing to Z(y, t), if G(y, t; r], T) represents the Green’s function for the 
operator L in the rectangle (0, 1) x (0, T), we can write 
Z(Y, t> = l’i’ G(Y, t; q, 7) &(q, T> dq dT. (All) 
Our aim is to prove estimate (4.11) for o,(y, t). 
Let us begin with V, , which can be written as 
Since for n E (j, j + 1) and any integer j 
r&Y = -ro,, - 8P - (Y - d2/24 - ~>14,,~,/~~ W3) 
an integration by parts yields 
V,(Y, 4 = j-+mko(d ro(y> t; rl, 0) 4 
--m 
+ j-+m L%(q) - ~o(y>l sxf-- rm(y, t; 4, 4 W, 0; ‘I, 0) d5 du 4, --oo 
W4) 
where y,, has been replaced by y. 
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The integrals appearing in (A14) are defined since & and A,,, are continuous 
almost everywhere and bounded, j’,,(O) = &,( 1) = 0. The first of them is domi- 
nated by 
while the second is found to be dominated by LW (L denotes any constant 
depending on the set &,J. 
In order to study the third term in (A14), we recall the classical estimates 
I r&y, C 5,dI <LO - 4-l exp[--a&y - E)2/(t - 41, a, = b2/16,C, 
WV 
and (see [9, p. 161) 
I @(& 0; 17,4I <Lb - 9 I 5 - rl ly+2h-3 exd--a,([ - d2/b - 41, w4 
where y stands for yfk), i.e., the Holder constant of the coefficient A, and h can 
be chosen arbitrarily in the interval [0, (3 - y)/2]. 
Now, noting that 
the triple integral in (A14) is dominated by the sum of two integrals, which are 
in turn bounded by Ltv12, after setting X = 1 - y/4 and A = 4 - y/4 in (Al6), 
respectively. 
Summing the above estimates we are led to the conclusion 
I V,(Y> t>l G 3 Ilg III FI + LN2* (A17) 
Next, we need to study Z,(y, t): From (All) and from an estimate for G, 
which is of the same type of (A15) (see [lo, p. 4131) it is easily found that 
Hence 
I UY, t)l <Lt1’2. 6418) 
I %(Y, t)l < 3 II g II1 i4 + JQY“? 
thus (4.11) is proved. 
APPENDIX 2: PROOF OF (4.22) 
The aim of this Appendix is to provide a uniform estimate of the norm 
11 Ok llC,+,(%) , Once sup 1 *Ic 1 , /I Ok b$?&,) , and sup 1 vk,y I are estimated inde- 
pendently of K. 
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We consider once again the decomposition (A4). 
Recalling (A8’), (A12), (A13), (A14) we have 
x NY - d5/4~02t2 - 3(y - 71P4o~l~o(y, c 'I, 0) 6 
In (A20) let us set y,, = y and denote the four integrals on the right-hand side 
by I1 , I, , Is, I4, respectively. 
The first two terms are easily estimated as follows (recall L, is any constant 
depending on the set &‘a): 
/ II I <Lot-l/Z, (A211 
1121 <Lo. (-422) 
In 13, write P,,,, in terms of F,,Ye by differentiating (A13) and note that 
1 Jzz J’,,,,,(y, t; 6, u) d[ ( < L,(t - o)-l12; then use (Al6) with h = (3 - 7,,)/2 
to get 
II, 1 <L,, ltJmT (t - ~)-l'~ u-(3-Y0)'2 IY - rl I exp[-q,(y - v>“b~ldudrl 
< LoPJ2. (-423) 
Concerning I4 , we must take advantage of the Holder continuity of @ (see [9]) 
< u-(3-~o+B)/2 ,y _ 4 Is iexp [-a,, v + eXp [--a, (’ ; ‘j2 ]I 9 
(-424) 
where j3 E (0, yJ. 
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Accordingly, j I4 ] is dominated by the sum of two integrals 1; + 1: , bearing 
the first and the second of the exponentials in (A24), respectively. 
‘1’0 estimate Ii use I d,,(v) - A(y)I < -%,{I y - t I + I E - 77 I> and get 
/ 1; , <,ot-tl-YO)!2 (A23 
while the same estimate is readily obtained for 1: 
1 1; ( < L,t-(l-~W 
Collecting (A21)-(A26) we conclude that 
(A261 
I V,,(Y, t)l < J%-l’z. (A27) 
Now, for any 7 E (0, T,,) consider in BT the function 
WG t) = UY, 4 - vy, 4, 
and apply to it estimate (2.30) of [ 111, originating from a theorem of [12] 
Consequently 
jj Y j!c,+,(gT) < LOT--. (A28) 
Using the same theorem for 2, we obtain 
and finally 
II 2 lIC,+,G’) < -%l > (~29) 
which is (4.22). 
I! n /Ic,+,Gr) < L,T-1’2, (430) 
APPENDIX 3: PROOF OF (4.24) 
Here we shall estimate the derivative ~~~~~~ assuming / f, 1 , /I plk Jjc,OcsO, , 
sup j z)~,~ I are estimated independently of k, and (4.22), (4.23) are valid. 
We want to prove that 
=gJ I %JY(Y, t)l e L,T-1’2, (-431) 
with the usual meaning of the symbol L, . 
409/n/1-18 
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Because of (A27) it is enough to prove that an estimate like (A31) holds true 
for I -GAY, 41 . 
For any fixed (y,, , to) EB,, = (0, 1) x (0, Z’,), write 
Z(Y, t) = j-o’~l C&h 7) - &(~a 9 &)I G(Y, t; r)t 4 4 & 
+ &(Y, , to> 1J1’ G(Y, t; rl, T) 4 dT 
zs Z,(y, t) + Z,(Y, t). 
(~32) 
2, solves a problem with zero data and constant source. Therefore it is not 
difficult to show that 1 Z,,,, ) is bounded. 
Recalling the assumptions on q, f and the estimates obtained so far, we have 
I &h 7) - &(Yo Y t,)l G L,T-1’2{l xl - 7 lg + [t, - T]y’2), 
where v = min(ar, 2~); v appearing in assumption (A). 
Therefore, setting y = y,, , t = t,, , we obtain for Z,,,, 
1 z,,,, 1 <Lo Lti’ 7-l/2(/ y - 7 jp (t - 7)-3’2 + (t - 7)-‘3-F)‘2) 
(A33) 
x exp [ --a, 
(Y - 7J2 
t--7 1 dv dr < L,,-(1--S)‘2, 
from which (A31) follows. 
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