In this paper, a Chebyshev spectral collocation domain decomposition (DD) semidiscretization by using a grid mapping, derived by Kosloff and Tal-Ezer in space is applied to the numerical solution of the generalized Burger's-Huxley (GBH) equation. To reduce roundoff error in computing derivatives we use the above mentioned grid mapping. In this work, we compose the Chebyshev spectral collocation domain decomposition and Kosloff and Tal-Ezer grid mapping, elaborately. Firstly, the theory of application of the Chebyshev spectral collocation method with grid mapping and DD on the GBH equation is presented. This method yields a system of ordinary differential algebraic equations (DAEs). Secondly, we use a fourth order Runge-Kutta formula for the numerical integration of the system of DAEs. Application of this modified method to the GBH equation show that this method (M-DD) is faster and more accurate than the standard Chebyshev spectral collocation DD (S-DD) method.
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In this paper, a Chebyshev spectral collocation domain decomposition (DD) semidiscretization by using a grid mapping, derived by Kosloff and Tal-Ezer in space is applied to the numerical solution of the generalized Burger's-Huxley (GBH) equation. To reduce roundoff error in computing derivatives we use the above mentioned grid mapping. In this work, we compose the Chebyshev spectral collocation domain decomposition and Kosloff and Tal-Ezer grid mapping, elaborately. Firstly, the theory of application of the Chebyshev spectral collocation method with grid mapping and DD on the GBH equation is presented. This method yields a system of ordinary differential algebraic equations (DAEs). Secondly, we use a fourth order Runge-Kutta formula for the numerical integration of the system of DAEs. Application of this modified method to the GBH equation show that this method (M-DD) is faster and more accurate than the standard Chebyshev spectral collocation DD (S-DD) method.
Introduction
We consider the GBH equation (see [1, 2] ) of the form:
with the initial condition
and the boundary conditions 
The exact solution of the Eq. (1) is the form: where
where α, β, γ and δ are given parameters. When α = 0, δ = 1, Eq. (1) is reduced to Huxley's equation [2] which describes nerve pulse propagation in nerve fibers and wall motion in liquid crystals:
When β = 0, δ = 1, Eq. (1) is reduced to Burger's equation which describes the far field of wave propagation in nonlinear dissipative systems [2] ∂u ∂t
It is known that nonlinear diffusion equations (6) and (7) play important roles in nonlinear physics. They are of special significance for studying nonlinear phenomena. If we take δ = 1 and α ̸ = 0, β ̸ = 0, Eq. (1) becomes the following Burger's-Huxley equation [3] :
When α = 0, it is the Fitzhugh-Nagoma equation [3, 4] .
In order to solve (1) numerically, many researchers have used various numerical methods. Javidi and Golbabai [1] proposed a new domain decomposition algorithm for a generalized Burger's-Huxley equation based on Chebyshev polynomials and preconditioning. Also the same authors [5] proposed a spectral domain decomposition approach for a generalized Burgers-Fisher equation. Ismail et al. [6] developed an Adomian decomposition method for Burger's-Huxley and Burger's-Fisher equation. Wang et al. [2] studied the solitary wave solutions of the generalized Burger's-Huxley equation and Estevez [7] presented non-classical symmetries and the singular modified Burger's and Burger's-Huxley equations. Aditya and Sharma [8] proposed a uniformly convergent numerical method on non-uniform mesh for the singularly perturbed unsteady Burger's-Huxley equation. More recently, Kaushik and Sharma [8] have made an attempt in the direction of an e-uniformly convergent method and gave a parameter uniform convergent finite difference scheme for a singularly perturbed unsteady Burger's-Huxley equation.
In this paper, we present a new Chebyshev spectral collocation domain decomposition semi-discretization by using a grid mapping for the generalized Burger's-Huxley equation. The numerical results are compared with the exact solutions.
Pseudospectral Chebyshev method
We consider a one-dimensional domain: −1 ≤ x ≤ 1. The domain of interest is discretized using the Gauss-Lobbato points defined as
We interpolate u(x) by the polynomial v(x) of degree at most N of the form: (10) in the Chebyshev-Gauss-Lobbato (C-G-L) points with τ j (x) for j = 0, . . . , N, are polynomial of degree at most N such that
It can be shown that (see [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] ):
where
and T N (x) is the Chebyshev polynomial, i.e.,
The values of derivative
T and D (.) are the differentiation matrices. The entries of D(D (1) ) are
As an alternative approach, the diagonal entries of D can be computed in a way that represents exactly the derivative of a constant [14] 
Standard DD method for GBH equation
The main idea of the DD algorithm is to split the whole computational region into smaller subdomains, factorize the original problem into subproblems to be solved in each subdomain, and then to patch all elemental solutions in a smooth manner [20] [21] [22] [23] [24] . 
with the following matching conditions
Now in the interval [
], we put:
Then from (18), we have
We will describe the pseudospectral Chebyshev method for (21) . We discretize (21) in space by the method of lines replacing
by pseudospectral approximations given by
and
Here
Substituting (23) and (24) into (21) and taking into account that Ψ
with the following conditions
We can approximate the relation (27) by using (23) and (24) as follows
Then we can rewrite (25)- (28) as a system of ordinary differential algebraic equations (DAEs) of the form:
Modified DD method for the GBH equation
In [25] , Kosloff and Tal-Ezer derived a grid transformation that mapped the Chebyshev collocation points to a new set of interpolation points. The grid transformation was defined as
The function g β : [25] . This transformation stretches the grid point defined by y j = cos jπ N and gives the following new grid
Now to solve (21)- (22) we put φ
is accomplished by making use of the chain rule, ∂φ
Second order differentiation of φ N k (z, t) is accomplished by making use of the chain rule,
Therefore for first order differentiation the operator D is replaced by D
(1) β = HD, where H is a diagonal matrix with entries
and the second order derivative operative D (2) is replaced by D
+ TD (1) , where H 2 is the square of the diagonal matrix H and T is a diagonal matrix with entries
We will describe the pseudospectral Chebyshev method for (21) . We discretize (21) 
(35) 
with the following conditions we can approximate the relation (38) by using (34) and (35) as follows
Then we can rewrite (36)-(39) as a system of the differential algebraic equations (DAEs) of the form:
where 
and 
Eqs. (40) is a system of differential equations (DAEs) in time with the initial conditions.
Numerical results
In this section, we give some numerical results with the method based on the preceding sections. To show the efficiency of the present method for our problem in comparison with the exact solution we calculate the maximum error ‖E‖ ∞ defined by
where u and u are the numerical and the exact solutions, respectively. [10, 30] and [30, 50] . The time step is taken to be t = 0.001. We solve the problem by using the standard and modified domain decomposition spectral collocation methods (S − DD, M − DD). In the M-DD method we select α = 0.99.
In Fig. 1 , we plot the imaginary part of the numerical and the exact solutions at time t = 0.1 by using (a) S-DD (b) M-DD methods.
In Fig. 2 , we plot the real part of the numerical and the exact solutions at time t = 0.1 by using (a) S-DD (b) M-DD methods. In Fig. 3 , we plot the numerical solution by using (a) S-DD (b) M-DD methods and (c) the exact solution at time t = 0.1. In Fig. 4 , we plot the maximum errors ‖E‖ ∞ by using S-DD and M-DD methods at time t = 0.1.
As can be seen from Fig. 4 , the M-DD method, is more accurate than the S-DD method. Table 1 Comparison of maximum errors of u for t = 0.001 and N = 7. 
Example 2.
In this example, we solve GBHE with α = −2, β = −10, γ = −0.03 and δ = 2 on the interval Ω = [−100, 100]. Five elements are used (M = 5), with n = 7 CGL points for all elements. The time step is taken to be t = 0.001. We solve the problem by using S − DD and M − DD methods. In the M-DD method we select α = 0.99.
In Fig. 5 , we plot the imaginary part of the numerical and the exact solutions at time t = 0.1 by using (a) S-DD (b) M-DD methods.
In Fig. 6 , we plot the real part of the numerical and the exact solutions at time t = 0.1 by using (a) S-DD (b) M-DD methods. In Fig. 7 , we plot the numerical solution by using (a) S-DD (b) M-DD methods and (c) the exact solution at time t = 0.1. In Fig. 8 , we plot the maximum errors ‖E‖ ∞ by using S-DD and M-DD methods at time t = 0.1.
As can be seen from Fig. 8 , the M-DD method is more accurate than the S-DD method.
Example 3.
In this example, we solve GBHE with α = −1, β = −1, γ = −0.03 and δ = 4 on the interval Ω = [−100, 100]. The time step is taken to be t = 0.001. In the M-DD method we select α = 0.99. In Table 1 , we list the maximum errors obtained by M-DD and S-DD, and running time at some selected points. As we see from this table, it is clear that the results obtained by M-DD are superior to those obtained by the S-DD method. In terms of time, the running time of M-DD was less than that of S-DD.
In Fig. 9 , we plot the imaginary part of the numerical and the exact solutions at time t = 0.4 by using (a) S-DD (b) M-DD methods.
In Fig. 10 , we plot the real part of the numerical and the exact solutions at time t = 0.4 by using (a) S-DD (b) M-DD methods.
In Fig. 11 , we plot the numerical solution by using (a) S-DD (b) M-DD methods and (c) the exact solution at time t = 0.4.
In Fig. 12 , we plot the maximum errors ‖E‖ ∞ by using S-DD and M-DD methods at time t = 0.4. As can be seen from Fig. 12 , the M-DD method is more accurate than the S-DD method.
Conclusions
In this paper, a Chebyshev spectral collocation domain decomposition semi-discretization by using a grid mapping, derived by Kosloff and Tal-Ezer, in space is applied to the numerical solution of a generalized Burger's-Huxley equation. To reduce roundoff error in computing the derivatives we use the above mentioned grid mapping. Application of this modified method to the GBH equation show that the method M-DD is faster and more accurate than the standard Chebyshev spectral collocation DD (S-DD).
