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Communicated by V. V. Sazonov 
This paper presents some generalizations of S. N. Bernstein’s exponential 
bounds on probabilities of large deviations to the vector case. Inequalities 
for probabilities of large deviations of sums of independent random vectors are 
derived under a Cramer’s type restriction on the rate of growth of absolute 
moments of the summands. Estimates are obtained for random vectors with 
values in Banach space, Sharper bounds hold in the case of finite-dimensional 
Euclidean or separable Hilbert spaces. 
1. INTROD~JCTION 
Exponential bounds on probabilities of large deviations of sums of inde- 
pendent random vectors with values in a finite- or infinite-dimensional space 
were studied by many authors. A far from complete list of papers containing 
results of this kind includes [3,4,7,9, 12-14, 16, 17, 20-23, 301. Closely related 
are estimates of probabilities oft large deviations for trajectories of random 
walk considered as random elements of function spaces (cf., e.g., [2, lo]), 
theorems on the distribution of maximal values of random processes or fields 
(e.g., w, 24, 25]), on infinite-dimensional Gaussian distributions (e.g., [S, 6, 
8, 18, 26, 27, 311). 
The topic of this article is much more particular. It deals with the analogues 
of the following well-known inequality [l], which are valid for vector-valued 
random variables. 
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Let f1 ,..., .$, be independent random variables such that 
E& = 0, 
1 E&m 1 < (m!/2) bj2H@, m = 2, 3,... 
B,Z = b12 + ... + b,2. 
(1.1) 
U-2) 
Then for x >, 0 
P, = WI ~5 + ..* + 5, I 2 4J 
d 2 exp{--(x2/2)(1 + (xH/&))-l). (1.3) 
The inequality (1.3) combines a simple and general form with considerable 
precision. Let, for example, & be independent identically distributed random 
variables satisfying (1;2) and (1.1) with bj2 = Efj2, x = x(n) -+ CO, x = o(@) 
as n -+ co. Then 
P1:- ; ( 1 2 1’2 (I/x) exp{--x2/2}. 
The right-hand side of (1.3) diminishes as 2 exp{--x2/2). These features 
are also characteristic of later refinements of (1.3) (cf., e.g., [29]). 
In the sequel analogues of (1.3) f or sums of independent random vectors 
are considered. ) * 1 denotes a norm in the space of values of & and Bn2 is the 
sum of suitably defined “variances” of the summands. 
The problem of generalization of the inequality (1.3) to the vector case 
was posed in [ 171. The main results of that paper were obtained for distributions 
in a finite-dimensional space with Euclidean norm. 
The method of [17] was later developed in [9, 12-14, 161. The most precise 
results obtained by this means are stated in [14, 161. 
It also proved possible to extend (1.3) to the cases of infinite-dimensional 
Hilbert ([21, 221) and Banach [23] spaces. 
The results just mentioned compose the subject matter of this paper. A 
characteristic feature of theirs is slight dependence on the dimension number 
of [j or its total absence. 
It seems appropriate to mention that exponential estimates with heavier 
dependence on dimensionality were earlier obtained in [3] for a more general 
class of large deviations of finite-dimensional random vectors by other methods. 
The structure of the article is as follows. 
In Section 2 sums of independent random vectors assuming values from a 
Banach space are dealt with. The exposition follows [23]. 
Section 3 is devoted to the derivation of the analogues of inequality (1.3) 
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for random vectors in a finite-dimensional Euclidean space. The exposition 
follows in,essence that of [13,. 14, 16, 171. 
The assumptions under ‘which exponential bounds are derived in Section 3 
are somewhat less restrictive than those of the original proofs of [14, 161. The 
condition ] & 1 < L witb,probability 1 is here replaced by a condition of type 
(1.2). 
Section 4 contains a description of a technique which allows to reduce the 
problem of derivation of estimates of type (1.3) for distributions in an infinite- 
dimensional Hilbert space to that for the finite-dimensional case dealt with 
in Section 3. The results of this section are also slightly stronger than the 
original results of [21, 221, which were obtained for random vectors with almost 
surely bounded norm. 
Section 5 treats exponen,tial bounds for sums of random vectors possessing 
a limited number of finite absolute moments (cf. [I I, 201). The proofs are 
given for distributions in a separable Banach space. 
2. EXPONENTIAL BOUNDS FOR RANDOM VECTORS IN A BANACH SPACE 
Let B be a Banach space with norm 1 * I, 8* its conjugate, C-the “cylinder” 
u-algebra of SY generated by sets 
ix: (4 x> > 4, te@*, arE(--co, co). 
In the sequel a random vector 5 with values in .C@ is a mapping in g of a 
probability space (Q, a, P) such that the sets 
are N-measurable. 
.Cg is below assumed to be separable. In this case (5 coincides with the Bore1 
a-algebra of B and ) 5 1 is an 2l-measurable random variable for all random 
vectors .$ E: 9. It is easy to check that the results ,of this section hold also in 
the nonseparable Banach spaces provided 1 E 1 is measurable. 
The following result i$ a slight modification of a theorem proved in [23]. 
THEOREM 2.1. Let independent random vectors e1 ,..., 6, E Sl satisfy 
E 1 & Im < (m!/Z) braHm-8, m = 2, 3,... . (2.1) 
If~=x-&,/B,>O,where 
Bn~2El5i3-***+5nI, &S = 4” + .*- + b,2, (2.2) 
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then 
(2.3) 
Proof. In what follows 21u, is the minimal u-algebra in L? generated by 
random vectors ti, i # S. !SS is the minimal u-algebra generated by [r ,..., 5, . 
For an arbitrary random variable K the notations 
E.& = E{K 1 %>, 
%K = E{K / %>> s = I,..., n - 1 
are used with 
In the sequel 
E,,K = EK, &K = K. 
& being independent, 
5 = I 41+ ... + f, I. 
c-,5 = Gw. 
It is easy to see that 4 admits representation 
~=W+‘I~+...+V, 
where 
.qs = B,5 - 8,-J = B,(l - E&). 
By the triangle inequality and the independence of fj 
5-~,~~~~fij+If,I-~,/~f~~+~,If,I 
if.9 i#8 
= E I fs I + I f, I, 
5-~~~‘~/~f~(-lf,l-~,~~fi(-B,lf,i 
d#S i#S 
= --E I f, I - I f, I 
with probability 1. 
Hence with probability 1 
I %--lrl? I < JW 4, 1 + E I 5s I)” < ‘2% I Es Im. (2.4) 
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Using (2.1), (2.4) and the obvious identity 
e 0 .s-1% = 
it is easy to check that for hH < + with probability 1 
< 1 + 2h2b,2/(1 - 2hH) < exp{2h2b,8/(1 - 2hH)). 
(2.5) 
Since 9jr ,..., q+r are 23,-,-measurable, 
= E eWh + **- + qd es-1 exph3 
d E expVh + -** + s-d) expP2hVl - 2hHN. 
(2.6) 
The application of (2.6) for s = n, p1 - l,..., 1 leads to the estimate (for 
hH < !d 
E exp{hl;} < exp(h/?, + 2h2B2/(l - 2hH)). (2.7) 
The inequality (2.3) follows easily from the relation 
P{[ > x&} < exp{--xB,h}E exp{hQ 
by means of (2.7) with h = ~/[4B,(l + (%H/2B,))]. Assuming in addition 
that for all t v a* 
W, 0 = 0 
it is possible to replace the left-hand side of (2.3) by 
PQy I 41 + -** + 5, I 3 eJ* 
This can be proved by checking (employing the Jensen’s inequality) that 
random variables 
exp@ I & + -a* + E, 0, s = 1, 2,..., 12 
form in this case a submartingale. 
The bound (2.3) is nontrivial only when the ratio /3*/B, does not grow with n. 
If W is finite-dimensional or a space of type 9 (cf. [28]) this condition is satisfyied 
478 V. V. YURINSKIi 
automatically if fi have zero means since for the spaces of the type specified 
in this case 
E I 5; + ... + tn I2 < c(E I& I2 + ... + E I E, I”). 
In the general case the relation 
t%lBn = 00) 
assumes the character of an additional restriction and is no longer the con- 
sequence of centering of the summands. 
An example of a sequence of symmetrical independent identically distributed 
random vectors fi with E 1 ti + *e* + &, ( growing faster than nlla for the 
space c,, of bounded sequences tending to zero with the norm 1 x / = sup, j xj ) 
is given by 
where &, are independent and assume values &l/In In IOjwith probabilities l/2. 
The inequality (2.3) is hardly the best possible. In later sections of this 
article much sharper results are stated for centered sums in a Euclidean or 
Hilbert space. 
Considerations similar to those of Section 3 Chapter VI of [7] show that 
if for some A > 0 
WI 5, + **- + 5, I > AB) < 1/8e 
where 
the inequality 
holds for q > 2, p < q with a constant dependent only of p and q. 
It is thus possible in principle to substitute the restriction /?,JB, = O(1) 
by the minimal assumption 
PC1 & + *.* + 5, I > A&) < We 
for some A > 0 uniformly in n. 
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3. EXPONENTIAL BOUNDS FOR EUCLIDEAN SPACE 
This section contains an exposition of a method which yields fairly sharp 
estimates for the probabilities of large deviations of sums of independent 
random vectors with values in a finite-dimensional Euclidean space. The 
method considered was suggested in [17] and later developed in [9, 13, 14, 161. 
The exposition follows in essence these papers. 
In all the calculations of this section 
(x, y) = ~(lyl) + . . . + ~Wy4 
denotes the scalar product of x = (x(l),..., x(~)}, y = {y(l),..., y’“)} E Rk; 
1 x 1 = (x, x)1/s. In the case when the domain of integration is not specified 
it is all Rk. The symbol 
denotes the integral over the surface of the R-dimensional sphere {h E Rk: 
1 h / = p} with surface element &2(h). 
The main idea of the method considered below is the same as in [I, proof 
of (1.311. It can be illustrated by the following computation. 
Let 5 be a Gaussian random variable with EC = 0, Eta = u2. For all h > 0 
P(J 5 I > x} < (ch AX)-rE ch(h 1 5 I), (ch B = cos he) 
= (ch hx)-l &(Ee”r + E@) 
< 2 exp{--hx + h2u2/2}. 
A minimization with respect to h leads to a fairly sharp estimate 
P{I 5 I > x} < 2 exp(--xa/202}. 
In the proof of (1.3) similar reasoning is applied to the sum t1 + .*. + 6, 
which admits the estimate 
Let p be a spherically symmetrical measure in Rk such that for all x E Rk 
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As aU is convex and depends on 1 x 1 only it is easy to see that the balls centered 
at the origin admit a representation of the form 
(3: I x I d y> = (3: @&) d P,(Y)>, Y>O 
where 
vu(r) = J” exp{rh(l)} d&z). (3.2) 
qp grows fast as Y + CO. Hence to obtain exponential bounds on P{I 5 1 > Y} 
it is reasonable to start from the inequality 
W 5 I > ~1 < i;fg&) (3.3) 
where 
(3.4) 
The infimum in (3.3) is taken over all measures in Rk satisfying (3.1). To 
evaluate the integrand in (3.4) it is possible to use considerations applied in the 
one-dimensional case. 
In the article [17] Gaussian p were used. A reasoning following one of [13] 
shows that the lower bound in (3.3) is not increased if the class of measures 
p is restricted to uniform distributions on the surfaces of spheres centered 
at the origin. 
Indeed, a change to polar coordinates leads to the relation 
where 
A(y) = @h-F1 E%(t) 
with 
A(y) = $W) = J,h,= expWl)y} dQ(h), I) 
(3.5) 
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and the measure ~r,~ concentrated on the positive half-line defined by the 
identity 
v~,&z,JJ) = (J exp{W)) ~(dh))-~ S,< h,<~ expW9 cL(W .! 
Hence 
The inequality 
itf g,(r) = iqf do(r). 
PiI 5 I > ~1 d i~fM4-1 &h,ilE expb(k 5)) dQ@) (3.6) 
where A is defined by (3.5) is the starting point of the considerations of [14, 16] 
which are in essence reproduced below. 
LEMMA 3.1. If k = 21 f  2, 1 = 1,2,... then for r > 2 the inequality 
&(r)-l < (c,/2) Z19(I’/2)z/7rz+1)(1 + ti2)l/*(l + (1 + UJ~)~/~)~ exp{-Z(1 + w2)1/2j 
(3.7) 
holds where 
0 = T/l, cl < l/0.162. 
The proof of this lemma and a representation of g,,(r) by modified Bessel 
functions of imaginary argument are presented in [14, 151. 
LEMMA 3.2. Let fI  ,..., f,, E Rk be independent random vectors such that 
E& = 0 
and for all h E R” 
j E(h, &)” 1 < (m!/2)(b,h, h) 1 h lm-2 Hm-2, m = 2, 3,... 
where (b,h, h) are nonnegative quadratic forms in R”. 
Then for I hj <:l[H / ,’ 
E exp{(k t1 + .. . + 5,)) < edH&h, WU - I h I HN 
where 
(3.8) 
(B,h, h) = (b,h, h) + ..* + (b,h, h). 
Proof. By the hdepencierice of .$ 
E exp((h., &+ *-- + 5,)) = fi E exp{(h, SIN- 
34 
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A power series expansion of the exponent shows that 
E exp#, 6591 = E 11 + (k &) + ,,;, (l/W(~, &,“j 
/ 
= 1 + c (l/m!) E(h, &Jm 
ma2 
as 5, have zero means. In the conditions of the lemma for 1 h 1 < l/H 
which yields (3.8) immediately. 
LEMMA 3.3. Let (Ah, h) be a nonnegative quidrattk ftirni in Rk with kgen- 
values 
such that v 2 2. Then 
where 
AA) = Jhlcl evM4 Wa(h) 
< KA s ihi= exp{+(gh(l)2 + a** + c+h(Y)e)} dQ(h) 
KA= fi (1 - ct,/cYp2. 
j=v+l 
(3.9) 
Proof. Let 77 E Rk be a Gaussian random vector 4th zero mean and 
covariance matrix A. Then 
expMAh, 4) = E exph h)l 
and after a change in the order of integration f(A) assqmes the form 
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Here $I1 is a positive increasing function defined by (3.5) and p(x) is the proba- 
bility density of 
I 7 I = (ally + *** + a,r,” + a”+l’y;+l + -*- + a*Y:)1’2 
where yi are independent Gaussian random variables with zero means and 
unit variances. 
By an inequality of [6] for Y > 2 
PW G K4&4 
where $ is the density of 
I +j I = (Wl” + **I + wG71’z. 
The statement of the lemma follows from the relations 
A4 -G K4Wdl ii I) 
= KA Jhlzl E exp@, ii)) dQ(h). 
LEMMA 3.4. If v 2 2 then 
G, = I,, 1 exp{(l/2) c@C2 + *a* + W2)} &2(h) 
< 2(+12/F(v/2))(2/a)‘L-“12 exp{a/2). 
Proof. Obviously 
(3.10) 
G, = exp{a/2) ih,-r exp{-$a(h(Y+1)2 + 1.. + W)a)) L)(h). 
Define vectors y, z by the relations 
y = {p ,...) A(“‘} E R”-1, z = {j+v+l, ,-*.> h(“)} E Rk-*. 
Assuming the notation 1 . 1 also for Euclidean norm in R*-l and Rk-* it is easy 
to see that 
e-@PGa = 2 
s 
exp{-(a/2) 1 z I”}(1 - I Y I2 - I z I2)-1/2 dy ds 
llP+l~l’<l 
= 
s 
, ,Q exp(-(l/2) a I z I”}(1 - I z j2)(V12)-1 dz 1 2(1 - I y 12)-lj2 dy. 
I lUl<l 
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The integral with respect to y equals the surface area of the unit sphere in I? 
Using its numerical expression it is easy to check that 
e-a’2Ga = 2 F(Y/2) s 
exp{-+a ) 2 I”}(1 - 1 z )2)(v/2)-1 dx 
,z,(l 
+I2 
- 
G 2 q/2) I 
exp{-$801 [ z I”) dz. 
Hence (3.10) follows immediately. 
The estimates obtained permit to prove the validity of the 
THEOREM 3.1. Let independent random vectors 6x ,.,., 5, E Rk be such that 
Et< =0 
and for all h E Rk 
1 E(h, &)” 1 < (m!/2)(bih, h) Hm-2 1 h lm-2, m = 2, 3,... 
where (bah, h) are nonnegative quadratic forms; let the quadratic form 
UW, 4 = W, 4 + ..- + (b,,h, h), 
with eigenvalalues 
U1 
2 = . . . = u 2 ” > uf+l > --* > Ok2 
have multiple largest eigenvaluel (V 2 2). 
Ifk=21+2,1=1,2,...thenfor 
K 
G 8*731 r(vj2) 2 
( X~)(u--1)‘2 . ( 1 +l,,;l,5;))‘1Y/l’t’ 
, 1 + a(21/x2) 2’(z+1-(V/2)) . exp 
( 1 - (21/x2) ) I 
- $(l +a)-‘/. 
Here 
K = Jj (1 - uj2/u12)-V. 
i=u+l 
1 Y may also equal k. 
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Remark. If the dimension number k is odd, exponential bounds are easily 
derived by considering the summands as random vectors with degenerate 
distribution in a space of greater number of dimensions. The case v = 1 is 
reduced to one considered above at the price of a similar loss of precision by 
a change of IJ~ to al . The cases k = 2, 3 were considered in [13]. The calcula- 
tions performed there for bounded random vectors are easily carried over to 
the case when the summands satisfy conditions of Theorem 3.1. Additional 
complications arising ‘in the case of nonmultiple largest eigenvalue are mainly 
technical and are not treated here to avoid further complication of the calcula- 
tions. 
Proof. A computation starting with (3.6) and using (3.7)-(3.10) shows that 
1’ K 
( ) ( 
&a(1 - w/54x2) ~+l-vP 
G cP2 T qv/q WV 1 
if 
X (1 + w2)l’*(1 + (1. + w2Y2Y exp 1 2x2(l fzLlalr2) - Z(1 + OJ~)~/~/, 
(3.11) 
P < l/f6 lu = pxq > 2. 
The minimization of the right-hand side of (3.11) with respect to p or, which 
amounts to the same thing, to w, is fairly difficult. For this reason the statement 
of the theorem is obtained by the following considerations (cf. [16]). 
Let v = x2(1 - &a/x2), a = xH/q . Then the power of the exponent in 
(3.11) assumes the form 
Z[(Zw2/2(p) - (1 + W2)lP] M I[(fW”/2V) - WJ. 
For allf > 0 
Choose w to satisfy 
rnin [(Zw2/2f) - w] = -f/21. 
(ZW2/29zJ) - (1 + wa)r/a = -v/21. (3.12) 
It suffices to set w equal to the minimal positive root of the equation 
w2 = tdm+) - 2) (3.13) 
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or, in another form, 
22 = (1 - za)(l - 2u - 21/x2) (3.14) 
where z = J/x2, a = xH/a, . 
Indeed, the minimal positive root of (3.14) z, = x,,(x) lies between the roots 
of equations 
if x > 21. 
Hence 
22 = (1 - z(2)2, 22 = (1 - za - 21/9)” 
l/(1 + Q) > z, 3 (1 - 2Z/x”)/(l + a). (3.15) 
For w = x22,/Z one always has 
pH = azo < a/(1 + u) < 1. 
If a < 1, x2 > 6Zthen 
Wl = x2zo > x2(1 - 21/x2)/(1 + u) 2 2, 
gJ/z = (G/Z)(l - uzo) > x2/(21) > 1. 
Hence by (3.13) 
(1 + ,2)1/s = (p/z - 1 
and (3.12) holds. Also 
1 + (1 + C+/s = qJ/z = (x2/1)(1 - ao). (3.16) 
A transformation of the right-hand side of (3.11) using (3.12), (3.16) and an 
application of (3.15) yield the statement of the theorem. 
It is probable that exponential bounds on probabilities 
W(llr)5 E 4, r>l 
where A is an arbitrary set admitting a representation 
A= x: 
( s 
exp{(h, x)} I > const 
1 
can be obtained by similar means. This circumstance was mentioned in [17] 
though to the author’s knowledge there are as yet no general results in this 
direction. 
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4. EXPONENTIAL BOUNDS FOR HILBERT SPACE 
Infinite-dimensional analogues of the S. N. Bernstein inequality for random 
vectors in a Hilbert space may be obtained by means of a reduction to the 
finite-dimensional case considered in the previous section. An exposition 
of a method of such reduction is given in this section. 
Everywhere in the sequel (x, y) denotes the scalar product of elements, X, y 
of a real separable Hilbert space &‘; 1 x 1 = (x, x)1/2. 
For the scalar product and Euclidean norm of the elements h = {h(l),..., h(k)}, 
g = {g(l) ,***, g(“)} E Rk notations 
((g, h)) = i gWf’, II g II = ((g, BW2 
i=l 
are used. 
The inequality h > 0 (h E Rk) means that all the coordinates of h are non- 
negative. 
If m = (m(l),..., m(k)) is a vector in Rk with nonnegative integer coordinates 
(m E N”), 
1 m I.+ = m(l) + **. + m(k), 
Xnz = (X(l))m(') . . . (xwyn(*), xeRk. 
The covariance operator of random vector 5 E &’ is denoted by the symbol S,: 
(Sp> Y) = JW - W, x)(6 - ES, Y>. 
The brief notation 
means that the Hilbert space &’ admits the decomposition into a direct sum 
of its orthogonal subspaces J& with fli being invariant subspaces for S,,, ,..., S,,, . 
The projection operator on SC is denoted ~9~ .
In the sequel 97 is the random vector 
All the moments of random variables which appear in the calculations are 
assumed to be finite. Fundamental for the method of reduction described 
below is the 
6831614-Z 
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LEMMA 4.1. If random variables r), 5 satisfy condition 
ETA” < E[2nl 
for all natural m then 
E ch hrl < E ch hi, h 3 0, 
EGAI rl I) e W,(I 5 I>, P>O 
where 
Qk) = i,h,=l exp{prh’l’} dQ(h), Y > 0. 
The integration is carried over the surface of k-dimensional sphere 
{h: I/ h 11 = l} with surface element d-Q(h). 
The proof of the lemma follows in an obvious manner from the fact that 
both ch x and &,(z) are entire functions which admit expansions in power 
series containing only even powers of z with positive coefficients. 
The Lemma 4.1 permits to obtain exponential bounds on P{l [l+.*.+t, 1 > Y} 
using the results of the previous section to evaluate Pill q + ... + qn jl > r} 
for 7i E Rk satisfying 
E I & + ... + 4, Iam < E II 71 + ..’ + rln l12m 
for all natural m. 
The existence of such k-dimensional independent vectors in the situation 
considered here is guaranteed by Lemmas 4.2 and 4.4. 
LEMMA 4.2. Let 5, , . .., [, E 2 be independent random vectors, 
E& = 0, P-1) 
i@ = -q 0 *.. 0 x;, (51 ,‘.., I, ; q, (4.2) 
and let 7j1 ,..., vn E R” be independent random vectors (random variables, ;f  k = 1) 
such that 
Er], = 0, 
ET!$!~’ = 0, 8 2 .f # 4 
E~jsJ2 > E 1 9s[i I29 
ET? 3 WP, I m I* 2 3. 
Then for all natural q 
E I 4, + a.- + 5, 12q < E II ~1 + e-w + rln l12q. 
(4.3) 
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Proof. Obviously 
I ifI + -** + %a 12” = C c(I) n (%Es 9 piSt)z’st, 
i.s.t 
(4.4) 
where the products contain terms corresponding to i = I,..., k; s, t = l,..., n, 
s < t and the sum includes summands corresponding to sets a = {list}, s < t, 
list E N1 such that 
k nm 
(I> = 1 1 1 ligt = 2q. 
i=l s=l t--s 
The coefficients c(l) ( same in both sums) are nonnegative. 
.$i , vi being independent with zero means, 
,(i)E n (9&, ~i&)z'"' = 0, 
i.s.t 
c(f)E n (#'$')""' = 0 
i.8.t 
for terms linear in any of the vectors ti , 7s , i.e., such that for some t 
I%/* = 1 
where at E Nk is defined by 
t-1 
,Io’) = ,C, list + 21itt + i: lit8 * 
et+1 
The means of the “nondiagonal quadratic” terms are also zero, that is, 
c(l) E(gitt 9 ~&J(~kt’, p&p> A(61 ,**s, (t-1 3 Et+1 y***> 4,) = 0, 
s # t, u # t, i # j, 
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since for any x, y in the conditions of the lemma 
and tt is independent of ti, i # t. 
In the expression for E 11 Q + ... + 7% 1j2* the corresponding terms also 
vanish as yji’, v#’ are uncorrelated when i # j. 
By the Cauchy inequality 
Thus in the conditions of the lemma in the expansions (4.4) the rest of the 
terms satisfy relations 
EC(~) l-I (~‘tC, 9 %~5)‘“~’ 
i.8.t 
as for these summands either 1 OL~ I.+ = 0 or j LY~ I* 3 3 or 1 at I* = 2 and CQ 
has a single nonzero component so that 
This proves the lemma. 
A construction which yields finite-dimensional random vectors vi related 
to & by inequalities (4.3) is given by Lemma 4.4. The idea of the proof of 
Lemma 4.4 is illustrated by 
LEMMA 4.3. Let .zj e X, E j 4 ( < CO. There exists d randoin variable 7 such 
that 
ET = 0, 
Erlm > E I 6 In, * >, 2, 
Proof. Let 5 be a random variable independent of 6 which assumes only 
two different values, 01 > 0 and -/c? < 0 with probab$ties p, , I.- k such that 
EC = 0, Et2 = 1, Ecs = 1. (4.5) 
EXPONENTIAL INEQUALITIES 491 
(4.5) fully determines OL, /?, p, ; so 
a = (1 + 5’/“)/2 > /3, 
and for m >, 3, Et” > 1. Thus 
1=5lfl 
satisfies all the conditions of Lemma 4.3. 
COROLLARY. Let independent random vectors & E .%? satisfy conditions 
Et, = 0, 
Then 
E j fi Im < (m!/2) biaHmea, m > 2, 
B,S = b12 + --. + bn2. 
The proof consists of an application of Lemmas 4.1, 4.2 to independent Q 
given by Lemma 4.3, evaluation of the right-hand side of the inequality 
P{151+***+E,I ~~}d2e-cPEch~(~l+~~~+~,), P>O 
by means of Lemma 3.2 and a minimization of the expression thus obtained 
with respect to p (see [l]). 
LEMMA 4.4. Let t, E X, 
.7? =.sq@*-@tik (4; q, h B 2. 
(a) If with probabihty 1 
151 <L 
then for arbitrary & satisfyzkg the inequalities 
(E I 9iS I’)l” < Bt < L 
it is possible to construct a random vector r] E Rk such that 
ET = 0, 
EIWl"' = 0, i#j, El(i)2 = /&a, 
W 3 WP, mENk, lml*33 
(4.6) 
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and with probability 1 
where 
llrlll <CL 
c = (h(h - 1)/2) Y (I + (1 + 4/y”)‘l”), 
(4.7) 
2 < y = 1 + (1 - (I/@ - I)“))-‘/“(1 - (l/k3(K - 1)3))-‘/2 < 2.53. 
(b) Iffo~ an arbitrary h E Rk, h > 0 
E((h, 9Y))m d (m!/2) b+(h+, h+) H”+2 11 h l/m-z, m 3 2, 
where 
b+(h+, h+) = (/I1 1 h’l’ j + ... + /3* 1 h’“) I)‘, 
(E I gist 12Y2 < Pi < H, 
then there exists a random vector 7 E Rk satisfying conditions (4.6) such that 
I E((g, ?I)P I G (312) ml hb(g, g)(cWm-2, m>3, gERk, 
b(g, g) = ,B12g(1’a + ... + flk2gtkJ2 
where c is given by (4.7). 
Proof. (a) Denote h the distribution of the random vector 
Q = [.~C$ER” 
where 5 is independent of 4 and assumes values a > 0, -p < 0 with such 
probabilities p, and 1 - p, that 
Et = 0, EC2 = E/& Et3 = y/8. (4.8) 
The positive numbers E, y and 6 E (0, 1) will b e c h osen later. It is easy to check 
that 
01 = (y/2e)( 1 + (1 + 463wy3)1/3), /3 = OL - y/c < Lx. 
Let ci2 be the eigenvalues of the nonnegative definite matrix 
(4.9) 
c = (1 - $1 - l9) 1 - (1 _ *il _ e> E’ = {cd (4.10) 
where I = {&} is the unit matrix and E’ = (1) is the matrix with all elements 
equal to 1. 0 E (0, 1) will be chosen later. 
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Let ei E R", 11 ed 11 = 1 be the eigenvectors of C corresponding to ci2, g1 ,..., Q 
independent random variables, independent also of 4, such that 
P{Z, = l} = P{& = -l} = 4 , 
In the sequel pLz denotes the distribution of the random vector 
rlz = t’?’ 1 91f I>-., %‘“’ 1 gkt I> E R”, 
where 
% = {5(l),..., Qk)} = .Clclel + .a- + Cp+e,. 
Obviously 
E[ = 0, E[‘i’[‘j’ z cii 
and with probability 1 
II %I1 = A, = (Sp C)i/2 = [ (1 “(& ” e) ]1’2. 
(4.11) 
(4.12) 
Let pa denote the distribution of 
7?3 = c7y ,..., 7jp'> E R" 
where # are independent and independent of [ with qf’ assuming values 
-+ai with probability 4 . Here 
The construction is possible if 
A < I(< mjn{A2/E I @iE I”>>- 
With probability 1 
11 773 (1 = A, = (012 + *-* + ak2)1’2, 
Erl, = 0, &$‘# = 0, i#j, 
ET;‘2 = Q. 
(4.13) 
k being symmetrical, 
for all meNk. 
km > 0 (4.14) 
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Let 17 E Rk be the random vector with the distribution 
It is easy to see that 
EVJ = 0, E,f’rl’i’ = 0, i#j, ET(i)2 zzz f4”. 
Besides by (4.8) (4.12), (4.14) if 1 m I* > 3 
Erj” b CP’*pppo: - w -P&8/4’“‘* - (1 - 6)( 1 - e)(A,,/ol)‘m’*). 
I f  cx > 1, 01 > A, the inequalities (4.6) follow from the relation 
SPd - w - Pa> B” - (1 - 6)(1 - @A23 = y  - (1 - S)(l - @A23 = 1. 
The distribution p is concentrated in the ball of radius 
i: = max(oL1, A.&, Aa} 
centered at the origin. 
I f  
E = k-l@ - 1)-l, s = K-3@ - 1)-Z, 
e = R-yk - q-2, y  = i + (1 - e)-yi - 8)-v, 
then 
a! = (k(K - 1)/2) y(1 + (1 + 4/r”)‘/“) 2 A, = y  - 1, 
/la/L < k(K - I)(1 - 8)-l/2 < 01, a > 1. 
The condition (4.13) is satisfied. Hence for this choice of E, S, y, 0 
E=d 
which completes the proof. 
(b) Let Q, r],, q3, 7 E Rk be random vectors described in part (a) of 
the proof. Obviously 
I EW, 712))~ I 511 < Q+2((h+, S3)m-2 5 cj,hc’)h’i’ I P’t5 I I 9,5 I, 
i,j-1 
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where k+ = {I k(l) I,..., 1 k’“) I}, 
1 E((k, rls))m / < IQ-:-” I/ k /jnz-2 i (k(‘)2/6(1 - S))(/J2 - kcE I g& I”). 
i-1 
Hence for ke < 1 
I Et@, 7))” I < (max[a, A2])m-2 E ; kr I Pit I2 k’i’2((h+, 95))“‘-2 , . 
< (max[a, n,])+” ckE((k+, 9’t))m 
+ A:-” IJ k l/m-2 i (pi2 - keE I 9’& I”) ktij2. 
i=l 
Under the assumptions of the lemma the right-hand side of the inequality 
obtained does not exceed 
(3/2) m! b+(k+, h+) f;t-2 11 k (Im-2 
where 
Besides 
A = max{&, n,H, As}. 
b+(h+, k+) = 
Hence 
I E((h, r]))* 1 < m! k . b(k, k)(d)+“, m>3 
where c is defined by (4.7). 
Lemma 4.4 is applied in the same manner as Lemma 4.3 in the proof of 
the corollary of that lemma. This yields estimates similar to those of Theorem 3.1 
if covariance operators of the summands possess a common set of invariant 
subspaces. The latter requirement is fulfilled, e.g., in the case of identically 
distributed summands. A comparison of estimates based on Lemma 4.4 in 
the case when the maximal pi2 equals the largest eigenvalue of S, with the 
results of [6, or 81 shows that they are fairly precise. 
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5. ON EXPONENTIAL BOUNDS FOR RANDOM VECTORS WITH A 
LIMITED NUMBER OF FINITE ABSOLUTE MOMENTS 
Bounds on probabilities of large deviations of sums of independent random 
vectors similar to exponential may also be obtained in the case when the sum- 
mands have a limited number of finite absolute moments. In the one-dimensional 
case such estimates were stated in [ll]; the case of Hilbert space was treated 
in [20]. Similar results can be derived for random vectors in a Banach space 
by the technique used in Section 2. 
The notations of this section are those of Section 2. 
THEOREM 5.1. If independent random vectors tl ,..., 5, E ~49 satisfy conditions 
and 
B,2 = zq + ... + z&2, Pn = B,3(Ml + *-* + WA) 
then for 
x > max{4t9,/B, , 16(,~~B~//$#/~, 211/3e2/3pi13} 
W f1 + .** + 6, I > x&l 
< 6144~~~~~ + exp(-(x2/32)(1 + 2e/3)-l}. 
THEOREM 5.2. If in addition to requirements of Theorem 5.1 
E& =0 
then for 
x 2 m=WP,/& , ~~(P,J%/P~)~~~, 32(W) 441~31 
P@; I 51+ ..-+&I >(x+l)B,) 
.< 9 - 211p,x-3 + exp{-(x2/50)(1 + 2e/3)-l}. 
The proof makes use of the following auxiliary statements. 
LEMMA 5.1. If fl ,..., 15, satisfy the conditions of Theorem 5.1 and with 
probabzlity 1 
l&l GL 
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thenfor h > 0 
E exp{h I & + ..* + &, I} < exp(2h2Bn2 + Wn + (4/3) hR3~,eahL). 
The proof is very much like that of (2.7) with special attention paid to the 
third moments. 
LEMMA 5.2. In the conditions of Lemma 5.1 for x > pnlB, 
< exp _ x2(1 - B&w2 \ I 8(1 + 243) I 
+ exp I- s (1 - --$-) max [2, In [ xL2t1 4iitp)) ]] 1. 
The estimate follows from the inequality 
P{l: > T} < e-hVEehr, 
Lemma 5.1 and inequality 
Dh2 Ah3 hC 
2+6e 
I 
’ exp 
22 
- 2(1 + 2e/3)D 
for z > 0, A < CD proved in [20]. 
Theorem 5.1 follows from Lemma 5.2 as 
where 
lj = 5j 3 I Ej I G Lo 
= 0, I 4j I > L. 
& satisfy conditions of Lemma 5.2 (with j?m < /3,, + pnBn3/L*) since 
E I Ej - 6 I = E I 5j I I(I~~I>L.) < M,/L2. 
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The statement of the theorem follows if L = xB,/16 as P{& # &) < Mj/L3. 
The proof of Theorem 5.2 is quite similar except use the submartingale 
property of exp{h / 6 + ..’ + rS 1) f or suitably truncated and centered Fj . 
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