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Abstract--This paper briefly discusses major contributions of Richard Bellman to the theory of stochastic 
control systems and particularly his best-known work in dynamic programming. 
1. INTRODUCTION 
It is a significant ask to attempt o assess the contributions of an extremely prolific mathe- 
matician, such as the late Professor Richard Bellman, in any area of modem mathematics. 
Herein, we try to underline some of his important contributions in stochastic ontrol systems 
theory and applications, and highlight important features of his work. 
Bellman is best known for his invention and development of dynamic programming. During 
the 1950s he developed the rigorous framework of the mathematical concept of dynamic pro- 
gramming, formulated the detailed procedure and presented numerous problems to which the 
method was applied. His book, Dynamic Programming[l], was published in 1957, and it is 
considered a major document that defines a new field in mathematics and engineering and that 
has been widely used, and continues to be a source of new research ideas[2]. 
Multistage stochastic decision processes have intrigued engineers and scientists for cen- 
turies. Bellman discovered the simple functional relation of dynamic programming that turned 
out to be Markovian in nature, and that transformed a small set of parameters epresenting the 
state of a system into a similar set that resulted in a rigorous procedure of decision making[3]. 
The abovementioned procedure or technique referred to as the "principle of optimality" states 
that "an optimal policy has the property that whatever the initial state and initial decision are, 
the remaining decisions must constitute an optimal policy with regard to the state resulting from 
the first decision"[4]. Stochastic decision processes have only a statistical measure (usually a 
distribution function) as an outcome and can be categorized as follows: (1) Those that have 
statistical measures, (2) those of which partial knowledge of statistical measures exist and (3) 
those of which there is no knowledge of the existence of statistical measures. Expert systems, 
that are being developed nowadays, deal with special forms of stochastic multistage decision 
processes; namely, knowledge-based stochastic decision processes. The decisions regarding the 
abovementioned stochastic systems can also be made by appropriately utilizing Ambarzumian's 
"invariant imbedding"[5] in conjunction with approximation techniques imilar to that of 
Adomian[6]. 
There is much that can be done in the field of nonlinear stochastic ontrol systems by 
utilizing Bellman's work in dynamic programming, in invariant imbedding, and in quasilinear- 
ization. The mathematical legacy he has left behind has opened the doors to various new 
developments in engineering and science. 
2. DYNAMIC PROGRAMMING 
In stochastic ontrol systems, the main objective is to find a control sequence that min- 
imizes the expected value of a performance functional. There are two approaches to accom- 
plishing the minimization. The first approach is Potryagin's minimum principle, which leads 
to a nonlinear two-point boundary value problem that must be solved to obtain an optimal 
control aw. The second method is Bellman's dynamic programming which leads to a functional 
equation that is very amenable to solution by utilizing digital computers. It is known that 
dynamic programming transforms problems in calculus of variations into initial value problems 
(just like Ambarzumian's invariant imbedding method), thus making the generation of the 
solution more direct and more efficient[7]. 
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Consider a stochastic ontrol system given by 
X(t, ~,) = f(X(t, ~,). u(t). t), (1) 
where X(t, ~,) is a stochastic process with given statistics and f is a nonlinear function of X, 
the state vector, u the control vector, and t time (~ is a time-dependent random variable). The 
problem is to determine the control strategy which minimizes the statistical expectation of the 
following performance functional: 
J = E h(X(t/, ~/)) + fg(X(t, ~,), u(t), t) dt . (2) 
The procedure that generates the functional recursive quation of dynamic programming starts 
with the discretization of the system of Eqs. (1) and (2) and then recursively computes the 
optimal control aw for each discrete instant[8]. Thus, if we represent the discrete system by 
X(k + 1, ~,+,) = fa(X(k, ~k), u(k), k), 
J=E  
(3) 
{ ) ha(X(N, ~)) + ~ gd(X(k, ~k), u(k), k) . (4) 
k=0 
Application of dynamic programming tothe above problem yields the recurrence equation given 
by 
JN-k.~(X(N - k, ~-k)) = min E{gd(X(N - k, ~v-k), u(N - k), k) 
u(N - k) 
+ JN-~k-,.N(fa(X(N -- k, ~_~), u(N - k), k))}, k = 1, 2 . . . . .  N, (5) 
with initial value given by 
JN.N(X(N, ~) )  = E[ha(X(N, ~))1. (6) 
The solution of the above recurrence equation is the optimal control aw, or optimal policy, or 
optimal decision: 
U*(X(N - k ) ,N -  k), k = 1,2 . . . . .  N, (7) 
which is obtained by trying all admissible control values at each of the admissible state value. 
One of the principal difficulties in using dynamic programming is the "curse of dimen- 
sionality." For high dimensional systems the number of computer storage locations becomes 
prohibitive. Various computational procedures have been developed that partially alleviate the 
abovementioned difficulty[9]. 
One important feature is that Pontryagin's minimum principle and dynamic programming 
converge to the same functional equation (often referred to as the Hamilton-Jacobi-Bellman 
equation) which must be satisfied by an optimal controller and its trajectory. The abovementioned 
equation will take the following form for stochastic systems: 
[OJ* 
0 = minu,~ E I "~-t (X*(t, ~,), t) + g(X*(t, ~,), u(t), t) 
r-* ]' } 
+ L- ~-  (X*(t, ~,), t) f (X*(t ,  ~,), u(t), t)l l  , 
(8) 
where (*) indicates optimal values, I stands for the information set up to time t, and where the 
appropriate initial conditions must be set. In the above, the partial derivative is used loosely, 
for convenience. 
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Dynamic programming is an ingenious way of looking at all the possible control laws 
(decisions) to determine the optimal one. Furthermore, the algorithm makes a direct comparison 
of the performance index with all control aw candidates. Thus the absolute optimal control aw 
is derived in a global sense[10]. 
3. STOCHASTIC ADAPTIVE CONTROL 
Briefly stated, an adaptive control system is one that will modify its behavior through an 
optimal controller according to the performance of the closed-loop system[l 1]. Moreover, a 
stochastic adaptive control system entails a decision of the optimal control strategy, and iden- 
tification and on-line modification of stochastic parameters in order to enhance performance. 
There are various classifications of stochastic adaptive controllers. The two main categories are 
usually referred to as dual and nondual[12]. If the performance functional depends only on 
previous measurements then the controller is nondual. A dual controller, on the other hand, 
must compromise between an optimal control action and a probing action. In the latter, the 
performance index can be dependent on the future observations. The principle of optimality 
and dynamic programming can be used to generate the recursive functional equation for the 
optimal cost-to-go. It will have a form similar to Eq. (5). However, the conditional expectation 
will appear in case of adaptive systems. In principle, the above procedure solves the optimal 
control problem of the adaptive stochastic ontrol system at hand. The practical difficulties, 
however, are insurmountable most of the time. The fact that the conditional distributions of the 
estimated states and parameters for adaptive control are infinite dimensional nd that the control 
law is generally nonlinear, results in an exponential increase in computations and storage 
requirements. Only very simple stochastic adaptive control systems can be efficiently solved 
in practice[ 13]. 
Suboptimal controllers generated by approximation methods are still the appropriate answer 
to a large number of practical problems. The above controllers yield an approximate solution 
of the functional equation generated by the use of dynamic programming. However, if the 
coupling between the accuracy of the estimates and the disturbance signals are to be preserved 
and, accordingly, the optimal controller computed, then unrealistic restrictions and assumptions 
have to be made concerning system characteristics, information, and states. Moreover, even 
though adaptive control has been used quite successfully in many applications, unexplained 
phenomena have been reported both in theoretical and in practical developments regarding 
methodological procedures for designing adaptive systems. There still remains numerous con- 
fusing aspects of adaptive control theory and many problems remain to be solved before the 
maximum capability of adaptive control systems can be achieved. Certainly the issue of syn- 
thesizing various approaches into a unifying view of adaptive control still remains an unsolved 
problem[ 14]. 
4. STOCHASTIC CONTROL AND UNCERTAINTY MANAGEMENT 
IN LARGE FLEXIBLE STRUCTURES 
Advancement in electronics technology and software implementation has created an un- 
precedented challenge to the industrial and academic worlds. However, very high-performance 
requirements of the control of large space systems has brought forth the need for additional 
techniques in analysis to handle complex stochastic nonlinear (often distributed parameter) 
systems. Adomian[6] has developed such a technique that seems to be very promising. Parameter 
and system identification required for adaptive control of complex systems of the above-men- 
tioned type entails consideration of unmodeled ynamics and persistent disturbances, fault 
tolerance and reconfiguration, failure detection and isolation, diagnostics and on-line monitoring 
of integrated systems. 
The underlying reason for the complexity inherent in the control of large flexible structures 
is the fact that it requires infinitely many degrees of freedom to specify the complete dynamics. 
Hence, while in the case of rigid body motions actuation forces are uncoupled, no such claim 
can be made for flexible structures. 
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Presently, setting the minimum structural elastic mode frequency outside the highest Control 
bandwidth is considered satisfactory for most spacecraft. However, when mission requirements 
dictate very high performance, the control strategy should compensate for responses of elastic 
as well as rigid body modes. This requires that a most precise analytical model which will 
define the interrelationship between actuation forces and spacecraft response forces be incor- 
porated in the control system. The only practical means of generating the above mentioned 
precise analytical model (on the average) under uncertainties and randomness i  through sto- 
chastic characterization f the control system dynamics. 
One approach for creating a control system that will satisfy all performance r quirements 
under variations is incorporating all uncertainties (with all their statistical characteristics) due 
to modeling errors, design variations and random disturbances within the best available analytical 
model and thus developing a controller that will adapt o changes of the above mentioned nature. 
Some of the sources of uncertainties in control system design and operation include sensor or 
component oise, external or internal disturbances, modeling or parameter rors, and component 
or configurational changes. Various methodologies xist to handle some of the abovementioned 
situations. For instance, sensor noise is filtered out through various filtering and estimation 
techniques, disturbances modeled as random processes with rational spectra re treated via linear 
system theory and describing functions, modeling and parametric errors are synthesized through 
high-order models and application of model reduction, stability, singular value, robustness, 
identification and adaptive control techniques. However, many unanswered questions still remain 
in cases of highly nonlinear systems with uncertainty and high-performance requirements[15]. 
One of the principal aims of the stochastic modeling technique, via incorporation of 
uncertainties in the best available deterministic model, is that functional equations, similar to 
those of Bellman, can be generated whereby distributions of various parameters of a control 
system can be related and, thus, the quantity of necessary information reduced. Moreover, the 
stochastic model mentioned above will represent the real system (assuming the statistics are 
correct) on the average. 
5. STOCHASTIC DECISION PROCESSES AND ARTIFICIAL INTELLIGENCE 
One of the most challenging recent developments in control theory is the field of artificial 
intelligence[16]. Intuitively, the abovementioned concept is appealing because of its kinship 
with human capabilities and its connotations of adaptive stochastic control and decision proc- 
esses. Moreover, all the above are closely associated with the advent of computer control. 
However, as is usually the case, translating intuitive concepts into practice is very difficult. 
Phenomena hard to account for have been encountered while attempting to obtain general 
procedures, both theoretical nd practical, for designing and implementing intelligent systems. 
Consequently, numerous problems till remain to be solved before artificial intelligence can be 
considered a viable, practical field. 
A term used extensively in artificial intelligence, "expert system", is nothing but knowl- 
edge-based multistage, multidimensional stochastic decision processes. Decisions most often 
involve learning and adaptation; however, they may be heuristic and follow simple-minded 
rules. Thus sometimes decisions might not be optimizing, in the strict sense of the word, as it 
is in dynamic programming. "Natural language" is another communication media for the 
enhancement of "expert systems" by utilizing computers without having to resort o computer 
languages. This technique allows ordinary syntaxed languages to be "understood" by the 
computer. Thus expert systems utilizing natural languages constitute artificial intelligence. 
Systematic approaches toartificial intelligence have not yet been developed. Methods uch 
as invariant imbedding and various approximation techniques will probably get into the picture 
as it is reported by Bellman and Lee[3]. The concept of "knowledge harvesting" is the key to 
artificial intelligence, since the only way to handle uncertainty is by utilizing information. 
Numerous categories of uncertainty have not yet been explored and evaluated in a systematic 
manner. Once this is attained, the kind of information ecessary for a particular decision process 
can be determined. Furthermore, requirements of accuracy and constraints on the availability 
of sensors for observation will dictate the number of states and amount of time for measurements. 
Practical issues have the final word in most applications. 
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6. CONCLUSION 
The achievements of Richard Bellman in mathematics and modem systems analysis are 
tremendous, and his work is of lasting value. A wide spectrum of diverse subjects from stability 
theory to stochastic systems, from economics to psychotherapy, from medicine to biology, from 
computers to artificial intelligence, from differential equations to the theory of matrices, are 
treated in his extensive list of publications. However, his most significant contribution lies in 
his discovery of the technique of dynamic programming. The latter discipline brought about a 
trend of decision processes in analysis and paved the road to a separate branch of modem control 
theory. The underlying framework of dynamic programming rests upon its capability to accom- 
modate uncertainties of various types and thus be applicable to stochastic decision processes 
and control theory. 
The compatibility of dynamic programming with the modem computer is what renders it 
capable and utilizable in most decision processes. For, "the mathematical dvantage of this 
formulation lies first of all in the fact that it reduces the dimension of the process to its proper 
level, namely the dimension of the decision which confronts one at any particular usage. This 
makes the problem analytically more tractable and computationally vastly simpler. Secondly, 
as we shall see, it furnishes us with a type of approximation which has a unique mathematical 
property, that of monotonicity of convergence, and is well suited to applications, namely, 
'approximations in policy space' "[I]. 
Two very desirable features of dynamic programming are (a) constraints simplify (rather 
than complicate as in the variational approach) the solution of problems by reducing the range 
of values to be evaluated, (b) the computational lgorithm automatically generates the optimal 
control law or decision. Moreover, due to the fact that all optimal decision candidates are 
compared and evaluated according to a performance criterion, an overall (global) optimal 
decision or control law is derived. Any procedure that can remedy the big disadvantage of
dynamic programming, namely "the curse of dimensionality" will definitely extend the utility 
and power of the technique and thus open new horizons in science and engineering. 
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