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Abstract
We study the exponential Hilbert series (both coarsely- and finely-
graded) of the Stanley-Reisner ring of an abstract simplicial complex, ∆,
and we introduce the e-vector of ∆, which relates to the coefficients of
the exponential Hilbert series. We explore the relationship of the e-vector
with the classical f -vector and h-vector of ∆ while simultaneously investi-
gating the geometric information that the e-vector encodes about ∆. We
then prove a simple combinatorial identity for the e-vector in the case
where ∆ is an Eulerian manifold.
Keywords: simplicial complex; Hilbert series; Stanley-Reisner ring; Eule-
rian manifold
1 Introduction
We begin by reviewing some preliminary information on simplicial complexes.
In each of the following subsections, we present relevant results on the objects
of study in the sequel: the Stanley-Reisner ring, Hilbert series, and the Dehn-
Sommerville equations. The goal of this paper is to introduce a new combinato-
rial invariant of an abstract simplicial complex, which we call the e-vector of the
complex, and explore its properties. In §1.1, we review more general properties
of simplicial complexes; we focus on the combinatorial objects needed for §2,
§3, and §4 in §1.2.
1.1 Simplicial complexes and the Stanley-Reisner Ring
Let ∆ be an abstract simplicial complex. Recall (see, for example, [7]) that the
Stanley-Reisner ideal of ∆, denoted I∆ is defined to be the ideal generated by
the monomials corresponding to the non-faces of ∆. Then the Stanley-Reisner
ring is defined to be the quotient ring S/I∆, where S = k[x1, . . . , xn] and
{1, 2, . . . , n} is the vertex set of ∆. Throughout the paper, S will always denote
this polynomial ring.
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The algebraic and combinatorial properties of the Stanley-Reisner ring of a
simplicial complex have been studied extensively (see [7], [10] for broad treat-
ments). We will mostly be concerned with studying the Hilbert series of S/I∆,
or more specifically, an exponential analogue of the Hilbert series. Recall that,
for any Nn-graded S-module, M , we define the Hilbert series of M to be the
formal power series
HS(M ;x1, . . . , xn) =
∑
a∈Nn
dimk(Ma)x
a,
where, if a = (a1, . . . , an), we define x
a = xa11 x
a2
2 . . . x
an
n . Note that the formal
power series HS(M ;x1, . . . , xn) is often called the fine or finely-graded Hilbert
series of M . Setting each xi = t, we get a formal power series in one variable,
HS(M ; t), which is often called the coarse or coarsely-graded Hilbert series of
M . If we do not specify which series we are dealing with, it can be assumed
that we are discussing the finely-graded Hilbert series.
As any ideal generated by monomials will automatically be graded, the
Stanley-Reisner ring inherits an Nn-gradation from S. The Hilbert series of
the Stanley-Reisner ring has been extensively studied. We will be concerned
with an analogue of HS(M ;x1, . . . , xn) that has been studied considerably less
thoroughly. As in [5], define the exponential Hilbert series ofM to be the formal
power series
E(M ;x1, . . . , xn) =
∑
a∈Nn
dimk(Ma)
xa
a!
,
where a! := (a1)!(a2)! . . . (an)!. In similar fashion to HS(M ;x1, . . . , xn), we
consider the exponential series in fine and coarse flavors. If we wish to equate
the variables to obtain the coarse exponential series, we denote this by E(M ; t).
§2 is especially concerned with the study of both E(M ;x1, . . . , xn) and E(M ; t)
in the case M = S/I∆.
1.2 The f-vector and the h-vector
An abstract simplicial complex has two classical combinatorial invariants: the
f -vector and the h-vector. The f -vector, also called the face vector of ∆ is
usually written as (f−1, f0, . . . , fd−1), where fi give the number of i-faces of ∆.
It is incredibly common to count the empty set as the lone −1-face, and so for
all complexes (save the void complex, which is the unique complex which has no
faces), we have f−1 = 1. Then f0 counts the number of vertices of ∆, f1 counts
the number of edges of ∆, and so on.
Relating to the f -vector is the h-vector, which arises when computing the
course Hibert series of S/I∆. As can be found in [7] or [10], the coarse Hilbert
series of S/I∆ has the form
HS(S/I∆; t) =
K(t)
(1− t)d
,
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where K(t) is a polynomial (of degree d) with integer coefficients. If we write
the polynomial as
K(t) = h0 + h1t+ h2t
2 + · · ·+ hdt
d,
then the vector (h0, h1, . . . , hd) consisting of the coefficients of K(t) is called the
h-vector of ∆.
The relationship between the f -vector and the h-vector was a topic of exten-
sive study in the 1960s, 70s, and 80s, arguably culminating in the proofs of the
Upper Bound Conjecture in [8] of Stanley, and the g-Theorem in [9] of Stanley,
and [2] and [3] of Billera and Lee. The results of these papers and other useful
results pertaining to the f -vector and the h-vector are collected in Chapter II
of [10]. We present below those most necessary for our treatment of Eulerian
complexes in §4.
A part of the g-Theorem guarantees that the components of the h-vector
satisfy hk = hd−k whenever ∆ is the boundary of a polytope (or more generally,
an Eulerian sphere). These equations are referred to as the Dehn-Sommerville
equations. In [10], it is shown that these equations relate to the intersection
cohomology of a certain toric variety associated to the polytope. Thus, the
h-vector records more data about ∆ than just the formulation of the Hilbert
series.
One further fact about the h-vector is that it determines the f -vector and
vice versa. We exploit this relationship in §2.2 and §4.1. The exact relationship
between the two is first presented in equation (2.6).
2 Exponential Hilbert series and the e-vector
In this section, we begin with a broader discussion of the exponential Hilbert
series of certain S-modules. First, note that if M = S, we have
E(S;x1, . . . , xn) = e
x1ex2 . . . exn = ex.
The S-modules we will chiefly be concerned with are those generated by a set of
fixed monomials. We begin with the simple case of the free S-module generated
by xa. Following the notation in [7], denote such a module by S(−a). In analogy
to the ordinary Hilbert series, we have the following result.
Proposition 1. The exponential Hilbert series of S(−a) has the form
E(S(−a);x1, . . . , xn) =
n∏
i=1
(
exi −
ai−1∑
k=0
xk
k!
)
.
Proof. First, note that S(−a) = S · xa, and we then have
E(S(−a);x1, . . . , xn) =
∑
b∈Nn
xa+b
(a+ b)!
= xa
∑
b∈Nn
xb
(a+ b)!
.
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In order to compute the series on the right, we first compute the univariate
version of the series. If there is only one variable, then we have∑
k∈N
xk
(k + d)!
=
ex −
∑d−1
j=0
xj
j!
xd
.
With that in mind, our original series becomes
E(S(−a);x1, . . . , xn) = x
a
n∏
i=1
ex −
∑ai−1
j=0
x
j
i
j!
xaii
,
and distributing the xa yields the result.
The remainder of this section is devoted to expanding this result to the
Stanley-Reisner ring, S/I∆, of a simplicial complex, ∆. While the argument
in this case is similar to the above, the structure of I∆ greatly simplifies the
formula of the exponential Hilbert series, as the monomials are square-free.
2.1 The multivariate case
As in §1, let ∆ be an abstract simplicial complex with Stanley-Reisner ideal I∆.
In this subsection, we compute the fine exponential Hilbert series of S/I∆. The
next subsection is devoted to the study of the coarse exponential Hilbert series.
The main result of this subsection is below.
Theorem 1. Let ∆ be an abstract simplicial complex with Stanley-Reisner ideal
I∆. Then
E(S/I∆;x1, . . . , xn) =
∑
σ∈∆
∏
i∈σ
(exi − 1).
Proof. The proof is adapted from that of the ordinary Hilbert series found in
[7]. First, note that xa lies outside of I∆ if and only if x
supp(a) lies outside of I∆,
where supp(a) = {i | ai 6= 0} is called the support of a. Then, by the definition
of the Stanley-Reisner ideal, the monomials that do not vanish in S/I∆ are
precisely those whose support is in ∆. The result follows from the computation
in Proposition 1 and the fact that the monomials xsupp(a) are square-free.
This theorem begins to exhibit one of the chief differences between the or-
dinary Hilbert series and its exponential counterpart. In the ordinary case (see
[7]), the Hilbert series of a Stanley-Reisner ring can be written as
K(x1, . . . , xn)
(1− x1)(1− x2) . . . (1− xn)
,
where K(x1, . . . , xn) is a polynomial with integer coefficients (often called the
K-polynomial of S/I∆). However, the exponential series relates to a different
polynomial. Namely, the exponential Hilbert series of S/I∆ is polynomial in
the exi. We may also note, as seen in Proposition 1, that the exponential
4
Hilbert series of S(−a) is polynomial in the xi and the e
xi . In either case, the
exponential Hilbert series seems to converge to a polynomial outright, rather
than in relation to a rational function. In the next subsection, we will find that
this polynomial has nice structure and relates closely with the f -vector and
h-vector of a simplicial complex.
2.2 Coarsely-graded exponential Hilbert series
In this subsection, we focus on the coarsely-graded exponential Hilbert series
obtained by setting xi = t for all i. We then have
E(S/I∆; t) =
∑
σ∈∆
(et − 1)|σ| =
∑
σ∈∆
(et − 1)dim(σ)+1. (2.1)
Note again that this is polynomial in the et. The constant term of this polyno-
mial will be
1−#(0-faces) + #(1-faces)−#(2-faces) + · · · = −χ(∆), (2.2)
where χ(∆) is the Euler characteristic of ∆. Note: for simplicity in notation,
we are counting the empty face in the calculation of χ(∆). Then (2.2) follows
from the fact that the number of terms with power |σ| is equal to the number
of faces of ∆ with dimension equal to that of σ. The sum alternates because
of the powers of −1 in the expansion. As before, we set fi = #(i-faces) of ∆.
Recall that f−1 = 1, as we are counting the empty face. Using this notation,
we can rewrite (2.1) as follows:
E(S/I∆; t) =
d∑
i=0
fi−1(e
t − 1)i, (2.3)
where d = dim(∆) + 1.
Upon expansion, we get a polynomial of degree d := dim(∆) + 1 in y := et:
E(S/I∆; t) = e0 + e1y + e2y
2 + · · ·+ edy
d. (2.4)
We call the vector (e0, . . . , ed) consisting of the coefficients of the polynomial
in (2.4) the e-vector of ∆. We have already shown that e0 = −χ(∆). We next
explore the remaining coefficients. Expanding E(S/I∆; t) yields
d∑
i=0
fi−1(e
x − 1)i =
d∑
i=0
fi−1
i∑
j=0
(−1)i−j
(
i
j
)
yj .
We wish to isolate the coefficient of yk for some fixed k ∈ {0, . . . , d}. The only
values of i which contribute a term to this coefficient are those where i ≥ k.
Therefore, the coefficient of yk = ekx is
ek =
d∑
i=k
(−1)i−kfi−1
(
i
k
)
. (2.5)
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Note that there is an analogous formula for the components of the h-vector of
∆ (see [10]), given below:
hk =
k∑
i=0
(−1)k−ifi−1
(
d− i
k − i
)
. (2.6)
3 The e-vector, the f-vector, and the h-vector
We now explore the relationships between the three vectors. We begin with
the relationship between the e-vector and f -vector. By (2.5), we can write the
components of the e-vector in terms of the f -vector. Therefore, the f -vector
determines the e-vector. A similar relationship exists in reverse.
Theorem 2. The f -vector is determined by the e-vector.
Proof. This basically follows from the linear relationship
ek =
d∑
i=k
(−1)i−kfi−1
(
i
k
)
, (3.1)
but we include the details, as we will use them later in this section. Equation
(3.1) is a system of d + 1 linear equations in d + 1 unknowns. In matrix form,
we have
[
f−1 f0 . . . fd−1
]

1 0 ... 0
a10 1 ... 0
...
...
...
...
ad0 ad1 ... 1
 = [e0 e1 . . . ed] (3.2)
where, if i ≥ j,
aij = (−1)
i−j
(
i
j
)
.
Since this system is invertible and lower-triangular, it can be solved via back-
substitution, and the e-vector determines the f -vector.
Note that (3.2) allows us to compute a formula for the f -components in terms
of the e-components. As we will use this computation later in this section, we
again provide the details.
Let A be the transformation matrix in (3.2). Then A has the form
1 0 0 . . . 0
−
(
1
0
)
1 0 . . . 0(
2
0
)
−
(
2
1
)
1 . . . 0
...
...
...
...
...
(−1)d
(
d
0
)
(−1)d−1
(
d
1
)
(−1)d−2
(
d
2
)
. . . 1
 (3.3)
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The rows of A consist of the entries of the corresponding rows of Pascal’s Tri-
angle, alternating in sign. Matrices of this form are known as Pascal matrices
(or, more accurately, A is the inverse of a Pascal matrix). It is well-known that
the inverse of A is then given by |A|. Knowing the e-vector then allows us to
compute the f -vector via the lower-triangular system
[
f−1 f0 . . . fd−1
]
=
[
e0 e1 . . . ed
]

1 0 0 . . . 0
1 1 0 . . . 0
1 2 1 . . . 0
...
...
...
...
...(
d
0
) (
d
1
) (
d
2
)
. . . 1
 (3.4)
We sum this up with the following formula for the f -vector in terms of the
e-vector:
fi−1 =
d∑
j=i
(
j
i
)
ej . (3.5)
This relationship is exhibited in the following example.
Example: Let
∆ = {{1}, {2}, {3}, {4}, {1, 2}, {1, 3}, {2, 3}, {2, 4}, {3, 4}, {1, 2, 3}}.
Then the f -vector is given by (1, 4, 5, 1). Using (3.1), we can easily compute the
e-vector: (1,−3, 2, 1). If we start with the e-vector, then we can again easily
compute the f -vector, this time using (3.5).
Note that, as the h-vector determines the f -vector and vice versa, we have a
similar relationship between the h-vector and the e-vector. Note that (2.6) can
be used to write a lower-triangular system describing the relationship between
the h-vector and the f -vector.
1 0 0 . . . 0
b10 1 0 . . . 0
b20 b21 1 . . . 0
...
...
...
...
...
bd0 bd1 bd2 . . . 1


f−1
f0
...
fd−1
 =

h0
h1
...
hd
 (3.6)
where, for i ≥ j
bij = (−1)
i−j
(
d− j
i− j
)
,
and we denote the transformation matrix in (4.1) as B. Similarly to A, the
inverse of B is |B|. Then fTA = e and Bf = h, where we denote the e-vector,
f -vector, and h-vector by e, f , and h, respectively. Equivalently, fTBT = hT .
Then fT = hT (BT )−1, and we have
hT (BT )−1A = eT = hT |B|TA. (3.7)
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Let D = |B|TA. Then dij = 0 if i + j < d and
dij = (−1)
j
(
i + j − d
d− j
)
, (3.8)
otherwise. This matrix is easier to use if we reverse the order of the columns
to write it in lower-triangular form. Denote this lower-triangular matrix as D̂.
Thus, the nonzero entries of D̂, have the form
d̂ij = (−1)
d−j
(
i
j
)
. (3.9)
Multiplying D̂ on the right by the reverse h-vector, (hd, . . . , h1, h0), yields
ed−k =
d∑
j=k
(−1)d−k
(
j
k
)
hj . (3.10)
Therefore, we have
ek =
d∑
j=d−k
(−1)k
(
j
d− k
)
hj. (3.11)
Reindexing (4.6) by setting l = j − d − k gives the following formula for the
e-vector in terms of the h-vector:
ek =
k∑
l=0
(−1)k
(
d− k + l
d− k
)
hd−k+l. (3.12)
4 The e-vector and Property E
We begin this section with a motivating example.
Example: Let ∆ be the boundary of the tetrahedron. This complex has f -
vector (1, 4, 6, 4), e-vector (−1, 4,−6, 4) and h-vector (1, 1, 1, 1). We note a few
things from this calculation. The first is that the e-vector does not satisfy the
Dehn-Sommerville equations, even when ∆ is the boundary of a simplicial poly-
tope. We also note that, in this example, the e-vector is an alternating version
of the f -vector. This is no accident, as we will see in this section.
Fixing a (d−1)-dimensional simplicial complex ∆, we denote the e-components,
f -components, and h-components of ∆ as ei(∆), fi−1(∆), and hi(∆), respec-
tively. We then define the following three polynomials. The f -polynomial is
defined to be
f∆(t) =
d∑
i=0
fi−1(∆)t
i,
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the e-polynomial is defined to be
e∆(t) =
d∑
i=0
ei(∆)t
i,
and finally the h-polynomial is defined to be
h∆(t) =
d∑
i=0
hi(∆)t
i.
If the simplicial complex ∆ is understood, then we sometimes omit the sub-
script. The relationship between the f -polynomial and h-polynomial is classi-
cally given by
h∆(t) = (1− t)
df∆
(
t
1− t
)
.
From equations (2.3) and (2.4), it follows that e∆(t) = f∆(t− 1), and hence
h∆(t) = (1− t)
de∆
(
1
1− t
)
.
Note that e∆(0) = e0 = −χ(∆) and e∆(1) = f∆(0) = f−1 = 1. This implies
that
d∑
i=1
ei = 1 + χ(∆) =
d−1∑
i=0
(−1)ifi = χ˜(∆),
where χ˜(∆) is the ordinary topological Euler characteristic of ∆ (ignoring the
empty face). Combining this observation with the above example motivates the
following definition.
Definition. We say that a (d− 1)-dimensional simplicial complex ∆ has Prop-
erty E if for every 0 ≤ k ≤ d we have that ek = (−1)
d−kfk−1. If these equalities
are just required to hold for 1 ≤ k ≤ d, then we say that ∆ has weak Property
E.
Remark. Note that, in terms of the e-polynomial, Property E just says that
e∆(t) = (−1)
df∆(−t), while weak Property E is equivalent to the equation
e∆(t) + (−1)
d+1f∆(−t) = e0 + (−1)
d+1. Also note that Property E implies
that e0 = −χ(∆) = (−1)
d, which in turn implies that ∆ has the topological Eu-
ler characteristic of a (d− 1)-sphere. Hence Property E is very restrictive. We
introduce the notion of weak Property E to allow for more simplicial complexes.
We begin by proving results which will allow us to furnish many examples
of simplicial complexes satisfying Property E or weak Property E. The first
proposition gives a local check to see if a simplicial complex has weak Property
E. Recall that the link of a vertex v in ∆ is defined to be the following (d− 2)-
dimensional subcomplex of ∆:
Lk v := {σ ∈ ∆ | σ ∪ {v} ∈ ∆ and v /∈ σ}.
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Proposition 2. Suppose that for every v ∈ vert(∆) we have that Lk v has
Property E. Then
e∆(t) + (−1)
d+1f∆(−t) = e0 + (−1)
d+1.
In particular, ∆ has weak Property E.
Proof. Since every j-dimensional simplex of ∆ has j+1 vertices, it follows that
(j + 1)fj(∆) =
∑
v∈vert(∆)
fj−1(Lk v).
Rewriting this in terms of the f -polynomial, we have that
d
dt
f∆(t) =
∑
v∈vert(∆)
fLk v(t).
As e∆(t) = f∆(t−1), it follows that the e-polynomial has the same property:
d
dt
e∆(t) =
d
dt
f∆(t− 1) =
∑
v∈vert(∆)
fLk v(t− 1) =
∑
v∈vert(∆)
eLk v(t).
Now, suppose that for every v ∈ vert(∆) we have that Lk v has Property E.
In other words,
eLk v(t) = (−1)
d−1fLk v(−t).
Hence
d
dt
e∆(t) =
∑
v∈vert(∆)
eLk v(t) =
∑
v∈vert(∆)
(−1)d−1fLk v(−t) = (−1)
d d
dt
f∆(−t).
This implies that e∆(t) = (−1)
df∆(−t) + C. Plugging in t = 0 to solve for
the constant, we obtain C = (−1)d+1f−1+ e0 = (−1)
d+1−χ(∆), and the result
follows.
We now prove the main theorem of this section, which says that (weak)
Property E on the e-vector is equivalent to the (general) Dehn-Sommerville
condition on the h-vector. This means that, in certain situations, the e-vector
has more in common with the h-vector than originally anticipated. Recall that if
the h-vector satisfies the classical Dehn-Sommerville equations, then hk = hd−k
(so, in particular, h is symmetric). The h-vector satisfies the general Dehn-
Sommerville equations if
hk − hd−k = (−1)
k
(
d
k
)(
χ˜(Sd−1)− χ˜(∆)
)
, (4.1)
where χ˜(Sd−1) = 1+(−1)d−1 is just the Euler characteristic of the (d−1)-sphere.
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Remark. The general Dehn-Sommerville equations are sometimes referred to
as Klee’s Dehn-Sommerville equations, as they were originally considered by V.
Klee in [6].
Theorem 3. A (d − 1)-simplicial complex ∆ has weak Property E if and only
if for every 0 ≤ k ≤ d we have that
hk − hd−k = (−1)
k
(
d
k
)(
χ˜(Sd−1)− χ˜(∆)
)
.
In particular, ∆ has Property E if and only if for every 0 ≤ k ≤ d we have
that hk = hd−k.
Proof. We restate the conditions of the theorem in terms of polynomials. Recall
that a simplicial complex has weak Property E if and only if
e∆(t) + (−1)
d+1f∆(−t) = e∆(t) + (−1)
d+1e(1− t) = e0 + (−1)
d+1.
In terms of the h-polynomial, the generalized Dehn-Sommerville condition
on the h-vector in the theorem is equivalent to
h(t)− tdh
(
1
t
)
= C ·K(t),
where C = 1− χ˜(∆) + (−1)d+1 = e0 + (−1)
d+1 and
K(t) =
d∑
k=0
(−1)k
(
d
k
)
tk.
In terms of the e-polynomial, the h-polynomial equation can be rewritten as
(1 − t)de
(
1
1− t
)
− (t− 1)de
(
t
t− 1
)
= C ·K(t).
Factoring (1 − t)d from the left of the equation and moving it to the right-
hand side, the above equation becomes:
e
(
1
1− t
)
+ (−1)d+1e
(
t
t− 1
)
= C ·
K(t)
(1− t)d
.
Making the substitution t = 1− 1
u
, we obtain
e(u) + (−1)d+1e(1− u) = C · udK
(
u− 1
u
)
.
We have that udK
(
u−1
u
)
= 1, as
udK
(
u− 1
u
)
=
d∑
k=0
(−1)k
(
d
k
)(
u− 1
u
)k
ud =
d∑
k=0
(
d
k
)
(1 − u)kud−k = 1.
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Note that the right-most equality is an application of the Binomial Theorem.
Thus our equation of interest finally becomes
e(u) + (−1)d+1e(1− u) = C = e0 + (−1)
d+1.
This computation shows that the general Dehn-Sommerville condition on
the h-vector is equivalent to weak Property E, and completes the proof of the
first part of the theorem.
The second part of the theorem now follows from the first. Note that if ∆
has Property E, then it has weak Property E. Furthermore, Property E implies
that χ˜(∆) = χ˜(Sd−1) (see the previous remark), and hence for every 0 ≤ k ≤ d
we have that hk = hd−k. If we assume that for every 0 ≤ k ≤ d we have that
hk = hd−k, then χ˜(∆) = χ˜(S
d−1) and ∆ has weak Property E, and thus ∆ has
Property E.
Theorem 3 can be summed up as saying that, in the case where ∆ satisfies
the general Dehn-Sommerville equations, the exponential Hilbert series of ∆
encodes precisely the same information as the f -vector of ∆.
We will now exploit Theorem 3 to furnish many examples of simplicial com-
plexes satisfying Property E. First, we recall a few definitions. A simplicial
complex is pure if every maximal face has the same dimension. A pure (d− 1)-
simplicial complex ∆ is Eulerian if for every simplex (except the empty simplex)
σ ∈ ∆ we have that χ˜(Lk σ) = 1+ (−1)d+dimσ (as before, Lkσ denotes the link
of σ in ∆). Note that this definition just requires that the link of every face
(except the empty face) of ∆ has the same Euler characteristic as a sphere of ap-
propriate dimension. If an Eulerian ∆ additionally satisfies χ˜(∆) = 1+(−1)d−1,
then ∆ is an Eulerian sphere.
Corollary 1. If ∆ is Eulerian then ∆ has weak Property E. If ∆ is further
assumed to have odd dimension or is a Eulerian sphere, then ∆ has Property E.
Proof. It was shown in [6] that if ∆ is Eulerian, then the h-vector satisfies the
general Dehn-Sommerville equations. Hence ∆ has weak Property E by the first
part of Theorem 3. If ∆ is an Eulerian sphere, then χ˜(∆) = χ˜(Sd−1), and hence
∆ has Property E by the second part of Theorem 3. If ∆ has odd dimension,
then [4, Lemma 17.3.3] implies that χ˜(∆) = 0. So an odd-dimensional Eulerian
∆ is an Eulerian sphere, and hence has Property E.
Remark. One does not need the full general Dehn-Sommerville to deduce that
an Eulerian ∆ has weak Property E. Instead, one can apply Proposition 2 as
follows. It is a standard fact that a complex ∆ is Eulerian if and only if the
link of every vertex is an Eulerian sphere. Hence the second part of Theorem 3
implies that the link of every vertex has Property E, and therefore by Theorem
3, ∆ has weak Property E.
Remark. If ∆ is Eulerian, then by [1, Theorem 1], χ˜(∆) = f∆
(
− 12
)
= e∆
(
1
2
)
.
If ∆ is odd-dimensional, then as in the proof of Corollary 1, we have that χ˜(∆) =
0. It follows that t = 12 is a root of e∆(t), and hence t = − ln 2 is a root of the
exponential Hilbert series.
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Corollary 1 provides a plethora of examples of complexes satisfying Property
E. For example, it follows that if ∆ is a simplicial polytope or is a triangulation
of your favorite odd-dimensional manifold, then ∆ has Property E. The follow-
ing example completely characterizes 1-dimensional complexes with Property
E, and shows that the converse of each of the parts of the above corollary is
false.
Example: Suppose that ∆ is 1-dimensional and connected. Then e0 = −χ(∆) =
1 − f0 + f1, e1 = f0 − 2f1 and e2 = f1. If ∆ has weak Property E, then it fol-
lows that e1 = −f0, and therefore f0 = f1. This means that χ(∆) = −1, and
hence χ˜(∆) = 0. So for 1-dimensional ∆, Property E and weak Property E are
equivalent.
If χ˜(∆) = 0, then it is homotopic to a cycle. Any such ∆ looks like a cycle
with trees attached to its vertices, which clearly satisfies f0 = f1. It follows that
a connected 1-dimensional ∆ satisfies Property E if and only if it is a cycle with
trees emanating from its vertices.
Consider such a ∆ which is an empty triangle with an extra edge attached
to one of its vertices. This ∆ has Property E, but is not Eulerian, as the links
of the vertices of the extra edge do not have the correct Euler characteristic.
The following proposition allows one to produce many more examples of com-
plexes with Property E.
Proposition 3. Suppose that ∆ = ∆1 ∗∆2 is the join of two simplicial com-
plexes ∆1 and ∆2 satisfying Property E. Then ∆ has Property E.
Proof. We have that f∆(t) = f∆1(t)f∆2(t). As e∆(t) = f∆(t − 1), it follows
that e∆(t) = e∆1(t)e∆2(t). Suppose that ∆1 is l-dimensional and ∆2 is m-
dimensional (so that ∆ is l+m+1-dimensional). As both ∆1 and ∆2 have Prop-
erty E, we have that e∆1(t) = (−1)
l+1f∆1(−t) and e∆2(t) = (−1)
l+1f∆2(−t).
It follows that e∆(t) = (−1)
l+m+2f∆1(−t)f∆2(−t) = (−1)
l+m+2f∆(−t), and
therefore ∆ has Property E.
By taking iterated suspensions of the complexes in the previous example,
the above proposition allows one to produce non-Eulerian complexes satisfying
Property E in every dimension. Hence (via Theorem 3) there are many non-
Eulerian complexes satisfying the classical Dehn-Sommerville relations. In gen-
eral, a characterization of simplicial complexes with (weak) Property E would be
interesting. But, Theorem 3 says that characterizing simplicial complexes with
Property E is equivalent to characterizing simplicial complexes with symmetric
h-vectors, which is known to be a difficult problem.
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