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Abstract
We construct a bi-linear form on the periods of Calabi-Yau spaces. These are used
to obtain the prepotentials around conifold singularities in type-II strings compactified on
Calabi-Yau space. The explicit construction of the bi-linear forms is achieved for the one-
moduli models as well as two moduli models with K3-fibrations where the enhanced gauge
symmetry is known to be observed at conifold locus. We also show how these bi-linear forms
are related with the existence of flat coordinates. We list the resulting prepotentials in two
moduli models around the conifold locus, which contains α′ corrections of 4-D N=2 SUSY
SU(2) Yang-Mills theory as the stringy effect.
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1 Introduction
In recent years there have been much progress about non-perturbative aspect in superstring
theories. One of the non-trivial aspects of the superstring compactification is that the
type-II stings with Calabi-Yau compactifications are connected by conifold transitions[1, 2].
Physically these are interpreted as the transitions through black hole condensation[3, 4, 5, 6].
Later, it was shown that some of these transition can be understand as ordinary higgs
transition. These are discovered as a consequence of heterotic-type-II duality[7] where K3
fibered Calabi-Yau manifolds are shown to be a potential candidate for the dual of heterotic
string compactification on K3 × T 2[8, 9, 10]. There has been many non-trivial check of
this duality at one-loop order in refs.[11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. The non-
perturbative check has been given by showing the relation to Seiberg-Witten theory[21, 22,
23, 24]. Afterward, the generic strategy to read off the gauge groups from toric diagrams
has been discussed[25].
As a practical analysis of the prepotential of the models, several methods has been studied
in large moduli limit where we can argue them from mirror conjecture originated in ref.[26].
Convincing the mirror hypothesis with a consideration of monodromies, a systematic analysis
has been established[27, 28, 29, 30]. On the other hand as for the prepotentials around
conifold locus, there seems to be no systematic approach for the evaluation. However, in the
case of enhanced gauge symmetry, an analysis has been given in ref.[21] where they solve the
solutions of Picard-Fuchs equation around the points of enhanced gauge symmetries and the
basis are chosen in such a way that the basis recovers the one in Seiberg-Witten basis in the
limit α′ → 0. In other words, the duality conjecture can be employed for the determination of
prepotentials around the conifold locus, just like mirror conjecture have been in large moduli
limit. As for the solutions of Picard-Fuchs equation, it is known that these are solved in the
form of hypergeometric functions[31, 32, 29, 30] in the large moduli region. However, these
preferable characterization seems to be lost around conifold locus although it may persists
in some special cases[33, 34]. Off course, it is not an essential problem of the system whether
solutions can be solved in compact expression. The main problem of the approach is how
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to determine periods from the solutions of Picard-Fuchs equation. The usual approach for
this is the consideration of monodoromy[26, 27, 28]. However, the analysis for the generic
situations, we may need the consideration of monodromies or the analytic continuation from
the large moduli limit, which is expected to be more difficult when we have many moduli
parameters. Therefore, it is favorable to have a new tool to determine periods at various
region of moduli parameters.
In this article, we will construct bi-linear symplectic form on the solution space of Picard-
Fuchs equations. Namely, we are going to consider a symplectic map from the solutions of
the equations to c-numbers. Because it is manifestly invariant under monodromy transfor-
mations, we can determine the candidates of the periods up to the overall normalization
which may also be determined by a simple consideration of monodromy. These bi-linear
form will turn out to be related to the existence of flat coordinates, which will be explicitly
demonstrated for one and two moduli models. In two moduli models which are shown to have
enhanced gauge symmetries, we will show that the choice of periods determined by duality
are consistent with the analysis of bi-linear form of the models which implies the integrability
of the prepotentials. We will also list the explicit form of the prepotential around the point
of the enhanced gauge symmetries from which we may argue how the stringy correcti! ons
enter for SU(2) Seiberg-Witten theories[35].
This article will be organized as follows.
In section 2, we will show how to obtain symplectic form on the solution space of Picard-
Fuchs equation by using the example of 1−moduli models and the 2−moduli models of K3
fibered Calabi-Yau three-fold. In section 3, we will demonstrate that the existence of flat
coordinates are related directly to the symplectic form in one and two moduli models. In
section 4, we will consistently specify the dual pair of fields around the conifold point in one
and two moduli models by using bi-linear form. We will also list the prepotential around
the point of enhanced gauge symmetries in two moduli models. Last section is devoted to
the conclusion and some discussion.
2
2 Intersection form on the solution space of the Picard-
Fuchs equations
In this section, we investigate how to determine the symplectic form of the solution space
of the Picard-Fuchs equations associated to type II string theory. The construction of the
symplectic basis defined in Gauss-Manin system is apparent for integrability and invariance
of monodromy transformation. Thus we discuss first in this system though this system is
equivalent to the Picard-Fuchs system.
Consider mirror manifold M¯ of Calabi-Yau 3-fold M . Canonical homology basis of
H3(M¯, Z) is {Aa, Ba} (a = 0, 1, · · · , h2,1) and dual cohomology basis {αa, βa} of H3(M¯, Z)
are given by
∫
Aa
αb = δ
a
b ,
∫
Ba
βb = δba. (a, b = 0, 1, · · · , h2,1) (2.1)
The period integral fi(µa) is defined by
fi(µa) =
∫
γi
Ω(µa), (2.2)
where Ω is a holomorphic 3-form, γi is a homology cycle in H3(M¯, Z) and µa (a = 1, · · · , h2,1)
are moduli parameters of complex structure deformation.
Now consider Gauss-Manin system[36];
∂
∂µa
Πi =MaΠi, (i = 1, · · · , 2h2,1 + 2) (2.3)
where Πi =
t(fi, ∂µafi, · · ·) is (2h2,1+2)-dimensional vector andMa is a (2h2,1+2)×(2h2,1+2)
matrix. This system reduces to the Picard-Fuchs system satisfied by fi. Associated to Gauss-
Manin system, we define the symplectic form Cij, as
< fi, fj >= Π
T
i AΠj = Cij , A
T = −A, (2.4)
where second condition insures anti-symmetric form Cij = −Cji. On requiring Cij to be
independent from moduli parameter, we have to solve the equation ∂
∂µa
< fi, fj >= 0, i.e.,
∂
∂µa
A+MTa A+ AMa = 0. (2.5)
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Once we find A, we get the intersection form Cij which defines moduli-independent norm on
solution space. Under these conditions, it is easy to check the integrability of this system
by using (2.1) and (2.3). Furthermore this form is manifestly invariant under monodromy
transformation. Therefore the intersection form have the information enough to construct
the period vector canonically. Namely, if we label fi as f
A
a , f
B
a obeying following combinations
< fAa , f
A
b >=< f
B
a , f
B
b >= 0, < f
A
a , f
B
b >= δa,b, (2.6)
and set fAa to be a solution for A
a cycle, then fBa corresponds to a solution along Ba cycle
naturally. For the canonical period vector {za,Fa}, we identify fAa = za, fBb = F b from this
property up to normalization which undertaken by Sp(2h2,1 + 2, R) transformation, where
{za,Fa} are defined by
za =
∫
Aa
Ω, Fa =
∫
Ba
Ω. (2.7)
< za,F b > = δba, < za, zb >=< Fa,F b >= 0, (2.8)
In this article, we intend to calculate prepotential of type II string theory by fixing period
vectors from the Picard-Fuchs equation directly. So let us to discuss how to do this in the
Picard-Fuchs system. In order to clarify the symplectic structure on Picard-Fuchs equations,
we will use the following notation on the space of differential operators. Introducing bi-linear
operator
B ∧D(f1, f2) = 1
2
(Bf1Df2 −Df1Bf2), (2.9)
where B,D are any differential operators with respect to moduli parameters µa, we will write
the symplectic form in the form.
Cij = C(fi, fj) =
∑
k,k′
A(k,k′)D
(k) ∧D(k′) (fi, fj), (2.10)
where A(k,k
′) are functions of µa and D
(k) are the k-th order differential operators. In order
to obtain Cij we have to find the combination of operator D
(k)∧D(k′) in such a way that we
have
∂µaC = 0, (2.11)
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using the ring of differential operators given by Picard-Fuchs equation. If we can do this, next
we solve this equation for A(k,k′). This is an alternative way to find Cij in the Picard-Fuchs
system. Off course there is no guarantee that we will be able to have simple solutions for
the coefficients A(k,k′). However, as an explicit evaluations of the solutions for a few moduli
models, we will obtain rather simple form of the symplectic forms, which will be considered
in the next section.
2.1 1−moduli models
Before turning to the main subject of this article, we are going to perform how to obtain
Cij with the models of Calabi-Yau three-fold constructed from the hypersurfaces in the toric
varieties and Grassmannian with 1−moduli as the basic examples.
For the models constructed by hypersurfaces in toric variety[31], Picard-Fuchs equation
in the large complex structure limit can be written as
Df =
[
θ4x − x(θx + λ1)(θx + 1− λ1)(θx + λ2)(θx + 1− λ2)
]
f = 0, (2.12)
where θx = x
∂
∂x
, x is a variable made of the moduli of these manifolds being x ∼ 0 in
this region, and λi (i = 1, 2) is a rational number associated to each manifold[37, 38]. For
example, the famous quintic model P 4[5] corresponds to a model with λ1 =
1
5
, λ2 =
2
5
.
Let us consider the symplectic form of the solution space of above Picard-Fuchs equation.
Since the Picard-Fuchs equation is of forth order, we propose the intersection form C up to
third order of θx in the form:
C = A1 1 ∧ θ3x + A2 θx ∧ θ2x + A3 1 ∧ θ2x + A4 1 ∧ θx, (2.13)
where coefficients Ai (i = 1, · · ·4) are some functions of x to be determined. We impose the
condition
θx C = 0, (2.14)
in the ring D = 0, so that the intersection of the solution space < f1, f2 >= C(f1, f2) is a
constant for any pair of solutions of Picard-Fuchs equation. Applying θx to (2.9) and using
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(2.7) to descend the order of θ4x, we derive equations which have to be obeyed by Ai. The
solution of the equations turns out to be very simple. We find the bilinear form is given by
C = (1− x)
{
1 ∧ θ3x − θx ∧ θ2x
}
− x
{
1 ∧ θ2x(f1, f2) + [λ1(1− λ1) + λ2(1− λ2)] 1 ∧ θx
}
. (2.15)
It seems interesting that the Wronskian of the Picard-Fuchs equation can be obtained by
simple manipulation of C as C ∧ C ∼ (1 − x)1 ∧ θx ∧ θ2x ∧ θ3x. In other words, C can be
understood as a square root of Wronskian.
Let us see how this works when we construct the basis. In large moduli limit x ∼ 0, a
power solution of the Picard-Fuchs equation (2.6) can be written as
W0 =
∞∑
n=0
(λ1)n(1− λ1)n(λ2)n(1− λ2)n
Γ(n+ 1)4
xn, (2.16)
where (a)n = Γ(a + n)/Γ(a). Other three solutions, W1,W2,W3, can be given by Frobenius
method; define the operator Dρi applying to generic power solution
∑
ni
c(ni)x
ni,
Dρic(ni) x
ni =
∂ρic(ni + ρi)
2pii
xni+ρi
∣∣∣∣∣
ρi=0
. (2.17)
other three solutions can be written by
W1 = DρxW0, W2 = (Dρx)
2W0, W3 = (Dρx)
3W0. (2.18)
In the leading order, these solution symplectic form can be written as
W0∼ 1, W1 ∼ log x
2pii
, W2 ∼ (log x)
2
(2pii)2
, W3 ∼ (log x)
3
(2pii)3
,
C ∼ 1 ∧ θ3x − θx ∧ θ2x, (2.19)
Substituting these solutions directly to C in various combination, it is easy to see that
only C(W0,W3) and C(W1,W2) are not zero, and all other combination vanish in the lowest
order. Even including higher order terms, the intersection of these solutions are not changed.
Therefore it is natural to conclude that the symplectic bases taken by these solutions are
z0 ∼W0, z1 ∼W1, F0 ∼W3, F1 ∼W2, (2.20)
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where we impose the asymptotic behavior of t = z1/z0 is t ∼ log x/(2pii). This means that if
we fix the component of α cycle, the intersection form selects proper β cycle automatically.
The intersection form by itself determines only whether the intersection of two solutions is
zero or not, and this does not fix the normalization for the symplectic basis. In order to
fix the normalization, we just need the classical yukawa coupling. Then, the prepotential is
given by definition as
F = 1
2
zaFa
(z0)2
, (2.21)
and inverting t as x = x(t), and substituting this to F , the prepotential in this region is
written as the function of t, which is equivalent to the result of [29, 30, 39].
In this way, the normalized bi-linear form can be obtained in the form;
C =
(2pii)3
κ0
[
(1− x)
{
1 ∧ θ3x − θx ∧ θ2x
}
− x
{
1 ∧ θ2x(f1, f2) + [λ1(1− λ1) + λ2(1− λ2)] 1 ∧ θx
}]
, (2.22)
where κ0 is the classical yukawa coupling and κ0 = 16 sin
2 λ1pi sin
2 λ2pi for simple series of
models [37, 38]. This normalized form can be considered as the intersection form on periods.
Next we extend the discussion to models constructed from the hypersurfaces in the Grass-
mannian considered recently in refs.[40]. A fundamental period in the large moduli limit can
be obtained as diagonal degeneration of the periods of complete intersection of projective
space[40]. For the examples of one moduli models listed in ref.[40], Picard-Fuchs operator
of order 4 can be written in the following form as
θ4x =
r∑
i=1
aix
i(θ2x + i θx + αi)(θ
2
x + i θx + βi), (2.23)
where ai, αi, βi are rational number associated to each case, and this reduces to the toric
variety with r = 1 complete intersection with a1 = 1, α1 = λ1(1 − λ1), β = λ2(1 − λ2).
Along the same line in the case of toric variety, we can give the bi-linear form
C = (1−
r∑
i=1
aix
i)
{
θx ∧ θ2x − 1 ∧ θ3x
}
+
r∑
i=1
i aix
i 1 ∧ θ2x +
r∑
i=1
(αi + βi)x
i 1 ∧ θx. (2.24)
It is straightforward to specify periods even in these models.
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2.2 2−parameter models with K3-fibration
In this subsection we deal with a series of 2−moduli models of type II string theory com-
pactified on Calabi-Yau three-fold constructed by K3 fibrations. This series consist of four
models [8] denoted as P 1,1,2,2,6[12], P 1,1,2,2,2[8], P 1,1,2,2,2,2[6, 4], P 1,1,2,2,2,2,2[4, 4, 4]. In these
series, moduli parameters ψ and φ are combined to x and y as
x =
φ
ψ
1
λ
, y =
1
φ2
, (2.25)
where λ is 1
6
, 1
4
, 1
3
, 1
2
for P 1,1,2,2,6[12], P 1,1,2,2,2[8], P 1,1,2,2,2,2[6, 4], P 1,1,2,2,2,2,2[4, 4, 4],
respectively[34]. Their Picard-Fuchs equations can be given by following set of operators
D1 = θ
2
x(θx − 2θy)− x(θx + λ)(θx +
1
2
)(θx + 1− λ), (2.26)
D2 = θ
2
y −
1
4
y(2θy − θx + 1)(2θy − θx), (2.27)
or equivalently,
D1 = (1− x)θ3x − 2θ2xθy −
3x
2
θ2x − [
1
2
+ λ(1− λ)] xθx − λ(1− λ)
2
x, (2.28)
D2 = (1− y)θ2y + yθxθy −
y
4
θ2x −
y
2
θy +
y
2
θx, (2.29)
Now let us consider the combination of bilinear operators to construct the intersection form
close in the order of θ as fewer as possible. The first order is trivial; 1 ∧ θx and 1 ∧ θy. In
second order there are four possibility; 1∧ θ2x, 1∧ θ2y , 1∧ θxθy, θy ∧ θx. However one of these
are not independent and we eliminate 1 ∧ θ2y by using (2.18). Similarly in third order there
are ten possibility, however, four terms which contain θ2y , such as 1 ∧ θxθ2y , θx ∧ θ2y, θy ∧ θ2y
and 1 ∧ θ3y , are descended by (2.18), and a term which contains θ3y are eliminated by (2.17).
Therefore in the third order we have five independent operator. Since the Picard-Fuchs
operators are at most of order three in this series, we expect the intersection form close up
to third order to be
C = A1 1 ∧ θ2xθy + A2 θy ∧ θ2x + A3θx ∧ θxθy + A4 θx ∧ θ2x + A5 θy ∧ θxθy
+A6 1 ∧ θ2x + A7 1 ∧ θxθy + A8 θy ∧ θx + A9 1 ∧ θx + A10 1 ∧ θy. (2.30)
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In order to determine coefficients Ai (i = 1, · · ·10), we impose following conditions
θxC = θyC = 0, (2.31)
in the ring of differential operators D1 = D2 = 0.
These will results in the first order differential equations for the coefficients. Although
the equations seems to be messy, due to these relations, we can solve Ai in a simple form to
find
C =
∆
2(1− x) 1 ∧ θ
2
xθy −
(1− x)(1− y)
2
θy ∧ θ2x −
(1− x)(1− y)
2
θx ∧ θxθy
+
(2x− 1)y
4
θx ∧ θ2x + (1− y) θy ∧ θxθy −
yx(2x+ 1)
8(1− x) 1 ∧ θ
2
x
−x(1 − y)
4
1 ∧ θxθy + x(1− y)
4
θy ∧ θx (2.32)
+
xy(x2 + (−1 + 2λ(1− λ))x− 2λ(1− λ))
8(1− x) 1 ∧ θx −
x(1− y) λ(1− λ)
2
1 ∧ θy,
where ∆ = (1− x)2 − yx2 is the discriminunt of the theory.
Let us see how above bi-linear form recovers canonical symplectic base which have been
obtained previously. In the region x ∼ 0, y ∼ 0, power solution can be given by
W0 =
∑
n,m
(λ)m(
1
2
)m(1− λ)m
Γ(m− 2n + 1) (m!)2(n!)2x
m
(
y
4
)m
, (2.33)
and other five solution are obtained by using Frobenius methods as before. As long as
considering whether the intersection is zero or not, the normalization of the solution does
not matter. Thus from the incidial equation we take logarithmic solutions as
W1 = DρxW0, W2 = DρyW0, (2.34)
W3 = DρxDρxW0, W4 = (DρxDρy +D
2
ρx
)W0, (2.35)
W5 = (
2
3
D3ρx +D
2
ρx
Dρy)W0 (2.36)
Furthermore, it is enough to calculate in the leading order when we construct the basis of
period vectors. All solutions in the leading order can be written
W0∼ 1, W1 ∼ log x, W2 ∼ log y, (2.37)
W3∼ (log x)2, W4 ∼ (log x+ log y)(log x), (2.38)
W5∼ 2
3
(log x)3 + (log x)2 log y. (2.39)
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Also we can write the intersection form effectively in the leading order in the following form
C ∼ 1
2
1 ∧ θ2xθy −
1
2
θy ∧ θ2x −
1
2
θx ∧ θxθy. (2.40)
Each constant can be calculated directly as
C(W0,W5) = 1, C(W1,W4) = −1, C(W2,W3) = −1 (2.41)
and the other combinations vanish. Assuming that t1 ∼ z1/z0 ∼ log x/(2pii) and t2 ∼
z2/z0 ∼ log y/(2pii), we conclude to take following combination as the symplectic base,
z0 ∼W0, z1 ∼W1, z2 ∼W2, (2.42)
F0 ∼W5, F1 ∼W4, F2 ∼ W3, (2.43)
Thus we can recover the result obtained in refs.[27, 29, 30]. In the connection to the nor-
malization, the prepotential and Yukawa coupling of this series of models can be given by
F = − 1
3!
Kijkt
itjtk + · · · , (2.44)
K111 = 2K211 = 8 sin
2 λpi. (2.45)
All solutions are written with the normalization of the convention of [29] by using Yukawa
coupling in appendix B. However, as was mentioned, we now concentrate on deriving the
prepotential in one region, it is not necessary to fix the over all constant of the intersection
form. All we need is the combination of the solution with non-zero intersection, and the
relative normalization of Yukawa coupling of the tree level part of the prepotential, and also
proper asymptotic behavior of α cycle.
3 Flat coordinate condition and bi-linear intersection
form
This section is motivated by the observation in terms of the flat coordinate given in refs.[41,
42]. In string theory, you can calculate exact Yukawa coupling constant including instanton
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effect in the large radius limit due to the mirror symmetry [26, 29, 30]. Along this calculation,
flat coordinates are regarded as the special affine coordinates made of α cycles [43]; these
are used to fix the combination of solution of Picard-Fuchs equation, so as to establish the
property of maximal unipotent monodromy [26, 29, 30]. Recently interesting connection
between periods and flat coordinate are worked out in [41, 42]. In these analysis, mirror
symmetry can be represented as isomorphic pair of quantum cohomology ring of different
manifold. By changing the basis of Jacobian ring, Gauss-Manin system can be written to a
form with flat connection in terms of special coordinates; flat coordinates. Consequently the
specification of the periods from these conditions completely match the results with regard
to the maximal unipotency of monodromy [26, 29]. Since this monodromy property insures
symplectic structure of periods, above analysis have to do with our procedure of specification
of periods based on bi-linear form in the large radius limit. Our aim in this section is to
show that bi-linear form we have constructed are directly related to the condition of flat
coordinates.
3.1 1−moduli models
In this subsection we consider Gauss-Manin system of the Calabi-Yau space constructed
from toric variety of 1−moduli models discussed in Sect. 2.1. Following refs.[41, 42], we
consider a set of first order differential equations:
θxw = Gw, (3.1)
where w is a vector which consists of period integrals. We prefer to use θx rather
∂
∂x
to
have to do with the result of last section, and choose basis to take w = t(fi, θxfi, θ
2
xfi, θ
3
xfi)
and fi is given by (2.2) in the case of 1−moduli models. The Picard-Fuchs operator can be
rewritten in the ring D = 0 by making use of (2.12) as
θ4x = a4θ
3
x + a3θ
2
x + a2θx + a1, (3.2)
where
a1 =
λ1(1− λ1)λ2(1− λ2)
1− x x, a2 =
λ1(1− λ1) + λ2(1− λ2)
1− x x,
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a3 =
λ1(1− λ1) + λ2(1− λ2)
1− x x, a4 =
2x
1− x. (3.3)
In order for the Gauss-Manin system (3.1) to reduce the Picard-Fuchs equation (2.12), we
take the matrix G as
G =


0 1 0 0
0 0 1 0
0 0 0 1
a1 a2 a3 a4


(3.4)
Let us introduce the flat coordinates t = t(x) and new periods v(t), to rewrite the Gauss-
Manin system for v. Flat coordinate conditions can be represented as couplings of new basis
given by degree preserving transformation of deformed Jacobian ring, which is reduced to
the Gauss-Manin system for v in the following form:
θtv(t) = Rv(t) =


0 1 0 0
0 0 Kttt(t) 0
0 0 0 1
0 0 0 0


v(t). (3.5)
where Kttt(t) is Yukawa coupling in this coordinate. New period v is related to original one
by
w =M(x) v, (3.6)
and it is known that transfer matrix M(x) can be taken as a lower-triangle matrix
M =


r11 0 0 0
r21 r22 0 0
r31 r32 r33 0
r41 r42 r43 r44


. (3.7)
By substituting (3.5) to (3.1) and rewriting to the Gauss-Manin system for v, we derive the
condition to determine the transfer matrix M ,
A := GM − θxM − θxtM R = 0. (3.8)
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From the analysis about conditions Ai1 = 0 (i = 1, · · · , 4), r11 must be the solution of the
Picard-Fuchs equation, so we set r11 = g. Also after some algebra, we see that once we know
concrete form of r44, every rij and Yukawa coupling Kttt can be represented by using θxt
and r11. To accomplish this, using components A23, A33, A34, A44 we derive the differential
equation satisfied by r44, so that we can determine the form of r44:
r44 =
1
(1− x)g . (3.9)
Thus substituting this to all components but A43, we obtain the complete form of the transfer
matrix M .
Now let us show how flat coordinate condition relate to the bi-linear intersection form.
The only component which have not been used to obtain rij is A43 = 0, or
2 θxgθ
2
xt+ 4θxtθ
2
xg + gθ
3
xt− 2
(θxg)
2
g
θxt (3.10)
− x
1− x
{
gθ2xt+ (λ1(1− λ1) + λ2(1− λ2))gθxt− 2θxtθxg
}
= 0.
As was claimed in ref.[42], the role of this condition is to determine the flat coordinate t(x).
Here we assume t = f/g, where f is a solution of the Picard-Fuchs equation. Although t is
not necessary a ratio of periods, this assumption will make clear the relation between choice
of the flat coordinate and specification of periods. Indeed, the condition A43 = 0 can be
rewritten as the bi-linear intersection form for f and g itself!
C(g, f) = 0. (3.11)
This means that in the 1−moduli models, to search for the flat coordinate under the above
assumption is equivalent to determine the periods as a combination of the solutions of the
Picard-Fuchs equation. Thus in the case of analyzing mirror symmetry, we may always take
the flat coordinate in the large radius limit as the ratio of independent α cycles. The bi-linear
intersection form is a key to explain this consequence explicitly.
In the 2−moduli models, the situation become slightly different from above in that the
flat coordinate condition does not necessary coincide the condition of vanishing intersection
of each period, as we will see in the next subsection.
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3.2 2−moduli models
In this subsection we investigate how the flat coordinate condition relate to the bi-linear
intersection form in 2−moduli models discussed in Sect.2.2.
Hereafter we set the basis of the ring D1 = D2 = 0 in 2−moduli models of (2.26) and
(2.27) as {L(1), L(2), L(3), L(4), L(5), L(6)} = {1, θx, θy, θ2x, θxθy, θ2xθy}. In this case, the Gauss-
Manin system which recovers (2.26) and (2.27) can be written by
θx w = Gw, θy w = H w, (3.12)
where w = t(fi, L
(2)fi, L
(3)fi, L
(4)fi, L
(5)fi, L
(6)fi), and G and M are given by
G =


0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
a1 a2 a3 a4 a5 a6
0 0 0 0 0 1
a′1 a
′
2 a
′
3 a
′
4 a
′
5 a
′
6


, H =


0 0 1 0 0 0
0 0 0 0 1 0
b1 b2 b3 b4 b5 b6
0 0 0 0 0 1
b′1 b
′
2 b
′
3 b
′
4 b
′
5 b
′
6
b′′1 b
′′
2 b
′′
3 b
′′
4 b
′′
5 b
′′
6


, (3.13)
here we denote ai etc. as coefficients for following operators in the ring D1 = D2 = 0
θ3x = aiL
(i), θ3xθy = a
′
iL
(i), (3.14)
θ2y = biL
(i), θxθ
2
y = b
′
iL
(i), θ2xθ
2
y = b
′′
iL
(i), (3.15)
and all coefficients ai, a
′
1, bi, b
′
i, b
′′
i (i = 1, · · · , 6) are immediately derived from the ring
D1 = D2 = 0 after some algebra, though we shall not list them here. By introducing
flat coordinates t = t(x, y), s = s(x, y), and new period v relating to original one w as
w =M v (3.16)
we intend to rewrite the Gauss-Manin system for v in the following form:
θt v = Rt v, θs v = Rs v, (3.17)
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where, as the reduction of the flat coordinate condition of of new basis of deformed Jacobian
ring[42], matrix Rt and Rs are given by
Rt =


0 1 0 0 0 0
0 0 0 Ktts Kttt 0
0 0 0 Ktss Ktst 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0


, Rs =


0 0 1 0 0 0
0 0 0 Ksts Kstt 0
0 0 0 Ksss Ksst 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0


. (3.18)
In 2−moduli models, it is known that M needs non-vanishing components additionally to
be a lower-triangle form as
M =


r11 0 0 0 0 0
r21 r22 r23 0 0 0
r31 r32 r33 0 0 0
r41 r42 r43 r44 r45 0
r51 r52 r53 r54 r55 0
r61 r62 r63 r64 r65 r66


. (3.19)
By substituting (3.15) to (3.11) and comparing to (3.16), the condition to determineM(x, y)
is derived:
A := GM − θxM − θxtMRt − θxsMRs = 0, (3.20)
B := HM − θyM − θytMRt − θysMRs = 0. (3.21)
After some algebra, we see immediately r11 must be the solution of the Picard-Fuchs equation
(2.26) and (2.27), so we set r11 = g as before. Also we see that, as was pointed out in the
ref.[42], some components coincide as
Ai4 = Ai5, Bi4 = Bi5 (i = 4, 5, 6). (3.22)
In order to know all rij, we must obtain r66. To do this we concentrate on two conditions,
A44 = 0, A54 = 0. Explicit calculation shows that there are identical terms in both conditions
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up to factors. Consequently θytA44− θxtA54 = 0 will be the differential equation satisfied by
r66:
(θxt)
2
{
−b′6θx − θy − b′6
θxg
g
− θyg
g
+ b′′6 − (θxb′6)
}
r66
+ θxtθyt
{
3θx + a6θy + 3
θxg
g
+ a6
θyg
g
− a4 − a6b′′6 + a′6
}
r66 (3.23)
+ (θyt)
2
{
−2a6θx − 2a6 θxg
g
+ a4a6 + a6a
′
6 − (θxa6)
}
r66 = 0.
By solving this equation, we obtain r66:
r66 =
1− x
∆ g
, (3.24)
where ∆ = (1 − x)2 − x2y is the discriminunt. By substituting this to suitable components
of the condition (3.19) and (3.20), we can know exact form of M and Yukawa couplings,
though we will not list these results here. We will rather turn to solve the flat coordinate
condition. There still remain following components which we have not use until now
A44 = 0, A54 = 0, A64 = 0,
B44 = 0, B54 = 0, B64 = 0. (3.25)
These should be used to determine the flat coordinates t(x, y), s(x, y). How many conditions
are independent among them? As a matter of fact, careful calculations reveal that four
components A44, A54, B44, B54 mean same condition up to factor:
Q : = (θxtθys− θxsθyt)
(
− x
2(1− x) +
θxg
g
− a6 θyg
g
)
−θ2xt(b′6θxs− θys) + θ2xs(b′6θxt− θxt) (3.26)
+θxθyt(θxs− a6θys)− θxθys(θxt− a6θyt) = 0.
Furthermore, after complicated manipulations, it turns out that rest components A64 and
B64 are represented by using derivative and multiples of Q as
A64 = −(b
′
6θxt− θyt)
∆
θxQ+
(θxt− a6θyt)
∆
θy Q+ {· · ·}Q = 0, (3.27)
B64 = −{(b4 + b5b
′
6)θxt− b′6θyt}
∆
θxQ+
(b′6θxt− θyt)
∆
θy Q+ {· · ·}Q = 0. (3.28)
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where we denote negligible multiples of Q as dots in the brace. Therefore essentially flat
coordinate condition is just (3.26). The question we have to ask now is how (3.26) relate
to the bi-linear intersection form. Here we assume the flat coordinates are the ratio of the
Picard-Fuchs equation as
t =
f1
g
, s =
f2
g
, (3.29)
where f1, f2 and g are independent solutions to each other. Under this assumption, resulting
expression of (3.26) will be completely anti-symmetric in terms of g, f1, f2, and the condition
(3.26) can be rewritten by using the bi-linear intersection form (2.32) as
g C(f1, f2) + f1C(f2, g) + f2(g, f1) = 0. (3.30)
Thus we conclude that, contract to 1−moduli models, a set of vanishing conditions of mutual
intersection of periods is a mere sufficient condition of the flat coordinate condition. Con-
sequently, the solution space of the flat coordinate is larger than that of symplectic periods
even under this assumption. So if you desire, you may find the solutions which satisfy the
condition (3.26) although their mutual intersection does not vanish. Anyway, (3.26) repre-
sents manifestly the reason why the usual choice of the flat coordinate, which is a ratio of
independent periods, work well.
4 Determination of prepotential around the conifold
locus
4.1 1−moduli models around the conifold locus
In this subsection we turn to evaluate the value of symplectic form around the conifold point
x = 1 in one moduli models. Changing the variable of (2.6) as y = 1− x and analyzing the
incidial equation, we put four solutions around the conifold Yi (i = 0, 1, 2, 3) can be given in
lowest order as
Y0 ∼ 1, Y1 ∼ y, Y2 ∼ y log y, Y3 ∼ y2. (4.1)
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In this region, these solutions are obtained iteratively. The intersection of these solutions
can be calculated directly in the leading order and we see that C(Y0, Y3) and C(Y1, Y2) are
not zero and other combinations become zero. If we add higher order terms obtained by
iterations, the intersection form (2.16) is not changed up to the higher orders as much as
possible by mathematica. Taking conventional assumption for the asymptotic behavior for
α cycle, it is natural to choose the symplectic base as
z˜0 ∼ Y0, z˜1 ∼ Y1, (4.2)
F˜0 ∼ Y3, F˜1 ∼ Y2, (4.3)
up to normalization. Around the conifold point, we cannot kill a degree of freedom such
that we can add F˜0 to z˜0 like z˜′0 = z˜0 + βF˜0 , since this manipulation does not change the
intersection of the basis. However, in other region F˜ may be transformed by monodromy
transformation, so from the global consistency of moduli space β must be a integer number.
For maximal simplicity we set β = 0. The normalization of the periods can be fixed by the
behavior around conifold locus [3, 4, 6]:
F˜1 ∼ 1
2pii
z˜1 log z˜1. (4.4)
Therefore, we can calculate the prepotential around conifold point once we can specify the
periods of α cycle. This procedure will be described in detail in rather non-trivial example
with 2−moduli models in the following subsection.
4.2 prepotential around the conifold locus of 2−moduli model
In this section, we determine the period vector to give the exact prepotential of a series of
2−moduli models around the conifold point. Conifold transition of the models are discussed
in Ref.[44] and the enhanced gauge symmetries has been established in Refs.[21, 22].
First of all, we have to obtain the solution of the Picard-Fuchs equation around the
conifold point. On Calabi-Yau three-fold obtained by K3 fibrations with 2-moduli, three
kinds of the power solution around the conifold point can be given in a systematic way[34]:
Y0 =
∑
n1,n2,m
(λ
2
)n1(
1−λ
2
)n1(
λ
2
)n2(
1−λ
2
)n2Γ(n1 + n2 + 1)
(n1 + n2 − 2n)!(12)n1(n1)!(12)n2(n2)!n!n!
xn1+n22
(
x1
4
)m
, (4.5)
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Y1 =
∑
n1,n2,m
(λ
2
)n1(
1−λ
2
)n1(
1+λ
2
)n2(1− λ2 )n2Γ(n1 + n2 + 32)
Γ(n1 + n2 − 2n+ 32)(12)n1(n1)!(12)n2(n2)!n!n!
x
n1+n2+
1
2
2
(
x1
4
)m
, (4.6)
Y2 =
∑
n1,n2,m
(λ
2
)n1(
1−λ
2
)n1(
λ
2
)n1(
1−λ
2
)n1Γ(n1 + n2 + 2)
(n1 + n2 − 2n+ 1)!(12)n1(n1)!(12)n2(n2)!n!n!
xn1+n2+12
(
x1
4
)m
, (4.7)
where x1 = x
2y/(1 − x)2, x2 = 1 − x. The other logarithmic solutions can be represented
formally by barnes-type representations including well-poised series of type 4F3[34]. How-
ever we could not find any good formula for the explicit evaluation of the representation.
Fortunately, one solution Y4 which is dual of Y1, is given by ordinary manner as
Y4 = DρyY0. (4.8)
In order to get remaining two solutions dual to Y1 and Y3, which contain log(x1x
2
2) terms, we
have to solve the equation for the coefficient iteratively by setting the solutions in the form:
Y3 = log(x1x
2
2)Y0 +
∑
n,m
p(n,m)xn1x
m
2 , (4.9)
Y5 = log(x1x
2
2)Y2 +
∑
n,m
q(n,m)xn1x
m
2 . (4.10)
From the point of view of heterotic-type II string duality, an enhancement of SU(2) gauge
symmetry occurs at the conifold point x = 1 so that, with suitable redefinition of the field
and taking particle limit and decoupling gravity, the prepotential reduces to SU(2) Seiberg-
Witten prepotential. Let us denote new coordinate of moduli as S = t2 = W2/W0, T = t1 =
W1/W0 where S is heterotic dilaton, and near y = 0, x = 1, S and T behave as
y = e−S + · · · , T = i
2 sinλpi
+ · · · . (4.11)
Around SU(2) enhancement point T = i/(2 sinλpi), we introduce new coordinate T˜ as
T˜ = i
T − i
2 sinλpi
T + i
2 sinλpi
, (4.12)
where such transformation is performed explicitly in appendix C. This choice is just a gen-
eralization of the observation made in ref.[21]. Using these coordinates, prepotential around
the conifold point can be written as
F = 1
2
ST˜ 2 + F1−loop + Fnonpert. (4.13)
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Putting fields as
T˜ =
√
α′a, e−S = α′2Λ4 exp(−Sˆ), (4.14)
x1=
x2y
(1− x)2 =
1
u2
, x2 = 1− x = α′u, (4.15)
and taking particle limit α′ → 0, we can fix the period vectors (1, S, T˜ , 2F − S∂SF −
T˜ ∂T˜F, ∂SF, ∂T˜F ) completely by asymptotic form in the leading order, which satisfy the
above constraint;
F = α′FSW +O(α′2), (4.16)
where FSW is a prepotential of Seiberg-Witten theory in the weak coupling region. The
specification of dual pair of fields in these models has been given in ref.[21]. What we are
going to show here is that the choice is consistent of the integrability of prepotentials by
using the symplectic form constructed in the previous section. In terms of Yi, this choice of
basis can be written in the lowest order as
z˜0∼ 1, z˜1 ∼ T˜ ∼ x
1
2
2 , z˜
2 ∼ S ∼ log(x1x22), (4.17)
F˜0∼ x2 log(x1x22), F˜1 ∼ x
1
2
2 log x1, F˜2 ∼ x2. (4.18)
Next let us calculate higher order terms beyond the Seiberg-Witten prepotential. Going
to the higher order, there are some ambiguity since this system include several kinds of
integer power solutions; for example, we can add Y2 to Y0 without changing leading behavior
in this limit. That is, the combination of these solutions can not determined by asymptotic
behavior itself around the conifold point. This ambiguity is usually killed by the integrability
of the prepotential. Without carrying out tedious long calculation of this type we instead
use the intersection form, since it is insured to be integrable by using the intersection form.
As was the case with 1−moduli, it is enough to consider solutions up to first few orders
to calculate the intersection, because this is not changed if the order of calculation become
higher. Using the intersection form (2.25) and changing the variable to x1, x2, we can give
the intersection form which does not vanish as
C(Y0, Y5) =
1
4
, C(Y1, Y4) = −1
8
, C(Y2, Y3) =
1
4
, (4.19)
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even including higher order terms. From this form, we can deduce the combination of period
vectors, however there are some ambiguity of linear combination of the solutions which does
not change value of intersection form. Now assuming proper asymptotic behaviors of α cycle
z˜0 ∼ 1, z˜1 ∼ 0, z˜2 ∼ log y, we fix this ambiguity in the basis.. There still remains an
ambiguities, such as adding Y2 to Y3 as Y
′
3 = Y3 + βY2. The replacement is also consistent
with the low energy behavior. From the global consistency of moduli space as before, β may
be set to be zero. However we have not been able to fix the value at this moment.
Thus we conclude the symplectic base around the conifold point to be
z˜0∼ Y0, z˜1 ∼ Y1, z˜2 ∼ Y3, (4.20)
F˜0∼ Y5, F˜1 ∼ Y4, F˜2 ∼ Y2. (4.21)
Using the definition of moduli as T˜ ∼ z1/z0, S ∼ z2/z0, and taking relative normalization
of Y1 and Y4 as Y4/Y1 = (1/pii) log x1 + · · · which obeys the physical constraint of realizing
Seiberg-Witten theory[35] in the lowest order[21], the prepotential of the theory is written
by
F = 1
2
ST˜ 2 +
1
2
T˜ 2 log T˜ 4 +
1
2
τ0T˜
2 +− 1
64
e−ST˜−4 · T˜ 2 − 5
32468
(e−ST˜−4)2 · T˜ 2 + · · ·
+
−16 + 4λ− 4λ2
18
T˜ 4 − 8− 8λ+ 8λ
2
96
e−ST˜−4 · T˜ 4 + · · ·
+ · · · (4.22)
→ α′FSW + α′2

−16 + 4λ− 4λ
2
18
− 8− 8λ+ 8λ
2
96
Λ4e−Sˆ
a4
· · ·

+ · · ·
where higher order terms are listed in the appendix B.
The degree of freedom of adding F˜2 to z2 is reflected to T˜ 4 term in the prepotential. On
the contrary, the coefficient of the term T˜ 2n (n ≥ 3) does not contain β. This imply that if S
independent terms of F excepting logarithmic term is denoted as h(T ), which corresponds
to the perturbative part, ∂T
5h(T ) becomes true modular form. This is consistent with the
result of the heterotic perturbation theory.
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5 Conclusion
We have shown how to get the prepotential around the conifold point in type-II string theory
compactified on various types of Calabi-Yau three fold up to 2−moduli. We have introduced
the intersection form which determine the symplectic form of period vectors of the solution
of Picard-Fuchs equation. In 2−moduli model, it is easy to give the the exact prepotential
around the conifold point by using fixed periods, which is represented as the correction of the
stringy effect from the Seiberg-Witten theory. Unfortunately we could not fix a parameter
in prepotential around conifold locus even by using both duality conjecture and bi-linear
forms. We may need full knowledge of analytic continuation, or direct instanton calculation
on the heterotic side.
Apart from the analysis of Calabi-Yau threefolds, we can obtain the bi-linear forms on
Calabi-Yau d-folds[45]. As a quick analysis of one moduli models[46, 47], we find that
even dimensional Calabi-Yau has symmetric forms contrary to the symplectic form in odd
dimensions. These are consistent from the fact that intersection form of d-dimensional
hypersurfaces are symmetric in even dimensions.
The treatment discussed in this article can be extended similarly to the other string
theories, whose gauge symmetry enhanced at conifold locus are known, such as 3-moduli
models. Anyway the non-perturbative prepotential which is given by means of bi-linear
forms around the conifold locus are not directly verified at the moment, since we do not
know the formulation of direct calculation for the non-perturbative effect in the heterotic
string theory. We hope that some technique of the heterotic sting theory will be improved
to estimate the justification of such macroscopic calculations some day.
A Normalization of periods in two-moduli models
In large complex structure limit, the prepotential and Yukawa coupling of a series of models
we considering can be given by
F = − 1
3!
Kijkt
itjtk + · · · , (A.1)
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K111 = 2K211 = 2K121 = 2K112 = 8 sin
2 λpi. (A.2)
Using Yukawa coupling and setting D˜ρi =
1
2pii
Dρi , logarithmic solutions and coordinates of
moduli space ti can be written by [29, 30]
W1 = D˜ρxW0, W2 = D˜ρyW0, (A.3)
W3 = −1
2
K211D˜
2
ρx
W0, W4 = −1
2
(2K121D˜ρxD˜ρy +K111D˜
2
ρx
)W0, (A.4)
W5 =
1
3!
(K111D˜
3
ρx
+ 3K112D˜
2
ρx
D˜ρy)W0, (A.5)
t1 =
W1
W0
, t2 =
W2
W0
. (A.6)
With this normalization prescription, if we set the normalization of the intersection form
as C˜ = (K112/(2pii)
3)C, the intersection which does not vanish become C˜(W0,W5) =
C˜(W1,W4) = C˜(W2,W3) = 1.
If we use C˜ around the conifold point to evaluate the intersection with taking the nor-
malization of the solution as
Y0 = N0(1 + · · ·), Y1 = N1(x
1
2
2 + · · ·), Y2 = N2(x2 + · · ·), (A.7)
Y3 = N3(log(x1x
2
2 + · · ·), Y4 = N4(x
1
2
2 log(x1) + · · ·), Y5 = N5(x2 log(x1x22) + · · ·),(A.8)
the condition C˜(Y0, Y5) = C˜(Y1, Y4) = C˜(Y3, Y2) = 1 can be written as
N0N5 =
4K112
(2pii)3
, N1N4 =
−8K112
(2pii)3
, N3N2 =
−4K112
(2pii)3
. (A.9)
Notice that if we set heterotic dilaton as S = t2 = (1/2pii) log y + · · ·, which is equivalent
N3/N0 = 1/(2pii), then SU(2) Seiberg-Witten solution naturally arise because of the relation
N4/N1 = 1/(pii).
B Prepotential around the point of enhanced gauge
symmetries in two-moduli models
The prepotential around SU(2) enhancement point is given by
F = 1
2
ST˜ 2 +
T˜ 2
2
log T˜ 4 +
1
2
τ0T˜
2 + h(T˜ ) + Fn.p., (B.10)
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where τ0 = log 4−6 is the bare coupling. Coefficients of T in h(T ) up to order T 12 are given
by
T˜ 4 1
18
(9b− 4(4− λ+ λ2))
T˜ 6 − 2
675
(1− 14λ+ 48λ2 − 68λ3 + 34λ4)
T˜ 8 2(1−2λ)
2
99225
(10− 305λ+ 969λ2 − 1328λ3 + 664λ4)
T˜ 10 −4
5·893025
(21− 1638λ+ 17432λ2 − 80480λ3 + 209596λ4
−335180λ5 + 331648λ6 − 188504λ7 + 47126λ8)
T˜ 12 2
3·25725625
(−883471770 + 22522670λ+ 2343887λ2 − 52343680λ3 + 20001415λ4
−631410λ5 + 18364886λ6 − 25083360λ7 + 18173880λ8 − 7935360λ9 + 1587072λ10)
We give here non-perturbative part up to 5-th order from perturbative part. Non-
perturbative part Fn.p. is decompose as Fn.p. = ∑iF in.p.T˜ i+2. Setting p = e−ST˜−4, each
coefficient of p in F in.p. is given by
F0n.p.
p − 1
64
p4 − 1469
4·1073741824
p2 − 5
2·16384
p5 − 4471
5·34359738368
p3 − 3
54288
F2n.p.
p −1
96
(−3β + 8(1− λ+ λ2))
p2 −1
2·4096
(−9β + 4(4− λ+ λ2))
p3 7
3·393216
(9β − 4(4− λ+ λ2))
p4 − 715
4·402953184
(−9β + 4(4− λ+ λ2))
F4n.p.
p 1
1440
(−45β2 + 240β(1− λ+ λ2)
−2(153− 282λ+ 404λ2 − 244λ3 + 122λ4))
p2 −1
2·18423
(117β2 − 24β(20− 11λ+ λ2)
+501− 582λ+ 800λ2 − 436λ3 + 218λ4)
p3 −1
6·393216
(585β2 − 720β(3− λ+ λ2)
+2014− 1436λ+ 1832λ2 − 7− 2λ3 − 396λ3 + 396λ4)
24
F6n.p.
p 1
4·18900
(1575β3 − 12600β2(1− λ+ λ2) + 210β(153− 282λ
+404λ2 − 244λ3 + 122λ4)− 4(6590− 16935λ+ 30789λ2
−313274λ3 + 24552λ4 − 10698λ5 + 3566λ6))
p2 −1
967680
(−5355β3 + 1260β2(28− 19λ+ 19λ2)− 21β(3757
−5318λ+ 7536λ2 − 4436λ3 + 2218λ4) + 60278− 134739λ
+253751λ2 − 278240λ3 + 239660λ4 − 120648λ5 + 40216λ6)
F6n.p.
p −1
6·529200
(33075β4 − 352800β3(1− λ+ λ2) + 8820β2(153
−282λ+ 404λ2 − 244λ3 + 122λ4)− 336β(6530− 16935λ
+30789λ2 − 31274λ3 + 24552λ4 − 10698λ5 + 3626λ6)
+8(165627− 532161λ+ 1158022λ2 − 1568356λ3
+1635352λ4 − 1188258λ5 + 674168λ6 − 238356λ7 + 59586λ8))
C Analytic properties of periods in K3 and torus
In this appendix, let us discuss in detail about the analytic properties of solutions. A part
of this appendix will overlap with some results given recently in ref.[48]. As was discussed
before, the difficulty of the analysis around the conifold point is the luck of the knowledge of
the analytic continuation. However for the sake of K3 fibration, we may be able to continue
three of six solutions which become power function around the conifold point. To see this,
let us see the solution with no logarithmic term of y around large radius in the limit y → 0.
These functions are generalized hypergeometric function 3F2:
W0= 3F2(λ,
1
2
, 1− λ; 1, 1, x) =∑
n
(λ)n(
1
2
)n(1− λ)n
n!n!n!
xn, (C.11)
W1= DρxW0, W3 =
1
2
K211(Dρx)
2W0. (C.12)
Some formula for the hypergeometric function make us possible to continue to the conifold
point. First of all, we rewrite the solution as the product of two hypergeometric function[49,
25
51, 46]
3F2(λ,
1
2
, 1− λ; 1, 1, x) = (2F1(λ
2
,
1− λ
2
; 1; x))2. (C.13)
Next we are going to use the usual analytic continuation formula . However at this stage,
naive continuation gives wrong result because this process exceed the branch. To implement
this, we use quadratic transformation to rewrite the argument
2F1(
λ
2
,
1− λ
2
; 1; x) = 2F1(λ, 1− λ; 1; 1
2
− 1
2
(1− x) 12 ). (C.14)
The formula of the analytic continuation of this type is well known. Therefore it is capable
to continue 3F2 function by using the representation of the product of two hypergeometric
function
W0 = (2F1(λ, 1− λ; 1; 1
2
− 1
2
(1− x) 12 ))2. (C.15)
Similarly we can rewrite (D.18) as
W1 = 2F1(λ, 1− λ; 1; 1
2
− 1
2
(1− x) 12 ) ·Dρx2F1(λ, 1− λ; 1;
1
2
− 1
2
(1− x) 12 ) (C.16)
= 2F1(λ, 1− λ; 1; 1
2
− 1
2
(1− x) 12 ) · −1
2i sinλpi
2F1(λ, 1− λ; 1; 1
2
+
1
2
(1− x) 12 ),
W3 =
K211
2
{
(Dρx2F1(λ, 1− λ; 1;
1
2
− 1
2
(1− x) 12 ))2
+
1
4 sin2 λpi
(2F1(λ, 1− λ; 1; 1
2
− 1
2
(1− x) 12 ))2
}
(C.17)
= (2F1(λ, 1− λ; 1; 1
2
+
1
2
(1− x) 12 ))2 + (2F1(λ, 1− λ; 1; 1
2
− 1
2
(1− x) 12 ))2.
Now we continue these solution to the conifold point. Define
g1(x) =
Γ(1
2
)
Γ(λ
2
+ 1
2
)Γ(1− λ
2
)
2F1(
λ
2
,
1− λ
2
;
1
2
; 1− x), (C.18)
g2(x) =
Γ(−1
2
)
Γ(λ
2
)Γ(1−λ
2
)
(1− x) 12 2F1(λ+ 1
2
, 1− λ
2
;
1
2
; 1− x), (C.19)
and using the analytic continuation formula
2F1(λ, 1− λ; 1; 1
2
± 1
2
(1− x) 12 ) = g1(x)∓ g2(x), (C.20)
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results of the analytic continuation can be written in the form
W0 = (g1(x) + g2(x))
2, (C.21)
W1 =
−1
2i sinλpi
(g1(x)− g2(x))(g1(x) + g2(x)), (C.22)
W3 = 2(g1(x)
2 + g2(x)
2). (C.23)
The moduli parameter which is defined as the ratio of the two period is transformed as
follows,
T =
W1
W0
=
i
2 sinλpi
g1(x)− g2(x)
g1(x) + g2(x)
, (C.24)
where near the conifold point, g1 ∼ 1 and g2 ∼ 0. This result is interpreted to the location
of the gauge enhancement point in the moduli space
T =
i
2 sinλpi
, (C.25)
which is the fixed point of the discrete subgroup of SL(2, Z) of each model, especially if
λ = 1
6
, this point is a fixed point of the transformation
T ′ = − 1
T
. (C.26)
Converting (3,30) to the expression for g1 and g2
g2(x)
g1(x)
=
T − i
2 sinλpi
T + i
2 sinλpi
, (C.27)
we see that the ratio g2/g1 = T˜ is to be taken as the moduli around the conifold point, which
is just the redefinition of the field around the enhanced point of gauge symmetry.
Though it is difficult to handle the analytic continuation of the solution with log y,
without carrying out this, we are able to write down the symplectic transformation from
the period in the large moduli limit to the one around the conifold point, by imposing
this transformation must be symplectic. As is expected from the transformation law of T ,
this transformation does not reduce to Sp(6;Z) from Sp(6;C) in general. In the case with
λ = 1/6, if weak coupling behavior of heterotic dilaton is set to be S = 1/(4pii) log y + · · ·
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rather than the prescription in appendix A, and moduli T is set to absorb the factor i as
T ′ = iT , this transformation can reduce to Sp(6;Z).
As was pointed out in ref.[8], in the limit y → 0 K3 moduli τ reduces to the moduli of a
kind of torus, which is represented by
τ =
i
2 sinλpi
2F1(λ, 1− λ; 1; 1− z)
2F1(λ, 1− λ; 1; z) , (C.28)
where z = 1
2
− 1
2
(1 − x) 12 , which we call z 1
λ
. This is a very similar form to usual moduli of
the torus
τ = i
2F1(
1
2
, 1
2
; 1; 1− ze)
2F1(
1
2
, 1
2
; 1; ze)
, (C.29)
however because of the factor 1/2 sinλpi, the relation between z 1
λ
and ze is complicated. The
relation to the absolute invariants are given in refs.[50, 8, 51]. We will give the relation
by using various transformation of hypergeometric functions given in refs.[49, 52]. These
identities has been used in the case of Seiberg-Witten theory[53].
• λ = 1
6
;
On τ side, from quadratic transformation [49]
2F1(
1
6
,
5
6
; 1; z6) = 2F1(
1
12
,
5
12
; 1; 4z6(1− z6)). (C.30)
On τ0 side, using quadratic and cubic transformation
2F1(
1
2
,
1
2
; 1, ze) = 2F1(
1
4
,
1
4
; 1, 4ze(1− ze))
= (1− ze + z2e)−
1
4 2F1(
1
12
,
5
12
; 1;
27z2e(1− ze)2
4(1− ze + z2e)3
). (C.31)
Thus the relation of ze and z6 is
4z6(1− z6) = 27z
2
e(1− ze)2
4(1− ze + z2e)3
=
1
J
, (C.32)
where J is the absolute invariant[49].
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• λ = 1
4
;
On τo side, using quadratic transformation
2F1(
1
2
,
1
2
; 1; ze) = (1− 1
2
ze)2F1(
1
4
,
3
4
; 1;
z2e
(2− ze)2 ). (C.33)
Thus z4 ia relate to ze
z4 =
z2e
(2− ze)2 . (C.34)
• λ = 1
2
;
In this case, the kind of the function on both side are same initially. However this
does not mean ze = z2 because of the factor 1/(2 sinλpi). In this case it is difficult to
compare to each other, so, on τ side, by using quadratic transformation
2F1(
1
2
,
1
2
; 1; z2) = (1− z2)(1 + 4z2
(1− z2)2 )
−
1
2 2F1(
1
4
,
3
4
; 1;
4z2
(1 + z2)2
), (C.35)
we give the relation to λ = 1
4
case
z4 =
4z2
(1 + z2)2
. (C.36)
Substituting this to (C.34) and solving for z2 we read the relation to ze in λ =
1
2
case
as
z2 =
z2e
(1 + (1− ze) 12 )4
. (C.37)
• λ = 1
3
; There seems to be any simple relations to other variables. However, we can
find the relation to the absolute invariants by the quartic transformation[52]:
2F1(
1
3
,
2
3
, 1, z3) = (1 + 8z3)
−
1
4 2F1(
1
12
,
5
12
, 1,
64z3(1− z3)3
(1 + 8z3)3
), (C.38)
as
1
J
=
64z3(1− z3)3
(1 + 8z3)3
, (C.39)
as given in [8, 51]
Unfortunately, we have not found the formula taking critical role in λ = 1
3
case.
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D Intersection form in K3 manifold
In this appendix, we discuss briefly the possibility for applying our method by means of
bi-linear form to different dimensional Calabi-Yau manifold. It is easy to expect that notion
of symplectic intersection form directly acting on the solution space of the Picard-Fuchs
equation, can be extended to arbitrary odd dimensional Calabi-Yau manifold. Now we
concentrate on the even dimensional case. In this case homology of the manifold consist of
2n-dimensional hypersurfaces, and its dual basis of cohomology are of 2n-form. Therefore the
interchange of these element appears to be symmetric. Taking into account of this situation,
in spite of anti-symmetric operator (2.9), we way well construct symmetric bi-linear form by
using anti-commuting operator
{B,C}(f1, f2) = 1
2
(Bf1 Cf2 + Cf1 Bf2). (D.40)
To be concrete, we are going to construct bi-linear form in the case of K3 manifold
explicitly. Generally, the Picard-Fuchs operator of K3 manifold can be written by
D = θ3x − x(θx + λ)(θx +
1
2
)(θx + 1− λ). (D.41)
Symmetric nature of cycles in this manifold is observed from the relation given by [46]
∫
M
α ∧ β =
∫
M
β ∧ α = 1,
∫
M
γ ∧ γ = 2, (D.42)
where α, β, γ are 2-forms corresponding to independent homology cycles. Now following the
discussion of Section 2.1, we set bi-linear form C close up to second order of θ by means of
operator (D.40) as
C = A1{1, θ2x}+ A2{θx, θx}+ A3{1, θx}+ A4{1, 1}. (D.43)
By requiring the condition that C have to be constant
θx C = 0, (D.44)
we can find coefficients Ai in following forms
A1 = −2(1− x), A2 = 1− x, A3 = x, A4 = xλ(1− λ). (D.45)
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Immediately we can show that this bi-linear form can recover the previous result obtained
in ref.[46] in the large radius limit. As a consequence, in the case of K3 space, method by
means of bi-linear form can be used for specifying the period from the solution of Picard-
Fuchs equation.
Since it is easy to see that we can extend above analysis to the case of higher even di-
mension, we conclude that the notion of bi-linear form can be employed in arbitrary even
dimensional Calabi-Yau manifold, by introducing anti-commuting operator due to the sym-
metric nature of even dimensional homology cycle.
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