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Protons entering matter have a finite range while photons have a gradual, exponential 
attenuation as they travel through material. Proton radiation therapy takes advantage 
of this difference, by aligning the cancerous tissue with the end of the proton range 
where it deposits the maximum amount of energy, resulting in significant tissue sparing 
compared to traditional photon therapy. These properties of protons also require a 
more precise delivery of the radiation since a small uncertainty in the positioning of 
the proton beam could result in the over- or under-dosing of critical structures. This 
highlights the importance of an in-vivo dose measurement technique. Due to the nature 
of protons, there are no primary particles exiting the patient to be used for verification 
purposes. One option is to use secondary radiation for dose verification purposes, like 
prompt gammas produced by proton-nuclei inelastic collisions. 
The primary aim of this work was to report on the detection of prompt gammas and 
their specific characteristics when produced by the important elements of tissue, like 
oxygen, carbQn, hydrogen and nitrogen. A number of different targets containing these 
elements such as water, Perspex, graphite and liquid nitrogen were irradiated in a 
passive-scatter proton therapy treatment facility and the gammas were detected by a 
high resolutibn 2' x 2" LaBr3 detector. The measurements were carried out at iThernba 
LABS in Somerset West, South Africa using the proton therapy beamline. In order 
to determine the shielding required to sufficiently block the secondary neutrons and 
scattered gamma-rays emitted from the beam line elements, a significant problem in 
a passive-scatter proton beam, preliminary Monte Carlo simulations were performed. 
The energy spectra of the prompt gammas produced in the various targets was meas-
ured, looking specifically at the discrete elemental prompt gamma peaks at 4.44 MeV 
from 12C and 6.13 MeV from 16 0. Measurements were also performed to investigate 
prompt gamma emission as a function of depth along the beam path. The depth meas-
urements were carried out for water and Perspex phantoms at several detector positions 
surrounding the depth location of the Bragg peak in each material. The discrete prompt 
gamma-ray measurements reveal that in-vivo range verification is feasible for clinical 
passive-scatter proton irradiations. 
The secondary aspect of this work was to develop a Monte Carlo model of the entire 
experimental measurement set-up including the entire iThemba LABS passive-scatter 
proton beam line. In recent years, the Geant4 Monte Carlo toolkit has played an 
important role in the development of a device for real time dose range verification pur-
poses using prompt gamma radiation. Unfortunately, in Geant4, the default physics 
models were not suitable for replicating measured prompt gamma emission. Determin-
ing a suitable physics model for low energy proton inelastic interactions will boost the 
accuracy of prompt gamma simulations. Among the Geant4 physics build-in models, 
we found that the precompound model with a modified initial exciton state of 2 ( 1 
particle, 1 hole) produced more accurate discrete gamma lines from the most import-
ant elements found within the body such as 160, 12C and 14N when comparing them 
with the available gamma production cross section data. 
Using the modified physics model, we also investigated prompt gamma spectra pro-
duced in a water phantom from both a 200 MeV pencil beam and passive-scatter beam 
of protons. The spectra were attained using a LaBr3 detector with a time-of-flight 
(TOF) window and BGO active shield to reduce the secondary neutron and gamma 
background. The simulations show that a 2 ns TOF window (1.8 ns in case of passive-
scatter beam) could reduce 99% of the secondary neutron flux hitting the detector. 
Finally, an absolute comparison of the Monte Carlo simulations and the experimental 
measurements was made to validate the Geant4 physics model. The selected Geaut4 
Monte Carlo model for prompt gamma-ray production underestimated the measured 
values of up to 10% except for the 4.44 MeV peak from the water target, which shows 
almost a 50% overestimation of the number of produced prompt gammas. Overall, 
the Monte Carlo model of the iThemha LABS proton therapy heamline performed 
W<Oll, matching validation treatment dose profiles to within 3% and wplicating prompt 
gamma production numbers to within 10%. The gross overestimation for the 4.44 MeV 
peak produced by the water target will be investigated and may lead to changes to 
the physics models within Geant4. The present simulation proved able to adequately 
model the prompt gamma production and will continue to he used for prompt gamma 
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1.1 Aim and outline of this study 
The aim of this study is to measure the discrete prompt gammas produced in tissue 
by examining the prompt gammas produced in water, perspex, carbon and liquid-
nitrogen targets irradiated by a clinical passive-scatter proton beam of 200 MeV. The 
measurements were taken in cooperation with the medical division at iThemba LABS 
in Faure, South Africa, using the proton therapy beamline that has been used to treat 
patients for many years. A secondary aspect of this work was to develop a Monte Carlo 
model of the experimental measurement set-up including the entire iThemba LABS 
passive-scatter proton beam line using the Geant4 Monte Carlo particle transport code 
(version 9.6.p02). 
This thesis is divided into four parts including an introduction (chapter 1) describing 
the background information for this work, including a discussion on the sources of 
range uncertainties that arise during proton beam radiotherapy treatment. It outlines 
previous research work in prompt gamma detection, as well as several proposed methods 
of prompt gamma imaging are also discussed. The introduction concludes with a brief 
motivation of this work in section 1.8. 
The second part describes the materials and methodology discussed in chapters 2 and 
3. In chapter 2, we report on the Monte Carlo model of the iThemba LABS passive-
scatter beamline. Chapter 2 also contains methods of validation of the beamline model 
and the physics within Geant4. Simulations for prompt gamma spectra from a water 
phantom irradiated with a clinical passive and active proton beam are also reported. 
2 
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Chapter 3 provides the details of our experimental study for prompt gamma detection. 
The third part presents the results, discussion and conclusion of the research, divided 
into chapters 4, 5 and 6. Chapter 4 provides the results of all the simulations described 
in chapter 2. In chapter 5, the measured prompt gamma spectra from different targets 
are analysed and the results are used to evaluate the accuracy of the existing Monte 
Carlo simulations and to make comparisons with the experimental data. In chapter 6, 
we conclude our overall works and findings briefly. 
The last part of this thesis contains Appendices. In Appendix A, we listed material 
definitions used in our Geant4 Monte Carlo passive beamline model whereas Appendix 
B provides the General Particle Source (GPS) macro commands for the modelled AmBe 
neutron source. 
1.2 Physics of proton beam radiotherapy 
According to the World Health Organization (WHO) report, about 13% of all deaths 
worldwide in 2008, were due to cancer. Utilization of radiation is one of the most 
important methods to treat localized solid tumours. Over 50% of cancer treatments 
are covered by radiotherapy. Nowadays, many commercially available treatment facil-
ities, producing X-rays, electrons, protons and heavy ions, arc being used for cancer 
treatments. Among them, proton therapy is one of the most technologically advanced 
methods to treat tumours seated deep in the human body while offering good dose 
conformity. Moreover, protons can cause less damage to the normal tissue compared to 
traditional beam radiotherapy. As a result, it is possible to increase the tumour dose 
while reducing the dose to the surrounding normal tissue or organs at risk. 
In 1946, Robert Wilson proposed protons for cancer treatnwnt and the first patent-
based treatment was carried out in 1954 at the Lawrence Berkeley National Laboratory 
(LBNL) in the USA. A major advantage of proton beam radiotherapy over traditional 
radiotherapy is no exit dose beyond the tumour, as seen in Figure 1.1. This is because of 
the sharp distal fall-off at the end of the proton range. In contrast, as gamma-rays move 
through the body, they will damage tissue and organs all along their path. Figure 1.2 
shows the simulated energy deposited by a proton within a water target. When a proton 
moves through matter, it continuously slows down by losing its energy through one or 
all of the following interactions: electromagnetic excitation and ionization of the atoms 
and molecules of the target material (called electromagnetic interactions), inelastic 
1.2 Physics of proton beam radiotherapy 




F ig ure 1.1: Comparison of tradi tional (gamma-rays) beam ra-
diotherapy (left ) with proton beam radiotherapy (right) edited 
from http:/ j www.proton-therapy.org 
4 
and elastic nuclear interactions. The rate of energy loss is inversely proportional to 
the proton velocity. Therefore, the rate of energy deposit per unit length increases 
as the proton slows down. The proton finally deposits all of its remaining energy at 
a particular depth. The maximum energy deposition at the sharp peak is called the 
Bragg peak. 
10 15 )J 
D<!pth n W.torl:m) 
Figure 1.2: Energy deposited by a 200 MeV proton along its track in 
a wa ter phantom. 
The proton energy loss is characterized by the term stopping power. According to the 
ICRU (1993) , stopping power is defined as the average energy loss per unit track length. 
The stopping power depends on proton energy and material in which the proton is tra-
versing. Moreover , the stopping power is the sum of electronic (or collision) and nuclear 
stopping power. The nuclear stopping power results from the elastic nuclear collisions 
1.2 Physics of proton beam radiotherapy 5 
between protons and nuclei in which the proton loses its energy by transferring kinetic 
energy to the recoil nuclei. The energy lost due to clastic collisions is less significant 
than collision stopping power particularly at higher proton energies. For example, a 
0.1 MeV proton only contributes to 0.1% of the total energy loss (Janni (1966)). The 
electronic stopping power involves with the atomic electrons of the target atoms pro-
duce the primary proton energy loss via excitation or ionization. The electromagnetic 
interactions are the dominant mode of energy loss for low and moderate energy protons 
( Janni ( 1966)). A proton also undergoes multiple scattering while interacting with the 
atomic nuclei rather than the electrons and emits bremsstrahlung photon as a result. 
In addition to electromagnetic interactions, proton inelastic nuclear interactions occur 
throughout the entire stopping process, but do not change the shape of the Bragg peak. 
This energy loss during inelastic nuclear interactions should not be neglected because it 
reduces the primary proton fluence as a function of depth. For a 160 ~eV beam, 19.6% 
(about 1% per centimetre range of the beam) of the primary protons are involved in 
nuclear interactions as they slow down (Paganetti (2002)). 
The energy loss from atomic ionization and excitation (mass collision stopping power) 




where, re = e2 /mc2 is the classical electron radius, mc2 ::::: 0.511 MeV is the rest mass 
of an electron, f3 = v/c (v is the speed of proton), u is the atomic mass unit, Z and 
A are the atomic number and relative atomic mass of the target atom, z is the charge 







2 Wm) 2 C 0 Lo(f3) = -ln - (3 -ln(I)----
2 1- /32 z 2 (1.3) 
where, o /2 and C / Z are corrections for the density and shell effect, respectively, and are 
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negligible in the radiotherapy energy range. Therefore, for protons in the energy range 
3 - 300 MeV, the mass stopping power can be written (while ignoring all negligible 
corrections) as seen in the equation 1.4 [Paganetti (2012a)]. The uncertainty of the 
mean excitation energy of the target material (I) is discussed in Section 4.2.2. 
- = -- - = 0.3072-- ln-- /3 Seal 1 (dE) Z 1 ( Wm 2) 
P P dx el A /32 I 
where, 









Since the incident proton speed is very high, the initial energy loss is very low. As the 
proton slows down it can be clearly demonstrated using equation 1.6 that the rate of 
energy loss of the proton in the track is continuously increasing even if there is a very 
small change in speed. While the proton approaches the end of its range, the proton 
has a very low speed. Therefore, the rate of energy loss becomes very high and the 
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Figure 1.3: Spread-out Bragg peak (SOBP) distribution edited from 
Paganetti (2012a). 
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The effective depth of a proton travelling in matter before losing all its energy is defined 
as its range. It is noted that not all protons with the same energy will stop at the same 
position and the proton range will be broadened or spread out. Therefore, the mean 
projected range (R50%) of a proton is measured at a point on the broadened Bragg 
peak or the spread-out Bragg peak (SOBP) where the dose has decreased to 50% of 
the maximum dose as shown in Figure 1.3. However, in most proton centres, the 90% 
falloff position (R90%) in water or the 90% isodose line in a patient is considered the 
prescribed dose range (see Figure 1.3). 
1.3 Prompt gamma creation 
During a proton therapy treatment, some of the incident protons interact directly with 
target nuclei in the patient producing gamma-rays. These proton-nucleus interactions 
excite the nucleus, which de-excites very quickly (10-9 - 10-19 s) by emitting one or 
more gamma-rays, called prompt gamma (PG) rays. Each emitted prompt gamma ray 
has a characteristic energy, defined by the elemental nuclei of origin. These charac-
teristic gamma rays (0 - 8 MeV) have been shown to closely imitate the location of 
the dose distribution within the patient (Polf et al. (2009a) and Min et al. (2006)). 
The prompt gamma creation within the tissue generally depends on the energy of the 
incident proton and the elemental composition of the tissue ( Polf et al. ( 2009a)). The 
details of prompt gamma lines generated by proton inelastic collision with 12C, 160 
and 14N are given in Table 1.1. 
1.3.1 Inelastic nuclear reactions 
Inelastic nuclear reactions can occur in any of the three processes, through direct re-
actions, compound nuclear emissions or pre-equilibrium emissions. For low incident 
energy proton nuclear interactions, a compound nucleus is formed from the combina-
tion of an incident proton and the target nucleus. The incident proton remains inside 
the target nucleus and no emission occurs directly after the interaction. The incident 
proton energy is then diffused statistically among all the nucleons of the target nucleus 
through successive collisions and eventually transferred to the compound nucleus. It 
can release energy by emission of particles through statistical fluctuation that concen-
trates enough energy on a single nucleon or cluster (Singh and Mukherjee (1996)). The 
unstable equilibrated compound nucleus is in an excited quasi-stationary state between 
1.3 Prompt gamma creation 
Table 1.1: Prompt gamma lines produced during proton inelastic reactions 
on 12 C, 16 0 and 14N. Source: Kozlovsky et al. (2002a). 
E"~(MeV) Transition Reaction Mean Life (s) 
0.718 w 8 .o.718 -+ g.s 160(p,x) lOB* 1.0 x w-9 
12C(p,x) lOC( c)lOB* 27.8 
12C(p,x)wB* 1.0 x w-9 
1.022 10B•l. 740 -+ lOB•O. 718 160(p,x) lOB* 7.5 x w- 15 
12C(p,x)1oB* 7.5 x w- 15 
1.635 14N•3.948 -+ 14N•2.313 160(p,x)14N* 6.9 x w- 15 
14N(p,p')14N* 6.9 x w- 15 
2.000 11 c•2.000 -+ g.s 12C(p,x)11c• 1.0 x w- 14 
2.124 11 8 .2.125 -+ g.s 12C(p,x) 11 B* 5.5 x w- 15 
2.313 14N•2.313 -+ g.s 160(p,x)14N* 9.8 x w- 14 
14N(p,p')14N* 9.8 x w- 14 
14N(p,n)140( e+ ,F )14N•2.313 102 
2.742 16o•8.872 -+ 16o•6.13o 160(p,p')16o• 1.8 x w- 13 
3.684 12c•3.685 -+ g.s 160(p,x)13c• 1.6 x w- 15 
13C(p,p) 1ac· 1.6 x w- 15 
3.853 12c•:J.854 -+ g.s 160(p,x)13c• 1.2 x w- 11 
13C(p,p) 13c• 1.2 x w- 11 
4.438 12c•4439 -+ g.s 160(p,x) 12c• 6.1 x w- 14 
12c(p,p') 12c• 6.1 x w- 14 
14N(p,x)12c. 6.1 x w- 14 
4.444 11 B*4.445 -+ g.s 12C(p,2p)11B* 5.6 x w- 19 
14N(p,x) ll B* 5.6 x w- 19 
5.105 14N•5.106 -+ g.s 160(p,x)14N* 6.3 x w- 12 
14N(p,p')14N* 6.3 x w- 12 
5.180 15o•5.181 -+ g.s 160(p,x)15o• < 4.9 x w- 14 
5.240 15o•5.241 -+ g.s 160(p,x) 15o• 3.25 x w- 12 
5.269 15N•5.270 -+ g.s 160(p,x) 15N* 2.58 x w- 12 
5.298 15N•5.299 -+ g.s 160(p,x) 15N* 1.2 x w- 14 
6.129 160•6.130 -+ g.s 160(p,p') 160* 2.7 x w- 11 
6.175 15o•6.176 -+ g.s 160(p,x)15o• < 2.3 x w- 14 
6.322 t5N•6.324 -+ g.s 160(p,x)15N* 1.0 x w- 15 
6.337 nc•6.339 -+ g.s 12C(p,x)1Ic• < 1.1 x w- 13 
6.476 11 c•6.4 78 -+ g.s 12qp,x)11c• 8.7 x w- 15 
6.741 11 B*6.743 -+ g.s 12C(p,x) 11 B* 4.3 x w- 20 
6.790 11 B*6.792 -+ g.s 12C(p,x) 11 B* 5.6 x w- 19 
6.916 16o•o.917 -+ g.s 160(p,p') 160* 6.8 x w- 14 
7.115 16o•7.117 -+ g.s 160(p,p') 160* 1.2 x w- 19 
7.299 15N•7.3D1 -+ g.s 160(p,x)15N* 1.4 X 10· 16 
8 
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the absorption of the incident proton and the emission of several particles with relat-
ively low kinetic energy. Moreover, a compound nucleus can form through a number of 
different nuclear reaction processes and also decays through many different channels. 
The compound nuclear model is applied for low-energy incident protons ( 10-20 MeV) 
due to the low chance for the incident proton to escape with its identity intact from 
the target nuclei. It is also used for medium-weight and heavy target nuclei where the 
target nuclei have a large enough interior to absorb the incident proton. The particle 
emission from a compound nucleus is nearly isotropic because of the random collisions 
among the nucleons within the target nucleus. 
By contrast, an increase in the incident proton energy sees a change in the reaction 
mechanism from the compound nucleus mechanism to the direct reaction mechanism, 
in which the proton interacts with only one or at most a few nucleons in the target 
nucleus (Williams (1991)). After interaction, either the incident proton or a target 
particle can escape from the composite nucleus. Also, the incident particle can pick 
up one or more nucleons from the target nucleus. The particle emission from a direct 
reaction (about 10-22 s) is much quicker than from a compound-nuclear reaction (about 
10-10 s to 10-lS s). 
However, experimentally, typical nuclear reactions are observed with a time longer 
than the direct reaction and shorter than compound nuclear reaction. Thus, a third 
mechanism, where particle emission occurs before statistical equilibrium was reached 
must be possible. This mechanism is known as pre-equilibrium, in which secondary 
particles are emitted with a relatively higher energy and a specific angular distribution. 
At the end of the pre-equilibrium stage, a single nucleon may be able to gain enough 
energy to escape from an excited composite nucleus. The emission of nucleons from a 
compound nucleus is known as evaporation process and is described as the escape of 
molecules from hot water or fluid. 
1.3.2 Nuclear reaction models 
As the proton energy is increased above 10 MeV (above the evaporation peak), semi-
classical pre-equilibrium reaction models, such as the internuclear cascade model (INC) 
or the exciton model proposed by Griffin (1966) are widely used for nuclear reactions 
(Singh and Mukherjee (1996)). 
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Intranuclear cascade model (INC) 
The INC model has been developed for the Monte Carlo simulation of nucleon-nucleon 
reactions that make use of free nucleon-nucleon experimental cross sections. The INC 
model is shown schematically in Figure 1.4, where a proton is incident on a target 
nucleus with an impact parameter b. The proton will then interact with the nucleons 
inside the target nucleus after travelling a certain distance. The cascade model is 
responsible for the individual nucleon trajectory. If an excited particle has sufficient 
energy to reach the nuclear surface after the cascade, it may be emitted immediately 
from the nucleus, as seen in Figure 1.4. Otherwise, it will fall below a cut-off value to be 
captured by the nucleus in order to raise the nucleus to an excited stage. At the end of 
each cascade, after having traced all the particles of a given cascade, the details of the 
residual nucleus and emitted particles are stored and a new cascade with a new impact 
parameter is registered. During each cascade process, several particles may be ejected 
and the residual nucleus generally remains in an excited state. The de-excitation of the 
residual nucleus generates gamma emissions. Although the INC model is accurate for 
protons with high incident energy (approximately 100-200 MeV), it has been successful 
at low energy even as low as 20 MeV (Brenner and Prael (1989)). 
p 
N 
Figure 1.4: A schematic representation of an intranuclear cascade generated by a 
proton in a target nucleus, where, the solid circles indicate points of collisions and 
open circle represent collisions forbidden by the Pauli exclusion principle. The short 
arrows indicate the positions of nucleons captured to contribute the overall excitation. 
Source: Friedlander et al. (1955). 
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Exciton model 
Figure 1.5 shows a schematic diagram of a simple exciton 1 model. As the target nucleus 
is initially in the ground stage (n = 0), there are no vacant energy levels below the 
Fermi energy E f and all energy levels above are empty. Assume a proton with energy 
E enters the target nucleus where it forms a state with exciton n = 1 (1p + Oh). This 
is the initial stage of a nuclear interaction and the incident proton may escape from the 
target nuclei field without any interaction with the nucleon. In this case, the reaction 
will be completely elastic. By contrast, a proton interaction with an individual target 
nucleon will raise the nucleon above the Fermi level and result in a vacancy below the 
Fermi level. Thus, the absorption of an incident proton by a target nucleon forms an 
exciton state of n = 3 (2p + 1h). At this stage, either of the excited particles may be 
emitted from the nuclei if it has sufficient energy to escape. Otherwise, there will be a 
two-body interaction between either the excited particles and the nucleons under the 
Fermi energy level to form an exciton state of n = 5 (3p + 2h) or the excited particles 
themselves that will form an exciton state of n = 3 (2p+ 1h) (or back to the initial 
stage with an exciton n = 1). Therefore, the transition changes the excitons by 0 or 
±2, which is proportional to the level density of excited states. Once the equilibrium 
state (n = 0) is reached (the number of excitons will be a constant after equilibrium 
state), the pre-equilibrium model will be handled by evaporation model. 
... - -E·- -E t- -







Figure 1.5: A schematic diagTam of the equilibrium process in the exciton model, 
where, E is the excitation energy, n is the number of excitons (n = p + h), E1 is 
the Fermi energy and E; is the energy of the incident particle. The solid and open 
circles indicate particles (p) and holes (h), respectively. Source: Singh and Mukherjee 
(1996). 
1 the excited degrees of freedom (n) that is the sum of particles (p) excited above the Fermi level 
and holes (h) under the Fermi level (i.e. n = p +h) 
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1.4 Sources of range uncertainty 
A disadvantage of proton radiotherapy is the uncertainty in the proton range while 
calcula ting the dose, preparing the patient for the treatment or delivering the prescribed 
dose. Liu et al. (2007) has reported that if the wa ter equivalent depth (WED) changes 
by 1 em, there is a t most a 3-5% variation in depth dose for 10 MeV photon, but up to 
90% variation in depth dose for a typical proton beam (see Figure 1.6) . Further , Liu 
demonstrated that the result of this range uncertainty could cause either undershoot 
(lowered tumour dose because of missing tumour region being treated) , or overshoot 
(treating normal tissue beyond the tumour with the full dose), as demonstrated in 
Figure 1.6 . Therefore, in order to deliver the accurate prescribed dose to the planned 
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Figure 1.6: Dose difference for a .7 .0 em water equivalen t dep th of a 10 MeV 
photon beam and a SOBP proton beam editted from Liu et al. (2007). 
Table 1.2 summarizes the estimated range uncertainty values during treatment plan-
ning, prepara tion and delivering dose. In proton beam radiotherapy, the dose calcu-
la tion is based on computed tomography (CT) images in which the tumour volume is 
defined using density or contrast vari ation of tissue. The precision of the proton treat-
ment planning depends on stopping power values that are converted from Hounsfield 
values of the CT image obtained through a calibration curve. The Hounsfield scale 
is defined as the transformation of linear attenuation of x-rays into the radiodensity 
of water (Schaffner and Pedroni (1998)) . The uncertainty in stopping power is not 
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Table 1.2: Range uncertainties during treatment planning, preparation and delivering dose. 
Source of range uncertainty 
CT image and conversion of stopping power 
for bone 
for soft tissue 
Mean excitation energy (1-value) 
Image artefact in the CT 
tooth filling 
titanium hip prosthesis 
steel 
Beam reproducibility 
Patient set up 
Compensator design 
During commissioning (water) 
Anatomic changes (patient weight changes) 
gained weight 
lost weight 

















Schaffner and Pedroni ( 1998) 
Schaffner and Pedroni (1998) 
Matsufuji et al. ( 1998) 
Jaekel and Reiss (2007) 
Jaekel and Reiss (2007) 





Albertini et al. (2008) 
Albertini et al. (2008) 
only due to the HU conversion but also caused by the I-value1 . Matsufuji et al. (1998) 
suggested a ±0.82% safety margin on treatment planning for range uncertainty due to 
CT number variation. Also, the attenuation of the x-rays in any metal is very strong, 
therefore an image artefact in the CT image by the presence of any surgical metal or 
tooth filling will directly affect the CT number, and hence, lead to huge uncertainty 
in the proton range (Wei et al. (2006), Jaekel and Reiss (2007) and Newhauser et al. 
(2008)). Furthermore, the uncertainty due to reproducibility of the proton beam for 
daily treatments and in patient set-up are ±0.2 and ±0. 7% respectively. In the passive 
beam proton delivery, there is an additional uncertainty of ±0.2 %, due to compensator 
design. Moreover, anatomic changes because of patient weight changes, tumour mass 
reduction or filling of internal cavity during the course of proton treatment cause a 
significant range uncertainty which is up to +8 mm while the patient gained weight 
and up to -13 mm while the patient lost weight. The overall uncertainties of the proton 
range calculation for most clinical sites is in the range of 3.0-3.4%. 
Nowadays, in addition to the prescribed range, a safety margin is being applied to ensure 
tumour coverage, for instance, 3.5% + 1 mm at the Massachusetts General Hospital 
1 mean ionization or excitation energy 
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(MGH) in Boston, 3.5% + 3 mm at the MD Anderson proton therapy center in Houston, 
the Lorna Linda University Medical Center and the Roberts Proton Therapy Center 
at the University of Pennsylvania and 2.5% + 1.5 mm at the University of Florida 
Proton Therapy Institute (Paganetti (2012c)). However, applying these additional 
safety margins leads to overshoot and damages normal tissue surrounding the target 
(Trofimov et al. (2007) and Lu (2008)). As a result, there is significant interest in 
developing a method to verify the range of protons during treatment. 
1.5 Positron annihilation gammas for in-vivo treatment 
verification 
In proton beam radiotherapy, nuclear fragmentation reactions between incident protons 
and the target nuclei produce short-lived positron emitted isotopes; 150 (t1; 2 = 2.04 
min), 140 (1.18 min), 13 N (9.96 min), 11C (20.39 min) and 10C (0.32 min). Among 
them 11 C and 150 are easily observed isotopes as seen in Figure 1.7. The range of 
positrons in tissue is very short (a few millimetres) and will then annihilate with an 
electron in the surrounding tissue. During the positron annihilation process, two back-
to-hack gamma-rays of equal energy 0.511 MeV are created via the reaction e+ + e-
-t "' + "' which can then be used for positron emission tomography (PET) imaging 
(Parodi et al. (2002), Vacchio et al. (2007) and Fourkal et al. (2009)). The use of 
a PET scanner for range verification was proposed by Maccabee et al. (1969) and is 
the only currently available method that clinically implements dose verification either 
immediately following treatment (on-time) or sometime after the treatment (Parodi 
et al. (2008)). 
Immediate range verification using PET is limited because of long half-lives (1-20 min) 
of the relevant nuclear reaction products. Therefore, the post-treatment verification 
option is preferred for dose verification (Parodi et al. (2007) and Knopf et al. (2011)). 




















Figure 1. 7: Simulated dis tribution of positron emitted isotopes created along 
the path of 200 MeV proton in a water phantom. 
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Figure 1.8: Tl'eatment planning (left) and m easured activity using PET/ CT 
(right) . Source: P arodi et al. (2007) . 
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1.5 Positron annihilation gammas for in-vivo treatment verification 
Figure 1.9: Top: Dose dis tribution (Jeft)and sim ulated PG (right) and 
bottom : PET distribution without (left) and with washout (righ t). Source: 
Moteabbed and Paganetti (2011 ). 
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Parodi et al. (2007) investigated the feasibility of using PET /CT for post-proton treat-
ment verification. The PET/CT image seen in Figure 1.8 (edited from Parodi et al. 
(2007)) was performed 20 minutes after the treatment delivery with an acquisition time 
of 30 minutes. The spatial reproducibility of the measured activity distribution from 
PET /CT has been reported to be within 1 mm (Parodi et al. (2007) and Knopf et al. 
(2009)). However , the quantitative agreement between the measured and planned dis-
tributions is complicated by many factors such as blood perfusion, tissue composit ion, 
motion of internal organs and co-registration uncertainties. Also, the image quality 
is limited by the number of positrons created during a t reatment fraction . In proton 
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radiotherapy, the production of positron-emitted isotopes is very sensitive to tissue ele-
mental composition. Even though the spatial reproducibility of the measured activity 
distributions can be achieved within 1 mm, the range can only be verified with an 
accuracy of 1- 2 mm in the best case scenario of a low blood-perfused bony structures 
of the head-and-neck patient with accurate co-registration of the imaging and planned 
treatment position (Parodi et al. (2007) and Knopf et al. (2009)). In contrast, in soft 
tissue, blood perfusion continuously wash-out the positron-emitted isotopes (Parodi 
et al. (2008)). Therefore, the wash-out process introduces a discrepancy between meas-
ured and expected spatial accuracy of about 4 mm, if the proton beam-end position is 
situated within the soft tissue (Knopf et al. (2009)). Unfortunately, the quantitative 
spatial accuracy due to the patient motion during the long imaging time (it is about 
30 nun) of PET /CT is relatively high, possibly up to 3 em (Knopf et al. (2009)). 
Based on these results, the treatment verification by PET /CT is seen to be insufficient 
at this time. Yet, it so far is the only ava.ilable method that can be used as an in-vivo 
proton range verification device until a more precise method for online verification is 
developed. 
1.6 On-line verification using prompt gammas 
Prompt gamma (PG) production rates are approximately 10 times higher than the 
number of gammas produced by positron annihilation in the therapeutic dose rate 
range (Moteabbed and Paganetti (2011)). Moreover, geometrical interface between 
the detector and the treatment gantry is not required for PG image reconstruction 
because there are no coincidence events. The first patient based comparison between 
prompt gamma imaging and positron emission tomography (PET) was studied in detail 
by Moteabbed and Paganetti (2011). It can be seen in Figure 1.9 where the PG 
and PET gamma distributions for the same treatment plan CT were simulated for 
comparison. The comparisons confirmed that on-line verification using the PG method 
has an advantage over the PET method when an active beam is used to treat a small 
target. Furthermore, it was reported that the PG distribution was 5 mrn to 1 em 
closer to the dose at both the 50% and 20% distal falloff positions than the PET. 
Unfortunately, no direct correlation between PG and dose was found when using a 
passively scattered beam. 







F ig ure 1.10: The prompt gamma scanning system to verify proton range 
experimentally developed by Min et al. (2006). 
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Within the last few years, detection of instantaneous prompt gamma emissions have 
been proposed as a suitable and alternative method over PET /CT to verify depth dose 
distribution clinically (Min et al. (2006), Polf et al. (2009a), Polf et al. (2009b) and 
Testa et a l. (2010)) . However, no developed prompt gamma imaging system exists to 
date. 
The first prompt gamma scanning system was designed by Min et al. (2006) to exper-
imentally locate the distal fall-off of the proton dose distribution. It is seen in Figure 
1. 10, and was built using t hree layers of shielding to stop neu trons from the phantom: 
the paraffin layer to moderate the fast high energy neutrons, the B4C layer to capture 
low-energy neutrons and the lead block to attenuate neutron-captured gamma rays. 
The beam scan was performed perpendicular to the proton b eam. A Csi (Tl) scintil-
lator was used to detect the prompt gammas after travelling through a long collimated 
hole from the water phantom. In Figure 1.11 , the depth dose curve measured in the 
water phantom by the ioniza tion chamber was compared with the prompt gammas 
measured by the PG scanning sys tem, for which gammas of energy over 4 MeV were 
summed. In conclusion, the correlation between the depth dose and the prompt gamma 
distribution clearly demonstrate the feasibility of using prompt gammas for online range 
verification. 













Figure 1.11: Comparison of the Bragg Peak (dep th dose) measured by an 
ionization chamber (IC) with the prompt gamma scanning system (PGS) meas-
urements at proton energies of 100, 150 and 200 MeV. Sow·ce: Min et al. (2006). 
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Figure 1.12: Prompt gamma spectra emit ted from Lucite measured with the 
passive lead shielding (black) and the active BGO shielding (red). Source: PolE 
et al. (2009b). 
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Figure 1.13: Experimental setup of prompt gamma measurements with (a) 
passive shield and (b) an active shielding. Source: PolE et al. (2009b). 
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An experimental measurement of prompt gamma-ray spectra emitted from a plas tic 
phantom was performed by Polf et al. (2009b) . The measured spectra are shown in 
Figure 1.12. As illustra ted in Figure 1.13, the energy spectra were acquired by acyl-
indrical high purity germanium (HPGe) detector with active and passive shielding. A 
2.5 em thick lead collimator having a 2 em x 2 em square hole was used for the meas-
urement with the passive shielding and it was replaced by a 4 em slit type collimator in 
the active shielding configuration. The purpose of the active shielding was to avoid the 
continuous Compton background signal in the measured spectra clue to the incomplete 
energy deposition of incident prompt gammas within the detector. As seen in Figure 
1.12, peaks at 6.13 MeV from oxygen ancl4.44 MeV from carbon were easily identified 
in both measured spectra with active and passive detector shielding. Also their single 
and double escape peaks were clearly visible. Furthermore, the use of active shielding 
reduced 40-70 % of the Compton scattered signal and increased the peak to background 
ra tio over the entire energy range. As a result , the high energy peak of 7.12 MeV from 
oxygen could also be identified. 
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-----~ _ ... 
Figure 1.14: Experimental setup of prompt gamma measurements with a Nai 
detector at 50 em. All the dimensions are in em. Source: Smeets (2011-201 2) . 
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The prompt gamma creation within the tissue is generally dependent on the energy of 
the incident proton and the elemental composition of the tissue (Polf et al. (2009a). 
In addition, the PG signal intensity is also dependent on the concentration of elements 
within the tumour. Polf et al. (2013) showed the emission of the 6.13 MeV line is 
directly proportional to the amount of oxygen in the tumour volume, and that the 4.44 
MeV signal was dependent not only on the concentration of oxygen but also on the 
carbon concentration. As a consequence, measuring this 6.13 MeV gamma over the 
course of a treatment cycle could help to track changes in the oxygenation levels and 
blood flow of tumour and could be used to readjust the treatment plan accordingly. 
Smeets et al. (2012) made measurements of prompt gammas emitted from a PMMA 
(C502Hs) target using a Nai detector with a 160 MeV proton pencil beam. The ex-
perimental geometry is shown in Figure 1.14 where the collimator was 5.2 em wide, 
5.0 em high and 10 em thick. The measured spectra are shown in Figure 1.15 which 
were acquired during 120 s with a beam current in the range of 0.02 - 0.03 nA. Fast 
secondary neutrons produced together with the prompt gamma rays reached the de-
tector and obscured the prompt gamma signal. Therefore, the spectra obtained with 
the collimator closed were subtrac ted from the spectra measured with the collimator 
open in order to reduce both the secondary neutrons from the target pass ing through 
the lead shielding and the secondary radiation scattered from the treatment nozzle and 
room walls. In the spectra, the 4.44 MeV and 6.13 MeV peaks and their single and 
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Figure 1.15: Measured and simulated prompt gamma spectra emitted fi:om 
PMMA phantom for a 160 MeV proton beam at 50 em distance. Sotll'ce: Smeets 
(2011-2012). 
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double escape peaks were visible. However, high energy peaks at 6.92 MeV and 7.12 
MeV could not be seen. 
Biegun et al. (2012) proposed a method of shifting t he time-of-flight (TOF) window 
to reject the neutron contamination in the PG signal. Their Monte Carlo simulation 
confirmed that the TOF window produced significant neutron background rejection. 
The TOF is defined as the time difference between the t ime when a prompt gamma is 
detected by the detector (stop pulse) and the time of a short RF pulse, produced when 
the protons enter the target (start pulse). The time of flight for photons is shorter than 
tha t for the neutrons. Therefore, the detector will be disabled for the later-arriving 
neutrons and as well as the background gamma rays. 
Recently, Verburg et a l. (2013) implemented this TOF technique into their experimental 
prompt gamma measurements on an active-scanning proton therapy beamline. The 
spectra emitted from a water target seen in Figure 1.16 were measured 9 mm before the 
80% dose fall-off level (Rso ) with a 2 ns time window using a cylindrical LaBr3 (5% Ce) 
detector. The 80% dose fall-off level is defin ed at a point on the Bragg peak where the 
dose decreased to 80% of the maximum dose. An active shielding of BGO (Bi4Ge3012) 
crystal surrounding the detector was used to reduce both the Compton background 
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Figure 1.16: Prompt gamma spectrum emitted from a water phantom per-
formed with a 2 ns time window. Source: Verburg et al. (201 3). 
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and the neutron-induced gamma ray background by anti-coincidence methods. The 
detector was placed perpendicular to the beam direction 30 em away from the surface 
of the water phantom and there was a 15 em-thick collimator between them with a 
4.8 mm slit opening. The prompt gamma lines a t 4.44, 5.2 and 6.13 MeV were clearly 
resolved. Moreover , the correlation between prompt gamma emission and depth dose 
was reasonable. 
All these prompt gamma studies were carried out using active-scanning proton beam-
lines. Unfortunately, during passive-scatter beam radiotherapy, additional secondary 
radia tion such as neutrons and photons created in the beam line elements are concerns 
for prompt gamma measurements. The secondaries produced along a passive scatter 
beam line can be minimized using proper shielding and collima tors. However , neutrons 
or secondary gamma rays produced in the final collimator and in the patient can not 
be avoided and produces additiona l signal in the detector tha t may hide the desired 
prompt gamma signal. 
1. 7 Proposed prompt gamma imaging devices 
A number of devices have been proposed that use prompt gamma radiation for on-
line proton range verification. Some of them have already been discussed in section 
1.6. All of these devices have been designed for use with an active-scanning proton or 
carbon beam. Early prompt gamma imaging devices contained a single lead collimator 
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Figure 1.17: Prompt gamma detector with sli t collimator and prototype 
HiCam gamma detector. Source: Smeets (2011-201 2). 
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mounted perpendicular to the beam axis in order t o scan the proton or carbon ion range 
in a phantom by moving it along the beam direction (Min et al. (2006) , Testa et al. 
(2008) and Polf et al. (2009b) ) . Kim et al. (2009) constructed a pinhole camera to scan 
the proton range in a water phantom. The slit and pinhole cameras can only produce 
a one-dimensional prompt gamma distribution. A first prot otype device consisting 
of a slit collimator with a knife-edge aperture and a HiCam gamma detector (High 
resolution Camera) was successfully built and t ested for real-time range monitoring 
by Smeet s (2011-2012). Figure 1.17 shows the arrangement of the device with the 
slit collimator mounted between the patient and the camera. The prototype camera 
projected the one-dimensional prompt gamma distribution and was therefore well suited 
only for a single pencil beam. 
An electronically collimated (or non-collimated) detector system, called the Compton 
camera, is currently being inves tigated as an alternative method for on-line t reat-
ment verification (Richard et al. (2009), Richard et al. (2010) , Peterson et al. (2010) , 
Robertson et al. (2011) and Roellinghoff et al. (2011 )) . The Compton camera can 
produce either 2D or 3D prompt gamma images. The design of a Compton camera 
is complet ely different from a collimated camera. The initial prompt gamma energy 
and direction are calculated from t he energy deposit ion and interaction position in-
formation gathered from intermediate detector stages and a final absorber stage. The 
detect ion efficiency is limited due to the smaller number of successive interactions at 
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Figure 1.18: Compton camera. detection system . Source: Richard et a.l. 
(2009). 
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different stages compared to the number of incident particles. The traditional Compton 
camera consists of a single detector composed of a stack of scatterers to improve the 
detection efficiency (Roellinghoff et al. (2011)). A three-stage Compton camera with 
two Compton scatterers is shown in Figure 1.18. To produce an ac tive event , a photon 
must undergo at least one Compton scatter in the first or second detector and at least 
one interaction in the third absorber detector. It is t herefore possible to confine the 
direction of the original prompt gamma along the surface of a reconstructed cone. The 
line drawing from the second scattered point to the first gives the direction of axis of 
the cone. The Compton scattering angle at the first detector is the half-angle of the 
cone. This scattering angle is dependent on t he exact position of the gamma interac-
tion on each scatterer. Therefore, position uncertainty will affect the image resolution 
(Peterson et al. (2010)) . Moreover , to determine the total energy deposited , t he re-
maining gamma energy must be absorbed completely by the absorber, but the higher 
energy gamma rays are able to escape easily from the absorber. So far , the feasibility 
of Compton camera for real-time monitoring have not yet been reported experiment-
ally. However, the Compton camera have already been optimized with Monte Carlo 
simulation (Peterson et al. (2010) and Robertson et al. (2011)). 
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1.8 Motivation for this study 
As introduced in this chapter, the detection of prompt gammas remains a challenge in 
developing a device for online range verification for use with proton and ion beam radio-
therapy treatments. These challenges drive the motivation for this work and result in 
the two specific aims for the thesis. 1. The measurement of prompt gamma production 
from elements found in tissue in the clinical passive-scatter treatment environment. 2. 
The development of a Monte Carlo model of the experimental setup for preliminary 
predictions regarding the measurements, for mmparison to final measured results and 
investigation into the physics behind the simulated results. 
Specific Aim 1 
A number of different prompt gamma experimental measurements have been completed 
or are on-going, but all of them have been performed for active (or pencil beam) 
irradiation. Although active-bean1 proton therapy is continuing to grow in popularity, 
passive-scatter proton therapy is still the dominant form of treatment and any prompt 
gamma imaging device will need to operate in this environment. There are a number 
of challenges for passive-scatter, such as the additional secondary radiation activated 
in the beam line elements awl in the final collimator, but prompt gamma detection 
is still possible. The objective of this work is to perform the first prompt gamma 
measurements using a clinical passive-scatter proton beam. These measurements will 
look at the most likely discrete prompt gammas emitted from a tissue by examining 
those produced in water, Perspex, carbon and liquid-nitrogen targets. 
Specific Aim 2 
The transition from simulation to experiment can be challenging, but in the design 
process, both are critical tools. In order to produce an effective design, both tools need 
to be in agreement, producing identical results. The aim of this work is to develop a 
Monte Carlo model of the experimental setup (proton beam line, phantom set-up and 
detector) that can be used to predict experiment in the preliminary stage of research 
and to compare the experimental mea~:-Juremcnts in the final stage. This comparison 
will be crucial for investigation into how this prompt gamma production processes are 
modelled within Geant4. Thus, the plan is also to test various Geant4 physics models for 
discrete gamma emission from the excited states of 160, 12C and 14N, the most abundant 
elements in human tissue, against the currently available experimental cross-section 
data. In addition, we will look at several Geant4 parameters (number of excitons (n), 
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Doppler broadening, Fermi breakup and Geant4 inelastic reaction cross-section data 
set) and try to identify areas of weakness. In the end, this will all work towards lining 
up the simulations as closely as possible to the experimental cross section data and 
our experimental measurements. The Geant4 beamline model will be validated against 
standard proton therapy calibration measurements and the response of the gamma 
detectors will be modelled using a uniquely-determined detector response function. 
Part II 
Materials and Methods 
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Chapter 2 
Geant4 Monte Carlo model for 
the prompt gamma simulations 
This chapter reports on the Monte Carlo model developed for the prompt gamma 
simulations. The prompt gamma experimental measurements were carried out at the 
passive-scatter proton therapy facility at iThemba LABS (Laboratory for Accelerator 
Based Sciences) in Somerset West, South Africa. A Monte Carlo model of the entire 
experimental set-up including the beam line elements and both Nal and LaBr3 detectors 
was developed and is based on the Geant4 Monte Carlo code (version 9.6.p02). First, 
we describe the method of Geant4 physics validation, and then the design of the Monte 
Carlo model of the iThemba LABS passive-scatter beam line and detectors. Finally, 
we discuss the prompt gamma simulation using both pencil beam and passive scatter 
beam models. 
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2.1 The Geant4 simulation toolkit 
Geant4 is an object-oriented toolkit and implemented in the C++ environment 
(Agostinelli et al. (2003)). It is being used to simulate the interactions of particles 
transversing through matter in the fields of particle physics, nuclear physics, astro-
physics, accelerator design and medical physics. The first version of the Geant4 was 
released in 1998, and in the following year, the Geant4 collaboration was established for 
further developments, maintenance and user support. Our simulation work was based 
on Geant4 (version 9.6.p02) released in 2013. Geant4 has been already successfully 
implemented in proton therapy treatment nozzle applications (Paganetti et al. (2004), 
Cirrone et al. (2005) and Peterson et al. (2009)). Because of its flexibility and trans-
parency, Geant4 provides a well-defined interface to connect external software tools 
and allows these other tools to use its components. In addition, Geant4 allows users to 
develop their own geometry and material, set relevant physics lists, produce a range of 
source particles and provides access to any desired output data. 
In the present thesis, three different Geant4 inelastic nuclear reaction models (the 
binary cascade (BIC), precompound (PRECO) and intra-nuclear cascade (INCLXX)) 
and the relevant cross-section data sets (Willish and Axen (WA) and Tripathi (TP)) 
were tested with different settings as summarised in Table 2.1. The physics models are 
described in the following sections. 
Table 2.1: Details of the physics models and settings used to evaluate the prompt gamma 
emission from elements 12 C, 16 0 and 14 N. *Combined model was considered with the BIG 
model used below 19 MeV, the INCLXX model used between 19 MeV and 40 MeV, the 
PRECO model used above 40 MeV and Fermi break-up was activated below 20 MeV. 
PG energy Cross Fermi Physics Excitons 
Sim Elements (MeV) -section breakup Model number 
1 12c 4.44 WA No BIC 3 
2 12c 4.44 WA No BIC 2 
3 12C 4.44 WA No PRE CO 3 
4 12C 4.44 WA No PRE CO 2 
5 12C 4.44 WA No INC LXX NjA 
6 12c 4.44 TP No BIC 3 
7 12c 4.44 TP No BIC 2 
Continued on next page 
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Table 2.1 - Continued from pr·evious page 
PG energy Cross Fermi Physics Excitons 
Sim Elements (MeV) -section breakup Model number 
8 12C 4.44 TP No PRE CO 3 
9 12C 4.44 TP No PRECO 2 
10 12C 4.44 TP No INCLXX N/A 




























18 14N 0.728 TP No BIC 2 
Continued on next page 
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Table 2.1 - Continued from previous page 
PG energy Cross Fermi Physics Excitons 
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2.1.1 Geant4 parameter settings 
Primary protons are generated using the Geant4 general particle source package (GPS) 
which has many common pre-defined options for particle generation operating via in-
teractive user interface (UI) commands. The accuracy of particle tracking is limited 
by the secondary particle production threshold (or range cut) and the maximum step 
size (or step max). When a charged particle transverses matter, it loses its energy by 
electromagnetic interactions between the particle and the atoms in the material pro-
ducing secondary particles. If the threshold is reached, the particle stops producing 
secondaries and deposits its remaining energy locally by the process of discrete or con-
tinuous energy loss. In Geant4, the threshold energy is defined by a distance which is 
converted into a threshold energy at initialisation according to the particle type and 
target material; the particle is then tracked until it reaches the threshold energy. It is 
also possible to extend the lowest-energy threshold limit for all particles down to 1 keV 
in the entire simulated volume. The choice of range cut mainly depends on the size 
of the sensitive element within the simulated volume and available CPU. In contrast, 
the step max is applied for any particle and limited by all processes assigned to the 
particle. The step max is the maximum distance allowed for a particle before the next 
interaction occurs. It is also possible to assign different range cuts and step size values 
for different geometry regions. 
The range cuts in this work are used for the electromagnetic processes of electrons, 
positrons and gammas. For our simulation, the range cut inside the detector was set 
to 0.1 Jlm for all particles to increase the number of electron-ion pair and more closely 
replicate the detector response while a 1 11m was used for the detector shielding and 
collimator. In the target region, the range cut was set to 0.01 mrn to increase prompt 
gamma production. The range cut for the remaining geometry was set to 1 mm. To 
reduce CPU usage, a maximum step size of 10 mm was used throughout the geometry, 
except inside the target where it was set to 0.5 mm which is smaller than the bin size 
of 1 rum. 
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2.1.2 Geant4 physics model 
The Geant4 provides complete physics process models for electromagnetic and hadronic 
interactions. In this study, we constructed the recommended physics list for proton ra-
diotherapy QGSP _BIC_EMY (Cirrone et al. (2011)) by means of a modular physics 
list approach that allows inserting all the pre-packaged pre- build physics lists. The 
QGSP model (Quark-Gluon-String-Precompound) consists of hadronic models colli-
sion between hadrons and nucleons. The low-energy electromagnetic package stand-
ard_opt3 was used and includes the processes of ionization, bremsstrahlung, multiple 
scattering, Compton scattering, photoelectric effect, pair production and annihilation 
for electromagnetic interactions of leptons, gammas, hadrons and ions tracking without 
magnetic field. By default, the selected physics list provides the binary cascade model 
for inelastic nuclear reactions. 
2.1.3 Geant4 binary cascade model 
In the binary cascade model, an inelastic nuclear interaction is described by the two-
particle binary inelastic collision between an incident proton and the nucleons inside 
the target nucleus. Further interactions between the remaining nucleons in the tar-
get nucleus and resulting secondaries are allowed to create an intra-nuclear cascade. 
To check the resulting secondaries, the Fermi exclusion principle is applied. If the mo-
mentum of a secondary particle falls below the Fermi level (momentum), the interaction 
is suppressed. Therefore the original primary particle is taken to the next interaction. 
On the other hand, if an interaction does occur, the secondaries are then treated like 
primary particles. The particle propagated into the nuclear field is calculated by solv-
ing the equation of motion numerically. The cascade is terminated if the secondaries 
do not reach the threshold energy required for the interaction. After each interaction, 
particle-hole states or excitons will be added to the target nucleus and at the end of 
cascade, the remaining residual nuclear system with its corresponding exciton state 
is then handled by the precompound and de-excitation models. The binary cascade 
model is valid for incident proton energies from 0 to 10 GeV. 
2.1.4 Geant4 precompound model 
The precompound model is an alternate low-energy inelastic nuclear reaction model 
for prompt gamma simulations (Polf et al. (2009b)). The initial precompound nucleus 
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is described by the atomic mass (A) and charge (Z) of residual nucleus, its four mo-
mentum vector (Po), nuclear excitation energy (U) and the number of excitons (n), 
calculated by summing the particles (p) above the Fermi level and the vacancies or 
holes (h) under the Fermi level of the compound nucleus. Statistical equilibrium is 
characterized by an equilibrium number of excitons neq· Geant4 determines the appro-
priate transitions by looping through the possibilities until an equilibrium condition is 
reached for de-excitation based only on excitation energy, not number of excitons. Sev-
eral nuclear transitions are possible for ~n = ± 2, 0 and each is associated with their 
respective transition probability Wfl.n(n, U) which depends on the exciton number (n) 
and excitation energy (U). If there is particle emission (neutrons, protons, deutrons, 
tritium and helium nuclei) before equilibrium reached, the above steps are repeated 
with the new nuclear fragment. The particle emission is also associated with an emis-
sion probability Wb(n, U, n), where n is the kinetic energy of the emitted nucleon or 
fragment. At statistical equilibrium, the simulation will be handled by the equilibrium 
model for emission of photons, nucleons and light fragments from the residual state 
(Jarlskog and Paganetti (2008)). The evaporation model is considered for the emission 
of nuclear fragments or gammas from the excited nucleus through one of the five differ-
ent channels handled by G4ExcitationHandler: evaporation as the main de-excitation, 
fission for lwavy nuch~i, Ff~rmi br<~ak-np for light ions, photon evaporation as compet-
itive channel in evaporation and multifragmentation for very excited nuclei (Lara and 
Wellisch ( 2000)). 
2.2 Assessment of prompt gamma emission from Geant4 
physics models and cross-section data 
The purpose of this work is to find a suitable inelastic nuclear reaction model for 
prompt gamma simulation using the available gamma production cross-section data. 
Currently available experimental inelastic cross-section data (measured primarily for 
astrophysical purposes) for proton-induced nuclear reaction on 160 , 12C and 14N (with 
statistical and systematic error analysis) are found in Kiener et al. (1998), Dyer et al. 
(1981), Belhout et al. (2007), Narayanaswarny et al. (1981), Lang et al. (1987), Lesko 
et al. (1988) and Benhabiles-Mezhoud et al. (2011). 
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2.2.1 Geant4 physics models and cross-section data specific to prompt 
gamma emission 
Geant4 provides several pre-built physics models for low-energy proton-nuclear inelastic 
interactions: the binary cascade (BIC), precompound (PRECO) and intra-nuclear cas-
cade (INCLXX) models. The alternate Bertini cascade model was unsuitable as ob-
smvnd prompt gamma spnctrum was contnntions. Becausn of thn code's flnxibility, 
physics models can be modified to meet user requirements in order to fit their experi-
mental data. Table 2.2 summarizes the first six essential elements found in the human 
body. Among them 12C, 160 and 14N are the most abundant elements which emit 
discrete gamma-rays as a result of de-excitation of excited nuclei produced from in-
elastic nuclear reactions (Kiener et al. (1998), Lang et al. (1987), Benhabiles-Mezhoud 
et al. (2011) and Verburg et al. (2012)). Prompt gamma production from 14N is of less 
interest for two reasons. First, atomic concentration of 14N (1.3 %) in tissue is very low 
compared to other two elements 160 (25.6 %) and 12C (25.6 %). Secondly, the prompt 
gamma production cross section for 14N in the interested energy range of 3 - 7 MeV 
(Verburg et al. (2012)) is under few ten mb (Benhabiles-Mezhoud et al. (2011)). 
Since up to 90% of living human cells are composed by water, the overall perform-
ance of prompt gamma production is highly dependant on 160. Also water has been 
used as an alternative to tissue in other prompt gamma measurements (Verburg et al. 
(2013)). Therefore water (or 160 ) is considered as the reference material in our work. 
However, accurate production cross sections of discrete gamma-rays emitted from 160 
and 12 C elements are required to identify the best Geant4 physics model for simula-
tion of reasonable prompt gamma spectrum. Unfortunately, in Geant4, there is no 
direct parametrization of gamma production cross section, only partial cross sections 
depending on the selected inelastic reaction model invoked by total non-elastic reaction 
cross-section data. There are two possible options for total non-elastic proton-nuclear 
cross-sections available: the default cross-section in the precompound and the binary 
cascade models is the Willish and Axen ( 1996) data set and the cross-section of Tripathi 
et al. (1999) which is an alternate option for light systems (Verburg et al. (2012)). So, 
these two Geant4 total non-elastic cross-section data for proton induced reactions on 
160, 12C and 14N were then evaluated with respect to the available experimental and 
ENDF /B-VII data. 
Once the total non-elastic cross-sections were evaluated, the discrete proton-induced 
gamma ray emissions from 160 , 12 C and 14N were simulated and the results compared 
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Table 2.2: Summary of essential ele-
ments in the human body. (Source: 
Chang, Raymond (2010). Chemistry, 
Tenth Edition. McGraw-Hill. pp. 52.). 
Element Mass(%) Atom(%) 
Oxygen 65 25.6 
Carbon 18 9.5 
Hydrogen 10 63 
Nitrogen 3 1.3 
Calcium 1.6 0.24 
Phosphorus 1.2 0.24 
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to experimental cross-section data. The discrete prompt gamma emission from selected 
inelastic reaction physics models were considered independently in order to provide the 
best fit to the data similar to a method described in Verburg et al. (2012). The gamma 
production cross-sections were calculated from the energy spectra as described in the 
following sections. 
2.2.2 Defining cross-section 
Materials are composed of one or more type of element. To determine the number of 
proton-induced inelastic collisions, it is necessary to know the probability of a proton 
interacting with each nucleus within the material. This probability is described by 
the nuclear cross-section which depends on the type of element in the material and 
the energy of the incident proton. The cross-section for a particular interaction also 
depends upon the type of interaction involved. The probability of a reaction occurring 
between a proton and a nucleus is called the microscopic cross-section (a) of the nucleus 
for that particular reaction. If a proton interacts with a certain volume of material 
the interaction probabilty depends not only on the microscopic cross-section of the 
individual nuclei but also on the number of nuclei within that volume. Therefore it is 
necessary to define another kind of cross section known as macroscopic cross section 
(I:) which is related to microscopic cross-section as shown in the equation 2.1. 
I:= Na (2.1) 
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where N is the nuclear number density (number of nuclei per cm3 ). The microscopic 
cross-section (a) represents the effective target area of a nucleus for the proton for 
a particular interaction, expressed in units of area (cm2 or barns). The macroscopic 
cross-section, on the other hand, represents the effective target area that contains all 
the nuclei in 1 cm3 of the material. The unit is given as cm-1 . The total macroscopic 
cross-section of a composite material can be defined as the sum of all the individual 
macroscopic cross-sections. 
(2.2) 
where Nn is the nuclear number density of the nth element and an is the microscopic 
cross-section of the nth element. A proton can interact with an atom in a material 
through an inelastic/non-elastic reaction (a R) or an elastic scatter reaction (a clastic), 
therefore the total microscopic cross-section ( ay) is defined as the sum of all the nuclear 
reaction cross-sections. 
ay = aR + aelastic (2.3) 
For the cross-section comparison simulations, in order to specifically measure the in-
elastic cross section values, the elastic reaction channel was disabled, therefore the total 
reaction cross-section per atom is equal to the total inelastic reaction cross-section per 
atom. 
aR = ay (2.4) 
2.2.3 Calculation of macroscopic cross-section using mean free path 
The average distance travelled by a proton before an interaction is called the mean free 
path (.\) for that interaction. The mean free path is the inverse of the macroscopic 
cross-section. 
(2.5) 
The total cross-section per volume (macroscopic) can be calculated from the inverse 
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of the mean free path of an incident proton. If the material is composed of a single 









where p is the density of the material, NA is the Avogadro's number (6.022 x 1023 
atoms/mole) and NI is the atomic weight in grams. If the reaction takes place between 
a primary proton and a nucleus inelastically, the prompt gamma production cross-
section ( O" 'Y) will be defined as 
(2.8) 
where Ry is the number of prompt gamma per N incident protons. For the cross-section 
comparison simulations, each run was carried out with thick targets wide enough for an 
inelastic interaction to occur for every event. An event was killed after the first inelastic 
reaction to avoid multiple interactions. 1 x 107 proton inelastic histories were generated 
for each incident proton energy. The rate of nuclear reactions corresponding to each 
gamma yield was calculated from the spectra created by the ROOT data analysis tool. 
2.3 Monte Carlo model of the iThemba LABS passive-
scatter proton therapy beam line 
There are two different dose delivery methods available for clinical proton beam radio-
therapy: passive-scatter beam and active-scanning beam. In the passive-scatter proton 
therapy treatment technique, an accelerated mono-energetic proton beam is directed 
into a treatment nozzle where a single- or double-beam scattering method is used to 
broaden the proton beam uniformly in the lateral direction by placing high-Z scattering 
plates into the beam path. The beam can also be spread out along the beam direction 
















Figure 2.1: Geant4 Monte Carlo model of the proton passive-scatter beam line at 
iThemba LABS. 
to form a spread-out Bragg peak (SOBP) with the use of a range modulator wheel. 
In addition, there are a set of collimators in place to spare the patient and electronics 
from excess scattered radiation by the beam-line elements. By contrast , in the active-
scanning technique, the range modulator is replaced by two perpendicular magnets 
to steer the proton beam across the tumour volume in the X and Y directions. The 
mono-energetic high-intensity proton beam then paints the tumour with dose one layer 
a t a time, changing the beam energy at each layer building up a SOBP. This allows 
treatment of each voxel within the layer. There are no beamline elements required 
to spread out the beam greatly reducing the amount of secondary radia tion produced. 
There is also no need for the use of patient-specific collimators or compensators in order 
to conform the dose. 
For the present work, the prompt gamma emission measurements were carried out 
with the passive-scatter proton beam-line facility a t iThemba LABS (Laboratory for 
Accelerator Based Sciences) in Faure, South Africa. The entire beamline modelled in 
Monte Carlo is shown in Figure 2.1, including all elements tha t directly interact with the 
beam. The vacuum chamber is the first element in the treatment nozzle. The reference 
ionization chamber which was placed next to the vacuum tube acts as the first scatterer . 
The lead pla te or graphite double-wedge degrader is the second scatterer. The lateral 
dose profile is produced by the range monitor which has a long cylindrical occluding 
rod and beam retarder plate. The X and Y steering magnets were included in our 
simulation as a part of the beam line geometry, but the corresponding magnetic fi elds 
were not included in the simula tion because they remain sta tic during any treatment or 
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Table 2.3: Details of beamline elements and their position along the z-axis. The 
maximum uncertainty in the z distance is 3.0 mm (Kock (2007) ). 
Element 
Vacuum window 
Reference ionization chamber 
Y -steering magnet 
Multi-wire ionization chamber 
X-steering magnet 
Range trimmer plates 
Lead plate 
Double wedge energy degrader 
Range Monitor 





Quadrant and monitor 
-ionization chamber 























Center between two lead electrodes 
Upstream face of pole shoes 
Mid point between the two HV plates 
Upstream face of pole shoes 
Upstream face of 1st plate 
Upstream face 







HV aluminium foil of monitor chambers 
Downstream face of collimator holder 
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measurement and thus, will not impact our validation. The main elements in the beam 
line and their positions are listed in Table 2.3. The positive z-axis is used to indicate 
the direction of proton beam. The x-y plane is perpendicular to the beam axis so that 
the x-axis is in the horizontal direction, while the y-axis is in the vertical direction. 
The upstream face of an element is the face closest to the vacuum window (i.e., facing 
the vacuum window), and the downstream face is furthest from the vacuum window. 
All the distances are measured from the downstream face of the Havar window which 
acts as the interface between the vacuum chamber and outside air (Kock (2007)). The 
chemical composition of each individual element and densities of each material in the 
beam line model are given in Appendix A. A detailed description of each element is 
given in the following sections. 
2.3.1 Reference ionization chamber 
The reference ionization chamber is a parallel plate chamber with two circular lead 
electrodes 60.0 mm in diameter and 0.234 ± 0.0046 mm thick. A 1.0 mm-thickness 
lexan isolating disc of 40.0 mm inner and 60.0 mm outer diameter is used to separate 
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the elect rodes. A cylindrical Perspex casing, with a 90 mm outer diameter and a 
circular aperture of 40.0 mm in diameter , is used to pack the lead elect rodes and the 
isolating spacer as seen in Figure 2.2. Both upstream and downstream faces of the 
casing are covered using two 25 mm-thick Kapton layers. The reference chamber is 
mounted on a Perspex disc, which is 3.5 mm thick , has an outer diameter of 118 mm 
and a hole with a diameter of 45 mm at its centre. The Monte Carlo model of the 
reference ionization chamber is shown in Figure 2.3. 
Beam 
Kaplan protective layers 
' ' 
3.5 ~ : 
I • i _..... Perspex mounting plate 
6.5 [_-_~:_:_r=~ _=_-_=;_ =_-_=_ :::1..-~~-1-1-....--e==:;:==::=j"' 
L .. ... ~====:~~==~-t-Lexan isolating spacer 
f -' 




Figure 2.2: Reference ionization cham ber. (Source: Kock (2007)) . 
Figure 2.3: Monte Carlo model of the reference ionization chamber. 
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2.3.2 Steering magnets 
There are two steering magnets in the beamline: the vertical steering magnet (Y-
steering) and the horizontal steering magnet (X-steering). Figure 2.4 shows the lateral 
dimensions of the X-steering magnet. The steering magnet is 200 mm long (z-axis) . 
The Y-steering magnet is identical to the X-steering magnet but is rotated about the 
z-axis. The proton beam passes through the centre gap of 159 mm width and 78 mm 
height (y-axis) between the pole shoes. The yokes, divider plates and poles shoes are 
all made of iron . The Monte Carlo model of the steering magnets is shown in Figure 
2.5. 
Figure 2.4: The X-steering magnet (picture taken from Kock (2007)). 
Figure 2.5: Monte Carlo model of the steering magnets. All elements shown 
as wire frame except for copper coils. 
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2.3.3 The multi-wire ionization chamber 
A la teral view of the multi-wire ionization chamber is shown in Figures 2.6 and 2.7. 
The multi-wire ionization chamber is composed of 49 parallel 0.1 mm diameter t ungsten 
wires used in both vertical and horizontal directions with a 2 mm spacing. There are 
two aluminium HV plates of 125 J.Lm thickness placed 10.0 mm from the wire planes 
with 35.0 mm spacing between the pla tes. The 25 J.Lm thick Kapton layers are used to 
protect the chamber and maintain a 10 mm distance from the HV plate. 
Baam 
--+ 
Kapton protective layer 
Aluminum HV plata 
Vertical tungsten wires 
(x 49) of X-segmant 
10 --.: 
I 
Parspex support frames 
Kapton protective layer 
Aluminum HV plate 
Horizontal tungsten wims 
(x 49) of Y-sagrnant 
Fig ure 2.6 : The multi-wire ionization chamber. (Source: Kock (2007)) . 
Figure 2. 7 : The Monte Carlo model of the multi-wire ionization chamber. 
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2.3.4 Range trimmer plates 
There are seven range trimmer plates that can be used in the beam line to reduce the 
beam energy in order to maintain a R5o range of 240.0 ± 0.4 mm in water. The trimmer 
plates are made of thiolyte (paper-based phenolic resin compound) . The density of the 
trimmer plates is 1.426 ± 0.0066 g / cm3 . Each trimmer plate is 0.622 ± 0.009 mm thick, 
150 mm wide and 150 mm high . The water equivalence factor of the trimmer plate is 
1.353 ± 0.0063. 






Figure 2.8: Beam 's eye view of the lead plate with 
aluminium backing plate for shoot-through beams. 
(Source: Kock (2007)) 
A lead scat tering plate is used to spread the proton beams laterally. As illustrated in 
Figure 2.8 a lead plate with a 75 mm diameter circular aperture is placed in the beam 
pa th when the two wedges are fully opened. When the wedges are used to degrade 
the proton beam to a lower energy (below 200 MeV) , the lead plate is removed from 
the beam line. A driver mechanism is used to mount and remove the lead plate. The 
diameter of the lead plate centred on the beam axis is good enough to cover the beam 
and the thickness of the lead plate is 0.527 ± 0.007 mm. 
2.3.6 Double-wedge energy degrader 
The energy degrader system, consisting of two synthetic graphite wedges (density of 
1.86 g/cm3), is 400 mm long (along y-axis), 150 mm wide (along x-axis) and 90 mm 





Figure 2.9: A Monte Carlo Geant4 model of the double-wedge energy de-
grader system (a) shoot t!JrouglJ bcaw configuration with the lead plate; (b) 
SOBP configuration. 
46 
thick at the base of the wedge (along the z-axis) (see Figure 2.9) . The horizontal gap 
between the two wedges is 28 mm. The double wedges are mounted back to back on 
a driver mechanism that allows them to slide up and down parallel to each other in 
opposite directions, so that the upstream wedge moves upward, while the downstream 
wedge moves downwards. Therefore the thickness of the double-wedge energy degrader 
at the beam axis varies in order to produce a different proton R5o range at the isocentre 
(the reference point marking the center of the treatment beam) . The maximum range 
(R5o), measured at the 50% distal edge of the Bragg peak, that can be produced using 
the wedges is 220 mm. The R5o range for the open position of the wedges (shooting 
through the lead plate) is 240 mm. 
2.3. 7 Range monitor 
The range monitor controls the position of the distal falloff of t he spread-out Bragg Peak 
(SOBP) dose distributions delivered by the passive-scatter proton treatment nozzle at 
iThemba LABS. The newly designed range monitor detector replaces the existing Multi-
layer Faraday cup (MLFC), the occluding rings and the scattering plate used to deliver 
uniform lateral doses to the tumour for treatment . For ranges less than 24 em, the 
double-wedge energy degrader is used to reduce the range of the proton beam. The 
uncertainty in the range is within 0.3 mm of the prescribed range. The electric signal 
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F ig ure 2.10 : Geant4 Monte Carlo m odel of range monitOl' (proton beam 
comes from left). 
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from the range monitor is fed back to the energy degrader controller, where the overlap 
of the two graphite wedges (i.e. the thickness of graphite) of the energy degrader is 
adjusted to get the desired range. 
The Monte Carlo model of the range monitor is shown in Figure 2.10. The range 
monitor is a vacuum chamber that consists of a multi-layer Faraday cup (MLFC), a 
brass central beam stopper and a steel scattering plate. The MLFC is a stack of 46 
alternating 1 mm thick Lexan and 45 Cu discs of 0.7 mm thick. The stack starts and 
ends with a Lexan ring. All Lexan and Cu pla tes have a 72.22 mm outer radius and 
a 48.36 mm inner radius. The occluding rod is 81.85 mm long with a 26.88 mm outer 
diameter and has a 4.35 mm diameter deep recess in one end to fit onto a 4.35 mm 
diameter mounting platform. A 0.65 mm thick steel disk with outer diameter of 210 mm 
is used to mount the MLFC and occluding rod. The mounting plate consists of a 4.35 
mm-thick steel raised MLFC mounting ring (acting as an energy degrader) that has a 
72.22 mm outer and a 48.36 mm inner radius and a 4.35 mm steel raised occluding rod 
mounting platform with 20 mm outer radius. Three 81.85 mm long and 5 mm diameter 
Vesconite location rods are on the MLFC mounting ring spaced at 120° interval. All 
Lexan and Cu plates are mounted using these Vesconite location rods as illustrated 
in Figure 2.11. The MLFC and occluding rod are placed into a 10 mm-thick vacuum 
chamber. The inner and outer radius of the vacuum chamber are 160 mm and 170 mm 
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F igure 2. 11: Range monitor. (Source: iThemba LABS) 
respectively. The vacuum chamber has a 10 mm-thick flange with outer radius of 210 
mm in both ends. At the end a 0.65 mm thick and 200 mm square steel scattering 
plate is fixed. The MLFC mounting plate and the steel scattering plate are fixed with 
vacuum chamber flange using twelve M8 screws each separated by 30° around the 190 
mm diameter. Two 3.53 mm thick Viton 0 -ring of diameter 170 mm are used to tie the 
MLFC mounting plate and the steel scattering plate with the vacuum chamber flange. 
2.3.8 Shielding collimators 
In the beam line, five different type of shielding collimators are used to protect the 
patient and electronic instruments from scattered radiation. The first shielding col-
limator is a big brick concrete wall which has a square aperture of 195 x 195 mm2 . 
The wall thickness is 195 mm. The brick wall isolates the treatment room from the 
rest of the main beam line elements. The second shielding collimator is made of steel 
having a circular aperture of 170 mm. The lateral dimensions is 300 x 300 mm2 and 
the thickness of the steel block is 51.4 mm. The third collimator in the beam line is a 
rectangular 500 mm wide, 497 mm high and 48.8 mm thick lead block. The circular 
aperture in the block has a diameter of 120 mm. The fourth collimator is a circular iron 
collimator of 380 mm outer diameter and 50 mm thickness with an aperture diameter 
of 120 mm. Finally, there is a 50.5 mm thick brass shielding collimator with an outer 
diameter of 380 mm and circular aperture of 100 mm diameter. All five collimators are 
included in the Monte Carlo model of the iThemba LABS proton therapy beamline. 
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2. 3.9 Quadrant and monitor ionization chambers 
The quadrant chamber is used to measure beam position and symmetry while the 
monitor ionization chamber (a dual transmission chamber) is used to measure the dose 
delivered . The quadrant chamber has the signal plate etched into quarters, each of 
which feeds an electrometer. In the ring and quadrant chamber , two circular Kapton 
protective foils of 25.0 J.lm thickness are separa ted by three circular gold-plated Kapton 
electrodes of 6.67 J.lm thickness. The five foils with 240 mm diameter are evenly sep-
arated over a distance of 47.0 mm. In the dual transmission chamber , two aluminised 
mylar foils of 5.0 J.lm thickness and 220 mm diameter are kept together with 5.0 mm 
separation within a cylindrical Persp ex casing having circular aperture of 200 mm dia-
meter in both its faces . A 125-J.lm thick aluminium HV foil is centred between the 
foils. 
Finally, both chambers are kept together in a cylindrical aluminium housing with Per-
spex end-caps having a circular aperture of 220 mm diameter and the downstream 
end-cap is closed by a 0.188 mm t hick Mylar film . The transmission chamber is placed 
so that the downstream aluminised Mylar foil is 10 mm from t he protective fi lm and 
the upstream aluminised Mylar foil is 33 .0 mm from the downstream Kapton protective 
foil of the ring and quadrant chamber as shown in Figure 2. 12. The Monte Carlo model 
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Figu re 2.12: TJJe quadrant and monitor ionization chambers (proton beam 
comes from left ). 
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Figure 2.13: The Monte Carlo m odel of the quad-
ran t and monitor ionization chambers (proton beam 
comes from left). 
2.3.10 Treatment collimator assembly 
50 
Figure 2.14 illustrates the upstream and downstream faces of the treatment collimator 
assembly where a short cylindrical collimator holder is fixed coaxially with the circular 
aperture of the base plate and attached to a pulley on the upstream face of the base 
plate. The pulley allows the holder to rotate on the stationary base plate. Brass 
collimators are available with different aperture shapes (circular , ellip tical or rectangle) 
to be used to mount the Cerrobend patient collimator. The maximum radius of the 
















Figure 2.14: The pa tient treatm ent collima tor. (Source: iThemba LABS) 
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Figure 2.15: Monte Carlo m odel of the final treatmen t collimator. 
2.4 Validation of the Monte Carlo passive-scatter proton 
beam line model 
In order to validate the Geant4 model of the proton beam line, the simulated results 
should replicate the dose profiles used for the treat ment of patients, specifically the 
depth dose and lateral dose profiles. The iThemba LABS proton therapy beam line 
is calibrated before every treatment by measuring the range of the beam at the 50% 
distal fall-off posit ion in water (R50%)· Range trimmer plates are added or removed 
from the beam to adjust for varia tions in the beam until the 50% distal position is at 
24 em. For the Monte Carlo model, instead of working backwards from a 24 em range, 
we must start with a detailed description of the incoming beam of protons. 
(a) (b) 
Figure 2.16: Actual shape of the beam exiting the vacuum 
window (a) before and (b) a fter the first lead scatterer us ing ra-
diochromic film s. 
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Proton --------
Figure 2.17: Active volume of scoring geometq 
around the central axis. 
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The actual cross-sectional view of the proton beam exiting the vacuum window before 
and after the lead scatterer is shown in Figure 2.16. The actual beam shape shown 
in Figure 2.16(a) is difficult to describe, so the beam spot in the model was depicted 
as a two-dimensional beam profile like the one shown in Figure 2.16 (b). It is assumed 
that the shape of the beam is an ellipse with dimension of 0.721 em major radius and 
0.586 em minor radius (Figure 2.16(b)). Since the proton beam energy characteristics 
(mean energy and energy spread) can not be measured with sufficient accuracy, most 
Monte Carlo simulations have to be adjusted to fit the experimental range data, which 
can be measured very accurately (also see Section 4.2.2). The expected proton energy 
exiting the vacuum window into the treatment room is 199.78 MeV, but this value was 
adjusted to 201.36 MeV in order for our simulations to line up with the measured1 
depth and lateral dose profiles. The energy spread of the proton beam was set to be 
2.0 MeV. 
Measured depth dose and lateral dose data measured in a water tank using an ionization 
chamber were used to validate the beam line model. The simulation measurements 
were performed in a voxelized region created within the simulated water tank using the 
ROGeometry classes as seen in the Figure 2.17. The volume of each cubic voxel is 0.01 
cm3 , which is equal to the effective volume of the ionization chamber typically used at 
iThemba LABS for the beam calibration. The thickness of each slice is 1 mm and good 
enough to produce the same spatial resolution. The energy deposi ted by the primary 
protons and any secondaries in each voxel was collected at the end of each run. In our 
1 measured with wedges open a nd lead shooting plates in place 
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beam line model, the particle step size was set to 0.01 mm inside the water phantom and 
the remaining regions. The step limit of 0.01 mm is smaller than thickness of the slice 
and was good enough to ensure adequate energy deposition within each detector slice. 
The range cut was set to 0.01 nun, which is translated into an equivalent minimum 
energy threshold for each type of shnulated particles. 
2.4.1 Validation of the range monitor 
The charge created in each copper plate of the multi-layer Faraday cup (MLFC) of 
the range monitor is proportional to the number of protons stopped in that plate. 
Furthermore the charge deposited in each copper plate was calculated using a method 
described in Gottschalk et al. (1999), Paganetti and Gottschalk (2003) and Rinaldi 
et al. (2011). 
In a typical event, when a primary incident proton is stopped by a copper plate either 
by a electromagnetic interaction (EM) at the end of range or a inelastic nuclear reaction 
before the proton range, the total charge deposited on that copper plate is equal to 
+ 1 proton charge. At each inelastic nuclear interaction, the charge of the recoil ion 
is calculated by subtracting the charge of the final state from the charge of the initial 
state ( + 1 proton charge). The appropriate amount of charge from the recoil ion is 
immediately added at the position where the nuclear reaction occurred. The charge 
of any secondary particle produced is also added at the position where it stops. The 
procedure is repeated until there are no further nuclear reactions. If a charged particle 
entered into the copper plate from the Lexan plate or outside, the appropriate charge 
is added immediately and then removed if it leaves the plate. The same approach is 
followed to score the secondary electrons and hole charges deposited during the hadron 
ionization process, +1e to score the charge of a hole where it is created and -1e to score 
the charge of a secondary electron where it comes to rest. 
2.5 Generation of IAEA phase space file 
In the present work, the IAEA phase-space (phsp) format was used to generate phase-
space files in Geant4. All the details described in this section refer to Cortes-Giraldo 
et al. (2009) and Cortes-Giraldo et al. (2012). The IAEA phsp format is implemented 
by a set of read/write routines composed by IAEA classes ( .hh and .cc) of iaea_config, 




.......................................................................... , / 
i Geant4/IAEAintertace : / f"""oeaii'i4User.A"iii:iilcatioii ..... § : .......................................................................... ,, f ........................................................... E 
! r i = i 'i : I 
i: .. ~~~~ G41AEAphspReader ~MF10-..··1--'!'I UserPrimaryGeneratorAction ~ 
IAEAphsp 
: classes UserRunActlon 
! - t-·~ ! 
~ ~-----J G41AEAphspWriter g------1 I===U=se=rE=v=en=IA=c=tl=on==~ 
i .......................................................................... J - ....... ___ 1-1 UsersteppingAction 
~-------------~ 
Figure 2.18: The scheme of the IAEA phase-space format taken from 
Cortes-Giraldo et al. (2012 ). 
54 
iaea_header, iaea_phsp, iaea_record and utilities. The IAEA phase-space format can 
be described as shown in Figure 2.18. The G4IAEAphspWriter class is used to create 
phase-space files and record the information including energy, position and momentum 
of particles crossing the designated phsp plane. The phsp plane is defined by its z co-
ordinate. G4IAEAphspReader class is derived from the G4VPrimaryGenerator class of 
the GEANT4 toolkit to retrieve the stored source particle information. It is used in the 
UserPrimaryGeneratorAction class of the GEANT4 to generate particles using either 
the G4ParticleGun or G4GeneralParticleSource classes. An ASCII file is generated 
along with the IAEA phsp data file and gives a statistical summary of the generated 
phase-space data. 
For the passive-scatter beam line simulations, phase-space files were used to save com-
putation time by splitting up the simulations into two phases. In phase one, all the 
secondary and primary particles were started at the vacuum window and stopped at 
the position just before the final collimator (56 em from the isocenter) and the de-
tailed information of the primary and secondary particles were recorded in an IAEA 
phase-space format data file. In the second phase, the phase-space file was then used as 
the event generator in the primary generator action class in the subsequent simulation, 
allowing for changes to be made to the target and detector set-ups in the simulation 
without having to re-run the proton all the way through the beam line. The generated 
phase-space files were 100 gigabytes in size containing 1010 primary proton histories. 
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2.6 Determination of detector response functions (DRFs) 
for N al and LaBr3 detectors 
A detector response function is essential for generating a realistic detector spectral 
response within a Monte Carlo simula tion (Gardner and Sood (2004)). The ideal mono-
energetic gamma ray spectrum is a sharp line at the energy of the incident gamma (Eo) 
as shown in Figure 2.19, but due to statistical fluctuations in the number of electron-ion 
pairs produced by the photo-electron and Doppler broadening during the prot on-nuclei 
collisions, t he actual gamma ray spectrum has a Gaussian shape (Knoll (2000)). 
3"x3" Nal 
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F ig ure 2. 19: Comparison of simulated 6°Co spectra using tlw 3 
x 3 inch Nai detector with (red) and without (blue) the DRFs. 
The comparison of the simulated energy spectrum (with and without detector response) 
from a 6°Co point source for a 3 x 3 inch Nai detector is shown in Figure 2.19 . When 
a gamma-ray enters the detector , it deposits part or all of its energy via electrons 
through different interactions such as photoelectric effect and Compt on scat ter. These 
electrons then transfer their kinetic energy through a series of collisions with other 
a tomic electrons in the detector medium. A photoelectric interaction transfers all of 
the incident photon 's energy to a photoelectron while a Compton scatter transfers only 
part of the incident photon energy to an electron . This partial energy deposit will 
not equate to the original incident photon energy, but multiple Compton interactions 
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can produce a total energy deposition closer to the full peak (photo-peak) energy. The 
detector pulses generated by the Compton electrons are therefore spread out at energies 
below the photo-peak energy and form the Compton continuum. The maximum energy 
deposition can occur when the photon scattering angle is 180° (head-on collision) and 
produces the Compton edge (see Figure 2.19). 
Detector resolution is the ability of a detector to resolve two peaks that are close to 
each other. Each detector has a unique response, thus producing slightly different 
energy resolution values. The parameter FWHM (full width of the photo peak at half 
its maximum) measures a detector's resolution. A high resolution detector has a small 
FWHM. If the shape of a photo peak has a standard Gaussian shape, the FWHM is 
given by 
FW HM = (jvsz:;;2 (2.9) 
(2.10) 
where g(E) is the Gaussian function with its centre at the incident gamma energy E, E 
is the broadened energy, A is a normalization constant and cr is the width parameter of 
the Gaussian (standard deviation) (Wang et al. (2012)). Using a MCNP Monte Carlo 
simulation, equation 2.11 was used to determine a gaussian function for the detector 
response (Amgarou et al. (2009)). 
(2.11) 
where a, b, and care user-defined parameters. Equation 2.11 shows that the standard 
deviation of the Gaussian shape thus depends on the incident gamma energy E. This 
rdat.ionHhip can bn simplified to equation 2.12 and was n~ported as a good choice to 
determine the detector response function because of its simplicity (Wang et al. (2012)). 
() = xEY (2.12) 
also written as 
ln((j) = yln(E) + lnx (2.13) 
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The parameters x and yare determined by measuring the energy resolution of a specific 
detector. 
The 3" x 3" and 2" x 2" Nai detectors used in this work were developed by Canberra 
and the 2" x 2" LaBr3 detectors developed by Saint-Gobain (Saint-Gobain Crystals and 
Detectors, Nemours, France). LaBr3 detector also includes its own photomultiplier tube 
and a preamplifier which was connected to a PC with a pocket multi-channel analyser 
(Amptek Pocket MCA-8000A). An external preamplifier was used for the Nai detectors. 
Six standard gamma emitting sources, 133Ba, 22 Na, 137Cs, 54 Mn, 6°Co and 241 ArnBe 
with an energy range from 0.356 to 4.438 MeV were used for the detector resolution 
calibration. The Geant4 model of the 241 ArnBe source is described in the following 
section. The detector response was then validated against the measured energy spectra 
for each of the different radioactive sources. 
2. 7 Geant4 model of 241 Am-Be neutron source 
An isotopic 241 Am-Be neutron source was used to validate the Nai and LaBr3 detectors. 
241 Am produces neutrons via the 9Be(a,n) 12C reaction. Sixty per cent of these neutron 
emissions are in coincidence with a 4.438 MeV gamma ray from the first excited state 
of 12 C (Vitorelli et al. ( 2005)). The 241 ArnBe source was modelled in Geant4 according 
to the manufacturer's specifications as seen in Figure 2.20( a). The neutron energy 
spectrum shown in Figure 2.20(b) was generated using the Geant4 general particle 
source (GPS) package (via macro commands) to emit neutrons isotropically from the 
active volume of the source. A complete list of the macro commands used for 241 AmBe 
simulation is given in Appendix B. In addition to the neutron spectrum, a proportional 
number of 4.438 MeV ')'-rays were added to the 241 AmBe source so that the ratio of 
4.438 MeV ')'-rays to neutrons was R = 0.575 ± 4.8% as reported in Liu et al. (2007). 
Figure 2.21 shows the Geant4 models of the 3 x 3 Nal and 2 x 2 LaBr3 detectors with 
the 241 AmBe source. Detector materials and dimensions were taken from manufac-
turer specifications. In the simulations, all the possible electromagnetic interactions 
for photons, electrons and positrons (Compton scattering, photo electric absorption, 
pair production followed by the positron annihilation, bremsstrahlung and radioact-
ive loss of the secondary electrons) were considered. Calculation of the total energy 
deposited within the Nal and LaBr3 crystals (the energy deposited in each step by 
the incident gammas is passed to secondary electrons and positrons which go through 
2. 7 Geant4 model of 241 Am-Be neutron source 












Figure 2.20: (a) 241 Am-Be source speciEcation and (b) its neutron sp ectrum. 
Figure 2.21: GEANT4 Monte Carlo simula tion of detectors with gamma rays 
from 24 1 Am-Be neutron source. 
58 
2.8 Simulations of detected prompt gamma 59 
multiple Coulomb interactions with surrounding atoms) was performed. The detector 
response function was then applied to generate the actual detector response at the end 
of each event. In Geant4, the secondary particle threshold cut value determines the 
secondary electron production. A low threshold (1 J.Lm) was used in order to produce 
more electron ion pairs within the detectors. 
2.8 Simulations of detected prompt gamma production 
from proton beam line 
Geant4 simulations for the production of prompt gamma spectra from a water phantom 
were carried out with both active-scanning and passive-scatter proton beams of 200 
MeV. The simulation geometry set-up for the active-scanning proton beam is shown in 
Figure 2.22(a). The target is a cylindrical water phantom of radius 10 em and length 
40 em. A cylindrical LaBr3 (2" x 2") detector (surrounded by both 18 mm thick BGO 
(Bi4Ge3012) active shielding and 10 em thick lead) was modelled perpendicular to 
the beam axis with a 40 em distance between the detector front face and the beam 
axis. A 15 em thick lead collimator having a 5 em x 5 em square hole was used to 
collimate the prompt gammas between the target and the detector. The purpose of the 
BGO active shielding was to reduce the continuous Compton background caused by 
incomplete Compton-scattered gammas depositing energy in the LaBr3 crystal. The 
BGO also reduces the number of neutron-induced gamma-rays produced in the lead 
detector shielding. Uncollimated gamma rays scattering from objects surrounding the 
detector were also attenuated by the lead shielding. A time-of-flight (TOF) approach 
was introduced in the simulation in order to reduce secondary neutrons hitting the 
detector from the target and scattered background gamma rays, a significant problem in 
passive-scatter beam radiotherapy. The simulation set-up for the passive-scatter beam 
line is shown in Figure 2.22(b), where the detector set-up is identical to the active-
scanning beam set-up. The time of flight for the prompt gamma rays is shorter than 
the neutrons and greater than the scattered secondary gamma rays that are generated 
at the passive-scatter beam line elements. Therefore an appropriate TOF window can 
filter out the late-arriving neutrons as well as early-arriving background gamma rays. 
2.8 Simulations of detected prompt gamma 
BGO shielding 
(a) 




5 x 5 em Pb 
square Collimator 
Figure 2.22: Simulation geometry setup with (a) active-scanning proton beam and 
(b) passive-scatter proton beam . 
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Chapter 3 
Measurement of prompt gamma 
production from a passive-scatter 
proton therapy beam line 
This chapter reports on the prompt gamma measurements carried out with the passive-
scatter proton therapy facility at iThemba LABS in Somerset West, South Africa. Two 
set of experiments were conducted to measure the prompt-gamma production spectra: 
first, an experiment with the target at isocentre using both lead and neutron shielding: 
and second, an experiment with the target at 170 em from the isocentre to minimize 
the secondary background radiation emitted from the final patient beam collimator. 
For the second set of measurements, the neutron shielding was removed and a lead 
collimator was used to collimate the prompt-gamma rays. 
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3.1 iThemba LABS 
iThemba LABS (Laboratory for Accelerator-Based Sciences) at Somerset West in South 
Africa is a group of multi-disciplinary accelerator-based science labs part of the National 
Research Foundation (NRF), South Africa, and provides facilities for modern research 
using particle beams, particle radiotherapy for the treatment of cancers and the pro-
duction of radioisotopes for nuclear medicine and research. The research facilities at 
iThernba LABS are used by scientists and students working in the physical, medical 
and biological sciences from institutions throughout the country and overseas. Protons 
are accelerated to a maximum energy of 200 MeV by a variable-energy Separated-Sector 
Cyclotron (SSC) and routed to different labs as shown in Figure 3.1. The radiotherapy 
treatment section consists of three beam transport lines: TC (Center Therapy) feeds 66 
MeV protons to the neutron treatment unit where a thick beryllium target (p(66)/Be) 
is used to produced neutrons, TR (Right hand Therapy) and TL (Left hand Ther-
apy) are proton therapy vaults. The TR line is used to transport 200 MeV protons 
to the passive-scatter beam nozzle which was used for the prompt gamma measure-
ments discussed in this work. The TL line was allocated to build an active-scanning 
proton beam radiotherapy facility. A switching magnet is used to change the path of 
the proton beam from the sse to any of the treatment vaults. 
Isotope 
Production 
Figure 3.1: Layout of the existing beam transport structure at iThemba Labs. 
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3.1.1 The iThemba LABS proton therapy beam 
The clinical passive-scatter proton facility at iThemba LABS relies on accelerated pro-
tons from the cyclotron. The cyclotron generates protons to energies up to 200 MeV 
at a radio frequency (RF) of 26 MHz with an RF period of 38.5 ns; the protons are 
transported along the beam line to the proton vault , where t hey are slowed down as 
they pass through the beam line elements (More details about the passive-scatter beam 
line can be found in Sect ion 2.3) . T he measured proton beam energy at the isocentre 
(about 191 MeV) corresponds to a proton range of 24 em calculated at the 50% distal 
fall-off posit ion of t he Bragg peak and has an entrance dose of 28 ± 1% (dose at the 
entrance point or phantom surface as shown in Figure 1.3) . Full width at half maximum 
(FWHM) of the Bragg peak is 23 ± 1 mm. 
3.2 Prompt gamma measurements with target at iso-
centre 
The first set of prompt gamma measurements were carried out using the iThemba 
LABS proton beam line on 27th J une 2013 wi th the target posit ioned at the treatment 
isocentre as shown in Figure 3.2. The prompt gamma production from two different tar-
get ma terials (water and carbon) was investigated. The detector was a cylindrical-type 
LaBr3 (2' x 2') scintilla tor consisting of its own photomultiplier tube and preamplifier , 
which was connected to a PC via a pocket multi-channel analyzer (Amptek Pocket 
MCA-8000A) . The energy scale of t he multi-channel analyzer was calibra ted using 
proton 
beam 1 Passive beam line I , .... 
I I 
30cm 
2S= >h"''"'~ 0 I D 
/ ~elector 
1 0 em thick lead 
detector 
Shielding 
Fig ure 3.2: Schem atic diagram of the experimental setup. 
3.2 Prompt gamma m easurements with target a t isocentre 
(a) 
(b) 
Figure 3.3: (a) Exp erimental set-up. (b) View of detector sur-
rounded by t ile lead and paraffin s /Jielding. 
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3.2 Prompt gamma measurements witl1 target at isocentre 
Table 3.1: Summary of prompt gamma measurements with the target at the iso-
centre. (*Detector positions measured from the front surface of the phantom.) 
Proton Beam Beam Acquisition Measurement 
Range Current Time Depth* 
Date Target (em) (c/s) (s) (em) 
2th June 2013 No (Background) 24 100 600 24 em 
Water 24 100 600 24 em 
Graphite 24 150 600 14 em 
No (Background) 16 100 600 16 em 
Water 16 100 600 16 em 
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137 C s, 6°Co and 241 AmBe standard gamma-emitting sources. The detector was sur-
rounded by 10 ern of lead to attenuate the scattered gamma-rays entering the detector 
(the probability of a 6 MeV prompt gamma passing through 10 ern of lead without in-
teracting is I% (Smeets et al. (2012))). A 25-cm thick layer of paraffin wax was placed 
around the lead shielding (see Figure 3.3) to moderate the high-energy neutrons created 
in the passive-scatter beam line elements. The size of the proton beam at isocentre is 
determined by the final collimator, which was a 5-cm radius circular opening for these 
measurements. The detector system was arranged to be perpendicular to the beam 
axis directly beneath the target with a 30-cm distance between the detector front face 
and beam axis. Measurements were made of the prompt gamma spectra emitted from 
a water phantom of dimension 25 x 25 x 30 cm3 and a graphite block with dimensions 
of 4.8 x 6.5 x 20 cm3 . The dimensions of each target were chosen to ensure that the 
protons were stopped within the target, thus producing the desired Bragg peak. The 
target was then positioned so that the location of the Bragg peak was lined up with 
the central axis of the detector. A data acquisition time of 600 seconds was used with 
typical count rates of 100-200 cps (for more details see Table 3.1). For each irradi-
ation, a corresponding background acquisition was taken with the phantom removed 
from the proton path, thus eliminating the prompt gammas from the spectra. These 
backgrounds were subtracted from the measured spectra in order to highlight the de-
sired prompt gamma peaks without the over-powering background noise from the beam 
line elements and detector shielding. The contribution of the neutron and scattered 
radiation coming directly from the target was not subtracted from the spectrum. 
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3.3 Prompt gamma measurements with target 170 em 
from isocentre 
In an effort of reduce the high level of radiation produced by the final collimator of 
the beam line, a second set of measurements were conducted on 24th May 2014 with 
the following targets (water, graphite, Perspex and liquid nitrogen). For these meas-
urements, the target was positioned 170 em downstream from isocentre and the final 
collimator of the beam line was moved 150 em upstream from its original posi tion, 
thus increasing the distance between the collimator and the target to 320 em. The 
detector set-up is shown in F igure 3.4 and is ident ical to the one used in the first set 
of measurements except for three additional details: the wax shielding was removed 
from around the detector , an extra 5 em thick layer of lead was added along the beam 
direction and a 10 em thick lead collimator was mounted in front of the detector. The 
wax shielding was removed because of its immense size and was considered redundant 
with the additional of the time-of-flight electronks. The lead was added in order to 
reduce background radiation from the beam line and from the target. The collimator in 
front of the detectors had a 5 em x 10 em rectangular opening. The modified detector 
system is shown in Figure 3.5. Two additional targets (Perspex and liquid nitrogen) 
were included with the water and graphite phantoms from t he first set of measure-
ments. The Prespex target had dimensions of 19 x 20 x 27 cm3 and the liquid Nitrogen 
target was contained in a Styrofoam box with 4-cm thick walls and inner dimensions 
of 10 x 10 x 40 cm3 . Each spectra has an acquisition time of 1800 seconds with an 
approximate beam current of 0.5 nA. A list of the measurements can be found in Table 
3.2. As with the previous set of measurements, for every measurement , a background 
spectra was taken with the target removed from the beam path. 
proton 
__ be~a_m __ r-___ P_a_s_si_ve_ b_e_a_m_l_in_e ______ -r----~~------~1 : .... I 
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1 0 em thick lead 
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Fig ure 3 .4: Schematic diagram of the exp eriment set-up. 
3.3 Prompt gamma measurements with target 170 em from isoeentre 
F ig ure 3.5: The exp eriment set-up with target p ositioned 170 em from the 
isoeen tre (detector is hidden wi thin the lead blocks). 
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The data-acquisition system for the second set of prompt gamma measurements in-
cluded the collection of timing pulses in addition to the standard pulse heights used 
for the fir st set of measurements. Pictures of this significantly more complex electronic 
arrangement and the iThemba LABS proton therapy control room are shown in fig-
ures 3.6(a) and 3.6(b). A detailed schema tic of the components in the data-acquisition 
system can be seen in Figure 3. 7. The data acquisition process started with the LaBr3 
detector in which any detected gamma produced a light pulse in the scintillating ma-
terial that was captured by the photo mult iplier t ube (PMT) and amplified by the 
built-in preamplifier (PREAMP). This analog signal was then split and produced both 
the final pulse height signal and a port ion of the final t iming data. For the pulse height 
data , t he signal passed through an amplifier (AMP) and a delay amplifier (DA) before 
being collected by the Multiparameter Data Acquisition system (MPA4) in coincidence 
with the timing signal. For the timing data, the signal from the detector was fed into a 
Constant Fraction Discriminator (CFD) [Canberra 1428A], which converted the wide, 
signal pulse into a sharp, nanosecond timing pulse occurring at the beginning (cross-
over point) of the detector signal pulse. This then acts as the start pulse to determine 
the time-of-flight (TOF) of the photon. The stop pulse originates from the sinusoidal 
3.3 Prompt gamma m easurem ents wi th target 170 em from isocentre 
(a) 
(b) 
Figure 3.6: (a) Data acquisition set-up outside the treatment room. (b) 
Control console of the iThemba LABS proton beam treatment nozzle. 
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Figure 3. 7: Schema tic diagmm of the data acquisition set-up: HV - High Voltage, 
PREAMP - Preamplifier, AMP - Amplifier, DA - Delay Amplifi er (427A), Disc - Pulse 
Discriminator , CFD - Constant Fraction Discriminator (1428A), TAC- Time to Amplitude 
Convertor or Time Analyser (ORTEC 567), TSCA- Timing Single Channel Analyzer (OR-
TEC 551), UCO- Universal Coincidence (ORTEC 418A), GDG- Gate and Delay Generator 
(ORTEC 416A) and MPA4 - Mul tiparameter Data Acquisition system . 
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RF reference signal coming directly from the cyclotron (the RF period was 38.5 ns). 
Tlu: RF rderenCf: signal was also filtered through a discriminator (Disc) in order to 
produce sharp, nanosecond pulses. Both timing pulses entered the Time to Amplitude 
Convertor or Time Analyser (TAC) [ORTEC 567] where the time interval (~t) between 
the start and stop pulses was measured. The TAC generated an output pulse whose 
height was proportional to the measured time interval for each detected gamma. The 
Univnrsal Coincidence (UCO) unit [Ortm: 41HA] perf(mw:d coincidence-filtering of the 
pulse height and the time interval signals, ensuring that coincident events were cap-
tured. While recording the prompt gamma measurement data, the MPA4 captured 
in list-mode all of the pulse height and time interval data as well as displaying this 
data simultaneously as a two-dimensional plot. The list-mode data capture gives the 
ability to retrospectively analyse a wide range of timing and pulse height combinations 
through selective gating. For system calibration, the TAC relied on using the weak 
background radiation presence in the proton vault and the MPA4 was calibrated us-
ing standard radioactive sources 137 Cs, 241 AmBe and 207Bi. Due to the beam current 
fluctuations that can occur during lengthy measurements, an independent charge count 
was also collected during each measurement. This independent charge count (listed in 
Table 3.2) came from the monitor ionization chamber described in Section 2.3.9 and 
provides a relative charge comparison between the individual runs. 
3.3.2 Measurement of prompt gamma production as a function of 
depth 
Additional measurements were made on 24th and 25th May 2014 specifically to determ-
ine the prompt-gamma production within the target as a function of depth along the 
beam direction. The same set-up as described in Section 3.3 was used with the target 
170 em from the isocentre; the only difference was a thinner opening in the lead collim-
ator, using a rectangular opening 1 em width and 10 em high. The depth measurements 
were carried out for the water and the Perspex phantoms at positions around the depth 
corresponding to the location of the Bragg peak. For the Perspex target, the Bragg 
peak (BP) is located 20.8 em from the front face of the target and measurements were 
performed with the collimated detectors lined up at depths of 10 em, 17.5 em, 20 em, 
21 em, 23 em and 25 em or -10.8 ern, -3.3 em, -0.8 em, +0.2 em, +2.2 em and +4.2 em 
relative to BP. For the water target, the Bragg peak is located 23.6 em from the front 
face of the target and measurements were performed at depths of 11.5 em (-12 em from 
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Table 3.2: Summary of prompt gamma measurements with the target 170 em from 
the isocentre. (*Detector positions measured from the front surface of the phantom.) 
Monitor Beam Acquisition 
Ion-chamber Current Time Depth* Collimator 
Date Target Reading (nA) (s) (em) (crn 2 ) 
24th May 2014 No (Background) 859757 0.5 -1.0 1200 5 X 10 
Perspex 1166006 0.5 -1.0 1200 20.8 5 X 10 
Water 673092 0.5 -1.0 1200 24 5 X 10 
Water 922929 0.5 -1.0 2000 24 5 X 10 
Graphite 966668 0.5 -1.0 1200 11.8 5 X 10 
Liquid Nitrogen 1550510 0.5 -1.0 2000 32.7 5 X 10 
24th May 2014 Perspex 991525 0.5 -1.0 1211 10 1 X 10 
Perspex 1086316 0.5 -1.0 1200 17.5 1 X 10 
Perspcx 1037955 0.5 -1.0 1200 20 1 X 10 
Pcrspex 1054816 0.5 -1.0 1800 21 1 X 10 
Perspcx 73:3478 0.5 -1.0 1204 23 1 X 10 
Perspcx 937653 0.5 -1.0 1200 25 1 X 10 
No (Background) 1897663 0.5 -1.0 1200 1 X 10 
25th May 2014 Water 1702868 0.5 -1.0 1200 11.5 1 X 10 
Water 1660439 0.5 -1.0 1241 20 1 X 10 
Water 1400789 0.5 -1.0 1209 22.5 1 X 10 
Water 2160436 0.5 -1.0 1466 23.5 1 X 10 
Water 1945127 0.5 -1.0 1200 25 1 X 10 
Water 1179126 0.5 -1.0 1095 27 1 X 10 
BP), 20 em (-3.5 em from BP), 22.5 em (-1 em from BP), 23.5 em (0 em from BP), 25 
em ( +1.5 em from BP) and 27 em ( +3.5 em from BP). Each measurement was taken 
with a data-acquisition time of 1200 seconds and a beam current at isocentre between 
0.5 and 1.0 nA. At the start of each set of depth measurements, a background spectrum 
was also obtained with the target removed from the beam line. 
Estimation of number of prompt gammas from experimental energy spectra 
For each of the measured gamma energy spectra, an estimate of the number of prompt 
gammas for the relevant peaks, typically the 4.44 MeV peak (from 12C ) and the 
6.13 MeV peak (from 160 ) and their escape peaks, was determined in order to make 
appropriate comparisons. A simple technique of fitting a baseline using a polynomial 
fit to thP, background-subtracted cnr~rgy spnctra (as shown in Figure; 3.R) was usAd. The 
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F igure 3.8: Energy spec/ rum flif;ing wi/.h assumed sm ooth 
baseline (solid line). 
baseline was subtracted from the spectra and the resulting peaks were then integrated 
in order to determine the prompt gamma count. When looking at the prompt gammas 
produced over an energy range (like 3 - 7 MeV), the baseline-subtracted spectra was 
used and the total number of gammas in the desired energy range was used . The 
uncertainty for each peak value was calculated by integrating over the peaks several 
times with slightly different baselines. 
3.4 Comparison of prompt gamma m easurements to Monte 
Carlo simulations 
Each of the experimental setups described in this section was modelled, along with 
the passive-scatter beam line, in Geant4. The measured prompt gamma spectra were 
then compared to simulated prompt gamma spectra . Due to the lack of appropriate 
data for an absolute comparison using the first set of data, the simulated spectra were 
scaled by a factor which is presented in the caption of each comparison in Section 
5.3. For the second set of da ta, an absolute comparison between simulations and 
experiments were done calcula ting the number of discrete prompt gammas detected per 
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incident proton hitting the target as described in Section 5.4 providing an independent 
comparison. For each simulated spectra, 2 x 1010 primary protons were simulated using 
256 processors requiring 150 hours of CPU time on each processor, with the computing 
resources provided by the Centre for High Performance Computing (CHPC). For the 
depth measurement comparison, simulations were performed for both targets at 10 
different depths between 10 em and 25 ern. Each depth simulation was repeated 10 times 
in order to estimate the statistical uncertainty in the results. The independent charge 
count also gives an absolute comparison between the prompt gamma measurements 
and the Monte Carlo simulations. 
Part III 
Results and Discussion 
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Chapter 4 
Geant4 Monte Carlo simulations 
of prompt gamma production 
This is the first analysis chapter, which contains the results of all the simulation work 
described in Chapter 2. The primary aim of the work presented in this chapter is 
to develop a Monte Carlo model of the experimental setup (passive-scattered proton 
beam line, phantom set-up and detector) and to test various Geant4 physics models 
for discrete gamma emission from the excited states of 160, 12C and 14N, the most 
abundant elements in human tissue, against the currently available experimental cross-
section data. Several Geant4 parameters (number of excitons (n), Doppler broadening, 
Fermi breakup and Geant4 inelastic reaction cross-section data set) were also tested to 
identify areas of weakness and to line up the simulations as closely as possible to the 
experimental cross section data. These results prompted modifications to the physics 
settings in our Geant4 beamline simulations. Finally, we validated the iThemba LABS 
beam line and detector models. We have included a detector response function that 
reproduced the actual detector response. Once the physics was appropriately modelled, 
the two basic proton therapy nozzle designs (pencil beam and passive-scatter beam) 
are used to investigate the characteristics of the prompt gammas emitted from a water 
phantom. 
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4.1 A ssessment of the Geant4 physics models for prompt 
gamma emission 
T he plan of this work is to assess the various Geant4 models (the binary cascade (BIC) , 
precompound (PRECO) and intra-nuclear cascade (INCLXX)) and the relevant cross-
section data set s (Willish and Axen (1996) and Tripathi et al. (1999)) in order to get 
a model that most closely resembles the experimental cross-section data and to have a 
good starting point for the subsequent prompt gamma simulations. 
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Figure 4.1: Prompt gamma emission spectra created within 16 0 target (a) without 
and (b) with Doppler broadening applied. The simulation was performed with pre-
compound m odel for 200 MeV active proton beam. 
Doppler broadening is the broadening of the lines in a prompt gamma spectra due to 
the different velocit ies of the nuclei during t he emission of gammas produced in proton-
nuclear collisions (Doppler effect). Figure 4. 1(a) and Figure 4.1(b) were performed with 
all the same input parameters in the simulation except applying the Doppler broaden-
ing setting within the Geant4. As illustrated in Figure 4.1(a), the prompt gamma peak 
for a given nuclear de-exci tation without the Doppler broadening is a narrow single line 
at the energy corresponding to the specific nuclear transition. Figure 4.1 (b) shows that 
applying the Doppler broadening setting within a Geant4 simulation underestimates the 
prompt gamma peak a t 6.13 MeV produced by proton inelastic collisions on 160, but the 
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prompt gamma peaks a t 4.44 MeV and 5.20 MeV are reasonably es timated so that the 
total number of prompt gamma corresponding to each peak before and after applying 
the Doppler broadening are almost equal. Since the prompt gamma line at 6.13 MeV 
is t he most expected experimentally (see Figure 1.16) , the Doppler broadening effect 
was disabled using the environment variable G4AddTimeLimitToPhotonEvaporation 
to break the 4-momentum balance of the de-excitation. Therefore, the energy bal-
ance is considered for the prompt gamma emission directly from the specific transition 
assuming that the isotope is at rest. 
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Figure 4.2: Comparison of total non-elastic cross-section data for proton 
induced reactions on 16 0, 12 C and 14N targets. 
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A comparison of the simulated and experimental total non-elastic cross-sections for 
proton-induced nuclear reactions on 160 , 12C and 14 N is shown in Figure 4.2. As 
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F igure 4 .3: Deviation of the Geant4-generated total nonelastic cross-sections 





expected , no inelastic nuclear reactions are seen below about 5 MeV because any lower 
energy protons are only scattered elastically; several MeV of energy is required for a 
proton to penetrate the Coulomb barrier of the target nucleus and produce a nuclear 
reaction. In Geant4, the default cross-section of Willish and Axen is provided for 
proton inelastic nuclear reaction. The alternative total cross-section for light systems 
is the Tripathi data-set (Tripathi et al. (1999)) which increases more rapidly at low 
incident proton energies compared to the cross-section of Willish and Axen (see Figure 
4.2). The cross-section data is especially important between 7 MeV and 15 MeV, as 
the maximum cross-section for the 6.13 MeV prompt gamma emission from 160 is at 
13 MeV and at 10 MeV for the 4.44 MeV emission from 12C (Dyer et al. (1981)). 
Since direct experimental data for proton-induced total non-elastic cross-section from 
160, 12C and 14N shown in Figure 4.2 were measured in the astrophysical environment 
and incomplete in the low energy region (below 20 MeV), the ENDF / B-VII library was 
used to evaluate the Geant4 simulation. The ENDF / B-VII provides a standard nuclear 
data for use in all nuclear applications and were evaluated from experimental nuclear 
data results (Chadwick (2012)). Any unmeasured data in ENDF / B-VII were generated 
using nuclear reaction models benchmarked to experimental data. Figure 4.3 shows the 
deviation of the simulated cross-section results from the standard ENDF / B-VII data-
set values for the three elements e2c, 160 and 14N). In Figure 4.3(a) , we can see that 
the total inelastic cross-section of Tripa thi et a l. (1999) shows good agreement with 
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the ENDF /B-VII database between the 7 - 15 MeV energy range mentioned above, 
particularly for 160 and 14N. On the other hand, the cross-section of Willish and Axen 
shows a large discrepancy below 15 MeV (see Figure 4.3(b)) with a slightly larger 
and almost identical deviation from the ENDF /B-VII data for the non-elastic cross-
sections of 12C and 14N. Looking specifically at the peak regions, at 10 rvieV for 12C, 
the deviation seen in Figure 4.3(a) is a little bit high (+0.27), but significantly better 
than the shift (-0.45) seen in Figure 4.3(b). Based on this comparison, it is clear that 
the cross-section data of Tripathi is a better choice for 12C and 14N simulations in 
the energy range 9 - 11 MeV. In the energy range (12 -14 MeV) surrounding the 160 
peak, both cross-section data-sets show a reasonable deviation [(-0.15 to -0.06) in case 
of Willish and Axen and (-0.13 to -0.04) in case of Tripathi et al. (1999)], thus not 
providing a clear best choice for 16 0. 
4.1.3 Comparison of Geant4 physics models for inelastic proton-
nuclear collisions 
In Figure 4.4(a), three different Geant4 physics models of low-energy inelastic nuclear 
reaction were compared in order to assess their validity for prompt gamma production, 
specifically for a 200 MeV pencil proton beam hitting a water phantom. These results 
clearly show that the highest production rate is from the 5.180 MeV prompt gamma line 
resulting from the excited state of 150* whereas the highest expected production gamma 
line (the 6.13 MeV peak of 160*) is extremely low for all three models. Moreover, it must 
be noted that the 5.180 MeV prompt gamma line should be the third most prominent 
emission in the energy range 3- 7 MeV (see Figure 1.16). 
Looking specifically at the Precompound model (PRECO) as seen in Figure 4.4(b), 
altering the number of excitons ( n) shows a clear shift in the height of these peaks. 
From Figure 4.4(b), we see that use of n = 2 increased the peak at 6.13 MeV by a 
factor of 4.5 while decreasing the peak at 5.180 MeV by a factor of 0.9 from the default 
value of n = 3. In Geant4, the initial precompound stage is calculated by summing 
the initial information from the target nucleus and incident proton. Since the target 
nucleus in its ground state is at rest, the initial precompound stage mostly depends 
on the incident proton. In the model, the default number of excitons in the initial 
precompound nuclear stage is taken as n = 3 (2p, 1h). The statistical equilibrium is 
characterized by an equilibrium number of excitons. Each allowed transition to a new 
state with a change in number of excitons by t:l.n = 0 or ±2. 
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Figure 4.4: (a) Comparison of the simulated prompt gamma spectra for three differ-
en t Geant4 physics models: PRECO, BIG and INCLXX. (b) Comparison of prompt 
gamma spectra produced witlJ different number of excitons (n = 1, 2 and 3) by the 
PRECO model. 
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Fig ure 4. 5: Comparison of simulated prompt gamma emission in water for 
different numbers of excitons (n = 1, 2, and 3) using the binary cascade m odel 
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Figure 4 .6 : Comparison of simulated prompt gamma emission in water for 
different initial exciton numbers (n = 1, 2, and 3) using the Precompound 
model 
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As illustrated in Figure 4.5, the initial exciton number also impacts the BIC model, 
which uses the precompound model at the end of the cascading phase of a nuclear 
de-excitation of a residual nuclear system. As a result, the initial residual compound 
system will have its own exciton number and will be considered the initial precompound 
system for any further nuclear deexcitation processes. It is also noted that there is an 
unexpected broadening in the peaks in the spectrum even after removing the Doppler 
broadening; dfnct. Figun~ 4.{) shows a comparison of prompt gamma creation within a 
water target for three different initial exciton numbers n = 1, 2 and 3 in the Precom-
pound model. The prompt gamma emission obtained with number of excitons n = 2 
is higher than the emission obtained with the default excitons n = 3 by about 6 % in 
total. 
4.1.4 Simulation of discrete elemental prompt gamma emission 
In this section, we will look at the discrete prompt gamma emission from the excited 
nuclei of 12C, 160 and 14 N, the most abundant elements in tissue, by comparing them 
with the available experimental reaction cross-section data published in Kiener et al. 
(1998), Dyer et al. (1981), Belhout et al. (2007), Narayanaswamy et al. (1981), Lang 
et al. (1987), Lesko et al. (1988) and Benhabiles-Mezhoud et al. (2011). The three 
Geant4 physics models (Binary cascade, Precompound and Intra-nuclear cascade) and 
the two cross-section data-sets (Willisch and Axen, and Tripathi) will be compared, 
with a preference given to the Precompound model with an intial exciton number of 
n = 2 using the Tripathi data-set, based on the results from the previous section. 
Simulation of discrete lines for 12 C 
The prominent 4.439 MeV gamma from the 12C(p,p') 12C reaction is emitted by the 
de-excitation of the first excited state and is the only particle-bound excited state of 
12C (Belhout et al. (2007)). Spallation reactions of 12C do produce gammas from 
10 B, 11 B and 11 C (Kozlovsky et al. (2002b) and Lang et al. (1987)), where the 4.445 
MeV gamma induced by the 12C(p, 2p) 11 B contributes significantly to the 4.44 MeV 
peak. Prompt gamma production cross-section results for these specific reactions are 
shown in Figures 4. 7 and 4.8, comparing the different Geant4 physics models and the 
various experimental data results. The two figures are identical except for the simulated 
cross-section data sets used; the default Wellisch and Axen was used in figure 4. 7 and 
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Figure 4 . 7: 4.44 MeV gamma production cross-section for proton-induced 
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Figure 4.8: 4.44 MeV gamma production cross-section for proton-induced 
reactions on 12 C using the total inelastic cross-section data from Tripathi. 
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Figure 4.9: Prompt gamma production from a 200 MeV proton pencil beam 
on a carbon target as a function of the gamma energy and position within the 
phantom . Simulation performed with the precompound model (n = 2) and the 
cross section data from Tripa thi. 
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the Tripathi data set was used in figure 4.8. The cross-section results for both the 
BIC and the PRECO models exhibit quite similar trends for both data sets, whereas 
the INCLXX gives a better response above proton energy rv 15 MeV for both da ta-
sets. Comparing the two figures, it is easy to see that the results obtained with the 
total inelastic cross-section of Tripa thi et al. (1999) are in better agreement with the 
experimental data than the results obtained with the default total inelastic cross-section 
of Wcllisch and Axen. The figures also show that the simulations performed using the 
modified initial nuclear exciton state of n = 2 (1p, 1h) giving a better fit to the 
experimental data than the default model. Figure 4.9 shows the number of prompt 
gammas produced from a carbon target as a function of gamma energy and depth in 
the target simulated using a pencil beam of 50 million 200 MeV protons using the 
precompound (n = 2) model with the Tripathi data-set. 
Simulation of discrete lines for 16 0 
The direct inelastic nuclear collision between a proton and an oxygen nucleus 
e60 (p,p'f' )160) produces peaks a t 2.742, 6.129 , 6.916 and 7.115 MeV (Dyer et al. 
(1981) , arayanaswamy et al. (1981) , Lang et al. (1987) , Lesko et al. (1988), Kiener 
et a l. (1998) and Belhout et al. (2007)). Other possible peaks can be seen at 0.718, 
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1.022, 1.635, 2.313, 3.684, 3.853, 4.438, 5.105, 5.180, 5240, 5.269, 5.298, 6.175, 6.322 
and 7.299 MeV (Kozlovsky et al. (2002b)). Among them the 4.438 MeV prompt gamma 
from the 160(p, p1 Ct"(4.438 ) 12C reaction is the prominent emission observed for incident 
proton energies above 15 MeV (Dyer et al. (1981), Lang et al. (1987), Lesko et al. (1988) 
and Belhout et al. (2007)) . For the four most important lines [6.129, 4.438, 6.916 and 
7.115 MeV], a comparison of the prompt gamma production cross-section results for 
three different settings for the prccompound model is shown in Figure 4.10 and a com-
parison of t he prompt gamma production cross-section results for t hree different physics 
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F ig u re 4.10: Comparison of experimental and simulated gamma production cross-
section for 6.13, 4.44, 6.92 and 7. 12 MeV prompt gamma lines emitted by proton-
induced 16 0 nuclear reactions. Simulation were performed with Fermi breakup for 
both the Willish and Axen and TI·ipathi data-set and without Fermi breakup for the 
Willish and Axen data-set. Fermi breakup is activated below 20 MeV and the PRECO 
model is using the initial exciton number n = 2. 
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Figure 4.11: Comparison of experimental and simulated gamma production cross-
section for 6.13, 4.44, 6.92 and 7.12 MeV prompt gamma lines emitted by proton-
induced 16 0 nuclear reactions using tlJe WillislJ and Axen data-set. Fermi breakup is 
activated for the BIG and PRECO models below 20 MeV and the PRECO model is 
using the initial exciton number n = 2. 
Figure 4.10 provides further comparison of the two Geant4 cross-section data sets (Wil-
lish and Axen , and Tripathi) as well as investigating the addition of using Fermi break-
up below 20 MeV. According to (Verburg et al. (2012)) , the Fermi break-up model is 
required below 20 MeV for the 6.13 MeV prompt gamma emission because the com-
pound nucleus is handled by the evaporation model, followed by the Fermi break-up for 
residuals . For the 6.13 and 7.12 MeV results shown in Figure 4.10, there is a clear differ-
ence between the precompound model (with Willish and Axen data ) with and without 
the inclusion of the Fermi break-up . While there is little difference in the 4.44 and 6.92 
MeV, the Fermi break-up clearly provides better agreement with experimental da ta and 
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Figure 4.12: Simulations reproduced with BIG (0-19 MeV) , INCLXX (19-40 MeV), 
PRECO (40-300 MeV) and Fermi breakup below 20 MeV for proton-induced nuclear 
reaction on 16 0. The PRECO model is using the ini tial exciton number n = 2. 
its inclusion is justified. The results using the two different cross-section data sets in 
Figure 4. 10 shows that the Wellish and Axen cross-section produces better agreement 
for the 6.13 and 7.12 MeV gammas, while the Tripahi data-set models the sharp peak 
in the 6.92 MeV cross-section results much better and both produce identical results 
for the 4.44 MeV peak. While these results are not overwhelmingly conclusive, for 
simulations involving 160, the cross-section data of Willish and Axen will be used as 
the default . 
Moving forward with the Fermi break-up active below 20 MeV and using the cross-
section data-set of Willich and Axen , the three physics models (binary cascade, pre-
compound and intra-nuclear cascade) are compared in Figure 4. 11. As illustrated in 
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Figure 4.11, a similarity can again be seen between the BIC and PRECO models, ex-
cept for very small discrepancies observed in the energy range 10-20 MeV for the 6.129 
MeV line. Also, both the BIC and PRECO models overestimate the cross-section at 
the lowest proton energies for the 6.129 MeV results. The 4.44 MeV prompt gamma-
ray emission with INCLXX fits well to the experimental data above 15 MeV while 
the other two models show an overestimation between 20 and 40 MeV. Unfortunately, 
for the 6.129 MeV line, prompt gamma production with INCLXX drops deeply at 10 
MeV and is poor below a proton energy of 15 MeV. The experimental data for 6.92 
MeV gammas indicates that its production has a very narrow peak at low energies, a 
characteristic that is not observed in any of the Geant4 models. The INCLXX model 
grossly underestimates the cross-section for the 7.12 MeV line. While the BIC and 
PRECO models are seen to be suitable to reproduce the 7.12 MeV line, neither could 
reproduce the broad peak as it is observed experimentally. Among the Geant4 built-in 
physics models, the precompound model was favourable for prompt gamma emission 
as it produces a very low rate of 5.180 MeV gamma from the excited state of 0 15*. 
Based on these results, a combined model was considered with the BIC model used 
below 19 MeV, the INCLXX model used between 19 MeV and 40 MeV and the PRECO 
model used above 40 MeV, with results shown in Figure 4.12. Fermi break-up was also 
activated below 20 MeV. These results demonstrate that the combined model gives an 
improved result over using a single model for 160. 
Figures 4.13 and 4.14 show the prompt gamma distribution as a function of energy and 
depth in an oxygen phantom using the precompound model and the combined model 
respectively. The simulations were performed with a 200 MeV pencil beam of 50 million 
protons. The third most prominent prompt gamma peak observed in the both figures 
at 5.25 MeV is the result of the mixed 5.270 MeV peak of 15N* and 5.240 MeV and 
5.180 MeV peaks of 150* in which the contribution of the 5.180 MeV is high in the 
combined model (see Figure 4.14). It also points to the need of comparison for the 
5.180 MeV prompt gamma production cross-section which is not included in this thesis 
because of a lack of experimental cross-section data for the 5.180 MeV emission in the 
lower proton energy range. 
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Figure 4.13: Prompt gamma production from a 200 MeV proton pencil beam on 
a 16 0 target as a fun ction of tl1e gamma energy and position within the phantom. 
Simulation performed with the precompound m odel (n = 2) and the cross-section 
data from Willish and Axen. Fermi breakup is activated below 20 MeV . 
4 
0 8 7 Energy (MeV) 
Figure 4.14: Prompt gamma production from a 200 MeV proton pencil beam on a 
16 0 target as a function of the gamma energy and position within the phantom . Sim-
ulation performed with the combined model and the cross-section data from Willish 
and Axen. 
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Simulation of discrete lines for 14 N 
Benhabiles-Mezhoud et al. (2011) have recently studied the proton-induced gamma 
emissions from transitions in the first eleven excited states of 14 N using a tandem Van 
de Graaff accelerator over the energy ranges 0. 728 - 7.029 MeV. According to their 
study, the first three excited state of 14 N produce the three strongest lines at 2.313, 
1.635 (about 50% of 2.313 MeV) and 5.105 MeV. The cross-sections for the remaining 
lines are less than 25 mb. Comparison of the prompt gamma production cross-section 
data to simulat~d r~snlts from th~ diff~r~nt G~ant4 physks modds for tlw ~ight most 
important prompt gamma lines 0.728, 1.635, 2.313, 2.793, 3.378, 3.890, 5.106, and 
7.027 MeV is shown in Figure 4.16. All three models significantly overestimate the 
cross-section data for the 2.313 MeV and 3.890 MeV gammas above a proton energy of 
10 MeV and underestimate the line 1.635 MeV below 12.5 MeV. Simulated results for 
the other lines show reasonable agreement with the experimental data with the PRECO 
model producing slightly better agreement. Simulations were carried out using the total 
inelastic cross-section of Tripathi et al. (1999) that offered a good comparison against 
experimental data. From the results shown in Figure 4.16, the simulated spectra using 
the cross section of \\'ellisc:h and Axen does not fit as well to the 14N experimental data. 
The prompt gamma distribution as a function of energy and position performed with 
the precornpound model is shown in Figure 4.17. The strong gamma line observed at 
4.44 MeV is the sum of the 4.438 MeV gamma from 12C and the 4.444 MeV gamma 
from 11 B. 
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Figure 4.15: Cross-section of 0. 728, 1.635, 2.313, 2. 793, 3.378, 3890, 5. 106 
and 7.027 MeV prompt gammas from proton-induced nuclear reactions on 14 N 
performed with the total non-elastic cross-section ofTripa thi et al. (1999) . Tl1 e 
PRECO model is using the initial exciton number n = 2. 
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Figure 4.16: Cross-section of 0. 728, 1.635, 2.313, 2. 793, 3.378, 3890, 5. 106 
and 7.027 MeV prompt gammas from proton-induced nuclear reactions on 14 N 
p erformed with the precompound model using total non-elastic cross-section 
of Willish and Axen. The PRECO model is using the initial exciton number 
n= 2. 
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Fig ure 4 .17: Prompt gamma production from a 200 MeV proton pencil beam on 
a 14 N target as a function of the gamma energy and position within the pl1antom . 
Simulation p erformed with the precompound model (n = 2) and the cross-section 
data from Tripathi. 
4 .1.5 Final model 
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Our physics list QGSP _ BIC_EMY was modified based on the cross-section data com-
parisons discussed above. Despite tha t the binary cascade model showed reasonably 
similar discrete gamma production cross-section results to those from the precompound 
model, the results (Figures 4.4 and 4.5) show that the BIC displays a higher production 
rate then PRECO for the 5.180 MeV prompt gamma line resulting from the excited 
state of 150 *. Therefore the default binary cascade model for proton inelastic nuclear 
reactions within the QGSP _ BIC_ EMY physics package was replaced by the precom-
pound model (0-300 MeV) with the modified init ia l number exciton n = 2. 
Since the default total inelastic cross-section of Willish and Axen (1996) has been shown 
to underestimate the prompt gamma creation a t low proton energy for 12C and 14N, 
the cross-section of Tripa thi light ion (Tripathi et a l. (1999) ) was used alternat ively for 
graphite and liquid ni trogen targets. However, the cross-section data of Willish and 
Axen was successfully used to simulate water and Perspex targets. In addition , the 
Fermi break-up was activated for proton energy below 20 MeV (for water and Perspex 
targets). The selection of final inelast ic reaction models for t he different elements and 
materials are summarized in Table 4. 1. 
4.1 Assessm ent of the Geant4 physics models 
Ta ble 4.1: Summmy of the final indastic reaction models for different ele-
ments and materials used in subsequent simulations. The precompound model 
is applied in the energy range of 0-300 MeV. 
Elements/ Cross Fermi Physics E xcitons 
materials -section breakup Model number 
16 0 Willish and Axen < 20 MeV PRE CO 2 
water Willish and Axen < 20 MeV PRE CO 2 
Perspex Willish and Axen < 20 MeV PRE CO 2 
12c Tripathi No PRECO 2 
graphite Tripathi No PRECO 2 
14N Tripathi 0 PRECO 2 
Liquid nitrogen Tripathi No PRECO 2 
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4.2 Validation of the iThemba LABS passive-scatter pro-
ton therapy beam line Monte Carlo model 
In order to have a valid Monte Carlo model of a proton therapy beam line, it must be 
able to replicate the dose profiles used for the treatment of patients, specifically the 
depth dose and lateral dose profiles. The iThemba LABS proton therapy beam line is 
calibrated before every treatment by measuring the range of the beam, measured at 
t he 50% distal fall-off position in water (Rso%). Range trimmer plates are added or 
removed from the beam to adjust for varia tions in the beam unt il t he 50% distal position 
is a t 24 em. For the Monte Carlo model, instead of working backwards from a 24 em 
range, we must start with a detailed description of the incoming beam of protons. The 
expected proton energy exiting the vacuum window into the treatment room is 199.78 
MeV, but this value was adjusted to 201.36 MeV in order for our simulations to line up 
with the measured values (see section 4.2 .2 for more details) . Figure 4.18 compares the 
simulated Bragg curve using the adj usted energy (201.36 MeV) to the measured dose 
profile in water. Figure 4.19 compares t he measured vs simulated lateral dose profiles 
of a 24 em range proton beam at depths of 10 em and 23 .55 em (at the Bragg peak) in 
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Fig ure 4.18 : Comparison of the measured and simulated 
Bragg peaks for a 24 em range proton beam in water. Max-
imum values are normalized to the 100% dose level. 
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Figure 4.19: Comparison of the measured and simulated 
lateral dose profiles at tile depths of 10 em and 23.55 em 
for a 24 em range proton beam . 
4. 2.1 Calibration of the double wedge d egrader 
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For ranges less than 24 em, the double wedge degrader is used to reduce the energy 
of the beam. Using the Geant4 passive-scatter beam line model, the vertical wedge 
posit ion (WP) of the double wedge degrader was calibrated against different proton 
ranges. The result ing data is shown in F igure 4.20. A linear fi t of t he dat a was 
obtained , giving the following relationship: 
WP(mm) = R ange- a 
b 
( 4.1) 
where a and b are constants (a= 9.39337± 0.00238 em and b = 0.74359± 0.00025). Fig-
ure 4.21 shows the comparison of simulation against experimental results for different 
proton ranges in water. T he agreement between the simulated and measured ranges 
calculated at the R5o% position for wedge positions corresponding to ranges between 5 
and 24 em is within 0.5%. 
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F igure 4.21: Comparison of simulated dose profiles wiUJ 
m easured dose profiles at ranges of 4.82, 9. 7, 7 4. 75, 24. 0 
em. 
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4.2.2 Effect of the mean excitation energy 
In the passive-scatter beam line model, a double wedge degrader is used to modify 
the proton energy in the beam line instead of changing the energy at the cyclotron. 
It was reported by Paganetti (2012b) that the uncertainty for the reproducibility of 
the range due to beam-modifying devices in the beam line, such as the double wedge 
degrader, is about 1.0 nun. Andreo (2009) and Kumazakia et al. (2007) demonstrated 
the importance of the mean excitation energy of water and its ability to significantly 
affc:ct range: calculations. Thc:y c:stimatc:d a 3 mm spread in the: I3mgg pc:ak obsc:rved 
for a 122-MeV proton beam. Furthermore these uncertainties also depend on the beam 
energy. 
When a proton moves through matter, it is continually losing energy through excitation 
or ionization of the surrounding atoms. In Geant4, the continuous energy loss per step 
in a track is based on the restricted stopping power calculated using the Bethe-Bloch 
formula. In the Bethe-Bloch equation, the energy deposition per unit length is strongly 
dependent on both the density and the mean excitation energy1 (MEE) of the target 
material. The mean excitation energy can be approximated by MEE = (10 eV)Z, 
where Z is the atomic number of the material. The MEE value for water is 75 ± 3 
eV recommended by ICRU (1993), but 67.2 eV recommended in ICRU (2005). The 
uncertainty on the MEE value cannot be ignored because other authors have reported 
a range of different values: 80 ± 2 eV (Bichsel and Hiraoka (1992)) measured relative to 
Aluminium (Al) using Bragg curves, 81.8 eV (Janni (1982)) which was used to produce 
stopping power tables, 77 eV (Kramer et al. (2000)) obtained by matching the measured 
Bragg peaks of carbon-ions and 78.4 ± 1.0 eV (Kumazakia et al. (2007)) which was 
determined from proton beam ranges in water. Furthermore, in the energy range of 
10- 250 MeV, a 0.8- 1.2% (Kumazakia et al. (2007)) variation in the stopping powers 
was reported to have the same impact on the absorbed dose as MEE value variations 
between 75 and 80 eV. 
1 also called mean ionization potential 
4.2 Validation of the iThemba LABS nozzle model 
Table 4.2: A summary of calculated R 5o% values over a range 
of mean ionization energies in water for 240 mm range protons. 
The measured value is 240.1 mm (mR5o%)· IER5o% is the range 
simulated with different mean ionization energy (IE) listed in the 
table. "t.R5o% shows the difference between the 1 E R5o% and the 
ICRU (1993) range value {'5 R 5o%)· 
!Energy IER5o% mt,.R5o% s t.R5o% 
(eV) (rnm) (mm) (rrnn) % 
67 232.86 7.2 -3.2 -1.3 
70 234.05 6.0 -2.0 -0.8 
72 234.86 5.2 -1.2 -0.5 
73 235.24 4.9 -0.8 -0.3 
75 236.04 4.1 0 0 
77 236.82 3.3 0.8 0.3 
78 237.19 2.9 1.2 0.5 
80 237.85 2.2 2.0 0.8 
81 238.27 1.8 2.2 0.9 
83 238.99 1.1 2.95 1.2 
84 239.33 0.8 3.3 1.4 
86 240.03 0.1 4.0 1.7 
90 241.40 -0.3 5.4 2.3 
rn D. Rso% = m Rso% -- IE Rso% 
s .6-Rso% = IE Rso% 75 Rsu%, 
99 
Using the full clinical proton beam line, the proton ranges were simulated over a range 
of MEE values in a water phantom. Table 4.2 summarizes the simulated proton ranges 
for different MEE values (assuming an initial proton energy of 199.78 ::vie V at the 
vacuum tube and 188.6 MeV at the target). The calculated ranges were then compared 
to the measured proton range of 240.1 mm. Yet, a comparison between the simulated 
result (75 R 50%) and the measured result (m R 5o%) shows that these values line up closer 
to 86 eV. This can also be shown in Figure 4.22(a), where the full simulated depth 
dose profiles for the different MEE values are plotted. It can be clearly seen that 
the simulated profiles differ largely from the measurement. Figure 4.22(b) shows the 
correlation between the simulated range values e5 R50%) and the MEE values. As shown 
in Figure 4.22(b), the appropriate MEE value to produce a 24 em range (with a 199.78 
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Figure 4.22: (a) Depth dose (Bragg peak) profiles for 
a range of mean excita tion energy of water for a 24 em 
range clinical proton beam and (b) the calculated range as 
a function of the mean excitation energy of water. 
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MeV starting proton energy) would be 85.9 eV. This MEE value falls well outside of 
the expected range of values discussed above, so instead of changing from the ICRU-
recornrnended MEE value of 75 eV, the decision was made to change the energy of the 
incident protons entering the beam line. After further investigation, it was observed 
that protons starting with an initial energy of 199.78 MeV lost significant energy along 
the beam line in both the scatterers as well as the energy degrader. The mean proton 
mwrgy exiting the final patient collimator and n~aching tlw tm-g<~t was measured to be 
188.6 MeV or producing an equivalent range of 23.6 ern (0.4% lower than the expected 
value of 24 ern). The incident proton energy was adjusted until the appropriate 24.0 
em range was achieved at the isocenter, resulting in an upward adjustment of 1.58 MeV 
to a corrected beam energy of 201.36 MeV. 
Table 4.3: A smmnmy of Rso% values corresponding to 67.2 eV, 75 eV and 
81.8 eV and uncerl.ainties of range measurPments in mm l!Sing l.he modified 
beam energy of 201.36 MeV. 
R5o% 67.2Rso% 75R5o% 81.SR5o% 6. 6.(%) 6.R5o% 
(rnm) (nun) (mm) (rnrn) (mm) (rnrn) 
240 236.43 239.99 242.19 5.76 2.40 0.01 
147.5 145.66 147.65 149.23 3.57 2.42 0.15 
97.0 95.88 97.16 98.21 2.33 2.40 0.16 
48.2 47.61 48.25 48.76 1.15 2.43 0.05 
t>.R50% : difference between measured (R50%) and simulated (
75 R 50%) range 
t>. : 8LSR5o'7c - 67.2R5o% 
t>.(%) : (t..j75R5o%)*100 
Finally, the simulations were repeated with the modified beam energy (201.36 MeV) 
for different proton ranges: 24, 14. 75, 9. 7, and 4.82 ern. Table 4.3 summarizes the 
range uncertainty for different proton rangeR. Our study alRo conformed the range 
uncertainty related to the difference in the !-values between 67.2 and 81.8 eV of this 
range (out of this selected range, the range values differ largely, and are not considered 
for the evaluation). The ranges were determined at the 50% distal falloff position of 
the Bragg peak. A consistent uncertainty up to 2.4% was calculated for MEE value 
between 67.2 and 81.8 eV when the proton range is decreased from 240 rnrn down to 
48.2 rnrn. 
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4.2.3 Validation of the newly designed range monitor 
Figure 4.23 illustrates the distribution of the energy deposited by a 24-cm range pro-
ton beam in the model. P rotons travelling through the occluding rod are completely 
stopped in order to produce an uniform lateral dose distribution. The comparison 
between simulated and measured charge collection values in the range monitor for 
proton ranges of 24, 10.3 and 5.03 em in water are shown in Figures 4.24-4.26. The 
simulated proton range was measured at the 50% falloff dist ance of the Bragg peak. 
The simulations were done with 108 proton histories. The vert ical scale in the figure, 
charge deposit in pC, is normalized to the EM peak. T he horizontal scale indicates the 
number of t he Cu plate (or the channel). T he simulation results showed good agree-
ment with the experimental measurement and also confirmed t he accuracy of t he newly 
designed range monitor. 
-399 -398 -397 -396 -395 -394 -393 -392 -391 
z-pos (em) 
Fig ure 4.23: Distribu tion of energy deposited by a 24 em range proton beam 
within the range monitor. 
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Fig ure 4.24: Comparison of measured and simulated charge dep osition on 
the Cu plates for 24 em range protons in water. 
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Fig ure 4. 25: Comparison of measured and simulated charge dep osition on 
the Cu plates for 10.3-cm range protons in water . 
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Fig ure 4 .26: Comparison of measured and simulated charge deposition on 
the Cu plates for 5.06-cm range protons in water . 
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4.3 Determination of detector response functions (DRFs) 
Seven standard gamma emitting sources and an 241 AmBe neutron source were used for 
the detector resolution calibration in the energy range of 0.661 to 4.438 MeV. Table 4.4 
summarizes the detector resolution values obtained by direct measurement of FWHM 
from the energy spectra acquired by the Nal and LaBr3 detectors. The resolution of 
the LaBr3 detector was about 3.0% at 0.611 MeV and 2.5% at 4.438 MeV. The user 
defined Gaussian parameters x and y (see Equation 2.13) for each detector listed in 
Table 4 .. 1 w0-r0. estimated from the experimental data using a least square fit as seen in 
Figure 4.27. These fits show the uniqueness of the individual detectors. In our Monte 
Carlo detector model, Gaussian broadening is applied at the end of each event after 






















Nal 2"x2" Nal 3"x3" 
FWHM Resolution FWHM Resolution 
(MeV) R(%) (MeV) R(%) 
0.032 8.99 0.033 9.27 
0.038 7.44 0.042 8.22 
0.043 6.51 0.051 7.72 
0.049 5.87 0.056 6.71 
0.056 4.79 0.064 5.47 
0.061 4.78 0.067 5.25 
0.062 4.66 0.068 5.11 
0.149 3.36 0.161 3.63 
Table 4.5: Gaussian broadening para-
meters for Nai and LaBr3 detectors. 
Nal (2" x 2") 


















4.3 Determination of detector resp onse fun ctions (DRFs) 
·1.5 -1.o -o.5 0.0 0.5 1.0 1.5 2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 
lnE lnE 
-1.0 -1.0 
-2.0 -2 .0 
-5.0 -5.0 
~ ~ 
:£ Nal (2" X 2" ) c -6.0 -6.0 Nal (3" X 3" ) 




:: 1 ~ 
- -----~ ~ -5.0·-
b c 
-6.0 
l a Br3 (2" x 2" ) 
F ig u re 4 .27: Fitting the Gaussian broadening parameter for (a) the 2' x 2' 
Nai (b) the 3' x 3' Nai and (c) the 2' x 2' LaBr3 detectors. 
106 
The Geant4 generated detector response was then validated against experimental res-
ults. The comparison between the Geant4-generated energy spectra of 6°Co, 22 Na and 
241 AmBe and experimentally measured energy spectra for Nal (2" x 2"), Nal (3" x 3") 
and LaBr3 (2" x 2") detectors are illustrated in Figures 4.28 , 4.29 and 4.30. All the 
spectra have been normalised to their (highest) photo-peaks. The Geant4 generated 
detector responses agree well with experimental results in the photo peak and Compton 
edge energy regions. The differences in the lower energy region could be due to the 
contribution of scattered gamma rays from surrounding objects that were not modelled 
in the simulation. This difference is significantly more in the 241 AmBe spectra due to 
the additional gamma-rays induced in the objects by the neutrons emitted from the 
241 AmBe source. 
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Figure 4.29: Comparisons between experiment and simula tion for 3' x 3' Nai 
detector. 
2.0 
4.3 Determination of detector response functions (DRFs) 






























2 3 4 5 8 
Energy (MeV) 
F igure 4.30: Comparisons between exp erimen t and sim-
ulation for 2' x 2' LaBr3 detector. 
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4.4 Geant4 simulation for prompt gamma detection 
4.4.1 Simulation using proton p encil b eam 
Recent ly, it has been proven experimentally that the use of time-of-flight (TOF) win-
dowing technique can improve the signal-to-background ratio in the prompt gamma 
spectra acquired by a pulsed proton pencil beam (Verburg et a l. (2013)). A simulated 
TOF spectrum from gamma-rays and neutrons (produced by a 200 MeV proton pencil 
beam hitting a water target) impinging on a LaBr3 detector is shown in Figure 4.31. It 
can be seen t hat t he time-of-fl ight for the prompt gamma-rays emi tted from the water 
target is comparably shorter than time-of-flight of the secondary neutrons. This differ-
ence in timing can be used as an advantage by selecting an appropria te TOF window 
and thus, rejecting all the late-arriving secondary neutrons and gamma rays (created 
primarily by neutrons hitting objects surrounding the detector) . 
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Figure 4.31: (a.) Time-of- flight spectra. of particles and (b) Time-energy spec-





As illustra ted in Figure 4.31, the selected TOF window of 2 ns (gray shaded area) would 
reduce the neutron background by 99% and the scattered gamma-rays by 60% compared 
to the full simulated spectra. Moreover , the TOF window can also be coupled with 
an energy window selection (2-7 MeV have been selected) that removes an additional 
80% of the low energy scattered gamma-rays and background neutrons but does not 
suppress the incomplete energy deposition of Compton scat tered gamma rays within 
the detector. Overall , there is a 90% overall background reduction achieved by using 
both the TOF and energy windows. Figure 4.32 shows the prompt gamma emission 
4.4 Geant4 simulation for prompt gamma detection 
F igure 4.32: Prompt gamma spectrum created in a wa ter 
phantom as a function of depth and energy. Simulation performed 
wi th a 200 M eV pencil beam of 4 x UP protons. 
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spectrum from a water phantom as a function of energy and depth. The simulation was 
performed with 4 x 109 protons. Quantita tively, the most prominent prompt gamma 
peaks appear a t 6.13 MeV from the 160(p,pt)160 * reaction and at 4.44 MeV from the 
160 (p ,pta) 12C* reaction. The third most prominent peak observed at 5.25 MeV is the 
result of the mixed 5.27 MeV (160(p,px)15N* ), 5.24 MeV (160(p,px)150 *) and 5. 18 
MeV (160(p,px)150 *) peaks. There are also visible Oxygen peaks at 6.96 MeV and 
7.11 MeV. 
Figure 4.33(a) shows the Monte Carlo prompt gamma energy spectrum obtained from 
the LaBr3 detector using both TOF (2 ns) and BGO shielding techniques. As seen in 
Figure 4.33 (b) , the BGO background subtraction reduces not only background radiation 
but also both the single and double escape peaks. Since the double escape peaks have 
been almost completely removed from the spectrum, the 5.25 MeV peak can be easily 
discerned from the background. Figure 4.34 shows a comparison between the energy 
spectra acquired with BGO active detector shielding and the combination of the BGO 
detector shielding and the TOF window. The similarity between the spectra in the 
energy window 3 - 7 MeV is due to the low number of neutrons reaching the detector in 
that energy range; most of neutrons fall below 3 MeV. This clearly indicates that the 
presence of BGO active shielding will minimize the necessity of a TOF window in the 
energy range above 3 MeV due to the relatively low energy of the secondary neutrons. 































4 5 6 
Energy (MeV) 
(a) 















F ig ure 4.33: (a) Monte Carlo prompt gamma spectrum combining both 
tlw TOF window (2 ns) and BGO active shielding. (b) Comparison of 
energy spectra with and without background reduction . Simulations 
were p erform ed with 200 MeV pencil beam and 4 x l rfJ protons. 
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F igure 4 .34: The prompt gamma energy spectra using BGO act-
ive detector shielding compared to the combination of the BGO 
detector shielding and the TOF window. 
4.4.2 Simula tion u sing p assive-scatter p r ot on b eam 
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The Monte Carlo time of flight (TOF) spectra from the passive-scatter proton beam 
hitting a water target is shown in Figure 4.35(a). The corresponding TOF vs. prompt 
gamma energy plot is shown in Figure 4.35(b). The t ime of flight for t he prompt gamma 
rays (peak 3) is shorter than the neutrons (peaks beyond 48 ns) and greater than the 
scattered secondary gamma rays generated in the passive beam line elements (peak 1) 
and in the final patient collimator (peak 2). Therefore, a TOF window of 1.8 ns (gray 
shaded area) would fi lter out the late-arriving neutrons (about 99%) from target as 
well as the early-arriving background gamma rays. 
Figure 4.36 shows a comparison of the energy spectra simulated with and without the 
background reduction techniques applied . The simulation was carried out with 2.5 x 
1010 incident protons entering the passive-scatter beam line. Only 8% of these starting 
protons travel the length of the beam line and reach the target; the remaining protons 
are stopped in the beamline elements or in the final collimator . These results indicate 
that the use of both timing and active shielding is able to remove up to 90% of the 
background radia tion which includes a 10% reduction by BGO subtraction as shown in 
Figure 4.37(a). Peaks at 6.13, 4.44 and 5.25 MeV from 160*, 12C* and 150 * respectively 
can be clearly identified once both timing and BGO subtraction is included . Subtraction 
of the Compton-scattered background is required to resolve the 5.24 MeV peak from 
4.4 Geant4 simulation for prompt gamma detection 
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Figure 4 .35: (a) Simulated TOF sp ectra from the passive-scat ter proton beam and 
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F igure 4 .36: Comparison of energy spectra with and without 
background reduction methods. 
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Figure 4.37: Comparison (a) of energy spectra with TOF window (with 
and without BGO active shielding) of 1.8 ns and (b) between simula ted 
prompt gamma production from the target and simula ted spectra in the 
detector with timing. 
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the second escape peak of 6.13 MeV. The comparison between the spectra of known 
prompt gammas (produced in the target) hitting the detector and the total gamma 
spectra with the TOF window activated as shown in Figure 4.37(b) is promising with 
72.4% of detected gammas being prompt gammas. However, the estimated detector 
efficiency of the prompt gamma in the energy range of 3-7 MeV was 0.1% (0.35% in the 
energy range of 0-10 MeV). The efficiency was defined as the ratio of the total number 
of prompt gammas registered in the detector to the number of prompt gammas emitted 
from the target. Overall, based on the comparisons with prompt gamma cross-sections 
data and the rigorous model calibrations, the developed Monte Carlo model provides a 
good foundation on which to commence comparisons to experimental prompt gamma 
measurements. 
Chapter 5 
Measurements of prompt gamma 
production from a passive-scatter 
proton therapy beam line 
This is the second analysis chapter which contains results of all the experimental work 
described in Chapter 3. The primary aim of the work presented in this chapter to learn 
more about the discrete prompt gammas emitted from tissue in the passive-scatter 
proton therapy environment. These are the first prompt gamma measurements using a 
clinical passive-scatter proton treatment beam, performed using water, Perspex, carbon 
and liquid-nitrogen targets. The discrete prompt gamma emissions from the 160, 12C 
and 14N were measured as well as the prompt gamma emissions at various depths 
within the water and Perspex targets. Finally, all the measurements were compared 
to Geant4-simulated results of the prompt gamma production from the Monte Carlo 
passive-scatter beam line. 
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5.1 Prompt gamma measurements with target at iso-
centre 
In passive-scatter proton irradiation, the continual presence of background noise from 
the beam line elements and the final collimator are a challenge to the detection of 
prompt gammas. Therefore, for these mea.'lurements, a subtraction of the background 
spectrum with no phantom present in the beam line from the measured spectrum was 
required for each measurement. Each prompt gamma emission spectrum was measured 
using the iThemba LABS passive-scatter beam with proton energy corresponding to a 
24 ern proton range in water. The prompt gamma spectrum measured during irradiation 
of the carbon target is shown in Figure 5.1. The acquisition time was 600 s. In the 
spectra, a photo peak at 4.44 MeV and its first and second escape peaks at 3.93 and 
3.42 MeV are clearly visible. Figure 5.2 shows the measured energy spectra from the 
irradiation of the water phantom with an acquisition time of 1200 s. It is possible to 
identify the 6.13 MeV prompt gamma peak and the peaks at 5.61 and 5.11 MeV are 
the first and second escape peaks, respectively. In addition, a peak at 2.22 MeV was 
observed that was caused by neutrons captured by 1 H. Unfortunately, the expected 
prompt gamma peak at 4.44 MeV from the excited state of 12 C* was not identified 
clearly and only observed with a very weak intensity. However, it could be concluded 
from this experiment that the prompt gamma emission from the excited state of 160* 
is dominant in the proton-induced reactions on 160. 
The measurement was repeated with 16-cm range protons in water (about 150 MeV) as 
shown in Figure 5.3. With an acquisition time of 600 s, the identified peaks are similar 
but sharper than the peaks observed in the 24-cm range proton beam irradiation. This 
is due to a smaller amount of secondary radiation produced by the lower-energy proton-
induced nuclear reactions. For all of the measurements performed at the isocentre, the 
high amount of background radiation made it difficult to identify the prompt gamma 
peaks. A second set of measurements was then scheduled in order to try and obtain 
more defined prompt gamma peaks by reducing the impact of the background. 
5. 1 Prompt gamma measurements with targe t a t isocentre 
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Figure 5.1: Prompt gamma energy spectra measured from a carbon 
target for protons with energy corresponding to a 24-cm range in water 
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Figure 5.2: Prompt gamma energy spectra measured from a water 
target for protons with energy corresp onding to a 24-cm range in water 
obtained with LaBr3 detector. 
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Figure 5.3: Prompt gamma energy sp ectr a measured a water target for 
protons wi tlJ energy corresp onding to a 16-cm range in wa ter obtained 
wi th LaBr3 detector. 
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5.2 Prompt gamma measurements with target 170 em 
from isocentre 
The primary modification for t he second set of prompt gamma measurements was the 
addition of the t iming electronics in order to be able to create a short time window to 
exclude both the secondary gammas and background neutrons as described in Section 
4.4.2 . Figure 5.4 shows the two-dimensional time-energy density histogram measured 
using the LaBr3 detector with a 24-cm range proton beam on the water target . In the 
spectra the prompt gamma line at 6.13 MeV, as well as the first and second escape 
peaks for the 6.13 MeV gamma are visible, while the 4.44 MeV gamma line cannot 
be resolved from the background noise. Unfortunately, t hese gamma lines can be seen 
along the entire length of the selected time window and thus reveal that these gammas 
are being produced throughout the entirety of the 38.5 ns RF pulse. Unlike Figure 
4.35(b) , where a clear narrow time peak is shown, there are no peaks shown in our 
time-energy histogram, thus making it impossible to implement a time window. As 
a result , the prompt gamma spectra results shown in this work do not rely on the 
time-of-flight coincidence measurements instead simply use the pulse height spectra. 
This issue will be furt her investigat ed in order to improve time-of-flight detection in 
the future. 
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Figure 5.4: Time-energy spectrum measured at the Bragg peak. Measure-
m ents were performed for a proton beam with a 24 em range on a water target. 
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Figures 5.5 - 5.8 show the prompt gamma spectra from the water, Perspex, carbon 
and liquid nitrogen targets, respectively. Background spectrum were taken with no 
phantom present in the beam line. In the spectra from the water phantom shown in 
Figure 5.5 the prompt gamma-ray emission from 160 (6.13 MeV) is prominent and 
5% higher than the emission from 12C( 4.44 MeV). Also, the prompt gamma emission 
from 12C is clearly seen in the spectra from the plastic phantom as shown in Figure 
5.6. The second most prominent peaks are from 160 . In Figure 5.7, the peak at 4.44 
MeV can be identified as the only predominant emission in the prompt gamma energy 
spectra emitted from the carbon target . The peaks at 3.92 MeV and 3.42 MeV are 
clearly visible and arc the first and second escape peaks of the 4.44 MeV gamma. In 
Figure 5.8 we show the prompt gamma emission spectra from the liquid nitrogen target . 
The expected 2.313 MeV peak is identified but other important peaks at 0.728, 1.635, 
2.793, and 5. 106 MeV could not be resolved. In addition, a strong peak at 4.44 MeV 
from 12C can be seen in the measured spectra as a result of the Styrofoam box that 
contained the liquid nitrogen . The expected peaks at 3.378 and 3.890 MeV also cannot 
be resolved due to the presence of the first and second escape peaks of the 4.44 MeV 
gamma at 3.92 MeV and 3.42 MeV, respectively. Note that the 2.22 MeV peak caused 
by the absorption of secondary thermal neutron by 1 H (Smeets et al. (2012)) can be 
seen in both the water (see Figure 5.5) and Perspex (see Figure 5.6) spectra. Also it 
is quite easy to see an unidentified peak at 2.62 MeV in all the spectra,including the 
background spectrum. 
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F igure 5.5: Detected prompt gamma energy spectra emitted 
from a water target for protons with energy corresponding to a 
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Figure 5.6 : Detected prompt gamma energy spectra emitted 
from a perspex target for protons with energy corresponding to a 
24-cm range in water. 
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Figure 5. 7: Detected prompt gamma energy spectra emitted 
from a cru:bon target for protons with energy corresponding to a 
24-cm range in water. 
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Figure 5.8: Detected prompt gamma energy spectra emitted 
from a liquid nitrogen target for protons with energy correspond-
ing to a 24-cm range in water. 
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5.2.1 Measurement of prompt gamma emission along the beam path 
For the series of prompt gamma measurements at various depths in water and Perspex, 
the two energy peaks ( 4.44 MeV and 6.13 MeV) plus a larger energy window (3- 7 MeV) 
was used to help identifing the response of the prompt gamma production with depth. 
The two energy peaks are obviously connected to the prompt gamma production; the 3 
- 7 MeV energy window is used because it provides a "total" prompt gamma count which 
includes the energy peaks, and their escape peaks, while excluding the large number 
of low-energy gammas. Using the method described in Section 3.3.2, the number of 
prompt gammas in the three energy bins was calculated and the results are shown in 
Figures 5.9 and 5.10. The Bragg peak is shown for reference. 
From Figure 5.9, it can be seen that the number of discrete 4.44 MeV and 6.13 MeV 
prompt gammas produced in the water target are nearly equal (the 4.44 MeV emission is 
actually 15% greater than the 6.13 MeV emission near the Bragg peak). As expected, 
the maximum peak position is observed at 22.5 em depth (1 em before the Bragg 
peak). This is due to the partial (prompt) gamma production cross-section which 
has its maximum value at a proton energy of 13 MeV for the 6.13 MeV line and at 
23 MeV for the 4.44 MeV emission (Kiener et al. (1998)). So the maximum prompt 
gamma production would be expected to occur before the protons completely run out 
of energy. In contrast, the 4.44 MeV emission from the Perspex target (see Figure 
5.10) is considerably larger (by a factor of 1.5) than the 6.13 MeV emission. This is 
naturally due to the atomic concentration of Perspex (30% - 160 and 60% - 12C ) and 
the resulting stronger contribution to the 4.44 MeV prompt gamma emission. The 
4.44 MeV peak of 12C is seen at a proton energy of around 20 MeV (0.5 em from the 
Bragg peak). The "total" energy-integrated prompt gamma profiles are also shown and 
for both targets, the 3 - 7 MeV depth data peaks earlier than for the discrete energy 
peaks. For the water target, the 3 - 7 MeV results peaks at 20 em (3.5 ern before the 
Bragg peak) and for the Perspex target, the 3 - 7 MeV results peak at 17.5 em (3.4 ern 
before the Bragg peak). The 3- 7 MeV depth profiles are also flatter than the 4.44 and 
6.13 MeV results and better reflect the expectecl total gamma proclnction basecl on the 
non-elastic cross-section data shown in Figure 4.2. 















· · *· -4.44 MeV 
-·+-· 6.13 MeV 
- • - 3 - 7 MeV (6.67%) 
~~~ 
.... ··· ····· ~----,t ; 
I .. ------1 / -:l I 
---·--------L:._::.=~: _____ .: __ .  ----- - tL 
\ \', ! 
Bragg Peak I .. 
I 
o~~~~~~~TT~~~~~~~~~~ ~~~~~ 

















Figure 5.9: Discrete prompt gamma (4.44 MeV peak , 6.13 MeV peak and 
total gamma count over 3- 7 MeV energy range) emission p er incident proton 
emitted from a water target using a 24 em range clinical passive-scat ter proton 
beam. The 3- 7 MeV gamma count has been scaled to 6.67% of its total value 
for display purposes . 
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Figure 5.10: Discrete prompt gamma (4.44 MeV peak , 6.13 MeV peak and 
total gamma count over 3 - 7 MeV energy range) emission per incident proton 
emitted from a Perspex target using a 24 em range clinical passive-scatter 
proton beam. The 3 - 7 MeV gamma count has been scaled to 15% of i ts total 
value for display purposes. 
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5.3 Relative comparison of prompt gamma measurements 
to Monte Carlo simulations 
The experimental set-up was modelled by Geant4 Monte Carlo code in order to repro-
duce the experiments for comparisons. In this section, we focus on relative comparison 
between simulations and experiments due to the lack of absolute data taken for the first 
set of measurements. The purpose of this comparison is to quantify the discrete prompt 
gamma-ray emission in the interested energy range of 3- 7 MeV. Moreover, the relative 
comparison helps to verify the shape of the prompt gamma emission and to compare 
the number of prompt gammas in each of the peaks. The absolute comparisons for the 
second set of data are presented in Section 5.4. 
5.3.1 Comparison of measured and simulated prompt gamma produc-
tions at isocentre 
Figures 5.11 and 5.12 illustrate the comparison of the prompt gamma energy spectra 
from the experimental results discussed in Section 5.1 and the corresponding simulation 
of the experimental set-up for the carbon (Figure 5.11) and water (Figure 5.12) targets. 
Each simulation was performed with 2.5 x 1010 primary protons, but then the simulated 
results were scaled by a scaling factor (exact factor values shown in figure captions) in 
order to line up the prompt gamma peaks. For the carbon irradiation the 4.44 MeV 
peak and the two escape peaks can be seen in both the measured and simulated spectra, 
with a roughly equivalent size and shape for each one. Whereas for the water target 
(Figure 5.12), the peak at 6.13 MeV, as well as its first and second escape peaks, are 
clearly visible in both spectra, but the peak at 4.44 MeV (and its escape peaks) is not 
evident in the experimental spectra (only a weak signal) while these peaks are clearly 
seen in the simulated results. The missing 4.44 MeV peak:; in the experimental spectra 
highlight the presence of a high-level of background radiation from the passive-scatter 
beam line and precipitated the need for further measurements as previously discussed. 
The results from these additional measurements are discussed in the following sections. 














Figure 5 .11 : Comparison between measured and simulated en-
e1·gy spectra from carbon target. The simulated spectrum is mul-
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Figure 5 .12: Comparison between measured and simulated en-
ergy spectra from water target. The simulated spectrum is mul-
tiplied by a factor 13.5 for comparison . 
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5.3.2 Comparison of measured and simulated prompt gamma produc-
tion 170 em from isocentre 
A detailed comparison of the second set of prompt gamma measurements to simulated 
results for the water, Perspex and graphite (carbon) targets is shown in Figures 5.13, 
5.14 and 5.15 for a 24 em range proton beam. The simulated results used 2.3 x 1010 
primary protons to duplicate each of the experimental measurements. The Geant4-
generated energy spectra were then scaled for comparison to the measured spectra 
with the following scaling factor: the simulated energy spectra was multiplied by a 
factor of 0.85 for water, 0.8 for Perspex (shown in Figure 5.14(a)), 1.0 for Perspex 
(shown in Figure 5.14(b)) and 1.9 for graphite. The number of prompt gammas in the 
discrete energy peaks (4.44 MeV and 6.13 MeV plus their respective escape peaks) were 
also counted (using the baseline technique) and those values are summarized in Table 
5.1. This technique was applied to both the measured and simulated energy spectra. 
It can be noted from Table 5.1 that the Geant4 simulation mostly underestimates the 
number of prompt gammas found in the peaks except for the 4.44 MeV and escape 
peaks emitted from the water target, where the simulated results are larger than the 
measured values. The liquid nitrogen target data is not included in the comparison due 
to the poor quality of the measured results. 
In the comparison of the energy spectra from the water target (Figure 5.13), we clearly 
see the 6.13 MeV (from 160) and 4.44 MeV (from 12 C) photo peaks. In addition to the 
measured and the simulated total gamma energy spectra, the simulated prompt gamma 
spectra is included in Figure 5.13. The simulated prompt gamma spectra (dotted line) 
shows the fraction of the total detected gamma count that can be directly attributed 
to gammas produced by inelastic collisions within the target. Based on the prompt 
gamma counts in Table 5.1, the Geant4 simulation underestimates the 6.13 MeV peak 
by 14% and overestimates the 4.44 MeV prompt gamma emission from 12 C by 36%. 
Comparisons between the experiment and the Geant4 simulation for the Perspex 
phantom (see Figure 5.14) were performed individually for the two total inelastic cross-
section data sets of Wellisch and Axen (Figure 5.14(a)) and Tripathi et al. (1999)(Figure 
.5.14(b)). The experimental results in both figures are the same; the difference in the 
cross-section data sets only impacts the simulated results and in this case is a barely 
noticeable difference. The simulated prompt gamma emission corresponding to the 6.13 
MeV and the 4.44 MeV photo peaks are both underestimated by 27% in the case of 
Wellisch and Axen and underestimated by 28% and 25%, respectively in the case of 
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Table 5.1: RPlRtivP difiPrPncP (S- AI)/M he/,wPPn t.he SinmlRted (S) and MeRsnred 
(M) prompt gamma counts for the 4.44 MeV and 6.13 MeV discrete prompt gamma 
peaks. Measurement is taken at the Bragg peak. *Simulations performed with the 
cross-section Tripathi et al. (1999) instead of the default Wellisch and Axen cross-
section. 
4.44 MeV 6.13 MeV 3- 7 MeV 
1 sl 2nd 1st 2nd 
Photo escape escape Photo escape escape Total 
Target peak peak peak peak peak peaks counts 
Water Experiment 5067 4697 3294 5606 8249 16806 140697 
Simulation 6869 7210 4394 4791 5024 8742 143160 
Difference +0.36 +0.53 +0.:~:~ -0.14 -0.39 -0.47 +0.02 
Perspex Experiment 12064 8941 5688 2989 4313 6120 118265 
Simulation 8780 7810 3948 2190 1843 2338 92401 
Difference -0.27 -0.13 -0.30 -0.27 -0.57 -0.62 -0.22 
Simulation* 9032 6589 5641 2139 3804 3129 100454 
Difference* -0.25 -0.26 -0.01 -0.28 -0.12 -0.49 -0.15 
Graphite Experiment 8991 6327 5854 56529 
Simulation 7341 5970 3086 45997 
Di ffcreuce -0.18 -0.06 -0.3!) -0.18 
Simulation* 7429 4586 5538 51983 
Difference* -0.17 -0.28 -0.05 -0.08 
Tripathi et al. (1999). For the 4.44 MeV prompt gamma peak, the measured photo 
peak is slightly broader than that for the peak generated by Geant4, which is due to 
nuclear Doppler broadening being disabled in the model. The broadening present in 
the Geant4 spectra is due solely to the detector response function, which adequately 
predicts the actual shape of the spectra. 
As illustrated in Figure 5.15, comparisons for the graphite phantom are also performed 
with both total non-elastic cross-section (see Figures 5.15(a) for Wellisch and Axen and 
Figures 5.15(b) for Tripathi et al. (1999)). A more noticeable difference can be seen 
between the simulated results in the two panes of Figure 5.15 because the difference 
between the two cross-section data sets is more pronounced for 12C. Although from 
Table 5.1, this difference is actually quite small since the Geant4 simulation underes-
timates the 4.44 MeV peak by 18% in the case of Wellisch and Axen and 17% in the case 
of Tripathi et al. (1999). It should be noted that the graphite phantom measurements 
were accidentally performed 2.4 ern before the Bragg peak, so the results displayed in 
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Figure 5.15 may differ slightly from a spectra taken at the Bragg peak position . The 
corresponding Geant4 simulations were also run at the same position (2.4 em before 
the Bragg peak) as the measurements. 
Based on the above comparisons, the Geant4 Monte Carlo model for prompt gamma-
ray production shows discrepancies in the simula ted results of up to 28% from the 
measured data (excluding the 4.44 MeV peak from 12C during the water irradiation). 
All of the simulated results underes timated the measured values except again for the 
4.44 MeV peak from the water target , which produced a 36% overestimation. These 
results will be looked at more closely when the absolute comparisons are discussed 
in Sect ion 5.4. In the following section , we present results of comparison of prompt 
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Figure 5 .13: Background-subtracted energy spectra detected 
from water phantom . Total measured energy spectra (gray line); 
total simulated energy spectra (black line); prompt gamma only 
simulated energy spectra (dotted line). Simulated spectra using 
the cross-sections of Wellisch and Axen . The Monte Carlo simu-
lated results have been scaled by 0.85 for comparison purposes. 
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Figure 5.14: BackgTOund-subtracted energy spectra detected 
from Persp ex phantom . Total measured ene1gy spectra (gray 
line); total simulated energy spectra (black line); prompt gamma 
only simulated energy spectra (dotted line). Simulated spectra 
using the cross-sections of (a) Wellisch and Axen and (b) 'Ihpathi 
et al. (1999). The Monte Carlo simulated results have been scaled 
by (a) 0.8 and (b) 1.0 for comparison purposes. 
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5.3 R elative comparison of prompt gamma measurements 
Figure 5.15: Background-subtracted energy spectra detected 
from graphite phantom. Total measured energy sp ectra (gray 
line); total simulated energy spectra (black line); prompt gamma 
only simulated energy spectra (dotted line). Simulated spectra 
using the cross-sec tions of (a) Wellisch and Axen and (b) Tripa thi 
et al. (1999). The Monte Carlo simulated results have been scaled 
by 1.9 for comparison purposes. 
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5.3.3 Comparison of measured and simulated prompt gamma produc-
tion along the beam path with target 170 em from isocentre 
The estimated prompt gamma counts from measurement and simulation emitted from 
the water and Perspex phantoms along the beam path is shown in Figures 5.16 and 
5.17. For every single measurement, 2.3 x 1010 primary protons were simulated through 
the passive-scatter beam line nozzle. The Monte Carlo spectra were then scaled for 
comparison to the measured spectra, as indicated in the caption of each figure. 
For the water phantom, the measured values (symbols) align reasonably well (within 
15%) with the simulated points (dotted line) except for the 4.44 MeV emission in Figure 
5.16(b) that shows some discrepancies before the Bragg peak. Both the simulations and 
experiments for the discrete prompt gamma energy emissions show good correlation 
with the depth-dose curve, peaking 1-2 ern before the Bragg peak (23.5 em), as shown 
in Table 5.2. The experimental 3-7 MeV prompt gamma data peaks 2.8 em before 
the Bragg peak while the simulated results over the same energy range peak at the 
same depth as the discrete prompt gamma peaks (2.0 em). The consistent difference 
between the measured and simulated results highlights the fact there are a low number 
of measured data points (5) spread over a large distance. The two additional simulated 
data points show that the actual prompt gamma production peaks (discrete and "total") 
most likely occurred between two measured depths around 21.5 em. Figure 5.16(d) also 
shows the measured depth results relative to the simulated prompt gamma spectra, 
where the discrete measured results peak 0.3 ern before the simulated peak (22.8 em) 
while all the simulated results peak 1.3 em before the prompt gamma peak. Again, the 
experimental prompt gamma depth production results for the 3-7 MeV energy range 
peaks 2.8 em before the prompt gamma peak due largely to the lack of data closer to 
the actual peak. 
For the Perspex phantom, Figure 5.17 shows the measured prompt gamma production 
results compared to the simulated values and the two sets of points line up well (within 
12%) except for the points beyond the Bragg peak where the simulated results drop 
off more quickly than the measurements. The 4.44 and 6.13 MeV depth results both 
peak 0.9 em before the Bragg peak (20.9 em), while the 3-7 MeV measured depth 
curve peaks 2.4 em before the Bragg peak. In Figure 5.17(d), the results again show 
that the 4.44 and 6.13 MeV depth curves peaks 0.3 ern from the maximum value of the 
simulated prompt gamma peak (20.3 em), while the 3-7 MeV measured depth peaks 2.8 
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em before the simulated peak. All of the distances between the Bragg peak (and also 
the simulated prompt gamma peak) and the peak of the prompt gamma-ray spectra 
from the water and perspex targets are summarized in Table 5.2. 
Table 5.2: Distances of the discrete gamma-ray spectra peaks from the 
Bragg peak (23.5 em in case of water and 22.8 em in case of Perspex) 
and the simulated prompt gamma peak (20.9 ern in case of water and 
20.3 in case of perspex). 
Diffcrcmce from 13P Difff'rPnce from PGP 
PG Experiment Simulation Experiment Simulation 
Target (MeV) (em) (em) (em) (em) 
water 
4.44 1.0 2.0 0.3 1.3 
6.13 1.0 2.0 0.3 1.3 
3-7 3.5 2.0 2.8 1.3 
Perspex 
4.44 0.9 0.9 0.3 0.3 
6.13 0.9 0.9 0.3 0.3 
3-7 3.4 2.4 2.8 1.8 
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Figure 5.16: Prompt gamma production along the beam path in water for 24 em 
range passive-scatter protons for (a) 6.13 MeV peak from 16 0 , (b) 4.44 MeV peak from 
12 C (c) integrated over the 3- 7 MeV energy range and (d) comp arison of experimental 
depth results of 4.44, 6.13 and 3- 7 MeV with simula ted prompt gamma results. The 
simulated results have been scaled by (a) 5.5 (b) 3.0 and (c) 5.8 for comparison 
purposes. In Figure (d), the 3- 7 MeV gamma counts has been scaled to 10o/o of its 
total value for display pmposes. The right hand scale in (a) , (b) and (c) indicates 
relative deptl1 dose. 
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Figure 5.17: Prompt gamma production along the beam path in Perspex for 24 
em range passive-scatter protons (in water) for (a) 6. 13 MeV peak from 16 0 , (b) 
4.44 MeV peak from 12 C (c) in tegTated over the 3 - 7 MeV energy range and (d) 
comparison of experimental depth r esults of 4.44, 6.13 and 3- 7 MeV with simulated 
prompt gamma results. The simulated results have been scaled by (a) 7. 7 (b) 4.5 and 
(c) 4.2 for comparison purposes. In Figure (d) , tl1e 3- 7 MeV gamma counts has been 
scaled to 15% of i ts total value for display purposes. The right hand scale in (a), (b) 
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5.4 Absolute comparison of prompt gamma measure-
ments to Monte Carlo simulations with target 170 em 
from isocentre 
An absolute comparison of the Monte Carlo simulations and the prompt gamma exper-
imental measurements is presented in this section. An aspect of this work is to provide 
validation for the Monte Carlo simulations, so a comparison of results was done us-
ing the number of discrete prompt gammas detected per incident proton hitting the 
target, thus providing an independent comparison. In the Monte Carlo simulation, 
scaling the results into prompt gammas per incident target proton is straight forward, 
but for the passive-scatter beamline irradiations, this is challenging because there was 
no direct measurement of the number of protons hitting the target. The number of 
primary incident protons was estimated from the independent charge reading (meas-
ured in pulses) by the beam monitor ionization chamber positioned just before the 
final beam collimator in the passive-scatter beam nozzle. The estimate also relied on 
replicating standard calibration measurements (performed using the standard set-up 
at isocentre), which was then translated to the target position (at 170 ern) from the 
isocentre with the help of Monte Carlo simulations as described in the following section. 
5.4.1 Determining the charge pulse to monitoring unit (MU) conver-
sion factor for measurements 170 em from isocentre 
The ionization chamber calibration (using the standard set-up at isocentre) gives 48000 
pulses per one monitoring unit (MU) when corrected for pressure and temperature. In 
our second set of measurements, a non-standard set-up was used where the ionization 
chamber was placed 120 em upstream from its original position and the target was 
moved downstream along the beam direction 170 ern from the isocentre. Therefore, the 
standard calibration factor ( 48000 pulses/MU) was no longer valid for the new position 
of the ionization chamber and needed to be corrected using dose and fiucucc data from 
Monte Carlo simulations. We have assumed that the charge production in the active 
volume of the ionization chamber (independent charge reading) is proportional to the 
number of protons passing through it. The calibration factor (in pulses/MU) is directly 
tied to dose calibration measurements made in a water phantom. The dose is measured 
at 3 ern depth in a water phantom at isocentre using a small volume (0.32 x 0.32 x 
0.1 cm3 ) ion chamber. Using the conversion that 100 monitor unit equals 1 Gray (Gy) 
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of dose, the proton therapy beam line was calibrated so that 48000 pulses in the dose 
monitor is equivalent to 1 MU or 1 mGy. This calibration measurement was replicated 
in Geant4 in order to produce an updated charge pulse to monitor unit conversion 
factor for our non-standard experimental set-up. In the simulation, the dose estimated 
at isocentre with the standard set-up was 0.271 rnGy from 2.399 x 107 protons hitting 
the water phantom through a 10 em diameter collimator. For the experimental setup 
(dose monitor moved 120 em upstream), the dose at isocentre was 0.266 mGy from 
2.233 x 107 protons hitting the water phantom through a 10 em diameter collimator. 
From these results, the proton fluence at isocentre was also estimated to be 1.131 x 
107 proton/MU /cm2 for the standard set-up and 1.070 x 107 proton/MU /cm2 for the 
experimental set-up. Also the dose values can be used to calculate the dose conversion 
factor, converting the ion-chamber dose from the standard set-up to the experimental 
set-up, which was 0.980. 
Determining the number of protons that hit the dose monitor in the two positions 
gives a charge pulse conversion factor of 0.619, converting dose monitor charge number 
from the standard set-up (2.595 x 107 protons) to the experimental set-up (4.164 x 
107 protons). Taking these two conversion factors, the standard calibration factor of 
48000 pulses/MU becomes 79100 pulses/MU for the experimental set-up, giving the 
appropriate translation of the independent charge count into monitor units, as shown 
in Table 5.3. 
5.4.2 Calculating the number of incident protons on the different tar-
gets at 170 em from isocentre 
The number of incident protons hitting the target in the experimental set-up is de-
pendant on converting the charge count into monitor unit conversion as well as on 
translating the proton fluence from the isocentre to the experimental target position. 
The calibrated fluence rate for the iThemba LABS passive-scatter beam is measured 
using a 10 em diameter beam at the isocentre. The proton beam is considered uniform 
within this area. For the experimental set-up, the simulated value for the number of 
protons within a 10-cm diameter at isocentre is 2.079 x 107 . In the same simulation, 
the number of protons within a 10-cm diameter field is 1.218 x 107 , giving a fluence 
conversion factor of 0.586. The calculated fluence rate at the target position then be-
comes 6.27 x 106 protons/MU / cm2 . All above mentioned simulations were performed 
with 3.0 x 108 primary protons entering the beamline from the cyclotron. 
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Figure 5.18: (a) Original beam profile 170 em from isocentre in experimental 
se t-up and (b) a reconstructed beam profile used to estimate tllc equivalent 
field size at tlle surface of the water target. 
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In the exp erimental set-up , there is significant beam divergence due to the long distance 
in which protons travel between the final beam collimator and target through the air. 
Although the final beam collimator was 10 em in diameter, the actual field size a t t he 
target had a diameter of 22 em, as shown in Figure 5.18(a) . Since the density distri-
bution of the protons hitting the target is non-uniform (except for the 5 em diameter 
central circle) and the cross-sectional area of the targets (25 x 25 em for water , 19 x 
20 em for perspex, and 4.8 x 6.5 em for graphite) is exposed to this non-uniformity, 
effective field sizes were calculated for each target . The calculated flu ence rate assumes 
a 10 em diameter uniform proton beam, so to convert from fluence to number of pro-
tons, the non-uniform proton beam was reconstructed into a smaller , uniform density 
distribution. 
The number of protons hitting the target face was estimated using the simulated 22-cm 
proton density distribution then that number was used to det ermine the density of an 
equivalent field with uniform density as it appears in the central spot (3740 protons/bin 
for this case). For the water phantom (with its 25 em x 25 em cross section) , the entire 
20 em diameter region was reconstructed into a 14.78-cm diameter circle, shown in 
Figure 5.18(b) . For the perspex phantom, a 16-cm diameter region was reconstructed 
into a 12-cm diameter circle. For the graphite block, the actual dimensions of 4.8 em 
x 6.5 em were used to estimate the particle fluence because the central spot almost 
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Table 5.3: Summary of calculation of incident protons from monitor ionization 
chamber readings. The calibration factor of the chamber is 79100 plusesjMU and the 
flwmce rate Rt the targf't position was 6.27 x lrfl proton/MU /cm2 . 
Dose Monitor Monitor Effective Total 
Reading Units Fluence Area Incident 
Target (pulse) (MU) (proton/cm2) (cm2) Protons 
Perspcx 1166006 14.74 9.24 X 107 113.1 10.45 X 109 
Water 673092 8.51 5.34 X 107 171.6 9.15 X 109 
Graphite 966668 12.22 7.66 X 107 31.20 2.39 X 109 
Perspex 991525 12.54 7.86 X 107 113.1 8.89 X 109 
(depth 1086.316 13.73 8.61 X 107 113.1 9.74 X 109 
Measurements) 1037955 13.12 8.23 X 107 113.1 9.31 X 109 
1054816 13.34 8.36 X 107 113.1 9.46 X 109 
733478 9.27 5.81 X 107 113.1 6.58 X 109 
937653 11.85 7.43 X 107 113.1 8.41 X 109 
Water 1702868 21.53 1.35 X 108 171.6 2.32 X 1010 
(depth 1660439 20.99 1.32 X 108 171.6 2.26 X 1010 
Measurements) 1400789 17.71 1.11 X 108 171.6 1.91 X 1010 
2160436 21.31 1.71 X 108 171.6 2.94 X 1010 
1945127 24.59 1.54 X 108 171.6 2.65 X 1010 
1179126 14.91 9.35 X 107 171.6 1.60 X 1010 
completely covered the target cross-section. Table 5.3 summarizes the details of the 
number of incident proton calculations for each measurement. 
5.4.3 Comparison of measured and simulated prompt gamma produc-
tion peaks 
Absolute comparison between measurements and simulations of prompt gamma spectra 
emitted from water, Perspex and graphite target results are shown in Figures 5.19 to 
5.21 for a 24-cm range proton beam. The number of prompt gammas per incident 
proton in the 6.13 MeV and 4.44 MeV discrete prompt gamma-ray peaks (and their 
single and double escape peaks) and tlw relative difference between the simulations 
from the measurements are summarized in Table 5.4. The baseline subtraction method 
is used to estimate the number of prompt gamma-rays in every peak. For the water 
target (Figure 5.19), the simulation of the 4.44 MeV peak shows a significantly large 
difference (simulation overestimates the photo peak by a factor of 0.56) between the 
measurement and simulation whereas the agreement is excellent (1%) for the 6.13 MeV 
gamma line. For the graphite and Perspex targets, the measured and simulated values 
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Table 5.4: Ahsolute difference (S-M)/M of simulated (S) from the measured (M) rounts 
per incident proton for the 6.13 MeV and,4.44 MeV and 3- 7 MeV prompt gamma lines per 
incident proton. Ivieasurement is taken at the Bragg peak. *Simulations performed with the 
cross-section Tripathi et al. (1999) instead of the default Wellisch and Axen cross-section. 
4.44 MeV 6.13 MeV 3- 7 MeV 
pt 2nd pt 2nd Counts 
Photo escape escape Photo escape escape per 
Targets peak peak peak peak peak peaks proton 
(x1o- 7) (x10- 7) (x1o- 7) (xl0-7) (xl0-7) (x10- 7) (x1o- 5 ) 
Water Experiment 7.47 7.75 7.11 8.11 10.8 23.3 1.55 
Simulation 11.7 12.1 8.66 8.04 8.4:~ 12.8 1.40 
Difference +0.56 +0.56 +0.21 -0.01 -0.21 -0.45 -0.10 
Perspex Experiment 14.3 11.1 8.22 3.26 6.03 5.80 2.06 
Simulation 12.9 11.4 5.41 3.27 2.71 3.03 0.943 
Difference -0.1 -0.03 -0.34 0.00 -0.55 -0.48 -0.54 
Simulation* 15.5 11.4 5.91 2.43 7.45 5.63 1.22 
Difference* +0.08 -0.03 -0.28 -0.25 -0.24 -0.03 -0.40 
Graphite Experiment 42.4 29.7 25.4 2.87 
Simulation 40.8 37.8 26.9 2.10 
Difference -0.04 -0.27 +<J.OG -0.27 
Simulation* 39.2 25.7 21.0 2.47 
Difference* -0.07 -0.13 -0.17 -0.14 
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also agree quite well (up to 8o/c difference) at the photo peaks. The agreement is not 
as good for the escape peaks, particularly for 160 where the simulation underestimates 
the first and second escape peak of 160 by up to 55%. It should also be noted that the 
5.25 MeV peak from 150 is not included in our calculations. The comparison between 
the two cross-section data-sets for the graphite target shown in Table 5.4 shows that 
the peaks produced with the Tripathi et al. (1999) cross-section does not produce a 
significant difference with the Willish and Axen data-set except for the first escape 
peak where there is a 27o/c difference. The overall performance of the simulation is 
reasonable particularly at the photo peaks again except for the 4.44 MeV peak in 
the water target due to the deficiency in the Geant4 physics model at that point as 
previously mentioned. As expected, the simulated prompt gamma spectra displayed 
less broadening with a larger peak height than the spectra obtained experimentally due 
to the absence of Doppler broadening in our Geant4 model. The effect of the Doppler 
broadening effect will be included in the model in future work. 
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Fig ure 5 .19: Absolute comparison of background-subtracted 
energy spectra detected from water phantom. Total measured 
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Figure 5.20: Absolu te comparison of background-subtracted en-
ergy spectra detected from Persp ex phantom . Total measw·ed 
energy spectra (light pink line); total simula ted energy spectra 
(black line) 
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F igure 5.21: Background-subtracted energy spectra detected 
from Graphte phantom. Total measured energy spectra (light 
pink line); total simulated energy spectra (black line) . Simulated 
spectra using the cross-sections of) Tripathi et al. (1999) instead 
of tlJe Wellisch and A xen . 
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5.4.4 Comparison of m easured and simulated prompt gamma produc-
tion p eaks along the b eam path 
Similar to the comparison discussed in Section 5.3.3, the results in Figure 5.22 show 
the number of gammas per incident proton in the discrete peaks (4.44 MeV and 6.13 
MeV) and in the 3-7 MeV energy range at various depths within the targets. The basic 
shape of these depth curves remain the same as well as the distance measurements 
listed in Table 5.2. This absolute comparison provides a measure of the accuracy of the 
Monte Carlo simulated results against the measured experimental data. Star ting with 
the wa ter phantom (Figure 5.22(a)), the simulated spectra obtained for the 6.13 MeV 
prompt gamma emission are accurate (all results within 13% except for the point bey-
ond the Bragg peak) whereas the simulated 4.44 MeV gamma peak values show a large 
discrepancy (31-95%) with the experimental results as summarised in Table 5.5. A sim-
ilar difference in the 4.44 MeV gamma emission from water has been found throughout 
all the previous discussed comparisons (section 5.4.3 and Table 5.4). This discrepancy 
can be traced back to Figure 4.11 , where the gamma production cross-section for 4.44 
MeV emission from 160 is overes timated in the proton energy range of 20-35 MeV. The 
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Figu re 5.22: Absolute comparison of the measured (symbols) and simu-
lated (lines) prompt gamma production along the beam path for tl1e 4.44 MeV 
(dashed line) gamma peak, the 6.13 MeV (dotted line) gamma peak and the 
total prompt gamma coun t in the 3-7 MeV energy range in the (a) water and 
(b) p erspex phantoms. The proton range (R 5o%) is included for comparison 
purposes and the 3-7 MeV gamma counts have been scaled to (a) 6.67% and 
(b) 15% of their total values for display purposes . . 
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Table 5.5: Ahsol11le diffprence (S-M)/M of simuJatPd (S) from 
the measured (M) gamma counts per incident proton for the 6.13 
MeV and the 4.44 MeV gamma peaks as well as over the 3-7 MeV 
energy range for depths within the water target. 
PG Enmgy Depth Experiment Simulation Difference 
6.13 MeV 11.5 1.08 x w- 7 9.74 x w- 8 -0.10 
20.0 1.84 x w-7 1.67 x w- 7 -0.09 
22.5 2.24 x w- 7 1.94 x w- 7 -0.13 
23.5 1.21 x w- 7 1.33 x w- 7 +0.05 
25.0 5.03 X 10 8 8.40 X 10 9 -0.83 
4.44 MeV 11.5 1.67 x w- 7 2.40 x w- 7 +0.44 
20.0 2.13 X 10 -7 3.25 X 10 - 7 +0.53 
22.5 2.5o x w- 7 3.85 x w- 7 +0.54 
23.5 1.47 x w-7 2.86 x w- 7 +0.95 
25.0 7.44 x w- 8 5.14 x w- 8 -0.31 
3- 7 MeV 11.5 4.41 x w- 6 2.89 x w- 6 -0.35 
20.0 5.24 x w- 6 3.32 x w- 6 -0.37 
22.5 4.81 x w- 6 3.02 x w- 6 -0.37 
23.5 4.09 x w- 6 2.39 x w- 6 -0.41 
25.0 2.39 X 10-6 1.12 x w- 6 -0.53 
alternate (combined) model described in the Section 4.1.4 (also see Figure 4.12) also 
produced a reasonable fit to the experimental cross-section data in the above mentioned 
energy range and could provide another option for accurate simulations with the water 
target. Of course, the physics model may not be the only reason for the discrepancy, 
this simulation study has not explicitly taken detector efficiency into account nor has 
tlwre been an exhaustive look at tlw uncertainty wrappcrl into tlw proton ftuence calcu-
lations, both possible areas of discrepancies. For the 3-7 MeV gammas, the simulation 
consistently underestimated (35-53%) the measured values which is quite interesting 
considering that this energy range includes the gross overestimation from the 4.44 MeV 
gamma peak. 
For the perspex target, the overall agreement between the simulated and measured 
results agrees better (total average of 26%) than the results for the water phantom (total 
average of 40%). Both the 4.44 MeV and 6.13 MeV simulated results underestimate 
the measured results by 24% and 26% on average respectively (see Table 5.6), which 
is not surprising considering that the simulated 4.44 MeV gamma results should be 
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Table 5.6: Ahsolrrld? differf'nCf' (S-M)/M of sirmrlRted (S) from 
the measured (M) gamma counts per incident proton for the 6.13 
MeV and the 4.44 MeV gammR peaks as well as over the 3-7 MeV 
energy range for depths within the Perspex target. 
PC Energy Depth Experiment Simulation Difference 
6.13 MeV 10.0 1.66 x w- 7 1.13 x w- 7 -0.32 
17.5 1.72x10- 7 1.60 x w- 7 -0.07 
20.0 2.32 X 10- 7 1.95 x w-- 7 -0.16 
21.0 1.79 x w-7 1.42 x w- 7 -0.21 
23.0 1.26 X 10 7 7.38 X 10 8 -0.41 
25.0 7.78 x w- 8 4.84 x w- 8 -0.38 
4.44 MeV 10.0 3.39 x w-7 2.68 x w- 7 -0.16 
17.5 4.15 x w- 7 3.57 x w- 7 -0.14 
20.0 6.63 x w- 7 4.74 x w- 7 -0.13 
21.0 6.48 x w-7 4.41 x w- 7 -0.17 
23.0 2.99 x w-7 1.90 x w- 7 -0.36 
25.0 1.32 x w- 8 6.83 x w- 8 -0.48 
3- 7 MeV 10.0 3.52 x w- 6 3.26 x w- 6 -0.07 
17.5 4.27 x w- 6 4.01 x w- 6 -0.06 
20.0 3.93 x w- 6 3.53 x w- 6 -0.10 
21.0 2.74 x w-- 6 2.25 x w- 6 -0.18 
23.0 4.66 x w- 7 5.17xl0- 6 -0.11 
25.0 1.38 x w- 7 3.04 x w- 6 -1.20 
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lower (see Figure 4.7). As discussed in Section 4.1.4, the 4.44 MeV prompt gamma 
emission from 12C performed with the total inelastic cross-section of 'fripathi et al. 
(1999) was in better agreement with the experiment than the results obtained with 
the default total inelastic cross-section of Wellisch and Axen (see Figure 4.7), but since 
the cross-section of 'fripathi et al. (1999) overestimates the 6.13 MeV prompt gamma 
from 160 (see Figure 4.10), the cross-section of Wellisch and Axen was used for the 
Perspex target simulations, so the underestimation of the 6.13 MeV gamma peak is 
unexpected. It should also be mentioned that although there is reasonable agreement 
between the simulation and experiment for the 6.13 MeV line, the task of counting the 
6.13 MeV prompt gamma emission for each depth was difficult because of the low signal 
to background ratio due to the high scattered radiation presence during the passive-
scatter beam irradiation (see Figure 5.21 as an example). The 3-7 MeV gamma results 
produced excellent agreement (10% on average) except again for the point beyond the 
Bragg peak. 
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5.5 Summary 
The main purpose of our work in this chapter has been to learn more about the discrete 
prompt gamma emitted from different materials with the clinical passive-scatter proton 
irradiation. The experimental results indicate that the prompt gamma measurement 
with the passive-scatter proton beam can be possible, but presence of high amount of 
radiation scattered from beam line elements and patient final collimator made it diffi-
cult to perform at the isocentre. However, the prompt gamma measurements with the 
target at 170 em from the isoceuter were quite well. The important prompt gamma 
peaks were clearly identified for the water, Perspex and graphite targets, but not re-
solved for the liquid nitrogen target (only the 2.313 MeV peak was identified). The 
agreement between the measurement and simulation showed a very satisfying at the 
photo peak except the simulation of the 4.44 MeV from water showed a significantly 
larger difference overestimated by a factor of 0.5. The prompt gamma emission at dif-
ferent positions along the beam path for water and Perspex were also quantified and 
the overall agreements between the simulation and measurement were better. The cor-
relation between the location of each prompt gamma emission along the beam path and 
the location of Bragg peak is promising the feasibility of range verification for passive-
scatter proton therapy. A large difference in the 4.44 MeV emission from the water 
was observed throughout all our comparisons because of the gamma production cross-
section for 4.44 MeV emission from 160 was overestimated in the proton energy range 




In this thesis, we present the first discrete prompt gamma measurements performed in 
the clinical passive-scatter proton beam environment. There were two specific aims for 
this dissertation; first, the measurement of prompt gamma production from elements 
160, 12C and 14N (the most abundant elements in human tissue) in the clinical passive-
scatter treatment environment. Second, the development of a Monte Carlo model of the 
experimental setup (proton beam line, phantom set-up and detector) for preliminary 
predictions regarding the measurements, for comparison to final measured results and 
investigation into the physics behind the simulated results. 
For the measurements, the discrete prompt gamma-ray emitted from water, Perspex, 
graphite and liquid nitrogen targets irradiated by a clinical passive-scatter proton beam 
of 200 MeV were investigated. The spectra were detected by a high resolution LaBr3 
detector. Although there was additional secondary radiation activated in the beam line 
elenwnts and in the final collimator, tlw experimental results dearly indicate that tlw 
prompt gamma measurement with the passive-scatter proton beam can be possible. 
The important prompt gamma peaks were clearly identified for the water, Perspex 
and graphite targets, but not resolved for the liquid nitrogen target. Throughout this 
study, we quantified the discrete prompt gamma emission from the excited state of 12C 
(4.44 MeV) and 160 (6.13 MeV) and in the interested energy range of 3- 7 MeV. The 
correlation between the location of each prompt gamma emission along the beam path 
and the location of the Bragg peak was reasonable and shows promise in the feasibility 
of range verification for passive-scatter proton therapy. 
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In addition to the measurements, a Monte Carlo model of the entire experimental set-
up including the beam line elements and LaBr3 detector was developed and is based on 
the Geant4 Monte Carlo code (version 9.6.p02). Three different Geant4 physics models 
(BIC, PRECO and INCLXX) for discrete gamma emission from the excited states of 
160, 12C and 14N were tested against the currently available experimental cross-section 
data by looking at Geant4 parameters; Doppler broadening, number of excitons (n), 
Fermi breakup and Geant4 inelastic reaction cross-section data set. 
For this study, the most important prompt gamma lines are at 6.13 MeV from the 
excited state of 160* and 4.44 MeV from the excited state of 12C* since almost 80% 
of the mass of the human body is made by Oxygen (65%) and Carbon (15%). Our 
simulation results show that applying the Doppler broadening setting within a Geant4 
simulation underestimates the prompt gamma peak at 6.13 MeV most expected ex-
perimentally produced by proton inelastic collisions on 160, but the prompt gamma 
peaks at 4.44 MeV and 5.20 MeV are reasonably estimated. Therefore the Doppler 
broadening effect was disabled to consider the prompt gamma emission directly from 
the specific transition. 
By default, the binary cascade model is included by default in the selected physics 
list QGSP _BIC_EMY for proton inelastic nuclear reactions. Our comparisons to the 
cross-section data clearly indicated that the binary cascade model does not accurately 
reflect the data, instead producing the highest prompt gamma emission at the 5.180 
MeV line from the excited state of 150* and producing an extremely low 6.13 MeV line. 
The expected peak for tissue in the interested energy range of 3 - 7 MeV should he the 
6.13 MeV peak and the 5.2 MeV peak should only be the third most prominent prompt 
gamma line emission (Verburg et al. (2013)). 
A suitable alternative was found with the precompound model, which required some 
modification (using an alternative initial nuclear exciton state of 2) in order to decrease 
the peak at 5.180 MeV while increasing the peak at 6.13 MeV. Due to the close agree-
ment between the Geant4-generated prompt gamma emissions by the precornpound 
model and the currently available experimental data for discrete lines from 12C, 160 
and 14N, the binary cascade model was replaced by the precompound model. 
The discrete lines from 12C and 14N obtained with the total inelastic cross-section of 
Tripathi et al. (1999) were in better agreement with the experiment than the results 
obtained with the default total inelastic cross-section of Wellisch and Axen. Therefore 
the cross-section of Tripathi light ion (Tripathi et al. ( 1999)) was used for both the 
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graphite and liquid nitrogen targets. However, the cross-section data of Willish and 
Axen was used to simulate prompt gamma production in the water and Perspex targets. 
The Fermi break-up was required below 20 MeV for the water and Perspex targets. 
Although the precompound model with the two different cross-section data-sets (Wil-
lish and Axen and Tripathi light ion) provided the closest possible agreement to the 
available experimental cross-section data, there is still room for improvement, both in 
the cross-section data and in the physics models. The majority of the experimental 
cross-section data used in this work was taken in an astrophysical context and does not 
provide complete coverage of the required energies. In Geant4, the total inelastic cross-
section comparison was reasonable, but there were definite deficiencies in the Geant4 
physics models when looking at the production of specific prompt gammas from specific 
elements. 
The developed Geant4 Monte Carlo model was then validated against the experimental 
depth dose and lateral dose profiles. The developed treatment nozzle model was in good 
agreement with treatment-relevant measurements and had the ability to produce depth 
dose and lateral profiles in a water phantom for different proton ranges. The simulated 
and measured range (R50) agreed within 0.5% for proton ranges between 5 and 24 em. 
The detector was calibrated for its response in the energy range of 0.661 to 4.438 MeV 
using seven standard gamma emitting sources and the 241 AmBe neutron source listed 
in Table 4.4. The calculated user defined Gaussian parameters is listed in Table 4.5. 
Once the selection of physics models was settled, additional investigation went into 
developing the Geant4 simulation for prompt gamma-rays in both the active-scanning 
and passive-scatter proton beam modes. Two techniques were studied to specifically 
minimize the background noise from the secondary scattered radiation, a significant 
problem during passive-scatter proton irradiations, a time-of-fiight (TOF) window and 
Compton-suppression using a BGO detector. Both techniques significant reduced the 
background radiation and the BGO subtraction also helped to resolve the 5.25 MeV 
prompt gamma line from the second escape peak of 160. Using a TOF window, it 
was possible to remove 99% of the noise due to neutrons hitting the detector from the 
target. The results show that using both timing and active shielding in the passive 
beam mode can remove up to 90% of the background radiation which includes a 10% 
reduction by BGO subtraction. 
Finally, an absolute comparison of the Monte Carlo simulations and the experimental 
measurements was made to align the Geant4 simulations as closely as possible to the 
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measured results for two separate scenarios (using a 5 em gap and 1 em gap in the 
collimator). For the 5 em collimator gap, the Geant4 Monte Carlo model for prompt 
gamma-ray production for the two discrete (4.44 and 6.13 MeV) peaks underestimated 
the measured values by less than 10% for the water, Perspex and graphite target. 
The one noticeable exception was the 4.44 MeV peak from the water target, which 
showed an almost 50% overestimation of the number of produced prompt gammas. For 
prompt gamma measurements along the beam path (using the 1 em collimator gap), 
the simulation did not match the measured data quite as nicely, producing on average 
24-26o/c differences across the discrete peaks in water and perspex. Again, the 4.44 
MeV peak in the water target produced a much larger variation (up to 93%). Although 
these numbers do not seem to agree as well, due to the thinner collimation there was 
a lower number of detected gammas, thus producing much higher uncertainty in the 
results. 
Overall, the Monte Carlo model of the iThemba LABS proton therapy beamline per-
formed well, matching validation treatment dose profiles to within 3% and replicating 
prompt gamma photo peak production numbers to within 10%. This model was able 
to adequately replicate measured prompt gamma production results and will continue 
to be used for further prompt gamma studies at the University of Cape Town using the 
passive-scatter beamline at iThemba LABS. The gross overestimation of the 4.44 MeV 
peak produced by the water target will be investigated and may lead to changes in the 
physics models within Geant4. Further improvement to the current model by being 
able to fully incorporate the Doppler broadening effect will also be undertaken. The 
uncovered deficiencies in the inelastic nuclear cross section data relevant to clinical pro-
ton radiotherapy environment have prompted a verification of the existing cross-section 
data and an investigation into producing more cross-section data at the energies relev-





Composition and densities of 
materials 
Table A.l: Composition and densities of materials 
Density 
Material (gjcm3 ) Symbol z Percentage 
Air 0.001205 c 6 0.0124 
NIST definition N 7 75.5267 
Near sea level 0 8 23.1781 
Ar 18 1.2827 
Aluminium 2.699 Al 13 100 
Brass, Type C36000 8.496 Cu 29 56.9297 
(Free-cutting brass) Zn 30 33.7131 
Pb 82 9.3572 
Carbon 2.267 c 6 100 
Cerro bend 9.382 Cd 48 6.0160 
(Ostalloy 158, Wood's metal Sn 50 8.4490 
Melt-point:70 Celcius) Pb 82 29.6088 
Bi 83 55.9262 
Concrete (Portland) 2.30 H 1 1.0000 
c 6 0.1000 
0 8 52.9107 
Continued on next page 
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Table A. I - Continued from previous page 
Density 
Material (g/cm3 ) Symbol z Percentage 
Na 11 1.6000 
Mg 12 0.2000 
Al 13 3.3872 
Si 14 33.7021 
K 19 1.3000 
Ca 20 4.4000 
Fe 26 1.4000 
Copper 8.960 Cu 29 100 
Graphite 1.860 c 6 100 
Havar 8.302 c 6 0.0394 
Cr 24 16.6239 
Mn 25 1.4412 
Fe 26 17.4889 
Co 27 40.5824 
Ni 28 12.2249 
Mo 42 3.4606 
w 74 8.1387 
Kapton 1.420 H 1 2.6362 
c 6 69.1133 
N 7 7.3270 
0 8 20.9235 
Lead 11.35 Pb 82 100 
Lexan 1.200 H 1 4.1959 
c 6 62.5017 
0 8 33.3025 
Liquid Nitrogen 0.8070 N 7 100 
Mylar 1.400 H 1 4.1959 
c 6 62.5017 
0 8 33.3025 
Nal 3.667 Na 11 15.34 
I 53 84.66 
Continued on next page 
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Table A.l - Continued fmm previous page 
Density 
Material (g/cm3 ) Symbol z Percentage 
Nitrogen 1.290 N 7 100 
Oxygen 1.141 0 8 100 
Paraffin \Vax 0.93 H 1 14.8605 
c 6 85.1395 
Perspex1 (RM wheels) 1.145 H 1 8.0538 
c 6 59.9848 
0 8 31.9614 
Perspex2 (Block) 1.19 H 1 8.0538 
c 6 59.9848 
0 8 31.9614 
Perspex3 (Lucite) 1.181 H 1 8.0538 
c 6 59.9848 
0 8 31.9614 
Tungsten 19.30 w 74 100 
Water 1.000 H 1 11.1894 
0 8 88.8106 
Appendix B 





jgpsjposjeentre 0. 0. 0. em 
jgpsjposjtype Volume 
jgpsjpos/shape Cylinder 
jgpsjposjeentre 0. 0. 0. em 
jgpsjpos/radius 0.53975 em 
jgpsjpos/halfz 1.8 em 
jgpsjang/type iso 
jgps/ene/min 2.72 MeV 




jgps/histjpoint 2.72 2.5 
jgps/histjpoint 2.96 2.68 
jgps/histjpoint 3.21 2.8 
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jgps/histjpoint 3.53 2.62 
jgps/histjpoint 3.8 2.3 
jgps/histjpoint 4.11 2.05 
jgps/histjpoint 4.37 2.16 
jgps/histjpoint 4.59 1.93 
jgps/histjpoint 4.86 2.16 
jgps/histjpoint 5.11 2.11 
jgps/histjpoint 5.36 2.01 
jgps/histjpoint 5.61 1.84 
jgps/histjpoint 5.81 1.6 
jgps/histjpoint 5.988 1.41 
jgps/histjpoint 6.21 1.294 
jgps/histjpoint 6.57 1.29 
jgps/histjpoint 6.66 1.3 
jgps/histjpoint 6.9 1.41 
jgps/histjpoint 7.14 1.32 
jgps/histjpoint 7.31 1.35 
jgps/histjpoint 7.53 1.51 
jgps/histjpoint 7.74 1.58 
jgps/histjpoint 7.96 1.5 
jgps/histjpoint 8.12 1.10 
jgps/histjpoint 8.31 0.74 
jgps/histjpoint 8.49 0.6 
jgps/histjpoint 8.69 0.42 
jgps/histjpoint 9.27 0.31 
jgps/histjpoint 9.81 0.22 
jgps/histjpoint 10. 0. 
/ gps/hist /inter Lin 
jgps/source/add 0.573 




jgpsjposjeentre 0. 0. 0. em 
jgpsjposjradius 0.53975 em 




jgps/energy 4.438 MeV 
jgpsjene/sigma 0.5 MeV 
jgpsjposjeentre 0. 0. 0.0 em 
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