We give the first example of a sharp threshold in proof complexity. More precisely, we show that for any sufficiently small¯ ¼ and ¡ ¾ ¾ , random formulas consisting of´½ ¯µÒ 2-clauses and ¡Ò 3-clauses, which are known to be unsatisfiable almost certainly, almost certainly require resolution and Davis-Putnam proofs of unsatisfiability of exponential size, whereas it is easily seen that random formulas with´½ ·¯µÒ 2-clauses (and ¡Ò 3-clauses) have linear size proofs of unsatisfiability almost certainly.
INTRODUCTION
The satisfiability problem has received a great deal of study as the canonical NP-complete problem. In the last several years the very universality and flexibility of the satisfiability problem that made it a natural starting point for NP-completeness has also made it the basis for significant progress in the solution of a variety of practical problems including problems in constraint satisfaction [31] , planning [24, 23] , and symbolic model checking [9] . The basic tools for these advances are some very tight and efficient implementations of satisfiability algorithms using backtracking search based on the Davis-Putnam/DLL (DPLL) procedure [16, 15] and using heuristic search based on hill-climbing and random walks [31, 30] . In a sense, these satisfiability algorithms have become the hammer and there is now a small industry turning computational problems into nails.
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It has previously been shown that DPLL algorithms are exponentially inefficient for proving unsatisfiability for typical unsatisfiable formulas [13, 8, 6, 7] . We give a method to prove the first lower bounds on the running times of DPLL algorithms for typical satisfiable CNF formulas. We show that certain natural DPLL algorithms when applied to random 3-CNF formulas for which there is strong empirical evidence of satisfiability (density below 3.98) almost certainly generate subproblems consisting of unsatisfiable mixed formulas of 2-and 3-clauses for which we can prove that exponential-size proofs of unsatisfiability are required. The key to this result is the proof complexity lower bound for these mixed formulas.
Let Ò ¡ be the distribution of random CNF formulas with ½ ¯µÒ 2-clauses and ¡Ò 3-clauses, for some arbitrary constants ¡ ¯ ¼. Let Ö ×´ µ and ÄÄ´ µ be the sizes of the minimal resolution and Davis-Putnam/DLL proofs of the unsatisfiability of . We will say that a sequence of random events Ò occurs with high probability (w.h.p.) if Ð ÑÒ ½ ÈÖ Ò ½ and with constant probability if Ð Ñ Ò Ò ½ ÈÖ Ò ¼. This bound is interesting in its own right since it yields the first example of a sharp threshold for the proof complexity of unsatisfiable formulas. More precisely, for ¡ ¾ ¾ formulas from Ò ¡ are unsatisfiable almost certainly [4] and require exponentialsize resolution and DPLL proofs of this fact, but if we slightly increase the number of 2-clauses from´½ ¯µÒ to´½ ·¯µÒ, the 2-CNF subformula alone becomes unsatisfiable almost certainly and this unsatisfiability problem becomes trivial for resolution or DPLL proofs.
Mixed formulas consisting of 2-and 3-clauses arise for two natural reasons. A frequent observation about converting problems from other domains into satisfiability problems is that they typically become mixed CNF formulas with a substantial number of clauses of length 2 along with clauses of length 3. Also, as DPLL algorithms run, they recursively solve satisfiability on restricted versions of their input CNF formula which are mixtures of clauses of length at least 2. Randomly-chosen -CNF formulas are an important test case for satisfiability algorithms. When given randomlychosen 3-CNF formulas as input, many DPLL algorithms produce restricted mixed formulas that are distributed precisely in the form that we analyze.
A fundamental conjecture about random -CNF formulas says that for each ¾, there is a constant « , the satisfiability threshold, such that a random -CNF formula of clause-variable ratio ¡ is almost certainly satisfiable for ¡ « and almost certainly unsatisfiable if ¡ « . It is known that 1 is the threshold for random 2-SAT [12, 19] and empirically, it appears that there is a threshold for random 3-SAT around 4.2 [32, 25] . The best proven bounds show that random 3-SAT formulas are almost certainly satisfiable for ¡ ¿ ¾ [5] and almost certainly unsatisfiable for ¡ [22] and it is known that the 'phase' transition from satisfiable to unsatisfiable formulas is asymptotically sharp [17] . The proven lower bounds on the satisfiability thresholds have all been derived by analyzing specific DPLL-like algorithms without backtracking ('card-type/myopic algorithms' in the terminology of [1, 5] ). The formulas we consider are at densities bounded well below the empirical 4.2 threshold and thus should be almost certainly satisfiable.
An extension of random 3-SAT problems to mixed formulas has led to the study of the so-called´¾ · Ôµ-SAT problem. Here one looks at randomly-generated formulas on Ò variables with a mix of clauses of length 2 and 3 where the fraction of clauses of length 3 is Ô. Using a mixture of empirical results and heuristic, nonrigorous techniques of statistical physics, Kirkpatrick et. al. [27, 28, 29] gave evidence that one could add up to roughly ¾Ò ¿ random 3-clauses (corresponding to Ô around ¼ ) and have no impact on typical satisfiability problems in that the point at which the threshold is reached is dependent solely on the number of 2-clauses. Furthermore they suggested that the phase transition for the´¾ · Ôµ-SAT problem itself changed character from a so-called first-order transition (discontinuous "order parameter") representative of 2-SAT to a second-order transition (continuous "order parameter") believed to be representative of 3-SAT at this point and suggested that this second-order phase transition somehow characterizes NP-hard problems. (This latter conjecture has been put in further perspective by the results in [3] .) In [4] , Achlioptas et. al. proved a number of rigorous results about´¾ · Ôµ-SAT. They showed that adding ¾Ò ¿ randomly chosen 3-clauses to a random formula with´½ ¯µÒ 2-clauses yields a formula that is almost surely satisfiable (and this assignment can be found by a simple card-type algorithm), while adding ¾ ¾ Ò random 3-clauses yields an almost certainly unsatisfiable formula. Moreover, they proved that the transition from satisfiability to unsatisfiability is sharp and empirical evidence suggests that the ¾Ò ¿ bound is much closer to the truth [29] . Furthermore ¾Ò ¿ is the provable limit for showing satisfiability by card-type algorithms [1] and, in [2], it was conjectured that it is tight for all algorithms. The card-type algorithms analyzed for 3-SAT have the property that they make irrevocable choices to the partial assignment and at each point in their execution the restricted formula that remains is an unbiased random formula characterized by a pair of integerś ¾Ò ¿Òµ describing the number of 2-and 3-clauses respectively that remain. The algorithms will succeed almost certainly if they exhaust the 3-clauses without ¾ ever reaching 1. In fact, if they reach´´½ ¯µÒ ¾Ò ¿µ without ¾ ever reaching 1 they will succeed with constant probability [4] .
One can extend the card-type algorithms, such as UC (unit clauses first) and GUC [11] , into full backtracking DPLL algorithms in a variety of different ways so that the execution of the original algorithm is the first path explored in the tree of recursive calls. If the original card-type algorithm reaches´´½ ¯µÒ ¿Òµ where ¿ is at least 2.28, the resulting formula is almost certainly unsatisfiable, and by our argument it almost certainly requires an exponentialsize DPLL proof. Thus, once this node has been explored in the backtracking search, the search cannot leave the sub-tree for an exponentially long time.
Our results show that this happens with constant probability for UC started ¿ ½Ò 3-clauses and for GUC started with ¿ Ò 3-clauses (it would happen almost certainly except that the card-type algorithm might reach a dead end before then) and thus with constant probability any backtracking extension of UC and GUC applied to random 3-CNF formulas above these ratios will run for exponential time. Furthermore, by generalizing a limited backtracking heuristic used by Frieze and Suen [18] into a full backtracking heuristic we create natural DPLL algorithms, UC-FS and GUC-FS, extending UC and GUC respectively, for which we can show that above exponential lower bounds hold almost certainly rather than just with constant probability. These results shed light on a widely-cited and repeated observation of Selman, Mitchell, and Levesque [32] , based on experiments with ORDERED-DLL, a backtracking version of an algorithm probabilistically equivalent to UC, on small problems, was that random 3-SAT is easy in the satisfiable region up to the 4.2 threshold, becomes sharply much harder at the threshold and quickly becomes easy again at larger densities in the unsatisfiable region. The upper end of this 'easy-hard-easy' characterization is somewhat misleading since it is known that at any constant ratio above the threshold any DPLL or resolution algorithm almost certainly requires exponential size proofs of unsatisfiability [13] . By now the rate of decline in proof complexity as the ratio is increased has been analyzed as well [6] .
Our new results show that the lower end of this characterization is also somewhat misleading; in fact, our results show that the exponentially hard region for ORDERED-DLL begins at least at ratio ¿ ½, well before ratio ¾. (This concurs with recent experimental evidence that even the best of current DPLL implementations seem to have bad behavior below the threshold [14] .) As we discuss in section 7, our upper bounds on the number of 3-clauses needed to cause exponential behavior in satisfiability algorithms will be readily improved with any improvement on the upper bound for unsatisfiability in random´¾ · Ôµ-SAT. In fact if it turns out that, as was conjectured in [2], for every AE ¼ there exists¯ ¼ such that a random formula with´¾ ¿ · AEµÒ 3-clauses and´½ ¯µÒ 2-clause is unsatisfiable w.h.p. then our results would imply a perfectly sharp characterization for these DPLL algorithms.
Our lower bound on the proof complexity of mixed formulas is similar in general spirit to other lower bounds for resolution algorithms but requires considerably more subtlety. We first prove a number of detailed combinatorial properties of random 2-CNF formulas with´½ ¯µÒ clauses. To do this we consider the standard directed graphs associated with 2-CNF formulas and, for such graphs, we introduce the notion of the clan of a vertex. Clans seem to be the appropriate extension of "connected components" in this context, allowing for an amortization of the boundary of the 2-CNF formula. By carefully bounding the number of vertices in clans of each size we show that random 2-CNF with´½ ¯µÒ clauses, w.h.p. have properties that guarante that almost all extensions by linear-sized 3-CNF formulas yield exponential size resolution (and DPLL) proofs. The latter argument relies on specialized sharp moment bounds as well particular properties of clans.
BOUNDING RESOLUTION REFUTATION SIZE
The resolution rule allows one to derive a clause´ The boundary of , ´ µ, is the set of pure items in . Note that this generalizes the definition of boundary from [8] where the boundary was defined to be those literals whose variables appeared in precisely one clause of . Define the satisfiability threshold for , ×´ µ, to be the size of the minimal unsatisfiable subset of . PROOF. This is trivial for pure literals since, once they appear in the derivation, they cannot be removed. For pure cycles, observe that once a literal from the pure cycle appears in a clause in the derivation, all clauses derived from it will also contain a literal from that cycle. The argument is by induction on the proof in topological order: Suppose that a literal Ü from the cycle appears in clause and does not appear in clause where is derived from and some clause by the resolution rule. Therefore Ü must appear negatively in and the resolution rule must use Ü. The only way that Ü can be in is if is derived using the one negative clause Ü Ý that appears in the pure cycle containing Ü. Therefore by the induction hypothesis contains some literal in this pure cycle and this literal will appear in . Since each literal is in at most one pure cycle, the lemma follows.
Using Lemma 3 the following is immediate from [8] . The overall proof strategy will be to analyze almost certain properties of the 2-clauses of and show that such subformulas must have large boundaries and then to show that the addition of 3-clauses does not significantly reduce the size of the boundary. (Since the 2-clause subformula of alone is almost certainly satisfiable, the fact that the two clauses alone have a large boundary does not contradict the fact that 2-SAT is easy for resolution.) This argument is subtle because the 2-clauses of are so close to being unsatisfiable themselves and because we need to handle all possible subformulas among the 2-clauses. The latter requirement necessitates the introduction of a somewhat unusual graph-theoretic concept in the di-graph associated with the 2-clauses of .
BOUNDING PURITY
By Lemma 3, any minimal unsatisfiable formula must have no pure items. Therefore, it will be convenient to restate Lemma 5 in terms of the following definition.
Hence, Lemma 5 can be restated as
To prove Lemma 5 we will need need to consider two possibilities for the fraction of 3-clauses appearing in a potential´ µ-pure subformula. In particular, it will be relatively easy to prove that w.h.p. every subformula rich in 3-clauses is not´ µ-pure (Lemma 11). Proving the same assertion for subformulas where the fraction of 3-clauses is arbitrarily small (Lemma 10) will be harder, comprising Sections 4 and 5. More precisely, let us say that DEFINITION 9. A formula is AE-rich if it has at least AE Î´ µ 3-clauses, and AE-poor otherwise. 
for some (constant) Ã Ã´¬ ¡ μ. It is easy to see that for ´¬ Ãµ sufficiently small and all Ò sufficiently large, if Ú Ò the right hand side of (2) is decreasing with Ú. Therefore, To prove Lemma 10 we will in fact prove a stronger lemma.
In particular, rather than proving the lemma's assertion for Ò ¡ , we will prove it for an arbitrary formula on Ò variables formed by starting with a 2-CNF formula satisfying certain properties and adding to it Ñ¿ ¡ Ò random 3-clauses. To complete the proof, in appendix A, we prove that ¾ satisfies these properties w.h.p.
THE AE-POOR CASE
As mentioned earlier, we will prove the assertion of Lemma 10 for formulas formed by starting with a 2-CNF formula satisfying certain properties and adding Ñ¿ random 3-clauses. To describe these properties we need to introduce the following definitions. -We will say that ÁÒ ´Üµ is tree-like if ´ÁÒ ´Üµµ contains no cycle.
-We will say that ÁÒ ´Üµ is simple if ´ÁÒ ´Üµµ contains at most one cycle. The general idea of the argument is as follows. The subformula À¾ has many loose ends, the pure items of À¾, that must be (mostly) covered by the 3-clauses of À in order to for À to have very few pure items. More generally, À may itself create new loose ends but then must cover most of them up again. We show we can cover the literals appearing in À by the clans of the loose ends. Further since the clan sizes are typically small we get a large number of loose ends, the set È´Àµ below, each of which must be covered by a different 3-clause literal.
In the case that the set of variables in À is large, we will set parameters so that the contribution of all large clans is so small that the AE-poverty of À simply doesn't allow enough 3-clause literals to cover enough loose ends. In the case that the set of variables in À is not so large, we get to use the fact that every loose end must be covered but we need a probability argument. Intuitively, it seems unlikely that the random 3-clauses of the formula will exactly cover all loose ends, both those from À¾ and the ones that the 3-clauses themselves generate. One subtlety of the probability analysis is that the new loose ends generated depend on the 3-clauses themselves. In order to make this analysis work, we need stronger bounds on the set of variables in À; we show that, except possibly for the case of the very small number of clans that are not tree-like, we get two loose ends per clan instead of just one and this is enough to make the probability calculation work. Finally, we use a sharp specialized moment bound to show that the rare large clans do not skew the probabilities too much and derive the claimed result.
We now work through the details of the argument. Define the set È È´Àµ of literals based on À as follows: È consists of the pure literals of À¾, the smallest numbered literal in each pure cycle of À¾, and every literal on the variables of Î´Àµ Î´À¾µ. Clearly È contains every pure literal of À and also contains one literal from each pure cycle of À (and since pure cycles are disjoint they are represented by distinct literals).
LEMMA 16. For any subformula À of £ , the number of distinct literals in the 3-clauses of À is at least the number of literals in È´Àµ that are not contained in pure items in À.
PROOF. We define a one-to-one (but not necessarily onto) mapping from the literals of È È´Àµ that are not contained in pure items of À to the literals appearing in the 3-clauses of À. Any literal Ü in È , that was pure in À¾ or is a literal on Î´Àµ Î´À¾µ but is not pure in À, must have Ü in some 3-clause of À and so we map Ü to Ü. The pure cycles of À¾, whose smallest numbered literals form the remainder of È , are disjoint from each other and from the other literals in È . Consider such a cycle that is pure in À¾ and let Ü ¾ È be the smallest numbered literal in . will remain pure in À unless there is some Ý in such that Ý appears in a 3-clause of À. We map Ü to Ý. The fact that our map is one-to-one follows from the disjointness property of the cycles. 
IMPLICATIONS FOR SATISFIABILITY ALGORITHMS
We now analyze natural DPLL algorithms that are the backtracking versions of several card-type algorithms described below. During the execution of any such algorithm a partial assignment may produce clauses of size 1 (unit clauses) which in turn force additional choices in the partial assignment. The choices by the algorithm made when there are no unit clauses are free choices. In UC this free choice is a random assignment to a random unassigned variable; in ORDERED-DLL this is an assignment of 0 to the smallest-numbered unassigned variable and in GUC this is the assignment that satisfies a random literal in a random clause of smallest size.
As the algorithm searches, if the first path in the tree search fails and finds a contradiction, a DPLL algorithm backtracks, undoing the forced choices up to the last free choice, flips the assignment to that variable, calls it forced, and then continues. At this point there are many options for how to continue; probably the simplest option would be to act as if the algorithm had reached this point without backtracking and apply the original heuristic. An alternative heuristic we call FS-backtracking (inspired by [18] ) is the following: When a contradiction is reached, record the portion of the assignment of the assignment between the last unexplored free choice and the contradiction; these literals become hot. After flipping the value of the last unexplored free choice, instead of making the choice that the original heuristic would suggest, give priority to the complements of the hot literals in the order that they appeared; once the hot literals are exhausted continue as with the original heuristic. FS-backtracking is quite natural in that this last part of the partial assignment got us into trouble in the first place.
Given card-type algorithm , we write -FS for the DPLL algorithm extending using FS-backtracking. Initial experiments comparing ORDERED-DLL-FS to the simple backtracking extension of ORDERED-DLL on random formulas at ratios between 3.8 and 4.0 show that the histogram of run-times of FS-backtracking is significantly better than that of simple backtracking throughout the range. The main property of FS-backtracking that is useful in our analysis, as in that of [18] , is that at any time when the value of any variable in the partial assignment has flipped at most once during the algorithm's execution, the reduced formula is uniformly random conditional on the number of clauses of each size.
We now give the main ideas for the DPLL lower bounds. Define a stage during the execution of a DPLL algorithm to be the time during which the partial assignment of values to variables is constant. A Ø-stage is a stage in which the value of precisely Ø variables has been set. The "residual formula" in a given stage is the formula that results by removing all clauses that are satisfied by the current (partial) assignment and shrinking all other clauses appropriately. 
FURTHER RESEARCH
Our upper bounds on the number of 3-clauses needed to cause exponential behavior in satisfiability algorithms will be readily improved with any improvement on the ¾ ¾ Ò upper bound for unsatisfiability in random´¾ · Ôµ-SAT. That is, if it is shown that for some¯ ¼ and ¾ ¿ Ö ¾ ¾ , random formulas with ½ ¯µÒ 2-clauses and ÖÒ3-clauses are unsatisfiable w.h.p. then the bounds of 3.81 and 3.98 will be immediately reduced. In fact, if Ö is reduced to ¾ ¿, to match the lower bound, then our results immediately imply the following remarkably sharp behavior: every card-type algorithm is such that it operates in linear time with constant probability up to some threshold ¬ but any backtracking extension of requires exponential time with constant probability for all ratios larger than ¬ . In fact, if uses FS-backtracking then it would work in linear time almost surely at ratios below ¬ and require exponential time almost surely above ¬ .
It seems quite likely that one can extend our w.h.p. analysis to the simple backtracking versions of UC, GUC, ORDERED-DLL, and other card-type algorithms.
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Let us first observe that (5) also implies that there exists ´¯µ such that w.h.p. for all in ¾, Ð Ò ¾´ µ ÐÓ Ò
To prove (7) we will need to do some work before appealing to a concentration inequality. The reason for this is that, a priori, replacing a single clause in ¾ could change Ì ´ ¾µ dramatically, for some ; luckily, this is an unlikely event. To capture this last fact we will introduce a family of random variables Í with the following properties: i) w.h.p. Í ´ ¾µ Ì ´ ¾µ for all , and ii) by definition (of the Í ), replacing a clause in ¾ can affect each Í by at most ÔÓÐÝÐÓ ´Òµ. We omit the construction of the random variables Í from this extended abstract. The rough idea is that they correspond to the Ì if we were number the appearances of clauses in clans and ignore all but the first ÐÓ Ò appearances of each clause. By construction, the Í do not suffer from the possibility of a single clause making a dramatic difference in their value and hence concentration follows from standard martingale arguments.
Combinining (6) and (7) We will prove a somewhat more general concentration statement, cast in terms of picking weighted balls without replacement. In particular, we assume that we have a set of ¾Ò weighted balls, each ball Ü having Û Ø´Üµ ½. Let Ì denote the number of balls with weight . Our lemma holds for any weight sequence Ì½ Ì ¾ which satisfies the following condition: there exists ¼ such that Ì ¾´½ µ Ò for all (12) We will pick a random subset Ê of Ø Ò balls, i.e. we pick randomly without replacement, and let
Ï Ü¾Ê Û Ø´Üµ
We will prove that there is « ¼ such that for every Ø ½, ÈÖ Ï ´½ · µ ¾ ´Ïµ ¾ ÜÔ´ ¿« Øµ Using standard results for the coupons collector problem, it is not hard to show that since Ø Ò, there exists
