In this paper, we prove that the integral functional
Introduction
In the Calculus of Variations, the chief obstruction to the application of the Direct Method in studying the existence of solutions to the problem min f (x, u(x), ∇u(x)) dx is the fact that norm-bounded subsets of the space W 1,1 (Ω; R m ) fail to exhibit any kind of good compactness property. This is in direct contrast to the situation where F is to be minimised over W 1,p (Ω; R m ) for p > 1, in which case reflexivity of W 1,p (Ω; R m ) (or the Banach-Alaoglu Theorem when p = ∞) ensures that norm-bounded sets are weakly (weakly* for p = ∞) compact. If f is assumed to be coercive, minimising sequences (u j ) ⊂ W 1,p (Ω; R m ) of F must be norm bounded and hence, by weak relative compactness of bounded sets in W 1,p (Ω; R m ), can be assumed to converge to a limit u ∈ W 1,p (Ω; R m ), which is then a natural candidate for a global minimiser of F . Since this argument is not applicable in W 1,1 (Ω; R m ), the domain of F must be extended from W 1,1 (Ω; R m ) to a larger function space with better compactness properties. In many cases, the right choice here is the space BV(Ω; R m ) of functions of bounded variation, a function space which admits a weak* topology under which (W 1,1 ∩ C ∞ )(Ω; R m ) is a sequentially dense subspace of BV(Ω; R m ) and sequential weak* compactness holds.
Having obtained the existence of candidate minimisers in BV(Ω; R m ), the next step in the application of the Direct Method is to examine when F satisfies the lower semicontinuity property F [u] ≤ lim inf j F [u j ] for every sequence (u j ) ⊂ BV(Ω; R m ) such that u j * ⇀ u. In order to do this, a suitable extension of F to BV(Ω; R m ) must be identified so that a value can be assigned to F [u] for u ∈ (BV\W 1,1 )(Ω; R m ). There is no unique extension of F from W 1,1 (Ω; R m ) to BV(Ω; R m ), and so a criterion is needed to identify the 'right' extension in this context for as wide a class of integrands f as possible. In general, we cannot hope to obtain F as the weakly* continuous extension to BV(Ω; R m ) of u →´Ω f (x, u(x), ∇u(x)) dx: Example 14 below demonstrates a weakly* convergent sequence in W 1,1 (Ω; R m ) under which the map u →´Ω 1 + |u ′ (x)| 2 dx fails to converge. A priori, it is far from clear how one might extend F in such a way that every u ∈ BV(Ω; R m ) has at least one recovery sequence (u j ) ⊂ W 1,1 (Ω; R m ) (i.e. a sequence (u j ) such that u j * ⇀ u and
: the derivative Du of a function u ∈ BV(Ω; R m ) is defined only as a (potentially Lebesgue-singular) matrix-valued measure, in which case the expression´Ω f (x, u(x), Du) dx is not well-defined. The relaxation method (essentially first proposed and implemented by Serrin, see [22] and [23] )
is often used to extend F for a restricted class of integrands f : If u is scalar-valued and f (x, y, q ) is convex, or if u is vector-valued and f = f (x, A) and f (x, q ) is quasiconvex it can be shown (see, for instance, [1, 2, 12, 19, 21] ) that the weak* relaxation of F to BV(Ω; R m ),
admits the integral representation
for u ∈ BV(Ω; R m ) (definitions for u θ and f ∞ can be found in Section 2). In the general case where u is vector-valued, f = f (x, y, A) and f (x, y, q ) is quasiconvex (see [17] ), the representation (2) fails and must be replaced by a more general expression where the density for the H d−1 -absolutely continuous part of F can only be identified as the solution to a specific cell problem which does not always coincide (even when f (x, y, q ) is convex, see [4] ) with the H d−1 -density of (2) .
As defined in (2), F [u] is equal to our original F [u] for u ∈ W 1,1 (Ω; R m ) and is therefore an extension of the original F to BV(Ω; R m ). It follows from (1) that, at least in the scalar or u-independent case, each u ∈ BV(Ω; R m ) admits a recovery sequence (u j ) ⊂ (W 1,1 ∩ C ∞ )(Ω; R m ), which implies that (2) meets the minimum criteria for a suitable extension of F . In general, however, one is unable to say anything about the properties of such a recovery sequence or if a better extension of F exists which admits strictly more recovery sequences. Since the restriction of F * * to W 1,1 (Ω; R m ) is lower semicontinuous with respect to weak con-vergence in W 1,1 (Ω; R m ), it can only be used to extend F in situations where F is also lower semicontinuous over W 1,1 (Ω; R m ) (i.e., when f (x, y, q ) is convex/quasiconvex) and so the relaxation method cannot be used to extend F for general integrands. As defined in (2), however, the restriction of F [u] to W 1,1 (Ω; R m ) is always equal to´Ω f (x, u(x), ∇u(x)) dx, regardless of the convexity properties of f . This suggests that, if the extension given by (2) still admits W 1,1 (Ω; R m )-recovery sequences, it can be taken as a candidate functional for the extension of F to BV(Ω; R m ) even when f is not convex. In order to justify this position, we must find a way of showing that the extension given by (2) always admits W 1,1 (Ω; R m )-recovery sequences and argue that no better extension is to be found. This paper is primarily devoted to proving the following theorem, which establishes that (2) defines an extension of F valid for general integrands f in a way that satisfies all of the requirements above:
and
Then, the functional
is area-strictly continuous on BV (Ω; R m ).
Here, area-strict convergence (defined in Section 2) is a notion of convergence with respect to
is dense in BV(Ω; R m ) and which implies weak* convergence. Every area-strictly convergent sequence is thus a recovery sequence and, by area-strict density of ( (2) is the unique extension of F to BV(Ω; R m ) for which this holds.
Related results can be found in [14] and Theorem 3 in [19] . A surprising implication of Theorem 1 and the failure of the representation (2) for the case f = f (x, y, A), m > 1, is that, in contrast to the situation where f = f (x, A) or m = 1, the relaxation F * * , cannot be area-strictly continuous in general, not even when f (x, y, q ) is convex.
Conversely, it must also be the case that, even when f (x, y, q ) is convex or quasiconvex, F is not always weakly* lower semicontinuous over BV(Ω; R m ), despite being area-strictly continuous over BV(Ω; R m ) and weakly* lower semicontinuous over
and it is known that this embedding result is sharp, so that BV(Ω; R m ) cannot be embedded into any higher L p space. Hence, the growth hypothesis |f (x, y, A)| ≤ C(1 + |y|
in Theorem 1 is optimal, in that it represents the weakest natural condition necessary to ensure that F is finite on BV(Ω; R m ). It might seem natural that the result holds for f satisfying |f (x, y, A)| ≤ C(1 + |y| p + |A|) when p < 1 * , as a consequence of the fact that in this case the embedding 
is continuous (here, strict denotes the topology induced by strict convergence in BV(Ω; R m ), see 
Finally, the continuity assumptions on f and f ∞ are weakened and an example is provided to show that this refinement of the theorem is optimal. 
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We recall here some technical facts about weak and norm convergence in L p spaces which will be used in the sequel:
Then we have that lim
A proof of this result can be found in [9] and also in [15] .
For a proof, see [10, p. 74] . We now define the recession function f ∞ of an integrand f , whose purpose is to capture information about the behaviour of f (x, y, A) as |A| → ∞. Note that we require our definition of the recession function to be more restrictive than what is usually found in the literature (where only the existence of lim t→∞ f (x, y, tA)/t or lim sup t→∞ f (x, y, tA)/t is assumed).
whenever the right hand side exists independently of the order in which the limits of the individual sequences are taken and of which sequences are used.
The definition of the recession function implies that, whenever it exists, it must be continuous.
This property is necessary in order for the functionf defined in the proof of Lemma 26 to be continuous which, in turn is necessary for Reshetnyak's Continuity Theorem to hold. For further intricacies related to the definition of the recession function, we refer to [21] . Note that the recession function is positively 1-homogeneous in the final variable, that is f ∞ (x, y, λA) = λf ∞ (x, y, A)
for each λ ≥ 0.
Facts about measures
We will denote by B(X) the Borel σ-algebra on a normed space X and the space of R m×d -valued Radon measures acting on X (we will always take X = Ω,
by M(X; R m×d ). The spaces of scalar-valued and positive measures on X will be denoted by M(X) and M + (X) respectively. A sequence of measures (µ j ) is said to converge strictly to µ if µ j * ⇀ µ and |µ j |(X) → |µ|(X), where |µ| is the total variation measure of µ. We will denote the Radon-Nikodym derivative (or polar function) of a measure µ with respect to its total variation by dµ d|µ| . The following theorems concerning the convergence of nonlinear functionals of measures will be of great importance:
for every lower semicontinuous function f :
which is positively 1-homogenous and convex in the last variable.
Then, the map
is continuous on M(Ω × R m ; R m×d ) with respect to strict convergence.
is a µ-measurable parametrised measure, we can define the generalised product µ ⊗ ν ∈ M(Ω × R m ; R m×d ) of µ and ν by its action on elements
The following theorem lets us decompose a measure defined on Ω × R m into a generalised product involving the projection of its total variation.
Theorem 7 (Disintegration of measures
be the projection operator defined by π(x, y) = x for (x, y) ∈ Ω × R m . Then there exists a π ♯ |η|-almost everywhere unique measure-valued map ν : Ω → M(R m ; R m×d ) such that each |ν x | is a probability measure and
where |ν| is defined by |ν| x = |ν x |) and, up to scaling, this is the only way of factoring ν over Ω and
and |ν| :
The standard reference for all of the above is [3] , although we note that new proofs of Reshetnyak's theorems can be found in [24] .
Facts about BV(Ω; R m )
Recall that the function space BV(Ω; R m ) is defined as the space of L 1 (Ω; R m ) functions whose distributional derivatives are measures in M(Ω; R m×d ). For a given BV(Ω; R m ) function u, the domain Ω admits the following decomposition into disjoint sets:
where D u denotes the set of points at which u is approximately differentiable, J u denotes the set of jump points of u, C u denotes the set of points where u is approximately continuous but not approximately differentiable and N u is a set satisfying
The derivative Du of u can then be written as a sum of mutually singular measures,
where ∇u is the approximate derivative of u,
An important consequence of this decomposition is the fact that
Recall also that, viewed as an element of L 1 (Ω; R m ), u admits a representative,ũ, known as the precise representative which is approximately continuous
Definition 8 (The jump averaging function). For a given function u ∈ BV (Ω; R m ), define its
where u + and u − are the upper and lower limits of u on J u andũ is the precise representative.
Strictly, u θ is ill-defined, since u + , u − are only defined up to permutation. However, we will only make use of u θ in expressions of the form
which are invariant under our choice of u + , u − , so no issues will arise from this ambiguity.
Definition 9. Given a continuously differentiable Lipschitz function f : R m → R n and a function u ∈ BV (Ω; R m ), we define the Vol'pert averaged superposition, f u , of f by
Theorem 10 (The chain rule in BV(Ω; R m )). Let f : R m → R n be continuously differentiable and
where τ u is the jump direction of u: that is, the orientation vector of J u (see, for example, [3] , Theorem 3.78).
we can summarise the chain rule in BV(Ω; R m ) concisely as the statement that
Theorem 11 (Rellich-Kondrachov). When both spaces are endowed with their norm topology, the embedding
, the embedding is compact.
Strict and area-strict convergence
We will now introduce two metrics on BV(Ω; R m ), the strict metric and the area-strict metric.
Our interest in these two metrics stems from the fact that they induce a topology which is stronger than the weak* topology on BV(Ω; R m ), yet with respect to which W 1,1 (Ω; R m ) and C ∞ (Ω; R m ) functions are dense.
Definition 12 (Strict convergence). We say that a sequence (u j ) ⊂ BV(Ω; R m ) converges strictly to u ∈ BV (Ω; R m ) if it does so with respect to the metric
Strictly convergent sequences are norm-bounded in BV(Ω; R m ), which implies that they have weakly* convergent subsequences. Using the sequential weak* compactness of bounded sets in BV(Ω; R m ), we deduce that strict convergence of a sequence (u j ) in BV (Ω; R m ) implies strict convergence of (Du j ) in M (Ω; R m ), i.e., Du j * ⇀ Du and |Du j |(Ω) → |Du|(Ω).
Definition 13 (Area-strict convergence). Define area-strict convergence on BV(Ω; R m ) via the
Area-strict convergence is necessary for Theorem 1 to hold: note that if the conclusion to Theorem 1 holds with integrands f 1 (x, y, A) := |y| p and f ϕ (x, y, A) :
is arbitrary), then convergence of the associated functionals [7] , Proposition 3.32) and hence in L 1 (Ω; R m ). Now all that remains is to let f 2 = 1 + |A| 2 and apply the conclusion of Theorem 1 to the associated functional F 2 .
It is an immediate consequence of Theorem 1 (with the function f = |A|) that area-strict convergence implies strict convergence. The following example shows that the converse is not true.
Example 14. The sequence u j (x) = x + (2πj) −1 sin(2πjx) defined on (0, 1), converges strictly to u = x but not area-strictly. To see this, note that, since u
Proposition 15. Under the topology induced by area-strict convergence, C ∞ (Ω; R m ) (and hence
A proof can be found in [6] . We note that area-strict convergence can be interpreted as requiring strict convergence of the graph (x, u(x)) of u. Although area-strict convergence is necessary for Theorem 1 to hold, it is only used in the proof of Lemma 26. For every other argument in this paper, strict convergence suffices.
Liftings and a continuous embedding
In this section, we will first define a map µ :
Our interest in liftings stems from the fact that, for positively 1-homogeneous integrands, they can be used to compute F and hence, after an application of Reshetnyak's Continuity Theorem, reduce the question of the strict continuity of F to that of the strict continuity of the map u → µ [u] . In this context, liftings were first defined and studied in [18] , where the authors also note that strict continuity of the map u → µ[u] implies strict convergence of F for positively 1-homogeneous integrands. We will define liftings in a different (although equivalent) way and, as a consequence, provide a cleaner derivation of the properties of liftings that we require.
Second, we will prove an embedding result for BV(Ω; R m ) equipped with the strict topology which will be needed to prove Theorem 1 for the critical case p = 1 * .
Definition 16 (Liftings).
For u ∈ BV (Ω; R m ), define for H d−1 -a.e. x ∈ Ω the measure ν x ∈ M(R m ; R m×d ) via the Riesz Representation Theorem as the functional which acts on elements
Since the jump averaging function u θ (see Definition 8) and the polar function Clearly,
, so, for positively 1-homogeneous f , it is easy to calculatê
This expression simplifies further tô
which explains our interest in the measure µ[u].
The following continuity lemma is crucial to our work. It was originally established in [18] using results from [8] , but we provide a streamlined, more direct, and shorter proof here.
By the sequential Banach-Alaoglu Theorem, (µ[u j ]) admits a weakly* convergent subsequence, which we do not relabel. Denote the limit of this sequence by η. We will show that η = µ[u] and, since the argument will apply to any weakly* convergent subsequence of (µ[
Considering Q ϕ (u j , µ[u j ]), we note that this expression can be rewritten using Vol'pert's averaged superposition and the chain rule in BV(Ω; R m ) (Definition 9 and Theorem 10 in Section 2) :
where w j (x) = (x, u j (x)). Since ϕ • w j is compactly supported, we can (by mollification) approximate it with a sequence of compactly supported smooth functions whose derivatives converge strictly to D(ϕ• w j ). The Divergence Theorem holds for each term in this sequence and so, making use of Reshetnyak's Continuity Theorem to deduce that the integrals converge, we see that
and that, analogously,
Taking the limit as j → ∞ in (8) we deduce that Q ϕ (u, η) = 0 by weak* convergence of µ[u j ] to η and the fact that
Now, let f ∈ C ∞ c (Ω) be arbitrary, h R ∈ C ∞ c (R m ) be a smooth function satisfying h R (y) = 1 for |y| ≤ R, h R (y) = 0 for |y| ≥ 2R, and let z ∈ B m also be arbitrary. Setting ϕ(x, y) = f (x)h R (y) y, z in Equation (9), letting R → ∞ and applying the Dominated Convergence Theorem, we see that
By the arbitrariness of z, this then clearly implieŝ
and hence that π ♯ η = Du. Next, for A ∈ B(Ω) (recall that B(Ω) denotes the Borel sets in Ω),
where we used the fact that π ♯ η = Du to move from the second line to the third. This implies that π ♯ |η| ≥ |Du|. By the strict convergence of (Du j ) and the lower semicontinuity of the total variation, we also have
Together, these two inequalities imply that π ♯ |η| = |Du|. (Ω) in Equation (9), we deduce that, for every g ∈ C 1 0 (R m ),
where ν x is defined |Du|-a.e as in Definition 16. It remains to show that ρ x = η x |Du|-a.e. Since |Du|-almost every x ∈ Ω is either a point of approximate continuity for u or a jump point of u, we consider these two cases separately.
• Case 1. x ∈ Ω \ J u :
In this situation we can assume that u is approximately continuous at x and that (since it is defined |Du|-almost everywhere) the polar function dDu d|Du| (x) exists. Hence, u θ (x) = u(x), and Equation (10) simplifies to the statement
Let g ∈ C 1 0 (R m ) be such that ∇g ∞ ≤ 1 and |∇g(u(x)) dDu d|Du| (x)| = 1. Defining g λ (y) := 1 λ g(u(x)+ λ(y − u(x))) and noting that ∇g λ (u(x)) = ∇g(u(x)), ∇g λ ∞ = ∇g ∞ , we can use Equation (10) to obtainˆs
for every λ > 0. Taking λ → ∞ (so that ½ supp g λ ∇g λ → ½ {u(x)} ∇g(u(x)) pointwise) and using the Dominated Convergence Theorem, we can deduce
By our choice of g, this implies that |ρ x ({u(x)})| = 1 and hence, since |ρ x | is a probability measure, that |ρ x | = δ u(x) . Equation (10) then easily implies that dρx d|ρx| (u(x)) = dDu d|Du| (x), which concludes the proof in this case.
• Case 2. x ∈ J u :
We can assume that
, where τ u (x) ∈ R d is a normal vector to J u at x. Using Equation (5), Equation (10) can then be written aŝ
Lemmas 18 (applied to ρ x ) and 19 (applied to ρ x − ν x ) below will demonstrate that, combined with the fact that |ρ x | ∈ M 1 (R m ), the above identity suffices to show that ρ x = ν x in M(R m ; R m×d ) as required and hence that η = µ[u].
Lemma 18. Let a, b ∈ R m with a = b, c ∈ S d−1 and let ρ ∈ M(R m ; R m×d ) be such that for every
where [a, b] denotes the (closed) straight line segment between a and b.
Proof. First, we define the vector-valued measure ρ, c ∈ M(R m ; R m ) bŷ 
Hence, if such a g can be found which also satisfies g(b) − g(a) = |b − a|, it must follow that
i.e. |ρ|(C) = 0. We will use an approximate version of this strategy to show that, for every Now let κ be a smooth, positive mollifier and consider the mollifications g y0,ε := g y0 * κ ε . These functions are smooth, have support contained within supp g y0 + B ε (0), and, since mollifications of continuous functions converge pointwise, it holds that g y0,ε (b) − g y0,ε (a) → |b − a| as ε → 0. In addition, since ∇g y0,ε = (∇g y0 ) * κ ε , it also holds that ∇g y0,ε ∞ ≤ ∇g y0 ∞´R m κ ε (y) dy = 1. For ε < δ/2 we have that g y0,ε B δ/2 (y 0 ) ≡ 0, and hence that
as required.
The following lemma is a special case of Theorem D.1 from [8] . Then it must hold that We claim that the final two integrals tend to 0 as ε → 0. For the middle integral, this is immediate since the assumption that z is not an atom of ρ implies that
as ε → 0. For the second integral, we can use the fact that g is Lipschitz to observe
Since ρ can have at most countably many atoms, we have therefore obtained that´z a ∇g ( 
is strictly continuous on BV(Ω; R m ).
Proof. Simply combine Corollary 17 with Reshetnyak's Continuity Theorem 6, the discussion following Definition 16, and the fact that |f (x, y, A)| ≤ C|A| implies that the restriction of f to
Next, we prove an embedding result for the space BV(Ω; R m ) equipped with the metric of strict convergence, which will be of use in Section 5. Proof. Let u j → u strictly. Since (u j ) converges to u in measure (as a consequence of strong
only if (u j ) is 1 * -uniformly integrable. In this situation, assuming that (u j ) is not 1 * -uniformly integrable, we can apply Lions' concentration-compactness principle (Lemma I.1 in [20] ) to arrive at a contradiction. For reasons of clarity, however, we will carry out the derivation here in full:
by zero to an element of BV(R d ; R m ), we have
where u ∂Ω ∈ L 1 (∂Ω; R m ) is the trace of u on ∂Ω. Since the map u → u ∂Ω ∈ L 1 (∂Ω; R m ) is strictly continuous (see [3] , Theorem 3.88), we have that (u j ) is strictly convergent in BV(Ω; R m ) if and only if it is in BV(R d ; R m ). Without loss of generality, then, we can view (u j ) and u as elements of BV(R d ; R m ) whose support is contained in the compact set Ω. By the Rellich-Kondrachov Theorem, (u j ) is bounded in L 1 * (Ω; R m ) and so, by passing to a subsequence, we can also assume
Since (|u j − u| 1 * ) is not uniformly integrable and is supported in Ω, we can (via Prokhorov's Theorem) assume that γ > 0.
Recall that the Poincaré inequality
holds for u in BV(R d ; R m ) (see Section 5.6.1 in [16] ). For ϕ ∈ C 1 (Ω), we can apply the inequality (11) to ϕu j in order to obtain:
and strict convergence of u j on the right hand side (note that Reshetnyak's Continuity Theorem implies that if Du j → Du strictly, then |Du j | * ⇀ |Du| as well) we obtain
We will show that γ consists only of atoms and that γ ≪ |Du|, which leads to a contradiction. Applying (11) to ϕ(u − u j ), we see
Letting j → ∞ and using u j → u in L 1 (Ω; R m ), then using ϕ to approximate the indicator function of a generic Borel set A gives
It follows that γ ≪ ν. For an arbitrary x ∈ Ω, Equation (13) implies the key nonlinear estimate
whenever ν (B r (x)) > 0 and so, taking r ↓ 0 and using the Besicovitch Derivation Theorem, we have that dγ dν (x) = 0 unless x is an atom of ν. Since γ is absolutely continuous with respect to ν and is finite, we can therefore deduce that γ = i∈I γ i δ xi for some countable set I, some summable sequence (γ i ) ⊂ R + and some sequence (x i ) ⊂ Ω of distinct points. Since γ > 0, at least one of the γ i must be nonzero, say γ 0 at the point x 0 . Let ϕ ∈ C ∞ c (B(0, 1)) be such that 0 ≤ ϕ ≤ 1 and ϕ(0) = 1. Using
Letting ε ↓ 0, we obtain
which is impossible for d > 1, since the derivatives of BV(Ω; R m ) functions must vanish on singletons. Hence, |u j | must be 1 * -uniformly integrable and so the result is proved.
is a necessary consequence of Theorem 1 in the case p = 1 * . Letting f (x, y, A) = |y| 1 * , we see that Theorem 1 implies u j 1 * → u 1 * whenever u j → u area-strictly. Since L 1 * is a uniformly convex space and u j ⇀ u in L 1 * (a consequence of the fact that (u j ) is bounded in L 1 * and that u j converges to u in measure), we therefore have that u j → u in L 1 * (see, for example, Proposition 3.32 of [7] ).
Perspective functions and area-strict convergence
The purpose of this section is to remove the 1-homogeneity assumption which appears in Corollary 21. This is achieved by introducing a perspective functionf for the integrand f and exchanging strict convergence for area-strict convergence. We note here that a similar approach applying Reshetnyak's theorems combined with perspective functions to integral functionals on BV(Ω; R)
can be found in [12] . For a discussion of generalised perspective functions and their relevance to different notions of convexity, the reader is referred to [11] .
Strictly speaking, the perspective function of f is only unique as an element of
We will tacitly assume that such a choice has been made and will speak simply of 'the' perspective function.
It follows immediately from Definition 24 thatf is always positively 1-homogeneous in the (t, A) argument. The following lemma shows thatf inherits the continuity properties of f .
Proof. Thatf is continuous away from where |t| = 0 is an immediate consequence of the continuity of f . Continuity off when |t| = 0 follows directly from the definition of the recession function.
The following construction, which essentially replaces u(x) with its graph (x, u(x)), combined with Lemma 25 allows us to remove the 1-homogeneity assumption from Corollary 21:
For u ∈ BV(Ω; R m ), we define U ∈ BV(Ω; R 1+m ) by
The sequence (U j ) ⊂ BV(Ω; R 1+m ) is defined analogously. From the derivative decomposition
it follows that
Upon computing, we find that where f (x, q , y) is unbounded,we will approximate a general f ∈ C(Ω × R m × R m×d ) by a sequence of integrands f k → f which satisfy the hypotheses of Lemma 26. This approximation leaves the following remainder, the control of which is sufficient to prove the theorem:
To control the first term in the integrand it suffices to use the fact that u j → u in measure. To control the second, we will use the strong L p -convergence of u j to u: as a consequence of the Rellich-Kondrachov Theorem, we automatically have that Proof of Theorem 1. Let f satisfy the given hypotheses and let u j → u area-strictly in BV(Ω; R m ).
Let (ϕ n ) ∞ n=1 be a smooth partition of unity of R m such that each ϕ n has compact support with k n=1 ϕ n (y) = 1 whenever |y| < k, k n=1 ϕ n (y) = 0 whenever |y| ≥ k + 1.
We define the sequence (f k ) by
By construction, |f k (x, y, A)| ≤ C(1 + k + |A|), and so each f k is in C(Ω × R m × R m×d ) and satisfies the hypotheses of Lemma 26.
Define the functional F k : BV(Ω; R m ) → R by
so that we can estimate
By the Dominated Convergence Theorem, the final term tends to 0 as k → ∞ and, by Lemma 26,
for every k ∈ N and so the second term is equal to 0. Hence, in order to prove area-strict continuity of F , we need only control the first term.
Assume for simplicity that (
respect to the area-strict topology, this is not a restrictive assumption: once the result is proved for convergent sequences of smooth functions, we can use a diagonal argument to show that our argument holds for any area-strictly convergent sequence (u j ). Now consider
Since u j → u strongly in L p (because of Rellich Kondrachov if p < 1 * and Proposition 22 if p = 1 * ), the sequence (u j ) is p-uniformly integrable. We also have that u j → u in measure (as a consequence of just L 1 convergence), and so the first two terms in the final integrand vanish uniformly in j as k → ∞. We are left, then, with the task of controlling the term
We can rewrite this integral in terms of the lifting µ[u j ], 
Hence, (18) becomeŝ
Since ½ R m \B k (0) (y) → 0 pointwise, the Dominated Convergence Theorem implies that the left hand side of this final inequality must tend to 0 as k → ∞. The result is hence proved.
The condition (3) does not make sense when d = 1, whereby 1 * = ∞, and the "natural" requirement in this case is the nonlocal condition
However, the following example demonstrates that Proposition 22 does not hold in this case and hence that allowing p-growth for p < ∞ only is optimal for d = 1.
Example 27. Let Ω = (−1, 1) and define (u j ) ∈ BV(Ω; R) by
We clearly have that u j converges area-strictly to the function u := −½ (−1,0] + ½ (0,1) , but not uniformly since (however u is defined at
Finally, we will weaken our assumptions on the regularity of f and f ∞ . The proof of Theorem 28
proceeds by using the Scorza Dragoni theorem to determine the result when f is bounded. An approximation argument is then used to extend this result to the case where f ∞ ≡ 0 (ie, when f has 'negligible growth at ∞'). Applying this result to f − f ∞ lets us deduce the general result.
Carathéodory integrand satisfying (3) whose recession function f ∞ exists on the set
In particular, this theorem implies that F is area-strictly continuous for any Carathéodory f where
Proof. As in the proof of Theorem 26, we start with the estimate
where F k is defined as before. To control the first term, we can repeat the approximation argument used in the proof of Theorem 26 exactly, since the estimate (17) remains valid under our new hypotheses on f .
As a consequence of our assumptions on f and f ∞ , the functions x → f k (x, u(x), ∇u(x)) and Consequently, we need only control the second term in the estimate above. It suffices, therefore, to consider the case where |f (x, y, A)| ≤ C(1 + |A|). We will complete the proof for this case in three steps:
First, assume that f is bounded, so that |f (x, y, A)| ≤ C for all (x, y, A) ∈ Ω × R m × R m×d .
By the Scorza-Dragoni Theorem, there exists a compact set
and that f (K ε × R m × R m×d ) is continuous. By the Tietze Extension Theorem, we can find a continuous function g ∈ C(Ω × R m × R m×d ) which restricts to f on K ε × R m × R m×d . Moreover, by truncating g outside of K ε × R m × R m×d if needs be, we can assume that g is bounded and that g ∞ = f ∞ . We note that Theorem 1 applies to g, so that Ω g(x, u j (x), ∇u j (x)) dx →ˆΩ g(x, u(x), ∇u(x)) dx for any sequence (u j ) converging area-strictly to u in BV(Ω; R m ). However, we also have that ˆΩ f (x, u j (x), ∇u j (x)) − g(x, u j (x), ∇u j (x)) dx ≤ˆΩ \Kε |f (x, u j (x), ∇u j (x))| + |g(x, u j (x), ∇u j (x))| dx ≤ 2ε f ∞ , and soˆΩ f (x, u j (x), ∇u j (x)) dx →ˆΩ f (x, u(x), ∇u(x)) dx as well. Next, assume that f satisfies |f (x, y, A)| ≤ C(1 + |A|), but that f ∞ ≡ 0. This implies that, for every ε > 0, there exists R > 0 such that |f (x, y, A)| ≤ ε(1 + |A|) whenever |A| ≥ R. Otherwise, we would have a sequence of points A k such that |A k | → ∞ where |f (x, y, A k )| ≥ ε(1 + |A k |). The sequence (A k /(1 + |A k |)) must have a convergent subsequence, converging to some limitÃ ∈ B m×d .
Taking the limit in f (x, y, A k )/(1 + |A k |) we would then have that f ∞ (x, y,Ã) ≥ ε, a contradiction. Now take ϕ ε ∈ C ∞ 0 (R m×d ) satisfying 0 ≤ ϕ ε ≤ 1, ϕ ε ≡ 1 on B(0, R), ϕ ε ≡ 0 on R m×d \ B(0, R + 1) in order to define f ε = ϕ ε f . By construction, f ε is bounded on Ω × R m × R m×d and so, by the previous step, the associated functional F ε is continuous. We also see, however, that ˆΩ f ε (x, u j (x), ∇u j (x)) − f (x, u j (x), ∇u j (x)) dx ≤ˆ{ This is trivial, however, since the discontinuity set, N , of f ∞ is negligible with respect to the limit measure |µ[u]| which implies that Reshetnyak's Continuity Theorem still holds in this case (see, for example, Proposition 1.62 and the proof of Theorem 2.39 in [3] ), and so the theorem is proved.
Finally, we finish with an example which shows that Theorem 28 is optimal, in the sense that f ∞ cannot be discontinuous on a set that is charged by |Du| if we are to expect area-strict continuity from F . 
