The evaluation of wireless research is challenging because signals traveling through the ether are affected by the physical environment, including movement by people and objects. As a result, testbed experiments are hard to control and are non-repeatable. We have developed a wireless networking testbed based on digital signal propagation emulation that provides control over the signal propagation environment. The testbed has been in regular use for research and education since early 2007. In this paper we present measurements illustrating the properties of the emulator testbed. We also compare the results of various experiments on the emulator with simulation results to shed some light on when the increased accuracy of the emulator testbed is important. Finally, we use the experience gained on the emulator to identify classes of experiments for which the emulator is well suited, compared with other evaluation platforms.
INTRODUCTION
The evaluation of wireless networking protocols and systems is a challenging problem. The reason is that the performance of the wireless network is intimately tied to the physical environment, so changes in the environment, e.g. people moving around or objects being moved, affects the outcome of experiments. As a result, experiments are hard to isolate, are non-repeatable and hard to control, and side-by-side comparison of alternate solutions is challenging. Moreover, the complex interactions between the the physical environment and signal propagation, and the dynamic nature of wireless channels due to interference and fading can make it difficult to interpret and explain results. Finally, wireless deployments are very diverse, making it difficult to generalize results from one or even a handful of locations to the many environments that may be encountered in practice.
Not surprising, many researchers view simulation as an attractive alternative. Simulators such as ns-2 [34] and OPNET [38] are widely used but it has been observed that the lack of physical layer accuracy can lead to the incorrect conclusions [26] . This is especially true if the behavior and performance of the protocol or system feature under study is very sensitive to physical layer effects. To improve accuracy, researchers have developed a variety of evaluation platforms that combine simulation with real world platforms or measurements. Examples include hybrid solutions [50] . analog channel emulation [16] , and partially controllable wireless testbeds [49, 44, 9] . These approaches are useful for some types of experiments, but they have limitations such as limited physical layer control or repeatability, limited flexibility, or high complexity.
We have developed a wireless networking testbed based on signal propagation emulation [18, 17] . It achieves a high level of realism since it uses real wireless devices but it also provides full control and repeatability at the physical layer. This makes it a very attractive platform for the evaluation and testing of various wireless networking technologies. The emulator testbed is accessible over the Internet and has been in regular use by researchers at CMU and elsewhere since 2007. This paper reports our experience in using the emulator testbed. We make contributions in three areas. First, Figure 1 : Emulator Architecture we report the results of a set of low level measurements that characterize the link-level behavior of commercial WiFi cards. These results illustrate the capabilities of the emulator, and extend earlier work [21] . Second, we compare some emulator testbed results with simulation. Finally, we use the experience gained from some of projects that have used the emulator testbed to explore what types of experiments can most benefit from using the emulator testbed, as opposed to other platforms such as simulators or in-the-wild testbeds.
The remainder of this paper is organized as follows. In the next section we give an overview of the wireless network emulator testbed. We present related work in Section 3. We use the emulator to characterize wireless channels under diverse conditions and to compare emulator with simulation results in Section 4. Section 5 identifies several classes of emulator experiments and discusses how they relate to other wireless evaluation platforms. Finally, we summarize our results in Section 6.
EMULATOR OVERVIEW
The wireless network emulator testbed [18] is based on the idea of signal propagation emulation, as is illustrated in Figure 1 . Wireless devices are connected to the emulator testbed using a cable attached to the antenna port of their wireless network card. The RF signal transmitted by each device is passed to a signal conversion module where it is mixed to an intermediate frequency, digitized, and forwarded to an FPGA. The FPGA emulates the effects of signal propagation (e.g. attenuation, fading, multi-path, and interference). Finally, for each device, the FPGA combines the processed signals from the other devices into an output signal and sends it to a signal conversion module, where it is converted into an RF signal and forwarded to the wireless card through its antenna port.
All analog components in the emulator testbed (wireless devices, signal conversion modules) are shielded from each other and from the environment (dotted boxes in Figure 1 ) so that no communication occurs over the air. As a result, devices only communicate through the emulator, so we have full control over the signal propagation environment. The wireless channels between the devices Wireless experiments can be controlled in a number of ways from the Emulation Controller, a Linux server. The most commonly use approach is to use an emulated physical environment that models the movement of the wireless devices (World Model in Figure 2 ) and controls the execution of applications on the end nodes. It coordinates the movement of devices with the modeling of the signal propagation in the FPGA by modifying the channel parameters in real time (Channel Models). For example, when nodes move in the emulated physical environment, the emulation controller adjusts the parameters for the large-scale attenuation and fine grain fading of the various channels based on the speed and location of the devices and it sends the new channel parameters to the FPGA. Alternatively, users can bypass the world model and directly control the wireless channels, e.g. to create very simple controlled experiments.
Users can control wireless experiments using three interfaces [19] . First, users can control key features of the experiment such as node placement in the emulated physical space and channel parameters using an interactive GUI that runs as an applet in a web browser. Second, the emulator offers a simple scripting interface. The scripting language is very simple, e.g. there is no control flow, and it is mostly useful for first-time users. Finally, users can build arbitrarily complex experiments using Java. This programmatic interface offers direct access to all emulator features and provides tight control over the timing of experiments.
A wireless emulator testbed has been in regular use by both CMU and external users since early 2007. It supports the full 2.4 GHz ISM band and has 15 nodes. The nodes are laptops with 802.11b interfaces based on the Atheros chipset. More recently, we have added support for 802.11g experiments, and we have also attached software-defined radios (USRP and GNU Radio) and Bluetooth devices to the emulator. Initially, we used custom software for resource allocation and management of the emulator devices. In 2008, we switched to using the Utah Emulab software, which offers a number of advantages, including space sharing of the emulator hardware and support for custom OS images. The emulator testbed is currently part of the GENI development effort as one of the projects using the ProtoGeni control framework [15].
RELATED WORK
"Testbeds in the wild" are the best way to perform realistic wireless networking experiments since both the wireless devices and signal propagation environment are real. Such testbeds offer a very high degree of realism, but they also have some disadvantages. First, the results of experiments are not repeatable. Movements by people and objects change the physical environment and other wireless devices such as production networks interfere with experiments, making it nearly impossible to reproduce results. Second, these same effects may make it difficult to interpret testbed results. Finally, control of experiments, especially those involving mobile devices, is cumbersome.
Because of the challenges associated with open testbeds, a number of research groups have developed testbeds that offer some control over the signal propagation environment. Examples include WHYNET [50] , Emulab [49] , Orbit [39], MiNT [10, 9] and others [14, 25] . The approaches are useful for certain types of experiments, but they do not address all challenges. For example, the range of modeled environments and the diversity of supported experiments tends to be limited and isolation is often a problem. The emulator testbed is more flexible (can be used for very diverse experiments) and provides a higher degree of isolation and realism, although its scale is more limited compared with some of the other approaches.
Simulators are an attractive alternative to testbeds. They offer a high degree of control and repeatability, and are relatively easy to use. However, wireless simulators must recreate all aspects of the system, including all layers of the protocol stack as well as the physical environment. In practice, this requires making many simplifications. For example, fundamental features such as how received frames are interpreted [47] and how the MAC layer is affected by the physical layer (e.g. packet capture) are often approximated, if they are modeled at all. ns-2 [37] is very widely used because it is open source, but studies have shown that problems with both the physical and 802.11 layer modeling can result in incorrect results [47, 26, 6, 4] . QualNet [43] and OpNet [38] have better physical and MAC layer accuracy, but they are more difficult to extend. Simulators can be useful in the early phases of research projects, since protocol implementations are not dependent on hardware features and it is easy to run large scale experiments. However, testbeds are needed to achieve higher degrees of realism, especially for experiments that are sensitive to physical layer effects.
The problems with simulators and testbeds have motivated researchers to combine simulation and real systems, giving users the the flexibility to optimize the type of modeling that is used for different parts of the system. However, it is still difficult to simultaneously achieve high levels of realism and control (e.g. to sample a large space of propagation environments) as we can do with the emulator. Another hybrid approach is to collect packet traces and to replay them either over wired networks [35, 36, 27, 13] or over a more-or-less errorless wireless network [11] . This improves the repeatability of wireless networking experiments, but it only captures the high-level error characteristics of the wireless environment, so these approaches are only appropriate for high-level protocol and application-level experiments.
A number of groups have explored hardware-based solutions. A first example is RAMON [16] , which uses three programmable attenuators. While it is possible to change the attenuation, it is not possible to control pairwise interaction between wireless hosts or implement more complex functions such as multipath emulation.
[24] describes a similar approach. Hardware-based fading simulators using analog or digital components [2, 5, 8, 45] can be used, but these have traditionally been point-to-point simulators. Commercial channel emulators also fall in this category [12] . While very sophisticated, this equipment is expensive and can only model a small number of channels, so it is not a network testbed. In contrast, the emulator can model hundreds of interfering channels.
CHARACTERIZATION
The main goal of the emulator is to accurately reproduce the behavior of a wireless network in a controlled environment. As described in Section 2 only the communication channel is simulated. Therefore, if the emulator can faithfully reproduce the wireless channel, the performance of an emulated wireless network will be accurate. Wireless channels are characterized by three main components: path loss, fading, and multipath. In this section we show that the emulator can generate a wide range of wireless channels and these channels can be used to characterize the behavior of network radios. We also compare the behavior of wireless radios in the emulator with that of radios in a network simulator, specifically ns-2. While more accurate simulators are available, we picked ns-2 because it has been the most popular simulator in academia, so there are numerous published results based on ns-2. 
Path Loss Performance
One of the most fundamental descriptions of a wireless channel is the log-distance model where the channel loss is proportional to the log of the distance between radios. Because radio distances can vary greatly, the emulator output must have a wide dynamic range. It was shown in [3] that the emulator can produce channel losses from 55 dB to 117 dB with 0.1 dB resolution. A loss of 55 dB corresponds to a distance of about 10 m in free space and is well within the range where two 802.11g radios should communicate reliably at the highest rate. A loss of 117 dB attenuates wireless signals transmitted at 20 dBm to below the noise floor where communication is not achievable even at the lowest rates.
Not only must the emulator simulate the channel losses accurately but it must also preserve the integrity of the transmitted signals. The process of mixing and sampling will add some distortion to the transmitted signals [20] . This distortion is only a concern if the performance of the radios in the emulator is not consistent with the performance of the same radios communicating through the air. The radios in the emulator system have the Atheros 5212 chipset with a patched version of the madwifi driver version 0.9.4. The madwifi driver has been modified similar to [48] to allow better reception of packets at low signal strengths. The performance of Atheros cards in the emulator was tested by transmitting 1000 UDP broadcast packets from one radio to another and recording how many packets were received. The test was performed over various losses and rates. The same tests were performed with the radios' antenna ports connected through a cable with a controlled attenuation. The results of these tests are shown in Figure 3 . The packet reception rate versus path loss is about the same when the radios are connected to the emulator as when they are connected by the cable. Similar results for 802.11b rates are presented in [3] . Not only do the packet reception rates in the emulator match closely with the cable test but the RSSI and noise floor readings on the cards are consistent between the emulator and the cable test. The path loss experiment has shown that any distortion caused by the emulator is not severe enough to change the behavior of the radios connected to the emulator. This experiment also shows that the emulator can accurately reproduce the effect of path loss on a wireless network.
The emulator software can control the path loss between a pair of radios with adjustable path loss exponent n. The same logdistance path loss model is available in ns-2 [37] . However, the impact of path loss on radio performance is quite different between the emulator and the simulator. The TCP throughput between two 802.11b radios over a range of distances is shown in Figure 4(a) . The path loss exponent n is set to 3 and we present results for both
mitting and receiving packets. As a result, the packet reception rate has a gradual transition from a good region to a disconnected region, similar to Figure 3 
Fading Performance
Fading is a wireless channel phenomenon where the received signal strength fluctuates rapidly with motion in a rich scattering environment. The fluctuations are commonly modeled statistically
, which is defined as the ratio of the power of dominant signal over the power of the scattered signals. Rayleigh fading is a special case when K equals to 0, i.e. there is no line-ofsight or dominant signal.
To study the impact of fading on radio performance, the throughput versus distance measurement is performed using the Ricean fading model implemented in both the emulator and ns-2 [42] respectively. The same log-distance model (n=3) is used for path loss, and the K-factor is set to 3dB. As shown in Figure 4(b) , the throughput decreases when Ricean fading is introduced. The emulator curve from Figure 4 (a) shifts towards left in Figure 4(b) . The ns-2 curve is now also more realistic, although it still overestimates the packet reception rate. It is clearly possible to improve the match between the simulator an emulator results by shifting the ns-2 curve by about 10 meters.
A low K-factor value implies that the random fluctuations from the scattered signals are more dominant than the line-of-sight component resulting in steeper fluctuations in channel loss. Figure 5 shows the throughput measurement results with various K-factors at distance 10m, 20m, 30m, and 40m respectively. The throughput value is normalized to the case with K of 0 and a distance of 10 meters. Both the emulator tests and the ns-2 simulations show that Ricean fading with lower K-factor leads to lower throughput. 
Simple Network Scenarios
Wireless networking experiments typically include multiple radios in communication range, so it becomes important to accurately model carrier sense and the effects of interference. Figure 6 shows an average TCP throughput obtained in a simple network scenario. The number of active sessions increases from 1 (no other active radios) to 3. All radios are stationary, with RTS/CTS disabled, and the packet reception rate is normalized to the case when there are no other active radios in range. As expected, the results in Figure 6 show that the packet delivery rate decreases as the number of competing transmitters increases. Higher values from ns-2 again shows that the packet reception model in ns-2 tends to overestimate received signal strengths, or underestimate the effect of interference from other nodes. Since the emulator testbed uses real radios, carrier sense and the effects of real, not simulated, the results should be very accurate.
Many wireless experiments need to account for mobility which introduces additional dynamics in channel quality. A simple TCP throughput result for a mobile scenario is shown in Figure 7 . A TCP connection is set up between a pair of radios, with one radio moving along a predefined route at the speed of 0.5 m/s. We use the same channel parameters from the fading test, and Auto Rate Fallback (ARF) is enabled for both the emulator and simulator experiments. Values are normalized to the highest one during the whole trip. While the results are fairly similar during the first part of the experiment, they diverge significantly during the second part. This 
Multipath Performance
Multipath causes a distinct problem for digital communications when the delay spread of the channel is larger than the symbol period of communication system. In this case delayed symbols interfere with each other at the receiver resulting in inter-symbol interference (ISI). A good equalizer can improve system performance in channels with ISI. However, equalizers will only correct ISI up to a maximum delay spread. It was shown in [21] that at 11Mbps, equalization failed with a delay spread greater than 400ns. The standard OFDM equalizer cannot remove interference with a delay longer than the guard interval which is 800 ns for 802.11a/g. Therefore, the performance of 802.11a/g should drop dramatically when the channel has more than 800 ns of delay spread.
To test how well the 802.11g radios work in multipath channels, a simple two path experiment was set up in the emulator. One path was held at a constant 70 dB loss while the other path had a delay varying from 0 to 1.38 us in 16.6 ns steps and a loss varying from 82 dB to 70 dB in 0.2 dB increments. The results are shown in Figure 8 . The graphs show the packet reception rate (as a gray scale) as a function of the delay spread (x-axis) and the difference in path loss between the two paths (y-axis), for different transmit rates. As expected, the packet reception rate drops after 800 ns for all OFDM rates. Also, the packet reception rate in multipath is worse for higher rates than lower rates. There are a large number of dropped packets at higher rates with delays lower than 800 ns. In particular, there is a consistent drop in packet reception when the path has a delay of 230 ns. This drop was seen at rates above 18 Msps on different channels and different nodes. We believe that the drop at 230 ns is an artifact of the equalizers in the radios but more investigation is required to identify the problem.
In a normal office indoor environment a maximum delay spread around 60ns is expected. The radios under test perform admirably well in that range. However in large factories and stadiums the delay spread can reach above 200 ns. In these environments the high 802.11g data rates will have reduced performance due to multipath. In outdoor environments the delay spread can be over 1000 ns which can cause the performance of 802.11g to drop for all rates. These tests results show that even with a delay spread less than the guard interval, multipath may still degrade system performance.
This experiment demonstrated the capability of the emulator identify performance issues in wireless network cards. It is very difficult to control a multipath channel in a real-world wireless testbed. Only expensive channel simulators have the capability to simulate multipath channels to a fine resolution. 
Multipath Fading
A channel with both multipath and fading distorts the spectrum of the transmitted signal. This effect was captured by monitoring the output of the emulator with a spectrum analyzer. Figure 9 shows the output of an OFDM waveform under three separate channel conditions: no multipath, short delay spread and long delay spread. The short delay spread has paths with delays at 0 ns, 28 ns, and 39 ns. The long delay spread has paths with delays at 0 ns, 183 ns, and 361 ns. In the last two cases, we are seeing frequency selective fading. Note that the long delay spread causes rapid fluctuations in the spectrum.
When there is motion in such a channel each subcarrier component will experience fading independently. Therefore, not only with the received spectrum change amplitude due to fading but the shape of the spectrum will also change over time. The emulator can generate multipath fading environments with independent fading tables for each path in a channel. The spectral fluctuations are shown in Figures 10, 11 and 12 . The fluctuations needed to be slowed down so they could be recorded by the spectrum analyzer. Normally the fluctuations occur about 100x faster.
Future Expansions
The emulator can model path loss, multipath and fading accurately. However, the emulator does not precisely control the phase of the wireless signals. A new version of the emulator will downconvert the transmitted signals to baseband where the phase of the signal can be controlled. Channel phase control is important in radios with antenna arrays such as 802.11n. Secondly the new system will have better support for multipath channels. Currently only 8 channels in the system are equipped with multipath. A new channel model structure will make better use of the FPGA resources and expand multipath to all channels.
EXPERIENCE USING THE EMULATOR
Many research groups at CMU and elsewhere have used the emulator testbed and a growing number of publications include emulator measurements. These results suggest that there are several classes of experiments for which the emulator testbed is particularly well suited. We review these classes in this section.
Optimization and Evaluation of Wireless Protocols
The original motivation for the emulator testbed was to support controlled and repeatable experiments of new wireless protocols. This makes it possible to compare the performance of different protocols executing on real wireless devices under identical signal propagation conditions.
An example is a recent project that developed a protocol for opportunistic relaying of packets (PRO) [33, 30] . PRO is a link-layer protocol that allows nodes that overhear a failed packet transmission to retransmit the packet on behalf of the source, if they have better connectivity to the destination. PRO can improve channel efficiency by reducing the number of retransmissions and the use of higher transmit rates. PRO is a fully distributed protocol that relies on the existing 802.11 backoff mechanism to arbitrate channel access for We found that the performance benefits of PRO generally increase with increased levels of fading and competing traffic. Moreover, PRO can improve performance for mobile users, e.g. users using a mobile device while walking on campus.
PRO was also evaluated in testbeds deployed in two different campus buildings. What is interesting is that the results obtained on the emulator qualitatively match the results collected in real world environments. For example, the performance benefits of PRO were much higher in the busy student center compared with the relative static office building, and the benefits were also higher during the day than at night, when the wireless network is largely idle. Finally, both the emulator and real-world measurements showed that for very poor channels with near zero packet success rates, PRO can improve performance considerably, effectively extending the range of the wireless LAN.
The emulator testbed has similarly been used to evaluate rate adaptation algorithms [23] , 802.11 back-off strategies [32] , timeaware retransmission [31] , and 802.11 handoff performance [22] . Figur 13 shows an example result taken from [22] . It compares three handoff protocols for a scenario involving a mobile users moving along a circuit that passes by seven access points.
Device and Link Characterization
The emulator is an ideal platform for characterizing the properties of wireless links, both with respect to different wireless hardware (e.g. from different vendors) and different channel conditions (e.g. multipath, fading, ..). Such studies typically include a small number of nodes placed in simple topologies so that results can be interpreted easily. The emulator testbed can be easily programmed to exhaustively measure a wide range of parameter values, e.g. lev- provide some examples, and a more detailed study for 802.11b can be found in [21] . Figure 14 shows some example results exploring off-channel reception for 802.11b. We see that off-channel reception works fairly well for offsets up to two channels at a 1 Mbs rate, but it does not work at all at 11 Mbp. The results of such studies can also be used to improve accuracy of simulators. Controlled studies can also be used in the early stages of a project to provide insight into how physical layer effects influence packet reception and protocols. The emulator was used this way by several research projects including interference-aware transmit power selection [29] , interference-aware routing in ad hoc networks [41, 40] , channel width adaptation [7] , and identifying WiFi, Bluetooth and other devices for and diagnostic purposes [28] .
Analyzing Real World Behavior
Understanding results obtained in in-the-wild testbeds can be difficult because it is often difficult to determine what factors are responsible for a particular observation. Controlled experiments can help. For example, an early version of the emulator was used to help explain the lack of correlation between RSSI and packet success rate observed in Roofnet [1] . After eliminating a number of candidate factors, it was determined that multi-path was the likely cause. This was done by systematically analyzing various multipath configurations on the emulator. The results showed that the wireless cards were designed for indoor use and can only recover from limited delay spreads. Discussion with the card manufacturer [21] . Other groups propose to use the emulator help explain results in vehicular networks.
Use of Emulator in Education
The wireless network emulator has been used to support assignments and projects in several courses [46] . The assignments are structured exercises that show have various physical layer effects, such as attenuation, interference, and fading, impact wireless network performance. A second set of assignment evaluates the effectiveness of MAC layer features such as transmit rate adaptation, RTS/CTS, and channel selection. Projects are more open ended and can, for example, compare the performance of different handoff strategies or TCP-over-wireless approaches.
The emulator testbed is an attractive platform for course work. First, students find it more interesting to work with than simulation, and it is of course more realistic. Compared with open testbeds, the ability to control the channels and repeat experiments simplified the preparation of assignments and explaining the results. Moreover, multiple students can run experiments at the same time without interfering with each other. Last but not least, the emulator testbed is readily available, so the course staff does not need to put effort in deploying and maintaining the infrastructure.
Comparison of Evaluation Tools
The large number of wireless experimental options raises the question of when different types of tools are most appropriate. While there is no consensus on this issue within the community, we can certainly identify some rough guidelines. Figure 15 shows the various stages that research (or development) projects go through. Projects start (on the left) with the initial development and evaluation of ideas and end (on the right) with fully realistic testing at full scale. Intermediate stages may include verifying protocol correctness, prototyping, and iterative optimization. The vertical axis captures the nature of the effort. Projects at the bottom focus on the physical layer and are largely independent of what protocols or applications are used (e.g. MIMO link optimization). Projects at the top develop protocols or application-level mechanisms that are largely insensitive to the details of the physical layer (e.g. video streaming). In between, projects combine physical layer and protocol elements (e.g. rate selection, MAC protocols for MIMO). While Figure 15 clearly oversimplifies a very complex process, it does allow us to identify some areas where specific tools are most useful. We show some tools, several of which were discussed in Section 3, in the figure.
Our experience so far indicates that the emulator testbed is most useful in the center of Figure 15 (white elipse marking darker region). Experiments such as link characterization and course assignments fall in the left of the elipse, while performance evaluation of protocols and explaining real-world behavior fall towards the right. The emulator is also largely complementary to other technologies. On the far left, techniques such as simulation are easier to use while on the far right, only large-scale real-world testing will work. At the top or bottom, techniques that are optimized for protocol or physical layer testing will suffice. However, in the center region, the unique capabilities of the emulator, namely supporting experiments that are simultaneously realistic, fully controllable, repeatable and diverse, are critical.
CONCLUSION
This paper presented a wireless network testbed capable of producing accurate and repeatable experiments. The benefit of the emulator comes from its ability to connect real radio hardware through a controlled simulated channel. The channels produced by the emulator were shown to be accurate compared to an analog channel. Also experiments that used the emulator were shown to be more accurate than experiments based on a simulator. The emulator can also produce fine resolution multipath channels that are difficult to control in real-world testbeds. Since the emulator became available in 2007 many research groups have sought this system for its flexibility control and realism.
