In this paper, we study shape functions depending on closed submanifolds. We prove a new structure theorem that establishes the general structure of the shape derivative for this type of shape function. As a special case we obtain the classical Hadamard-Zolésio structure theorem, but also the structure theorem for cracked sets can be recast into our framework. As an application we investigate several unconstrained shape functions arising from differential geometry and fracture mechanics.
Introduction
The classical structure theorem [4, 5] for real valued shape functions plays a crucial role in shape optimization both from the numerical and the theoretical point of view. Given a shape function J, the structure theorem states that the shape derivative X → dJ(Ω)(X) at an open or closed set Ω has support in the boundary ∂Ω. This is a consequence of Nagumo's invariance theorem for ordinary differential equation. If the boundary of Ω is additionally of class C k+1 , k ≥ 0, and X → dJ(Ω)(X) is linear and continuous, then it can be shown that there is a linear and continuous function g : C k (∂Ω) → R such that dJ(Ω)(X) = g(X| ∂Ω · ν), (1.1) where ν a normal vector field along ∂Ω.
In [10] the structure theorem was extended to subsets Ω of the plane that have a (smooth) fissure/crack of codimension one. A smoothly cracked set Ω in the plane is a smooth set Ω from which we remove the image Σ := γ([0, 1]) of an embedded C k+1 curve γ : [0, 1] → R 2 . In other words Ω :=Ω \ Σ. The setΩ is no longer of class C k+1 and hence the classical structure theorem does not apply. However, it can be shown that in this case the structure of the shape derivative is dJ(Ω)(X) = h(X| Σ · n) + aγ
where h : C k (Σ) → R 2 is linear and continuous and a, b are two real numbers and n denotes the normal vector field along Σ. In [12] this theorem was extended to sets Ω ⊂ R d , but still with a crack of codimension one.
Recently, in [18, p. 3 Theorem 1.3] it was shown that if Ω has merely finite perimeter, then it is still possible to obtain a formula like (1.1). But it is clear that in this case a normal vector field is K. Sturm not readily available anymore. However, one can use one of the generalisations of the normal vector field from geometric measure theory. Then the structure theorem reads dJ(Ω)(X) = g(X| Γ * · ν * ) (1.3) where ν * is the generalized normal and Γ * := ∂ * Ω denotes the reduced boundary of ∂Ω. The cracks and corners are hidden in the notion of generalised normal and the function g is defined on a bigger space than C k (Γ). In this paper, we prove a structure theorem for shape functions defined on closed submanifolds of R d with or without boundary. As a first side product we are now able to extend the structure theorem of [12] to arbitrary codimensions of cracks. A second striking consequence is that our new structure theorem gives the structure of many other functionals occuring in differential geometry. The proof is very different from the one given in [12] and thus also contributes in giving a new perspective on the subject.
In Section 2, we briefly recall some facts about submanifolds with boundary and introduce shape functions and the Eulerian semi-derivative.
In Section 3, we give a detailed reinterpretation of Nagumo's invariance condition for the case of submanifolds. This version requires some notions from differential geometry.
In Section 4, we are going to revisit the structure theorem for smooth domains and give a slightly different proof, than what is known in the literature as this will be useful for our further study.
In Section 5, the main result is proved by first studying a general splitting of vector fields on submanifolds.
In Section 6, we are presenting several examples.
Preleminaries

Submanifolds of R d with boundary
We begin with the definition of a submanifold
The boundary of the half space
, then we define its interior and boundary as int(U) := U ∩ H d and ∂U := U ∩∂H d , respectively. Note that the boundary ∂U does not coincide with the topological boundary of U.
.
Definition 2.2 (Submanifolds with boundary
Here, p is called boundary point if ψ(p) lies in ∂H m := ∂H m × {0}. The set of boundary points is denoted by ∂M and we define the interior of M by int(M) := M \ ∂M. In order to avoid any confusion we are going to denote by ∂M the boundary in the above sense and by fr(M) (fr = frontier) the topological boundary of the set M. We introduce the tangent space at a point p of M by
and similarly the tangent space of ∂M at a point p is given by
. This can also be expressed in a different way by (q = ϕ(p))
Here, R m ⊂ R d has to be understand as the image of the natural injection
We call the disjoint collection T M := ∪ p∈M T p M of tangent spaces also tangent bundle of M. The tangent bundle is a smooth 2m-dimensional manifold if M is smooth. Similarly, T (∂M) denotes the 2(m − 1)-dimensional tangent bundle at ∂M. Note that for p ∈ ∂M the tangent space T p (∂M) is a m − 1-dimensional subspace of the m-dimensional vector space T p M. As such T p (∂M) is also an inner product space with Euclidean scalar product of R d . Consequently there are exactly two unit vectors ±ν(p) in T p M that are normal to T p (∂M). We call ν outward-pointing unit vector field if for all p ∈ ∂M, ν(p) ∈ T + p M; cf. [1] . In the sequel, we always denote the outwardpointing unit normal field by ν. Its uniqueness and existence along ∂M is guaranteed by [19, 
Eulerian semi-derivative
Then we associate with X the flow Φ t by solving for all
The global existence of the flow is ensured by the theorem of Picard-Lindelöf and hence Φ : 
(ii) The smallest integer k ≥ 0 for which X → dJ(Ω)(X) is continuous with respect to the
The set D in the previous definition is usually called hold-all domain or hold-all set or universe.
Quotient space
Henceforth, for all structure theorems to be considered, we define for an arbitrary set A ⊂ D the linear space
and denote the set of equivalence classes and its elements by Figure 1 : Restriction mapping J A and induced mappingJ A .
We denote by J A the restriction mapping of vector field belonging to
where A R d denotes the space of all mappings from A into R d . The mapping J A induces the mapping
Later we will see that the shape derivative dJ(Ω) in an open or closed set Ω ⊂ R d respects the above equivalence relation. This will follow from Nagumo's theorem considered in the next section.
Nagumo's theorem
Nagumo's invariance condition
Nagumo's theorem states roughly the following: if a given vector field defined on some closed subset of R d is tangent to that set at each point, then the solutions of the associated ordinary differential equation cannot leave this closed set.
In order to make this tangency requirement precise, we define for a given subset K ⊂ R d the Bouligand contingent cone to K at x ∈ K:
Here x n → D x indicates that x n ∈ D and x n → x as n → ∞. The following result is Nagumo's classical theorem [2, Theorem 2, p. 180]; cf. also [5, 20] .
Theorem 3.1. Let K be a closed subset of a Hilbert space H and f a continuous function from
By "viable solution" we means that x(t) ∈ K for all t ∈ [0, T ].
Proof. By Kirszbraun's theorem (cf. [16, 25, 26] ) we may extend the vector field X : K → R d to a globally Lipschitz continuous vector fieldX :
having the same Lipschtiz constant and satisfying X =X on K. The Picard-Lindelöf theorem ensures that the flowΦ t is globally defined, that is,Φ :
On the other hand we also have
is a vector field satisfying a global Lipschitz condition and
Proof. We have for all
Moreover, since ∂D is closed and ±X(x) ∈ T ∂D (x) for all x ∈ ∂D, we also have Φ t (∂D) = ∂D and it follows that Φ t (D) = D.
Nagumo's theorem for submanifolds
In this section we give a proof of the following version of Nagumo's theorem needed for the further analysis.
Then the flow
Proof. We first show that for each p in M and each curve α solving
, α(0) = p, and defineα(t) := ϕ(α(t)) and
Then we computeα
for all t. We have that {v i,p := dϕ −1 ϕ(p) (e i )}, i = 1, . . . , m − 1 is a basis of T p (∂M) and thus we may write locally
where {e 1 , . . . , e m−1 } denotes the canonical basis of R m−1 . But his means that the last d − m + 1 components ofX are zero. In view of (3.5) we obtainα
which is equivalent to α(t) ∈ ∂M for all t ∈ T . This shows that the curve stays on the boundary of M as long we are in the chart U. However, if we enter another chart, we can proceed the same argumentation as above and obtain T = [−τ, τ ]. In a similar way, we may show that if p ∈ int(M) and
and thus Φ t (∂M) = ∂M for all t. In the same we obtain Φ t (int(M)) = int(M) for all t. Now the rest of the statement is clear.
Remark 3.5. The invariance Φ t (M) = M can also be proved by directly using Theorem 3.1. It can be shown that for all p ∈ int(M)
and for all p ∈ ∂M
So in fact the conditions (3.1)-(3.2) are reformulations of: for all p ∈ M, ±X p ∈ T M (x). However, in order to give a self contained presentation we gave a direct proof. 2) reduce to X p · ν p = 0 for all p ∈ ∂M, where ν is the inward pointing normal vector along ∂M. Indeed, for all p ∈ int(M), we have X p ∈ T p M = R d which is always true and for all p ∈ ∂M, we have X p ∈ T p (∂M) if and only if X p · ν p = 0. 
Compare also Section 6 and [9, 10] for the special case m = 1 and d = 2.
The classical structure theorem revisited
The following theorem is commonly known as structure theorem; cf. 
for all x ∈ Γ by definition and obviously ±X(x) ∈ T Ω (x) = R d for all x ∈ int(Ω). So it follows from Corollary 3.2 that Φ t (Ω) = Ω for all t. On the other hand if Ω is open, then it follows from Corollary 3.3 that Φ t (Ω) = Ω for all times t. So in either cases dJ(Ω)(X) = 0 for all
(ii) Let Ω be an open or closed subset of R d and fix an integer k ≥ 1.
is well-defined. By item (i) and the linearity of X → dJ(Ω)(X) the induced mapping dJ(Ω) : Q k (Γ) → R is well-defined. We define the functiong : im(J Γ ) → R by the following comuting diagram.
By definitiong •J Γ = dJ(Ω). NowJ Γ is injective and hence invertiable on im(J Γ ). Therefore we
Then it is readily seen thatJ
From this it follows thatg is a linear and continuous functional on
Nagumo's theorem allows us to show that the distribution given by (4.1) depends explicitly on normal perturbations X · ν if we require the boundary to be smoother.
Corollary 4.2 (Smooth case).
Let Ω be open in R d with a compact C k+1 -boundary Γ := fr(Ω), 1 ≤ k < ∞. Suppose that J is shape differentiable at Ω and that dJ(Ω) is of order k. Then there exists a linear and continuous function g :
Proof. As Γ := fr(Ω) is of class C k , k ≥ 1, we know by Theorem 4.1 that there is a linear and continuous functionalg :
We split X into normal and tangential part along Γ, that is, X |Γ = X t + (X |Γ · ν)ν, where ν is the normal vector along Γ and X t := X |Γ − (X |Γ · ν)ν. As the boundary Γ is of class C k+1 the normal ν is of class C k (Γ, R d ). Then it follows from Corollary 3.3 that dJ(Ω)(X) = 0 for all X in C k c (D, R d ) with X · ν = 0 on Γ. Therefore extending ν to a functionν ∈ C k c (D, R d ) and defining X t := X + (ν · X)ν shows that 0 = dJ(Ω)(X t ) = g(X t ). So inserting X into (4.1), we find
The mapping g(v) :=g(vν) is continuous on C k (Γ). This expression of the derivative is usually referred to as Hadamard or Hadamard-Zolésio formula.
(c) It is important to note that if one wants a formula like (4.2) for the shape derivative, then the smoothness of the boundary fr(Ω) has to be one order higher than the order k of dJ(Ω). The reason is that in order to have the unit normal vector field in C k , we need the boundary fr(Ω) to be of class C k+1 . However, to obtain that the derivative actually "lives" on the boundary it is no regularity on the boundary nessacary. In less regular situations, that is, when Ω has less regularity, it is still possible to obtain a formula in the spirit of (4.2). However, this requires notions from geometric measure theory; cf. [18] .
Structure theorem for C k -submanifold
In this section, we study the structure of the shape derivative of real-valued shape functions
where Ξ ⊂ A k m , 1 ≤ k, m < ∞, is some admissible set and
Splitting of vector fields
Let M be a m-dimensional closed and bounded
denotes the normal fields along M. We introduce the orthogonal projection p TpM :
Note that the projection depends on p ∈ M as the tangent space varies when p changes. Now given a function X ∈ C k (M, R d ), we define its orthogonal projection onto the vector
This defines a mapping p
The following two lemmas will be crucial for our investigation. The first one can be established using local charts; cf. [19] . Lemma 5.2. Let M be a m-dimensional C k -submanifold M and let S ⊂ M be a s-dimensional closed, embedded submanifold of M. Then every vector field X ∈ X k (S) can be extended to M, that is, there is a vector fieldX ∈ X k (M) satisfyingX| S = X.
Remark 5.3.
• If M is a m-dimensional submanifold with boundary ∂M, then ∂M is a closed, embedded submanifold of M. Hence every vector field defined on the boundary can be extended to all of M.
• If M = R d and S ⊂ R d is a closed, embedded C k -submanifold, then every vector field defined on S can be extended to a C k -vector field on R d . In particular, if S is compact then the support of the vector field can be chosen to lie in some open set D containing S. 
and
Proof. At first, we defineX
Since by definition we have the decomposition
and this shows thatX e ∈ C k (M, R d ) by using local charts. It follows thatX
On the other hand we have for all boundary points p ∈ ∂M
Denote by ν ∈ X k (∂M) the outward-pointing unit normal field along ∂M. As the injection i : ∂M → M is proper we may apply Lemma 5.2 and extend the vector fieldX ν := (X · ν)ν on ∂M, to a vector field X ν ∈ X k (M), which itself can be extended to a vector field in C k c (D, R d ), (still keeping the same notation). Finlly, we put
In view of the fact that T p M is a linear space, we obtain
Hence we obtain the required decomposition X = X t + X ⊥ + X ν on M.
The structure theorem for submanifolds
With the preparations of the previous section we are now able to state our main result. 
where
and ν is the unique outward-pointing unit vector field along ∂M.
and consider similarly to Theorem 4.1 we have a commuting diagram:
By definition we have dJ(M) =h •J M . We see thatJ
. Plugging this into (5.8) we recover (5.7). The continuity of g follows from the continuity of the extension operator.
We conclude this section with the following two special cases of our main result. Corollary 5.6. Let M be a closed and bounded m-dimensional C k+1 -submanifold of R d without boundary, that is, ∂M = ∅. Suppose that J is shape differentiable at M and assume that dJ(M) is of order k. Then there exists a continuous functional h :
Corollary 5.7. Let M be a closed and bounded d-dimensional C k+1 -submanifold of R d . Suppose that J is shape differentiable at M and assume that dJ(M) is of order k. Then there exists a continuous functional g :
6 Application to shape functions
Shape functions defined on smoothly cracked sets
Cracked sets naturally arise in fracture mechanics, where they model damage of solids; cf. [11] . Cracked sets are highly irregular and do not even satisfy the cone property, but the crack itself is often assumed to be Lipschitz continuous or smoother. In order to forcast the propagation of a crack it is essential to compute shape derivative in cracked sets. For PDE constrained shape functions, the derivation of the shape differentiability at a cracked set [13] [14] [15] or smooth sets [6] [7] [8] [22] [23] [24] is a challenge itself. Here we are interested in the exact structure of the shape derivative in cracked sets and will assume that the shape function is shape differentiable. 
Remark 6.2.
Note that every open subset Ω ⊂ R d with C k -boundary fr(Ω) is crack-free, so that part (ii) of Definition 6.1 makes sense. In particular, a smoothly cracked set can not have any further cracks except Σ. Now we want to verify that the shape derivative in a smoothly cracked set can be obtained as the shape derivative of a shape function depending on the only depending the on the crack itself.
, if either of the two expressions exists.
From this the conclusion of the lemma follows.
This lemma shows that shape functions depending on smoothly cracked sets can be seen as shape functions only depending on the crack itself. Next, we consider the special situation of a shape function defined on smoothly 1-cracked sets in R 2 ; cf. [10] . 
, where n is a unit normal field along M and ν the unit normal vector field on ∂M.
Proof. Taking into account Lemma 6.3 we see that we can apply Theorem 5.5 to M →J(M) := J(Ω \ M) and obtain linear functionals g :
We have ∂M = {A, B} and thus C k (∂M) = {f : {A, B} → R}. We may define a basis
where α 1 := g(f 1 ) and α 2 := g(f 2 ). Denote by n the unit normal field along M. Then X
, we recover (6.1).
Remark 6.5. We may describe the crack Σ by an embedded curve γ : 
Proof. From the previous lemma, we obtain dJ(Ω)(X) = α 1 (X · ν)(A) + α 2 (X · ν)(B) +h(X ⊥ ), and hence taking into account
, we recover (6.5).
Shape functions defined on submanifolds of dimension one and two
Length variation of a curve in R 
Proof. We compute
From this the result follows. 
for smooth functions α i . Note that H(u, v) = α 1 + α 4 (that is the trace of the Weingarten mapping). Therefore using
Note also that the outward-pointing unit normal field ν satisfies ν
So inserting (6.11) and (6.10) into (6.9) we obtain (6.8).
Remark 6.10. Formula (6.8) may be rewritten as 12) where n and H are the unit normal field and mean curvature on M, respectively. So by definition n • ϕ = N and H • ϕ = H. Also in this case our main theorem is satisfied and we recover (5.7) with
A shape gradient of order one
Provided that the manifold M is smooth enough we have seen in the examples from the previous sections that the shape derivative was always a distribution of order zero in the sense that g and h were linear functionals on C 0 (∂M) respectively C 0 (M). where κ denotes the curvature of γ. Here we are interested in the unconstrained case, where we do not impose any further conditions at the end points of the curve. Let us introduce some notation. We define the tangent vector field along γ by T := γ ′ and N := RT where R denotes the 90 degrees counter-clockwise rotation matrix in R 2 . Further we denote by n : M → R 2 the unit normal field and by t : M → R 2 the tangent field 'living' on M so that by definition N = n • γ and T = t • γ. Note that by definition T ′ = κN and N ′ = −κT . For the derivation of the first variation of the anisotropic elastic energy with fixed end points, we refer the reader to [3, Lem. 2.2, p. 502]. (2κ
Proof. Denote by Φ t the flow generated by X ∈ C 
On account of the identities 2κ(γ · N) ′ = 2κγ ′ · N − 2κ 2γ · T andγ(s) = X • γ(s) and (γ · N) ′ = ∇ Γ (X · n) • γ · γ ′ , we recover the desired formula.
Remark 6.12. We see that also in this case (5.7) is satisfied. We have
and g = 0. Note that h : C 1 (M) → R is a distribution of order k = 1. This well-known result is interesting as it gives an example for which g = 0 although the manifold M has non-empty boundary ∂M = ∅; compare Corollary 5.6. Note that if we fixed the end points of γ, then the term 2κ
= 0 because X(γ(0)) = X(γ(L)) = 0.
