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In conventional thermodynamics, it is widely acknowledged that the realization of an isothermal
process for a system requires a quasi-static controlling protocol. Here we propose and design a
strategy to realize a finite-rate isothermal transition from an equilibrium state to another one at the
same temperature, which is named shortcut to isothermality. By using shortcuts to isothermality, we
derive three nonequilibrium work relations, including an identity between the free energy difference
and the mean work due to the potential of the original system, a Jarzynski-like equality, and
the inverse relationship between the dissipated work and the total driving time. We numerically
test these three relations by considering the motion of a Brownian particle trapped in a harmonic
potential and dragged by a time-dependent force.
PACS numbers: 05.70.Ln, 05.40.-a
I. INTRODUCTION
Recent advances in biological protein motors [1–5] and
artificial molecular machines [6–9] have boosted the inter-
est of the scientific community in small systems. In con-
trast to macroscopic systems, such nanometric objects
contain much fewer entities than Avogadro’s number,
which leads to two significant features of small systems:
large fluctuations and being easily driven away from equi-
librium. Standard methods of statistical mechanics and
thermodynamics are not applicable to the understand-
ing of nonequilibrium phenomena of small systems. The
Jarzynski equality [10] and fluctuation theorems [11–17]
are two masterpieces in the field of nonequilibrium pro-
cesses. They generalize fundamental thermodynamic re-
lations to small systems in nonequilibrium situations.
Despite the achievement of these two kinds of relations,
our understanding of nonequilibrium thermodynamics in
small systems is still limited. It is desirable to discover
new identities holding true in nonequilibrium processes
of small systems.
Besides, transitions between equilibrium states at the
same temperature in finite time are also key issues when
we investigate nonequilibrium processes of small systems.
In conventional thermodynamics, it is widely acknowl-
edged that the realization of an isothermal process re-
quires a quasi-static controlling protocol. Therefore, it
takes an infinitely long time to realize transitions be-
tween two equilibrium states if the system always keeps
in equilibrium with the thermal reservoir. Naturally, an
interesting question is whether we can realize transitions
between two equilibrium states at the same temperature
in finite time (in between, the system is not necessary in
equilibrium with the thermal reservoir). A novel concept
of engineered swift equilibration [18, 19] throws light on
the way to realizations of finite-rate isothermal transi-
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tions. Mart´ınez et al. designed a protocol of engineered
swift equilibration for a Brownian particle in a harmonic
potential with time-dependent strength, which allows the
system to reach equilibrium 100 times faster than the nat-
ural equilibration time [18]. Le Cunuder et al. realized
the fast equilibrium switch of a micro mechanical oscil-
lator by using engineered swift equilibration [19]. These
works illustrate that engineered swift equilibration is a
prospective scheme to implement finite-rate isothermal
transitions. However, since the method of engineered
swift equilibration is limited to the system of a Brow-
nian particle, a unified theoretical framework in general
situations is still lacking. Besides, this method begins
with choosing the target distribution which alone is inad-
equate to determine the Hamiltonian and the free energy
simultaneously. Thus it is hard to discuss nonequilibrium
work relations in finite-rate isothermal transitions based
on the concept of engineered swift equilibration.
In this work, we construct a unified framework to
conduct finite-rate isothermal transitions. Within this
framework, we subsequently derive three nonequilibrium
work relations. An auxiliary potential is introduced to
the system of interest which is initially in equilibrium,
such that the evolution of the system in contact with a
thermal reservoir is enforced in the instantaneous equi-
librium distribution corresponding to the original Hamil-
tonian. The total system Hamiltonian can return to the
original system Hamiltonian at the beginning and end
of the driving process if we impose proper constraints
on the controlling protocol. As a result, the distribu-
tion functions at two endpoints of the driving process
become equilibrium distributions, which means we have
realized an isothermal transition without the requirement
of quasi-static control, i.e., we have realized a finite-rate
isothermal transition. Such a theoretical framework is
named shortcut to isothermality. We design the strategy
of shortcuts to isothermality for the system of a Brownian
particle in both the overdamped and underdamped situ-
ations, respectively. Based on shortcuts to isothermality,
we subsequently obtain three key relations for nonequi-
2librium processes. The first relation, (28), indicates that
the free energy difference equals the mean work due to
the time-dependent potential of the original system. The
second relation, (32), implies that the dissipated work is
inversely proportional to the driving time. The third
relation, (35), is a Jarzynski-like equality for arbitrary
initial distributions. Finally, we numerically check these
three relations by considering the motion of a Brownian
particle trapped in a harmonic potential and dragged by
a time-dependent force.
II. DEFINITION OF SHORTCUTS TO
ISOTHERMALITY
Consider a system in contact with a thermal reservoir
with a constant temperature T . When the external po-
tential varies with time, the Hamiltonian of the system
is denoted by H0(Γ, λ(t)), where Γ represents the mi-
crostate of the system and λ(t) is the controlling param-
eter. The evolution of the distribution function ρ(Γ, t) in
phase space is determined by
∂ρ(Γ, t)
∂t
= Lˆ0(Γ, λ(t))ρ(Γ, t), (1)
where Lˆ0(Γ, λ(t)) represents the evolution operator. We
restrict our framework to dynamics with a unique equilib-
rium state, i.e., for fixed λ the system will relax towards a
unique equilibrium distribution ρeq ∝ e−βH0(Γ,λ), where
β = 1/kBT with kB being the Boltzmann’s constant. If
we introduce an auxiliary potential U1(Γ, t) to the Hamil-
tonian of the system, the total system Hamiltonian be-
comes
H(Γ, t) = H0(Γ, λ(t)) + U1(Γ, t). (2)
The evolution equation (1) is modified to the form:
∂ρ(Γ, t)
∂t
= Lˆ0(Γ, λ(t))ρ(Γ, t) + Lˆ1(Γ, t)ρ(Γ, t), (3)
with Lˆ1(Γ, t) representing the operators induced by
U1(Γ, t). At any time, the auxiliary potential U1(Γ, t)
can escort the evolution of the system so that the system
distribution is always in the instantaneous equilibrium
distribution of the original Hamiltonian H0(Γ, λ(t))
ρ(Γ, t) = ρieq(Γ, λ(t)) ≡ eβ[F (λ(t))−H0(Γ,λ(t))]. (4)
In the above equation,
F (λ) ≡ −β−1 ln
[∫
e−βH0(Γ,λ)dΓ
]
(5)
represents the free energy of the original system in equi-
librium state when the value of λ is given. The integral
in Eq. (5) is over the whole phase space of Γ. We impose
additional constraints on the auxiliary potential. That is,
it vanishes at two endpoints of the driving process. With
these requirements on U1(Γ, t), the distribution functions
at two endpoints of the driving process become equilib-
rium distributions of H(Γ, t), which means we have real-
ized a finite-rate isothermal transition. This strategy is
enlightened by the idea of shortcuts to adiabaticity for
isolated systems [21–28], so we dub it shortcut to isother-
mality.
The above framework looks similar to the method of
escorted free energy simulations put forward by Vaikun-
tanathan and Jarzynski [29]. By loading a proper artifi-
cial flow field on the system of interest and introducing
a peculiar definition of work, they could generate tra-
jectories where the work on each trajectory equals the
free energy difference of the system. In the present work,
by contrast, we aim at constructing a unified theoret-
ical framework for implementing finite-rate isothermal
transitions. Here, we introduce an auxiliary potential
rather than an artificial flow field to escort the evolution
of the system. We can still follow the definition of the
trajectory dependent work in stochastic thermodynam-
ics [30, 31] without modifying the definition of work as
done by Vaikuntanathan and Jarzynski [29].
III. SHORTCUTS TO ISOTHERMALITY FOR A
BROWNIAN PARTICLE IN THE OVERDAMPED
SITUATION
Consider a Brownian particle in a 1-dimensional time-
dependent potential U0(x, λ(t)), with λ(t) representing
the controlling parameter. The inertial effect can be ne-
glected in the overdamped situation. We introduce an
auxiliary time-dependent potential U1(x, t) to the system
and the whole potential of the system can be written as
U(x, t) = U0(x, λ(t)) + U1(x, t). (6)
The evolution of the distribution function ρ(x, t) for the
Brownian particle is governed by the Fokker-Planck equa-
tion [32]
∂ρ
∂t
=
1
γ
∂
∂x
[
∂(U0 + U1)
∂x
ρ+
1
β
∂ρ
∂x
]
, (7)
where γ is the coefficient of friction. According to our
assumption, the system evolves along the instantaneous
equilibrium state of U0(x, λ(t)), so the distribution func-
tion satisfies
ρ(x, t) = ρieq(x, λ(t)) ≡ eβ[F (λ(t))−U0(x,λ(t))], (8)
with F (λ) ≡ −β−1 ln[∫ +∞
−∞
e−βU0(x,λ)dx]. Substituting
Eq. (8) into the Fokker-Planck equation (7), we obtain
the equation for U1(x, t):
1
γβ
∂2U1
∂x2
− 1
γ
∂U0
∂x
∂U1
∂x
=
(
dF
dλ
− ∂U0
∂λ
)
λ˙. (9)
In this work, the dot above a variable represents the
time derivative of that variable. Comparing two sides of
3Eq. (9), we find U1(x, t) can be written in the following
form
U1(x, t) = λ˙(t)f(x, λ(t)). (10)
Substituting it back into Eq. (9) and then eliminating
λ˙(t) on both sides, we obtain an ordinary differential
equation for f(x, λ(t)),
1
γβ
∂2f
∂x2
− 1
γ
∂U0
∂x
∂f
∂x
=
dF
dλ
− ∂U0
∂λ
. (11)
Note that Eq. (8) is the integrating factor of the above
equation. Considering this fact, we can easily solve
Eq. (11) and obtain ∂f/∂x and then f(x, λ(t)). Sub-
stituting the expression of f(x, λ(t)) into Eq. (10), we
obtain an analytic form for the auxiliary potential:
U1(x, t) = γβλ˙(t)
∫
dx
∫
dxh(x, λ(t))
ρieq(x, λ(t))
, (12)
where h(x, λ) ≡
(
dF (λ)
dλ − ∂U0(x,λ)∂λ
)
ρieq(x, λ). We would
like to mention that the idea (extracting potential from
the evolution of the distribution function) has been
adapted in the study of engineered swift equilibra-
tion (see Eq. (2) of the supplementary information of
Ref. [18]). But our focus is different. We extract the
auxiliary potential from the given U0(x, λ(t)) rather than
the given target distribution which alone is inadequate to
determine the Hamiltonian and the free energy simulta-
neously. It is this difference that enables us to continue
discussing nonequilibrium work relations.
To ensure that U(x, t) identifies U0(x, λ(t)) at the be-
ginning t = 0 and end t = τ of the driving process, we
impose boundary conditions
λ˙(0) = λ˙(τ) = 0. (13)
Combining the auxiliary potential (12) and the boundary
conditions (13), we can achieve shortcuts to isothermality
in the overdamped situation.
As an illustration, we consider two simple, but fre-
quently used examples. First, consider a Brownian par-
ticle moving in a harmonic potential and dragged by a
time-dependent force. The corresponding potential reads
U0(x, λ(t)) =
1
2
kx2 − λ(t)x (14)
where k represents the constant stiffness of the harmonic
potential and λ(t) the external dragging force. Substi-
tuting Eq. (14) into Eq. (12), we obtain the auxiliary
potential
U1(x, t) = −γλ˙(t)
k
x. (15)
Second, consider the motion of a Brownian particle in a
time-dependent harmonic potential:
U0(x, λ(t)) =
1
2
λ(t)x2. (16)
Substituting Eq. (16) into Eq. (12), we obtain the auxil-
iary potential
U1(x, t) =
γλ˙(t)
4λ(t)
x2. (17)
The result equivalent to Eq. (17) has been obtained in
Ref. [18] (see Eq. (6) therein). In addition, their results
imply that one can find analytical solutions of the auxil-
iary potential for a class of potentials, i.e., U0(x, λ(t)) =
λ(t)xn/2 (n = 2, 4, 6 · · · ). The corresponding auxil-
iary potentials are U1(x, t) = γλ˙x
2/(2nλ) (see discus-
sion below Eq. (2) of the supplementary information in
Ref. [18]). Besides, it is easy to find auxiliary potentials
for another class of potentials U0(x, λ(t)) = u(x − λ(t))
which represent moving potentials with the same profile
of the function u = u(x). The corresponding auxiliary
potentials can be explicitly expressed as U1(x, t) = −γλ˙x.
The detailed derivations of the above two broad classes
of auxiliary potentials are shown in Appendix A.
IV. SHORTCUTS TO ISOTHERMALITY FOR A
BROWNIAN PARTICLE IN THE
UNDERDAMPED SITUATION
In the underdamped situation, the inertial effect of the
Brownian particle plays an important role. We assume
that the auxiliary potential U1 is a function of the coor-
dinate x and the momentum p of the particle [33]. Then
the total Hamiltonian in this situation can be expressed
as
H(x, p, t) = H0(x, p, λ(t)) + U1(x, p, t), (18)
where H0(x, p, λ(t)) =
p2
2 + U0(x, λ(t)). For the sake
of simplicity, we have set the mass of the particle be-
ing unit. The famous Kramers equation describes the
time evolution of the distribution function ρ(x, p, t) of
the particle while the external potential is independent
of the momentum p. By altering the Langevin equation
that governs the motion of the particle, we generalize
the Kramers equation to the case where the potential
contains momentum p,
∂ρ
∂t
=− ∂
∂x
(pρ) +
∂
∂p
(
γpρ+ ρ
∂U0
∂x
)
+
γ
β
∂2ρ
∂p2
−∂U1
∂p
∂ρ
∂x
+
∂U1
∂x
∂ρ
∂p
+ γ
∂
∂p
(
ρ
∂U1
∂p
)
. (19)
The detailed derivation of the above equation is attached
in Appendix B. The instantaneous equilibrium distribu-
tion of the original system follows
ρ(x, p, t) = ρieq(x, p, λ(t)) ≡ eβ[F (λ(t))−H0(x,p,λ(t))] (20)
with F (λ) ≡ −β−1 ln[∫ +∞
−∞
dx
∫ +∞
−∞
dpe−βH0(x,p,λ)]. Sub-
stituting Eq. (20) into Eq. (19), we obtain
γ
β
∂2U1
∂p2
− γp∂U1
∂p
+
∂U0
∂x
∂U1
∂p
− p∂U1
∂x
=
(
dF
dλ
− ∂U0
∂λ
)
λ˙.
(21)
4By choosing
U1(x, p, t) = λ˙(t)f(x, p, λ(t)), (22)
we can derive a partial differential equation
γ
β
∂2f
∂p2
− γp∂f
∂p
+
∂U0
∂x
∂f
∂p
− p∂f
∂x
=
dF
dλ
− ∂U0
∂λ
. (23)
It seems unlikely to solve this equation for f(x, p, λ(t))
analytically, except for a few simple systems.
Here, we still consider the two special potentials (14)
and (16). Correspondingly, we obtain auxiliary poten-
tials
U1(x, p, t) =
λ˙(t)
k
(p− γx) (24)
and
U1(x, p, t) =
λ˙(t)
4γλ(t)
[(p− γx)2 + λ(t)x2]. (25)
Analogous to the overdamped situation, we also find
analytical solutions of the auxiliary potential for the
two classes of potentials, U0(x, λ(t)) = λ(t)x
n/2 (n =
2, 4, 6 · · · ) and U0(x, λ(t)) = u(x − λ(t)), in the under-
damped situation. The corresponding auxiliary poten-
tials read U1(x, p, t) = λ˙[(p − γx)2 + λ(t)xn]/2nγλ and
U1(x, p, t) = λ˙(p−γx), respectively. The detailed deriva-
tions of the above two broad classes of auxiliary poten-
tials are shown in Appendix A.
The experimental work by Le Cunuder and his cowork-
ers [19] suggests that the auxiliary potential (24) can
be realized in laboratory. The cross term xp in above
auxiliary potential (25) resembles the auxiliary counter-
diabatic Hamiltonian in shortcuts to adiabaticity [25–
27]. A possible experimental scheme was proposed by del
Campo to realize such a cross term for a broad family of
many-body quantum systems controlled by shortcuts to
adiabaticity [27]. The requirement for detailed instanta-
neous microscopic knowledge is completely removed for
such systems. With proper canonical transformation, he
derived an alternative representation of the counterdia-
batic Hamiltonian in which the cross term is absent. His
scheme may provide a clue to realize auxiliary poten-
tials (25) for the system of Brownian particles.
V. NONEQUILIBRIUM WORK RELATIONS
In this section, we will theoretically derive three
nonequilibrium work relations when adapting shortcuts
to isothermality for Brownian particles moving in general
potentials.
A. Relation between the free energy difference and
the intrinsic work
Now we discuss the relation between the free energy
difference and work.
By taking a derivative of the free energy (5) with re-
spect to λ, one can obtain
dF (λ)
dλ
=
〈
∂H0
∂λ
〉
. (26)
Hereinafter, 〈· · · 〉 represents the average with the instan-
taneous equilibrium distribution function (4) since the
real distribution of the system controlled by shortcuts to
isothermality is exactly equal to (4). Multiplying both
sides of Eq. (26) by λ˙ and integrating over time, we ob-
tain
∆F =
∫ τ
0
dtλ˙
〈
∂H0
∂λ
〉
. (27)
For a Brownian particle moving in a time-dependent po-
tential U0(x, λ(t)), Eq. (27) reduces to
∆F =
∫ τ
0
dtλ˙
〈
∂U0
∂λ
〉
. (28)
Equation (28) indicates that the free energy difference
is merely determined by the mean work related to the
original Hamiltonian of the system (we dub it intrinsic
work). This equation holds for finite-rate nonequilibrium
processes with the adaption of shortcuts to isothermality.
Without the adaption of the auxiliary potential, Eq. (28)
holds only for quasi-static processes.
B. Relation between the dissipated work and the
driving time
In this subsection, we investigate the relation between
the dissipated work and the driving time.
According to stochastic thermodynamics [30, 31], the
mean work done in the shortcut to isothermality driving
process follows
W=
∫ τ
0
dt
〈
∂H
∂t
〉
=
∫ τ
0
dt
(
λ˙
〈
∂H0
∂λ
〉
+ λ˙
〈
∂U1
∂λ
〉
+ λ¨
〈
∂U1
∂λ˙
〉)
.(29)
From Eqs. (27) and (29), the dissipated work in this driv-
ing process may be expressed as
Wd ≡W −∆F =
∫ τ
0
dt
(
λ˙
〈
∂U1
∂λ
〉
+ λ¨
〈
∂U1
∂λ˙
〉)
.
(30)
The non-negativity of the dissipated work is shown in Ap-
pendix C. Substituting Eq. (10) or Eq. (22) into Eq. (30),
we obtain
Wd =
∫ τ
0
dt
(
λ˙2
〈
∂f
∂λ
〉
+ λ¨ 〈f〉
)
. (31)
Since the controlling parameter is fixed at the beginning
and end of the driving process, it will be natural to choose
5the protocol with the reducible form, λ(t) = λ(t/τ).
Through rescaling the time s ≡ t/τ , we can reformulate
Eq. (31) as
Wd =
1
τ
∫ 1
0
ds
[(
dλ
ds
)2〈
∂f
∂λ
〉
+
d2λ
ds2
〈f〉
]
. (32)
The numerator of Eq. (32) in this case is independent
of the driving time τ , which reveals that the dissipated
workWd (with shortcuts to isothermality being adapted)
is inversely proportional to the driving time τ . This co-
incides with the conclusion obtained by Schmiedl and
Seifert [20] who found that, in the overdamped situation,
the dissipated work done during the optimal driving pro-
cess always scales with the inverse driving time. More-
over, we surprisingly find that the dissipated work (with
the adaption of shortcuts to isothermality) is still pro-
portional to the inverse driving time in the overdamped
and underdamped situations under a reducible driving
protocol.
C. Jarzynski-like equality with shortcuts to
isothermality
In this subsection, we will derive a Jarzynski-like equal-
ity when adapting shortcuts to isothermality.
Crooks [34] proposed a theorem
〈O〉+ = 〈O¯e−β(w−∆F )〉−, (33)
which holds true for a system departing from an equi-
librium state driven by an external field in finite rate.
Here, O is a functional of the trajectory, while O¯ is
the corresponding time-reversed counterpart. w is the
work performed on the system along a single trajectory.
〈· · · 〉+ represents the ensemble average over trajectories
stemming from initial equilibrium state in the forward
driving process. 〈· · · 〉− represents the ensemble average
over trajectories stemming from an equilibrium state in
the time-reversal driving process. In particular, if one
takes O = δ[Γ− Γ(τ)], the above theorem (33) will lead
to [35, 36]:
ρ+(Γ, τ)= 〈δ[Γ− Γ(τ)]〉+
= 〈δ[Γ− Γ¯(τ)]e−β(w−∆F )〉−
= ρeq(Γ)〈e−β(w−∆F )〉Γ,−. (34)
The subscript “Γ,−” indicates the ensemble average over
all trajectories starting from a fixed state Γ in the time-
reversal driving process. Equation (34) describes the re-
lationship between the distribution function ρ+(Γ, τ) of
final states in the forward driving process and the corre-
sponding equilibrium distribution ρeq(Γ) when the pro-
tocol is fixed at λτ . By implementing the strategy of
shortcuts to isothermality in the forward driving pro-
cess, we can evolve the system from an equilibrium state
to another one at the same temperature, which means
ρ+(Γ, τ) = ρeq(Γ) in Eq. (34). Thus we obtain
〈e−β(w−∆F )〉Γ,− = 1. (35)
The above equation follows from Eq. (33) which is based
on an assumption that the system Hamiltonian H(Γ, t) is
time-reversal invariant [34]. This assumption is obviously
valid for shortcuts to isothermality in the overdamped
situation. Nonetheless, one should pay attention to the
subtle point in the underdamped situation, where in the
reversed protocol, one should reverse the sign of all the
momenta.
Equation (35) implies that we can estimate ∆F by tak-
ing the exponential average of w, over trajectories that
start from a fixed state Γ and then evolve under the time-
reversal of the forward protocol with the adaptation of
shortcuts to isothermality. If we further multiply an ar-
bitrary distribution ρ(Γ) to both sides of Eq. (35) and
perform the integral over the whole phase space, we may
obtain
∫
ρ(Γ)〈e−β(w−∆F )〉Γ,−dΓ = 1, which can also be
obtained from a result in Ref. [36].
Equation (35) has the similar form as the Jarzynski
equality
〈e−β(w−∆F )〉 = 1, (36)
thus we dub Eq. (35) Jarzynski-like equality. The ensem-
ble average in the Jarzynski equality is made over trajec-
tories starting from an equilibrium distribution while the
ensemble average in the Jarzynski-like equality is made
over trajectories starting from a fixed state Γ and then
evolve under the time-reversal of the forward protocol
with the adaptation of shortcuts to isothermality. Be-
sides, the Jarzynski-like equality requires an additional
constraint for the driving protocol, namely that the driv-
ing protocol should be designed according to the strategy
of shortcuts to isothermality.
VI. NUMERICAL CONFIRMATIONS
To illustrate above relations (28) and (32), we simulate
the overdamped motion of a Brownian particle in the po-
tential (14) and add the corresponding auxiliary potential
(15) to realize shortcuts to isothermality. Since relation
(35) involves time-reversed trajectories, we need to use
the minus auxiliary potential to compute the trajectory
work (see Appendix D for the detailed derivation).
The overdamped motion of a Brownian particle in the
potential
U(x, t) = U0(x, λ(t)) + U1(x, t)
=
1
2
kx2 − λ(t)x − γλ˙(t)
k
x (37)
is governed by the Langevin equation
γx˙ = −kx+ λ+ γλ˙
k
+ ξ(t). (38)
6Introduce the characteristic length lc ≡
√
kBT/k and the
characteristic time τc ≡ γ/k of the system, and then re-
duce the coordinate x˜ ≡ x/lc , the time s ≡ t/τ and the
driving protocol λ˜ ≡ λ/(klc). The above Langevin equa-
tion may be transformed into the following dimensionless
form:
x˜′(s) = −τ˜ x˜(s) + τ˜ λ˜(s) + λ˜′(s) +
√
2τ˜ ζ(s) (39)
with τ˜ ≡ τ/τc = kτ/γ. The prime on a variable repre-
sents the derivative of that variable with respect to the
normalized time s. ζ(s) represents Gaussian white noise
that satisfies 〈ζ(s)〉 = 0 and 〈ζ(s1)ζ(s2)〉 = δ(s1 − s2).
Equation (39) was solved using the Euler algorithm
x˜(s+δs) = x˜(s)−τ˜ x˜(s)δs+τ˜ λ˜(s)δs+λ˜′(s)δs+
√
2τ˜ δsθ(s)
(40)
where δs is the time step. θ(s) is a random number sam-
pled from Gaussian distribution with zero mean and unit
variance.
We choose the protocol evolving in the form
λ˜(s) = 4[1− cos(pis)], 0 ≤ s ≤ 1, (41)
and set kBT = 1 and the time step δs = 10
−5. The the-
oretical value of the free energy difference corresponding
to the above driving protocol is ∆F = −32 (kBT ). We
obtain each value of ∆F by using 106 trajectories, evolv-
ing under the dimensionless Langevin equation (39).
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FIG. 1. (Color online). Comparison of estimates of ∆F from
Eqs. (28) (triangles), (29) (circles), (35) (squares), and the
Jarzynski equality (36) (diamonds). The dashed line is a fitted
curve for Eq. (29) with the consideration of Eq. (32), while
the solid line represents the theoretical value for ∆F = −32.
We perform simulations for different driving times
ranging from τ˜ = 1.0 to τ˜ = 10.0. The initial state
of trajectories is sampled from the equilibrium distribu-
tion when we estimate the free energy difference by using
Eqs. (28), (29), and the Jarzynski equality (36). As for
Eq. (35), the initial state is fixed at Γ = 0.0 and the
time-reversed trajectories are generated by the Langevin
dynamics γx˙ = −kx+λ−γλ˙/k+ξ(t). Figure 1 shows the
results of estimates of ∆F from Eqs. (28), (29), (35), and
(36), respectively. The estimates of ∆F from Eqs. (35)
and (36) converge to the theoretical value much faster
than the mean work (29). The estimated results from
Eq. (28) are remarkably accurate over the entire range of
driving times.
We also compare estimates of ∆F from relation (35)
for trajectories starting from different initial states Γ ≡
x˜(0) = −1.0, -0.5, 0.0, 0.5, 1.0, respectively. The val-
ues of fixed states are selected according to the stan-
dard deviation of the initial equilibrium distribution,
ρ(x˜, 0) ∝ e−x˜2/2. Figure 2 shows that the estimates of
∆F for different initial fixed states are very similar to
each other in relation (35). This confirms that the free
energy difference can be extracted from an ensemble of
trajectories starting from a fixed state with the adapta-
tion of shortcuts to isothermality.
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FIG. 2. (Color online). Comparison of estimates of ∆F from
relation (35) with different initial fixed states.
Note that for short driving times, relations (35) and
(36) lead to relative large errors when we use them to
estimate the free energy difference ∆F . This deviation
is due to the significant magnitude of dissipated work
for the short driving process. Jarzynski found that the
number of trajectories required for convergence of the
traditional Jarzynski equality grows exponentially in the
dissipated work [37]. If we suppress the dissipated work
by replacing protocol (41) with λ˜(s) = 1 − cos(pis), rel-
ative errors for fast driving process will be reduced. As
shown in Figure 3, all values of the free energy difference
estimated from relation (35) for trajectories starting from
different initial states Γ ≡ x˜(0) = −1.0, -0.5, 0.0, 0.5 and
1.0 approach the theoretical result ∆F = −2.
VII. CONCLUSION
In the discussion above, we proposed the concept of
shortcuts to isothermality and constructed the strategy
to explicitly realize the transition between two equilib-
rium states at the same temperature in finite time. Our
work provides a unified theoretical framework for design-
ing engineered swift equilibration [18, 19].
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FIG. 3. (Color online). Comparison of estimates of ∆F from
relation (35) with different initial fixed states. The process is
conducted under a new driving protocol, λ˜(s) = 1− cos(pis).
We have also found three nonequilibrium work rela-
tions when adapting shortcuts to isothermality. Equa-
tion (28) implies that we can estimate the free energy
difference by calculating the average work due to the
time-dependent potential of the original system, which
may offer an efficient method to evaluate the free energy
difference in simulations. Equation (32) implies that the
dissipated work when adapting shortcuts to isothermal-
ity is inversely proportional to the driving time under a
reducible driving protocol, which generalizes the result
put forward by Schmiedl and Seifert [20] in their over-
damped model of stochastic heat engines. Equation (35)
is a Jarzynski-like equality for open classical systems,
which relaxes the requirement for initial distributions.
These relations may be applied in estimates of the free
energy in simulations of protein folding and experiments
of single molecule mechanics.
Finally, there seems no obstacle to implement short-
cuts to isothermality experimentally in the overdamped
situation since the auxiliary potential (12) depends
merely on the protocol λ(t) and coordinate x. In particu-
lar, auxiliary potentials (15) and (17) are easily achieved
in experiments. The big challenge is the realization of
shortcuts to isothermality in the underdamped situation,
which summons future collaborations between theoreti-
cal and experimental researchers. Besides, we could con-
struct finite-time thermodynamic cycles with a combina-
tion of shortcuts to adiabaticity and shortcuts to isother-
mality. In these cycles, the distribution function of the
system is well-determined at any time, which might over-
come the shortage of traditional models of finite-rate heat
engines.
Acknowledgement.–The authors are grateful to finan-
cial support from the National Natural Science Foun-
dation of China (Grant NOs. 11675017, 11322543,
11375012, and 11534002) and the Fundamental Research
Funds for the Central Universities (NOs. 2015KJJCB01,
2017EYT24, 2017STUD23). They also acknowledge
valuable discussions with J. Bechhoefer, E. Trizac, J. G.
Bao, D. J. Searles, H. Qian, P. Ao, M. Esposito, X. Zhou,
and X. R. Ma.
Appendix A: Detailed derivations of auxiliary
potentials
In this section, we will derive auxiliary potentials
for two broad classes of potentials, U0(x, λ(t)) =
λ(t)xn/2 (n = 2, 4, 6 · · · ) and U0(x, λ(t)) = u(x − λ(t)),
in the overdamped and underdamped situations respec-
tively.
1. Overdamped Situation
In the overdamped situation, the instantaneous
equilibrium distribution corresponding to potentials
U0(x, λ(t)) = λ(t)x
n/2 (n = 2, 4, 6 · · · ) reads
ρ(x, t) = ρieq(x, λ(t)) ≡ eβ[F (λ(t))− 12λ(t)x
n], (A1)
with
F (λ) ≡ −β−1 ln
∫ +∞
−∞
e−
1
2
βλxndx = −β−1 ln
(
Cλ−
1
n
)
.(A2)
Here, C =
∫ +∞
−∞
e−
1
2
βxndx is constant. Substituting
Eqs. (A1) and (A2) into Eq. (12), we obtain auxiliary
potentials:
U1(x, t)= γβλ˙
∫ x
0
dy
∫ y
−∞
dz
[(
1
nβλ − 12zn
)
e−
1
2
βλzn
]
e−
1
2
βλyn
= γβλ˙
∫ x
0
dy
1
nβλ
∫ y
−∞
dz
[
d
dz
(
ze−
1
2
βλzn
)]
e−
1
2
βλyn
= γβλ˙
∫ x
0
dy
y
nβλ
=
γλ˙
2nλ
x2. (A3)
Hereinafter, in order to obtain a concise expression of
auxiliary potentials, we choose specific lower bounds for
integrals.
The instantaneous equilibrium distribution corre-
sponding to potentials U0(x, λ(t)) = u(x− λ(t)) reads
ρ(x, t) = ρieq(x, λ(t)) ≡ eβ[F−u(x−λ(t))], (A4)
where F ≡ −β−1 ln
[∫ +∞
−∞
e−βu(x−λ)dx
]
is constant.
Substituting Eqs. (A4) into Eq. (12), we obtain auxil-
iary potentials:
U1(x, t)= γβλ˙
∫ x
0
dy
∫ y
−∞
dz
[−∂u∂λe−βu(z−λ(t))]
e−βu(y−λ(t))
= γβλ˙
∫ x
0
dy
∫ y
−∞
d(z − λ(t))
[
du
d(z−λ(t))e
−βu(z−λ(t))
]
e−βu(y−λ(t))
= γβλ˙
∫ x
0
dy
∫ y
−∞
dq
[
du
dq e
−βu(q)
]
e−βu(y−λ(t))
= −γλ˙x. (A5)
82. Underdamped Situation
In the underdamped situation, the instantaneous
equilibrium distribution corresponding to potentials
U0(x, λ(t)) = λ(t)x
n/2 (n = 2, 4, 6 · · · ) reads
ρ(x, p, t) = ρieq(x, p, λ(t)) ≡ eβ
[
F (λ(t))− p
2
2
−
1
2
λ(t)xn
]
,
(A6)
with
F (λ)≡ −β−1 ln
(∫ +∞
−∞
e−
1
2
βp2dp
∫ +∞
−∞
e−
1
2
βλxndx
)
= −β−1 ln
(
Cλ−
1
n
)
. (A7)
Here, C =
∫ +∞
−∞
e−
1
2
βp2dp
∫ +∞
−∞
e−
1
2
βxndx is constant.
We assume the function f(x, p, λ(t)) to be a polyno-
mial, f(x, p, λ) = a1(λ)p
2+a2(λ)xp+a3(λ)x
2+a4(λ)x
n.
Substituting it and Eq. (A7) into Eq. (23), we obtain
f(x, p, t) =
1
2nγλ
p2 − 1
nλ
xp+
γ
2nλ
x2 +
1
2nγ
xn. (A8)
Combining Eq. (A8) with Eq. (22), we can derive the
corresponding auxiliary potentials in the main text.
The instantaneous equilibrium distribution corre-
sponding to potentials U0(x, λ(t)) = u(x− λ(t)) reads
ρ(x, p, t) = ρieq(x, p, λ(t)) ≡ eβ
[
F− p
2
2
−u(x−λ(t))
]
, (A9)
with
F ≡ −β−1 ln
[∫ +∞
−∞
e−
1
2
βp2dp
∫ +∞
−∞
e−βu(x−λ)dx
]
.(A10)
It is not hard to prove that F keeps constant.
We assume the function f(x, p, λ(t)) to be a linear
polynomial, f(x, p, λ) = a1(λ)p + a2(λ)x. Substituting
it and Eq. (A10) into Eq. (23), we obtain
f(x, p, t) = p− γx. (A11)
Combining Eq. (A11) with Eq. (22), we can derive the
corresponding auxiliary potentials in the main text.
Appendix B: Extension of the Kramers equation
In the underdamped situation, the motion of a Brow-
nian particle in a time-dependent potential U0(x, λ(t)) is
described by the Langevin equation [38, 39]
x˙ = p, p˙ = −∂U0(x, λ)
∂x
− γp+ ξ(t), (B1)
where γ is the coefficient of friction. For the sake of
simplicity, we have set the mass of the particle being
unit. ξ(t) represents Gaussian white noise that satisfies
〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = 2γkBTδ(t − t′). The time
evolution of the distribution function ρ(x, p, t) to observe
the particle at position x with momentum p at time t is
then governed by the Kramers equation [39]
∂ρ
∂t
= − ∂
∂x
(pρ) +
∂
∂p
[
ρ
(
γp+
∂U0
∂x
+
γ
βρ
∂ρ
∂p
)]
. (B2)
However, Eqs. (B1) and (B2) just deal with situations
when the external potential is independent of the momen-
tum p. If we introduce an auxiliary potential U1(x, p, t)
that also depends on the momentum p of the particle to
the system, the above equations describing the evolution
of the system need to be rebuilt. With the total Hamil-
tonian of the system (18), the corresponding canonical
equations follow
x˙ =
∂H
∂p
= p+
∂U1
∂p
p˙ = −∂H
∂x
= −∂U0
∂x
− ∂U1
∂x
.
(B3)
According to the pioneering work of Langevin [38], col-
lisions with molecules around the Brownian particle can
be treated as a viscous force −γx˙ and a random force
ξ(t). Therefore, the generalized Langevin equation that
describing a Brownian particle in the momentum depen-
dent potential U0(x, t) + U1(x, p, t) becomes
x˙ = p+
∂U1
∂p
p˙ = −∂U0
∂x
− ∂U1
∂x
− γp− γ ∂U1
∂p
+ ξ(t).
(B4)
In general, Eq. (B4) can be treated as a two-variable
stochastic differential equation [32]. The Fokker-Planck
equation corresponding to it follows
∂ρ
∂t
= − ∂
∂x
[
ρ
(
p+
∂U1
∂p
)]
(B5)
+
∂
∂p
[
ρ
(
∂U0
∂x
+
∂U1
∂x
+ γp+ γ
∂U1
∂p
+
γ
βρ
∂ρ
∂p
)]
which is just the generalized Kramers equation (19).
Appendix C: Non-negativity of the Dissipated Work
In this section, we will discuss the non-negativity of
the dissipated work respectively in the overdamped and
underdamped situations.
1. Overdamped Situation
In the overdamped situation, Seifert [17, 20] has de-
rived the non-negative expression of the dissipated work
for the Langevin dynamics,
Wd =
∫ τ
0
dt
∫ +∞
−∞
dx
γJ2
ρ
(C1)
9with the probability flux
J ≡ − 1
γ
(
∂U
∂x
ρ+
1
β
∂ρ
∂x
)
. (C2)
Substituting the whole potential U(x, t) = U0(x, λ(t)) +
U1(x, t) and the instantaneous equilibrium distribution
(8) into Eq. (C1), we obtain the special expression for
the dissipated work (with the adaptation of shortcuts to
isothermality):
Wd =
∫ τ
0
dt
∫ +∞
−∞
dx
ρieq
γ
(
∂U1
∂x
)2
≥ 0, (C3)
where equality holds only in quasi-static process. This
implies that, in the overdamped situation, the dissipated
work done in finite-time shortcuts to isothermality should
be positive. By using integration by part and considering
Eq. (9), we derive
Wd=
∫ τ
0
dt
∫ +∞
−∞
dx
(
ρieq
γ
∂U1
∂x
)
∂U1
∂x
= −
∫ τ
0
dt
∫ +∞
−∞
dxβU1
(
1
γβ
∂2U1
∂x2
− 1
γ
∂U0
∂x
∂U1
∂x
)
ρieq
= −
∫ τ
0
dt
∫ +∞
−∞
dxβU1
[(
dF
dλ
− ∂U0
∂λ
)
λ˙
]
ρieq
= −
∫ τ
0
dt
∫ +∞
−∞
dxU1
∂ρieq
∂t
=
∫ τ
0
dt
∫ +∞
−∞
dxρieq
∂U1
∂t
, (C4)
which is equivalent to Eq. (30). We have taken use of
boundary conditions λ˙(0) = λ˙(τ) = 0 at the last step of
derivations.
2. Underdamped Situation
In the underdamped situation, one of the authors [28]
has already given a proof of the non-negativity of the dis-
sipated work for the Langevin dynamics. It was assumed
previously that the potential is momentum independent.
Here we generalize the derivation to the case that the po-
tential depends on the momentum p of the system. Using
the definition of heat along a trajectory [28, 30, 31], we
may derive the mean heat absorbed from the medium:
Q =
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dp(J · ∇H), (C5)
where J represents the probability flux and H is the to-
tal Hamiltonian. The gradient operator is defined as
∇ ≡ xˆ∂/∂x+ pˆ∂/∂p, where xˆ and pˆ represent the unit
vectors in the coordinate and the momentum of the sys-
tem. From the generalized Kramers equation (B5) we
have
J ≡
(
p+
∂U
∂p
)
ρxˆ−
(
∂U
∂x
+ γp+ γ
∂U
∂p
+
γ
βρ
∂ρ
∂p
)
ρpˆ.
(C6)
Substituting Eq. (C6) into Eq. (C5), we obtain
Q =−
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dp
[
γρ
(
p+
∂U
∂p
)
×
(
p+
∂U
∂p
+
1
βρ
∂ρ
∂p
)]
. (C7)
According to the definition of entropy along a trajec-
tory [17, 31]
s = −lnρ, (C8)
the rate of the mean entropy production may be defined
as
S˙ ≡ 〈s˙〉 =
〈
−1
ρ
(
∂ρ
∂t
+
∂ρ
∂x
x˙+
∂ρ
∂p
p˙
)〉
. (C9)
The ensemble average 〈· · · 〉 proceeds in two steps [17, 28].
First, we average over all trajectories which are located
at given x and p at time t, leading to
〈x˙|x, p, t〉 = Jx
ρ
, 〈p˙|x, p, t〉 = Jp
ρ
, (C10)
where Jx and Jp are the x and p components of J in
Eq. (C6), respectively. Second, averaging over all x and
p with the distribution ρ(x, p, t) leads to
S˙=
〈
−1
ρ
(
∂ρ
∂t
+
∂ρ
∂x
x˙+
∂ρ
∂p
p˙
)〉
= −
∫ +∞
−∞
dx
∫ +∞
−∞
dp
(
∂ρ
∂t
+
Jx
ρ
∂ρ
∂x
+
Jp
ρ
∂ρ
∂p
)
=
∫ +∞
−∞
dx
∫ +∞
−∞
dpρ
[
∂
∂x
(
Jx
ρ
)
+
∂
∂p
(
Jp
ρ
)]
= −
∫ +∞
−∞
dx
∫ +∞
−∞
dpγρ
∂
∂p
(
p+
∂U
∂p
+
1
βρ
∂ρ
∂p
)
=
∫ +∞
−∞
dx
∫ +∞
−∞
dpγ
∂ρ
∂p
(
p+
∂U
∂p
+
1
βρ
∂ρ
∂p
)
.(C11)
Thus the entropy difference between the final state and
the initial state follows
∆S =
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dpγ
∂ρ
∂p
(
p+
∂U
∂p
+
1
βρ
∂ρ
∂p
)
.
(C12)
Combining Eqs. (C7) and (C12), we finally achieve the
mean dissipated work
Wd = T∆S −Q
=
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dpγρ
(
p+
∂U
∂p
+
1
βρ
∂ρ
∂p
)2
≥ 0.
(C13)
Substituting the form of the whole potential U(x, p, t) =
U0(x, λ(t)) + U1(x, p, t) and the instantaneous equilib-
rium distribution (20) into Eq. (C13), we derive the un-
derdamped expression of the dissipated work (with the
10
adaptation of shortcuts to isothermality):
Wd =
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dpγρieq
(
∂U1
∂p
)2
≥ 0.
(C14)
This expression of the dissipated work implies similar
property as the overdamped one. Since the auxiliary po-
tential should be momentum dependent to realize the
strategy of shortcuts to isothermality, the dissipated work
in this situation is still determined to be positive. Again
by using integration by part and considering Eq. (21), we
derive
Wd=
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dp
(
γρieq
∂U1
∂p
)
∂U1
∂p
= −
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dpβU1
(
γ
β
∂2U1
∂p2
− γp∂U1
∂p
)
ρieq
= −
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dpβU1
[(
dF
dλ
− ∂U0
∂λ
)
λ˙
+p
∂U1
∂x
− ∂U0
∂x
∂U1
∂p
]
ρieq
= −
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dp
(
U1
∂ρieq
∂t
+ βpU1
∂U1
∂x
ρieq
−βU1 ∂U0
∂x
∂U1
∂p
ρieq
)
= −
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dp
(
U1
∂ρieq
∂t
− 1
2
∂U21
∂x
∂ρieq
∂p
+
1
2
∂U21
∂p
∂ρieq
∂x
)
= −
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dp
(
U1
∂ρieq
∂t
− 1
2
∂U21
∂x
∂ρieq
∂p
−1
2
∂2U21
∂x∂p
ρieq
)
= −
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dp
(
U1
∂ρieq
∂t
− 1
2
∂U21
∂x
∂ρieq
∂p
+
1
2
∂U21
∂x
∂ρieq
∂p
)
= −
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dpU1
∂ρieq
∂t
=
∫ τ
0
dt
∫ +∞
−∞
dx
∫ +∞
−∞
dpρieq
∂U1
∂t
, (C15)
which is equivalent to Eq. (30). We have also considered
boundary conditions λ˙(0) = λ˙(τ) = 0 at the last step of
derivations.
Appendix D: Time-reversal of shortcuts to
isothermality
Here we will check the time-reversibility of shortcuts to
isothermality, i.e., whether the time-reversal of shortcuts
to isothermality can still drive the system from an equi-
librium state to another one at the same temperature.
In the general situation, the system Hamiltonian is given
by Eq. (2), i.e.,
H(Γ, t) = H0(Γ, λ(t)) + U1(Γ, t). (D1)
The time-reversed counterpart of the total potential can
be derived as:
H¯(Γ¯, t¯)= H(Γ¯, t)|t=τ−t¯
= H0(Γ¯, λ(t))|t=τ−t¯ + [λ˙(t)f(Γ¯, λ(t))]|t=τ−t¯
= H0(Γ¯, λ¯(t¯))− U1(Γ¯, t¯), (D2)
where H¯ , Γ¯, λ¯, and t¯ are the time-reversed counterparts
of H , Γ, λ, and t. Here Γ¯ is obtained from Γ by re-
versing all the momenta. Hence, the time-reversal of
the total system Hamiltonian equals the time-reversed
counterpart of the original system Hamiltonian minus its
corresponding auxiliary potential, which implies that the
time-reversal strategy of shortcuts to isothermality can
not achieve transitions between two equilibrium states.
As a result, the subscript “ − ” in Eq. (35) can not be
omitted, which indicates us to estimate the free energy
difference by using trajectories gathered from the time-
reversal driving process.
As a paradigm, we consider overdamped motion of a
Brownian particle in the potential
U(X, T ) = U0(X,Λ(T )) + U1(X, T ), (D3)
where X , T , and Λ(T ) represent the coordinate, time,
and controlling parameter, respectively. U1(X, T ) is the
auxiliary potential of U0(X,Λ(T )). The motion is gov-
erned by the Langevin equation
γ
dX
dT = −
∂ [U0(X,Λ(T )) + U1(X, T )]
∂X
+ Ξ(T ), (D4)
where Ξ(T ) represents Gaussian white noise. According
to Eq. (D2), the Langevin equation governing the time-
reversal driving process follows
γ
dX¯(T¯ )
dT¯ = −
∂
(
U0(X¯(T¯ ), Λ¯(T¯ ))− U1(X¯(T¯ ), T¯ )
)
∂X¯(T¯ ) +Ξ¯(T¯ ),
(D5)
where X¯(T¯ ) = X(τ−T¯ ) and Λ¯(T¯ ) = Λ(τ−T¯ ). The free
energy difference F (Λ(τ))−F (Λ(0)) depends on the two
endpoints of the controlling protocol, Λ(0) and Λ(τ). In
the time-reversal driving process, the free energy differ-
ence is F (Λ¯(τ)) − F (Λ¯(0)).
Next, we introduce new variables, t = T¯ , λ(t) = Λ¯(t),
x(t) = X¯(t), and ξ(t) = Ξ¯(t). Then the free energy
difference in the time-reversal driving process is trans-
formed into ∆F = F (λ(τ)) − F (λ(0)). Simultaneously,
the Langevin equation (D5) is transformed into
γ
dx(t)
dt
= −∂ (U0(x, λ(t)) − U1(x, t))
∂x
+ ξ(t). (D6)
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The above equation implies that we can forget the time-
reversal process and interpret the ensemble average in
Eq. (35) as the average over all trajectories evolving
under the original system Hamiltonian minus its corre-
sponding auxiliary potential.
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