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ABSTRACT
This work investigates the spectrum parameterization problem using deep neural net-
works (DNNs). The proposed scheme consists of the following procedures: first, the
configuration of a DNN is initialized using a series of autoencoder neural networks;
second, the DNN is fine-tuned using a gradient descent scheme; third, stellar parame-
ters (Teff, log g, and [Fe/H]) are estimated using the obtained DNN. This scheme was
evaluated on both real spectra from SDSS/SEGUE and synthetic spectra calculated
from Kurucz’s new opacity distribution function models. Test consistencies between
our estimates and those provided by the spectroscopic parameter pipeline of SDSS
show that the mean absolute errors (MAEs) are 0.0048, 0.1477, and 0.1129 dex for
log Teff, log g, and [Fe/H] (64.85 K for Teff), respectively. For the synthetic spectra,
the MAE test accuracies are 0.0011, 0.0182, and 0.0112 dex for log Teff, log g, and
[Fe/H] (14.90 K for Teff), respectively.
Key words: methods: statistical–techniques: spectroscopic–stars: atmospheres–stars:
fundamental parameters
1 INTRODUCTION
Large-scale sky survey programs, such as the Sloan Digi-
tal Sky Survey (SDSS; York et al. 2000; Ahn et al. 2012),
Large Sky Area Multi-Object Fiber Spectroscopic Tele-
scope/Guoshoujing Telescope (LAMOST; Zhao et al. 2006;
Cui et al. 2012), and Gaia-ESO Survey (Gilmore et al.
2012; Randich et al. 2013), are collecting and will obtain
very large numbers of stellar spectra. This large amount of
data necessitates a fully automated process to characterize
the spectra, which will consequently enable the statistical
exploration of atmospheric parameter-related properties in
the spectra.
The present work studies the spectrum parameteriza-
tion problem. A typical class of schemes are based on (feed-
forward) neural networks ((F)NNs: Willemsen et al. 2005;
Giridhar et al. 2006; Re Fiorentin et al. 2007; Gray et al.
2009; Tan et al. 2013a). In these NNs, the information
moves in only one direction, that is from the input nodes
(neurons), through the hidden nodes, and to the output
nodes (neurons). In atmospheric parameter estimation, the
input nodes represent a stellar spectrum, and the out-
put node(s) represent(s) the atmospheric parameter(s) to
be estimated, e.g., Teff, log g and [Fe/H]. A NN is com-
monly obtained by a back-propagation (BP) algorithm
(Rumelhart et al. 1986).
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For example, Bailer-Jones (2000) investigated the es-
timation precision of stellar parameters Teff, log g, and
[M/H] using a FNN network with two hidden layers on
synthetic spectra with different resolutions and signal-to-
noise ratios. Snider et al. (2001) explored the application of
FNN with one and two hidden layers in the estimation of
atmospheric parameters from medium-resolution spectra of
F- and G-type stars. Manteiga et al. (2010) parameterized
stellar spectra by extracting features based on Fourier anal-
ysis and wavelet decomposition, and constructing a map-
ping from a feature space to the parameter space by a FNN
with one hidden layer. Li et al. (2014) investigated the at-
mospheric parameter estimation problem by detecting spec-
tral features by LASSO first and subsequently estimating
the atmospheric parameters using a FNN with one hidden
layer.
This article investigates the spectrum parameterization
problem using a deep NN (DNN). In application, a tradi-
tional NN usually has one or two hidden layers. By contrast,
DNNs have two typical characteristics: 1) A DNN usually
has more hidden layers, 2) Two procedures are needed in
estimating a DNN: prelearning and fine-tuning. This scheme
has been studied extensively in artificial intelligence and
data mining, and shows excellent performance in many ap-
plications. This work investigated the application of this
scheme in spectrum parameterization.
This paper is organized as follows. Section 2 introduces
the NN, DNN, their learning algorithms, and the proposed
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Figure 1. A diagram of a neural network.
stellar parameter estimation scheme. Section 3 reports some
experimental evaluations on real and synthetic spectra. Fi-
nally, we summarize our work in Section 4.
2 PARAMETERIZING STELLAR SPECTRA
USING A DNN
2.1 A neural network (NN)
This work investigated a scheme to parameterize a stellar
spectrum using a DNN. A NN consists of a series of neurons
on multiple layers. Figure 1 is a diagram of a NN with L
layers. In this diagram, every circle with solid line represents
a neuron, and a circle with a dashed line is a bias unit used
in describing the relationships between neurons.
In a NN, every neuron is a simple computational units
and has an input and output, z and a, respectively. For
example, the z
(l)
k and a
(l)
k denote the input and output of
the k-th neuron on the l-th layer, respectively, where l =
1, 2, · · · , L; k = 1, · · · , nl; and nl is the number of neurons
on the l-th layer. The relationship between an input and
output is usually described by an activation function g()˙:
a = g(z). (1)
Two common choices for the activation function are a sig-
moid function
g(z) =
1
1 + e−z
(2)
and hyperbolic tangent function
g(z) =
ez − e−z
ez + e−z
. (3)
The present work used the sigmoid function in equation (2).
A neuron receives signals from every neuron on the pre-
vious layer as the following:
z
(l+1)
k =
nl∑
i=1
w
(l)
ki a
(l)
i + b
(l)
k , (4)
where l = 1, · · · , L − 1, and w
(l)
ki describe the relationship
between the kth and the ith neurons on the (l + 1)th and
lth layers (this relationship is represented with a line be-
tween the two neurons in Fig. 1), respectively; b
(l)
k is the
bias associated with the kth neuron on the (l + 1)th layer
(represented with a line between the kth neuron and bias
unit on the (l + 1)th and lth layers, respectively), and nl is
the number of neurons on the lth layer.
Generally, the first and last layers are called as input
and output layers, respectively; the other layers are referred
to as hidden layers. On the input layer, the output of a
neuron is the same with its input
a
(1)
k = z
(1)
k , k = 1, · · · , n1. (5)
The output of the last layer can be denoted as a(L):
a
(L) = (a
(L)
1 , · · · , a
(L)
nL
). (6)
Suppose x = (x1, · · · , xn1)
T is a representation of a
signal (e.g., a stellar spectrum). If the x is an input into a
NN in Figure 1:
z
(1) = x, (7)
an output a(L) can be computed by this network (equations
4 and 1), where z(1) = (z
(1)
1 , · · · , z
(1)
n1 )
T . Therefore, a NN
implements a non-linear mapping hW ,b(·) from an input x =
(x1, · · · , xn1)
T to an output a(L):
a
(L) = hW ,b(x), (8)
where
b = {b(l)} (9)
is the set of biases,
W = {W (l), l = 1, · · · , L} (10)
the set of the weights of a NN in equation (4), bl = {b
(l)
j , 1 6
j 6 nl} and W
(l) = {W
(l)
ji }.
To define a NN, besides L, W and b, one more set of
parameters exists:
(n1, n2, · · · , nL) (11)
2.2 A BP algorithm for obtaining a NN
Suppose that
S = {(x,y)} (12)
is a training set for a NN, where x = (x1, · · · , xn1)
T can be a
representation of a spectrum, and y is the expected output
corresponding to x. Section 3.1 discusses more about the
training set.
In a NN, some parameters W and b can be given.
These parameters can be obtained by minimizing an ob-
jective function, namely, J , in equation (13):
J(W , b) = 1
N
∑
x∈S
( 1
2
‖hW ,b(x)− y‖
2)
+λ
2
∑L−1
l=1
∑nl
i=1
∑nl+1
j=1 (w
(l)
ji )
2, (13)
where N is the number of samples in a training set S, and
λ > 0 is a preset parameter. In literature, λ is commonly
referred to as a weight decay parameter.
In equation (13), the first term represents an empirical
error evaluation between the actual and expected outputs of
an autoencoder; this term also ensures a good reconstruction
performance of the network. The second term, a regulariza-
tion term of w
(l)
ji , is used to overcome possible overfitting to
the training set by reducing the scheme’s complexity.
To obtain our NN from a training set, we initialize
each parameter w
(l)
ij and b
(l)
i to a small random value near
zero; subsequently, two parameters W and b are itera-
tively optimized using a gradient descent method based
c© 2015 RAS, MNRAS 000, 1–5
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on the objective function J in equation (13). This learn-
ing scheme is referred to as BP algorithm (Rumelhart et al.
1986; Andrew et al. 2010).
2.3 Self-Taught Learning to DNNs
In a BP algorithm, the parameters W and b are initialized
with a small random value. However, the obtained results of
BP algorithm is unsatisfactory when the number of layers
of a NN is higher than 4. In this case, b = {b(l)} and W =
{W (l), l = 1, · · · , L} can be initialized using autoencoder
networks.
An autoencoder is a specific kind of NN with three char-
acteristics:
(i) Only one hidden layer exists. The number of neurons in this
layer is referred to as nae2 .
(ii) The number of neurons in the output layer is equal to that
in the input layer. The number of neurons in input layer is
represented by nae1 .
(iii) The expected output of the NN is NN’s input.
Therefore, the parameters of an autoencoder are bae, W ae,
and nae, where bae = {b(1,ae), b(2,ae)} is a set of biases,
W ae = {W (1,ae),W (2,ae)} a set of weights between neurons
on different layers, and nae = (nae1 , n
ae
2 ) numbers of neurons
on input layer and hidden layer.1
Therefore, to obtain a DNN (Figure 1), the proposed
learning scheme consists of the following processes:
(i) Initialization using autoencoders. To initialize the
parameters W (1) and b(1) in equations (2.1) and (2.1),
an autoencoder with (nae1 , n
ae
2 ) = (n1, n2) is established;
W ae = {W (1,ae),W (2,ae)} and bae = {b(1,ae), b(2,ae)} are
obtained from a training set S(1) = {(x, x), x ∈ S} using
the BP algorithm (section 2.2) and let W (1) = W (1,ae) and
b(1) = b(1,ae), where n1 and n2 are defined in equation (11).
To initialize W (l) and b(l), the training set S is input into
the DNN in Fig. 1 to produce the outputs S(l) from the
lth layer of the DNN in Fig. 1; Subsequently, an autoen-
coder with (nae1 , n
ae
2 ) = (nl, nl+1) is established, W
ae =
{W (1,ae),W (2,ae)} and bae = {b(1,ae), b(2,ae)} are obtained
from the training set S(l) using the BP algorithm (section
2.2), the computedW (1,ae) and b(1,ae) are the initializations
of W (1) and b(1), respectively, where l = 2, · · · , L.
(ii) Fine-tuning. From the initialized W and b from the au-
toencoders, these two parameters are optimized using a gra-
dient descent method based on the objective function J in
equation (13) (this optimization procedure is the same with
that in the BP algorithm: section 2.2, Andrew et al. 2010).
2.4 Spectrum parameterization and performance
evaluation
This work parameterizes stellar spectra using a NN with
six layers; its configurations of the DNN are L = 6 and
(n1, · · · , n6) = (3821, 1000, 500, 100, 30, 1), where nl is the
number of neurons on the lth layer of the NN.
In the training set S in equation (12), let y represent the
effective temperature corresponding to a spectrum x. From
1 The superscript ’ae’ is an abbreviation of ’autoencoder’.
this training set S, a DNN estimator, namely, hW,h, can be
obtained for estimating Teff. Suppose that S
′ = {(x,y)} is
a set of stellar spectra and their effective temperatures. In
the present work, whether S′ can be S or not is defined to
introduce performance evaluation schemes.
On S′, the performance of the estimator hW,h is evalu-
ated using three methods: mean error (ME), mean absolute
error (MAE), and standard deviation (SD). They are defined
as follows:
ME =
1
M
∑
(x,y)∈S′
e(x,y), (14)
MAE =
1
M
∑
(x,y)∈S′
|e(x,y)|, (15)
SD =
√
1
M
∑
(x,y)∈S′
(e(x,y)−ME)2, (16)
where M is the number of stellar spectra in S′, and em is
the error/difference between the reference value of the stellar
parameter and its estimate
e(x,y) = y − hW,h(x). (17)
These evaluation schemes are widely used in related re-
search (Re Fiorentin et al. 2007; Jofre et al. 2010; Tan et al.
2013b), and more about them are discussed in Li et al.
(2015).
Similarly, the estimators for log g and [Fe/H] are ob-
tained and evaluated.
3 EXPERIMENTS
The scheme proposed above is evaluated on both real spectra
from SDSS/SEGUE and synthetic spectra calculated from
Kurucz’s new opacity distribution function (NEWODF)
models.
3.1 Performance on SDSS spectra
This work uses 50,000 real spectra from the SDSS/SEGUE
database (Abazajian et al. 2009; Yanny et al. 2009). The se-
lected spectra span the ranges [4088,9740] K in effective tem-
perature Teff, [1.015, 4.998] dex in surface gravity log g, and
[-3.497, 0.268] dex in metallicity [Fe/H], as given by the
SDSS/SEGUE Spectroscopic Parameter Pipeline (SSPP;
Beers et al. 2006; Lee et al. 2008a,b; Allende Prieto et al.
2008; Smolinski et al. 2011; Lee et al. 2011). All stellar spec-
tra are initially shifted to their rest frames (zero radial ve-
locity) using the radial velocity provided by SSPP. They are
also rebinned to a maximal common log(wavelength) range
[3.581862, 3.963961] with a sampling step of 0.0001.2 We
consider the real spectra atmospheric parameters previously
estimated by SSPP as reference values Lee et al. (2008a,b);
Smolinski et al. (2011).
The real spectra are divided into two subsets: a training
set and a test set. The training set is the carrier of knowledge
2 The common wavelength range is approximately [3818.23,
9203.67]A˚.
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and used to estimate the model parameters W and b in
equation (2.1) based on the algorithm in section 2.3. The
test set acts as a referee to evaluate the performance of the
established model objectively. The sizes of the training and
test sets are 5,000 and 45,000, respectively.
On the test set of 30,000 SDSS spectra, the MAE con-
sistencies of the proposed scheme are 0.0048, 0.1477, and
0.1129 dex for log Teff (64.85 K for Teff), log g, and [Fe/H],
respectively, where the MAE evaluation method is defined
in Equation (15). Therefore, the detected features provide
excellent linear support for estimating atmospheric parame-
ters Teff, log g, and [Fe/H].
Related works in literature use various performance eva-
luation methods. To obtain a better comparison with those
schemes, we also make a performance evaluation of the pro-
posed scheme based on ME (equation 14) and SD (equation
16) measures; the results are presented in Table 1 (a). Some
related results in the literature are summarized in Table 1
(b).
3.2 Performance on Synthetic spectra
To further evaluate the proposed scheme further, a set
of 18,969 synthetic spectra is calculated from the SPEC-
TRUM (v2.76) package (Gray & Corbally 1994) with Ku-
rucz’s NEWODF models (Castelli & Kurucz 2003).
Our grids of synthetic stellar spectra span the param-
eter ranges [4000,9750] K in Teff (45 values, step sizes of
100K between 4000 and 7500 and 250 K between 7750 and
9750K), [1, 5] dex in log g (17 values, step size of 0.25 dex),
and [-3.6, 0.3] dex in [Fe/H] (27 values, step size of 0.2 dex
between -3.6 and -1 dex 0.1 dex between -1 and 0.3 dex).
The synthetic stellar spectra are also divided into two sub-
sets: a training set and a test set consisting of 5,000 and
13969 spectra, respectively.
Using the model obtained from 5000 synthetic spectra
and MAE measure, the performance of the proposed scheme
on synthetic spectra are 0.0011, 0.0182, and 0.0112 dex for
log Teff (14.90 K for Teff), log g, and [Fe/H], respectively.
More evaluation results are presented in Table 1 (c). Some
results in the related literature are presented in Table 1 (d).
4 CONCLUSION
In this work, we studied the estimation of effective tempera-
ture (Teff), surface gravity (log g), and metallicity ([Fe/H])
from stellar spectra. This is commonly called the spectrum-
parameterization problem or stellar spectrum classification
in related literature. The proposed scheme is evaluated us-
ing both real spectra from SDSS and synthetic spectra com-
puted from Kurucz’s model. Favorable results are achieved
in both cases.
The spectrum-parameterization problem aims to deter-
mine a mapping from a stellar spectrum to its parameters.
This work investigated this problem using a DNN. The pro-
posed scheme uses two procedures to determine the map-
ping: prelearning and fine-tuning. The prelearning procedure
initializes the structure of the deep network by analyzing the
intrinsic properties of a set of empirical data (stellar spectra
in this work). Fine-tuning procedure readjusts the network
based on specific needs to estimate the atmospheric parame-
ters. Experiments both on real and synthetic spectra show
the favorable robustness and accurateness of the proposed
scheme.
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