Airborne laser scanning is a promising technique for efficient and accurate, remote-based forest inventory, due to its capacity for direct measurement of the three-dimensional structure of vegetation. The main objective of this study was to test the usability and accuracy of an individual tree detection approach, using reFLex software, in the evaluation of forest variables. The accuracy assessment was conducted in a selected type of multilayered deciduous forest in southern Italy. Airborne laser scanning data were taken with a YellowScan Mapper scanner at an average height of 150 m. Point density reached 30 echoes per m 2 , but most points belonged to the first echo. The ground reference data contained the measured positions and dimensions of 445 trees. Individual tree-detection rates were 66% for dominant, 48% for codominant, 18% for intermediate, and 5% for suppressed trees. Relative root mean square error for tree height, diameter, and volume reached 8.2%, 21.8%, and 45.7%, respectively. All remote-based tree variables were strongly correlated with the ground data (R 2 = 0.71-0.79). At the stand-level, the results show that differences ranged between 4% and 17% for stand height and 22% and 40% for stand diameter. The total growing stock differed by −43% from the ground reference data, and the ratios were 64% for dominant, 58% for codominant, 36% for intermediate, and 16% for suppressed trees.
Introduction
Forests are one of Europe's most important renewable resources, and provide multiple benefits to society and the economy. Providing information on the state and trends of forest resources is one of the most important challenges at a global level. Although a great deal of effort has been made for monitoring, assessing, and reporting on forest ecosystems [1,2], several challenges remain because forest cover is increasing, and, in addition, due to the national and international commitments to biodiversity conservation and renewable energy, which require even more information on forests and on Sustainable Forest Management (SFM). The current trend of afforestation and natural succession of abandoned lands [3, 4] have increased the EU's forest area by around 0.4% per year in recent decades [5] . As a result, on the one hand, there is an increase of forest cover, while, on the other hand, there is a strong interest in assessing the productivity of forests and the trade-off between the production of wood and non-wood forest products, and other ecosystem services, derived from forest resources [6] . For this reason, many efforts have been made in assessing the progress towards SFM, testing, implementing [7, 8] , and developing (see [9] ) new SFM indicators to enable the support of 
Materials and Methods

Data Sources
Ground Reference Data
Ground data were obtained by a terrestrial survey using Field-Map technology [29] in the reference square plot, with the total area of one hectare (Figure 1 ). Field-Map is an integrated tool designed for computer aided field data collection, consisting of the laser rangefinder with a distance accuracy of 3-5 cm, the electronic compass with azimuth accuracy of ±0.3 • , and the field computer. Separately, Vertex system [30] was used for measuring the tree heights. The vertical accuracy is expected to be ±1.0 m. The GPS Trimble GeoXT with Hurricane Antenna was used for recording the coordinates of the origin of the plot in order to allow the shifting from local to global coordinates, fostering the overlay with ALS data and other cartographic layers. The horizontal accuracy after real-time correction is expected to be ±1.5 m. Ground data were obtained by a terrestrial survey using Field-Map technology [29] in the reference square plot, with the total area of one hectare (Figure 1 ). Field-Map is an integrated tool designed for computer aided field data collection, consisting of the laser rangefinder with a distance accuracy of 3-5 cm, the electronic compass with azimuth accuracy of ±0.3°, and the field computer. Separately, Vertex system [30] was used for measuring the tree heights. The vertical accuracy is expected to be ±1.0 m. The GPS Trimble GeoXT with Hurricane Antenna was used for recording the coordinates of the origin of the plot in order to allow the shifting from local to global coordinates, fostering the overlay with ALS data and other cartographic layers. The horizontal accuracy after realtime correction is expected to be ±1.5 m. A total of 614 trees with Diameter at Breast Height (DBH) higher than 2.5 cm were measured for stem position, species, height, diameter, crown length, crown projection, and vitality. However, for this study, only trees with a diameter greater than 7 cm were used. Therefore, the final sample size included 445 trees.
Forest composition was dominated by European beech (Fagus sylvatica L.), Italian Maple (Acer obtusatum Mill.), and Turkey oak (Quercus cerris L.), at 43%, 26%, and 20% of the tree number, respectively. The other deciduous trees were European hornbeam (Carpinus betulus L.) at 4%, Manna ash (Fraxinus ornus L.) at 3%, and other deciduous trees, which accounted for less than 1% of the tree number. Crown canopy closure was close to 100%. The ground reference data included 12% codominant, 22% dominant, 15% intermediate, and 51% suppressed trees. Almost 96% of trees were found to have great vitality.
ALS Data
ALS data were acquired for the study area for scientific purposes related to the FRESh LIFE project-demonstrating remote sensing integration in sustainable forest management under largely leaf-off canopy conditions-in November 2015. A light conventional helicopter was used. The LiDAR instrument was a YellowScan Mapper [31] , which reaches absolute accuracy of ±15 cm, and records a maximum of three echoes per laser pulse (multiple pulses in air is not available). The sensor was set with a maximum scan angle of ±50° (FOV: field of view), and a pulse frequency of 20 kHz, resulting in an average density of 30 pulses/m 2 for single strip-run. A total of 614 trees with Diameter at Breast Height (DBH) higher than 2.5 cm were measured for stem position, species, height, diameter, crown length, crown projection, and vitality. However, for this study, only trees with a diameter greater than 7 cm were used. Therefore, the final sample size included 445 trees.
ALS data were acquired for the study area for scientific purposes related to the FRESh LIFE project-demonstrating remote sensing integration in sustainable forest management under largely leaf-off canopy conditions-in November 2015. A light conventional helicopter was used. The LiDAR instrument was a YellowScan Mapper [31] , which reaches absolute accuracy of ±15 cm, and records a maximum of three echoes per laser pulse (multiple pulses in air is not available). The sensor was set The treetops, tree crowns, and tree heights were obtained, based on the reFLex algorithm, which includes several tree allometry rules on permissible tree heights and crown dimensions in order to increase the likelihood that real trees are detected [27, 32, 33] . A simplified workflow of treetops detection, tree crown delineation and tree height evaluation is shown in Figure 2a .
The initial procedures are applied to divide the points into a three-dimensional regular tiles, calculate the absolute height above ground for each point, and reduce the number of points in the input file by applying a minimum tree height threshold. These operations produce a point cloud that is further used in an iterative search for treetops and tree crowns.
A moving-window analysis is applied to iteratively search for the local maxima [34, 35] . Because there are reasons to assume that a part of the local maxima identified in the previous operation may not be indicative of real treetops, an additional geo-dendrometric test is applied.
The geo-dendrometric test is done iteratively, and each iteration includes three subtests for treetops authenticity which is based on tree allometry rules. First, the height differences between local maxima located in the testing area are evaluated. The simplified base of this test is that if the surface line between the two detected treetops is convex [36] , and such treetops represent true trees (Figure 2b) . Second, the horizontal and vertical distances between all local maxima are evaluated. The horizontal distances depend on tree crown diameter and are tested to eliminate false treetops situated in the crowns of other trees. The vertical distances depend on tree crown length and are tested to eliminate false treetops situated in the crowns of other trees, and to capture trees situated under the canopy (Figure 2c ). Finally, all tested local maxima are classified as true treetops or false treetops. The treetops, tree crowns, and tree heights were obtained, based on the reFLex algorithm, which includes several tree allometry rules on permissible tree heights and crown dimensions in order to increase the likelihood that real trees are detected [27, 32, 33] . A simplified workflow of treetops detection, tree crown delineation and tree height evaluation is shown in Figure 2a .
The geo-dendrometric test is done iteratively, and each iteration includes three subtests for treetops authenticity which is based on tree allometry rules. First, the height differences between local maxima located in the testing area are evaluated. The simplified base of this test is that if the surface line between the two detected treetops is convex [36] , and such treetops represent true trees ( Figure  2b) . Second, the horizontal and vertical distances between all local maxima are evaluated. The horizontal distances depend on tree crown diameter and are tested to eliminate false treetops situated in the crowns of other trees. The vertical distances depend on tree crown length and are tested to eliminate false treetops situated in the crowns of other trees, and to capture trees situated under the canopy (Figure 2c ). Finally, all tested local maxima are classified as true treetops or false treetops. Workflow of treetops' detection, tree crown delineation and tree height evaluation (a); The iterations of geo-dendrometric test are performed to remove the false treetops using tree allometry rules: If all cardinal points on the surface line between detected treetops (black points) are higher than the limit for height difference, the lower treetop is false (b); If any detected treetops (black squares) is within horizontal distance limit and higher than vertical distance limit, the lower treetop is false (c).
The final procedures are applied to delineate the tree crowns. First, each true treetop is assigned a central crown part. Then, the peripheral crown parts are repeatedly assigned to the central crown part. Finally, all crown parts assigned to the true treetop are merged to create a single crown object, and the borderline of this object is smoothed using Bezier interpolation to create a realistic crown shape.
After the treetop detection and crown delineation phases are completed, tree height is recorded and ratio of the forest floor covered by the delineated vertical crown projection and the whole stand The iterations of geo-dendrometric test are performed to remove the false treetops using tree allometry rules: If all cardinal points on the surface line between detected treetops (black points) are higher than the limit for height difference, the lower treetop is false (b); If any detected treetops (black squares) is within horizontal distance limit and higher than vertical distance limit, the lower treetop is false (c).
The final procedures are applied to delineate the tree crowns. First, each true treetop is assigned a central crown part. Then, the peripheral crown parts are repeatedly assigned to the central crown part. Finally, all crown parts assigned to the true treetop are merged to create a single crown object, and the borderline of this object is smoothed using Bezier interpolation to create a realistic crown shape. After the treetop detection and crown delineation phases are completed, tree height is recorded and ratio of the forest floor covered by the delineated vertical crown projection and the whole stand area (crown coverage) is calculated. Finally, the outputs of all procedures are exported to point and polygon vector files in ESRI shp format.
The parameters used for algorithm calibration in this study were estimated based on field reference data for a tile size of three meters. A minimum tree height parameter was set, with respect to the conventional forest definitions by IUFRO and FAO, to 5 m. The ratio of mean crown radius to tree height was 17%, the ratio of mean tree height differences to tree height was 12%, the ratio of maximum crown width to tree height was 63%, and the ratio of maximum crown length to tree height was 52%.
Tree Diameter Derivation
The diameters of the detected trees were derived based on nonlinear regression models. Using ground reference data, the function with highest correlation between tree height and diameter was selected. The statistical significance of the regression model was assessed using the F-test at a significance level of α = 0.05. The model predictors were tree species and height.
For each detected single tree using the reFLex algorithm, the tree species was taken from a paired measured tree; tree height was evaluated directly from a point cloud as well. Then, DBH derivation was applied. Finally, in the case that systematic errors exist, the outputs of derivation were corrected by using a bias value. Stand diameter evaluation was obtained as the average of the tree data.
Tree Volume Calculation
The volume of trees was calculated based on models introduced by Federici et al. [37] . The model predictors were tree species, height, and diameter.
The tree species were taken from paired measured trees. Tree height was evaluated directly from a point cloud using the reFLex algorithm. The tree diameter was derived using regression models. Finally, in case that systemic errors exist, the outputs of the calculation were corrected using a bias value. The stand volume calculation was obtained by summing the tree data.
Accuracy Assessment
Tree Level
An accuracy assessment was carried out by comparing of the pairs of identical trees, measured in the field (GR), and trees detected using ALS data (RS). The matching process was carried out by visual analysis of a human interpreter based on normalized digital surface models. With respect to the accuracy of field measurement (e.g., tree location, tree height), the matching results were classified into four classes: (i) correctly assigned (true positive); (ii) correctly not assigned (true negative); (iii) wrongly assigned (false positive); and (iv) wrongly not assigned (false negative). Only detected trees within a distance of 5 m and height difference of ±2 m to the reference trees were candidates for correctly assigned trees.
The mean difference (e) was calculated as an average of individual differences, and used as an indicator of systematic errors (i.e., under-or overestimation). First, the shape of the distribution of differences was evaluated using the Shapiro-Wilk W test to allow for a proper selection of the statistical test (Student's or Wilcoxon paired test). Simultaneously, the relative mean difference (e%) was calculated. The relative random error component (se%) was used to assess the dispersion of individual differences around their mean values. The relative root mean square error (RMSE%) was used to aggregate both the systematic and the random error components.
Detection rate (DR) was used to assess the ratio of tree numbers measured on the ground to the remotely-detected and matched single trees, with respect to omission and commission errors. The omission error contains the reference trees that could not be linked to any treetop detected using the algorithm based on ALS data. The commission error contains detected treetops that could not be linked to any tree measured in the field (Equation (1)).
where DR-Detection Rate (%), TP-True Positive (matched single trees), GR-Ground Reference data.
Stand Level
The sample size for accuracy assessment on the stand level included all measured (GR) and detected (RS) trees.
An accuracy assessment of stand height and diameter were carried out by comparing the mean as well as top heights and diameters of measured trees with the mean heights and diameters of detected trees. The following factors were compared: (i) Quadratic mean height/diameter of all measured trees (GRhs, GRds) versus Arithmetic mean height/diameter of all detected trees (RShs, RSds); and (ii) Quadratic mean height/diameter of 10%, as well as 20%, of measured trees with the largest diameters (GRh10, GRh20, GRd10, GRd20) versus Arithmetic mean heights/diameters of all detected trees (RShs, RSds).
Stand volume was compared to the total volume calculated, based on measured (GRv) and detected (RSv) trees, for accuracy assessment.
Results
Accuracy of Tree Number Detection
The proportion of trees found in the sample plot was about 24%, 36%, and 48%, for all trees, trees higher than 16 m, and trees higher than 21 m, respectively. Selected height intervals (trees higher than 16 m and 21 m) related to the height variability of points in the point cloud (two and one standard deviation). Simultaneously, we found quite a low commission rate (false positive detection) of approximately 4%-9% (Table 1) . Note: TruePos-correct identification; FalsePos-commission error; FalseNeg-omission error; DR-detection rate.
As expected, the detection rate has a significant relationship with the social position of trees and dropped when trees were occluded by taller or bigger trees. The detection rates for dominant, codominant, intermediate, and suppressed trees are 66%, 48%, 18%, and 5%, respectively (Table 2) . 
Accuracy of Tree Height Evaluation
The distribution of trees measured on the ground and remotely-sensed trees within the 2-m height intervals are presented in Figure 3 . The results of the accuracy assessment for the evaluation of tree and stand height, based on airborne LiDAR data, are shown in Table 3 . Note: e%-relative mean error; se%-relative standard deviation of mean error; RMSE%-relative root mean square error; * null hypothesis is rejected at α = 0.05, Sample size n = 106; hs-mean height of all trees; h10-mean height of 10% trees with the largest diameter; h20-mean height of 20% trees with the largest diameter.
Based on the sample size, which contains pairs of measured and detected trees, the remote-based approach overestimated tree height by 3% ± 9%, and the RMSE% was ±8%. At the same time, we found that the tree height evaluated, based on ALS data, provided an output with differences that were statistically significant relative to the ground data (α = 0.05). On other hand, we found a significant relationship (R 2 = 0.79) between the height of measured and detected trees (Figure 4 ). While the stand height, calculated based on remotely detected trees, reached a value of 30.3 m, the stand heights calculated based on measured trees were 25.9 m, 32.1 m, and 31.6 m, for mean The results of the accuracy assessment for the evaluation of tree and stand height, based on airborne LiDAR data, are shown in Table 3 . Note: e%-relative mean error; se%-relative standard deviation of mean error; RMSE%-relative root mean square error; * null hypothesis is rejected at α = 0.05, Sample size n = 106; hs-mean height of all trees; h10-mean height of 10% trees with the largest diameter; h20-mean height of 20% trees with the largest diameter.
Based on the sample size, which contains pairs of measured and detected trees, the remote-based approach overestimated tree height by 3% ± 9%, and the RMSE% was ±8%. At the same time, we found that the tree height evaluated, based on ALS data, provided an output with differences that were statistically significant relative to the ground data (α = 0.05). On other hand, we found a significant relationship (R 2 = 0.79) between the height of measured and detected trees (Figure 4 ). The results of the accuracy assessment for the evaluation of tree and stand height, based on airborne LiDAR data, are shown in Table 3 . Note: e%-relative mean error; se%-relative standard deviation of mean error; RMSE%-relative root mean square error; * null hypothesis is rejected at α = 0.05, Sample size n = 106; hs-mean height of all trees; h10-mean height of 10% trees with the largest diameter; h20-mean height of 20% trees with the largest diameter.
Based on the sample size, which contains pairs of measured and detected trees, the remote-based approach overestimated tree height by 3% ± 9%, and the RMSE% was ±8%. At the same time, we found that the tree height evaluated, based on ALS data, provided an output with differences that were statistically significant relative to the ground data (α = 0.05). On other hand, we found a significant relationship (R 2 = 0.79) between the height of measured and detected trees (Figure 4) . While the stand height, calculated based on remotely detected trees, reached a value of 30.3 m, the stand heights calculated based on measured trees were 25.9 m, 32.1 m, and 31.6 m, for mean height, mean height of 10% trees with the largest diameters, and mean height of 20% trees with the largest diameters, respectively.
Accuracy of Tree Diameter Derivation
General information of all significant regression models for predicting tree diameter from tree height is presented per tree species in Table 4 . We found that the derived tree diameter using the regression model was systematically underestimated in the case of dominant trees and systematically overestimated in the cases of trees from other social positions (α = 0.05). Therefore, all results of derivation were corrected with respect to a bias value for dominant, codominant, intermediate, and suppressed tress. The distribution of trees measured on the ground and remotely-sensed trees within the 4-cm diameter interval are presented in Figure 5 . 
General information of all significant regression models for predicting tree diameter from tree height is presented per tree species in Table 4 . We found that the derived tree diameter using the regression model was systematically underestimated in the case of dominant trees and systematically overestimated in the cases of trees from other social positions (α = 0.05). Therefore, all results of derivation were corrected with respect to a bias value for dominant, codominant, intermediate, and suppressed tress. Note: n-sample size; R-correlation coefficient; R 2 -coefficient of determination; Sd-accuracy of model; Sd%-relative accuracy of model; c (%)-relative bias used for correction of outputs.
The distribution of trees measured on the ground and remotely-sensed trees within the 4-cm diameter interval are presented in Figure 5 . The results of the accuracy assessment for tree and stand diameter derivation, based on airborne LiDAR data, are shown in Table 5 . The results of the accuracy assessment for tree and stand diameter derivation, based on airborne LiDAR data, are shown in Table 5 . Note: e%-relative mean error; se%-relative standard deviation of mean error; RMSE%-relative root mean square error; sample size n = 106; ds-mean diameter of all trees; d10-mean diameter of 10% trees with the largest diameters; d20-mean diameter of 20% trees with the largest diameters. Based on the sample size, which contains pairs of measured and detected trees, the remote-based approach was corrected using a bias value that underestimated tree diameter by 1% ± 25% and the RMSE% was ±22%. At the same time, we found that tree diameter, detected based on ALS data, provided an output with a difference that was not statistically significant relative to the ground data (α = 0.05). In addition, we found a significant relationship (R 2 = 0.71) between the diameter of measured and detected trees ( Figure 6 ). Note: e%-relative mean error; se%-relative standard deviation of mean error; RMSE%-relative root mean square error; sample size n = 106; ds-mean diameter of all trees; d10-mean diameter of 10% trees with the largest diameters; d20-mean diameter of 20% trees with the largest diameters.
Based on the sample size, which contains pairs of measured and detected trees, the remote-based approach was corrected using a bias value that underestimated tree diameter by 1% ± 25% and the RMSE% was ±22%. At the same time, we found that tree diameter, detected based on ALS data, provided an output with a difference that was not statistically significant relative to the ground data (α = 0.05). In addition, we found a significant relationship (R 2 = 0.71) between the diameter of measured and detected trees ( Figure 6 ). While stand diameter calculated based on remotely-sensed trees reached a value of 46.1 cm, the stand diameters calculated based on measured trees were 32.9 cm, 63.7 cm, and 58.7 cm, for the mean diameter of all trees, mean diameter of 10% of trees with the largest diameters, and mean diameter of 20% of trees with the largest diameters, respectively.
Accuracy of Tree Volume Calculation
As was the case for the tree diameter derivation, the results of volume calculation were underor overestimated. However, the bias value was not significant and, therefore, the results of calculation were not corrected.
Distribution of trees measured on the ground and remotely-sensed trees within the 1-m 3 volume interval are presented in Figure 7 . While stand diameter calculated based on remotely-sensed trees reached a value of 46.1 cm, the stand diameters calculated based on measured trees were 32.9 cm, 63.7 cm, and 58.7 cm, for the mean diameter of all trees, mean diameter of 10% of trees with the largest diameters, and mean diameter of 20% of trees with the largest diameters, respectively.
As was the case for the tree diameter derivation, the results of volume calculation were under-or overestimated. However, the bias value was not significant and, therefore, the results of calculation were not corrected.
Distribution of trees measured on the ground and remotely-sensed trees within the 1-m 3 volume interval are presented in Figure 7 . Note: e%-relative mean error; se%-relative standard deviation of mean error; RMSE%-relative root mean square error; sample size n = 106; ds-mean diameter of all trees; d10-mean diameter of 10% trees with the largest diameters; d20-mean diameter of 20% trees with the largest diameters.
Distribution of trees measured on the ground and remotely-sensed trees within the 1-m 3 volume interval are presented in Figure 7 . The results of the accuracy assessment for tree and stand volume calculation, based on airborne LiDAR data, are shown in Table 6 . Note: e%-relative mean error; se%-relative standard deviation of mean error; RMSE%-relative root mean square error; * null hypothesis is rejected at α = 0.05, sample size n = 106; v-total volume.
Based on sample size, which contains pairs of measured and detected trees, the remote-based approach overestimated tree volume by 1% ± 61% and the RMSE% was ±46%. At the same time, we found that tree volume, calculated based on ALS data, provided an output with a difference that was not statistically significant relative to ground data (α = 0.05). In addition, we found a significant relationship (R 2 = 0.77) between volume of measured and detected trees (Figure 8 ). The results of the accuracy assessment for tree and stand volume calculation, based on airborne LiDAR data, are shown in Table 6 . Note: e%-relative mean error; se%-relative standard deviation of mean error; RMSE%-relative root mean square error; * null hypothesis is rejected at α = 0.05, sample size n = 106; v-total volume.
Based on sample size, which contains pairs of measured and detected trees, the remote-based approach overestimated tree volume by 1% ± 61% and the RMSE% was ±46%. At the same time, we found that tree volume, calculated based on ALS data, provided an output with a difference that was not statistically significant relative to ground data (α = 0.05). In addition, we found a significant relationship (R 2 = 0.77) between volume of measured and detected trees (Figure 8 ). While the stand volume calculated based on remotely-sensed trees reached a value of 289.7 m 3 , the stand volume calculated based on measured trees was 507.0 m 3 . The total growing stock differed by −43% from the ground reference data, and detection rate was 64% for dominant, 58% for codominant, 36% for intermediate, and 16% for suppressed trees.
Discussion
In this study, we explored the opportunities using lightweight aerial scanner for the estimation of main forestry variables with a single-tree detection algorithm over a selected type of multilayered deciduous forest. In the following sections, we discuss the findings, compare our results with other studies, and outline methods to improve performance. Archived results, however, could be different under other conditions, where there may be other forest types or data sources. It should be also noted that measurement errors, related to the accuracy of measurement equipment, play an important role in presented results.
Single-Tree Detection
Our findings indicated that the single-tree detection algorithm, with optimal settings for local conditions, can capture approximately 66% dominant, 48% codominant, 18% intermediate, and 5% While the stand volume calculated based on remotely-sensed trees reached a value of 289.7 m 3 , the stand volume calculated based on measured trees was 507.0 m 3 . The total growing stock differed by −43% from the ground reference data, and detection rate was 64% for dominant, 58% for codominant, 36% for intermediate, and 16% for suppressed trees.
Discussion
Single-Tree Detection
Our findings indicated that the single-tree detection algorithm, with optimal settings for local conditions, can capture approximately 66% dominant, 48% codominant, 18% intermediate, and 5% suppressed trees. False positive detection (commission rate) was relatively low, and ranged between 4% and 9%.
There are several factors that could have affected the accuracy of tree number detection in our assessment, which should be considered when interpreting our findings. First, clearly, the individual tree detection algorithm is best suited to finding dominant trees; however, the ground reference data include only 12% dominant and 22% codominant trees. Second, most of the points in the point cloud are related to height ranges of 16-36 m (95% of points) and 21-31 m (68% of points), respectively (Figure 9a ). For example, only 5% from all points is situated in the 2-20 m space, but it accounts for 59% of trees. This means that, based on objective reasons, identification of these trees is very difficult. Therefore, we then investigated the effect of number of points on number of detected trees in the height range of 2-20 m. We found a significant relationship (α = 0.05) with a strong correlation (R 2 = 0.80) (Figure 9b ). Thus, having more points from intermediate echoes causes a significant increase in the detection rate of trees below the main canopy layer. suppressed trees. False positive detection (commission rate) was relatively low, and ranged between 4% and 9%. There are several factors that could have affected the accuracy of tree number detection in our assessment, which should be considered when interpreting our findings. First, clearly, the individual tree detection algorithm is best suited to finding dominant trees; however, the ground reference data include only 12% dominant and 22% codominant trees. Second, most of the points in the point cloud are related to height ranges of 16-36 m (95% of points) and 21-31 m (68% of points), respectively (Figure 9a ). For example, only 5% from all points is situated in the 2-20 m space, but it accounts for 59% of trees. This means that, based on objective reasons, identification of these trees is very difficult. Therefore, we then investigated the effect of number of points on number of detected trees in the height range of 2-20 m. We found a significant relationship (α = 0.05) with a strong correlation (R 2 = 0.80) (Figure 9b ). Thus, having more points from intermediate echoes causes a significant increase in the detection rate of trees below the main canopy layer. In similar conditions, such a detection rate has also been reported by other authors, and relates to the crown morphology of deciduous species with indistinct treetops. Furthermore, a dense crown canopy also causes most of the points from a LiDAR point cloud to be concentrated within the main canopy layer. Therefore, detection of understory trees is difficult. International research has suggested that detection rates fluctuated around 50%, and RMSE% varied from 45% to 89% (e.g., [38] [39] [40] [41] ). On the other hand, the commission error of our own method did exceed the accuracy reported by other research. For example, within the single tree detection benchmark inside the NEWFOR project [42] , the commission rate varied from 7% to 141%. Thus, the geo-dendrometric criteria included in the presented algorithm has been successful in suppressing most false treetops, such as protruding branches, multiple terminals, and other morphological patterns that can be present in tree crowns.
With respect to the density of the 30 hits per square meter used in this study, we do not assume that an increase in scanning density could improve the accuracy of detection of dominant and codominant trees. However, the combination of ALS data, from the leaf-on and leaf-off seasons, may be appropriate for increases the chance that more points could penetrate the canopy, and that the detection rate of trees growing under the canopy could increase with a higher scanning density.
Tree Height Evaluation
Related to the individual tree height, ALS data generally provide remote-based measurements that are highly correlated with field-based measurements. Although the precision of field measurements of tree height in deciduous forests with a dense canopy layer is limited, which influences total accuracy, we confirmed the relationship by a strong correlation with an R 2 value of In similar conditions, such a detection rate has also been reported by other authors, and relates to the crown morphology of deciduous species with indistinct treetops. Furthermore, a dense crown canopy also causes most of the points from a LiDAR point cloud to be concentrated within the main canopy layer. Therefore, detection of understory trees is difficult. International research has suggested that detection rates fluctuated around 50%, and RMSE% varied from 45% to 89% (e.g., [38] [39] [40] [41] ). On the other hand, the commission error of our own method did exceed the accuracy reported by other research. For example, within the single tree detection benchmark inside the NEWFOR project [42] , the commission rate varied from 7% to 141%. Thus, the geo-dendrometric criteria included in the presented algorithm has been successful in suppressing most false treetops, such as protruding branches, multiple terminals, and other morphological patterns that can be present in tree crowns.
Related to the individual tree height, ALS data generally provide remote-based measurements that are highly correlated with field-based measurements. Although the precision of field measurements of tree height in deciduous forests with a dense canopy layer is limited, which influences total accuracy, we confirmed the relationship by a strong correlation with an R 2 value of 0.8. We also found that the tree height evaluated by the algorithm was systematically overestimated relative to the testing data, and total accuracy in terms of RMSE reached 2.4 m (8%). In the case of stand height, the differences between measured and evaluated values were in the range of −1.8 m (−6%)-4.5 m (17%), for top and mean height, respectively. The mean height, evaluated based on ALS data, was most similar to the mean height of 20% of measured trees with the largest diameter.
A similar approach for tree height evaluation to that in our study was used by Brandtberg et al. [43] and Gaveau and Hill [44] , where evaluated LiDAR tree heights acquired in leaf-off conditions over a deciduous forest reached an overall standard error of 1.1 m, or canopy surface height was underestimated by 0.91 m in shrub canopies, and 1.27 in tree canopies. Chávez and Tullis [45] evaluated tree height using ALS data and a spectral predictor over full-canopy oak-hickory forests with an average error of 1.67-2.99 m, RMSE of 2.2 m, and the correlation coefficient ranged between 0.42 and 0.51.
Tree Diameter Derivation
Although our model for tree diameter derivation is relatively simple (one-parameter nonlinear function), and not as accurate as those used by other studies that specialize on this topic (e.g., [46, 47] ) regression between pairs of identical detected and measured trees is encouraging (R 2 = 0.71). After bias correction, the overall accuracy reached 10.2 cm (22%). In the case of stand diameter, the differences between measured and derived values were in the range of −17.6 cm (−28%) to 13.2 cm (40%) for top and mean diameter, respectively. The mean diameter, evaluated based on ALS data, was most similar to mean diameter of 20% of measured trees with the largest diameters.
Several authors [48, 49] have provided extensive research on predicting stem diameter using ALS data in a temperate forest. The proposed regression models included multilinear regression, least square boosting decision trees, random forest, and ε-support vector regression. As LiDAR metrics were used, variables, such as tree height, crown area, crown height, and crown volume, were extracted based on the ITD approach. These studies achieved accuracies of 15%-23%, in terms of RMSE%.
Tree Volume Calculation
Our findings indicated that the presented approach captured approximately 57% of the stand volume in the study area. The calculated volume was distributed as 64%, 58%, 36%, and 16%, for dominant, codominant, intermediate, and suppressed trees, respectively. No significant differences were found between stem volumes of pairs of measured and detected trees. Therefore, volume calculation was executed without statistical correction, and we found a RMSE% of 1.2 m 3 (46%) and a correlation with an R 2 value of 0.8.
While the presented ITD approach for volume calculation is based on tree height and diameter, several studies also used a combination of tree and stand variables. For example, Naesset [50] , in a mature forest area, used a percentile of pulse laser heights and canopy density, with an R 2 that ranged from 0.83 to 0.86. The approach by Tesfamichael et al. [51] combined a LiDAR-derived height variables, stems per hectare, as well as stand age, and the level of association between estimated and observed volume in eucalyptus plantations was relatively high (R 2 = 0.82-0.94) with negative biases and a RMSE ranging in the order of 20%-43%. Many authors have also reported methods for volume estimation, based on the ABA approach. In these cases, the biophysical forest variables are regressed against ALS metrics, and such a statistical relationship can be approximated by, for example, linear models [52] , non-parametric approaches, including nearest neighbors imputation [53] , linear mixed effects models with random stand-level intercepts [54] , or Bayesian methods [55] .
Accuracy of assessment of tree and stand volume using the ITD approach ultimately depends on the accuracy of the underlying characteristics, and is affected by the accumulation of errors from single tree detection, tree height evaluation, tree species classification, and diameter derivation [56] [57] [58] . In our study, we confirmed multiple significant and strong relationships (R 2 = 0.96) between relative mean errors of remote-based volume, tree height, and tree diameter (Figure 10) . In general, a method for increasing the accuracy of stem volume calculation lies in improving the methods of detection, feature extraction, and estimation for each underlying characteristic.
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Conclusions
The main objective of this study was to assess the usability and accuracy of our own single-tree detection algorithm within a remote-based forest inventory, using LiDAR data from lightweight aerial scanner for a selected type of multilayered deciduous forest.
Results show that this approach can be used for detecting single trees and measuring (or derivation of) various biophysical tree variables, such as height, diameter, and volume. With respect to other studies, our findings also indicated that airborne LiDAR data are suitable, mainly for the evaluation of tree height. The algorithm has less success for tree detection, tree diameter derivation, and volume calculation. In this context, the detection rate of understory trees typically depends on point density across a point cloud, and the accuracy of stem diameter derivation depends on the model used. Finally, it is important to note that the results of accuracy assessment depend on the accuracy of reference data as well.
Therefore, future research should be concerned with building more precise models for stem diameter derivation and developing algorithms for tree-species classification. Future research should also be carried out to apply the presented approach within a praxis of forest inventories under different ecosystems and data quality.
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