Abstract: Neural machine translation (NMT) has shown very promising results when there are large amounts of parallel corpora. However, for low resource domains, vanilla NMT cannot give satisfactory performance due to overfitting on the small size of parallel corpora. Two categories of domain adaptation approaches have been proposed for low resource NMT, i.e., adaptation using out-of-domain parallel corpora and in-domain monolingual corpora. In this paper, we conduct a comprehensive empirical comparison of the methods in both categories. For domain adaptation using out-of-domain parallel corpora, we further propose a novel domain adaptation method named mixed fine tuning, which combines two existing methods namely fine tuning and multi domain NMT. For domain adaptation using in-domain monolingual corpora, we compare two existing methods namely language model fusion and synthetic data generation. In addition, we propose a method that combines these two categories. We empirically compare all the methods and discuss their benefits and shortcomings. To the best of our knowledge, this is the first work on a comprehensive empirical comparison of domain adaptation methods for NMT.
Introduction
One of the most attractive features of neural machine translation (NMT) [3] , [7] , [33] is that it is possible to train an end to end system without the need to deal with word alignments, translation rules and complicated decoding algorithms, which are a characteristic of statistical machine translation (SMT) systems [20] . However, it is reported that NMT works better than SMT only when there is an abundance of parallel corpora. In the case of low resource domains, vanilla NMT is either worse than or comparable to SMT, due to overfitting on the small size of parallel corpora [35] .
Domain adaptation has been shown to be effective for low resource NMT, and two categories of approaches have been proposed. The first category is adaptation using out-of-domain parallel corpora, for which we have conducted an empirical comparison of the methods in our previous work [9] . The conventional method in this category is fine tuning, in which an out-of-domain model is further trained on in-domain data [14] , [22] , [30] , [32] . However, fine tuning tends to overfit quickly due to the small size of the in-domain data. Multi domain NMT [18] is another method in this category, which involves training a single NMT model for multiple domains. This method adds tags "<2domain>" to the source sentences in the parallel corpora to indicate domains without any modifications to the NMT system architecture. kuro@i.kyoto-u.ac.jp by these two lines of studies, we previously proposed a new domain adaptation method called mixed fine tuning, where we first train an NMT model on an out-of-domain parallel corpus, and then fine tune it on a parallel corpus that is a mix of in-domain and out-of-domain corpora [9] . Fine tuning on the mixed corpus instead of the in-domain corpus can address the overfitting problem. All corpora are augmented with artificial tags to indicate specific domains.
The second category is adaptation using in-domain monolingual corpora, and two methods have been proposed namely language model (LM) fusion [16] and synthetic data generation [30] . The LM fusion method trains an in-domain recurrent neural network (RNN) LM on target in-domain monolingual data, and uses the trained LM for the NMT decoder via fusion [16] . The synthetic data generation method generates synthetic parallel data by back translating target in-domain monolingual data, and uses the generated synthetic data for training NMT models [30] . In this study, we further compare these two methods upon our previous work [9] , making the comparison comprehensive. In addition, we propose a method that combines these two categories of approaches, which uses the mixed fine tuned NMT model for back translation to generate synthetic data and further uses the generated data for mixed fine tuning. The reason that we combine with mixed fine tuning is that it shows the best performance among the three domain adaptation methods using out-of-domain parallel corpora in our previous work [9] .
We compare all the methods in two different corpora settings on two different language pairs:
• Manually created resource-poor corpus (Chinese-to-English translation): Using the out-of-domain NTCIR parallel data (patent domain; resource-rich) [15] and the in-domain monolingual data from the QED corpus [1] to improve the translation quality for the IWSLT data (TED talks; resourcepoor) [4] .
• Automatically extracted resource-poor corpus (Chinese-toJapanese translation): Using the out-of-domain ASPEC parallel data (scientific domain; resource-rich) [25] and the indomain monolingual data from Wikipedia to improve the translation quality for the Wiki data (resource-poor). The Wiki data was automatically extracted from Wikipedia [8] . We observed that mixed fine tuning works significantly better than methods that use fine tuning and domain tags separately. Combining the two categories can further improve performance but causes greater sensitivity to the quality of synthetic data. Our contributions are twofold:
• We propose novel methods that combine the best of existing approaches and show that they are effective.
• To the best of our knowledge this is the first work on a comprehensive empirical comparison of various domain adaptation methods.
Related Work
Fine tuning has also been explored for domain adaptation for other NLP tasks using neural networks (NN). Mou et al. [23] used fine tuning for both equivalent/similar tasks but with different data sets and different tasks but that share the same NN architecture. They found that the effectiveness of fine tuning depends on the relatedness of the tasks. Tag based NMT has also been shown to be effective for other sub tasks of NMT. Sennrich et al. [29] tried to control the politeness of translations by appending a politeness tag to the source side language that uses honorific. Johnson et al. [17] mixed different language pairs by appending a target language tag to the source text of each language for training a multilingual NMT system. Monolingual corpora are widely used for SMT. In SMT, they are used for training a LM, and the LM is used as a feature for the decoder in a loglinear model [20] , [27] . In-domain monolingual data has been used for NMT in other ways. Currey et al. [12] copied the target monolingual data to the source side and used the copied data for training NMT. Domhan and Hieber [13] proposed using target monolingual data for the decoder with LM and NMT multitask learning. Zhang and Zong [34] used source side monolingual data to strengthen the NMT encoder. Cheng et al. [6] used both source and target monolingual data for NMT trough reconstructing the monolingual data with an autoencoder. We leave the comparison with these recently proposed methods as a topic for future work.
Domain adaptation research for SMT can be divided into 3 categories: self-training, data selection, and data weighting [5] . Selftraining shares the same concept of synthetic data generation but uses the generated synthetic data for SMT. Data selection focuses on either parallel or monolingual in-domain data selection from general-domain data, and various selection methods such as LM, topic model and NN based ones have been developed [2] , [5] . Data weighting method clusters general-domain data into several sub-corpora, and combines the models trained on these subcorpora to the in-domain one by giving different weights to these models [28] .
Neural Machine Translation
NMT is an end-to-end approach for translating from one language to another, that relies on deep learning, to train a translation model [3] , [7] , [33] . We use an encoder-decoder model with attention [3] for our experiments. This model is also known as RNNsearch. Figure 1 describes the rnnsearch model [3] , which takes in an input sentence and its translation and updates its parameters by minimizing the loss on the predicted translation. The model consists of 3 main parts, namely, the encoder, decoder and attention model. An abundance of parallel corpora are required to train an NMT system to avoid overfitting, due to the large amounts of parameters in the encoder, decoder, and attention model.
The encoder consists of an embedding mechanism to convert words into their continuous space representations. These embeddings by themselves do not contain information about relationships between words and their positions in the sentence. Using a RNN layer, long short-term memory (LSTM) * 1 in Fig. 1 , this can be accomplished. A RNN maintains a memory (also called a state or history) which allows it to generate a continuous space representation for a word given all past words that have been seen. There are 2 LSTM layers which encode forward and backward information. By using both forward and backward recurrent information one obtains a continuous space representation for a word given all words before as well as after it. The decoder is conceptually a RNNLM with its own embedding mechanism, a LSTM layer to remember previously generated words and a deep softmax layer to predict a target word. The encoder and decoder are coupled by using an attention mechanism which computes a weighted average of the recurrent representations generated by the encoder thereby acting as a soft alignment mechanism. This weighted averaged vector, also known as the context or attention vector, is fed to the decoder LSTM along with the embedding of the previously predicted word to produce a representation that is Fig. 1 The structure of an NMT system with attention, as described in Ref. [3] . The notation "<1000>" means a vector of size 1,000. The vector sizes shown here are the ones suggested in the original paper. * 1 Gated recurrent unit (GRU) [7] layers were used in Ref. [3] .
c 2018 Information Processing Society of Japan passed to the deep softmax layer * 2 to predict the next word.
Methods for Comparison
All the methods that we compare are simple and do not need any modifications to the NMT system.
Adaptation with Out-of-domain Parallel Corpora 4.1.1 Fine Tuning
Fine tuning is the conventional way for domain adaptation, and thus serves as a baseline in this study. In this method, we first train an NMT system on a resource-rich out-of-domain corpus till convergence, and then fine tune its parameters on a resource-poor in-domain corpus (Fig. 2) * 3 .
Multi Domain
The multi domain method is originally motivated by Sennrich et al. [29] , which uses tags to control the politeness of NMT translations. The overview of this method is shown in the dotted section in Fig. 3 . In this method, we simply concatenate the corpora of multiple domains with two small modifications:
• Appending the domain tag "<2domain>" to the source sentences of the respective corpora * 4 . This primes the NMT decoder to generate sentences for the specific domain.
• Oversampling the smaller corpus so that the training procedure pays equal attention to each domain. We can further fine tune the multi domain model on the indomain data, which is named as "multi domain + fine tuning." * 2 The deep softmax layer contains a maxout layer which is a feedforward layer with max pooling. It takes in the attention vector, the embedding of the previous word and the recurrent representation generated by the decoder LSTM and computes a final representation, which is fed to a simple softmax layer. * 3 Note that both in-domain training data and in-domain development data are used for fine tuning. Training data is used for resuming training based on the pre-trained out-of-domain model, and development data is used for early stopping and selecting the best development loss and BLEU fine tuned models for testing. * 4 We verified the effectiveness of the domain tags by comparing against a setting that does not use them, see the "w/o tags" settings in Tables 3  and 4 .
Mixed Fine Tuning
The proposed mixed fine tuning method is a combination of the above methods (shown in Fig. 3 ). The training procedure is as follows:
( 1 ) Train an NMT model on out-of-domain data till convergence * 5 . ( 2 ) Resume training the NMT model from step 1 on a mix of in-domain and out-of-domain data (by oversampling the indomain data) till convergence. By default, we utilize domain tags, but we also consider settings where we do not use them (i.e., "w/o tags"). We can further fine tune the model from step 2 on the in-domain data, which is named as "mixed fine tuning + fine tuning."
Note that in the fine tuning method, the vocabulary obtained from the out-of-domain training data is used for the in-domain data; while for the multi domain and mixed fine tuning methods, we use a vocabulary obtained from the mixed in-domain and out-of-domain training data for all the training stages. Regarding development data, for fine tuning, an out-of-domain development set is first used for training the out-of-domain NMT model, then an in-domain development set is used for fine tuning; For multidomain, a mix of in-domain and out-of-domain development sets are used; For mixed fine tuning, an out-of-domain development set is first used for training the out-of-domain NMT model, then a mix of in-domain and out-of-domain development sets are used for mixed fine tuning.
Adaptation with In-domain Monolingual Corpora 4.2.1 Language Model Fusion
One technique of adaptation with in-domain monolingual data is to train an in-domain RNNLM for the NMT decoder and combine it (also known as fusion) with any NMT model [16] . Fusion can either be shallow (i.e., ensembling the NMT and RNNLM models) or deep (i.e., integrating the RNNLM into the NMT architecture). In this study, we compare with shallow fusion, but leave the comparison of deep fusion as a topic for future work. Shallow fusion is an approach where LMs trained on large monolingual corpora following which they are combined with a pre- * 5 It is easier to train a good model with out-of-domain data, compared to train a multi domain model. Once we obtained good model parameters, we can use them for fine tuning on the mixed domain data to obtain better performance for the in-domain model. In addition, mixed fine tuning is faster than multi domain because training an out-of-domain model convergences faster than training a multi domain model, which also convergences very fast in fine tuning on the mixed domain data.
c 2018 Information Processing Society of Japan viously trained NMT model [16] . The combination is essentially the same as ensembling. In order to simplify our experiments we simply converted a monolingual corpus into a bilingual corpus where the source side sentences are dummy tokens * 6 . A NMT model trained using this corpus is essentially the same as a RNNLM * 7 . We then simply ensemble this LM (RNNLM as a NMT model) with an in-domain NMT model to perform shallow fusion. Figure 4 shows the flowchart of this method. Ensembling by giving the LM the same weight as the NMT model can lead to bad translations and thus we modify the ensembling procedure to consider weights for each of the models being ensembled. The weights for the LM are between 0.1 and 0.0001 * 8 and the best value is the one that gives the best BLEU score on the development set. Note that the ensembling weights should sum to 1 and thus if the LM weight is 0.1 then the weight assigned to the NMT model will be 0.9. Furthermore, if there are multiple NMT models then the weights should be equally divided between them * 9 .
Note that our LM shallow fusion differs from the one of proposed in Ref. [16] . In the shallow fusion of Ref. [16] , the next word hypotheses generated by an NMT model is rescored by the weighted sum of the NMT and RNNLM probabilities. Sennrich et al. [30] also use dummy source sentences for NMT, but in their method target monolingual data with dummy source sentences is mixed and shuffled with parallel training data. In our LM shallow fusion method, the model trained on parallel data and the model trained on target monolingual data with dummy source sentences are ensembled.
Synthetic Data Generation
As NMT itself has the capability of learning LMs, target monolingual data also can be used directly for the NMT system after back translating them to generate a synthetic parallel corpus [30] . Figure 5 shows the flowchart of this method. It has been shown that synthetic data generation is very effective for domain adaptation [30] . However, in Ref. [30] , they only used a single MT system for back translation. The back translation quality can be crucial in this method, and thus we compare different MT systems for back translation in this study. In particular, we compared the performance difference of using the vanilla and mixed fine tuned * 6 The dummy tokens used in our experiments were "<2domain>" tags. * 7 In a RNNLM the next word is predicted using the next state which is generated using the current word embedding and the current RNN state. In an NMT model, the next word is predicted using the next state which is computed using current word embedding, the current state and the attention. The attention is generated by looking at the source words. However, if the source words are dummy tokens like "<2domain>" then the attention vector is always the same because there is only one encoder state. This forces the decoder to practically ignore the attention information. Thus it only looks at the current word embedding and the current RNN state. This reduces the NMT to a RNNLM. * 8 We determined this range empirically. NMT systems for back translation, which are named as "synthetic data by vanilla NMT" and "synthetic data by mixed fine tuning." Once synthetic data has been generated, we use it for training NMT systems.
Combination
Treating synthetic data as in-domain parallel data, we can use it for training an out-of-domain parallel corpora adapted system. Here, we propose a method that combines synthetic data generation with mixed fine tuning with the following steps: ( 1 ) Generate synthetic data using the mixed fine tuned NMT model. ( 2 ) Resume training the NMT model trained on out-of-domain data on a mix of in-domain, out-of-domain, and synthetic data till convergence. The in-domain data is oversampled, and the synthetic data is appended the same "<2in-domain>" tag. This method is named as "mixed fine tuning with synthetic data."
Experimental Settings
We conducted NMT domain adaptation experiments in two different corpora settings. We also compared with SMT.
High Quality In-domain Corpus Setting
Chinese-to-English translation was the focus of the high quality in-domain corpus setting. We utilized the resource-rich patent out-of-domain parallel data and in-domain monolingual data to augment the resource-poor spoken language in-domain parallel data. The patent domain MT was conducted on the Chinese-English subtask (NTCIR-CE) of the patent MT task at the NTCIR-10 workshop * 10 [15] . The NTCIR-CE corpus contains technical domains such as chemistry, biology, and information. The NTCIR-CE task uses 1M, 2k, and 2k sentences for training, development, and testing, respectively. For in-domain monolingual data, we used the English monolingual corpus of about 1.5M sentences from the QED corpus * 11 [1] . The QED corpus is an educational domain corpus, which is a collection of small bilingual and monolingual corpora for 20 languages. We chose the QED corpus because just like the IWSLT corpus it contains transcriptions of spoken language. Furthermore, the QED corpus belongs to the technical and educational domains, which is similar to many TED talks contained in the IWSLT corpus. The spoken domain MT was conducted on the Chinese-English subtask (IWSLT-CE) of the TED talk MT task at the IWSLT 2015 workshop [4] . The IWSLT-CE corpus contains various domains such as politics, biology, education, health care, and chemistry. The IWSLT-CE task contains 209,491 sentences for training. We 
Low Quality In-domain Corpus Setting
Chinese-to-Japanese translation was the focus of the low quality in-domain corpus setting. We utilized the resource-rich scientific out-of-domain parallel data and the monolingual in-domain data from Wikipedia to augment the resource-poor Wikipedia (essentially open) in-domain parallel data. The scientific domain MT was conducted on the Chinese-Japanese paper excerpt corpus (ASPEC-CJ) * 14 [25] , which is one subtask of the workshop on Asian translation (WAT) * 15 [24] . The ASPEC-CJ corpus contains scientific domains of medicine, information, biology, environmentology, chemistry, materials, agriculture and energy. The ASPEC-CJ task uses 672,315, 2,090, and 2,107 sentences for training, development, and testing, respectively. For the monolingual in-domain data, we downloaded the Japanese Wikipedia database dump (2012/09/16) * 16 . Wikipedia is a free online encyclopedia, and thus it is open domain. We used a Python script * 17 to extract and clean the text from the dump, obtaining 10M Japanese sentences. From which we randomly selected 3M sentences * 18 , and used them for domain adaptation. The Wikipedia domain MT task was conducted on a Chinese-Japanese corpus automatically extracted from Wikipedia (WIKI-CJ) [8] using the ASPEC-CJ corpus as a seed, which is also open domain. The * 12 We filtered the English sentences contained in the development and testing sets from the English QED data used for adaptation. * 
MT Systems
For NMT, we used the KyotoNMT system * 20 [11] . The NMT settings were the same as Ref. [11] except that we used a vocabulary size of 32k for all the experiments, and did not ensemble independently trained parameters. The sizes of the source and target vocabularies, the source and target side embeddings, the hidden states, the attention mechanism hidden states, and the deep softmax output with a 2-maxout layer were set to 32,000, 620, 1,000, 1,000, and 500, respectively. We used 2-layer LSTMs for both the source and target sides. ADAM was used as the learning algorithm, with a dropout rate of 20% for the inter-layer dropout, and L2 regularization with a weight decay coefficient of 1e-6. The mini batch size was 64, and sentences longer than 80 tokens were discarded. We early stopped the training process when we observed that the BLEU score of the development set converges. For testing, we ensembled the three parameters of the best development loss, the best development BLEU, and the final parameters in a single training run. Beam size was set to 100. The maximum length of the translation was set to 2, and 1.5 times of the source sentences for Chinese-to-English, and Chinese-toJapanese, respectively.
We trained NMT models to simulate RNNLMs for Japanese and English using the procedure mentioned in Section 4.2.1. We refer to these NMT models as LMs. To determine the best weights for the LMs we decoded the development sets with the following weights for the LM: 0.0001, 0.001, 0.01, 0.02, 0.03, 0.04, 0.05, 0.056, 0.07, 0.08, 0.09, 0.1. We then selected the weight which gives the best BLEU score on the development sets and use it when decoding the test sets.
For generating synthetic data, we trained English-to-Chinese and Japanese-to-Chinese NMT systems with the same settings, but we used a beam size of 12 for decoding in order to translate a huge number of sentences with both sufficient speed and accuracy. The maximum length of the translation was set to 2, and 1.5 times of the source sentences for English-to-Chinese, and Japanese-to-Chinese, respectively.
For performance comparison, we also conducted experiments on phrase based SMT (PBSMT). We used the Moses PBSMT * 18 Typically, the number of sentences of monolingual corpora used for language modeling is an order of magnitude larger than the number of sentences of parallel corpora used. We could have chosen to work with the full 10M sentences of monolingual corpus, but for the chosen model size, 3M sentences is sufficient to saturate it. Previous works also show that beyond a certain corpus size the gains reduce significantly. Moreover, it takes a substantially longer time to train a model on larger corpora. * 19 We filtered the Japanese sentences contained in the development and testing sets from the selected Japanese Wikipedia data used for adaptation. * 20 https://github.com/fabiencro/knmt c 2018 Information Processing Society of Japan system [20] for all of our MT experiments. As a comparison for the LM fusion and the synthetic data methods that use monolingual data for NMT, we trained LMs on two different settings for SMT:
• SMT w/o monolngual LM: trained LMs on the target side of the training data only.
• SMT w/ monolngual LM: trained LMs on the concatenation of in-domain monolingual data and the target side of the parallel training data. For the respective tasks, we trained 5-gram LMs using the KenLM toolkit * 21 with interpolated Kneser-Ney discounting, respectively. In all of our experiments, we used the GIZA++ toolkit * 22 for word alignment; tuning was performed by minimum error rate training [26] , and it was re-run for every experiment.
In addition, we compared with a setting that simply concatenates in-domain and out-of-domain parallel data. This setting is treated as a simple baseline for comparison with the three domain adaptation methods using out-of-domain parallel data described in Section 4.1. We conducted experiments using both SMT and NMT, on both the high and low quality indomain settings, leading to four settings: (IWSLT+NTCIR)-CE SMT, (IWSLT+NTCIR)-CE NMT, (WIKI+ASPEC)-CJ SMT, and (WIKI+ASPEC)-CJ NMT.
For both MT systems, we preprocessed the data as follows. For Chinese, we used KyotoMorph * 23 for segmentation, which was trained on the CTB version 5 (CTB5) and the scientific Chinese treebank (SCTB) [10] . For English, we lowercased and tokenized the sentences using the tokenizer.perl script in Moses. Japanese was segmented using JUMAN * 24 [21] . The in-domain monolingual English and Japanese data were preprocessed with the same methods.
For NMT, we further split the words into sub-words using byte pair encoding (BPE) [31] , which has been shown to be effective for the rare word problem in NMT. Another motivation for using sub-words is making the different domains share more vocabulary, which is important especially for the resource-poor domain. For the Chinese-English tasks, we trained two BPE models on the Chinese and English vocabularies of the training data, respectively. For the Chinese-Japanese tasks, we trained a joint BPE model on both of the Chinese and Japanese vocabularies of the training data, because Chinese and Japanese could share some Chinese character vocabularies. We stopped the BPE merging process when the predefined vocabulary size 32,000 reached for all our tasks. Tables 3 and 4 show the translation results on the Chinese-toEnglish and Chinese-to-Japanese tasks, respectively. Train and Dev denotes the training and development data used for each system. The entries with SMT and NMT are the PBSMT and NMT systems, respectively; w/o and w/ monolingual LM denote the * 21 https://github.com/kpu/kenlm/ * 22 http://code.google.com/p/giza-pp * 23 https://bitbucket.org/msmoshen/kyotomorph-beta * 24 http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN SMT systems that use different LMs described in Section 5.3; IWSLT+NTCIR and WIKI+ASPEC denote the simple concatenation of two corpora; others are the different methods described in Section 4. In both tables, the numbers in bold indicate the best system and all systems that were not significantly different from the best system. The significance tests were performed using the bootstrap resampling method [19] at p < 0.05.
Results
We can see that without domain adaptation, the SMT systems perform better than the NMT system on the resource-poor domains, i.e., IWSLT-CE and WIKI-CJ; while on the resourcerich domains, i.e., NTCIR-CE and ASPEC-CJ, NMT outperforms SMT. Directly using the SMT/NMT models trained on the outof-domain data to translate the in-domain data shows bad performance. With our proposed "Mixed fine tuning" and "Mixed fine tuning with synthetic data" domain adaptation methods, NMT significantly outperforms SMT on the in-domain tasks.
Adaptation with Out-of-domain Parallel Corpora
Concatenation of in-domain and out-of-domain parallel corpora shows different performance on the two data settings for SMT. In (IWSLT+NTCIR)-CE SMT, it decreases the in-domain translation quality by a 1.2 BLEU score (14.13 vs. 13.13), while in (WIKI+ASPEC)-CJ SMT it improves the in-domain translation quality by a 1.3 BLEU score (34.10 vs. 35.44). For NMT, both (IWSLT+NTCIR)-CE NMT and (WIKI+ASPEC)-CJ NMT largely improve the in-domain translation qualities, however, they are worse than our proposed mixed fine tuning and mixed fine tuning with synthetic data methods.
Comparing different domain adaptation methods using out-ofdomain parallel corpora, "Mixed fine tuning" shows the best performance. We believe the reason for this is that "Mixed fine tuning" can address the over-fitting problem of "Fine tuning." We observed that both fine-tuning and mixed fine-tuning tend to converge after 1 epoch of training, and thus we early stopped training soon after 1 epoch. After 1 epoch of training, fine-tuning overfitted very quickly, while mixed fine-tuning did not overfit. In addition, "Mixed fine tuning" does not worsen the quality of outof-domain translations, while "Fine tuning" and "Multi domain" do. One shortcoming of "Mixed fine tuning" is that compared to "Fine tuning," it took a longer time for the fine tuning process, because the time until convergence is essentially proportional to the size of the data used for fine tuning. Note that training as long as "Mixed fine tuning" is not helpful for "Fine tuning" due to overfitting.
"Multi domain" performs either as well as (IWSLT-CE) or worse than (WIKI-CJ) "Fine tuning," but "Mixed fine tuning" performs either significantly better than (IWSLT-CE) or is comparable to (WIKI-CJ) "Fine tuning." We believe the performance difference between the two tasks is due to their unique characteristics. Because WIKI-CJ data is of somewhat poorer quality, mixing it with out-of-domain data does not have the same level of positive effects as those obtained by the IWSLT-CE data.
The domain tags are helpful for both "Multi domain" and "Mixed fine tuning." Essentially, further fine tuning on in-domain data does not help for both "Multi domain" and "Mixed fine tuning." We believe that there are two reasons for this. Firstly, the c 2018 Information Processing Society of Japan "Multi domain" and "Mixed fine tuning" methods already utilize the in-domain data used for fine tuning. Secondly, fine tuning on the small in-domain data overfits very quickly. Actually, we observed that adding fine-tuning on top of both "Multi domain" and "Mixed fine tuning" overfits at the beginning of training. "Mixed fine tuning" performs significantly better on the outdomain NTCIR-CE test set without tags as compared to with tags (39.67 vs. 37.01). We believe the reason for this is that without tags the IWSLT-CE in-domain data can contribute more to the out-of-domain NTCIR-CE data. With tags, the NMT training tends to learn a model that pays equal attention to each domain. Without tags, the NMT training pays more attention to the NTCIR-CE data as it contains much longer sentences, although we oversampled the IWSLT-CE data. As the IWSLT-CE data is TED talks, there are vocabulary overlaps (Section 5.1) between the IWSLT-CE the NTCIR-CE data, and thus appending the IWSLT-CE data to the NTCIR-CE data proves beneficial for the NTCIR-CE translation. In the case of WIKI-CJ and ASPEC-CJ, due to the low quality of WIKI-CJ, appending WIKI-CJ to ASPEC-CJ does not improve the ASPEC-CJ translation.
Adaptation with In-domain Monolingual Corpora
SMT w/ monolingual LM performs better than SMT w/o monolingual LM, indicating that monolingual data is helpful for SMT systems and thus we expected the same in the case of NMT. There are two rows containing LM fusion results: "LM fusion (untuned LM weights)" and "LM fusion (tuned LM weights)." Not tuning * 25 the LM weights leads to a significant drop in translation quality and thus we tuned the weights on the development set as described earlier. Unfortunately, even with weight tuning, LM shallow fusion using ensembling leads to a slight reduction in translation quality for the IWSLT setting compared to the baseline. The average BLEU score for the baseline is 7.87 whereas the LM fusion leads to a BLEU score of 7.77. The LM weight tuning procedure showed that a weight of 0.01 for the LM gives the best BLEU for the dev set and thus we used this weight for decoding the test set sentences. We believe that this drop is a result of the domain divergence, which means that the domain monolingual corpus we used is not as similar to the domain of the IWSLT Table 5 A Chinese-to-English translation example in the IWSLT-CE test set.
corpus (Section 5.1). Furthermore, looking at the SMT results using the same monolingual corpus, it is clear that the monolingual corpus does not always help. This clearly points towards an incompatibility between the domains of the IWSLT corpus and the monolingual corpus. In the future we will experiment with different monolingual corpora in an attempt to determine the domain that can be the most helpful. In the case of the WIKI domain, the LM shallow fusion actually gave an improvement from a baseline score of 18.29 to 18.91, which means that the monolingual corpus is of a complementary domain. The optimal weight for the LM was 0.001, which was determined by the tuning process.
In the original approach for shallow fusion, the LM was given a very low weight while ensembling [16] , which we observed to give the best results. However, it was not shown to be effective in all situations [16] . In the future, we will further experiment with various advanced weighting approaches to control the impact that an LM has on the translation quality. In addition, we plan to experiment with the LM rescoring method of Ref. [16] .
For synthetic data generation, we can see that the effectiveness of this method differs on back translation methods (i.e., vanilla NMT and mixed fining tuning) and data sets (i.e., IWSLT-CE and WIKI-CJ). To understand the reason for this, we investigated the back translation quality of the methods on the two data sets. The average BLEU scores on the IWSLT-CE data sets for English-to-Chinese translation are 11.51, and 13.08 for vanilla NMT, and mixed fining tuning, respectively. The BLEU scores on the WIKI-CJ data sets for Japanese-to-Chinese translation are 15.52, and 33.00 for vanilla NMT, and mixed fining tuning, respectively. We can see that the BLEU scores on the generated synthetic data closely correlate with the BLEU scores of back translation. Therefore, we conclude that the effectiveness of synthetic data generation depends on the back translation quality.
Combination
The combination method "Mixed fine tuning with synthetic data" shows slightly worse performance than "Mixed fine tuning" on IWSLT-CE, but exhibits the best performance on WIKI-CJ. We believe the reason for this is the translation quality of the synthetic data. On IWSLT-CE, the performance of "Synthetic data by mixed fine tuning" is significantly worse than that of "Mixed fine tuning," and thus combining them slightly decreases the performance. On WIKI-CJ, as "Synthetic data by mixed fine tuning" and "Mixed fine tuning" show comparable performance, combining them further improves the performance.
Translation Example
To further understand the performance of different methods, we investigated the translation results. We observed significant improvement by our proposed domain adaptation methods. Table 5 shows a translation example from the IWSLT-CE test set of different methods. We can see that the translation of "IWSLT-CE NMT" is very bad. Besides the missing meaning of the source sentence, it also produces a repetition of "los angeles." "Fine tuning" improves the translation, but with a translation mistake of "autobiographers" and missing translations. "Multi domain" has two translation mistakes of "county's," and "petranz." "Mixed fine tuning" produces a good translation with a small translation mistake that translates "columnist" to "column." "LM fusion" completely changes the meaning of the source sentence. "Synthetic data by vanilla NMT" has many translation mistakes especially for nouns (i.e., "lewis carroll," "dwelling," and "paris"). "Synthetic data by mixed fine tuning" accidentally adds <br/> tags with missing translations and a repetition. "Mixed fine tuning with synthetic data" translates all the contents correctly.
Conclusion
In this paper, we proposed novel domain adaptation methods for NMT, namely mixed fine tuning that uses out-of-domain parallel corpora for adaptation, and a combination of mixed fine tuning and synthetic data generation that uses both out-of-domain parallel and in-domain monolingual corpora. We empirically compared our proposed methods against the other previously proposed methods that either use out-of-domain parallel or indomain monolingual corpora. We have shown that our proposed methods are effective but sensitive to the quality of the in-domain data used. The presented methods are language and domain independent, and thus we believe that the general observations also hold true on other languages and domains. Furthermore, we believe the contribution in this paper can be helpful for domain adaptation of other NN based natural language processing tasks.
In the future, we plan to study domain adaptation using parallel corpora from other languages. We also plan to study the in-domain data selection and weighting methods that have been used in SMT for NMT domain adaptation.
