In dynamic analysis of constrained multibody systems (MBS), the computer simulation problem essentially reduces to finding a numerical solution to higher-index differentialalgebraic equations (DAE). This paper presents a hybrid method composed of multi-input multi-output (MIMO), nonlinear, variable-structure control (VSC) 
Introduction
Many large scale multibody dynamics software packages have equation formulations that lead to higher index DAE. Solution methods for these equations have recently received much attention in the literature. Several well-established methods for solving DAE are constraint stabilization methods, variational methods, and state-space methods. For a complete review, see ͓1-5͔ and the references therein.
There are two basic approaches to equation formulation of MBS with both holonomic and nonholonomic constraints. The first approach analytically eliminates the constraint forces and generates a minimal set of ODE. However, this contributes to the numerical instability of direct integration ͓2,3,6͔.
The second approach explicitly leaves all constraint forces in the equations and attempts to find forces such that the constraints are satisfied. This approach results in semi-explicit, higher index differential algebraic equations ͑DAE͒ ͓2,7,8͔. Yun and Sarkar ͓9͔ present a thorough literature review on solving these types of systems and develop a unified state-space treatment for systems with both holonomic and nonholonomic constraints. Their solution approach explicitly solves for the forces that drive the constraints to satisfaction. This is analogous to the control problem where inputs to a system are found that regulate the output ͑i.e., the constraints͒ to zero.
Using a control theory framework to solve DAE systems has been reported in the literature for some time. Baumgarte's constraint stabilization method ͓4͔ can be viewed as application of a classical PD controller to the constraint dynamics. Besides the difficulty in choosing his PD controller coefficients ͑␣,␤͒ a common negative aspect of all stabilization methods whose action relies on constraint violation is the presence of constraint dynamics. By allowing constraint dynamics, the original problem is changed into a new problem with more degrees of freedom and may yield a significantly different solution. In particular, use of linear control theory ensures the presence and perpetuation of constraint dynamics. Admittedly, the effects of these dynamics may be reduced by forcing them to have time-constants much smaller than the original DAE, however this may, in turn, add unwanted stiffness to the problem. More recently, McClamroch developed a theoretical framework for feedback control of smooth systems described by nonlinear DAE and proves that a smooth solution exists ͓10,11͔. However, he is careful to point out that showing the equivalence of DAE to controlled ODE is not the same as actually developing the control inputs required to maintain the constraints at zero. Chiou and Wu ͓12͔ use input-output feedback linearization to transform the nonlinear DAE into a set of linear equations. However, their constraint violation stabilization technique introduces fictitious constraint dynamics. Assuming a consistent set of ICs, the introduction of constraint violation dynamics can be avoided through sliding-mode control ͑SMC͒. In addition, SMC's accommodation for reaching-phase dynamics eliminates the requirement for consistent ICs. Gordon et al. present a similar development using SMC to produce a state-space realization of high-index DAE ͓13͔. They make connections between control theory and DAE solution methods and solve the underlying ODE with singular-perturbation methods along with both classical discontinuous SMC inputs and SMC with a boundary layer. The singular-perturbation approach converges to the exact solution with a residual error. However, the amount of error can be significant and a lower bound on the possible error achievable through this method is unclear. The method presented here combines similar theoretical development using SMC as a formalism for defining invariant manifolds composed of linear combinations of the constraints and their derivatives. However, the difference lies in the numerical solution of the underlying ODE. While one of their solution methods carefully considers the computational costs involved and aims to lower that cost through use of a switching input, as long as a SMC input is used to drive s to zero, the lower bound on constraint violation is limited to that of the integrator, O(h p ). The solution method presented here can provide constraint satisfaction to O(h 2( pϩ1) ) using post-stabilization which, for even a modest integrator order of pϭ4 and hϭ0.01, can easily solve the constraints to machine tolerance ͑i.e., as good or better than O(10 Ϫ16 ). Zhao and Utkin present a paper that develops a step-by-step algorithm for simulating SMC systems ͓14͔ using a NewtonRaphson technique. Their method performs well for single-input systems and eliminates the chattering caused by discretization of continuous SMC theory ͑i.e., numerical integration͒. However for systems with m inputs and constraints, it requires m integration steps to create a rank-m ds/du gradient matrix. For systems with many constraints this method quickly becomes prohibitively costly.
This paper presents a combination of SMC and other stabilization methods to solve smooth constrained mechanical system dynamics. SMC is applied because of its ability to address holonomic and nonholonomic systems simultaneously, as well as being able to address multiple-input/multiple-output ͑MIMO͒ nonlinear systems without resorting to approximations or other simplifying assumptions ͓15͔. A switching surface is chosen as a function of the constraints and a smooth control input, u eq , is presented that defines the surface as an invariant manifold ͓16,17͔. A hybrid stabilization method is depicted in Fig. 1 . Each surface's reaching time is located accurately with Hermite-Birkhoff interpolants ͓19͔ signaling the transition between stabilization methods. The theory behind post-stabilization suggests a new way of using SMC boundary layer dynamics which is developed into an effective acceleration-level stabilization method. This stabilization method is used over the same time intervals as post-stabilization.
Multibody Dynamics DAE
We seek the solution of semi-explicit, index-3, DAE given by, 
The functions V (q,v) and G(q) are both R N and represent velocity and position, or gravity, dependent terms, respectively. The external input is R p representing actuator torques ͑or forces͒, with E(q)R pϫN mapping the actuator space into the (q,v) coordinate space. ⌽ n represents m n independent, first-order, nonintegrable, nonholonomic constraints
and ⌽ h represents m h independent holonomic constraints
For simplicity, ͑6͒ and ͑7͒ are both scleronomic, or timeindependent. This assumption is only for notational convenience and not a restriction of the theory developed in the remainder of this paper ͓17͔.
In Eq. ͑2͒, J is the combined velocity and position gradients of the velocity-and position-level constraints, namely,
In this expression, J v is the nonholonomic constraint Jacobian, J v ϭ‫ץ‬⌽ n (q,v)/‫ץ‬vR m n ϫN and J q is the holonomic constraint Jacobian, J q ϭ‫ץ‬⌽ h (q)/‫ץ‬qR m h ϫN . All constraints are assumed independent, so J is rank-m where mϭm n ϩm h . Finally, T ϭ͓ n T ͉ h T ͔ are the Lagrange multipliers associated with the nonholonomic and holonomic constraints, respectively.
The number of ICs of this system is nϭ2N which is the number required by the underlying ODE. In addition, the requirement for consistent initialization of the original DAE is not necessary, in contrast to other DAE methods ͓1,20,21͔.
Formulation of MBS DAE as a Control Problem
An affine MIMO nonlinear control system is given by ͓17͔,
The vectors ẋ and f (x) are both R nϫ1 , B(x) is R nϫm , and u(x) and h(x) are R mϫ1 . Equations ͑9͒-͑11͒ are in companion form or control canonical form ͓22͔. To take advantage of the knowledge base and well developed theory found in the controls field, this section will show how Eqs. ͑1͒-͑4͒ can be rewritten into an equivalent problem in the form of ͑9͒-͑11͒.
Assuming n states, each (x i ,x iϩ1 ) corresponds to each of the N Cartesian coordinate pairs, (q j ,v j ). It is clear that nϭ2N and the nϫ1 simulation state vector is
Introduce two constant rank(N) matrices, e and k, that are both nϫN with structures 
The relation between the Nϫ1 position and velocity vectors
and the nϫ1 state vector, x, is xϭevϩkq.
Similarly,
Both matrices e and k have the property that their transpose multiplied by themselves is equal to an NϫN identity matrix, 
To express Eqs. ͑1͒ and ͑2͒ in control canonical form, ẋ ϭ f ϩBu, both are written in terms of ẋ then added together to produce 2N first-order ODE. First, noting from ͑18͒ and ͑1͒ that k T ẋ and v are equal, this relation is premultiplied by k yielding
Next, equating v from ͑18͒ and ͑2͒ and premultiplying by e yields
Adding ͑19͒ and ͑20͒ produces
By observing (ee T ϩkk T )ϭI nϫn , ͑21͒ reduces to
where
Note that the leading matrix B causes the inputs to enter the plant only at the acceleration level. Because accelerations are proportional to external forces, use of acceleration-level inputs only is viewed as a physically realistic approach to constraint satisfaction. Now, expressing the constraints ͑3͒-͑4͒ as control system outputs, yϭh(x), or,
with the desired trajectories all zero
This section has shown how constrained MBS DAE ͑1͒-͑4͒ can be expressed in the standard control canonical form ͑22͒-͑24͒.
Although the connection between control system equations and constrained MBS DAE has been identified ͓10,11,13͔, this explicit transformation between the two has not been previously presented in the literature.
Switching Surfaces and Equivalent Control
Nonholonomic systems have output relative degree rϭ1, and holonomic constraints have output relative degree rϭ2 ͓10͔. Therefore
where is a measure of the ''speed'' of the holonomic surfaces s h and is an m h ϫm h diagonal matrix
For control affine systems like ẋ ϭ f ϩBu,
where Gϭ‫ץ‬S/‫ץ‬x and
This is the control input that define S an invariant manifold and is equivalent to an unstabilized index reduction as discussed in ͓3,7͔. For the surfaces in ͑25͒
where J is from ͑8͒,
5 Constraint Stabilization 5.1 Post-Stabilization. To guarantee the constraint surfaces are attractive, we now consider a stabilization method called poststabilization ͓1,23͔. Essentially, this method subtracts the constraint component orthogonal to the constraint manifold from the state vector. The methods presented by Ascher and Petzold ͓3͔ and Chin ͓23͔ perform a two step post-stabilization shown to provide constraint satisfaction accuracy of O(h 2( pϩ1) ). A slight variation on this method is to post-stabilize on positions first using the constraints, then to post-stabilize at the velocity level using the surfaces, S. Notice in Eq. ͑25͒, with ⌽ h Ϸ0, s h is approximately equal to the implied velocity-level constraint, J q v.
The procedure now proposed is outlined as follows. Assuming each integration step provides x at t kϩ1 , first post-stabilize on positions using ⌽ then post-stabilize on velocities using S, i.e.,
Then perform the second post-stabilization step consecutively on position and velocity
In the steps above, FϭJ T (JJ T ) Ϫ1 , where J is the constraint Jacobian in Eq. ͑8͒ and ⌽ T ϭ͓⌽ n T ͉⌽ h T ͔. This post-stabilization procedure performs exceptionally well in satisfying the constraints and surfaces. Indeed, it satisfies the constraints and surfaces so well that extra care must be taken to ensure physically realistic corrections are made from x to x. Figure 2 , shows an example integration step when Ṡ 0 during intermediate stage values on ͓t k ,t k ϩ1͔. This results in a state vector whose corresponding surface lies outside the integrator uncertainty band of width O(h p ). Post-stabilization directly adjusts the state vector from x to x. From a physics-based stand-point, this is an instantaneous change in the total system energy, from E(x ) to some new E(x). If this energy change, ⌬EϭE(x )ϪE(x), is large, the result is a physically incorrect adjustment. This paper presents an upper bound on post-stabilization adjustment as anything less than the uncertainty in the numerical integration. Specifically, it should be smaller than the local truncation error, ʈx Ϫxʈ ϱ рO(h p ). In the results presented in Section 6 the order p was chosen as 2, 4, or 7 corresponding to the truncation error of the Runge-Kutta method used.
Acceleration-Level Stabilization.
There are at least two options to prevent incorrect post-stabilization adjustments. First, uϭu eq may be recomputed at each integrator stage. Second, by studying boundary layer dynamics as in Utkin ͓16͔ or Utkin et al. ͓17͔, an acceleration-level adjustment may be made that is very similar to post-stabilization. The motion in a boundary layer about Sϭ0 is given by ẋ ϭ f ϩBu eq ϩB(GB) Ϫ1 Ṡ . Upon evaluation of x ថ ϭ f ϩBu eq , the term S ថ ϭGx ថ will be nonzero. Substituting this into
results in ẋ that causes Ṡ ϭ0. The term ϪB(GB) Ϫ1 S ថ subtracts the component of S ថ orthogonal to the switching surface similar to post-stabilization. Noticing that dṠ /duϭGB, this adjustment is equivalent to one Newton-Raphson iteration on u similar to ͓14͔. No limitations are placed on the magnitude of this correction term because instantaneous acceleration-level changes are considered to be more physically realistic than direct adjustments to displacement or velocity. From a practical standpoint, BϭB(x) and G ϭG(x) must be updated at each integrator stage in order to generate Ṡ ϭ0 close to machine tolerance.
In the same way that post-stabilization can be interpreted as removing the component of x normal to the constraint surface ͑Fig. 2͒ acceleration-level stabilization removes the componenent of ẋ normal to the switching surface. This is simply another way of forcing ẋ to be tangential to the surface Sϭ0 as described in ͓17͔. Since u eq is defined as the input that causes Ṡ ϭ0, when performed at each integration stage, acceleration-level stabilization is identical to recomputing u eq during each RHS-function evaluation. Computing u eq and performing acceleration-level stabilization both require (GB) Ϫ1 and thus require roughly the same computational cost.
Example 1: Two Equivalent Pendulum Formulations
Consider a baseline example for a single-degree-of-freedom compound pendulum with a rod of mass, mϭ36 (kg), and length, lϭ1 (m) ͑Fig. 3͒. It is first described by an ODE, and then by a set of index-3 DAEs.
ODE Method.
The ODE describing the pendulum motion is ϭϪ3g sin()/(2l). This ODE was solved with 2nd, 4th, and 8th order explicit, Runge-Kutta solvers with fixed step size, hϭ0.01 (s). Initial conditions were (tϭ0)ϭ2/180 (rad) and (tϭ0)ϭ1.0 (rad/s). The three solutions provided nearly identical results to that shown in Fig. 4 .
An energy-based measure of how different integrator orders affect the ODE solution is shown below. There is no energy dissipation in the system, thus any ⌬Energy is a result of truncation and roundoff error. ⌬Energy is defined as the maximum deviation from the total system energy at tϭ0.
DAE Method.
To demonstrate the effectiveness of the proposed solution method, the single-link pendulum is now modeled as a set of DAEs similar to the example by Yun and Sarkar ͓9͔. First assume the link is unconstrained and able to move freely in a plane.
Next, assume no external input torques, ϭ0, and a state vector of zϭ͓x g v xg y g v yg ]
T , the unconstrained equations of motion are,
where I g ϭ1/12ml
2 ͑Fig. 5͒. These are rearranged to define,
Now, add the constraints by specifying that position O 1 and O 2 must coincide. The two holonomic constraints are
The proposed reformulation of these DAE using u eq from ͑28͒, post-stabilization, and acceleration-level stabilization was made using equations ͑22͒, ͑23͒, and ͑25͒. This simulation used the same three integration methods and step-sizes as the ODE solution, along with ϭ10 s Ϫ1 , and gϭ9.81 m/s 2 . Similar to the ODE scenario, the three solutions were nearly identical to each other and can be seen in Fig. 6 Again, ⌬Energy is a result of truncation and roundoff error.
Comparisons and Results
. By comparing Figs. 4 and 6, the ODE and DAE solution trajectories are indistinguishable. For example, the RK8 solutions were within O(10 Ϫ12 ) of each other. With such close agreement in state trajectories, it naturally follows that the ⌬Energy for both solution methods are nearly the same. Based on these two findings, it is clear that the DAE solution method generates correct forces and moments to the unconstrained system such that the constraints, or control system outputs, are maintained at zero. Not only do the states satisfy S and ⌽ to machine tolerance, but they satisfy an energy invariant possessed by the physical system, but unknown to the numerical method.
To highlight the significance of this finding, another DAE system solution trajectory is shown in Fig. 7 . The system was integrated using the same RK8 method, step size, u eq , and poststabilization techniques. The acceleration-level stabilization was not used, however, and so Ṡ was kept small, but not at machine tolerance. The post-stabilization method was still effective enough to maintain ⌽ near machine tolerance despite significant surface drift of O(10 Ϫ9 ) as shown in Fig. 2 . Extremely small ⌽ and small S might lead one to think this is a correct solution, however, comparing Fig. 7 with 6 reveals that, clearly, this is an incorrect solution. This is also verified by noticing ⌬Energy for Fig. 7 is 13.8͑J͒, compared to 4.8E-13͑J͒ for Fig. 6 . Figure 7 is an example of how post-stabilization can cause a physically incorrect change in x while still satisfying the constraints. 1 the method's ability to accomodate both holonomic and nonholonomic constraints, and 2 SMC's reaching-phase dynamics which drive the constraints to satisfaction given inconsistent initial conditions.
The system consists of a small sphere of radius r constrained to roll without slipping along the outer surface of a larger sphere of radius R. The larger sphere's center is fixed to the inertial reference frame origin as shown in Fig. 8 . The center of the small sphere is located in the inertial frame, XYZ, with spherical coordinates ͑␣,␤,͒ and its orientation is represented with body-fixed Z-X-Z Euler angles, ͑,,͒.
Equations of Motion.
Both the dynamics and constraint equations are developed more fully in ͓9͔ but are presented in final form here. In the absence of gravity 
΅
The single holonomic constraint indicates the distance between the center of the two spheres remains constant:
The two nonholonomic constraints are equalities between tangential velocities at the interface that prevent slipping during rolling
The resulting Jacobians required to compute u eq from ͑28͒ are 
ͬ
Similar to example 1, total system energy is used as a metric with which to verify a physically realistic numerical solution. There is no potential energy storage in this system so the kinetic energy function represents the total system energy. Again, in final form from ͓9͔,
7.3 Results. All results for the two-sphere problem were generated using a fixed-step fifth-order Runge-Kutta solver with hϭ0.01 (s). Parameters required for the simulations were Rϭ0.55 (m), rϭ0.05 (m) and, although the equations contain the sphere mass, the solution is independent of m, however it was taken as 1͑kg͒ to compute the total energy. Consistent initial conditions on displacements were ␣ o ϭ0 (rad), ␤ o ϭ/2 (rad), o ϭ0.6 (m), and o ϭ0 (rad), o ϭ/2 (rad), o ϭ/2 (rad). Consistent ICs on velocities were ␣ o ϭϪ(45/8)(/180) (rad),
Simulation results are shown for consistent ICs in Fig. 9 and inconsistent ICs in Fig. 10 . The lower-right plot shows the total system energy remained constant throughout ͓t initial t final ].
Inconsistent ICs were created by specifying o ϭ0.7 (m) and augmenting the consistent IC's with o ϭ1.2 o and o ϭ1.5 o .
To more clearly reveal the reaching phase surface dynamics, Fig. 11 shows all three s i (t) when using: 1 SMC's stabilization method until ͉s i ͉рO(h p ) at t reach,i , then 2 acceleration-level and post-stabilization for tϾt reach,i .
The lower-right plot in Fig. 10 shows the total system energy remained constant after t reach,3 . It is worth noting that, although Transactions of the ASME inconsistent ICs can be accomodated with this method, the larger the inconsistency, the larger the energy change is after driving them to satisfaction. One factor that affects how much energy is added by the controller during the reaching phase is the magnitude of i in u robust,i .
Conclusions
The index-3 DAE resulting from constrained mechanical systems has been reformulated as an equivalent control problem. An explicit transformation from DAE literature notation to control canonical state space form was presented. The sliding-mode control framework was chosen primarily because of it's ability to address both nonholonomic and holonomic systems in a unified framework. Additionally, SMC theory can address nonlinear timevarying systems without approximations or simplifying assumptions ͓15͔. Since control theory is designed with large output errors in mind, application of a variable structure control ͑VSC͒ to the constrained MBS problem eliminates the requirement for consistent ICs. The flexibility of SMC as a VSC methodology easily accommodates the decision to apply a traditional SMC control law ͑i.e., discontinuous͒ during the reaching phase, then switch to the smooth acceleration-level and post-stabilization methods once the surface has been reached. With this hybrid approach, constraint violations at tϭt start are guaranteed to be eliminated within finite time ͓22͔ and then remain zero for the duration of the simulation.
After reformulating the MBS index-2 or index-3 DAE problem into ẋ ϭ f ϩBu, SMC theory is used to define switching surfaces for both nonholonomic and holonomic constraints. Additionally it is used to find the smooth input, u eq , that defines the switching surfaces as invariant sets. This is the control-theoretic equivalent to an unstabilized index reduction found in DAE solution literature ͓3͔. For consistent ICs, or after a surface has reached zero, instead of using u robust ϭϪ•sgn(S) in u as is typical for the SMC design procedure, a post-stabilization method found in the DAE solution literature was used to guarantee the switching surfaces remained attractive ͓1,3,23͔.
DAE stabilization methods are chosen over SMC's stabilization method because u robust works through the integration process which has an uncertainty of O(h p ). For this reason it is unreasonable to expect SMC to provide constraint satisfaction better than O(h p ) while still maintaining reasonably large step sizes. This uncertainty is the primary source of chatter in simulation of SMC systems. The DAE stabilization methods operate after each time step which eliminates discretization chatter. The uncertainty with these methods have been estimated at O(h 2( pϩ1) ) ͓1͔ which is a level of accuracy frequently better than machine tolerance.
An acceleration-level stabilization method is presented and used in conjunction with post-stabilization. The acceleration-level stabilization was developed from the study of SMC boundary layer dynamics along with insights from post-stabilization ͓16,17͔.
The combination of SMC's switching surfaces and equivalent control, DAE post-stabilization methods, and an acceleration-level stabilization was used to generate trajectories of two example systems by numerical integration. For example one, comparison of the DAE solution with the equivalent ODE solution for a simple pendulum provides initial verification that the proposed method produces correct state trajectories. As a second metric used for verification, the total system energy was shown to have similar error accumulations in both the ODE and DAE formulations.
The energy metric was also used to explain how poststabilization can be incorrectly used to successfully satisfy the constraints but still fail to generate correct state trajectories. An upper bound on the magnitude of post-stabilization adjustment at any given time step was presented as the integration truncation error, O(h p ). Finally, example two was chosen because of its increased complexity in dynamics as well as constraints. The hybrid numerical method performed well on this example, driving both holonomic and nonholonomic constraints to satisfaction, then keeping them satisfied to machine tolerance. 
