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We consider the class of the topologically locally finite (in short TLF) planar vertex-
transitive graphs. We characterize these graphs by finite combinatorial objects called
labeling schemes. As a result, we are able to enumerate and describe all TLF-planar
vertex-transitive graphs of given degree, as well as most of their transitive groups of
automorphisms. In addition,we are able to decide whether a given TLF-planar transitive
graph is Cayley or not. This class contains all the one-ended planar Cayley graphs and the
normal transitive tilings of the plane.
© 2008 Elsevier B.V. All rights reserved.
0. Introduction
An automorphism σ of a graph Γ = (V , E) is a bijection defined on V that preserves the edges in E (u, v) ∈ E if and
only if (σ (u), σ (v)) ∈ E. Concretely, an automorphism preserves the structure of the graph. The set of automorphisms of
Γ naturally possesses a structure of group. If this group is sufficiently large – for example if it is transitive on V – we can
hopefully describeΓ by a ball of finite radius ofΓ and a description of its group of automorphisms. However, the description
of the group of automorphisms of Γ is in general as complex as the description of the graph itself. Nevertheless if the graph
is planar, then under certain circumstances its automorphisms also preserve the geometrical structure of the embedding of
Γ : they map the faces of the embedding onto other faces. In this case, we can derive the global structure of Γ and its group
of automorphisms from a ball of finite radius of its embedding in the plane.
In this article, we describe the class T of the topologically locally finite (in short TLF) planar transitive graphs, as a
subclass of the vertex-transitive planar graphs. These graphs possess a planar embedding such that the set of vertices in
this embedding is a locally finite subset of the plane. Naturally, most of these graphs are infinite. For example, T contains
the planar Cayley graphs of the discrete groups of isometries of the plane, be it hyperbolic or Euclidean. The class includes
very different sort of graphs, such as the Cayley graph of free groups (of finite treewidth) or one-ended graphs such as the
Euclidean grid.
The TLF-planar graphs are related to several fields: first, such graphs represent adapted models of computation for
parallel algorithms such as cellular automata [8,4], and provide examples of structures for interconnection networks [6].
The class T is also connected to the vertex-transitive tilings of the plane whose set of vertices is topologically locally
finite [5]. Second, while many problems in combinatorial group theory are undecidable, the TLF-planar vertex-transitive
graphs possess structural as well as geometrical properties that allow for a more specific approach. For example, the unique
embedding property in the case of the 3-connected planar graphs [14] constrains the structure of the automorphisms of the
graph. Finally, putting aside the finite graphs in T , the infinite graphs in T may factor into finite transitive graphs embedded
into compact manifolds, as it is the case for Euclidean graphs [15].
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The characterization of the finite graphs inside T is a result of Fleischner and Imrich [3]. These graphs turn out to be the
complexes associated to the uniform convex polyhedra. The finite non-planar case happens to be much more difficult, and
has been thoroughly studied up to 26 vertices by McKay et al. [11,13], but few general results are known. Cayley graphs are
natural examples of vertex-transitive graphs, andMcKay also studied the problem of the determination of those graphs that
were transitive but not Cayley graphs [9,10]. On the other hand in the planar case, a large part of the graphs in T has already
been explored, beginningwith the normal Cayley graphs, studied by Chaboud [2] and then extended to the TLF-planar Cayley
graphs [12].
Our intent in this article is to give an exhaustive description of the graphs in T , finite or infinite. We represent each
graph Γ in T by a finite combinatorial structure called a labeling scheme and a special kind of finite state automaton called
a border automaton. This description extends the Cayley case [12] in several ways. First, the Cayley case is mainly dedicated
to the description of groups which happen to have a planar Cayley graph. In this article focuses on the graphs themselves,
by describing their maximal groups of automorphisms, and as a consequence their possible planar embeddings. Second, we
can highlight properties of the transitive graphs that do not hold when we restrict ourselves to Cayley graphs. For example,
TLF-planar Cayley graphs can always be represented by the Cayley graph of a discrete group of isometries of the plane. There
exists transitive graphs for which this is impossible. Finally, T represents a strictly larger class of graphs than the Cayley
case. The complex associated to the dodecahedron is an example of transitive but non Cayley planar graph, but there exists
infinite families of graphs having this property.
First, we define the topological properties of the tilings in T , and we detail the geometric properties that are invariant
under the action of the group of automorphisms. Next, we extend the concept of labeling scheme to allow the representation
of vertex-transitive graphs.We show that there exists a bijection between this representation and the class of the TLF-planar
transitive graphs. Every graph in T may be embedded in a particular geometry of the plane such that all tiles are regular
(maybe infinite) polygons. As a corollary, it is possible to enumerate all the graphs in T of a given internal degree, alongwith
their maximal groups of automorphisms. It is then possible to decide whether these graphs are Cayley or not, to compute
their connectivity and approximate their growth rate.
1. The TLF-planar transitive graphs
Definition 1 (Graph). A graph Γ consists of a pair (V , E), V being a countable set of vertices and E ⊂ V × V a set of edges.
Each edge corresponds to a pair of vertices (v1, v2) called its extremities. 
An edge with the same extremities (v, v) is called a loop. The graphs that we consider are loopless and without multiple
edges. An edge (u, v) is said to be incident to the vertices u and v. The degree of a vertex is the number of edges incident to
this vertex. A path of Γ is a sequence of vertices (vn) in Γ such that for all n, there exists an edge between vn and vn+1. A
simple path is a path where no vertex appears twice. A cycle is a finite path whose initial and terminal vertices are the same.
Given a group G and a finite set of generators S ⊂ G, the Cayley graph Γ (G, S) is the graph (V , E) whose vertices are the
elements of G, and there exists an edge (u, v) ∈ E if and only if uv−1 ∈ S.
A graph Γ is connected if, for every pair of vertices (s1, s2) of the graph, there exists a finite path in the graph with
extremities s1 and s2. A connected component is an equivalence class of vertices for the relation ‘‘to be connected’’. A n-
separation is a set of n vertices whose removal separates the graph in two or more connected components not reduced to
a single edge. A cut-vertex of Γ is a 1-separation of Γ . A graph is n-separable if it contains a n-separation. If it contains no
n-separation, it is (n+ 1)-connected. A graph is regular when all its vertices have the same degree d. The graphs we will be
dealing with are connected and regular.
Definition 2 (Automorphism). A morphism from the graph Γ1 = (V1, E1) into Γ2 = (V2, E2) is an application σ : V1 → V2
that preserves the edges of the graph (u, v) ∈ E1 if and only if (σ (u), σ (v)) ∈ E2. An endomorphism of Γ is a morphism
from Γ into itself. An automorphism is a bijective endomorphism. The set of automorphisms of a graph Γ , noted Aut(Γ ),
naturally possesses a structure of group. 
A graph is said to be vertex-transitive – or simply transitive – if and only if, given any two vertices (s1, s2) ∈ Γ , there
exists an automorphism of Γ mapping s1 onto s2. If Γ is the Cayley graph of a group, then it is vertex-transitive. A vertex-
transitive graph is regular. There exists only one non-trivial connected transitive graph of degree 1, which corresponds to
K2, the graph reduced to a single edge. Transitive graphs of degree 2 correspond to cyclic graphs Cn where nmay be infinite.
In the following, we shall only be interested in connected transitive graphs of degree d ≥ 3.
By the word of plane, we mean a simply connected Riemannian surface P without boundaries. This definition ensures
that a plane is locally isomorphic to the usual Euclidean plane, and contains at most one point at infinity. An embedding of
a graph Γ in the plane is an application η : V ∪ E → P , such that the image of a vertex u is a point of P , and the image of
an edge (u, v) is a C1 image of [0; 1] in P , of extremities η(u) and η(v). For the sake of simplicity, we always identify the
elements of the graph and their counterparts in the embedding. We shall see that it is always possible to embed our graphs
in one of the three usual geometries the sphere, the Euclidean plane or the hyperbolic plane. A graph Γ is said to be planar
if it can be embedded in the plane, such that no two edges meet in a point other than a common end.
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Fig. 1. Two TLF-planar vertex-transitive graphs drawn in the hyperbolic plane (Poincaré model), with respective type vectors [5; 3; 5; 3; 3] and
[3; 4; 3; 3;∞].
Definition 3 (TLF-Planar). A connected planar graph is topologically locally finite – in short TLF-planar – if its vertices have
no accumulation point in the plane. Equivalently [12], a TLF-planar graph possesses a planar embedding such that every
compact subset of P intersects a finite number of vertices and edges of the embedding. From now on, we suppose that the
embeddings of the TLF-planar graphs possess this property (cf. Fig. 1 for examples). 
Given a TLF-planar graph Γ , a face F is defined as an arc-connected component of the complement of the graph in the
plane. F is said to be finite when it is incident to finitely many vertices of the graph, otherwise it is said to be infinite. As a
consequence of the previous definitions, all infinite faces are unbounded in the plane. If the point at infinity is inside a finite
face, then Γ is finite and could be embedded inside the sphere, otherwise every finite face is bounded. The border of the face
F , noted ∂F , is its boundary in topological terms. A face F is said to be incident to a vertex or an edge of the graph if and
only if this vertex of edge intersects with ∂F . In a TLF-planar embedding, every edge incident to a face is entirely included
into the border of this face.
In what follows, we will consider a graph Γ that is both TLF-planar and vertex-transitive. Without loss of generality, we
will suppose that Γ is connected and of internal degree d ≥ 3. Most of the graphs considered here are infinite. Such a graph
possesses the following geometric properties:
Property 1 (Rules of Intersection of the Faces — Lemma 3 in [12]).
• Every edge is incident to exactly two distinct faces of Γ , which it separates.
• Given two distinct faces of Γ , the intersection of their border, when non-empty, is either a vertex or an edge of Γ .
The following result is a consequence of these properties and highlights a geometric property of Γ – ‘‘to be a finite face
of Γ ’’ – that is invariant under the action of its group of automorphisms
Property 2 (Preservation of Finite Faces). The automorphisms of Γ map the border of a finite face onto the border of another
finite face.
As a consequence, it is possible to consider that the automorphisms map the finite faces of Γ onto finite faces. Notice
that the theorem does not specify anything on the image of the border of an infinite face by an automorphism.
The size of a face of Γ corresponds to the number (possibly infinite) of vertices it is incident to. Consider a vertex v ∈ Γ
and the finite number of faces incident to v, ordered in cyclic order around v. The type vector of v is the sequence of sizes
of the faces. It is defined up to rotation and reflection. If Γ is transitive, then the type vector is independent of the choice of
the vertex, up to permutation of its elements, as a consequence of Property 2. For example, the type vector of the Euclidean
infinite grid is [4; 4; 4; 4] and the type vector of a cyclic graphwith n vertices is [n; n]. Other examples of type vectors appear
in Fig. 1.
Definition 4 (Coloring). Let F be the set of faces of Γ . A coloring of Γ is an application δ : V ∪ E ∪ F → C where C is a finite
set of colors. For the sake of simplicity, we require that δ(V ), δ(E) and δ(F) are mutually disjoint. In the following and if it
is necessary to distinguish them, colors of faces will appear as Greek letters {α, β, . . .} and colors of edges as italic roman
letters {b, g, w, . . .} (those letters corresponding respectively to black, gray and white). 
For the remaining of the article, we letG be a transitive group of automorphisms ofΓ , and define the following coloring of
the tiling: two elements (c1, c2) ∈ (V∪E∪{f ∈ F , f isfinite}) have the same color if and only if there exists an automorphism
in Gmapping c1 onto c2. Since G is vertex-transitive, all vertices have the same color, and the set of colors of edges and finite
faces is bounded by the degree d of Γ . Since the image of an infinite face by an automorphism is not properly defined, we
assign as a convention a special color (noted∞ in the examples) to all infinite faces. By definition, every automorphism
preserves the colors of the tiling (except∞). In the following, we will consider that the graph Γ is colored by this particular
coloring.
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2. Local geometrical invariants
2.1. Infinite faces and connectivity
Let us give some intuition on the general structure of the graphs in this class. We prove that the finite vertex-transitive
planar graphs of degree≥ 3 are all 3-connected graphs, and in the infinite case, the connectivity of the graphs depends only
on the number of infinite faces appearing around each vertex:
Lemma 1 (Connectivity and Infinite Faces). If Γ is a TLF-planar transitive graph of degree ≥ 3, let n be the number of infinite
faces appearing around a given vertex of Γ . Then, depending on the value of n:
Proof. Given a vertex v of Γ , we consider the set of faces incident to v.
• (n ≥ 2⇔ Γ is 1-separable)
Since infinite faces are unbounded in the plane, if n ≥ 2, the union of v and two infinite faces incident to v separates
the graph into at least two non-trivial components. Then every vertex of the graph is a cut-vertex and the graph is 1-
separable. On the other hand, if Γ is 1-separable, every vertex must meet at least 2 infinite faces.
• (n = 1⇒ Γ is 2-connected and 2-separable)
If n = 1 and the degree is at least 3, there exists an edge e incident to v that separates two finite faces. The extremities
of e both meet an infinite face. According to Property 1, these infinite faces are distinct. The removal of the extremities
of e separates Γ , therefore Γ is 2-separable. It is 2-connected because n < 2, as a corollary of the previous point.
• (Γ is 2-connected and 2-separable⇒ n = 1)
Suppose now that Γ is 2-separable and 2-connected, and consider {s, t} a 2-separation of Γ . Let Λ be a subgraph
separated by {s, t}. Suppose that we remove Λ from the embedding. The remaining TLF-planar graph possesses a face
F , inside whichΛ was embedded. Moreover, s and t both belong to the border of F . If F is finite, embeddingΛ inside
F separates the face into at least two subfaces meeting at s and t , therefore contradicting Property 1. Therefore F must
be infinite (and the inclusion of Λ must separate this face into at least two different components). When embedding
Λ inside F , there will remain an infinite face in the embedding of Γ . Therefore n ≥ 1 and since Γ is 2-separable,
n = 1. 
IfΓ is 1-separable, then every vertex is a cut-vertex. If we cut the graph along its cut-vertices, the remaining components
are 2-connected components. Since the graph is vertex-transitive, the set of components incident to a vertex is independent
of the vertex, and finite (up to automorphism), because the degree of the graph is finite. The components themselves are not
necessarily vertex-transitive, and may be infinite. The decomposition of Γ into its 2-connected components is particularly
significant for the structure of its group of automorphisms. For example for every vertex v ∈ Γ , there exist automorphisms
rearranging the components connected to v. We shall see more examples in the following sections.
2.2. Edge and face vectors
From now on, we will focus on the geometric properties that are invariant in Γ under the action of G. We are looking for
invariants that are sufficiently expressive to describe the graph (i.e in opposition to simply the edges or faces of Γ ), while
remaining finite (i.e in opposition to the 2-connected components). Consider more closely the implications of Property 2.
Let ϕ ∈ G be an automorphism mapping a vertex v ∈ Γ onto a vertex v′. Since ϕ preserves the adjacencies, we know that
(i) If an edge e separates two finite faces f and f ′, then ϕ(e) separates ϕ(f ) and ϕ(f ′) and vice versa.
(ii) If a finite face f separates two edges e and e′ incident to v, their images ϕ(e) and ϕ(e′) are separated by ϕ(f ) and vice
versa.
For every color of edge c , consider an edge colored by c in Γ . This edge separates two faces of colors (µ, ν). Then, since
the colors of edges and faces are preserved by ϕ, every edge colored by c separates two faces colored (µ, ν). Therefore we
can define the separator of c inΓ , namely sep(c), as the pair of colors of faces (µ, ν). This separator is a geometrical invariant
under the action of G. Let us find more general invariants.
Definition 5 (Edge and Face Vector). Given a vertex v ∈ Γ , consider the finite subgraphΛ ofΓ composed of all edges incident
to v and its planar embedding induced by the embedding of Γ . Select a particular edge e incident to v. An edge vector ξ of Γ
around v is the vectorwhose elements describe the colors of edges appearing around v inΛ in the positive direction, starting
from e. Similarly, a face vector φ around v is the vector whose elements describe the colors of faces appearing around v in
Λ, starting from the face next to e in the positive direction.
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In order to simplify our notations, we will often refer to ‘‘the edge ξi’’ as the edge incident to v that corresponds to the
color ξi in ξ , and act in the same manner for faces of φ. As a convention, we always choose the pair (ξ , φ) composed of an
edge vector and a face vector, to be locked as follows: the edge denoted by ξi separates the faces denoted by φi and φi−1. 
As was the case for the type vectors, the edge and face vectors are defined up to rotation and reflection, and therefore
depend only on the vertex v and the embedding of Γ . We can decompose these vectors into blocks separated by infinite
faces
ξ : [
Block 1︷ ︸︸ ︷
ξks1
, . . . , ξke1−1, ξke1 ,
Block 2︷ ︸︸ ︷
ξks2
, . . . , ξke2−1, ξke2 , . . . ,
Block t︷ ︸︸ ︷
ξkst , . . . , ξk
e
t−1, ξket ]
φ: [φks1 , . . . , φke1−1︸ ︷︷ ︸
Block 1
,∞,φks2 , . . . , φke2−1︸ ︷︷ ︸
Block 2
,∞, . . . ,φkst , . . . , φket−1︸ ︷︷ ︸
Block t
,∞]
Here ξk and φk represent respectively the k-th elements of the vectors ξ and φ. The i-th block starts at index ksi and
ends at index kei . If the graph does not contain any infinite face, then the decomposition contains a single block. Every block
correspond exactly to a 2-connected component attached to v.
Consider the set of all possible edge and face vectors in the embedding of Γ . Define the following operations on this set:
• Rotation and Reflection: These operations correspond to the usual isometries of the plane acting on the face and edge
vectors. In terms of permutation of the indices, assuming that d is the degree of Γ :
Rotation:
{
ξ : i→ i+ 1 mod d
φ : i→ i+ 1 mod d Reflection:
{
ξ : i→ d− i+ 1 mod d
φ : i→ d− i mod d
• Rearrangement: The operations consists in rearranging the blocks while preserving the fact that these blocks are
separated by infinite faces. More graphically, given a permutation σ of the blocks:
ξ : [
Block σ(1)︷ ︸︸ ︷
ξks
σ(1)
, . . . , ξke
σ(1)−1, ξkeσ(1) ,
Block σ(2)︷ ︸︸ ︷
ξks
σ(2)
, . . . , ξke
σ(2)−1, ξkeσ(2) ,. . . ,
Block σ(t)︷ ︸︸ ︷
ξks
σ(t)
, . . . , ξke
σ(t)−1, ξkeσ(t) ]
φ : [ φks
σ(1)
, . . . , φke
σ(1)−1︸ ︷︷ ︸
Block σ(1)
,∞, φks
σ(2)
, . . . , φke
σ(1)−1︸ ︷︷ ︸
Block σ(2)
,∞, . . . , φks
σ(t)
, . . . , φke
σ(1)−1︸ ︷︷ ︸
Block σ(t)
,∞]
• Twist: The twist operation describes a reflection applied on a single 2-connected component around a vertex. For
example, the twist applied onto the first component corresponds to the following transformation:
ξ : [
Block 1 reversed︷ ︸︸ ︷
ξke1
, . . . , ξks1+1, ξks1 ,
Block 2︷ ︸︸ ︷
ξks2
, . . . , ξke2−1, ξke2 , . . . ,
Block t︷ ︸︸ ︷
ξkst , . . . , ξk
e
t−1, ξket ]
φ: [φke1−1, . . . , φks1︸ ︷︷ ︸
Block 1 reversed
,∞,φks2 , . . . , φke2−1︸ ︷︷ ︸
Block 2
,∞, . . . ,φkst , . . . , φket−1︸ ︷︷ ︸
Block t
,∞]
Two locked pairs of vectors (ξ1, φi) and (ξ2, φ2) around v are said to be isomorphic if and only if it is possible to transform
the first into the second by a sequence of rotations, reflections, rearrangements and twists. The following lemma states that
these operations describe all the possible edge and face vectors in the embedding:
Lemma 2 (Edge and Face Vectors). Given a TLF-planar embedding of Γ , all locked pairs (ξ , φ) of edge and face vectors in this
embedding are isomorphic.
Proof. Consider two vertices (v,w) ∈ Γ and their corresponding edge and face vectors (ξv, φv) and (ξw, φw). Let ϕ be an
automorphism mapping v onto w. According to Property 2, the finite faces around v are mapped onto finite faces around
w. Then the 2-connected components around v are mapped onto 2-connected components around w. Therefore, the set
of blocks appearing inside (ξv, φv) and (ξw, φw), considered up to reflection, are the same. Therefore the pair (ξw, φw)
corresponds to a rearrangement of the blocks inside (ξv, φv) and a finite number of twists, allowing for a rotation and a
reflection to align the blocks together. 
The edge and face vectors are, therefore, geometric invariants under the action of G. In the following, we will consider
(ξ , φ) as the pair made of the edge vector and the face vector of Γ , defined up to isomorphism.
Example 1. Consider the TLF-planar vertex-transitive graphΓ given in Fig. 2. The type vector ofΓ is [3;∞; 3; 4;∞], which
means that Γ is 1-separable. Γ possesses the set of colors defined by E = {g, b, w} for its edges and F = {α,∞, γ } for its
faces. We represent the edge and face vectors (ξ , φ) of this graph by the picture (c) in Fig. 2.
For the sake of convenience, the edges of ξ have been numbered from 1 to 5. In this example, the faces colored by∞
are the infinite faces. Therefore, in the aforementioned decomposition of (ξ , φ), there are two blocks, one containing the
edges numbered {1; 5} and the other containing the edges numbered {2; 3; 4}. Following these remarks, we can operate the
following transformations onto the pair (ξ , φ):
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Since one of the blocks is stable by reflection, a twist of this component leaves the pair unchanged. A twist of the other
component is the same as a reflection of the pair. Notice that not all these edge and face vectors appear necessarily in the
embedding of the graph. But we shall see how to construct embeddings of Γ possessing any such couple isomorphic to
(ξ , φ). 
Example 2. The couple (ξ , φ) does not in general determine a vertex-transitive graph in a unique way, even if it is
complemented with the type vector. It is quite possible to obtain non-isomorphic graphs possessing the same edge, face
and type vector. For example, consider the graphs on Fig. 3. Both graphs are TLF-planar vertex-transitive graphs of type
vector [4; 4; 10; 6]. For both graphs, there are four colors of edges, hence their edge vectors are the same. And their face
vectors coincide to [α;α;β; γ ] (in this case, the faces of the same color are exactly the faces of the same size). Nevertheless,
they are not isomorphic, since their balls of radius 4 are not isomorphic.
For an accurate description of the graph, some complementary information is therefore needed. Following the intuitions
in the case of TLF-planar Cayley graphs [12], this information is likely to come from local invariants linked to the colors of
edges of Γ .
2.3. Edge neighborhoods
Definition 6 (Edge Neighborhood). Let e be an edge of Γ , and we consider the geometric arrangement composed of the edge
e, and of all edges and faces incident to an extremity of e. An edge neighborhood for e is a structure composed of the two edge
vectors representing the classes of edges appearing around each extremity of e in the same direction, where the first element
of each vector corresponds to e, and two face vectors representing the classes of faces appearing around each extremity, such
Fig. 2. An example of a 1-separable TLF-planar vertex-transitive graph with type vector [∞; 3; 4;∞; 3] (a), its edge and face vectors (b) and a
representation of this pair of vectors (c) as they appear around a vertex of Γ .
Fig. 3. Non-isomorphic transitive graphs with the same edge, face and type vectors [4; 4; 10; 6]. The hexagons and the decagons are arranged differently
on each side of the columns of squares (see detail).
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that each corresponding edge and face vectors be locked together. Technically, we represent an edge neighborhood ηe by
the following 4-uple of vectors of size d
ηe =

1st extremity︷ ︸︸ ︷
Edge vector︷ ︸︸ ︷
[ξ1, . . . , ξd],
Face vector︷ ︸︸ ︷
[φ1, . . . , φd] ,
2nd extremity︷ ︸︸ ︷
Edge vector︷ ︸︸ ︷
[ξ ′1, . . . , ξ ′d],
Face vector︷ ︸︸ ︷
[φ′1, . . . φ′d]

for {ξi, ξ ′i } ⊂ E, and {φi, φ′i } ⊂ F
where ξ1 = ξ ′1 = e, φ1 = φ′d and φd = φ′1. The vectors [ξ1, . . . , ξd] and [φ1, . . . , φd] are respectively the edge and face
vectors of the first extremity, and the vectors [ξ ′1, . . . , ξ ′d] and [φ′1, . . . φ′d] relate to the second extremity. 
The color of an edge neighborhood corresponds to the color of e. The separator of ηe, noted sep(ηe), corresponds to the
separator of the color of e, here (φ1, φ′1). An edge neighborhood ηe colored by e is said to be coherent with a pair of vectors
(ξ , φ) if and only if both edge vectors and face vectors at each extremity of e are isomorphic to (ξ , φ).
Consider the set of edge neighborhoods in Γ of the same color. As for edge and face vectors, it is possible to define
operations on this set:
• Inversion and Reflection: Inversion is the operation exchanging both extremities of the edge neighborhood, and
corresponds to an exchange of the edge vectors and of the faces. Reflection corresponds to the operation of reflection
(defined on the edge and face vectors) applied to each extremity of the edge neighborhood, while preserving the central
edge. More precisely
(ξ , φ, ξ ′, φ′) Inversion−→ (ξ ′, φ′, ξ , φ)
(ξ, φ, ξ ′, φ′) Reflection−→ (ξˆ ′, φ¯′, ξˆ , φ¯)
where for any vector µ = [µ1; . . . ;µd], µ¯ = [µd; . . . ;µ1] is the mirror of µ and µˆ = [µ1;µd;µd−1; . . . ;µ2] is the
mirror of µ rotated once. Both operations are naturally involutions.
• Twist or Rearrangement of an extremity: Let (ξ , φ) be the edge and face vectors associated to one extremity of an
edge neighborhood ηe. Any twist or rearrangement of (ξ , φ) that stabilizes the central edge and leaves the finite faces
separated by ηe unchanged, extends naturally on the edge neighborhood.
Two edge neighborhoods η1 and η2 of the same color are said to be isomorphic if and only if it is possible to transform η1
into η2 by a sequence of inversions, reflections, twists and rearrangements of any extremity. We claim that these operations
describe all the possible edge neighborhoods in the embedding.
Lemma 3 (Edge Neighborhood). Given a TLF-planar embedding of Γ , all edge neighborhoods of the same color in this embedding
are isomorphic.
Proof. Consider two edges e and f of the same color, and their edge neighborhoods ηe and ηf . Let ϕ be an automorphism
mapping e onto f . It is possible to consider that the first extremity of ηe is mapped onto the first extremity of ηf , possibly
allowing for an inversion. As a consequence of Property 2, the faces separated by e are mapped onto the faces separated by
f . Allowing for a reflection, we can ensure that the first face in the face vector of the first extremity of ηe is mapped onto
the first face in the face vector of the first extremity of ηf . Finally, according to Lemma 2, all pairs of locked edge and face
vectors in the embedding are isomorphic. If we consider only the transformations stabilizing the central edge and the faces
it separates, this entails that the edge neighborhoods are also isomorphic, up to a number of twists and rearrangements of
its extremities. 
For each color c ∈ E, we define the edge neighborhood of Γ colored by c , namely ηc , as a representative of the class of
isomorphism resulting from the previous lemma.
Definition 7 (Number of Classes). Let (ξ , φ) be the edge and face vector of the TLF-planar graph Γ . Two edges e, f ∈ ξ
labeled by the same color c ∈ E are said to be equivalent, namely e ∼ f , if and only if there exists an isomorphism of (ξ , φ)
mapping e onto f . Consider the set of edges in ξ colored by c. Then the number of classes of c , noted eqξ,φ(c) is the number
of classes of equivalence inside this set with regard to∼. Lemma 3 implies that eqξ,φ(c) equals either 1 or 2. As a matter of
fact, each class of equivalence for∼must correspond to at least one extremity of the edge neighborhood ηc . 
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Fig. 4. Non-isomorphic transitive graphs with the same edge neighborhoods, assuming that we remove the face vectors from the edge neighborhoods.
Example 3. Let us define edge neighborhoods coherent with the pair of edge and face vectors described in Example 1. We
represent the edge neighborhood associated to the black edge (colored by b) by the following picture:
1st extremity: [b; g;w; b; b], [γ ;α;∞; γ ;∞]
2nd extremity: [b; b; g;w; b], [∞; γ ;α;∞; γ ].
It is then possible to give a complete set of representatives for the edge neighborhoods of Γ , respectively for the gray and
the white edge
Remark that since there exists two infinite faces per vertex in Γ (colored by ∞), it is possible to apply twists or
rearrangements at each extremity of the edge neighborhoods. Quite naturally, eq(g) = eq(w) = 1, since there is only one
white and gray edge in the edge vector. Furthermore, eq(b) = 2: the black edges 1 and 5 are∼-equivalent, but the black edge
numbered by 2 cannot bemapped on either, because they correspond to two non-isomorphic 2-connected components. 
Wewill show below that the edge neighborhoods of Γ are sufficient to determine a TLF-planar embedding of the graph
and its coloring. While it could seem that the face vector is superfluous, i.e. that the graph could be described simply by
its edge neighborhoods without any face vector, consider the particular case of graphs that are both vertex-transitive and
edge-transitive, as in the Fig. 4. The [5; 5; 5; 5] and [3; 7; 3; 7] graphs – denoted by their type vector – both belong to this
class. Both possess the same edge neighborhoods and edge vectors. Yet these two graphs are obviously not isomorphic and
their group of automorphisms are distinct, because the first is face-transitive, and the second possesses two different classes
of faces.
Whitney’s Theorem [14] states that the finite planar 3-connected graphs have a unique embedding property i.e. their dual
is uniquely defined. This property was extended to infinite graphs by Imrich [7]. From Lemma 1, when Γ is 3-connected
(while remaining transitive and TLF-planar), all faces of the graph are finite, and the graph is obviously composed of a unique
2-connected component. Therefore the classes of isomorphisms of the geometrical invariants described in this section
contain neither twists nor rearrangements. This is coherent with the unique embedding property. Notice that this property
holds when Γ is at least 2-connected, in the case of transitive TLF-planar graphs. On the other hand, when Γ is 1-separable,
these invariants provide an accurate description of the possible embeddings of the graph in the plane.
3. Labeling schemes
Our purpose in this section is to consider the set of geometrical invariants of Γ (edge and face vectors and edge
neighborhoods) and to prove that they are sufficient to give an exact description of the graph and a TLF-planar embedding.
The resulting description of the graph is called a labeling scheme, and extends the notion of labeling scheme for Cayley
graphs, detailed in [2,12].
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(a) Edge and face vectors. (b) Edge neighborhoods.
Fig. 5. A labeling scheme of degree 5 with its components (ξ , φ) (a) and η (b).
3.1. Definitions
Definition 8 (Labeling Scheme). Let E and F be two non-intersecting finite sets of colors. A labeling scheme of degree d is a
3-tuple (ξ , φ, η) possessing the following properties:
(i) ξ ∈ Ed is an edge vector and φ ∈ Fd is a face vector;
(ii) for each color c ∈ ξ , eqξ,φ(c) is either equal to 1 or 2;
(iii) for each color c ∈ ξ , there exists a unique edge neighborhood ηc ∈ η of the same color that is coherent with (ξ , φ);
(iv) for each color c ∈ ξ , each class of equivalence for c must appear on an extremity of ηc . 
Given a graph Γ , then ξ and φ stand for Γ ’s edge and face vectors, locked together. The set η stands for the set of edge
neighborhoods of Γ . In the following, ηc stands for the edge neighborhood in η colored by c. The isomorphisms of labeling
schemes are defined as the isomorphisms of the elements of the scheme. The results in the previous sections ensure that for
any pair (Γ ,G), there exists a labeling scheme (ξ , φ, η) corresponding to the coloring of the vertices and faces associated
to the group G of the graph Γ , up to isomorphism. Notice that the condition (ii), along with Lemma 3 constrain the number
of possible labeling schemes.
Consider a labeling scheme (ξ , φ, η). Let e be an edge in ξ and ηc ∈ η be the edge neighborhood labeled by the color of
e. The operation of gluing ηc onto e consists in finding an edge neighborhood κ isomorphic to ηc such that one extremity of
κ be exactly equal to the pair (ξ , φ), with e ∈ ξ as the central edge of the neighborhood κ . If such an edge neighborhood
exists, it is then possible to attach its other extremity to the dangling extremity of e
Lemma 4 (Edge Reconstruction). Let (ξ , φ, η) be a labeling scheme, e ∈ ξ and ηc ∈ η colored by c, there exists a unique way to
glue ηc onto e, up to isomorphism of the other extremity of ηc .
Proof. Consider the class of equivalence with regard to ∼ of the edge e ∈ ξ . This class of equivalence must appear on
one extremity of the edge neighborhood ηc (by property (iv) of the labeling scheme), thus allowing at least one way to
glue ηc onto e. Moreover, there cannot exist two non-isomorphic ways to glue ηe onto e: if eqξ,φ(c) = 2 then each class
of equivalence appears on an extremity of ηc , thus leaving no choice on which extremity of ηc can be attached to e. If
eqξ,φ(c) = 1 then any extremity of ηc can be attached to e, both being isomorphic. 
The gluing of edge neighborhoods allows the reconstruction of the graph. Let us start from an initial graphΛ composed
of d edges incident to a central vertex v. Suppose that these edges are colored accordingly to the edge vector ξ . Obviously,
this planar graph does not include faces for the moment, nevertheless we are expecting to build a face φi between the edges
ξi and ξi+1. By gluing the appropriate edge neighborhood ηc onto the edge ξi, we create d − 1 new edges incident to the
other extremity of ξi labeled such that the obtained edge neighborhood is isomorphic to ηc . The other extremities of these
new edges correspond to new vertices of the graph. We will see later how it is possible to close the border of the faces.
Example 4. Consider the labeling scheme defined in Fig. 5, where the set of colors are E = {b, w, g} and F = {α, γ ,∞}.
It is based on the Examples 1 and 3. We associate to each color in E a unique edge neighborhood. For the labeling scheme
to be well-defined, we must assume that the faces colored by∞ are infinite, thus allowing by a twist transformation that
eqξ,φ(b) = 2.
Let us try to glue the edge neighborhoods consecutively, while following the edges constituting the border of the face
colored by∞, supposedly unbounded (cf. Fig. 6).We begin by gluing the ηw edge neighborhood onto the unique edge labeled
byw in ξ . The next edge in the border of the face is a black edge, therefore we can glue the ηb edge neighborhood onto this
edge, and continue by successively gluing ηb along the border of the face an infinite number of times. If we perform this
process in both directions, we are able to reconstruct the border of a face colored by∞ according to the labeling scheme. 
Lemma 5 (Border Automaton). Consider a TLF-planar graph Γ and its labeling scheme (ξ , φ, η). It is possible to build a finite
state automaton and an action on this automaton whose orbits represent the borders of the faces of Γ .
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Fig. 6. Successive gluings of the edge neighborhoods along the border of a face.
Proof. Consider an automaton built over the alphabetA. Awordw ∈ A? acts naturally over the set of states of the automaton.
We build an automaton by describing its set of states and the language acting on these states (meaning that there is no
starting nor accepting state).
A configuration of a labeling scheme (ξ , φ, η) is a pair (C, b) where C is a class of equivalence for ∼ in (ξ , φ) and
b ∈ {+,−} is a direction of rotation. A configuration represents a block of edges (separated by infinite faces) attached
to a vertex, an edge inside this component and a direction expressing in which way the block is embedded in the plane.
Two configurations are said to be equivalent if (i) they correspond to two blocks, (ii) it is possible to map the first block
onto the second by an isomorphism of edge and face vectors and (iii) this map sends the edge of the first configuration onto
the edge of the second configuration, and maps the direction of rotation accordingly. In the following, we will only speak of
configurations up to this relation of equivalence.
For a given labeling scheme, the number of configurations is finite and bounded by 2d. The classes of equivalence of
configurations define the states of our automaton. Let us define the following relations between the states:
• The next relation describes whether a configuration comes next to another one in the edge vector, given a direction of
rotation: (C, b)
next−→(C ′, b) if and only if there exist (ξ¯ , φ¯) isomorphic to (ξ , φ) such that if ξ¯i (the ith element of the
vector ξ ) belongs to C, the edge next to ξ¯i according to the direction b (if b is positive, that is ξ¯i+1, otherwise that is ξ¯i−1)
belongs to C ′.
• The inv relation describes how the configuration is modifiedwhenwe cross the corresponding edge: (C, b) inv−→(C ′, b′) if
and only both configurations correspond to the same color of edge c , and there exists an edge neighborhood isomorphic
to ηc ∈ η has (C, b) and (C ′, b′) at its extremities.
Given these two relations, it is possible to build a finite state automaton on the set of configurations. This automaton is
called the border automaton associated to this labeling scheme. By Lemma 4, it is connected. The inv relation is involutive,
while the next relation may have more than one successor. Therefore, this automaton is non-deterministic in general.
According to the process described on Fig. 6, determining the border of a face F is only a matter of reading the infinite
word (next · inv)ω , with starting state a configuration C such that the face F appears between this configuration and the
configuration next to it in the automaton. Such a word is an orbit of the automaton under the action of (next · inv). 
The color of a configuration is defined as the color of the edge in the class C. To each orbit in the automaton, it is possible
to associate a word in Eω , corresponding to the bi-infinite sequence of colors of the configurations when computing the
orbit. For every face φi ∈ φ, we can reconstruct the border of the face in the two directions of rotation. This implies that
the orbits associated to (i,+) and (i + 1,−) are equivalent, meaning here that they represent the same word in Eω , up to
reflection. They may correspond to a single orbit in the automaton. This word is called the border of the face φi. The faces in
φ can be classified into two categories: those who possess a periodic border and those with an aperiodic border. A periodic
border for a face means that it can be ‘‘closed’’.
3.2. Examples of construction
Example 5. Consider the labeling scheme of degree 5 defined in Fig. 7, such that E = {b, g, w} and F = {α, β, γ }. With
each color in E we associate a unique edge neighborhood. Let us compute the associated border automaton. There exist 10
different configurations, one for each edge and direction of rotation. Since the next operation corresponds to a rotation of
the edge vector, we represent the border automaton with two cycles of length 5. On the Fig. 8, next edges appear in black,
while inv edges appear in dashed gray lines.
There exist 6 different orbits in the automaton under the action of (next · inv). These orbits come in pairs, each pair
corresponding to both directions of reconstruction of a given face. The orbit {2+} = {3−} corresponds to faces colored by
α, with black borders bω , and the orbit {5+} = {1−} to the faces colored by γ , with gray borders gω . The other orbit have
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Fig. 7. Another labeling scheme of degree 5.
Fig. 8. The border automaton associated to the labeling scheme in Fig. 7.
Fig. 9. Example of a 3-connected TLF-planar vertex-transitive graph, with type vector [3; 5; 3; 3; 4], associated to the labeling scheme described in the
Example 5.
border (gbw)ω , and corresponds to the faces colored by β . On Fig. 9, there is an planar embedding in the hyperbolic plane
of a graph possessing this labeling scheme and type vector [3, 4, 3, 3, 5]. The faces α correspond to squares and the faces γ
to pentagons, while the faces with 3-colored borders are triangles. Notice that this graph possesses a trivial stabilizer and is
therefore a Cayley graph. 
Definition 9 (Primitive Type Vector). For every i ∈ [1; d], we consider the border of φi. If this border is periodic, then we
define ki as its minimal period, otherwise ki = ∞. Let (ai), i ∈ [1; d] be a set of formal letters such that ai = aj if and only if
φi = φj. The vector whose elements are the kiai (or simple∞ if ki is infinite) is called the primitive type vector of (ξ , φ, η).
A type vector [l1, . . . , ld] is said to be valid with regard to that labeling scheme if and only if there exists a valuation of the
(ai) in N such that ∀i, li = kiai and all values in the vector are greater than three.
In the Example 5, the primitive type vector is [3n,m, 3n, 3n, p] for (n,m, p) ∈ N, and [3; 5; 3; 3; 4] is a valid type
vector. 
The colors of the faces are supposed to distinguish the classes of the faces under the group of automorphism. Two
finite faces are said to be equivalent if they have the same border up to reflection. If two faces of the same color are not
equivalent, then the labeling scheme is said to be invalid. Labeling schemes resulting from TLF-planar graphs are always
valid, but general labeling schemes may very well be invalid. There remains the question whether, given an embedding of
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Fig. 10. The border automaton associated to the labeling scheme in Fig. 5.
Fig. 11. Example of a 1-separable TLF-planar vertex-transitive graph, with type vector [∞; 3; 4;∞; 3], associated to the labeling scheme described in the
Example 6.
Γ respecting (ξ , φ, η), the colors of edges and faces correspond to orbits of the group of automorphisms of Γ . This question
will be addressed in the next paragraph.
Example 6. Consider now the case of Example 4, where E = {b, g, w} and F = {α, γ ,∞}. In this example, there are only
8 distinct configurations, because of the possible twist transformation of the edge and face vectors. The associated border
automaton appears on Fig. 10.
The orbit corresponding to the face γ has a periodic border (bbg)ω . The orbit corresponding to the face α also has
a periodic border (gw)ω . More interesting is the case of the face β (notice that due to the possible twists, the next
operator is not deterministic). Its border is aperiodic and equal to bωwbω . The associated primitive type vector is given
by [∞, 3n, 2m,∞, 3n] for values of (m, n) ∈ N, which leads to 1-separable graphs such as the one on Fig. 11. The graph on
this figure does not possess an embedding where the borders of its faces are periodic, whereas for Cayley graphs, it is always
possible to find an embedding where the border of the faces are periodic [12]. Hence, this graph is not Cayley, because of
this aperiodic border property. 
3.3. Realization
Every TLF-planar vertex-transitive graph possesses a valid labeling scheme and a vector type that is valid regarding to
that scheme. Consider now the converse of the problem: given a general valid labeling scheme, and a valid type vector, is it
possible to produce a vertex-transitive graph that has the same labeling scheme and type vector ?
Our goal in this section consists in building specific embeddings of vertex-transitive planar graphs with particular
geometrical properties. Depending on the graph, we select an appropriate geometry: Euclidean, spherical or hyperbolic. As
long as our graphs are TLF-planar, embeddings in spherical geometry will lead to finite graphs. Infinite faces thus can only
occur in Euclidean and hyperbolic geometry. The following theorem constructs embeddings that are tilings of the plane by
regular polygons.
Theorem 6 (Existence). Given a labeling scheme (ξ , φ, η), and a valid type vector [k1, . . . , kd], there exists a TLF-planar vertex-
transitive graph possessing this scheme and type vector. Moreover, all faces of the embedding are regular polygons.
Proof. We callA the border automaton associated to (ξ , φ, η). First, wewill consider the three aforementioned geometries,
and we evaluate the interior angle θi(l) of a regular polygon of side length l, with ki sides. Then, we arrange polygons of sizes
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[k1, . . . , kd] around a single vertex p, and evaluate the angle taken by all these polygons around p, knowing that it must be
equal to 2pi . The following values result from simple trigonometry in the different geometries:
θi(l) =

Spherical : 2 arcsin
(
cos(pi/ki)
cos(l/2)
)
Euclidean : (ki − 2)
ki
pi
Hyperbolic : 2 arcsin
(
cos(pi/ki)
cosh(l/2)
)
.
and
d∑
i=1
θi(l) = 2pi (E)
Let us evaluate ∆ = ∑di=1 ki−2ki pi . If ∆ = 2pi , we choose to work in the Euclidean geometry, and there exist an infinity of
possible values for l such that Eq. (E)e is fulfilled (any positive value of l is allowed, the corresponding embeddings being
homothetic). If∆ < 2pi , we select the spherical geometry, and there exists a unique solution of (E).1 If∆ > 2pi we choose
the hyperbolic geometry, and again there exists a unique solution of (E). Every solution l allows the computation of the θi(l),
and the construction of regular polygons {P1, . . . , Pd} in the selected geometry having the following property: given a point
p in the plane, it is possible to draw all the polygons Pi around pwithout gaps nor overlapping.
Now we will begin with the construction of the embedding of Γ , starting from a central vertex  in the plane. We will
construct by induction a a finite planar graph Γn and a finite set of regular polygons Sn corresponding to faces of Γ . A dart
in Γn corresponds to the union of an edge and one of its extremities, and every edge of Γn is made of two darts associated
to its extremities. We are going to color the polygons by colors in φ, and darts by configurations ofA. The graph Γn is built
such that every vertex of Γn at distance< n from  have degree d and all faces incident to such a vertex are regular polygons
in Sn. Moreover, all edge and face vectors for the vertices must be isomorphic to subsets of (ξ , φ) (meaning an alternating
sequence of adjacent faces and edges in (ξ , φ)), and all edge neighborhoods linking two vertices must be isomorphic to a
subset of the edge neighborhood of the same color in η (the subset of an edge neighborhood contains the central edge, both
faces separated by this edge, and is such that each extremity is a subset of (ξ , φ)).
The graph Γ0 is composed of d segments of length l starting from , numbered from 1 to d in the positive direction of
rotation, such that the angle between the i-th edge and the i + 1-th is θi(l). As a consequence of the choice of the θi(l), it
is possible to draw a polygon isometric to Pi and colored by φi between the i-th edge and the i + 1-th. The set of these d
polygons constitute S0. The dart incident to  corresponding to the i-th edge is labeled by (i,+), whereas the dart at tho
other extremity is labeled by its inverse (the configuration obtained inA by following the inv edge).
Suppose now that we have built Γn and Sn. Consider a vertex v of Γn at distance n from . By induction, the set of
edges in Γn and regular polygons in Sn incident to this vertex is a subset of (ξ , φ), something equivalent to the sequence
{(i, b), (i + 1, b), . . . , (j, b)} where b ∈ {+,−}, when read the adequate direction of rotation around v. We complete this
subset by adding the edges corresponding to the configurations {(j + 1, b), (j + 2, b), . . . , (i − 1, b)}, by respecting the
angle θk(l) between the edges colored by (k, b) and (k+1, b). Between these edges, it is possible to place the corresponding
regular polygon, labeled by φk. This process can not lead to intersecting edges: all edges have the same length, and inside a
given face, all angles are the same, hence the construction of a face ultimately leads to a regular polygon in the plane.
This process is compatiblewith the construction of the borders of the faces done in computingA: if we follow the edges in
Γn on the border of a regular polygon in Sn, they correspond exactly to the edge reconstruction done in Lemma 4. Therefore,
if this construction closes the border of a finite face by adding the last edge around a finite regular polygon, the border of
this polygon corresponds exactly to a finite cycle inA because the type vector is supposed to be valid. As a consequence, the
1 Except for the following type vectors: [3, 3, p ≥ 5], [3, 4, p ≥ 6] and [3, 5, p ≥ 9]. There does not exist a labeling scheme validating any of these type
vectors (cf. Theorem 8).
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property of the subsets is preserved by adding these new edges and polygons. We consider that (Γn+1, Sn+1) are obtained
from (Γn, Sn) by adding these new edges and polygons.
The sequence of graphs Γn is an increasing sequence of graphs in the plane, and the sets Sn ultimately cover the
entire plane, thus defining a limit graph Γ . This graph is vertex-transitive: the construction is independent of the starting
vertex, and applying this construction with two different starting vertices of Γ creates an automorphism mapping
the first vertex on the second. The automorphisms stabilizing a vertex are linked to the classes of equivalence of the
configurations. 
Theorem 7 (Coherence). If Γ is a TLF-planar vertex-transitive graph that possesses a labeling scheme (ξ , φ, η) and a type vector
[k1, . . . , kd], then the preceding construction yields a graph isomorphic to Γ .
Therefore, for any vertex-transitive graph obeying our conditions, it is possible to embed the graph in a particular
geometry of the plane with regular polygons. Moreover, automorphisms of the graph map finite faces onto isometric faces.
Consequently, in the case of the 2-connected graphs, every automorphism of Γ extends into an isometry of the plane. This
result appears in Babai [1] in the case of 3-connected graphs, and is here extended to the larger case of the TLF-planar
graphs. Notice that the case of 1-separable graphs is more complex: even is the faces of the graph are regular polygons, the
Example 6 shows that there exists graphs for which it is impossible to find an embedding where automorphisms may be
realized by isometries of the plane.
A direct consequence of this result pertains to the growth-rate of the TLF-planar graphs. When Γ is 2-separable, its
structure is arborescent and its growth-rate is either linear or exponential. On the other hand,whenΓ is at least 3-connected,
the embedding of Γ given by the Theorem 6 is quasi-isometric to the plane inside which it is defined. Therefore the growth-
rate of the graph is either quadratic or exponential.
3.4. Combinatorial approach
Consider the problem of finding all the valid labeling schemes for graphs of degree d. The number of colors in E and F is
bounded by d. Therefore the number of possible edge and face vectors is bounded by dd−1, up to rotation, and the number
of edge neighborhoods for a given color by 2d. It is therefore possible to enumerate all possible labeling schemes, and then
to extract the valid schemes by computing the border automaton. The particular properties of labeling schemes allow to
drastically reduce this theoretical upper bound.
Theorem 8 (Enumeration). Given a number d ≥ 2, it is possible to enumerate all TLF-planar transitive graphs having internal
degree d, along with their labeling scheme and primitive type vector.
A possible question lays in determining all possible type vectors for TLF-planar vertex-transitive graphs. We enumerate
the graphs of a given degree, and eliminate the redundant ones by testing if they belong to the same class of isomorphism.
For example, the possible type vectors for vertex-transitive graphs of degree 3 are:
{[n, n, n], [n, 2m, 2m], [2n, 2m, 2p]}
. . . for values ofn,m, p such that the faces of the graphs are at least triangles. The set of planar graphs obtained is presented
in appendix, and extends the vertex-transitive graphs presented in [5]. Notice also that this set is strictly larger than the set
of possible Cayley graphs of the same degree, containing in particular the graph associated to the dodecahedron, with type
vector [5; 5; 5] and the icosidodecahedron,with type vector [3; 5; 3; 5], both ofwhich are not Cayley graphs.More generally,
this is the case of all tilings with type vector {[6n± 1, 6n± 1, 6n± 1]}. This is an example of an infinite family of TLF-planar
transitive graphs which are not Cayley.
More precisely, for a given labeling scheme (ξ , φ, η) and valid type vector, we have the possibility to check whether the
associated unlabeled graph is Cayley or not, by enumerating all Cayley graphs having the same type vector [12], computing
the labeling schemes of these transitive graphs and comparing them to (ξ , φ, η):
Corollary 9 (Cayley Checking). If Γ is a TLF-planar transitive graph, then it is decidable whether Γ is the Cayley graph of a
group or not, and obtain an enumeration and a description of the groups having Γ as a Cayley graph.
Another side-result is the possibility to enumerate for a given vertex-transitive graph Γ all the colorings of Γ such that
the colored graph is also vertex-transitive. This raises the question on finding graphs which are vertex-transitive but not
Cayley, i.e. who do not possess a group of automorphism acting simply transitively on its vertices. Consider the stabilizer
of a vertex of Γ : it must be a finite group of isometries of the plane fixing the vertex, hence it is either cyclic or dihedral.
If this stabilizer does not contain any rotation, then the subgroup of direct isometries of Aut(Γ ) acts simply transitively on
the vertices of Γ , therefore such graphs must possess rotations in their stabilizers.
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The multiply(k) operation on a labeling scheme (φ, ξ, η) of degree d consists in building another labeling scheme
(φ′, ξ ′, η′) of degree k× d defined by:
• φ′ and ξ ′ consist of k copies of φ and ξ , i.e. φ′i = φ(i mod d), and ξ ′i = ξ(i mod d);• each edge neighborhood η′e is a copy of ηe where to the edge and face vectors at each extremity have been replaced by
(ξ ′, φ′).
The set of configurations of the automaton remains unchanged by this operation, as is the construction of the border
automaton. This operation allows to build labeling schemes with stabilizers containing rotations. Moreover, this operation
is invertible: for a labeling scheme whose stabilizer possesses rotations, it is possible to extract a labeling scheme without
rotations by an operation of division.
Lemma 10 (Taxonomy of Prime Degree Graphs). Let Γ be a 3-connected planar vertex-transitive graph of prime degree d. Either
Γ is a face and edge-transitive graph with type vector [k; . . . ; k], or it is a Cayley graph.
Proof. Consider the group of automorphisms of Γ and the stabilizer Gs of a vertex s of Γ . Since the graph can be embedded
in the plane by regular polygons, so that the automorphisms map the finite faces onto finite faces, G is a group of isometries
of the plane and Gs is a finite group of isometries of the plane leaving s stable. If Gs contains a non-trivial rotation, since the
degree of Γ is prime, the graph is edge and face-transitive. On the contrary, if Gs contains no rotation, then it has a single
non-trivial element which is a reflection. Then the subgroup of the direct isometries in G acts simply and transitively on the
vertices of Γ . Therefore Γ is a Cayley graph. 
This analysis points out the classes of graphs that are likely not to be Cayley graphs. For the lesser degrees, these graphs
are either face-transitive [k; . . . ; k], or edge-transitive [k1, k2, . . . , k1, k2]. There exists an example of graph of degree 9
belonging to this class that is neither face-transitive nor edge-transitive.
4. Discussion
The geometrical invariants of TLF-planar graphs allowed here the description of the graphs by their local properties, in
the case of vertex-transitive graphs. Nevertheless, there exists different directions where we could extend this study. First,
the dual graph of a transitive planar graph, is not transitive, but cofinite. That is to say, there exists only a finite number of
orbits of the vertices under the action of the group of automorphisms. Even if these graphs in general do not respect the
same geometrical properties as the transitive graphs, it would be interesting to study this family and their embeddings. We
could then question the possibility of extending the representation by labeling schemes to cofinite graphs. Second, the key
property of local finiteness is rather restrictive: our graphs possess one accumulation point at most. Yet Levinson showed
that the number of accumulation points, if superior to one, is either two or infinite. The analysis of the embeddings of planar
graphswith twoormore accumulation points could lead to a geometrical representation for a larger class of vertex-transitive
planar graphs.
Appendix. Enumerations of vertex-transitive graphs
In the following sections, we enumerate all locally finite planar vertex-transitive graphs of small inner degree (from 3
to 4). Transitive graphs of degree 2 correspond to cyclic graphs. For the larger degrees, we enumerate all possible labeling
schemes, each one corresponding to an enumerable family of planar vertex-transitive graphs. Some of these families may
have the same representative in terms of unlabeled graphs, but the groups of automorphisms are distinct. These families
are classified depending on whether their borders are periodic (P) or aperiodic (A). The following table displays the number
of such classes:
Degree P A Degree P A
1 0 0 4 22 1
2 1 0 5 52 4
3 7 0 6 190 20
For each labeling scheme, we give the primitive type vector (Prim), and a description of the graph as a list containing the
borders of the faces. Each color of edge is numbered ai, and each border of a face is a word on the edge classes corresponding
to an orbit in the border automaton repeated a given number of times.
A.1. Locally finite vertex-transitive graphs of degree 3
See Fig. A.1.
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Fig. A.1. Enumeration of the labeling schemes of degree 3 (cf. Appendix).
A.2. Locally finite vertex-transitive graphs of degree 4
See Fig. A.2.
Labeling scheme with aperiodic borders and its border automaton
Here is a description and the border automaton of the only labeling scheme of degree 4 containing aperiodic borders of
the faces. Quite naturally, the corresponding graphs are 1-separable, possessing two infinite faces per vertex.
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Fig. A.2. Enumeration of the labeling schemes of degree 4 (cf. Appendix).
2832 D. Renault / Discrete Mathematics 309 (2009) 2815–2833
Fig. A.2. (continued)
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