Recent research establishes a negative relation between stock returns and dispersion of analysts earnings forecasts, arguing that, due to short-sale constraints in equity markets, asset prices more reflect the views of optimistic investors. In this article, we examine whether a similar effect prevails in corporate bond markets. After controlling for common bond-level, firm-level, and macroeconomic variables, we find evidence that bonds of firms with higher dispersion demand significantly higher credit spreads than otherwise similar bonds and that changes in dispersion reliably predict changes in credit spreads. We argue the dominating effect of dispersion is to proxy for future cash flow uncertainty due to the limited role of short-sale constraints in corporate bond markets.
Introduction
Do analysts' earnings forecasts play a role in corporate bond markets similar to the one they play in equity markets? Previous work has demonstrated that much of the variation in credit spreads on corporate bonds is explained by bond characteristics (e.g. duration), credit quality (e.g. credit rating), and market conditions (e.g. default premium). However, the relevance of equity analyst data on firm characteristics, which is largely catered to equity markets, has not been explored nearly as thoroughly for corporate bond markets.
Corporate bond prices are more volatile when firm performance is more unpredictable. If more dispersion in analysts' earnings forecasts indicates more unpredictable firm performance (i.e. more cash flow uncertainty) rather than divergence due to analyst biases, then it appears to be a promising candidate for explaining cross-sectional and time-series variation in credit spreads on corporate bonds. Given the extent to which the literature analyzes the effect of bond-and issuer-level characteristics on credit spreads, it is surprising that the implications of equity analysts' opinions for credit spreads have not yet been explored. We therefore examine the degree to which bondholders, in setting market prices, rely on firm characteristics conveyed by dispersion in analysts' earnings forecasts.
Our study is the first to provide empirical evidence on the role of earnings uncertainty and especially dispersion in analysts' earnings forecasts (forecast dispersion) on levels and changes of credit spreads. In particular, we study how credit spreads and bond returns reflect disagreement among equity analysts and how this effect differs across firms and across time. In addition, our study provides a gauge for the functioning of bond and equity markets. Before discussing and interpreting our findings, we develop two competing hypotheses about the relation between credit spreads and forecast dispersion.
The first hypothesis is motivated by Miller (1977) and claims that, in the presence of short-sale constraints, bond prices should more reflect the views of optimistic investors. Miller argues that when investor biases differ and short-sale constraints bind, investors with pessimistic views can not sell (unless they own the asset), while investors with optimistic views are able to purchase, which raises prices. As a result, negative views will not be completely incorporated, and bond prices will be upwardly biased, giving rise to lower credit spreads. Consistent with this hypothesis, Diether, Malloy, and Scherbina (2002) report a reliably negative relation between stock returns and forecast dispersion. More generally, they point out that any friction that prevents prices from encompassing negative opinions, but allows for full incorporation of positive opinions, produces a negative relation between forecast dispersion and future returns. 1 Thus, according to this behavioral view, forecast dispersion represents divergence of opinion among biased market participants, and higher forecast dispersion leads to higher firm values and hence lower credit spreads.
The second hypothesis contends that, in corporate bond markets, forecast dispersion corporate bonds, we document that the annually compounded return differential between the highest and the lowest dispersion portfolio equals more than 100 basis points. 4 Overall, forecast dispersion thus provides economically important information to determine credit spreads beyond what has been previously documented in the literature.
To confirm our findings, we adopt various robustness checks. First, we estimate the baseline model in different specifications with year, quarter, firm, industry, and bond-level fixed effects to verify our main result is not the outcome of spurious time-series or crosssectional correlation. We also control for time-series correlation in errors by using e.g. Fama and Macbeth (1973) and pure cross-sectional regressions. The economic and statistical significance of our findings does not change under these more restrictive, econometric specifications. Second, we show that other firm-level uncertainty proxies such as earnings volatility, earnings forecast errors, and excess stock returns do not subsume dispersion.
Due to accounting conventions, dispersion is based on forecasts of earnings after interest and taxes. Our goal is therefore to rule out the possibility that, like earnings per share, dispersion is also capturing the variation in firms' interest expenses and their marginal corporate tax rates. To cancel out interest and tax differentials across firms, we multiply dispersion by the ratio of operating cash flow over net income. Our main result also holds in this estimation with a dispersion measure that is based on operating cash flows instead of earnings (the difference being interest expenses and taxes). Second, we stratify the panel into subsamples based on time period, credit rating, firm size, bond maturity, and firm leverage. In all subsample tests, the dispersion result remains unexpectedly robust with significance mostly at the 0.1% level. In a third robustness test of this critique, we examine the significance of the interaction term of dispersion multiplied by leverage together with leverage alone. We again find evidence supporting the view that the dominating effect of forecast dispersion in corporate bond markets is to proxy for future cash flow uncertainty.
We also implement various tests to examine the validity of our hypothesis relative to alternate explanations. First, Johnson (2004) suggests that, if firm fundamentals are unobservable, forecast dispersion may proxy for idiosyncratic risk, that is, unpriced parameter uncertainty). To examine this alternative, we include forecast dispersion and market-riskadjusted equity return volatility [i.e. the idiosyncratic risk proxy of Campbell and Taksler (2003) ] in the same regression specification. Their measure of idiosyncratic risk affects neither the economic nor the statistical significance level of forecast dispersion. If dispersion mostly captured unpriced parameter uncertainty in corporate bond markets, one would expect these variables to interact with each other. Second, we test whether future earnings volatility is predicted by forecast dispersion. Like Anderson, Ghysels, and Juergens (2005) , we estimate current levels (or changes) of earnings volatility as a function of lagged levels (or changes) of earnings volatility and lagged levels (or changes) of dispersion. Both levels and changes of lagged dispersion are significant at the 0.1% level. Third, we document that forecast dispersion predicts squared changes in earnings and squared earnings surprises. These volatility-related tests further support the second hypothesis.
Existing literature on forecast dispersion focuses on equity markets. Harris and Raviv (1993) and Kandel and Pearson (1995) are among the earlier studies of investors with dogmatic beliefs. However, their goal is to explain trading volume rather than asset price dynamics. More recently, Anderson, Ghysels, and Juergens (2005) document that factors constructed from the disagreement among analysts about expected (short-term and long-term) earnings have explanatory power in asset pricing models. Consistent with our hypothesis, Ajinkya and Gift (1985) report that forecast dispersion is significantly positively related to equity option-implied volatility. Similarly, David and Veronesi (2004) examine predictability in asset volatilities by constructing dispersion measures based on inflation and earnings growth forecasts. Zhang (2006) applies forecast dispersion to analyze information uncertainty in equity markets, which he defines as the ambiguity regarding the implications of new information for firm value. The study by Mansi, Maxwell, and Miller (2005) looks at the link between information uncertainty, information-based trading, and governance. In related work, Barry and Jennings (1992) , however, show that divergence of analyst opinion overstates information uncertainty in efficient capital markets. Other recent work on differences of opinion and asset prices includes Bessembinder, Chan, and Seguin (1996) , Chen, Hong, and Stein (2002) , and Scheinkman and Xiong (2003) .
The paper proceeds as follows. Section 2 develops four competing hypotheses on the spread-dispersion relation. Section 3 discusses the data sources, variables, and summary statistics. The main empirical results are reported in Section 4. Section 5 presents various robustness checks, and Section 6 provides the conclusions. Appendix A contains a simple structural model with forecast dispersion as determinant of credit spreads.
Credit Spreads and Forecast Dispersion
The main objective of this paper is to analyze whether forecast dispersion plays a role in corporate bond markets similar to the one it plays in equity markets. In particular, we test four competing hypotheses about the relation between credit spreads and forecast dispersion (i.e. the sign of the spread-dispersion relation). The arguments predicting different signs for the spread-dispersion relation guide the paper's empirical methodology.
Following Miller (1977) , the first hypothesis views forecast dispersion as a measure of divergence of opinion. He argues that when investor biases differ and short-sale constraints bind, investors with pessimistic views can not sell (unless they own the asset), while investors with optimistic views are able to purchase, which raises prices. Thus, negative views are not completely incorporated, and asset prices are upwardly biased, giving rise to lower future returns. According to this behavioral view, higher forecast dispersion reflects higher divergence of opinion, which leads to higher firm values and to lower credit spreads.
Structural models of credit risk, pioneered by Merton (1974) and further developed in a vast literature on corporate debt pricing, have in common that debtholders can be thought of as owners of a riskfree bond who have issued a put option to the holders of the firm's equity with the par value of debt being the strike price. In Merton's framework, credit risk depends on the volatility of the firm's assets, which is, for example, affected by the uncertainty surrounding future cash flows. Thus, the second hypothesis draws on the observation that if, in the corporate bond markets, forecast dispersion proxies for future cash flow uncertainty rather than for divergence of opinion, then structural credit risk models imply that higher forecast dispersion leads to higher credit spreads.
In addition to contractual differences, the second hypothesis relies on contract-related differences between bond and equity markets and on institutional differences regarding the relative lack of short-sale constraints for corporate bonds: (1) Corporate bonds are primarily held and traded by large financial institutions rather than individual investors. 5 It has been argued that institutional investors are less prone to behavioral biases [see e.g. Brav, Michaely, Roberts, and Zarutskie (2005) ]. (2) Corporate bonds are less sensitive to expected changes in firm value than equity, assuming the firm is far from financial distress. The reason for this is the concave payoff structure of debt, which provides only limited upside potential, whereas equity is often likened to a call option with an essentially unlimited upside. Hence the potential for overvaluation in corporate bond markets is more limited than in equity markets. (3) In addition, one would expect the demand for shorting bonds to be relatively lower. The higher sensitivity of stocks relative to bonds produces a higher trading effectiveness and hence an investor who, having a choice between stocks and bonds, is likely to find it optimal to place a 'convergence trade' in stocks. (4) Longstaff, Mithal, and Neis (2005) report that the cost of shorting liquid corporate bonds is only about five basis points. 6 (5) Credit default swaps are a more efficient means of shorting credit risk. These observations regarding participants and institutions in the corporate bond market imply that the likelihood of binding short-sale constraints for corporate bonds is rather limited. Hence Miller's behavioral argument does not apply equally to the corporate bond market as it does to the equity market.
To allow for alternative explanations as exhaustively as possible, we consider two further conflicting theories when analyzing the data. Like the first, the third hypothesis also regards forecast dispersion as a proxy for disagreement among bond market investors. The underlying theory for this hypothesis is developed by Diamond and Verrecchia (1987) and states that market prices are unbiased, although opinions about the correct valuation may diverge. The reversion to unbiased asset prices is achieved by a rational market maker, who can take into account that some pessimistic agents may be constrained from short-selling. More recently, Hong and Stein (2003) obtain a similar pricing result with competitive, risk-neutral, and perfectly rational arbitrageurs. Therefore, the third hypothesis predicts that there should be no relation between forecast dispersion and credit spreads.
The fourth hypothesis draws on Johnson (2004) who proposes that forecast dispersion proxies for idiosyncratic risk, that is, unpriced parameter uncertainty. When parameter uncertainty of a firm with risky debt increases, equity prices rise, since equity has the payoff structure of a call option. However, risk premia need not be affected since parameter uncertainty does not carry systematic risk, and hence the net effect of higher forecast dispersion is a decrease in expected equity returns. The reason behind this result is that a call option's elasticity is a declining function of volatility. As argued earlier, the owners of risky corporate debt can be thought of as owners of riskfree debt who have issued put options to the holders of the firm's equity. Because the volatility that is relevant for option value, and thus for corporate debt, is total volatility, higher idiosyncratic risk, as proxied by forecast dispersion, should also go hand-in-hand with higher credit spreads.
Having outlined four alternative hypotheses, we now turn to our identification strategy which is first to analyze the association between credit spreads and forecast dispersion over our entire sample of firms, with the intent of (1) signing the relation and (2) determining the relative importance of forecast dispersion vis-à-vis commonly used determinants of credit spreads. We then perform various sample splits and robustness checks aimed at capturing potentially more subtle nuances of the four theories discussed above.
Data and Summary Statistics
Before testing the predictions of Section 2, we discuss the data for credit spreads, forecast dispersion, and control variables. The quarterly panel data come from four sources.
1. Corporate bond prices from Fixed Income Database.
2. Equity analyst earnings forecasts from I/B/E/S database.
3. Firm-specific information from S&P's Compustat database.
Stock prices and returns from CRSP database.
We start with all bonds issued by US firms that can be identified in the Fixed Income Database, which reports monthly bond prices between January 1973 and March 1998. 7 Our analysis starts in January 1987 since analyst data is largely unavailable for our sample firms before 1987. We want to ensure that payout characteristics of bonds in our sample are similar; hence we include only coupon bearing, fixed-rate bonds and exclude bonds with option-like features such as callability, putability, convertibility, and sinking fund provisions. Similar to previous bond pricing studies [see e.g. Collin-Dufresne, Goldstein, and Martin (2001) or Eom, Helwege, and Huang (2004) ], we exclude regulated industries (i.e. financial services and utilities). 8 Based on these preliminary filters, we identify 83479 monthly observations of 2421 bonds by 933 firms for our study.
From this preliminary sample, we identify issuers that have both Compustat and Institutional Brokers Estimates System (I/B/E/S) coverage. We apply several commonly used filters. We delete the bonds without ratings by either Standard & Poors (S&P) or Moody's. Following Collin-Dufresne et al. (2001) , we drop bond observations with less than four years of maturity and bonds in default because they are too illiquid. 9 To ensure that each bond has significant variation in the time-series of yields, we drop bonds with less than 25 monthly observations. We also delete bonds prices with matrix quotes because traders' quotes are more likely to reflect all available information than matrix quotes. Quoted prices are the ones established by traders. When a bond has not traded recently and traders are unwilling to make quotes, a matrix price is computed based on a proprietary algorithm.
We obtain a quarterly panel by merging the bond and dispersion databases because forecast dispersion is produced at the quarterly frequency. After merging the two databases, we use for every quarter only the latest bond observation which precedes the earnings announcement date. Following Diether et al. (2002) , we require at least two forecasts to calculate forecast dispersion, and hence we drop quarterly bond-level observations whenever the issuer is covered by less than two analysts in a quarter. To avoid biases due to outliers, all variables are winsorized at the 1% level (i.e. observations are trimmed at the 0.5% level at both tails). The final sample covers 16004 quarterly observations of 1389 bonds by 382 issuers. The average number of quarterly quotes per bond is about 12.
Credit Spreads and Forecast Dispersion
Our dependent variable is corporate bond credit spread, CS, which is the difference between the yield-to-maturity of the corporate bond and the Treasury yield of the same (remaining) maturity. To obtain Treasury yields of any maturity we construct the entire yield curve from 1, 2, 3, 5, 7, 10, and 30-year Treasuries by linear interpolation. The Treasury yields come from the H.15 release of the Federal Reserve System.
The main independent variable is dispersion in equity analysts' quarterly earnings per share forecasts (or forecast dispersion) denoted by DISP ). Quarterly earnings forecasts come from the I/B/E/S Detail File. For every (fiscal) quarter q, we define a benchmark date, t q , which is the last day of the calendar month preceding the month earnings are announced. We measure raw dispersion as the standard deviation of the most recently revised forecasts by all analysts within the period from t q−1 to t q . This procedure ensures 8 To classify issuers into industries, we use the sector codes provided by the Fixed Income Database.
Regulated industries face lower operating risks due to regulated entry/exit and other legal constraints. If regulation is correlated with dispersion, then this would explain our findings without offering fresh insights into the determinants of credit spreads. Removing these industries has no material effect on our results.
9 In unreported regressions, we find that dropping bonds with less than two years of maturity does not alter our main results. Chen, Lesmond, and Wei (2005) provide a thorough study of bond-level liquidity.
that (1) quarterly forecast dispersion is calculated using non-overlapping periods and (2) forecast data always precedes bond data since the Fixed Income Database has bond prices at month-end. To make magnitudes comparable across firms, we follow e.g. Thomas (2002) and Zhang (2006) and deflate raw dispersion by end-of-quarter stock price measured at t q , which is about thirty days before the earnings announcement date. 10
While I/B/E/S provides forecasted earnings after interest and taxes as a basis for calculating dispersion, our second hypotheses involves firms' operating cash flows (or earnings before interest and taxes). We therefore verify that our results are not due to variation in firms' interest expenses or their marginal corporate tax rates [see column (5) of Table 5 ].
Control Variables
We include a large number of standard control variables to verify that already known determinants of credit spreads do not drive our results. Most importantly, firms with a higher default probability and/or lower expected recovery rates have higher default risk and hence higher credit spreads. We thus use various firm-specific and bond-specific proxies to control for common default risk factors. In addition, we control for bond liquidity and analyst coverage. Table 1 provides a list of all variables with brief descriptions.
[ Insert Table 1 Here. ]
The main control variables are defined as follows.
1. Earnings Volatility. The first control variable in this study is (historical) earnings volatility, V OLEARN , which is the time-series standard deviation of quarterly earnings per share over the last eight quarters divided by the stock price.
2. Number of Analysts. The number of analysts who post forecasts during a given quarter is assigned to the variable N . We drop bond-quarter observations if N < 2.
3. Credit rating. Rating is our main credit risk proxy. It captures both default and recovery risk. The ordinal S&P rating of a bond is given by AAA=1, AA=2, A=3, BBB=4, BB=5, and B=6. We define RAT IN GSQ as the square of these broad ratings, following Hoven Stohs and Mauer (1996) . 11 By squaring ratings we capture the nonlinear increase in credit risk between consecutive rating groups. Whenever the S&P rating is unavailable, we use the corresponding Moody's rating category. In robustness tests, we refine these broad rating groups by using their historical default probabilities or by using finer notch ratings, which convey information about potential upgrades and downgrades.
4. Subordination. For subordinated bonds, we include a dummy variable (SU BDU M ). In bankruptcy, holders of subordinated bonds are paid after senior bondholders. Thus, subordinated bonds offer lower recovery rates and hence higher credit risk.
5. Duration. We use the bond's Macaulay duration (DU RAT ION ). Duration is a default risk proxy because bonds with longer duration compound more default risk.
6. Book-to-Market. The Book-to-Market (B/M ) ratio is often viewed as a distress proxy [see e.g. Fama and French (1993) ]. We compute B/M as the book value of equity (CS item # 60) divided by market value of equity (CS item # 24 * CS item # 25).
7. Firm Leverage. The firm's debt-to-firm value ratio is another common distress proxy. We employ a book value-based definition of firm leverage. That is, LEV ER equals long-term debt (CS item # 9) divided by total assets (CS item # 6).
8. Firm Size. Firm size has also a book value-based definition. SIZE is the natural logarithm of long-term debt (CS item # 9) plus common equity (CS item # 60). Larger firms are subject to less business risk and are more likely to meet financial obligations. Thus, we expect a negative relation between credit spreads and firm size.
9. Profitability. Firms with higher operational income are less likely to default in the near future. P ROF IT equals earnings before tax and depreciation (CS item # 13) divided by book value of total assets (CS item # 6).
10.
Liquidity. This is a bond-level proxy for liquidity. We count the number of months a bond is assigned a market quote during the past 12 months. To get LIQU IDIT Y , we then divide this count by 12, which normalizes this measure to the unit interval.
Summary Statistics
To gauge first insights into the association of credit spreads and forecast dispersion, we examine their univariate relation in the cross-section and over time. In Figure 1 , we chart the average credit spread of each bond versus average forecast dispersion. It shows a strong positive univariate relation. The correlation between the two series is 0.54. Figure 2 depicts the time-series correlation between the quarterly averages of the credit spreads of all firms in the sample and average firm-level forecast dispersion between January 1987 and March 1998. As shown by the graph, the two series display common trends, and forecast dispersion closely tracks contemporaneous movements in average credit spreads. The correlation of the two series is 0.79. From the two figures, we see that forecast dispersion captures much of the variation in credits spreads both across firms and through time. Table 2 presents sample characteristics for different time periods, industries, credit ratings, bond maturities, and firm sizes. For each category, we report the number of bonds, the percentage of bonds in the category, and the mean and the median credit spreads.
[ Insert Table 2 Here. ] Forecast dispersion is the standard deviation of earnings forecasts divided by the end-of-quarter stock price.
Industries We divide our sample into ten industries: Basic Industry, Capital Goods, Consumer Cyclical, Consumer Non-cyclical, Electric, Energy, Natural Gas & Water, Technology, Transportation, and Telecommunications. For different industries, credit spreads vary between 60 and 90 basis points except for transportation, which has the highest industry-wide average spread of 136 basis points.
Time Periods Before 1991, there are less bonds contained in the sample; analyst coverage is also much lower on average. We therefore divide our data only into six (instead of 12) subgroups consisting of non-overlapping, two-year periods, that is, 87-88, 89-90, 91-92, 93-94, 95-96, and 97-98 . During our sample period, mean (median) credit spreads decline from about 116 (93.4) basis points to 83.7 (75.8) basis points (see Table 2 ).
Credit Ratings We split our sample into three rating categories: High rated issues are AAA and AA; Medium rated firms are A and BBB; and Low rated firms are rated BB to C. Seventy-six percent of our observations are Medium rated, while junk bonds only constitute about 8% of the sample. Hence, more than 90% of the firms in our sample are rated investment grade throughout the sample period. Rating has a significant, negative association with spreads. As credit ratings deteriorate from High to Medium (Low), median Firm Size For investigating firm size effects, we stratify our sample into three size categories: Small, Medium, and Large, based on 33% percentiles with respect to sample firm size. Tables 2 reveals a negative relationship between firm size and credit spreads. The difference in average spreads between Small and Large firms is 26 basis points.
Bond Maturity The sample is divided into three categories with respect to the timeto-maturity of each bond: Short maturity issues are defined as less than 7 years, Medium maturity is between 7 and 12 years, Long maturity issues have a maturity of more than 12 years. Notably, the three maturity subsamples are well-balanced. The difference in credit spreads between Short and Long maturity bonds is 22 basis points.
Firm Leverage Finally, we break up the sample into firms with low, medium, and high financial leverage. The median firm leverage increases from the bottom to the top 33-percentile by about 30 basis points. Table 3 reports the sample size, mean, median, standard deviation, minimum, and maximum of the variables we use in our analysis. The sample properties of credit spreads are in line with other studies, such as Duffee (1998) or Elton, Gruber, Agrawal, and Mann (2001), the mean spread is 100 basis points with a standard deviation of 60.9 basis points.
[ Insert Table 3 Here. ]
Our data contain credit spreads ranging from 30.8 to 441 basis points. Forecast dispersion and earnings volatility exhibit relatively high variation. For both variables, standard deviations exceed sample means. The number of analysts per firm varies between 2 and 33, with an average of 10 analysts.
All other determinants of credit spreads also fall into reasonable parameter ranges. For example, the median bond in our sample has a credit rating of A and about 9 (6.38) years to maturity (duration). Only 1% of the bonds are subordinated, and hence most sample bonds are senior and unsecured. Every bond on average trades every month during a 12-month window (i.e. our liquidity ratio equals on average 98.7%). This feature of the data indicates a relatively liquid trading environment and hence dissolves concerns about substantial liquidity premia being impounded into credit spreads. The average firm has assets worth $7.97 billion, and operating income profitability is 14%. The mean book-tomarket of 0.502 and 25.8% firm leverage indicate that our sample is, on average, comprised of moderately-levered firms that appear to reside far away from financial distress. Table 4 reports the correlation matrix for the variables in our study. Based on this table, we make four observations. First and, consistent with our second hypothesis, forecast [ Insert Table 4 Here. ] dispersion is positively and significantly associated with credit spreads (i.e. a correlation of 0.53 is estimated). This strong statistical relation confirms the observations from Figures 1 and 2 that dispersion is important in explaining levels of credit spreads. Second, analyst coverage is inversely related to credit spreads, that is, a higher number of equity analysts following a given firm tends to result in lower credit spreads on corporate bonds. Third, correlation coefficients between credit spreads and other control variables are also statistically significant at the 1% level and have the expected signs. Although we perform more careful robustness checks later, based on Table 4 , there is no univariate association between dispersion and firm size. This finding counters concerns that dispersion might latently pick up size effects in explaining credit spreads. Fourth, dispersion and volatility of forecast errors are highly correlated (0.78 not reported) supporting our modeling choice in Section 2.1. To substantiate these univariate results, we perform multivariate estimations that include control variables and impose further econometric restrictions in Section 4.
Empirical Results
As discussed in Section 2, the conflicting theories predict different signs for the spreaddispersion relation. Linear regressions of credit spreads on forecast dispersion and common control variables therefore suffice. 13 We therefore begin in Section 4.1 by examining the full sample over the entire period and run a series of pooled OLS regressions to illustrate the relation between credit spreads and forecast dispersion, while controlling for various fundamentals, such as bond-level liquidity, leverage, firm size, and book-to-market. In particular, we explore how forecast dispersion is distinct from other common measures of credit risk, such as credit rating and bond duration. In Section 4.2, we stratify the panel into subsets of firms and reestimate the baseline regression from Section 4.1 on these subsamples. This enables us to demonstrate that our main findings from Section 4.1 are largely confirmed within various subsamples of the panel. In the alternative econometric tests of Section 4.3, we look again at the full sample over the entire period and estimate the baseline model under different specifications with different fixed effects in OLS regressions, OLS with Newey-West standard errors, Fama-MacBeth regressions, and pure cross-sectional regressions. In addition to these results on levels, changes of credit spreads as a function of changes in forecast dispersion are estimated in Section 4.4.
Findings for Levels of Credit Spreads in the Full Sample
In this subsection, we examine several structural determinants of credit spreads. For each bond i trading in month t, we denote credit spread by CS i,t , which is the difference between the yield of corporate bond i and the associated yield on Treasury bonds with the closest matching maturity. Looking at the full sample of 16004 CS i,t observations of 1389 bonds and 382 issuers, we estimate the following linear model:
which explains credit spreads using forecast dispersion, earnings volatility, and various other control variables. The results for pooled OLS regressions are gathered in Table 5 .
[ Insert Table 5 Here. ] Consistent with our second hypothesis, credit spreads are reliably increasing with dispersion, as displayed in column 1. The regression coefficient corresponding to forecast dispersion is positive and statistically significant at better than 0.1% (t-value = 7.68). In this paper, all regressions use robust (i.e. heteroscedasticity adjusted) standard errors corrected for correlation across multiple observations of a given firm (i.e. firm-level clustering). The estimates suggest that for two otherwise identical firms, the firm with a one standard-deviation-higher dispersion should be associated with a credit spread that is 13 We also examine the possibility of a nonlinearity between credit spreads and forecast dispersion. First, we estimate the bivariate kernel density of CS and DISP to obtain a nonparametric plot, in which their association appears reasonably linear. Second, we regress CS on DISP , DISP 2 , DISP 3 , and DISP 4 . The linear regression coefficient continues to be 0.1% significant, but none of the higher-order (i.e., nonlinear) terms have statistical significance. These tests thus support the view of a linear spread-dispersion relation.
0.0024 * 78.820 ≈ 18.92 basis points higher than the one of the other firm. This finding supports our prediction that credit spreads are an increasing function of dispersion.
The regression results are also consistent with the implication of the modeling framework in Section 2.1 that credit spreads are an increasing function of earnings volatility. That is, the coefficient estimate corresponding to earnings volatility is also positive and statistically significant at better than 0.1% (t-value = 5.79). Thus, like higher forecast dispersion, higher earnings volatility predicts, all else equal, higher credit spreads. Economically, earnings volatility is about as important as forecast dispersion, i.e. a firm with a one standard deviation higher earnings volatility is expected to have a 0.0088 * 18.318 ≈ 16.12 basis points higher credit spread. In the first specification of equation (1), we only control for earnings volatility and analyst coverage. Column 1 reveals a negative and better than 0.1% significant relation between credit spreads and analyst coverage. It is interesting that these three variables alone can explain nearly 30% of the variation in credit spreads. Notably, earnings volatility does not subsume forecast dispersion.
In column 2, we investigate whether the strong effect of forecast dispersion and earnings volatility on credit spreads is invariant to the inclusion of additional bond-and firmlevel variables that are known to explain credit spreads in the cross-section. We add as control variables credit rating squared RAT IN GSQ, subordination SU BORD, duration DU RAT ION , and liquidity LIQU IDIT Y . This specification will be referred to as our baseline regression model, which we will continue to analyze from different angles throughout the remainder of Section 4. The results of the baseline specification remain consistent with our conjectures. Forecast dispersion and earnings volatility continue to be both economically and statistically significant after including these controls. However, the number of analysts loses significance, probably due to the correlation with rating squared. The coefficient estimates of all control variables are statistically significant and have the expected signs. Compared to column 1, the adjusted R-squared of 58% is almost twice as high. This increase is due to credit rating, which is obviously the most important default risk proxy. 14 Rating squared is a nonlinear, ordinal variable, and it is correlated with forecast dispersion and earnings volatility. Since the functional relation between credit spreads and ratings is difficult to determine theoretically, it is perhaps not surprising that other measures of cash flow uncertainty can explain credit spreads even after controlling for ratings. To fully estimate the potential effect of variation in ratings, column 3 therefore uses dummies for each broad rating category instead of squared ratings. The coefficient estimates of the rating dummies reflect the additional premium that borrowers of lower rating quality have to pay. Relative to the baseline rating of AAA, a bond issue rated AA, A, BBB, BB, or B requires a credit risk premium of 10, 26, 55, 127, or 228 basis points, respectively. With the exception that the coefficient estimate of analyst coverage becomes 5%-significant, the baseline estimation results do not change after including rating dummies. 15
In the fourth specification, we control for leverage and other firm-level distress proxies. Since earnings forecasts are based on net income, rather than EBIT, forecast dispersion could merely be capturing a leverage effect in the cross-section of credit spreads. In other words, different debt structures would mechanically create a variation in forecast dispersion that is not attributable to future cash flow risk. For performing this test, we drop rating squared in the fourth column of Table 5 and use another set of alternative default risk proxies, that is, firm leverage LEV ER, firm size SIZE, book-to-market ratio B/M , and operating profitability P ROF IT . Within the sample, the coefficient estimates of the new variables have the expected economic impact on credit spreads and, except for the bookto-market ratio, all of them are statistically significant, at better than 0.1%. Notably, the inclusion of firm leverage (t-value = 6.98) does not adversely impact the role of forecast dispersion (t-value = 7.36) in the regression model. Therefore, these alternative regression results are consistent with our predictions that, all else equal, higher earnings volatility and higher forecast dispersion lead to higher credit spreads on corporate bonds. However, after including these firm-level default risk proxies, the significance of analyst coverage declines sharply, possibly due to interaction with firm size (see correlation of 0.46 in Table 4 ).
As mentioned earlier, forecast dispersion is based on forecasts of earnings after interest and taxes. In column 5, we analyze the possibility that dispersion is merely capturing the variation in firms' interest expenses and their marginal tax rates. For this purpose, we multiply dispersion (DISP ) with the absolute value of the ratio of operating cash flow (EBIT DA) over net income (N I). When we rerun our baseline regressions with the adjusted dispersion measure, the coefficient estimate on dispersion adjusted in this way is significant at the 0.1% level. Thus, we find similarly strong support for our hypothesis using a dispersion measure that is based on operating cash flows instead of earnings.
A potentially important specification for testing the conflicting theories is naturally the one that contains all independent variables (except for the credit rating dummies and adjusted dispersion). We therefore examine in column 6 of Table 5 if and how this regression model changes coefficient estimates on forecast dispersion and earnings volatility. As in all preceding specifications, forecast dispersion and earnings volatility are highly significant, with approximately the same economic magnitude as in the other specifications. Specification 6 explains 65% of the variation in the levels of credit spreads.
Altogether, the evidence in this table is consistent with our framework's implications. More importantly, the explanatory power of forecast dispersion and earnings volatility remains unexpectedly strong when we include common determinants of credit spreads, 15 When we replace broad ratings by notch ratings, which convey information about potential upgrades and downgrades, our results do not materially change either. That is, if we use notch rating dummies instead of letter rating dummies in Table 5 (3), the coefficient estimate (t-value) for DISP is 52.54 (7.87).
with adjusted R 2 s between 50% and 70%. Consequently, forecast dispersion and earnings volatility significantly explain variation of credit spreads on corporate bonds.
Findings for Levels of Credit Spreads in Various Subsamples
To examine the strength of our cross-sectional results, we reestimate our baseline regression on various subsamples. We divide the full sample into different subsamples based on time periods as well as credit rating, firm size, bond maturity, and firm leverage. The purpose of the tests on the stratified data, summarized in Table 6 , is twofold.
[ Insert Table 6 Here. ] First, we check whether the empirical predictions continue to hold within subsamples and ensure that they are not driven by any specific subset of firms or type of firm characteristics. Second, we examine whether the variations of slope coefficients for forecast dispersion and earnings volatility across subsamples are in line with our hypotheses.
Time Periods Panel A reports the estimates for two-year periods from 1987 to 1998. 16 The regression results for the six subperiods are in line with the baseline results in Table 5 . Except for the 1987-1988 subperiod, all coefficient estimates of forecast dispersion are again statistically significant and economically of the same order of magnitude as the baseline model predicts. The weakness of forecast dispersion during the first subperiod is probably due to the low number of observations. The general reliance on equity analysts' reports may have been weaker during the time period following the stock market crash of October 1987. Earnings volatility is only statistically significant during the first, fifth and sixth subperiods. Similar to the baseline results, adjusted R 2 s range from 40% to 60% across the different subsamples. Hence our result appear not to be driven by a particular subperiod.
Credit Ratings Panel B reports subsample tests for three rating categories: High (issuers rated AAA and AA); Medium (issuers rated A and BBB); and Low (issuers rated BB to C). As mentioned in Section 3, the lion's share of the firms in the sample fall into the second rating group. These subsample regressions reveal that the coefficient estimates of forecast dispersion increase when credit quality declines, with significance at better than 0.1% across the three rating groups. While we continue to control for e.g. duration and liquidity in these rating subsamples, the magnitude of coefficients increases as credit rating deteriorates. These differences in coefficient estimates (i.e. for High vs. Medium and High vs. Low) are significant at better than 0.1% (i.e. t-statistics of 3.74 and 5.81, respectively). For higher rated firms, the sensitivity of debt values to future cash flow uncertainty is lower, which is attributable to the concave payoff structure of corporate debt. Hence the explanatory power of dispersion is expected to be low for this group. For lower rated firms, risky debt values tend to covary more with future cash flow uncertainty. Therefore, forecast dispersion tends to be economically more important for firms closer to financial distress. However, the high statistical significance of the dispersion coefficients across subsamples corroborates the view that the association of forecast dispersion and credit spreads is not likely to be driven only by distressed firms. In a recent paper, Longstaff, Mithal, and Neis (2005) mention that shorting corporate bonds typically costs about five basis points, while this cost can rise to 50-75 basis points for the bonds of financially distressed firms. If our first hypothesis involving short-sale constraints captured the dominating effect of the spread-dispersion relation, it should be negative (or at least insignificant) for the bonds of lowest credit quality in our sample.
Firm Size
The results for size subgroups are reported in Panel C. The dispersion's coefficient estimates are significant, at higher than the 0.1% level in each subsample, whereas earnings volatility is only marginally significant for small and large size groups. Considering the change in slope coefficients from small to large size groups, forecast dispersion and earnings volatility both exhibit a hump-shaped behavior. However, the difference in slope coefficients in the Small and Medium groups is not statistically significant (t-value = 1.10), whereas the difference is significant for the Small vs Large groups (t-value = -2.94). Hence, the non-monotone behavior does not contradict the intuition that forecast dispersion should be economically more important for smaller firms. The dispersion coefficients' invariably high statistical significance across subsamples dissolves concerns that the spread-dispersion relation is largely driven by small firms with higher cash flow volatility.
Bond Maturity As shown in Panel D, the coefficient estimates of forecast dispersion and earnings volatility remain significant within the three time-to-maturity subsamples, and their economic magnitude does not vary too much across groups. Running again a t-test reveals that the difference in coefficient estimates between Short (Medium) and Long is different from zero with t-statistics of -0.15 (-1.42).
Firm Leverage In the fifth stratification, we construct different groups of firms based on financial leverage. To detect any possible leverage bias in our baseline regressions, we split the sample into three groups based on low (below 33-percentile), medium (between 33-and 67-percentile) and high (above 67-percentile) book leverage. Panel E contains the findings for these leverage subsamples. Most importantly, the regression coefficients for forecast dispersion are as precisely measured as in the baseline regression for all subgroups (i.e. significant at better than 0.1%). The difference in coefficient estimates in the subsamples are also significantly different from zero (i.e. t-value = 3.46 for Low vs. Medium and t-value = 4.94 for Low vs. High). Finally, it is worth noting that we continue to control for cross-sectional variation in default risk by including credit rating, which is likely to be a more restrictive model within the subsamples. Consistent with our hypothesis, forecast dispersion's coefficient estimates are still reliable determinants of credit spreads, with increasing economic importance from Low to Medium to High leverage.
In sum, our main results of Section 4.1 are surprisingly robust within the five different types of subsamples that we consider. We next study different econometric specifications.
Findings for Levels of Credit Spreads under Different Specifications
In this section, we consider more restrictive econometric specifications to examine the significance of the baseline results. We estimate four different types of models [i.e. pooled OLS with fixed effects, OLS with Newey-West standard errors, Fama-MacBeth regression, and pure cross-sectional regression] to ensure that our results are not driven by spurious correlations in the cross-section and the time-series of credit spreads. The results of these robustness checks [ Insert Table 7 Here. ]
are located in Table 7 . To prevent estimation biases in the time-series, we include timeseries fixed effects in our regressions. Columns 1 and 2 augment the baseline regression (see column 2 in Table 5 ) with yearly and quarterly dummies, respectively. 17 Our results remain intact after extending the baseline model to different specifications of time dummies.
Furthermore, we seek to verify that our baseline results regarding the effect of forecast dispersion on credit spreads is not largely due to spurious cross-sectional correlations between credit spreads and other bond and firm characteristics. In different specifications, we extend the baseline regression by industry-level, firm-level, and bond-level dummies, respectively. These results are reported in columns 3, 4, and 5 of Panel A. The inclusion of these fixed effects does not change the statistical significance of the relation between forecast dispersion, earning volatility, and credit spreads. With bond-level fixed effects, the bond-level control variables duration and liquidity are, as expected, statistically insignificant. Finally, the adjusted R-squared of the fifth specification exceeds 81%.
In our next set of alternative econometric specifications, we control for time-series correlation in residuals in three different ways. In Panel B, we run OLS regressions with Newey-West standard errors. 18 Column 6 contains these results. Notably, all regressors are still significant at better than 0.1%. The coefficient estimates for forecast dispersion and earnings volatility are very similar to the ones in the baseline model. In line with the regression results on the full and on the stratified sample, this alternative econometric specification therefore presents further support for the view that the relation between credit spreads and forecast dispersion is reliably positive.
In Panel C, we first implement the Fama-Macbeth approach by running cross-sectional regressions for each quarter and report average coefficient estimates in column 7. We find that dispersion is significant at the 0.1% level with a slightly reduced economic significance. To further verify our cross-sectional results, we run a pure cross-sectional regression 17 Time dummies can weaken the spurious correlation between credit spreads and macroeconomic shocks arising from a relation between firm-level cash flow uncertainty and the business cycle.
18 For the regressions with Newey-West standard errors in the paper, the optimal lag length is defined as the median of the list of lags that minimize the following statistics: Akaike's information criterion, Schwarz information criterion, Hannan-Quinn information criterion, and final prediction error.
based on time-series averages of bond-level observations in our third time-series correlation test. These estimation results are summarized as specification 8. Under this alternative econometric specification for the cross-section, both economic and statistical importance of forecast dispersion increase relative to the Fama-MacBeth regressions in column 7.
In sum, our baseline results of Section 4.1 are similarly strong under various econometric specifications. Moreover, earnings volatility does not subsume the economic and statistical significance of forecast dispersion. Coefficient estimates for both forecast dispersion and earnings volatility are highly significant throughout the various tests, with their values being roughly in the range of the baseline results. We therefore conclude from these alternative estimation methodologies that forecast dispersion and earnings volatility are economically meaningful and statistically important determinants of credit spreads beyond what has been previously documented in the literature.
Findings for Changes of Credit Spreads
To further evaluate the importance of forecast dispersion for credit spread, we now turn to the analysis of changes of credit spreads. With quarterly observations and a large panel of corporate bonds, most of our identification so far comes from the cross-section. However, the cross-sectional relation between credit spreads and forecast dispersion may be a noisy indicator of the underlying economic relation since future cash flow uncertainty influences dispersion as well as many other firm-specific factors. While the inclusion of firm fixed effects and various firm-level credit risk factors in the previous subsection addresses this concern, the relation between changes in credit spreads and changes in forecast dispersion provides another opportunity to test the competing hypotheses. Additional identification will therefore come from relating changes in credit spreads to changes in dispersion. Moreover, this relation represents an important subject of independent interest. 19 We define changes in credit spreads, ∆CS i,t , as the difference in credit spreads between two consecutive quarters, ∆CS i,t . We arrive at a total of 13193 ∆CS i,t observations in the full sample from January 1987 to March 1998, out of which 98.7 percent are from differences in quotes from consecutive quarters. To test our empirical predictions, we estimate the following regression equation for bond i at time t:
where the term ∆X denotes quarterly changes in the variable X and CON T ROL(j) represents the jth control variable, with potential dependence on both bond i and time t. In our first specification, we follow Duffee (1998) and Collin-Dufresne, Goldstein and Martin (2001) and include as control variables the quarterly change in the level of the 10-year Treasury yield, ∆R t (10yr); 20 the quarterly change in rating squared, ∆RAT IN GSQ i,t ; and the quarterly change in the slope of the yield curve, ∆SLOP E t , where the slope of yield curve is defined as the differential between the 10-year and 2-year Treasury bond yields, SLOP E t = R t (10yr) − R t (2yr). This proxy captures expectations of future short rates and expectations of future macroeconomic conditions. The estimation results of pooled OLS regression given by equation (2) are located in Table 8 .
[ Insert Table 8 Here. ]
The positive sign of the coefficient estimate of ∆DISP is consistent with our second hypothesis. Column 1 also reveals that changes in credit spreads depend significantly on changes in forecast dispersion. However, they do not seem to be affected by changes in earnings volatility. As expected, the coefficient estimates for the level and the slope of the term structure are negative and significant at better than 0.1%. Changes in squared credit ratings also explain changes in credit spreads (at better than the 5% level).
In column 2 of Table 8 , we include additional control variables to the first specification.
1. To incorporate changes in the overall business climate, we use quarterly S&P 500 index returns, RET SP t , as a proxy for the state of the economy.
2. As argued earlier, we seek to verify whether or not the importance of forecast dispersion for credit spreads is due to the hypothesis that forecast dispersion is a proxy for idiosyncratic (i.e. unpriced parameter) risk. To this end, we construct the variable ∆V OLRET t to measure quarterly changes in idiosyncratic stock return volatility.
3. A firm's future stock return volatility can be extracted from option-implied volatility if it has issued publicly traded options [see e.g. Chiras and Manaster (1978) ]. This would provide an opportunity to test whether such a risk proxy weakens the explanatory power of dispersion. However, the firms we investigate, to a large extent, lack data on publicly traded options. We therefore resort to the best available substitute: changes in the V IX index, V IX t , which corresponds to a weighted average of eight implied volatilities of near-the-money options on the OEX (S&P 100) index.
4. Changes in the probability and magnitude of a large negative jump in firm value should have a significant effect on credit spreads. We therefore construct a jump risk probability, JU M P , which reflects the risk of a large negative stock market return. Similar to V IX, this measure can not be obtained at the firm level. We therefore estimate the magnitude of a market-level negative jump. Our estimation procedure is similar to the one in Collin-Dufresne et al. (2001) . We first calculate implied volatilities from 1-month out-of-the-money put options and in-the-money call options on the S&P 100 index. We then fit a linear-quadratic regression, σ(K) = a+bK+cK 2 , of implied volatilities σ(K) on strike prices K. Our estimate of JU M P is defined as JU M P = σ(0.9S) − σ(S), where S is the current level of the S&P 100 index. In column 2, we find that the stock and option market-based proxies do not weaken the economic and statistical significance of dispersion. Specifically, the coefficient estimate of ∆DISP remains 5% significant, while the slope coefficient of the new variables RET SP , ∆V OLRET , and ∆JU M P have the expected sign and are significant at better than 1%.
A common concern regarding specifications 1 and 2 is that a spurious correlation in the time-series of credit spread changes and changes in forecast dispersion produces the results. Similarly, spurious cross-sectional correlations between credit spread changes and changes of other firm characteristics (such as credit ratings or earnings volatility) could have biased our regression results. To test for such estimation biases, we include in specification 3 (4), year (year and firm) dummies. The results with time-series and year fixed effects are similar to the ones without the fixed effects structure. That is, ∆DISP is significant at the 1% level. Although idiosyncratic stock return volatility is better than 0.1% significant, forecast dispersion remains nevertheless unaffected by these additional econometric restrictions.
Finally, we switch to OLS with t-statistics based on Newey-West standard errors in column 5 to control for the time-series correlation in errors. Relative to the previous specifications, the results hardly changes. The coefficient estimate of changes in dispersion is roughly at the same level and is again better than 1% significant. Altogether, the evidence on changes of credit spreads is consistent with our earlier findings. In particular, risk measures, such as idiosyncratic stock return volatility or index option-implied volatility, do not diminish the role of dispersion as a measure of future cash flow uncertainty.
Robustness
So far we have found empirical support for the prediction that credit spreads on corporate bonds are positively related to forecast dispersion and earnings volatility. Notably, these variables are statistically significant and economically meaningful in explaining both levels and changes of credit spreads in the full sample as well as in subsamples. The objective of this section is to investigate what exactly makes forecast dispersion such an important determinant of credit spreads. We provide a series of robustness checks for the main empirical results and, in particular, for the assertion that, in the corporate bond markets, forecast dispersion is largely a measure for future cash flow uncertainty.
In Section 5.1, we attempt to further disentangle the role of forecast dispersion from other risk measures by performing a series of quarterly cross-sectional regressions. Each time, we extend the baseline model by one alternative explanatory variable. In particular, we show that the significance of forecast dispersion is hardly affected by including various proxies for corporate bond market characteristics, idiosyncratic risk, differences of opinion, and contemporaneous risk factors of bond issuers. We find evidence in favor of our structural (contingent claims) model from Section 2 and therefore conjecture that, in the corporate bond market, forecast dispersion is a proxy for future cash flow uncertainty. To verify our conjecture, Section 5.2 examines the explanatory power of forecast dispersion with respect to proxies for future cash flow uncertainty in lagged time-series regressions. In Section 5.3, we revisit the relation between forecast dispersion and stock returns, studied by Diether et al. (2002) , for the intersection of our firms with publicly traded stocks. This allows us (1) to compare our findings for the bond market with their findings for the stock market; (2) to confirm our findings for credit (i.e. bond yield) spreads for bond returns; and (3) to verify that our main findings are not due to a particular subsample of firms (i.e. selection bias). We conclude from these robustness tests that the dominating effect of forecast dispersion on stock returns differs from the one on bond returns due to contract-related and institutional differences between bond and stock markets.
Is Forecast Dispersion subsumed in other Risk Factors?
In a series of robustness checks, we seek to verify further the significance of our main findings, with particular attention to the interaction between forecast dispersion and other risk proxies. More specifically, we now perform tests to identify the relative merits of the competing hypotheses discussed in the introduction. We therefore extend our baseline regression model from Section 4 each time by including one additional variable; that is, we reestimate several specifications to tackle the following competing explanations:
1. Aggregate risk premiums of the corporate bond market (CORP t and DEF t ); 2. Interaction between dispersion and leverage (DISP t vs. DISP t * LEV ER t ); 3. Idiosyncratic stock return volatility (V OLRET t );
Differences of opinion (T U RN OV ER t );
5. Firm-level reporting noise (V OLERR t ); and
Historical cash flow uncertainty (V OLOP ER t ).
We first test whether the impact of forecast dispersion on credit spreads is due to its correlation with aggregate risk factors of the corporate bond market. For example, the systematic (market) risk factor has empirically almost no explanatory power for corporate bonds in the presence of default and term factors [see e.g. Fama and French (1993) ]. By introducing CORP and DEF as independent variables, we address concerns regarding risk factors that are unique to the corporate bond market. The corporate bond market yield spread CORP is defined as the difference between the yields of a long-term Aaa corporate bond index and a long-term government bond index. This variable captures the state of the corporate bond market and, in particular, tax and liquidity effects in the corporate bond market relative to the Treasury market. On the other hand, the difference between the yields of a long-term Baa bond index and long-term Aaa bond index measures the default risk spread DEF . It is a proxy for the default risk premium in the corporate bond market. The results, reported in column 1 of Table 9 , indicate that the slope coefficient of [ Insert Table 9 Here. ] CORP is insignificant, and coefficient estimate of DEF is positive and significant at better than 1%. However, both variables have a minimal impact on dispersion. We thus see that dispersion is not subsumed in aggregate risk factors in the corporate bond market.
Turning from the market-wide level to the firm-level, we revisit the role of firm leverage for the importance of forecast dispersion. More specifically, our goal to investigate whether forecast dispersion is priced as a type of cash flow risk employing a leverage test in the spirit of Johnson (2004) . The simple structural model in the Appendix implies that variation in forecast dispersion across firms will, all else equal, be associated with variation in credit spreads because of the differing debt levels in firms' capital structures. The reason is that corporate bonds are so-called contingent claims on the firm's cash flows. If forecast dispersion proxies for (contemporaneous or future) earnings volatility and higher debt levels lever up earnings uncertainty, then the sensitivity of credit spreads to forecast dispersion should increase with firm leverage. In other words, the slope coefficient for dispersion should be an increasing function of leverage. To test this hypothesis, we add two variables to the baseline regression: (1) firm leverage LEV ER and (2) the dispersion-leverage interaction term DISP * LEV ER. In the estimation results for specification 2, the interaction term is significant, whereas forecast dispersion alone loses significance. Hence, the sensitivity of credit spreads to forecast dispersion is a monotonically increasing function of firm leverage. This finding confirms that firm leverage is a "gearing factor" between credit spreads and future cash flow uncertainty. 21 More importantly, this robustness test together with several earlier regression results casts doubt on the validity of the third hypothesis that there is no meaningful relation between credit spreads and forecast dispersion.
Having established dispersion proxies for future cash flow uncertainty, we explore now in more detail the nature of risk it conveys to the corporate bond markets. In an intriguing paper, Johnson (2004) argues that forecast dispersion represents idiosyncratic (i.e. unpriced parameter) risk in equity markets and reconciles the negative relation between dispersion and future stock returns in a dynamically consistent, rational model. With this in mind, we intend to evaluate his theory in the context of the corporate bond market. Thus, we rerun our baseline test with idiosyncratic stock return volatility, V OLRET , to see whether it subsumes dispersion. Following Campbell and Taksler (2003) , V OLRET is the time-series sample standard deviation of daily market-adjusted stock returns 180 days preceding the observation. As observed in specification 3, the coefficient estimate of idiosyncratic risk is significant and, as expected, has a positive sign. This is consistent with Campbell and Tak-sler (2003) , who demonstrate that idiosyncratic stock return volatility meaningfully affects credit spreads in the cross-section. However, including idiosyncratic risk in column 3 does not have an impact on either the economic or statistical significance of forecast dispersion. Therefore, this robustness test provides little support for the fourth hypothesis that the dominating effect of dispersion in the corporate bond market is to capture idiosyncratic risk.
As mentioned earlier, dispersion may be a measure for disagreement among investors [e.g. Diether et al. (2002)]. Harris and Raviv (1993) and Lee and Swaminathan (2000) argue that turnover is a measure for differences of opinion. To test this hypothesis for the corporate bond markets, we need to include a turnover measure in our regression. However, the Fixed Income Database reports neither turnover nor trading volume for corporate bonds. As the closest substitute, we introduce stock market turnover, T U RN OV ER. Our procedure for using turnover rather than trading volume follows from the possibility that the arrival of public information can perpetrate trading among investors (e.g. Harris and Raviv (1993) or Kandel and Pearson (1995) ). If turnover represents the differences of opinion among investors, then turnover measures in stock and bond markets should be positively correlated. In column 4, we include this variable in our baseline regression to verify whether turnover subsumes forecast dispersion. We find that the coefficient estimate of turnover neither explains the level of credit spreads, nor has an effect on the relation between forecast dispersion and credit spreads. 22 Therefore, this robustness reveals that dispersion is unlikely to capture differences of opinion, as stipulated by hypotheses one and three. As a result, we regard these findings as evidence of contract-related and institutional differences between bond and equity markets.
We finally include two further uncertainty measures based on past observations to see whether forecast dispersion is subsumed by these risk factors. The first one is the volatility of past analyst forecast errors, V OLERR. It is a proxy for the forecast precision of equity analysts. The second one is the volatility of operating profits, V OLOP ER. In contrast to earnings volatility, the second risk measure is not affected by interest expenses and taxes. Hence it is an alternative test of column 5 in Table 5 and presumably a better proxy for cash flow volatility. Both risk measures enter significantly at better than 1% into specifications 6 and 7, respectively. However, their impact on the significance of forecast dispersion is negligible. These findings lead us to believe that forecast dispersion is unlikely to be a proxy for historical cash flow uncertainty. Consequently, the question emerges whether forecast dispersion proxies for future cash flow uncertainty. We address this question in the next section by a series of lagged time-series regressions, in which we estimate the predictive power forecast dispersion for future earnings volatility.
Is Forecast Dispersion related to Future Cash Flow Uncertainty?
By successively excluding possible explanations, the preceding section has argued that forecast dispersion is a proxy for future cash flow uncertainty. As a consequence, an important question is whether forecast dispersion has any predictive power for future cash flow volatility. To provide further empirical support for our hypothesis and, in particular, for the link between cash flow volatility and lagged dispersion in this section, we examine whether variation in contemporaneous dispersion of earnings per share estimates is significantly correlated with future realizations of earnings per share volatility. 23 For this purpose, we construct a firm-level panel data set based on quarterly observations of forecast dispersion, earnings, and earnings volatility for the same firms included in the bond sample. Table  10 presents the results of the empirical tests in this section, based on a sample of 10994 observations of 416 firms with forecast estimates and quarterly earnings. In Panel A, we estimate current levels of earnings volatility V OLEARN t as a function of lagged levels [ Insert Table 10 Here. ] of earnings volatility, V OLEARN t−1 , and lagged levels of dispersion, DISP t−1 . The first column reports the results of a OLS estimation with t-values based on Newey-West standard errors (OLS-NW), while the second column provides the pooled OLS results with firm and year fixed effects and controlling for firm-level clustering (OLS-FE). We find that the coefficient estimates for lagged dispersion are significant at the 0.1% level in these specifications. While these estimation results support our conjectures, we want to be cautious about possible misspecifications. After performing further tests on changes in Panel B, we find that the results are similarly strong if we use changes in earnings volatility and changes in forecast dispersion instead of the levels of these variables.
Although forecast dispersion is constructed as a quarterly variable, the preceding models may be subject to an attenuation bias. Specifically, firm i's earnings volatility is defined as its moving average of earnings volatilities from the past eight quarters and, therefore, it only changes slowly. To explore in more depth the dynamic behavior of earnings uncertainty, we rerun our tests with squared changes in earnings, (∆EARN t ) 2 in lieu of earnings volatility V OLEARN t . Since current and future levels of (∆EARN t ) 2 are by construction based on non-overlapping data, they can be regarded as one-quarter estimates of earnings volatility. Panel C repeats the previous regressions from Panel A with this proxy for earnings uncertainty. In both OLS-NW and OLS-FE estimations, the slope coefficients of forecast dispersion are again economically and statistically significant. We thus conclude that this quarter's forecast dispersion has predictive power for the next quarter's earnings volatility and for the next quarter's squared changes in earnings.
It could be argued that changes in future earnings may be predictable due to seasonality or mean reversion. To address this concern in Panel D, we test whether dispersion can forecast the unexpected component of earnings volatility. As a proxy for the unexpected earnings volatility, we use the square of the quarterly earnings surprise, SU RP EARN t , which is defined as the realized earnings per quarter minus the consensus (average) earnings forecast. As summarized in Panel D, the estimation results for this specification indicate that contemporaneous levels of forecast dispersion are significantly associated with future squared earnings surprises when controlling for past earnings surprises.
In sum, four different volatility tests offer further support for our hypothesis. We find that regressions with lagged uncertainty variables are consistent with our hypothesis that forecast dispersion is largely a measure for future cash flow uncertainty in the corporate bond market. Against the backdrop of the first two tests of robustness, our objective in the next subsection is to shed light on the similarities and differences in the relation between bond rather than stock returns and forecast dispersion.
Is there Difference between Bond Markets and Stock Markets?
In this section we explore the relation between returns and forecast dispersion on a matched sample of bonds and stocks. We adopt the empirical methodology of Diether, Malloy, and Scherbina (2002) as closely as possible for bonds returns (1) to compare our findings for the bond market with their findings for the stock market; (2) to confirm our findings for credit spreads for bond returns; and (3) to verify that our findings are not due to a particular subsample of firms (e.g. selection bias). To achieve this, we make several adjustments to our previous empirical setup. We construct a matched sample in which every firm has publicly traded stocks and bonds outstanding and prices of both securities are available monthly. Previously, forecast dispersion equals the quarterly standard deviation of threemonth forecasts, adjusted for stock splits and scaled by the stock price. We now construct monthly (instead of quarterly) forecast dispersion measures based on twelve-month (instead of three-month) earnings forecasts deflated by absolute earnings (instead of stock price).
Instead of quarterly credit spreads, we now turn to monthly bond returns from period t to t + 1, which we compute as in Gebhardt, Hvidkjaer, and Swaminathan (2005) :
where P t denotes the quoted bond price at time t, AI t is accrued interest which equals the coupon payment scaled by the ratio of days since the last payment date to the days between last payment and next payment, and C t+1 is the semi-annual coupon payment (if any) at time t + 1. Every firm, identified by a CRSP permanent number, has one stock issue but typically has several bond issues outstanding. As a consequence, we end up with 27984 stock return observations for 391 firms and 71559 bond return observations for 1621 corporate bonds bonds between January 1987 and March 1998. 24 In constructing mean returns for dispersion portfolios, we follow Diether et al. (2002) and sort stocks and bonds separately into five portfolios based on the forecast dispersion of the firm from the previous month. Monthly portfolio returns are calculated as the equalweighted average of the returns of all securities in the portfolio. 25 We then average these returns over the sample period of 135 months to obtain mean portfolio returns. Table 11 Panel A reports the mean stock returns for five dispersion quintiles. As documented by Diether et al., the average future stock returns decrease as forecast dispersion increases. However, the relation in our sample is weaker. The difference in mean stock return between [ Insert Table 11 Here. ] the highest and lowest dispersion quintile is -0.26%, and the difference is not statistically significant. 26 Similarly, Wilcoxon's signed rank test implies an insignificant stock return differential. This result is not unexpected, since the mean firm size, as measured by market capitalization, in our sample is $7.97 billion, whereas it is $1.8 billion for the sample of firms studied by Diether, et al. (see Table I Panel B of their paper). Therefore, our sample corresponds to the fourth and fifth size quintiles of their sample. Consistent with this observation, mean return and mean dispersion in Panel A of Table 11 display very similar patterns as the two largest size quintiles (i.e. S4 and S5) of Diether et al.
Turning to bond returns in Panel B of Table 11 , we observe a positive relation between mean bond returns and dispersion. This is also consistent with the second hypothesis in Section 2. The difference between the fifth and the first quintile is statistically significant (t-value = 1.95). Its economic magnitude is sizeable, too, with 8 basis points per month or, equivalently, more than 100 basis points annually compounded. Wilcoxon's signed rank test suggests the same significance level. The return differential between dispersion portfolios is larger for stocks than for bonds perhaps because our sample consists of profitable and large firms. For firms far from default, the concavity of debt limits the sensitivity of its value to cash flow uncertainty, while equity of such firms has a much higher sensitivity.
Overall, the results for bond returns support our previous findings concerning the levels and changes in credit spreads. At the same time, we confirm the negative relation between stock returns and forecast dispersion on a sample of matched stock returns (for our sample of bond issuers). Two further observations follow: (1) Our results should not stem from differences in sample properties nor selection biases. (2) By replicating the methodology of Diether et al., we establish that our results are robust to different specifications of forecast dispersion (e.g. in terms of observation periods, forecast horizons, and scaling factors).
Based on the three sets of robustness tests of this section, we conclude that the dominating effect of forecast dispersion on stock returns differs from the one on bond returns. As argued earlier, corporate debt tends to be less sensitive to expected changes in firm value and hence to future cash flow uncertainty than equity. The reason for this is the con-cave payoff structure of debt, which provides only limited upside potential, whereas equity is often likened to a call option with essentially unlimited upside. Corporate bonds are primarily held and traded by institutional investors who are less prone to behavioral biases and less likely to face short-sale constraints. Hence the lack of evidence favoring the first hypothesis seems plausible. In addition, idiosyncratic stock return volatility can explain a portion of credit spreads, but it does not subsume forecast dispersion. Consequently, the way in which forecast dispersion is incorporated into the cross-section of security prices is, as suggested by our findings, driven by (1) different contractual characteristics of bonds and stocks and (2) institutional differences between debt and equity markets.
Summary and Conclusions
In this paper, we explore the relation between dispersion of analysts' earnings forecasts and credit spreads on corporate bonds. We provide evidence that otherwise similar corporate bonds demand significantly higher credit spreads and also earn significantly higher future returns when forecast dispersion is higher. This finding is robust to the inclusion of common control variables, stratification of the sample, and alternative econometric specifications. Moreover, we document that changes in forecast dispersion reliably predict changes in credit spreads, supporting our cross-sectional results. We also verify, in a matched sample of firms with publicly traded bonds and stocks, that bond returns exhibit the same behavior as credit spreads, while future stock returns are negatively related to forecast dispersion.
Within the context of the corporate bond markets, we interpret forecast dispersion as a proxy for future cash flow uncertainty (hypothesis two) and show that our evidence is consistent with the notion that debt values incorporate pessimistic and optimistic investors' views. More specifically, our results reject the hypothesis that forecast dispersion can be viewed as a proxy for disagreement among bond market investors. That is, the significantly positive relation between levels (changes) of forecast dispersion and levels (changes) of credit spreads is inconsistent with an adaptation of Miller (1977) to corporate bonds. Moreover, we present evidence that standard risk-based explanations of credit spreads, in spite of being also significant, can not weaken the significantly positive association between forecast dispersion and credit spreads. For example, it has recently been argued that if firm fundamentals are unobservable, forecast dispersion may proxy for idiosyncratic (i.e. unpriced parameter) risk about the firm's future cash flows. We find support for idiosyncratic risk as a determinant of credit spreads, but our results suggest that forecast dispersion does not proxy for idiosyncratic (parameter) uncertainty in our sample of firms.
This study highlights that contract-related and institutional differences between bond and equity markets are important. If, however, different investors trade in bonds and stocks, then security prices and expected returns in those markets could be driven to some extent by independent demand/supply shocks in both markets. It would therefore be fruitful, in future research, to examine to which extent these markets are segmented.
Appendix: A Simple Structural Model
In this Appendix, we apply a structural model [see e.g. Merton (1974) ] to link behavioral and rational components of forecast dispersion to the pricing of risky corporate debt. The quantitative guidance of the simple model succinctly clarifies the intuition for our main hypotheses about the sign of the relation between credit spreads and forecast dispersion.
Suppose time t i is discrete with t i ∈ {..., t −1 , t 0 , t 1 , ...} and there is a one-period, riskfree bond yielding a gross return of R > 1. Consider a firm with a one-period project at time 0 (t 0 ), which produces an uncertain level of operating cash flow Y at time 1 (t 1 ). To finance its ongoing operations, the firm needs to issue a one-period, risky bond with face value F . At t 1 , the firm can either make the promised debt payment or it can default, in which case the firm's bondholders recover only a fraction θ ∈ (0, 1) of the debt's face value. At t 0 , analysts i = 1, ..., N make cash flow forecasts X i . In setting risky debt values, rational investors readily translate earnings forecasts into cash flow forecasts that are given by:
where X i is i's forecast, Z i denotes i's analyst-specific forecast, and Cov(Y, Z i ) = 0. We assume that the firm's cash flow and analyst-specific forecast are normally distributed:
where β Z i reflects an analyst i's bias and the analyst-specific forecast variance is given by:
where ξ i ≥ 0 is the part of analyst i's forecast variance that is attributable to different degrees of analyst biases in form of optimism or pessimism (i.e., divergence of opinion due to different β Z i s) and ζ i ≥ 0 represents analyst i's ability (i.e., precision of earnings estimates) to forecast cash flow uncertainty, σ 2 Y . 27 Importantly, rational investors disregard the behavioral forecast components; that is, µ Z i = 0 and σ 2
Although analysts tend to disagree on forecasts, their forecasts tend to be correlated. We therefore assume that Cov(Z i , Z j ) = ρ ij σ Z i σ Z j for all i = 1, ..., N and i = j. If rational investors disregard all behavioral forecast components, the unbiased analyst (consensus)
has an unbiased mean of µ X = µ Y and an unbiased 27 The latter is in line with the available evidence. The association between standard deviation of average forecast errors and operating cash flow volatility yields a correlation coefficient of 0.76 in our sample.
variance of σ 2 ). Finally, forecast variance due to forecast biases (i.e., divergence of opinion) does not affect rational investors' posteriors.
The volatility that is relevant for option value, and thus for corporate debt, is total volatility, including both idiosyncratic (or unpriced) volatility and systematic (or priced) volatility. We can therefore use the posterior distribution of Y to obtain corporate debt values and credit spreads. At t 0 , debt value D is the sum of the expected present value of debt service payments in non-default states and recoveries in default-states, that is
where E[·|·] denotes the conditional expectation operator. Evaluating these terms yields:
where Φ(·) is the normal distribution function and
denotes the distance-to-default for Y conditional on X. The expression in (A.7) indicates that risky corporate debt equals a portfolio consisting of a riskfree bond (first term) and a written put option (second term) that bondholders have conferred upon shareholders.
The credit spread is then given by CS(F, X 1 , .., X N , Y ) = F/D − R and simplifies to: .8) demonstrates that the credit spread on risky corporate debt is determined by (1) the conditional mean and variance of future cash flows, that is, µ Y |X and σ 2 Y |X ; (2) the recovery rate in case of default θ; and (3) the gross risk-free interest rate R. The simple structural model predicts that if future cash flows are more uncertain, analystspecific variances are higher, analysts' forecasts diverge more from each other, and hence forecast dispersion is higher. This, in turn, implies a higher conditional cash flow variance, according to equation (A.5), and hence higher credit spreads according to equation (A.8) .
In sum, the simple structural model predicts a positive relation between credit spreads and forecast dispersion in a rational corporate bond market (hypothesis 2). Moreover, consistent with Miller (1977) , analyst biases, N i β Z i , and the portion of forecast dispersion resulting from differences of opinion, N i ξ i , will only have an impact on bond prices if we assume, in addition, that short-sale constraints bind and hence negative views will not be completely incorporated into bond prices. This behavioral argument then generate a negative relation between credit spreads and forecast dispersion (hypothesis 1). Bond Liquidity Number of months a bond is assigned a market quote during the past 12 months divided by 12.
LEV ER
Firm Leverage Long-term debt (CS item # 9) divided by total assets (CS item # 6).
SIZE
Firm Size Natural logarithm of long-term debt (CS item # 9) plus common equity (CS item # 60).
B/M
Book-to-Market Ratio Book value of equity (CS item # 60) divided by market value of equity (CS item # 24 * CS item # 25).
P ROF IT
Operating Profitability Earnings before tax and depreciation (CS item # 13) divided by total assets (CS item # 6). |EBIT DA/N I| Adjustment Ratio Absolute value of the ratio of operating income before depreciation and amortization (CS item # 21) over net income (CS item # 69) for the corresponding quarterly forecast period. R Risk-Free Rate Yield on 10-year Treasury bonds, R(10yr). SLOP E Slope of Term Structure Yield on 10-year Treasury bonds minus yield on 2-year Treasury bonds, SLOP E = R(10yr) − R(2yr). RET SP S&P 500 Index Return Return on the S&P 500 stock index return over the last quarter. V IX Volatility Index Average implied volatility of eight near-the-money options on the S&P 100 index. JU M P Probability of Jump Probability of a large size jump on S&P 100 index, calculated using out-of-the money puts as well as atand in-the-money call options (see Section 4.4 or Collin-Dufresne et al. (2001) (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
(1) CS 1 Using panel data between 1987 and 1998, we regress credit spreads on corporate bonds against the variables listed below. Columns (1)-(6) contain pooled OLS estimates. Each specification contains one additional uncertainty proxy relative to the baseline regression in column (2) of Table 5 : (1) corporate bond yield spread CORP and default risk spread DEF , (2) the interaction term DISP * LEV ER and firm leverage LEV ER on its own, (3) idiosyncratic volatility of stock returns (V OLRET ), (4) stock turnover (T U RN OV ER), (5) volatility of analyst errors (V OLERR), and (6) volatility of operating cash flows (V OLOP ER). *, **, and *** denote significance at the 10%, 5%, and 1% level, respectively, and OLS t-statistics (absolute values in parentheses) are based on robust standard errors and firm-level clustering.
(1) From January 1987 to March 1998, each month's bonds and stocks are sorted into five groups (or quintiles) based on the forecast dispersion of the previous month. As in Diether et al. (2002) , dispersion equals the standard deviation of analysts' current-fiscal-year annual earnings per share forecasts divided by the absolute value of the average forecast. Dispersion quintiles are constructed based on equally weighing at the bond and stock levels, respectively. Onemonth holding period returns are computed for bonds and for stocks based on equal-weighted portfolios. In addition, the table reports differences in average monthly returns between high and low dispersion portfolios and Newey-West-adjusted t-statistics (absolute values) for bonds and stocks. 
