De la notion de courbure géodésique en géométrie sous-Riemannienne by Kohli, Mathieu
HAL Id: tel-02325081
https://tel.archives-ouvertes.fr/tel-02325081
Submitted on 22 Oct 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
On the notion of geodesic curvature in sub-Riemannian
geometry
Mathieu Kohli
To cite this version:
Mathieu Kohli. On the notion of geodesic curvature in sub-Riemannian geometry. Differential Geom-
etry [math.DG]. Université Paris-Saclay, 2019. English. ￿NNT : 2019SACLX043￿. ￿tel-02325081￿
Th
e`s
e
de
do
ct
or
at
N
N
T
:2
01
9S
A
C
LX
04
3
De la notion de courbure ge´ode´sique en
ge´ome´trie sous-Riemannienne
The`se de doctorat de l’Universite´ Paris-Saclay
pre´pare´e a` l’E´cole Polytechnique
Ecole doctorale n◦574 Ecole doctorale de mathe´matiques Hadamard (EDMH)
Spe´cialite´ de doctorat : Mathe´matiques applique´es
The`se pre´sente´e et soutenue a` Palaiseau, le 30 septembre 2019, par
MATHIEU KOHLI
Composition du Jury :
M Fre´de´ric Jean
Professeur, E´cole Nationale Supe´rieure de Techniques Avance´es Pre´sident du Jury
Mme Irina Markina
Professeur, University of Bergen Rapporteur
M Constantin Vernicos
Maıˆtre de confe´rence, Universite´ de Montpellier Rapporteur
M Jean-Paul Gauthier
Professeur e´merite, Universite´ de Toulon Examinateur
M Davide Barilari
Maıˆtre de confe´rence, Universite´ Paris Diderot Directeur de the`se
M Ugo Boscain
Directeur de recherche, Universite´ Pierre et Marie Curie Directeur de the`se

Contents
1 Introduction 1
1.1 English . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Français . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 A ﬁrst example : the Heisenberg group 17
2.1 The Heisenberg group . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Expansion of the distance . . . . . . . . . . . . . . . . . . . . 20
3 Some tools and properties in sub-Riemannian geometry 26
3.1 Contact geometry . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Smooth points . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Characterisitic deviation . . . . . . . . . . . . . . . . . . . . . 32
3.4 Hamiltonian interpretation of the geometric invariants . . . . 33
4 Curvature of horizontal curves in the three dimensional con-
tact setting 44
4.1 Isoperimetric problems . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Speciﬁc properties in the three dimensional setting . . . . . . 45
4.2.1 Characteristic deviation and geodesic curvature . . . . 45
4.2.2 Endomorphism J . . . . . . . . . . . . . . . . . . . . . 47
4.2.3 Direction-dependant functions . . . . . . . . . . . . . . 47
4.3 General strategy . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Continuity of the geodesic deviation and asymptotics for the
Lie brackets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.5 Studying θ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.5.1 Regularity of the angle θ along a smooth curve . . . . 58
4.5.2 First order . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5.3 Second order . . . . . . . . . . . . . . . . . . . . . . . 62
4.5.4 Asymptotics of the distance between two close points
along a horizontal curve . . . . . . . . . . . . . . . . . 64
5 Curvature of horizontal curves in the general contact setting 66
5.1 A diﬀerential equation . . . . . . . . . . . . . . . . . . . . . . 66
5.2 Normal coordinates . . . . . . . . . . . . . . . . . . . . . . . . 68
3
5.2.1 Characteristic deviation in normal coordinates . . . . 68
5.2.2 Characteristic deviation and geodesic deviation . . . . 70
5.3 Second diﬀerential of the squared distance from a point . . . 71
5.4 Asymptotics of the distance between two close points along a
horizontal curve . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.5 The (2n+ 1)−Heisenberg structures . . . . . . . . . . . . . . 87
A Jacobi ﬁelds and asymptotics of Lie brackets in the 3D case 91
A.1 Proof of Proposition 4.4.8 . . . . . . . . . . . . . . . . . . . . 99
B Proof of Proposition 5.2.4 101
C Computing the second diﬀerential of the squared distance
from a point 105
C.1 Proof of Proposition 5.3.4 . . . . . . . . . . . . . . . . . . . . 107
4
Remerciements
Comme l'a dit un grand sage antique,
"Il faut rendre à César ce qui est à César et à Dieu ce qui est à Dieu."
Les mathématiques, en tant que perception humaine fondée sur l'intuition
de formes Idéales engendrées par les Lois du Kosmos, constituent dans ce
texte l'hommage rendu au Démiurge.
Evidemment, je n'aurais jamais eu la possibilité de compléter un tel tra-
vail mathématique sans l'aide et le support de nombreuses personnes, qu'il
s'agisse de professeurs, de collaborateurs, d'amis ou de ma famille et je tiens
aujourd'hui à les remercier de ce qu'ils m'ont apporté, rendant ainsi à César
ce qui lui appartient.
Je commence par exprimer ma gratitude envers Davide qui durant ces
trois dernières années a su me guider en me pointant des questions intére-
santes que je pouvais étudier, en m'apprenant des techniques mathématiques
appropriées pour y répondre, tout en me laissant une liberté de recherche
suﬃsante pour pouvoir exprimer mes propres idées. J'ai eu de la chance
d'être dirigé dans ma thèse par Davide Barilari et je le remercie de tout le
travail qu'il a fourni pour moi durant ce parcours de trois ans.
A des moments importants de ma thèse, Ugo Boscain a su me donner des
conseils pour mener à bien une activité de recherche au delà de l'aspect pure-
ment mathématique et pour éviter quelques pièges dus à mon inexpérience,
ce qui m'a été très utile.
Une thèse, c'est aussi un manuscrit et une soutenance et sans les rap-
porteurs et le jury, rien de ceci ne serait possible. Je suis donc extrêmement
reconnaissant que les professeurs Irina Markina et Constantin Vernicos aient
accepté de consacrer une partie de ces derniers mois estivaux à se pencher en
détails sur mon manuscrit. Je remercie également les professeurs Jean-Paul
Gauthier et Frédéric Jean d'avoir bien voulu prendre part à mon jury de
soutenance.
J'ai bien sûr collaboré avec plusieurs chercheurs durant cette thèse. Je
suis reconnaissant envers Luca Rizzi, qui m'a invité pendant une semaine à
l'université de Grenoble, ce qui nous a permis de discuter d'idées que j'ai
ensuite développées pour arriver à passer du cas tridimensionnel au cas n-
dimensionnel. Par ailleurs, Luca Rizzi a chaque année organisé les journées
sous-Riemanniennes à Grenoble, et j'en proﬁte pour le remercier lui, ainsi
5
que les organisateurs des autres conférences auxquelles j'ai pu participer
durant cette thèse : le professeur Enrico Le Donne et son équipe, notam-
ment Francesca Tripaldi, en ce qui concerne les conférences à Jyvaskyla et
Francesca Chittaro pour l'organisation de la conférence à Porquerolles.
Par ailleurs, comme la recherche se conduit en équipe, il est naturel que
je cite dans ces remerciements les membres de GECO, CAGE et SRGI.
Avant même que je commence ces trois années de recherche mathéma-
tique, plusieurs enseignants et professeurs m'ont encouragé dans cette voie.
Jean-Yves Bathelier, mon professeur de mathématiques de seconde, m'a per-
mis de comprendre l'importance de la rigueur dans un raisonnement. Franck
Baudot, mon professeur d'histoire au Lycée, m'a fait prendre conscience que
dans l'expression d'une idée, les étapes qui peuvent paraître superﬂues ne le
sont généralement pas. Je remercie également mes professeurs de MPSI et
MP, messieurs Lacouture et Quercia pour leur enseignement des bases fonda-
mentales des mathématiques, ainsi que le professeur Frédéric Pascal qui était
responsable de nos enseignements à l'ENS de Cachan. Enﬁn, c'est en M1,
grâce à l'enseignement du professeur Daniel Bennequin et aux TD d'Hussein
Mourtada que j'ai choisi de me diriger vers la géométrie diﬀérentielle.
Si ces années de thèse correspondent à l'apprentissage et la mise en pra-
tique de techniques mathématiques qui a été rendu possible par les diﬀérents
professeurs et enseignants que je viens de citer, j'ai aussi durant ces trois an-
nées rencontré des doctorants sans le soutien desquels je n'aurai pas eu le
courage de mener à bien ce travail. Je voudrais d'abord remercier les doctor-
ants du bureau 2016, dans lequel l'ambiance était tantôt studieuse, tantôt
détendue, en commençant par les plus anciens. Aymric qui a su insuer un
esprit sportif au CMAP en organisant les entraînements du Real Matrice et
qui a parfois également animé le bureau en y diﬀusant du métal, Hadrien sans
qui nous n'aurions pu être conscients de la présence des pokémons qui nous
entouraient à Polytechnique, Jean-Bernard pour ses discussions passionnées
oscillant entre sport et politique et pour avoir représenté notre bureau à des
Chiﬀres et des Lettres, le calme Raphael, Perle qui savait se transformer en
maman du bureau quand cela était nécessaire, Cédric grâce à qui je peux me
sentir en sécurité quand je prends l'avion, Florian qui au moment où j'écris
ces lignes est sans doute soit à la piscine de l'X, soit en train de prononcer
un jeu de mot, Paul T. qui j'en suis sûr verra le PSG remporter la ligue
des champions bien avant que le DFCO n'y parvienne ! D'ailleurs si le PSG
obtient une telle victoire, ce sera en partie grâce à l'analyse du jeu eﬀec-
tuée avec les modèles étudiés par Paul J. qui intègrent peut-être la fameuse
inégalité de Grönwall, qui je dois le reconnaitre a été très utile dans mon
travail. Je remercie également Cheikh, qui ne perd jamais le sourire, pour
ses discussions nietzschéennes, ainsi que Julie, comme moi ancienne disciple
de Cachan et qui devrait télécharger la nouvelle mise à jour de son appli-
cation de course qui donne le nombre d'anis qui peuvent être mangés après
un entraînement et qui calcule le nombre de calories perdues après un TD
6
avec les étudiants du Bachelor ! Le bureau 2016 a également compté dans
ses rangs Pamela qui lui a apporté de la bonne humeur. Jingjing y a con-
tribué à l'inattendu. Je n'oublie pas non plus de remercier Bowen qui m'a
fait goûter des mets chinois et qui a été à l'origine d'une fameuse bataille
de boules de neige. Enﬁn je souhaite bonne chance à la relève du bureau :
à Louis, Maximilien,... et les autres qui sauront j'en suis sûr pérpétuer la
bonne ambiance de ce lieu.
Je tiens également à dire merci aux autres doctorants du CMAP pour les
bons moments que j'ai passés en leur présence. A ceux du bureau d'à côté,
Rémi avec qui j'ai eu des discussions de philo, Fred qui est toujours taquin,
Geneviève qui m'a secouru le jour où le rer B m'a fait défaut, Aude pour nous
avoir motivés à participer à l'Ekiden. J'ai également eu la chance d'avoir
un prédécesseur en géométrie sous-Riemannienne au CMAP en la personne
de Ludovic avec qui j'ai pu discuter de ma thèse. Je remercie Vianney, qui
nous vient des contrées nordiques, pour les discussions prolongées en salle
café et également Heytem, dont la version oﬃcielle de l'Histoire retiendra
qu'il s'est battu à mains nues contre un gang d'une dizaines de personnes
armées jusqu'aux dents lors d'un voyage en Chine, bien que certains complo-
tistes remettent an cause le déroulement de cet évènement. Le CMAP étant
une terre prospère où l'on rencontre de futurs requins de la ﬁnance, j'espère
qu'Othmane se souviendra de moi quand il sera milliardaire ! Merci aussi à
Pierre pour m'avoir aidé quand j'avais des pépins informatiques. J'ai égale-
ment eu la chance de côtoyer au CMAP Belhal, Kevish, Antoine, Céline,
Fedor, Martin, Paulin, Corentin, Jaouad, entre autres doctorants.
Le CMAP ne pourrait bien sûr pas fonctionner sans une équipe admin-
istrative eﬃcace. Nasséra vient par exemple de me permettre de réserver la
salle de conférence du CMAP pour organiser le pot de thèse, ce qui a failli
ne pas être possible. Alexandra Noiret et Alaxandra Liot m'ont également
beaucoup aidé dans l'organisation de mes déplacements en conférences.
Mais une thèse dure trois années et ne consiste pas uniquement en du
temps passé au laboratoire à bûcher sur des problèmes théoriques complexes.
Une thèse c'est aussi une vie hors du labo et en l'occurence avec mes colo-
cataires avec qui je me suis très bien entendu tout au long de l'année. Je
remercie Sophie et Hugo pour les nombreuses soirées sympas que j'ai passées
en leur compagnie, Anissa pour avoir mangé environs un millier de fois au
japonais à volonté avec moi, Toky pour avoir fait face à mes côtés à un
policier un peu trop zélé qui voulait nous arrêter pour cambriolage dans
notre propre coloc, et Elodie pour les diﬀérents plats malgaches qu'elle m'a
fait goûter.
Par ailleurs, durant ces trois années, j'ai pratiqué la danse rock, ce qui
m'a permis de me changer les idées. Il me paraît donc naturel de remercier
mes profs de danse, Jérémy et Marion ainsi que Florian et Cloé. Les cours de
danse et les soirées rock m'ont permis de faire connaissance avec Marie, avec
Charles, avec Marine, tous trois toujours pleins de bonne humeur. Merci
7
également à Chloé d'être toujours motivée pour aller danser au parc Darcy !
Je n'oublie évidemment pas les amis de longue date qui ont été là pendant
mes années de thèse : Jérôme, avec qui j'ai pu changer d'air en partant une
semaine en Angleterre puis à Bordeaux, ainsi que Nicolas A., qui était à
Cachan avec moi, avec qui j'ai passé l'agrégation, et avec qui j'ai pu à de
nombreuses occasions avoir des discussions fructueuses à propos de nos sujets
de thèse respectifs. Les amis du lycée aussi : Rhita, Ismaïl, Ivana, Simon.
Enﬁn, pour parler des amis qui ont été là pendant ma thèse, il me faut
évoquer Mathilde et Marc, débordants d'énergie et d'idées de sorties, Laura
qui commence en ce moment même sa propre thèse, et Margaux qui est quant
à elle actuellement au Canada.
Puisque je parle de mes amis, je souhaite aussi rendre hommage à Nicolas
Tholence, que j'ai toujours connu comme étant jovial, amical et surtout libre
d'esprit.
Bien entendu, je ne serais rien sans ma famille, qui mérite toute ma
reconnaissance.
Papa, Mom, je sais que vous m'avez donné des conseils tout en me faisant
toujours sincèrement conﬁance. Cette conﬁance vous me l'avez transmise et
c'est elle qui me permet d'agir sans me tromper selon mon but. Merci de
votre conﬁance.
Nora, tu connais maintenant tellement de pays ! j'espère que tu te plais
en Irlande !
Ben-Mike, Sophie et Côme, je suis toujours content de pouvoir rendre
viste à votre petite famille !
8
Chapter 1
Introduction
1.1 English
One of the major concepts of geometry that was developed in its modern
form in the 19th century is that of curvature. One can distinguish two types
of curvatures. On the one hand, intrinsic curvatures that measure properties
of geometric spaces and on the other hand, extrinsic curvatures that contain
information on how geometric objects are embedded in another space. The
famous Egregium Theorem, proved by Carl Friedrich Gauss, states that the
Gaussian curvature of a surface embedded in a three dimensional Euclidean
space only depends on the metric properties of the surface itself. This means
that the Gaussian curvature of a surface is in fact an intrinsic notion of
curvature. More generally, to extend the notion of intrinsic curvature that
Gauss studied for surfaces to Riemannian spaces, the relevant notion is that
of Riemannian curvature tensors. The ﬁrst example of extrinsic curvature
that we introduce is the geodesic curvature of a curve in a Riemannian space.
Let us consider I an open interval in R containing zero, N a Riemannian
manifold and ζ : I → N a curve that is parametrized by arc length. ζ is said
to be a geodesic when the distance between any point ζ(s) and any other
point ζ(t) where t is close enough to s is equal to |t− s|. Before we deﬁne
the notion of geodesic curvature that measures how far a curve is from being
a geodesic, we explain how geodesics are characterized.
In a Riemannian space, there is a unique linear connection that is torsion-
free and that is compatible with the metric. This connection is called the
Levi-Civita connection and we denote it as ∇LC .
Proposition 1.1.1. Let N be a Riemannian manifold and let ζ : I → N be
a smooth curve parametrized by arc length. We have that ζ is a geodesic if,
and only if the equation
∇LCζ′ ζ ′ = 0
is satisﬁed along the trajectory of ζ.
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For ζ : I → N a smooth curve parametrized at speed one in a Rieman-
nian space, the geodesic curvature of ζ is therefore naturally deﬁned as the
function
I −→ R
t 7−→
∥∥∥∇LCζ′(t)ζ ′∥∥∥ .
We now want to understand the geodesic curvature as a measure of how far
a curve is from being a geodesic in a metric sense. Notice that by deﬁnition
if ζ : I → N is a geodesic then for t close enough to zero, we have
dist2M (ζ(0), ζ(t)) = t
2.
For an arbitrary curve parametrized by arc length, the previous formula is
modiﬁed with a correction where the geodesic curvature appears.
Proposition 1.1.2. Let N be a Riemannian manifold and let ζ : I → N be
a smooth curve parametrized by arc length. We have
dist2M (ζ(0), ζ(t)) = t
2 −
∥∥∥∇LCζ′(0)ζ ′∥∥∥2
12
t4 + o
(
t4
)
.
One can ask if it is possible to extend these notions of curvature we brieﬂy
presented in Riemannian geometry to more general settings. In this thesis
we focus more particularly on sub-Riemannian spaces.
Let us start by explaining what a sub-Riemannian manifold is. To en-
dow a smooth manifold M with a sub-Riemannian structure, we choose a
sub-bundle of its tangent bundle that we denote as ∆ and that we call the
distribution. A vector that is tangent to the distribution is said to be hori-
zontal and a vector ﬁeld is said to be horizontal when its evaluation at each
point is horizontal. In order for M to be a sub-Riemannian manifold, we
endow the distribtution with a metric tensor g which is a bilinear form on
TM that is symmetric and positive-deﬁnite. We also require the Hörmander
condition that means that the Lie algebra generated by the horizontal vector
ﬁelds reaches every vector tangent to M .
A sub-Riemannian manifold M is a length space whose distance we now
deﬁne. We say that a Lipschitz curve ζ : I → M is horizontal when its
velocity is almost everywhere horizontal and when the decomposition of its
velocity on an orthonormal frame that smoothly depends on the point of M
is measurable and essentially bounded. It is possible to deﬁne the length of
a horizontal curve ζ : I →M between times t and s with t > s in I as
length
(
ζ|[s,t]
)
=
∫ t
s
√
gζ(u) (ζ ′(u), ζ ′(u))du.
That way we can deﬁne the distance between two points in a sub-Riemannian
manifold as the inﬁmum of all lengths of curves that join them. This sub-
Riemannian distance satisﬁes several convenient properties. First of all,
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thanks to the Hörmander condition that we imposed on the distribution,
the topology induced by the distance on a sub-Riemannian manifold is equal
to the initial topology of the manifold . Another important property of
the sub-Riemannian distance is that any pair of points in a complete and
connected sub-Riemannian manifold are connected by a length minimizing
curve. Proofs of these fundamental properties can be found in the textbook
[ABB19, Chapter 3] for example.
The dichotomy between intrinsic and extrinsic curvature that we al-
ready mentioned also holds in sub-Riemannian geometry. As regards in-
trinsic curvature of sub-Riemannian spaces, it has been intensively studied
from diﬀerent perspectives, some of them involving a metric interpretation
of the curvatre, and others using optimal transport or the heat equation.
A brief summary of some existing works concerning intrinsic curvature in
sub-Riemannian geometry can be found in the introduction of [ABR18]. As
regards extrinsic curvature, it can be deﬁned for several types of subspaces.
For instance, the paper [RR08] focuses on curvature of surfaces in the Heisen-
berg group. This thesis is dedicated to studying geodesic curvature of curves
in sub-Riemannian geometry, on which there is not yet an abundant littera-
ture. To the best of our knowledge, previous works that study the geodesic
curvature of curves focus on curves inside the simplest sub-Riemannian struc-
tures, namely the Heisenberg groups. In [DV16] and [BTV17] a notion of
geodesic curvature has been introduced in the context of a Gauss-Bonnet-like
formula. In [CFH18, CHL17] the authors ﬁnd complete invariants for regular
curves in the Heisenberg groups. The goal of this thesis is to introduce a
notion of geodesic curvature in the contact sub-Riemannian setting and to
understand this curvature as an object that contains metric information by
proving properties similar to Proposition 1.1.2.
Now that we introduced the main deﬁnitions of sub-Riemannian geome-
try, we are ready to present the results we obtain in this thesis. But before
we do this, let us ﬁrst summarize the main goals that we aim at, in order
to keep in mind where we are heading. The central idea in this thesis is to
measure through a notion of geodesic curvature how far a smooth curve is
from beeing a geodesic. Since a smooth curve has to be of ﬁnite length and
therefore horizontal in order to be a geodesic, we choose to restrict the study
only to smooth horizontal curves. Moreover, since it is the trajectory of a
curve and not its parametriztion that makes it a geodesic, we focus only on
smooth horizontal curves that are parametrized by arc length. The question
now is, what do we expect from a notion of geodesic curvature ? First of all,
that a smooth horizontal curve parametrized by arc length is a geodesic if
and only if its geodesic curvature is identically zero. Once we have deﬁned
a notion of geodesic curvature such that the previous characterization of
geodesics is satisﬁed, we enquire about its metric interpretation. More pre-
cisely, we link the sub-Riemannian geodesic curvature and the asymptotics of
the distance between two close points along a curve to obtain results similar
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to Proposition 1.1.2 in the sub-Riemannian setting.
Statement of the results We begin this thesis with a chapter devoted to
the simplest example of sub-Riemannian manifold, namely the Heisenberg
group. The results we present concerning the Heisenberg group can also be
found in the paper [Koh19]. The Heisenberg group H can be represented as
R3 with coordinates (x, y, z) that we endow with a distribution generated by
the the orthonormal frame
X1 =
∂
∂x
− y
2
∂
∂z
, X2 =
∂
∂y
+
x
2
∂
∂z
.
Let us consider a smooth horizontal curve parametrized by arc length ζ : I →
H. If we denote by pi the projection from the Heisenberg group to the (x, y)-
plane parallely to the z-axis, then the curve pi ◦ ζ is also parametrized by arc
length in the Euclidean plane. We deﬁne kζ the sub-Riemannian geodesic
curvature of the curve ζ as the derivative of the Euclidean curvature of pi ◦ ζ.
If we denote as (xζ(t), yζ(t), zζ(t)) the coordinates of ζ(t), we can write
kζ(t) =
d
dt
(
x′ζ(t)y
′′
ζ (t)− y′ζ(t)x′′ζ (t)
)
.
Curvature kζ is identically zero if and only if ζ is a geodesic in H. We
moreover obtain a metric interpretation of the geodesic curvature.
Proposition 1.1.3. Let ζ :] − T, T [→ H be a smooth horizontal curve that
is parametrized by arc length. We have
dist2H (ζ(0), ζ(t)) = t
2 − k
2
ζ (0)
720
t6 +O (t7) .
In order to explore other sub-Riemannian spaces than H, we must use
tools we introduce in the third chapter. More speciﬁcally, we start the third
chapter by explaining the contact framework, in which we set up to generalize
the result we obtained in the Heisenberg group. A contact manifold is a space
in which the distribution is the kernel of a diﬀerential one form ω such that
dω restricted to kerω is non degenerate. Contact sub-Riemannian manifolds
are practical to work in since they are endowed with several canonical object.
First of all in any contact sub-Riemannian space there exists a linear
connection ∇ called the Tanno connection that respects the metric but is
not torsion-free.
In a contact sub-Riemannian manifold, we also can naturally deﬁne a
ﬁberwise endomorphism J : ∆ → ∆ such that for any horizontal vector
ﬁelds X and Y ,
g (X,JY ) = dω (X,Y ) .
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In particular J sends each horizontal vector V onto a vector orthogonal to
V .
A last important object that is associated to a contact structure is the
Reeb vector ﬁeld X0 such that
iX0dω = 0 and ω (X0) = 1.
Let us consider ζ : I → M a smooth horizontal curve parametrized by
arc length in a contact sub-Riemannian manifold. The ﬁrst natural idea is
to study ∇ζ′(t)ζ ′ since in the Riemannian case it is the relevant quantity to
consider to distinguish geodesics from other curves. We start by noticing
that since ζ is parametrized by arc length and as the Tanno connection is
compatible with g, we have for all t ∈ I,
gζ(t)
(∇ζ′(t)ζ ′, ζ ′(t)) = 0.
For a more precise description of ∇ζ′(t)ζ ′, we decompose it on the direction
of 〈Jζ ′(t)〉 and on 〈Jζ ′(t)〉⊥ where 〈·〉 denotes the span of a family of vectors.
Let us introduce a few notations. For V ∈ ∆q, we denote by Π⊥V : ∆q → ∆q
the orthogonal projection on 〈V 〉⊥. We deﬁne the characteristic deviation
function of ζ as
hζ : I −→ R
t 7−→ gζ(t)
(∇ζ′(t)ζ ′, Jζ ′(t)) ,
as well as the function
kζ,1 : I −→ R
t 7−→
∥∥∥Π⊥Jζ′(t) (∇ζ′(t)ζ ′)∥∥∥ .
However, the knowledge of both of the previous functions along a horizontal
curve is not suﬃcient to say whether or not this curve is a geodesic. In
the example of the Heisenberg group, it is possible to show that along every
smooth horizontal curve parametrized by arc length ζ : I → H, kζ,1 is always
identically zero and that this same curve ζ is a geodesic if, and only if hζ is
a constant function. This gives us an indication that if we want to introduce
a third function that vanishes along geodesics, it may contain the derivative
of the characteristic deviation. In fact, for ζ : I → M a smooth horizontal
curve parametrized by arc length we deﬁne
kζ,2 : I −→ R
t 7−→ ddt
hζ(t)
‖Jζ′(t)‖2 + g (Tor (ζ
′(t), X0) , ζ ′(t)) ,
where Tor stands for the torsion of the Tanno connection.
By reformulating the interpretation of geodesics in terms of projections
of integral lines of a Hamiltonian vector ﬁeld we prove the following.
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Proposition 1.1.4. Let M be a contact sub-Riemannian space and ζ : I →
M be a smooth horizontal curve parametrized by arc length. We have ζ is a
geodesic if, and only if both kζ,1 and kζ,2 are identically zero.
This last proposition allows us to call kζ,1 and kζ,2 the ﬁrst and the second
geodesic curvature.
The fourth chapter is devoted to the study of the speciﬁc case of three
dimensional contact sub-Riemannian manifolds. When M is a three dimen-
sional contact sub-Riemannian manifold, the key simplication that happens
is that for any curve ζ : I →M and at any time t ∈ I,
∇ζ′(t)ζ ′ =
hζ(t)
‖Jζ ′(t)‖2Jζ
′(t).
We can notice two consequences of the previous identity.
Proposition 1.1.5. Let M be a three-dimensional contact sub-Riemannian
structure and ζ : I → M be a smooth horizontal curve parametrized by arc
length. We have
kζ,1 = 0.
Proposition 1.1.6. Let M be a three-dimensional contact sub-Riemannian
structure. If ζ1, ζ2 : I → M are two smooth horizontal curves parametrized
by arc length such that
(i) ζ1(0) = ζ2(0) and ζ
′
1(0) = ζ
′
2(0),
(ii) hζ1(t) = hζ2(t) for every t ∈ I.
Then ζ1(t) = ζ2(t) for every t ∈ I.
We then generalize Proposition 1.1.3 to 3D contact sub-Riemannian man-
ifolds.
Theorem 1.1.7. Let M be a three-dimensional contact sub-Riemannian
manifold and let ζ : I → M be a smooth horizontal curve parametrized
by arc length. We have
dist2M (ζ(0), ζ(t)) = t
2 − k
2
ζ,2(0)
720
t6 + o
(
t6
)
.
We emphasize the fact that an important part of the proof of the previous
theorem actually consists in proving the regularity at time t = 0 of
dist2M (ζ(0), ζ(t)) .
Actually, in higher dimensions, we are not able to prove that this function
has the same level of regularity than in three dimensions.
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Theorem 1.1.7 can be compared to Proposition 1.1.2. We notice that the
main order correction appears at a higher order in three dimensional contact
sub-Riemannian spaces than in a Riemannian space. We can roughly inter-
pret this phenomenon by saying that in 3D contact sub-Riemannian spaces
there is a one-parameter family of geodesics parametrized by arc length that
leave from a point in a ﬁxed horizontal direction whereas in the Riemannian
case, there is only one geodesic parametrized by arc length that leaves from
a point in a chosen direction. Since there are more geodesics that can ap-
proximate a curve at a point in a 3D contact sub-Riemannian space than in
a Riemannian space, an arbitrary curve can be more closely approximated
by geodesics in three dimensional contact sub-Riemannian spaces than in
the Riemannian case. That is why it is not surprising to observe that the
term that indicates how far a curve is to being a geodesics appears further
in the expansion in Theorem 1.1.7 than in Proposition 1.1.2. However, this
phenomenon disappears in contact sub-Riemannian spaces in higher dimen-
sion (than three) since curves are authorized to be further from geodesics
as they can have a non-vanishing geodesic curvature k1.
In the last chapter of this thesis, having in mind the same questions as in
three dimensional contact sub-Riemannian spaces, we explore what happens
in higher dimensions. The ﬁrst result we obtain looks quite like Theorem
1.1.7 but only contains a Taylor expansion at order 3.
Theorem 1.1.8. Let M be a contact sub-Riemannian manifold. If ζ : I →
M is a smooth horizontal curve parametrized by arc length then for t > 0,
distM (ζ(0), ζ(t)) = t− kζ,1(0)
2
12
t3 + o
(
t3
)
.
Under the hypothesis of the previous theorem, it is natural to ask if
we can go deeper in the expansion of dist (ζ(s), ζ(t)) in the case where kζ,1
vanishes along curve ζ ? The answer is yes in the case where J2 = −Id,
provided we assume suﬃcient regularity of dist (ζ(s), ζ(t)) along the diagonal.
Theorem 1.1.9. Let M be a contact sub-Riemannian manifold such that
J2 = −Id. If ζ : I → M is a smooth horizontal curve parametrized by arc
length such that for every s ∈ I and t > s,
d
dt
distM (ζ(s), ζ(t)) = 1−K(s) (t− s)4 + o
(
(t− s)4
)
, (1.1)
then
K(s) =
k2ζ,2(s)
288
.
Notice that when the hypothesis of Theorem 1.1.9 are satisﬁed we can
integrate (1.1) and we actually obtain that
distM (ζ(s), ζ(t)) = (t− s)−
k2ζ,2(s)
1440
(t− s)5 + o
(
(t− s)5
)
.
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A ﬁrst corollary of Theorem 1.1.9 consists in a new characterization of
geodesics.
Corollary 1.1.10. Let M be a contact sub-Riemannian manifold such that
J2 = −Id and let ζ : I → M be a smooth horizontal curve parametrized by
arc length.
Curve ζ is a geodesic if, and only if for every s ∈ I and t > s,
d
dt
distM (ζ(s), ζ(t)) = 1 + o
(
t4
)
.
Although the previous result is a quite satisfactory consequence of The-
orem 1.1.9 from a theoretical point of view, we would also like to apply
Theorem 1.1.9 to curves that are not geodesics. We show in section 5.5 that
in the (2n+ 1)-dimensional Heisenberg groups, the explicit expression of the
distance from a ﬁxed point allows us check that the hypotheses of Theorem
1.1.9 are satisﬁed along any smooth horizontal curve parametrized by arc
length.
Theorem 1.1.11. Let ζ : I → H2n+1 be a smooth horizontal curve that is
parametrized by arc length such that kζ,1 is identically zero. We have
dist2H2n+1 (ζ(0), ζ(t)) = t
2 − k
2
ζ,2(0)
720
t6 +O (t7) .
Moreover, the geodesic curvature kζ,2(0) is simply equal to h
′
ζ(0).
From the results we obtain in this thesis, new questions quite naturally
arise.
Since one of the major diﬃculties in this work is to prove the regularity
of the squared distance between two close points on a smooth horizontal
curve, it is natural to ask : are there examples of smooth horizontal curves
in dimension strictly greater than three for which the squared distance be-
tween two close points on this curve is not regular enough to have a Taylor
expansion at order 6 ?
It would also be interesting to try to generalize the results of this work. If
we want to apply the same techniques as those we use in this thesis in more
general sub-Riemannian spaces than contact spaces, we must possess a con-
nection with which we can carry on computations eﬃciently and understand
precisely the theory of Jacobi ﬁelds.
Another possible generalization of this work would be to deﬁne not only
geodesic curvature that characterizes geodesics, but a complete set of Frenet-
Serret invariants that characterize a curve and to study the properties of
these invariants.
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1.2 Français
Une notion géométrique fondamentale développée sous sa forme moderne
au dix-neuvième siècle est la courbure. On distingue deux types de cour-
bures. Tout d'abord, les courbures intrisèques qui mesurent les propriétés
géométriques d'un espace ; mais on déﬁnit aussi des courbures extrinsèques
qui apportent une information géométrique sur le plongement de notre objet
dans l'espace ambiant. Le Théorème Egreguim de Gauss montre par exemple
que la courbure gaussienne d'une surface plongée dans un espace euclidien
de dimension trois dépend seulement des propriétés métriques de ladite sur-
face. Ainsi, la courbure gaussienne d'une surface se révèle-t-elle être une
notion intrinsèque de courbure. Une généralisation naturelle de la notion
de courbure intrinsèque étudiée par Gauss dans le cas des surface est, dans
les espaces riemanniens, celle de tenseur de courbure riemannienne. Quant
aux courbures extrinsèques, la courbure géodésique d'une courbe d'un espace
riemannien en est un premier exemple.
Soient I un intervalle ouvert de R contenant zéro, N une variété rieman-
nienne et ζ : I → N une courbe paramétrée par longueur d'arc. ζ est qualifée
de géodésique quand la distance entre chacun de ses points ζ(s) et des points
ζ(t) suﬃsament proches est égale à |t− s|. Commençons par caractériser les
géodésiques avant de déﬁnir la notion de courbure géodésique qui quantiﬁe
à quel point une courbe est loin d'être une géodésique.
Dans une variété riemannienne, il existe une unique connexion linéaire
sans torsion qui est compatible avec la métrique. Il s'agit de la connexion de
la notion de Levi-Civita, noté ∇LC .
Proposition 1.2.1. Soient N une variété riemannienne et ζ : I → N
paramétrée par longueur d'arc. Alors ζ est une géodésique si et seulement si
l'équation
∇LCζ′ ζ ′ = 0
est vériﬁée le long de ζ.
Ainsi, pour une courbe lisse ζ : I → N paramétrée à vitesse 1 dans une
variété riemannienne, la courbure géodésique de ζ est naturellement déﬁnie
comme suit :
I −→ R
t 7−→
∥∥∥∇LCζ′(t)ζ ′∥∥∥ .
On cherche désormais à interpréter la courbure géodésique comme une mesure,
au sens métrique du terme, de l'éloignement de cette courbe par rapport à
la notion de géodésique. Notons que par déﬁnition, si ζ : I → N est une
géodésique, alors pour t suﬃsament proche de zéro, on a :
dist2M (ζ(0), ζ(t)) = t
2.
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Pour une courbe quelconque paramétrée par longueur d'arc la formule précé-
dente admet un terme de correction où apparait la courbure géodésique.
Proposition 1.2.2. Soient N une variété riemannienne et ζ : I → N une
courbe lisse paramétrée par longueur d'arc. On a
dist2M (ζ(0), ζ(t)) = t
2 −
∥∥∥∇LCζ′(0)ζ ′∥∥∥2
12
t4 + o
(
t4
)
.
On peut se demander si les notions de courbure que nous avons briève-
ment introduites dans le cadre riemannien s'étendent à un contexte plus
général. Cette thèse s'intéresse au cas des espaces sous-riemanniens.
Commençons par déﬁnir ce qu'est une variété sous-riemannienne. Pour
munir une variété lisse d'une structure sous-riemannienne, il convient de
choisir un sous-ﬁbré vectoriel de son ﬁbré tangent que l'on notera ∆ ap-
pelé la distribution. Un vecteur tangent à la distribution est dit horizon-
tal et un champ de vecteurs est dit horizontal lorsque son évaluation en
chaque point est horizontale. Pour compléter la déﬁnition d'une variété
sous-Riemannienne M , on munit la distribution d'un tenseur métrique g
qui est une forme bilinéaire, symétrique, déﬁnie-positive sur TM . Enﬁn,
on demande que la condition de Hörmander soit vériﬁée, c'est à dire que
l'algèbre de Lie générée par les champs de vecteurs horizontaux atteigne
chaque vecteur tangent à M .
Toute variété sous-riemannienne M est un espace de longueur dont la
distance est déﬁnie comme suit. On dit qu'une courbe lipschitzienne ζ →M
est horizontale lorsque sa vitesse est presque partout horizontale et lorsque
la décomposition de sa vitesse dans une base orthonormée qui dépend de
manière lisse du point de M est mesurable et essentiellement bornée. Il est
alors possible de déﬁnir la longueur d'une courbe horizontale ζ : I → M
entre les instants t et s (t > s) de I en posant
longueur
(
ζ|[s,t]
)
=
∫ t
s
√
gζ(u) (ζ ′(u), ζ ′(u))du.
Ainsi peut-on déﬁnir la distance entre deux points d'une variété sous rieman-
nienne comme l'inﬁmum des longueur de courbes les joignant. Cette distance
vériﬁe plusieurs propriétés utiles. Tout d'abord la condition de Hörmander
imposée à la distribution assure que la topologie induite par la distance sur
une variété sous-riemannienne est égale à la topologie de la variété initiale.
Une autre propriété importante de la distance sous-riemannienne est que
tout couple de points d'une variété sous-riemannienne connexe et complète
est joint par une courbe minimsant la longueur. Des preuves de ces résutats
fondamentaux peuvent être par exemple trouvées dans [ABB19, Chapitre 3].
La dichotomie déjà soulignée entre courbures intrinsèque et extrinsèque
existe également en géométrie sous-riemannienne. Les courbures intrinsèques
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en géométrie sous-riemannienne ont été étudiées sous diﬀérents angles : intér-
prétation métrique, transport optimal, équation de la chaleur par exemple.
L'introduction de [ABR18] dresse un panorama de certains de ces travaux.
En ce qui concerne les courbures extrinsèques, elles peuvent être déﬁnies pour
plusieurs types d'espaces. Par exemple, l'article [RR08] traite de courbure
de surfaces dans le groupe de Heisenberg. Cette présente thèse est quant
à elle dédiée á l'étude de la courbure géodésique de courbes en géométrie
sous-Riemannienne, au sujet de laquelle la littérature n'est pour l'instant
pas très abondante. A notre connaissance, les travaux existant sur la cour-
bure géodésique dans ce contexte se cantonnent aux cas les plus élémen-
taires de structures sous-riemanniennes, à savoir les groupes de Heisenberg.
Dans [DV16] et [BTV17] une notion de courbure géodésique est introduite
pour étudier l'equivalent de Gauss-Bonnet. Dans [CFH18, CHL17] les au-
teurs déﬁnissent des invariants complets pour les courbes régulières dans les
groupes de Heisenberg. Le but de cette thèse est de déﬁnir une courbure
géodésique dans le contexte de la géométrie sous-riemannienne de contact
et de comprendre l'information métrique contenue dans cette courbure en
démontrant des propriétés similaires à la Proposition 1.2.2.
Les déﬁnitions de base de la géométrie sous-riemannienne ayant été ex-
plicitées, on peut desormais présenter les résultats obtenus dans ce manuscrit.
L'idée centrale est de chercher à mesurer à travers le spectre d'une courbure
géodésique, l'éloignement d'une courbe lisse par rapport au fait d'être une
géodésique. Mais puisqu'une courbe lisee doit être de longueur ﬁnie, et donc
horizontale pour être une géodésique, on restreint notre étude au cas des
courbes lisses horizontales. De plus, c'est la trajectoire d'une courbe et non
son paramétrage qui en fait une géodésique. On peut donc considérer que
la courbe lisse horizontale est paramétrée par longueur d'arc. On doit main-
tenant préciser ce qu'on attend d'une courbure géodésique. On souhaite en
premier lieu qu'une courbe horizontale lisse paramétrée par longueur d'arc
soit une géodésique si et seulement sa courbure est identiquement nulle.
On peut ensuite rechercher son interprétation métrique en liant la courbure
géodésique à l'asymptotique de la distance entre deux points proches de la
courbe.
Résultats Le premier chapitre de cette thèse est consacré à l'exemple le
plus élémentaire de variété sous-riemannienne, le groupe de Heisenberg. Ce
chapitre reprend les résultat de l'article [Koh19]. Le groupe de Heisenberg
H peut être représenté comme R3 de coordonnées (x, y, z) que l'on munit de
la distribution générée par la base orthonormée
X1 =
∂
∂x
− y
2
∂
∂z
, X2 =
∂
∂y
+
x
2
∂
∂z
.
Si on considère une courbe lisse horizontale paramétrée par longueur d'arc
ζ → H et qu'on note pi la projection du groupe de Heisenberg sur le plan
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(x, y) parallèlement à l'axe des z, alors la courbe pi◦ζ est aussi paramétrée par
longueur d'arc dans le plan euclidien. On déﬁnit kζ la courbure géodésique
sous-riemannienne de ζ comme étant la dérivée de la courbure euclidienne
de pi ◦ ζ. En écrivant (xζ(t), yζ(t), zζ(t)) les coordonnées de ζ(t), on a
kζ(t) =
d
dt
(
x′ζ(t)y
′′
ζ (t)− y′ζ(t)x′′ζ (t)
)
.
La courbure kζ est identiquement nulle si et seulement si ζ est une
géodésique dans H. De plus, on obtient une interprétation métrique de la
courbure géodésique.
Proposition 1.2.3. Considérons ζ :] − T, T [→ H une courbe horizontale
lisse paramétrée par longueur d'arc. On a
dist2H (ζ(0), ζ(t)) = t
2 − k
2
ζ (0)
720
t6 +O (t7) .
Aﬁn de pouvoir étudier d'autres espaces sous-riemanniens que H, on in-
troduit des outils adaptés dans le troisième chapitre. Ce chapitre commence
par une description du cadre de la géométrie sous-riemannienne de con-
tact propice à la généralisation du développement obtenu dans le groupe de
Heisenberg. Une variété de contact est un espace dans lequel la distribution
est le noyau d'une 1-forme diﬀerentielle ω telle que dω restreinte à kerω est
non dégénérée. Les variétés sous-riemanniennes de contact sont un cadre
pratique puisqu'elles sont munies de plusieurs objets canoniques.
Tout d'abord, tout espace sous-riemannien de contact admet une con-
nexion linéaire ∇ appelée connexion de Tanno qui préserve la métrique mais
admet de la torsion.
Une variété sous-riemannienne de contact possède également un endo-
morphisme linéaire sur chaque ﬁbre J : ∆→ ∆ qui vériﬁe pour tous champs
de vecteurs horizontaux X et Y ,
g (X, JY ) = dω (X,Y ) .
En particulier J envoie tout vecteur horizontal V sur un vecteur qui lui est
orthogonal.
Un dernier objet notable associé à une structure de contact est le champ
de vecteur de Reeb X0 qui satisfait
iX0dω = 0 et ω (X0) = 1.
Considérons ζ : I → M une courbe lisse horizontale paramétrée par
longueur d'arc dans une variété sous-riemannienne de contact. La première
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idée naturelle est d'étudier ∇ζ′(t)ζ ′ car dans le cas riemannien, c'est la quan-
tité qui permet de distinguer les géodésiques parmi toutes les courbes. No-
tons tout d'abord que puisque ζ est paramétrée par la longueur d'arc et que
la connexion de Tanno est compatible avec g, on a pour tout t ∈ I,
gζ(t)
(∇ζ′(t)ζ ′, ζ ′(t)) = 0.
Aﬁn de décrire ∇ζ′(t)ζ ′ plus précisément, on décompose ce vecteur suivant les
directions of 〈Jζ ′(t)〉 et 〈Jζ ′(t)〉⊥ où 〈·〉 désigne l'espace vectoriel engendré
par une famille de vecteurs. Introduisons quelques notations supplémen-
taires. Pour V ∈ TqM , on note Π⊥V : ∆q → ∆q la projection orthogonale sur
〈V 〉⊥. On déﬁnit de plus la déviation caractéristique de ζ comme étant la
fonction
hζ : I −→ R
t 7−→ gζ(t)
(∇ζ′(t)ζ ′, Jζ ′(t)) ,
de même que la fonction
kζ,1 : I −→ R
t 7−→
∥∥∥Π⊥Jζ′(t) (∇ζ′(t)ζ ′)∥∥∥ .
Malgré tout, la connaissance de ces deux fonctions le long d'une courbe
horizontale ne suﬃt pas à déterminer si il s'agit ou non d'une géodésique.
Dans le cas du groupe de Heisenberg, on peut montrer que le long de toute
courbe lisse horizontale paramétrée par longueur d'arc ζ : I → H, kζ,1 est
identiquement nulle. De plus, toujours dans cet espace ζ est une géodésique
si et seulement si hζ est une fonction constante. Cela suggère que si on
souhaite trouver une fonction s'annulant le long des géodésiques, on peut
s'attendre à ce qu'elle contienne la dérivée de la déviation caractérique. De
fait, pour ζ : I → M une courbe lisse horizontale paramétrée par longueur
d'arc, on déﬁnit
kζ,2 : I −→ R
t 7−→ ddt
hζ(t)
‖Jζ′(t)‖2 + g (Tor (ζ
′(t), X0) , ζ ′(t)) ,
où Tor désigne la torsion de la connexion de Tanno.
En reformulant l'interprétation des géodésiques comme des projections
des lignes intégrales du champ hamiltonien, on démontre le résultat suivant.
Proposition 1.2.4. Soient M un espace sous-riemannien de contact et
ζ : I → M une courbe lisse paramétrée par la longueur d'arc. ζ est une
géodésique si et seulement les fonctions kζ,1 et kζ,2 sont toutes deux iden-
tiquement nulles.
Ce dernier résultat justiﬁe la terminologie première et seconde courbure
géodésique pour kζ,1 et kζ,2.
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Le quatrième chapitre traite le cas particulier de la dimension trois. Si
M est une variété de contact sous-riemannienne de dimension trois, une
simpliﬁcation remarquable se produit. Pour toute courbe ζ : I →M et tout
instant t ∈ I,
∇ζ′(t)ζ ′ =
hζ(t)
‖Jζ ′(t)‖2Jζ
′(t).
Notons deux consequences de l'identité précédente.
Proposition 1.2.5. Soient M une variété sous-riemannienne de contact
tridimensionelle et ζ : I → M une courbe lisse horizontale pramétrée par
longueur d'arc. Alors
kζ,1 = 0.
Proposition 1.2.6. Soit M une variété sous-riemannienne de contact de
dimension trois. Si ζ1, ζ2 : I → M sont deux courbes lisses horizontales
paramétrées par longueur d'arc vériﬁant
(i) ζ1(0) = ζ2(0) et ζ
′
1(0) = ζ
′
2(0),
(ii) hζ1(t) = hζ2(t) pour tout t ∈ I.
On a ζ1(t) = ζ2(t) pour tout t ∈ I.
On généralise ensuite la Proposition 1.2.3 aux variétés sous-riemanniennes
de contact tridimensionnelles.
Théorème 1.2.1. SoientM une variété de contact sous-riemannienne tridi-
mensionelle et ζ : I → M une courbe horizontale lisse paramétrée par le
longueur d'arc. On a
dist2M (ζ(0), ζ(t)) = t
2 − k
2
ζ,2(0)
720
t6 + o
(
t6
)
.
Insistons sur le fait qu'une part importante de la preuve du précédent
théorème consiste en l'étude de la régularité à l'instant t = 0 de
dist2M (ζ(0), ζ(t)) .
En dimension supérieure, nous n'avons pas pu étblir que cette fonction avait
le même niveau de régularité qu'en dimension trois.
Le Théorème 1.2.1 doit être comparé avec la Proposition 1.2.2. Remar-
quons que le terme de correction prépondérant est d'ordre supérieur dans le
cas sous-Riemannien de contact tridimensionel que dans le cas des variétés
riemanniennes. Ceci peut être interprété en voyant que dans le cas de con-
tact, il existe une famille à un paramétre de géodésiques paramétrées par la
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longueur d'arc qui partent d'un point dans une direction horizontale ﬁxée,
quand dans le cas riemannien il n'y a qu'une seule telle géodésique. Il y a
donc plus de géodésiques approximant une courbe en un point dans le cas
de contact 3D que dans le cas riemannien. Dès lors, cette courbe sera mieux
approximée par l'une de ces géodésiques. C'est pourquoi il n'est pas sur-
prenant d'observer que le terme indiquant l'éloignement de la courbe à être
une géodésique apparait plus loin dans le développement du Théorème 1.2.1
que dans la Proposition 1.2.2. Cependant, ce phénomène disparait dans les
espaces sous-riemanniens de contact en dimension supérieure à trois puisque
les courbes sont autorisées à être plus éloignées des géodésiques car elles
peuvent avoir une courbure géodésique k1 non identiquement nulle.
Dans le dernier chapitre du manuscrit, on s'intéresse à l'extension de ces
résultats en dimension supérieure à trois. La première propriété obtenue
est similaire au Théorème 1.2.1 sauf que c'est un développement de Taylor
d'ordre 3.
Théorème 1.2.2. Soit M une variété de contact sous-riemannienne. Si
ζ : I → M est une courbe lisse horizontale paramétrée par longueur d'arc
alors pour tout t > 0,
distM (ζ(0), ζ(t)) = t− kζ,1(0)
2
12
t3 + o
(
t3
)
.
Sous les hypothèses du théorème précédent il est naturel de se demander
si il est possible de pousser plus loin le développement de dist (ζ(s), ζ(t)) au
cas où kζ,1 s'annule le long de ζ. On peut apporter une réponse positive si
J2 = −Id et si on suppose dist (ζ(s), ζ(t)) suﬃsamment régulière le long de
la diagonale.
Théorème 1.2.3. Soit M une variété de contact sous-riemannienne vériﬁ-
ant J2 = −Id. Si ζ : I →M est une courbe lisse horizontale paramétrée par
longueur d'arc vériﬁant, pour tout s ∈ I et tout t > s,
d
dt
distM (ζ(s), ζ(t)) = 1−K(s) (t− s)4 + o
(
(t− s)4
)
, (1.2)
alors
K(s) =
k2ζ,2(s)
288
.
Notons que sous les hypothèses du Théorème 1.2.3, on peut intégrer (1.2)
et on obtient alors
distM (ζ(s), ζ(t)) = (t− s)−
k2ζ,2(s)
1440
(t− s)5 + o
(
(t− s)5
)
.
Un corollaire du Théorème 1.2.3 est une nouvelle caractérisation des
géodésiques.
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Corollaire 1.2.7. Soient M une variété de contact sous-riemannienne véri-
ﬁant J2 = −Id et ζ : I → M une courbe lisse horizontale paramétrée par
longueur d'arc.
La courbe ζ est une géodésique si et seulement si pour tout s ∈ I et tout
t > s,
d
dt
distM (ζ(s), ζ(t)) = 1 + o
(
t4
)
.
Si le résultat précédent est une conséquence théorique remarquable au
Théorème 1.2.3, on souhaiterais aussi l'appliquer aux courbes qui ne sont
pas des géodésiques. On montre dans la section 5.5 que dans le groupe de
Heisenberg de dimension 2n + 1, l'expression explicite de la distance à un
point ﬁxé nous permet de vériﬁer que les hypothèses du Théorème 1.2.3 sont
satisfaites le long de toute courbe lisse horizontale paramétrée par longueur
d'arc.
Théorème 1.2.4. Soit ζ : I → H2n+1 une courbe lisse horizontale paramétrée
par la longueur d'arc et vériﬁant que kζ,1 est identiquement nulle. On a
dist2H2n+1 (ζ(0), ζ(t)) = t
2 − k
2
ζ,2(0)
720
t6 +O (t7) .
De plus, la courbure géodésique kζ,2(0) est égale à h
′
ζ(0).
Des résultats obtenus dans cette thèse émergent de nouvelles questions.
Une des diﬃcultés majeures étant d'établir la régularité de la distance
au carré entre deux points proches le long d'une courbe, on s'interroge na-
turellement sur l'éventuelle existence de courbes en dimension strictement
supérieure à trois telles que cette distance n'est pas suﬃsamment régulière
pour en obtenir un développement à l'ordre 6.
Il serait également intéressant de généraliser certains résultats. Si l'on
souhaite appliquer des techniques similaire à celles utilisées en contact dans
un cadre plus large, on doit trouver une connexion adaptée au calcul et com-
prendre précisément la théorie des champs de Jacobi dans l'espace considéré.
Une autre possibilité d'extension de ce travail serait de déﬁnir, au delà
de la courbure géodésique, un ensemble d'invariants de Frenet-Serret carac-
térisant entièrement une courbe et d'étudier les propriétés de ces invariants.
Le reste de ce manuscrit sera rédigé dans la langue de Shakespeare.
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Chapter 2
A ﬁrst example : the
Heisenberg group
In this chapter, we follow the ideas developped in [Koh19] concerning the
notion of geodesic curvature in the simplest example of sub-Riemannian
structure, namely the Heisenberg group. The reason why we start by focusing
on that group is that the properties of its distance function as well as of its
geodesics are explicitly known, and lead to a quite straightforward solution
to the problem of the distance between two points on a horizontal curve,
which we study throughout this text.
2.1 The Heisenberg group
We brieﬂy present the properties of the Heisenberg group that are of some
use to our proof. For a deeper insight into this sub-Riemannian space we
refer to [Mon02], [Bel96], [ABB19] and [Rif14]. There are several ways to
present the Heisenberg group H. The one we choose is to see it as R3 with
coordinates x, y and z endowed with a sub-Riemannian structure whose
distribution is spanned by the orthonormal frame
X1 =
∂
∂x
− y
2
∂
∂z
, X2 =
∂
∂y
+
x
2
∂
∂z
. (2.1)
We also deﬁne
X0 =
∂
∂z
. (2.2)
We call g the metric on the distribution whose orthonormal frame is
(X1, X2).
We say that a curve ζ :]− T, T [→ H is horizontal if ζ is a Lipshitz curve
that is almost everywhere tangent to the distribution, whose speed deﬁned
with respect to the orthonormal frame (X1, X2) is measurable and essentially
bounded.
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We can compute the length of a horizontal curve by integrating its norm
along the curve. The distance between two points is deﬁned as the inﬁmum
of length of curves that link those two points. This inﬁmum happens to be
a minimum.
We also emphasize the fact that the Heisenberg group is in fact a Lie
group on which the sub-Riemannian structure is left-invariant, where the
group law ∗ is given by :
(x1, y1, z1) ∗ (x2, y2, z2) =
(
x1 + x2, y1 + y2, z1 + z2 +
1
2
(x1y2 − y1x2)
)
.
(2.3)
Remark 2.1.1. In order to study properties of curves that only depend on the
sub-Riemannian distance, it is suﬃcient to consider curves that leave from
the origin at time zero, since every other curve can be sent to such a curve
by the isometry that corresponds to the left-multiplication by the inverse of
the initial point.
Another interesting piece of information about the Heisenberg group is
the expression of the geodesics in this space that we can ﬁnd in [ABB19,
chapter 4, section 4.4.3]. We recall that a geodesic is a horizontal curve
ζ : R→ H parametrized at constant speed such that for any t in R and for s
in R close enough to t, the length of curve ζ between times t and s is equal
to the distance between ζ(t) and ζ(s).
It is suﬃcient to give the expression of geodesics parametrized by arc
length leaving from the origin since the Heisenberg group is a Lie group, it
follows that all the other geodesics will be left translations and reparametriza-
tions of these geodesics.
Proposition 2.1.2. A curve ζ : R → H is a geodesic parametrized by arc
length leaving from the origin at time zero if, and only if, there exist two real
numbers ω and θ0 such that the coordinates (x(t), y(t), z(t)) of ζ(t) are
x(t) = sin(ωt+θ0)−sin(θ0)ω ,
y(t) = cos(θ0)−cos(ωt+θ0)ω ,
z(t) = ωt−sin(ωt)
2ω2
,
for ω 6= 0. When ω = 0 these formulas become :
x(t) = t cos (θ0) ,
y(t) = t sin (θ0) ,
z(t) = 0.
The previous proposition has several other formulations
Corollary 2.1.3. A horizontal curve ζ : R → H is a geodesic parametrized
by arc length if, and only if its projection on the plane (x, y) parallely to the
z-axis is a circle or a straight line parametrized at speed one for the canonical
metric on R2.
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Proof. We start by noticing that for any smooth curve ζ : R→ R2 that leaves
from the origin at time zero, there exists a unique horizontal lift ζ : R→ H
of ζ through the projection parallely to the z-axis which leaves from the
origin at time zero. It is therefore possible to characterize if a curve in
the Heisenberg group that leaves from the origin at time zero is a geodesic
parametrized by arc length by checking if its projection coincides with the
projection of a geodesic leaving from the origin and parametrized by arc
length. By using Proposition 2.1.2, we deduce that a smooth curve that
leaves from the origin at time zero is a geodesic if, and only if its projection
along the z−axis coincides with circles leaving from the origin and that are
parametrized at speed one.
Now what about a curve ζ in the Heisenberg group that does not leave
from the origin ? Since the Heisenberg group is a Lie group, we can say that
ζ is a geodesic parametrized by arc length if and only if its left translation by
ζ(0)−1 -which leaves from the origin at time zero- is a geodesic parametrized
by arc length. This is equivalent to saying that the projection along the
z−axis of the left translation by ζ(0)−1 of ζ is a circle. But according to
the expression of the group law in the Heisenberg group (2.3), the projection
along the z-axis of a left translation is nothing but a translation in R2 of the
projection along the z-axis. We therefore deduce the result we are looking
for.
In order to state a last characterization of geodesics, we introduce a new
notation.
Deﬁnition 2.1.4. To any horizontal curve parametrized by arc length ζ :
]−T, T [→ H we associate θζ :]−T, T [→ R/2piZ such that for any t ∈]−T, T [,
ζ ′(t) = cos (θζ(t))X1 + sin (θζ(t))X2.
We now can rewrite Corollary 2.1.3 as
Corollary 2.1.5. A horizontal curve parametrized by arc length ζ : R→ H
is a geodesic if, and only if θζ is an aﬃne function.
Proof. We directly show the equivalence.
θζ : R → R is an aﬃne function of time, if, and only if there exists
(a, b) ∈ R2 such that for every t ∈ R, ζ ′(t) = cos (at+ b)X1 +sin (at+ b)X2.
Now thanks to the expression of X1 and X2 given in (2.1), we can say
that θζ : R → R is an aﬃne function of time, if, and only if there exists
(a, b) ∈ R2 such that for every t ∈ R the projection of ζ ′(t) on
(
∂
∂x ,
∂
∂y
)
parallely to ∂∂z is
cos (at+ b)
∂
∂x
+ sin (at+ b)
∂
∂y
.
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We then notice that another formulation of the previous assertion consists
in saying that θζ : R → R is an aﬃne function of time, if, and only if
the projection of ζ on the (x, y)−plane parallely to the z−axis is a circle
parametrized by arc length.
We conclude by applying Corollary 2.1.3.
Since we expect the geodesic curvature of a curve to vanish all along a
curve if and only if the curve is a geodesic, we are lead by the previous corol-
lary to a natural deﬁnition of geodesic curvature in the Heisenberg group.
Deﬁnition 2.1.6. Let ζ :] − T, T [→ H be a horizontal curve parametrized
by arc length. We deﬁne its geodesic curvature as
kζ : ]− T, T [ −→ R
t 7−→ θ¨ζ(t).
2.2 Expansion of the distance
Before we actually study the inﬂuence of the geodesic curvature on the dis-
tance between two close points on a curve, we must prove a technical result.
Proposition 2.2.1. Let ζ :] − T, T [→ H be a smooth horizontal curve
parametrized by arc length. We denote by x(t), y(t) and z(t) the coordinates
of ζ(t). They are C∞ smooth functions of t and
z˙(0) = z¨(0) = 0.
Moreover,
• Either for every integer i > 1, θ(i)(0) = 0 and in this case for all
integers j, z(j)(0) = 0 and for every i integer greater or equal to two,
x(i)(0) = 0 and y(i)(0) = 0.
• Or there exists an integer i > 1 such that θ(i)(0) 6= 0 which entails
that for t > 0 close enough to zero, θ˙(t) is non-vanishing and the two
following identities hold true :
x2(t) + y2(t) = 4
∫ t
0
∫ u
0
(
−θ˙(s)z˙(s) + 1
2
)
dsdu, (2.4)
...
z (t) = θ¨(t)
∫ t
0
(
−θ˙(s)z˙(s) + 1
2
)
ds− θ˙2(t)z˙(t) + θ˙(t)
2
. (2.5)
Proof. First let us notice that x(0) = y(0) = z(0) = 0 since ζ leaves from
(0, 0, 0) by deﬁnition. The smoothness of x and y with respect to time comes
from the fact that θ is C∞ smooth and that
x(t) =
∫ t
0
cos(θ(s))ds and y(t) =
∫ t
0
sin(θ(s))ds.
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The coordinate z(t) is also a smooth function of t according to its expression
z(t) =
∫ t
0
−y(s)
2
cos(θ(s)) +
x(s)
2
sin(θ(s))ds.
Then we show that z satisﬁes a diﬀerential equation.
We start by writing :
z˙ =
xy˙ − yx˙
2
, x¨ = −θ˙y˙, y¨ = θ˙x˙. (2.6)
In particular, z˙(0) = 0 and if we diﬀerentiate z once more
z¨ =
θ˙ (xx˙+ yy˙)
2
. (2.7)
This implies that z¨(0) = 0 and if we go further in the diﬀerentiation
...
z =
θ¨ (xx˙+ yy˙) + θ˙(
=1︷ ︸︸ ︷
x˙2 + y˙2) + θ˙2(−xy˙ + yx˙)
2
.
If we multiply this last identity by θ˙ and combine it with (2.6) and (2.7), we
obtain
θ˙
...
z = θ¨z¨ − θ˙3z˙ + θ˙
2
2
. (2.8)
Moreover, (2.6) and (2.7) allow us to assert that if for every integer i
greater or equal to one θ(i)(0) = 0, then for every i integer greater or equal
to two, x(i)(0) = 0, y(i)(0) = 0 and z(i)(0) = 0.
On the other hand if we consider θ such that there exists an integer
i > 1 that satisﬁes θ(i)(0) 6= 0 then for t > 0 close enough to zero, θ˙(t) is
non-vanishing and for such t we can divide the diﬀerential equation (2.8) by
θ˙2(t) and ﬁnd out that :
∂
∂t
(
z¨(t)
θ˙(t)
)
= −θ˙(t)z˙(t) + 1
2
.
Therefore the diﬀerence between z¨(t)
θ˙(t)
and
∫ t
0
(
−θ˙(s)z˙(s) + 12
)
ds is a con-
stant. But since (2.7) holds we know that
z¨(t)
θ˙(t)
=
x(t)x˙(t) + y(t)y˙(t)
2
t→0−→ 0.
So that for t > 0 small enough such that θ˙(t) 6= 0 :
z¨(t)
θ˙(t)
=
∫ t
0
(
−θ˙(s)z˙(s) + 1
2
)
ds. (2.9)
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But through (2.7), we are able to ﬁnd a second expression for z¨(t)
θ˙(t)
:
z¨(t)
θ˙(t)
=
1
4
∂
∂t
(
x2(t) + y2(t)
)
.
As a consequence of the two previous formula, for t > 0 small enough
∂
∂t
(
x2(t) + y2(t)
)
= 4
∫ t
0
(
−θ˙(s)z˙(s) + 1
2
)
ds.
The fact that ∂∂t
(
x2(t) + y2(t)
)
is continuous and that x2(0) + y2(0) = 0 is
suﬃcient to be sure that for t small enough
x2(t) + y2(t) = 4
∫ t
0
∫ u
0
(
−θ˙(s)z˙(s) + 1
2
)
dsdu.
Finally, still in the case where there exists an integer i > 1 such that
θ(i)(0) 6= 0, we consider t > 0 small enough to have θ˙(t) 6= 0 and we divide
the diﬀerential equation (2.8) we have already established by θ˙(t) :
...
z (t) = θ¨(t)
z¨(t)
θ˙(t)
− θ˙2(t)z˙(t) + θ˙(t)
2
.
Then we replace z¨(t)
θ˙(t)
using (2.9) and we ﬁnd out that :
...
z (t) = θ¨(t)
∫ t
0
(
−θ˙(s)z˙(s) + 1
2
)
ds− θ˙2(t)z˙(t) + θ˙(t)
2
.
We are now ready to explain what role the geodesic curvature of a curve
plays in the distance separating two of its points.
Proposition (1.1.3). If ζ :]−T, T [→ H is a smooth horizontal curve that is
parametrized by arc length then
dist2H(ζ(0), ζ(t)) = t
2 −
(
kζ(0)
)2
720
t6 +O(t7).
Proof. We know from [ABR18, Chapter 5, section 5.7, identity (5.24)] that
the squared distance between ζ(t) and the origin, which is also ζ(0) can be
expressed as
d2H(ζ(0), ζ(t)) =
x2(t) + y2(t)
sinc2 ◦ φ
(
z(t)
x2(t)+y2(t)
) , (2.10)
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where
sinc(x) =
sin(x)
x
,
with sinc(0) = 1, and where φ is the inverse function of
ψ : [−pi, pi] −→ R
u 7−→ 14
(
u
sin2(u)
− cot(u)
)
.
We notice that we can rewrite
ψ(u) =
2u− sin(2u)
4(1− cos(2u)) .
Then we check that
ψ(u) =
u
6
+
u3
45
+O (u5) .
And since ψ is odd and analytic, so is φ = ψ−1 and
φ(u) = 6u+ αu3 +O (u5) .
Now
u = ψ ◦ φ(u) = u+
(
24
5
+
α
6
)
u3 +O (u5) ,
so α = −1445 and
φ(u) = 6u− 144
5
u3 +O (u5) .
We recall that sinc, the cardinal sine function is deﬁned as the entire function
such that sinc(x) = sin(x)x for all x diﬀerent from 0, which implies that
sinc(u) = 1− u
2
6
+
u4
120
+O (u6) .
We are then able to compute
1
sinc2 ◦ φ(u) = 1 + 12u
2 − 144
5
u4 +O (u5) . (2.11)
Now we will need to know the Taylor expansion of z at time zero. We
are interested only in the case where there exists an integer i > 1 such that
θ(i)(0) 6= 0. Indeed, in the other case, we have already noticed in Proposition
2.2.1 that for all integers i, z(i)(0) = 0. First, by Proposition 2.2.1, we have
that z(0) = z˙(0) = z¨(0) = 0. Then we write (2.5)
...
z = θ¨
∫ t
0
(
−θ˙(s)z˙(s) + 1
2
)
ds− θ˙2z˙ + θ˙
2
.
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We evaluate this identity at zero and ﬁnd out that :
...
z (0) =
θ˙(0)
2
. (2.12)
Then we diﬀerentiate (2.5) and evaluate the identity at zero to obtain
z(4)(0) = θ¨(0). (2.13)
Similarly when we diﬀerentiate (2.5) twice and look at what we ﬁnd at t = 0
we get
z(5)(0) =
3θ(3)(0)
2
− θ˙
3(0)
2
. (2.14)
These formulae for the ﬁrst diﬀerentials of z at zero entail that
z(t) =
θ˙(0)
12
t3 +
θ¨(0)
24
t4 +
(
θ(3)(0)
80
− θ˙
3(0)
240
)
t5 +O(t6). (2.15)
A last ingredient we will need in order to complete the proof is the ex-
pression of the ﬁrst diﬀerentials of x2 + y2 at zero. In order to ﬁnd these
diﬀerentials, we use Proposition 2.2.1 :
x2(t) + y2(t) = 4
∫ t
0
∫ u
0
(
−θ˙(s)z˙(s) + 1
2
)
dsdu.
This identity enables us to compute the derivatives of x2(t) + y2(t).
x2(0) + y2(0) =
∂
∂t
∣∣∣
t=0
(
x2(t) + y2(t)
)
= 0,
∂2
∂t2
∣∣∣
t=0
(
x2(t) + y2(t)
)
= 2 (since z˙(0) = 0 by Proposition 2.2.1),
and for n > 3 :
∂n
∂tn
(
x2(t) + y2(t)
)
= −4
n−2∑
i=0
(
n− 2
i
)
θ(i+1)z(n−i−1).
Now we remember that z˙(0) = z¨(0) = 0 by Proposition (2.2.1) that z(3)(0),
z(4)(0) and z(5)(0) are given by (2.12), (2.13) and (2.14) so we get
∂3
∂t3
∣∣∣
t=0
(
x2(t) + y2(t)
)
= 0,
and
∂4
∂t4
∣∣∣
t=0
(
x2(t) + y2(t)
)
= −4θ˙(0)z(3)(0) = −2θ˙2(0),
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and also
∂5
∂t5
∣∣∣
t=0
(
x2(t) + y2(t)
)
= −12θ¨(0)z(3)(0)− 4θ˙(0)z(4)(0) = −10θ˙(0)θ¨(0),
and ﬁnally
∂6
∂t6
∣∣∣
t=0
(
x2(t) + y2(t)
)
= −24...θ (0)z(3)(0)− 16θ¨(0)z(4)(0)− 4θ˙(0)z(5)(0)
= −18θ˙(0)...θ (0)− 16θ¨2(0) + 2θ˙4(0).
From the knowledge of the six ﬁrst derivatives of x2(t) + y2(t), we deduce
the following Taylor expansion
x2(t) + y2(t) =t2 − θ˙
2(0)
12
t4 − θ˙(0)θ¨(0)
12
t5
+
(
− θ˙(0)
...
θ (0)
40
− θ¨
2(0)
45
+
θ˙4(0)
360
)
t6 +O(t7). (2.16)
Remark 2.2.2. The expansions that are given by (2.15) and (2.16) are still
valid in the case where for all integers i > 1, θ(i)(0) = 0, according to the
ﬁrst point in Proposition 2.2.1.
We make use of (2.15) and (2.16) and we ﬁnd out that
z(t)
x2(t) + y2(t)
=
θ˙(0)
12
t+
θ¨(0)
24
t2 +
(
θ(3)(0)
80
+
θ˙3(0)
360
)
t3 +O (t4) .
By composing the previous Taylor expansion with (2.11), we can write :
1
sinc2 ◦ φ
(
z(t)
x2(t)+y2(t)
) =1 + θ˙2(0)
12
t2 +
θ˙(0)θ¨(0)
12
t3
+
(
θ¨2(0)
48
+
θ˙(0)θ(3)(0)
40
+
θ˙4(0)
240
)
t4 +O (t5) .
We consider the product of the expansion we just found and of the expansion
given by (2.16), and thanks to (2.10) we are able to conclude that
d2H(ζ(0), ζ(t)) = t
2 −
(
θ¨2(0)
)2
720
t6 +O(t7).
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Chapter 3
Some tools and properties in
sub-Riemannian geometry
In this chapter, we present the contact setting in which our study takes
place. We then recall some properties of the distance function in sub-
Riemannian geometry as well as the Hamiltonian interpretation of sub-
Riemannian geodesics. We also introduce, along any smooth horizontal curve
parametrized by arc length, a real valued function, which we call the char-
acteristic deviation of the curve. We show that this characteristic deviation
can be used to reformulate the Hamiltonian geodesic equation.
3.1 Contact geometry
Adressing the problem of the asymptotics of the distance between two close
points along a curve in a general sub-Riemannian manifold is somewhat too
complicated. The object of this section is to present the speciﬁc spaces in
which we work in this paper, namely contact sub-Riemannian manifolds.
We say that (M,ω, g) is sub-Riemannian contact space when M is a
manifold endowed with a sub-Riemannian structure whose distribution is
the kernel of the diﬀerential 1-form ω, with the condition that dω restricted
to kerω is non degenerate.
In the following we always consider sub-Riemannian contact manifolds
that are complete.
In a contact sub-Riemannian space there exist several object that we now
present. We start with the Reeb vector ﬁeld.
Deﬁnition 3.1.1. Let us consider (M,ω) a contact space, its Reeb vector
ﬁeld is the unique ﬁeld X0 ∈ Γ (TM) that satisﬁes
iX0dω = 0 and ω (X0) = 1.
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Deﬁnition 3.1.2. Let (M,ω, g) be a sub-Riemannian contact space, we
deﬁne the map
J : ∆→ ∆
which acts on each ﬁber of ∆ as an antisymmetric linear operator such that
for any horizontal vector ﬁelds X and Y
g (X, JY ) = dω (X,Y ) .
In contact sub-Riemannian spaces, there also exists a canonical connec-
tion [Tan89].
Theorem 3.1.3. Let us consider (M,ω, g) a sub-Riemannian contact space.
There exists a unique linear connection
∇ : Γ (TM)× TM −→ TM
that satisﬁes
(i) ∇ω = 0,
(ii) ∇X0 = 0,
(iii) ∇g = 0,
(iv) Tor(X,Y ) = dω (X,Y )X0 for X and Y any horizontal ﬁelds,
(v) Tor (X0, JX) = −JTor (X0, X) for X any horizontal ﬁeld,
where Tor is the torsion of ∇.
To get familiar with the Tanno connection in the context of intrinsic
curvature of contact sub-Riemannian manifolds, one can read [ABR17]. We
here stress than in more general sub-Riemannian structures than contact
spaces, the question of ﬁnding an adapted connection is complex [BR17,
BGMR18, MG17].
Finally we introduce a tensor.
Deﬁnition 3.1.4. Let (M,ω, g) be a contact sub-Riemannian manifold. In
this space the Tanno tensor is deﬁned as
Q : Γ (∆)× Γ (TM) −→ Γ (∆)
(X,Y ) 7−→ (∇Y J)X,
where it is to be understood that
(∇Y J)X = (∇Y JX)− J (∇YX) .
27
3.2 Smooth points
Deﬁnition 3.2.1. For M a sub-Riemannian manifold and ζ :]− T, T [→M
a smooth horizontal curve parametrized by arc length, we deﬁne the set of
smooth points around ζ(s), that we denote by Σs as the set of points q in
M such that
(i) there exists a unique minimizing geodesic γs,q parametrized by arc
length that leaves from ζ(s) at time 0 and that reaches q at time
dist(ζ(s), q),
(ii) γs,q is stricly normal,
(iii) points ζ(s) and q are non-conjugate along γs,q.
On a set of smooth points, one can deﬁne a radial ﬁeld.
Deﬁnition 3.2.2. ForM a sub-Riemannian manifold and ζ :]−T, T [→M a
smooth horizontal curve parametrized by arc length, the radial ﬁeld around
ζ(s) is the vector ﬁeld whose evaluation at each point has norm one that is
deﬁned as
Γs : Σs −→ TM
q 7−→ γ′s,q (dist(ζ(s), q)) .
The set Σs as well as the ﬁeld Γs are closely linked to the distance onM .
Theorem 3.2.3. Let M be a sub-Riemannian manifold and ζ :]−T, T [→M
be a smooth horizontal curve parametrized by arc length. For s ∈] − T, T [,
the set Σs of smooth points around ζ(s)
(i) is an open set,
(ii) is equal to the set of points on the neighbourhood of which the function
δ˜s : M −→ R
q 7−→ dist (ζ(s), q)
is smooth.
In addition, over the set Σs, the ﬁeld Γs is equal to the horizontal
gradient of δ˜s, by which we mean that for any horizontal vector V
tangent to Σs,
g (Γs, V ) = dδ˜s (V ) .
Proof. For a proof of the properties of the set Σs, namely (i) and (ii), we
recall that we only work on contact sub-Riemannian spaces that are complete
and we refer to [ABB19, Proposition 11.4 and Theorem 11.8 combined with
Proposition 3.47].
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To show that Γs is the gradient of δ˜s, we assume that it is not the case
at some point q of Σs.
Let us consider γs,q the minimizing geodesic parametrized by arc length
such that γs,q(0) = ζ(s) and γs,q
(
δ˜s (q)
)
= q. For times t smaller than
δ˜s (q), γs,q is also minimizing between ζ(s) and γs,q(t), which means that
δ˜s (γs,q(t)) = t. (3.1)
Now for times t < δ˜s (q) close enough to δ˜s (q), since the set Σs is open, we
have that γs,q(t) belongs to Σs on which δ˜s is smooth. Therefore, for such
times t, by diﬀerentiating (3.1) with respect to time,
1 = dδ˜s (Γs (γs,q(t))) = gγs,q(t)
(
gradδ˜s,Γs
)
. (3.2)
We recall that by deﬁnition of Σs, γs,q is stricly normal, therefore γs,q is
smooth and ﬁeld Γs which corresponds to the speed of γs,q is smooth along
γs,q. As δ˜s is smooth in Σs, therefore gradδ˜s is smooth along γs,q(t) for times
t 6 δ˜s (q) close enough to δ˜s (q).
Since we assumed that Γs(q) 6= gradδ˜s(q) and according to the smooth-
ness properties we just explained, we deduce that for t 6 δ˜s (q) close enough
to δ˜s (q),
Γs (γs,q(t)) 6= gradδ˜s (γs,q(t)) . (3.3)
If we combine (3.2), (3.3) and the fact that ‖Γs‖ = 1, we ﬁnd out that for
t < δ˜s (q) close enough to δ˜s (q),∥∥∥gradδ˜s (γs,q(t))∥∥∥ > 1. (3.4)
Let us ﬁx t∗ < δ˜s (q) that satisﬁes (3.4). We build a continuous curve γ˜ that
is composed of two pieces that are geodesics, in such a way that
γ˜|[0,t∗] = γs,q |[0,t∗] , (3.5)
and such that the curve γ˜ restricted to times t greater or equal than t∗ is a
geodesic parametrized by arc length that satisﬁes
γ˜′(t+∗ ) =
gradδ˜s (γ˜ (t∗))∥∥∥gradδ˜s (γ˜ (t∗))∥∥∥ . (3.6)
Thanks to (3.5) and since γs,q is a geodesic parametrized by arc length that
is minimizing between ζ(s) and γ˜(t∗) we ﬁnd out that
δ˜s (γ˜ (t∗)) = t∗. (3.7)
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By (3.4), (3.5) and (3.6), for times t > t∗ close enough to t∗,
dist (γ˜(0), γ˜(t)) = δ˜s (γ˜(t)) > t,
which is impossible since γ˜ is parametrized by arc length. Our initial as-
sumption that Γs does not coincide with the gradient of δ˜s on Σs is thereby
disproved.
In order to use the property we just proved concerning the gradient of
the distance on a set of smooth points, we must understand the geometry of
this set of smooth points more precisely. As we show in the following, this
geometry of smooth points is closely linked to the notion of cut locus.
Deﬁnition 3.2.4. For γ : R → M a geodesic parametrized by arc length
and t0 any real number, we deﬁne the cut time associated to t0 that we
denote by CT (γ, t0) as the quantity :
sup
{
t > t0 : the length of γ|[t0,t] equals the distance from γ (t0) to γ (t)
}
.
The cut point along γ associated to γ (t0) is the point
CP (γ, γ (t0)) = γ (CT (γ, t0)) .
Around a point q, we denote by CL(q) the cut locus around q, which is the set
of all cut points CP (γ, p) where γ varies in the set of geodesic parametrized
by arc length that go through q.
Another interpretation of the notion of cut time is given by the following
theorem whose proof can be found in [ABB19, chapter 8, Theorem 8.72].
Theorem 3.2.5. Let us assume that M is a sub-Riemannian space that
contains no abnormal minimizers.
If γ : R→M is a geodesic parametrized by arc length and if t is the cut
time associated to t0 along γ then
(i) either t is the inﬁmum of t˜ > t0 -or equivalently "minimum of t˜ > t0"-
such that γ
(
t˜
)
is conjugate to γ (t0) along γ,
(ii) or there exists γ˜ : [t0, t] → M a geodesic diﬀerent from γ|[t0,t] that
satisﬁes
γ˜ (t0) = γ (t0) and γ˜ (t) = γ (t)
such that both the lengths of γ˜ and γ|[t0,t] between their extremities are
equal to the distance separating γ (t0) and γ (t),
Conversly if t > t0 are two real numbers such that either (i) or (ii) is
satisﬁed then there exists t∗ in ]t0, t] such that t∗ is the cut time associated
to t0 along γ.
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Corollary 3.2.6. Let us assume thatM is a sub-Riemannian space in which
there are no abnormal minimizers. For γ : R → M a geodesic parametrized
by arc length, CT (γ, t0) is equal to the minimal time t for which γ(t) is
outside the set of smooth points with respect to γ(t0).
Proof. On the one hand, by using Theorem 3.2.5, γ (CT (γ, t0)) does not
satisfy the conditions required by Deﬁnition 3.2.1 to be in the set of smooth
points with respect to γ(t0).
On the other hand, for every t < CT (γ, t0), neither point (i) nor point
(ii) in Theorem 3.2.5 is satisﬁed. The fact that for every t < CT (γ, t0),
(i) does not hold simply means that there are no times t < CT (γ, t0) such
that γ (t) is conjugate to γ (t0). Moreover, by deﬁnition of the cut time, for
t < CT (γ, t0), γ is minimizing between γ (t0) and γ(t). It follows that we
can state the fact that (ii) is false by saying that there is a unique minimizing
geodesic linking γ (t0) with γ(t). As a consequence, for every t < CT (γ, t0),
by Deﬁnition 3.2.1, γ(t) belongs to the set of smooth points with respect to
γ(t0).
Corollary 3.2.7. If M is a sub-Riemannian manifold in which there are
no abnormal geodesics, and ζ :] − T, T [→ M is a smooth horizontal curve
parametrized by arc length, then for s ∈] − T, T [, the two following disjoint
sets form a partition of M ,
M = Σs unionsq CL (ζ(s)) .
Proof. For q ∈M , let us consider γˆζ(s),q a minimizing geodesic parametrized
by arc length that links ζ(s) and q -which is not necessarily unique. Since
γˆζ(s),q is minimizing, its cut time is greater than or equal to δ˜s(q), the distance
between ζ(s) and q. There are two cases
(i) The cut time of γˆζ(s),q is equal to δ˜s(q), which implies that q ∈
CL (ζ(s)) and, by applying Corollary 3.2.6, that q /∈ Σs.
(ii) The cut time of γˆζ(s),q is strictly greater than δ˜s(q). According to
Corollary 3.2.6, this means that q ∈ Σs.
Let us assume that q ∈ CL (ζ(s)) to show that this is impossible. If
q ∈ CL (ζ(s)), there must be γ˜ a geodesic that reaches q at its cut
time. Since by deﬁnition of the cut time, γ˜ is minimizing between
ζ(s) and γ˜(t) for times strictly smaller than its cut time, we deduce
by continuity of the distance that it is also minimizing between ζ(s)
and q. However, γ˜ is diﬀerent from γˆζ(s),q since both curves do not
share the same cut time. By applying the converse in Theorem 3.2.5,
we ﬁnd out that the cut time associated to γˆζ(s),q is smaller than δ˜s(q),
which is a contradiction.
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3.3 Characterisitic deviation
Before we deﬁne the characteristic deviation of a curve, let us introduce a
usefull notation.
Deﬁnition 3.3.1. For ζ :]− T, T [→M a horizontal curve parametrized by
arc length in a sub-Riemannian manifold and for s ∈]− T, T [, we say that a
vector ﬁeld T is a normalized extension of the velocity of ζ around ζ(s) if it
is horizontal, has norm one at each point and if there exists ε > 0 such that
for every t ∈]s− ε, s+ ε[,
ζ ′(t) = T (ζ(t)) .
We now present a central object in our study, which is the characteristic
deviation of a horizontal curve parametrized by arc length.
Deﬁnition 3.3.2. LetM be a contact sub-Riemannian manifold. The char-
acteristic deviation of ζ :]−T, T [→M a smooth horizontal curve parametrized
by arc length is the function
hζ : ]− T, T [ −→ R
t 7−→ gζ(t) (∇TT, JT) ,
where T is a normalized extension of the velocity of ζ.
The characteristic deviation can be computed using other formulae.
Lemma 3.3.3. If M is a sub-Riemannian contact space and if ζ :]−T, T [→
M is a smooth horizontal curve parametrized by arc length then for any t in
]− T, T [,
hζ(t) = −g|ζ(t) ([T, JT] + Tor (T, JT) ,T) .
Proof. First of all, let us show that
g (Q (T,T) ,T) = 0. (3.8)
This is the consequence of
0 = Tdω (T,T) = Tg (T, JT) = g (∇TT, JT) + g (T,∇T (JT))
= g (∇TT, JT) + g (T, J∇TT) + g (T, Q (T,T))
= g (T, Q (T,T)) by antisymmetry of J .
Now we can compute
−g|ζ(t) ([T, JT] + Tor (T, JT) ,T) = −g|ζ(t) (∇T (JT)−∇JTT,T)
= −g|ζ(t) (∇T (JT) ,T) since ‖T‖ = 1.
= −g|ζ(t) (J∇TT+Q(T,T),T)
= g|ζ(t) (∇TT, JT) ,
32
where the last line corresponds to the result we were looking for and comes
from (3.8) and from the antisymmetry of J .
A particular example of characteristic deviation is that that is deﬁned
along geodesics, for which we introduce a speciﬁc notation.
Deﬁnition 3.3.4. Let us consider M a contact sub-Riemannian space and
ζ :]− T, T [→M a smooth horizontal curve parametrized by arc length. For
s in ]− T, T [, we deﬁne the geodesic deviation around ζ(s) as
h0,s : Σs −→ R
q 7−→ hγs,q
(
δ˜s (q)
)
.
Lemma 3.3.5. Let M be a contact sub-Riemannian manifold and let ζ :
]−T, T [→M be a smooth horizontal curve parametrized by arc length. If we
consider s ∈]− T, T [ and q ∈ Σs then
h0,s(q) = ‖JΓs(q)‖2X0(q)δ˜s.
Proof. By deﬁnition of J ,
g (Γs, JΓs) = dω (Γs,Γs) = 0.
As a consequence and since according to Theorem 3.2.3, Γs is the gradient
of δ˜s over Σs,
0 = Γs
(
JΓsδ˜s
)
− JΓs
(
Γsδ˜s
)
= [Γs, JΓs] δ˜s
= −Tor (Γs, JΓs) δ˜s + g ([Γs, JΓs] + Tor (Γs, JΓs) ,Γs) ,
= −Tor (Γs, JΓs) δ˜s − h0,s (3.9)
where the second line of the previous computation comes from the fact that
Γs is the gradient of δ˜s, and the last line follows from Lemma 3.3.3. Moreover
according to Theorem 3.1.3,
Tor (Γs, JΓs) = −dω (JΓs,Γs)X0 = −g (JΓ, JΓ)X0. (3.10)
We combine (3.9) and (3.10) to obtain the result.
3.4 Hamiltonian interpretation of the geometric in-
variants
Here we brieﬂy recall the main results of the Hamiltonian framework applied
to M a contact sub-Riemannian manifold of dimension 2n + 1. For more
details see [ABB19, Chapter 4].
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In what follows, we denote by pi : T ∗M → M the canonical projection
from T ∗M to M . Given X ∈ Γ(TM) a smooth vector ﬁeld on M , we
introduce
hX : T
∗M → R
λ 7−→ 〈λ,X(pi(λ))〉 . (3.11)
For
(
X˜i
)2n
i=1
an orthonormal frame of the distribution, we deﬁne the sub-
Riemannian Hamiltonian H : T ∗M → R by the following formula
H =
1
2
2n∑
i=1
h2Xi . (3.12)
One can show that H actually does not depend on the choice of the frame.
Now we introduce the tautological 1-form τ on T ∗M such that for every
λ ∈ T ∗M ,
τλ : Tλ (T
∗M) −→ R
w 7−→ 〈λ, pi∗w〉 . (3.13)
The diﬀerential of the tautological 1-form σ = dτ is a canonical symplec-
tic form. This canonical symplectic form allows us to build a Hamiltonian
vector ﬁeld ~h from a smooth function h : TM → R through the following
identity.
σ(·,~h) = dh. (3.14)
Now if we choose any coordinate system (xi)
2n
i=0 on M , we extend it to
coordinates (p, x) on T ∗M such that (pi, xi) represents a covector λ whose
expression is
λ =
2n∑
i=0
pidxi (3.15)
and whose projection on M has coordinates (xi).
It is interesting to notice that the tautological 1-form evaluated at a point
λ of T ∗M whose coordinates are (pi, xi) has exactly the same expression as
λ itself, namely (3.15). Hence the term tautological. From this remark we
deduce both the expression of the canonical symplectic structure and of the
Hamiltonian vector ﬁeld associated to a Hamiltonian function in the (p, x)
system of coordinates.
σ =
2n∑
i=0
dpi ∧ dxi. (3.16)
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We thereby deduce an expression for ~h.
~h =
2n∑
i=0
∂h
∂pi
∂
∂xi
− ∂h
∂xi
∂
∂pi
. (3.17)
It is also convenient to introduce a frame on the cotangent bundle T ∗M
that is adapted to the choice of an orthonormal frame of the distribution
(X1, ...X2n) - to which we add the Reeb vector ﬁeld X0 to obtain a frame of
TM .
First, to every vector ﬁeld X over M we associate a vector ﬁeld over
T ∗M that we denote as X and that satisﬁes for any λ in T ∗M and for any
j in J0, 2nK,
pi∗(X(λ)) = X(pi(λ)) and XhXj = 0. (3.18)
Then we introduce the frame of T (T ∗M) deﬁned by
(X0, X1, ..., X2n,
∂
∂hX0
,
∂
∂hX1
, ...,
∂
∂hX2n
).
Notice that ∂∂hXi
denotes the vector ﬁeld tangent to T ∗M such that
pi∗
(
∂
∂hXi
)
= 0, and
∂
∂hXi
hXj = δi,j . (3.19)
Similarly, we can lift a function f : M → R to a function T ∗M → R that is
deﬁned as f = f ◦ pi. In particular, one can deﬁne the coordinates of the Lie
brackets of the elements of a frame of TM as well as their lift to T ∗M .
Deﬁnition 3.4.1. We consider, on a contact sub-Riemannian space M an
orthonormal frame (X1, X2, ..., X2n) of the distribution that we complete
with the Reeb vector ﬁeld X0 to form a frame of TM .
For (i, j, k) ∈ J0, 2nK, we denote either by cXkXi,Xj or simply by cki,j the
k-th coordinate of the Lie bracket
[Xi, Xj ] .
In other words,
cX0Xi,Xj = ω ([Xi, Xj ])
and for k 6= 0,
cXkXi,Xj = g ([Xi, Xj ]− ω ([Xi, Xj ])X0, Xk) .
Moreover cki,j : T
∗M → M stands for cki,j ◦ pi where we recall that pi :
T ∗M →M is the canonical projection.
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We now can give another expression of ~H.
Proposition 3.4.2. Let us consider M a contact sub-Riemannian space on
which we choose (X1, X2, ..., X2n) an orthonormal frame of the distribution,
to which we add the Reeb vector ﬁeld X0 to form a frame of the whole tangent
space TM .
The sub-Riemannian Hamiltonian vector ﬁeld ~H can be written as
~H =
2n∑
i=1
hXiXi +
2n∑
i=1
2n∑
j,k=0
cki,jhXihXk
∂
∂hXj
.
Proof. Let us ﬁx coordinates (xi)
2n
i=0 onM . As we explained in our brief sum-
mary of Hamiltonian geometry, these coordinates induce coordinates (p, x)
on T ∗M . We now link coordinates (xi)2ni=0 with the frame (Xi)
2n
i=0 by writing
Xi =
2n∑
k=0
βi,k
∂
∂xk
. (3.20)
By combining the previous identity with (3.11) and (3.15) we deduce that
hXi =
2n∑
k=0
βi,kpk. (3.21)
We then can apply (3.17) to obtain
~hXi =
2n∑
k=0
βi,k
∂
∂xk
−
2n∑
j,k=0
pk
∂βi,k
∂xj
∂
∂pj
. (3.22)
We are now able to compute
~H =
by applying (3.14).︷ ︸︸ ︷−−−−−−→
1
2
2n∑
i=1
h2Xi =
2n∑
i=1
hXi
~hXi
=
2n∑
i=1
hXi
 2n∑
k=0
βi,k
∂
∂xk
−
2n∑
j,k=0
pk
∂βi,k
∂xj
∂
∂pj
 . (3.23)
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We ﬁrst notice that
pi∗
(
~H (p, x)
)
=
2n∑
i=1
hXi (p, x)
2n∑
k=0
βi,k (x)
∂
∂xk
=
2n∑
i=1
hXi (p, x)Xi(x) by (3.20).
= pi∗
 2n∑
i=1
hXiXi +
2n∑
i=1
2n∑
j,k=0
cki,jhXihXk
∂
∂hXj
 (p, x)
 .
(3.24)
Moreover for any l ∈ J0, 2nK, thanks to (3.21) and (3.23),
~H (p, x)hXl =
2n∑
i=1
hXi
 2n∑
j,k=0
pjβi,k
∂βl,j
∂xk
−
2n∑
j,k=0
pkβl,j
∂βi,k
∂xj

=
2n∑
i=1
hXi
 2n∑
j=0
pjXiβl,j −
2n∑
k=0
pkX lβi,k
 by (3.20),
=
2n∑
i=1
hXi
2n∑
j=0
pj
(
Xiβl,j −X lβi,j
)
=
2n∑
i=1
hXi
2n∑
j=0
pjdxj
(
[Xi, Xl]
)
as a consequence of (3.20),
=
2n∑
i=1
hXih[Xi,Xl], by applying (3.11) and (3.15),
=
2n∑
i=1
2n∑
k=0
cki,lhXihXk , by linearity of h. (3.25)
Recalling (3.18) and (3.19), we see that the proof of the proposition we
are focusing on is contained in (3.24) and (3.25).
Theorem 3.4.3. Let us consider M a contact sub-Riemannian manifold. A
smooth curve
ζ :]− T, T [→M
is a geodesic parametrized at constant speed if and only if there exists
ζ :]− T, T [→ T ∗M
a lift of ζ through the canonical projection pi : T ∗M → M such that ζ is an
integral line of the Hamiltonian vector ﬁeld ~H.
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We now reformulate the previous theorem, by stating a result which can
also be found in [ABR17, Lemma 6.7].
Proposition 3.4.4. We consider M a contact sub-Riemannian manifold
and ζ :] − T, T [→ M a smooth horizontal curve parametrized by arc length.
We have :
(i) ζ is a geodesic if, and only if, for every t in ]− T, T [,
∇T(ζ(t))T = hζ(t)‖JT(ζ(t))‖2JT (ζ(t)) ,
d
dt
hζ(t)
‖JT(ζ(t))‖2 = −gζ(t) (Tor (T, X0) ,T)
(3.26)
where T is a horizontal and normalized extention of the velocity of ζ.
(ii) If ζ is a geodesic whose lift deﬁned in Theorem 3.4.3 we denote by ζ,
then we have
hζ(t) = hX0
(
ζ(t)
)
. (3.27)
Proof. First step. Let us start by assuming that ζ is indeed a geodesic to
show that it implies (3.26) and (3.27). In order to do this, we choose an
orthonormal frame of the distribution (X1, X2, ...X2n) such that
X1 = T and X2 =
JT
‖JT‖ . (3.28)
We now recall that according to Theorem 3.4.3, ζ possesses a lift ζ which is an
integral line of the Hamiltonian vector ﬁeld ~H. In particular for t ∈]−T, T [,
pi∗
(
~H
(
ζ(t)
))
= T (ζ(t)) , (3.29)
where the expression of ~H is given by Proposition 3.4.2.
~H =
2n∑
i=1
hXiXi +
2n∑
i=1
2n∑
j,k=0
cki,jhXihXk
∂
∂hXj
. (3.30)
We now can reformulate (3.29) thanks to (3.30), (3.28) and (3.18) and we
obtain {
hX1
(
ζ(t)
)
= 1,
hXi
(
ζ(t)
)
= 0 for every i > 2. (3.31)
We can therefore simplify (3.30) along ζ by writing
~H
(
ζ(t)
)
= T
(
ζ(t)
)
+
2n∑
j=0
(
c11,j + c
0
1,jhX0
) (
ζ(t)
) ∂
∂hXj
(
ζ(t)
)
. (3.32)
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To go further in the simpliﬁcation of ~H we write, for j ∈ J0, 2nK,
c01,j = ω ([X1, Xj ]) =
=0︷ ︸︸ ︷
X1ω (Xj)−Xjω (X1)−dω (X1, Xj) (3.33)
=
{
0 if j = 0 since by deﬁntion, X0 ∈ ker dω,
g (Xj , JX1) = g (Xj , JT) = δj,2 ‖JT‖ otherwise.
As a consequence, we can rewrite (3.32) as
~H
(
ζ(t)
)
= T
(
ζ(t)
)
+
2n∑
j=0
(
c11,j + δj,2‖JT‖hX0
) (
ζ(t)
) ∂
∂hXj
(
ζ(t)
)
.
Since ζ follows the ﬂow of ~H, we deduce from the previous identity that for
any j ∈ J0, 2nK,
∂
∂t
hXj
(
ζ(t)
)
= c11,j (ζ(t)) + δj,2 ‖JT (ζ(t))‖hX0
(
ζ(t)
)
. (3.34)
But thanks to (3.31), for j > 1, ∂∂thXj
(
ζ(t)
)
= 0 so (3.34) implies
∂
∂thX0
(
ζ(t)
)
= c11,0 (ζ(t)) ,
0 = c11,2 (ζ(t)) + ‖JT (ζ(t))‖hX0
(
ζ(t)
)
,
0 = c11,j (ζ(t)) for every j ∈ J3, 2nK. (3.35)
Let us now compute the Lie brackets that appear in the previous system.
We notice that for j ∈ J2, 2nK,
[X1, Xj ] + Tor (X1, Xj) = ∇X1Xj −∇XjX1
is the projection of [X1, Xj ] on the distribution parallely to the Reeb vector
ﬁeld. Indeed, according to Theorem 3.1.3 i. the right hand side of the previ-
ous expression is horizontal and Theorem 3.1.3 iv. implies that Tor (X1, Xj)
is parallel to the Reeb vector ﬁeld.
This last remark means that for j ∈ J2, 2nK,
c11,j = g ([X1, Xj ] + Tor (X1, Xj) , X1) = g
(∇X1Xj −∇XjX1, X1) (3.36)
If we combine (3.36) with Lemma 3.3.3 we obtain
c11,2 (ζ(t)) = −
hζ(t)
‖JT (ζ(t))‖ . (3.37)
Still using (3.36), we ﬁnd out that for j ∈ J3, 2nK,
c11,j = g
(∇TXj −∇XjT,T) (3.38)
= g (∇TXj ,T)− 1
2
Xjg (T,T) according to Theorem 3.1.3 iii.
= g (∇TXj ,T) since T has norm one.
= Tg (Xj ,T)− g (Xj ,∇TT) by Theorem 3.1.3 iii.
= −g (Xj ,∇TT) as Xj ⊥ T.
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Moreover
g (∇TT,T) = 1
2
T
=1︷ ︸︸ ︷
g (T,T) as a consequence of Theorem 3.1.3 iii. (3.39)
= 0.
We must also compute c11,0 in order to understand the ﬁrst equation in (3.35).
First of all, thanks to (3.33), we know that [T, X0] is horizontal, so we can
write
c11,0 = g ([T, X0] ,T) = g (∇TX0 −∇X0T− Tor (T, X0) ,T) (3.40)
= −g (∇X0T,T)− g (Tor (T, X0) ,T) by Theorem 3.1.3 ii.
= −1
2
X0g (T,T)− g (Tor (T, X0) ,T) by Theorem 3.1.3 iii.
= −g (Tor (T, X0) ,T) since T has norm one.
We now come back to (3.35), that we reformulate by applying (3.37), (3.38)
and (3.40) and to which we add two equations, namely (3.39), and also the
formula deﬁning hζ in Deﬁnition 3.3.2. We obtain
∂
∂thX0
(
ζ(t)
)
= −gζ(t) (Tor (T, X0) ,T) ,
0 = − hζ(t)‖JT(ζ(t))‖2 + hX0
(
ζ(t)
)
,
0 = gζ(t) (Xj ,∇TT) for every j ∈ J3, 2nK.
0 = gζ(t) (T,∇TT)
hζ(t) = gζ(t) (JT,∇TT)
This last system exactly corresponds to (3.26) and (3.27), which we wanted
to prove are true if we assume that ζ is a geodesic.
Second step. We now must prove the converse of the ﬁrst part of the
proposition. We assume that ζ :] − T, T [→ M is a smooth horizontal curve
parametrized by arc length such that (3.26) holds for every t ∈]− T, T [. We
must show that ζ is a geodesic.
Let us consider (X1, X2, ..., X2n) an orthonormal frame of the distribu-
tion. We deﬁne the covector p0 in T
∗M that satisﬁes
pi (p0) = ζ(0), hX0 (p0) =
hζ(0)
‖JT (ζ(0))‖2 (3.41)
and such that
hXi (p0) = gζ(0) (T, Xi) , for every i ∈ J1, 2nK. (3.42)
We build
ζ : ]− T, T [ → T ∗M
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as the integral line of the Hamiltonian vector ﬁeld ~H that leaves at time 0
from point p0.
We deduce from Theorem 3.4.3 that curve
ζ˜ = pi ◦ ζ
is a geodesic parametrized at constant speed. Moreover, the expression of ~H
given by Proposition 3.4.2 combined with the deﬁntion of p0 enables us to
write that
ζ˜ ′(0) = pi∗
(
~H (p0)
)
=
2n∑
i=1
gζ(0) (T, Xi)Xi = T (ζ(0)) . (3.43)
Furthermore, what we have proven in the "ﬁrst step" of the proof of this
proposition allows us to say that
hζ˜(0) =
∥∥∥Jζ˜ ′(0)∥∥∥2 hX0 (ζ(0)) (3.44)
= ‖JT (ζ(0))‖2 hX0 (p0) according to (3.43),
= hζ(0) by deﬁnition of p0,
The "ﬁrst step" of the proof also shows that ζ˜ satisﬁes (3.26) at each time t ∈
]−T, T [. But we assumed that ζ also satisﬁes the diﬀerential equation (3.26)
for the same initial conditions according to (3.43) and (3.44). Therefore we
deduce that
ζ = ζ˜.
This means that ζ is a geodesic.
The characterization of geodesics we ﬁnd in Proposition 3.4.4 can be
reformulated in terms of the concept of geodesic curvatures, that we now
introduce.
Deﬁnition 3.4.5. For ζ :] − T, T [→ M a smooth horizontal curve in a
contact sub-Riemannian manifold whose speed is extended by the normalized
ﬁeld T, we deﬁne
(i) the ﬁrst geodesic curvature that is
kζ,1 : ]− T, T [ −→ R
t 7−→
∥∥∥Π⊥JT(ζ(s)) (∇T(ζ(s))T)∥∥∥
where, for any V in ∆ζ(s),
Π⊥V : ∆ζ(s) −→ ∆ζ(s)
stands for the orthogonal projection on 〈V 〉⊥.
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(ii) the second geodesic curvature which is
kζ,2 : ]− T, T [ −→ R
t 7−→ ddt
hζ(t)
‖JT(ζ(t))‖2 + gζ(t) (Tor (T, X0) ,T) .
To simplify notations, for v ∈ TM such that ‖v‖ = 1, we denote by η (v) the
term g (Tor (v,X0) , v) that appears in the deﬁntion of kζ,2.
Remark 3.4.6. Thanks to identity (3.40) we ﬁnd in the proof of Proposition
3.4.4, we can give another expression for the term η (v) we introduced in the
previous deﬁnition. For v ∈ TxM such that ‖v‖ has norm one, if we consider
V a horizontal vector ﬁeld which has norm one at each point and such that
V (x) = v then
η (v) = −gx ([V,X0] , V ) .
We now write Proposition 3.4.4 diﬀerently, using geodesic curvatures.
Proposition (1.1.4). Let M be a contact sub-Riemannian manifold. A hor-
izontal curve parametrized by a arc length ζ :] − T, T [→ R is a geodesic if,
and only if both function kζ,1 and kζ,2 are identically zero.
Proof. First of all, notice that the vanishing of kζ,2 is equivalent to the second
equation in (3.26).
Now let us consider T a normalized horizontal ﬁeld extending the velocity
of ζ. According to Deﬁnition 3.3.2 we know that
hζ(t)
‖JT (ζ(t))‖2JT (ζ(t))
is the orthogonal projection of ∇T(ζ(t))T on the direction of JT (ζ(t)). This
means that the ﬁrst equation in (3.26) corresponds to saying that ∇T(ζ(t)) is
aligned with JT (ζ(t)), which is also equivalent to the fact that k1ζ vanishes.
Apart from the characterization of geodesics through geodesic curvatures,
Proposition 3.4.4 allows to study geodesics leaving from a central point. First
of all, if we combine 3.4.4 with Deﬁnition 3.2.2 and Deﬁntion 3.3.4 we obtain
the following.
Corollary 3.4.7. letM be a contact sub-Riemannian space and ζ :]−T, T [→
M be a smooth horizontal curve parametrizd by arc length. For s ∈]− T, T [
and q ∈ Σs,
∇Γs(q)Γs =
h0,s(q)
‖JΓs(q)‖2
JΓs and Γs(q)
h0,s(q)
‖JΓs(q)‖2
= −η (Γs(q)) ,
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Proposition 3.4.4 also tells us that the exponential map we are about to
deﬁne is well-deﬁned.
Deﬁnition 3.4.8. LetM be a three dimensional sub-Riemannian manifold.
For p ∈M by denoting the set of horizontal vectors at p of norm one as SpM
we deﬁne the exponential map at p as
expp : SpM × R× R −→M
where for V ∈ Sp and h ∈ R ﬁxed, t 7→ expp (V, h, t) is the geodesic
parametrized by arc length that leaves at time zero from q with a veloc-
ity equal to V and an initial Hamiltonian lift whose coordinate hX0 is equal
to h.
Proposition 3.4.9. The exponential map around any point in a contact
sub-Riemannian manifold is smooth.
Proof. For V ∈ SpM and h ∈ R ﬁxed, we know from Theorem 3.4.3 that
the geodesic t 7→ expp (V, h, t) is the projection of some integral line γV,h :
R → T ∗M of the Hamiltonian vector ﬁeld ~H. The projection on TM of
~H
(
γV,h(0)
)
must coincide with V so by observing the expression of ~H that
is given in Proposition 3.4.2, we ﬁnd out that the for i ∈ [|1, 2n|],
hXi
(
γV,h(0)
)
= g (V,Xi) .
Moreover, by deﬁnition hX0
(
γV,h(0)
)
= h so γV,h(0) smoothly depends on
(V, h). Since t 7→ expp (V, h, t) is the projection of the integral line of the
smooth Hamiltonian ﬁeld ~H which starts at γV,h(0), the proof is complete.
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Chapter 4
Curvature of horizontal curves
in the three dimensional
contact setting
In this chapter we restrict our study to three dimensional contact spaces.
The higher dimensional case is postponed to the next chapter. In the 3D
contact setting, our goal is to understand how the geodesic curvature appears
in the Taylor expansion of the distance between a ﬁxed point on a curve and
an other point of the curve tending to this ﬁxed point.
4.1 Isoperimetric problems
This ﬁrst section is devoted to presenting examples of three dimensional
contact sub-Riemannian manifolds. Let (N, gN ) be a two-dimensional Rie-
mannian manifold and A be a 1-form on N . For x, y ∈ N set
ΩNx,y = {α : [0, T ]→ N | α ∈ C∞, α(0) = x, α(t) = y}.
The isoperimetric problem on M associated to A, is the following
inf{`(α) | α ∈ ΩNx,y,
∫
α
A = c}, (4.1)
where c is a real constant and x, y are points on N . If one chooses A in such
a way that dA = volN then one recovers the classical problem of minimizing
the length of a curve spanning a ﬁxed area.
One can introduce the sub-Riemannian structure on M = N × R by
lifting a curve α on N to a curve ζ(t) = (α(t), z(t)) where
z(t) =
∫ t
0
A(α˙(s))ds,
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The lifted curves ζ are tangent to the distribution deﬁned as ∆ = kerω where
ω = dz −A. Notice that ω is contact if and only if dA is never vanishing on
N . If pi : M → N denotes the canonical projection, then pi∗ restricts to an
isomorphism between ∆ and TN . Denoting g = pi∗gN the pull-back of the
metric of N on the distribution ∆, problem (4.1) rewrites as
inf{`SR(ζ) | ζ horizontal, ζ(0) = (x, 0), ζ(T ) = (y, c)}, (4.2)
Proposition 4.1.1. Let ζ : [0, T ] → M be the smooth horizontal lift of
a smooth curve α : [0, T ] → N . Then hζ(t) = κNα (t), where κNα is the
Riemannian geodesic curvature of α on N .
Proof. Fix an orthonormal basis (X1, X2) for the distribution and write
ζ˙ = cos(θ)X1 + sin(θ)X2
Then it is easy to see that
α˙ = cos(θ)Y1 + sin(θ)Y2
where Yi := pi∗Xi is an orthonormal basis for the Riemannian metric on N .
Then one can observe that the formula
hζ = θ˙ + c
1
12 cos θ + c
2
12 sin θ.
actually coincides with the geodesic curvature of α on N .
4.2 Speciﬁc properties in the three dimensional set-
ting
4.2.1 Characteristic deviation and geodesic curvature
In the three dimensional case, the characteristic deviation and the geodesic
curvature have speciﬁc properties they do not possess in higher dimension.
Proposition 4.2.1. Let M be a three dimensional contact sub-Riemannian
manifold and let ζ :]− T, T [→M be a smooth horizontal curve parametrized
by arc length whose velocity we extend by a normalized vector ﬁeld T. For
t ∈]− T, T [ we have
∇T(t)T =
hζ(t)
‖JT (ζ(t))‖2JT (ζ(t)) .
Proof. We start by pointing out that T has norm one everywhere. Moreover,
the Tanno connection diﬀerentiates horizontal vector ﬁelds into horizontal
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vector ﬁelds and is compatible with the metric according to Theorem 3.1.3.
So we can write
gζ(t) (∇TT,T) =
1
2
T (ζ(t)) g (T,T) = 0.
We also notice that by deﬁnition of J we have
gζ(t) (T, JT) = dωζ(t) (T,T) = 0.
The distribution is two dimensional and both JT (ζ(t)) and ∇TT (ζ(t)) are
orthogonal to a same vector so they are coolinear. We now use Deﬁnition
3.3.2 to conclude.
From the previous proposition, we deduce results concerning the geodesic
curvature and characteristic deviation.
Proposition (1.1.5). Let M be a three dimensional contact sub-Riemannian
manifold. Any smooth horizontal curve parametrized by arc length ζ :] −
T, T [→M has a ﬁrst geodesic deviation that is identically zero.
The previous proposition means that the only relevant geodesic devia-
tion in 3D is the second geodesic deviation so we simply call it the geodesic
deviation and we denote it as kζ instead of kζ,2.
Proposition (1.1.6). LetM be a complete 3D sub-Riemannian contact struc-
ture. Given x ∈M , a unit vector v ∈ ∆x and a smooth function ϕ : I → R,
there exists a unique smooth horizontal curve ζ : I →M parametrized by arc
length such that ζ(0) = x, ζ˙(0) = v, and hζ(t) = ϕ(t) for all t ∈ I.
Proof. (i). Let ζ1, ζ2 : I →M be two smooth horizontal curves parametrized
by arc length such that ζ(0) = x, ζ˙(0) = v and with the same characteristic
deviation ϕ = hζ1 = hζ2 . It follows that ζ1 : I → TM and ζ2 : I → TM
both satisfy the same Cauchy problem
∇ζ˙ ζ˙ = ϕ(t)Jζ˙.
with the same initial conditions. Hence ζ1 = ζ2.
(ii). Fix x ∈M , a unit vector v ∈ TxM , and a smooth function ϕ : I → R.
Since M is complete, there exists ζ : I → TM a smooth solution to the
second order Cauchy problem:
∇ζ˙ ζ˙ = ϕ(t)Jζ˙, ζ(0) = x, ζ˙(0) = v.
We are left to show that ζ is horizontal and has unit speed. Since by deﬁnition
of the Tanno connection, ∇ω = 0 we have
d
dt
ω(ζ˙(t)) = ω(∇ζ˙(t)ζ˙) = ω(ϕ(t)Jζ˙(t)) = 0,
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which implies that ζ˙(t) is horizontal for any t in I. Moreover since by deﬁ-
nition of the Tanno connection, ∇g = 0,
d
dt
g(ζ˙(t), ζ˙(t)) = 2g(∇ζ˙(t)ζ˙, ζ˙(t)) = 2g(ϕ(t)Jζ˙(t), ζ˙(t)) = 0,
which means that ζ˙(t) is indeed a unit vector for every t ∈ I.
4.2.2 Endomorphism J
Endomorphism J also has properties that are speciﬁcally linked to dimension
three. Indeed, J can be interpreted in a very natural way in the 3D contact
sub-Riemannian case. By deﬁnition of J , for all X ∈ ∆,
g (X, JX) = dω (X,X) = 0.
But when we are consideringM a three dimensional contact sub-Riemannian
manifold the distribution is two-dimensional so the previous identity implies
that for any q ∈M , Jq = α(q)Rpi
2
,q where Rpi
2
,q is the rotation of angle
pi
2 in
∆q, and α(q) is a real number. But if instead of considering ω, we choose
the contact form to be equal to ω˜ = αω, we simply have
J = Rpi
2
. (4.3)
From now on, in the 3D contact sub-Riemannian case, we assume that (4.3)
holds.
4.2.3 Direction-dependant functions
In the general contact case, we have already introduced such a direction-
dependant function, namely η whose deﬁnition can be found in 3.4.5 and
which one can also compute using the formula presented in Remark 3.4.6.
We now introduce another such function that is closely linked to η, and that
proves usefull in the three-dimensional setting.
Deﬁnition 4.2.2. LetM be a contact sub-Riemannian manifold. For v ∈ ∆
such that ‖v‖ = 1, we deﬁne
ι(v) = g (Tor (v,X0) , Jv) ,
where we recall that Tor stands for the torsion of the Tanno connection.
Notice that since Tor (v,X0) is horizontal the previous deﬁnition makes
sense. This was already neccesary to introduce η. Like in Remark 3.4.6, we
can obtain an expression of ι in terms of Lie brackets.
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Proposition 4.2.3. Let M be a contact sub-Riemannian manifold. If v ∈
TxM is such that ‖v‖ = 1 and if V is a horizontal vector ﬁeld that has norm
one everywhere with V (x) = v then
ι(v) =
1
2
(gx ([X0, JV ] , V ) + gx ([X0, V ] , JV )) .
Proof. First of all, by applying the deﬁnition of ι, the antisymmetry of J
and point (v) in Theorem 3.1.3,
ι(v) =
1
2
(gx (Tor (JV,X0) , V ) + gx (Tor (V,X0) , JV )) .
Thanks to [ABR17, Lemma 6.8 c)] the previous identity is transformed into
ι(v) =
1
2
(gx (Tor (JV,X0) , V ) + gx (Tor (V,X0) , JV ) + gx (Q (V,X0) , V )) ,
where we recall that Q is the Tanno tensor introduced in Deﬁntion 3.1.4.
We now express what the Tanno tensor represents to write
ι(v) =
1
2
(gx (Tor (JV,X0) , V ) + gx (Tor (V,X0) , JV )
+gx (∇X0JV − J∇X0V, V )) ,
=
1
2
(gx (Tor (JV,X0) , V ) + gx (Tor (V,X0) , JV )
+gx (∇X0JV, V ) + gx (∇X0V, JV )) as J is antisymmetric by def.
=
1
2
(gx (∇X0JV −∇JVX0 + Tor (JV,X0) , V )
+gx (∇X0V −∇VX0 + Tor (V,X0) , JV )) ,
where the last line follows from the fact that∇·X0 = 0 according to Theorem
3.1.3, and allows us to conclude.
Now the link between η and ι is given by the following proposition.
Proposition 4.2.4. Let M be a three-dimensional contact sub-Riemannian
manifold in which J is a rotation of angle pi2 . For α ∈ R/2piZ, let us denote
by
R∆α : ∆→ ∆ and RR
2
α : R2 → R2
the ﬁberwise rotations of angle α in ∆ and R2 respectively.
If v ∈ TM has norm one then(
η
(
R∆α (v)
)
ι
(
R∆α (v)
)) = RR2−2α(η (v)ι (v)
)
.
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Proof. Thanks to 4.3 we can write
R∆α (v) = cos (α) v + sin (α) Jv. (4.4)
We then apply the deﬁnition of η (Deﬁnition 3.4.5) and the deﬁntion of ι
(Deﬁnition 4.2.2) to (4.4) in order to compute
(
η
(
R∆α (v)
)
ι
(
R∆α (v)
)). To conclude
from the formula we ﬁnd, we notice that J2 = −Id according to 4.3 and we
use point (v) in Theorem 3.1.3.
Another property of ι is its link to the radial vector ﬁeld and to the
geodesic deviation with respect to a point. We recall that those two notions
are introduced in Deﬁnitions 3.2.2 and 3.3.4.
Lemma 4.2.5. Let M be a contact sub-Riemannian manifold such that J is
an isometry and let us consider ζ :] − T, T [→ M a smooth horizontal curve
parametrized by arc length. Over Σs we have
JΓsh0,s = c
Γs
JΓs,X0
= −2ι (Γs)− cJΓsΓs,X0 ,
where we use the notations introduced in Deﬁnition 3.4.1.
Proof. According to Lemma (3.3.5) and since by assumption J is an isometry,
over Σs we have
JΓsh0,s = JΓs
(
X0δ˜s
)
,
= JΓs
(
X0δ˜s
)
−X0
(
JΓsδ˜s
)
thanks to Theorem 3.2.3,
= [JΓs, X0] δs,
= cΓsJΓs,X0Γsδ˜s + c
JΓs
JΓs,X0
JΓsδ˜s + c
X0
JΓs,X0
X0δ˜s,
= cΓsJΓs,X0 + c
X0
JΓs,X0
X0δ˜s still from Theorem 3.2.3,
= cΓsJΓs,X0 + ω ([JΓs, X0])X0δ˜s
= cΓsJΓs,X0 , (4.5)
where the last line comes from applying the Cartan formula to the term
ω ([JΓs, X0]). Now that we know (4.5), we deduce
JΓsh0,s = −2ι (Γs)− cJΓsΓs,X0 ,
by applying 4.2.3.
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4.3 General strategy
We work in M a three-dimensional contact manifold in which J is the rota-
tion of angle pi2 . Let us consider ζ : I → Σ0∪{p} an injective horizontal curve
parametrized by arc length such that ζ(0) = p. Without loss of generality,
we study the expansion of the distance between ζ(0) and ζ(t) only at time
zero. That is why we can write Γ instead of Γ0for the ﬁeld. Similarly, Σ
stands for Σ0, h0 for h0,0 and δ˜ represents δ˜0. We recall that the objects we
cited are deﬁned in Deﬁnitions 3.2.2, 3.2.1, 3.3.4 and Theorem 3.2.3.
We also deﬁne θζ : I \ {0} → R/2piZ as the angle such that :
ζ ′(t) = cos (θζ(t)) Γ (ζ(t)) + sin (θζ(t)) JΓ (ζ(t)) (4.6)
for every t in I.
Assuming regularity, it it is possible to obtain a Taylor expansion of the
distance along curve γ in terms of function θγ .
Proposition 4.3.1. Let us consider ζ : I → Σ0 ∪ {p}, a smooth horizontal
curve parametrized by arc length such that ζ(0) = p and that is injective.
Deﬁne θζ : I \ {0} such that
ζ ′(t) = cos (θζ(t)) Γ (ζ(t)) + sin (θζ(t)) JΓ (ζ(t)) , (4.7)
for every t in I. Assume that θζ can be extended at zero to a C2 function
such that θζ(0) = θ
′
ζ(0) = 0. Then
dist(ζ(t), ζ(0)) = t− θ
′′
ζ (0)
2
40
t5 + o(t5). (4.8)
Proof. We write
δ˜ (ζ(t)) =
∫ t
0
dδ˜(ζ ′(s))ds,
=
∫ t
0
g(Γ(ζ(s)), ζ ′(s))ds by Theorem 3.2.3,
=
∫ t
0
cos (θζ(s)) ds,
=
∫ t
0
cos
(
θ′′ζ (0)
2
s2 + o(s2)
)
ds,
= t−
(
θ′′ζ (0)
)2
40
t5 + o(t5).
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The goal of the following section is to show that these assumptions are
in fact valid for ζ any smooth horizontal curve parametrized by arc length.
Moreover, we recover the geometric meaning of the coeﬃcient appearing in
(4.8).
We start by linking the characteristic deviation and the geodesic curva-
ture with θζ .
Proposition 4.3.2. Let us consider M a contact sub-Riemannian manifold
in which (4.3) is satisﬁed. If ζ : I → Σ0 ∪ {p} is a smooth horizontal curve
parametrized by arc length in M such that ζ(0) = p and that is injective,
then for any t in I \ {0},
hζ(t) = θ
′
ζ(t) + cos(θζ(t))h0(ζ(t))− sin(θζ(t))cJΓΓ,JΓ(ζ(t)) (4.9)
and
kζ(t) = η(ζ
′(t)) + θ′′ζ (t)− θ′ζ(t)(sin(θζ(t))h0(ζ(t)) + cos(θζ(t))cJΓΓ,JΓ(ζ(t)))
(4.10)
+ cos2(θζ(t))(sin(2θζ(t))ι(ζ
′(t))− cos(2θζ(t))η(ζ ′(t)))
− sin(2θζ(t))
(
sin(2θζ(t))η(ζ
′(t)) + cos(2θζ(t))ι(ζ ′(t)) +
1
2
cJΓΓ,X0
)
− sin(2θζ(t))
2
(ΓcJΓΓ,JΓ)(ζ(t))− sin2(θζ(t))(JΓcJΓΓ,JΓ)(ζ(t)).
Proof. Let us consider T a smooth horizontal vector ﬁeld over Σ0 extending
the speed of ζ. We denote by ψ : Σ0 → R/2piZ the angle such that
T = cos(ψ)Γ + sin(ψ)JΓ. (4.11)
In particular, thanks to Deﬁnition 4.6, along ζ, ψ(ζ(t)) = θζ(t). We compute
for any t in I \ {0},
hζ(t) = −cTT,JT = −g(ζ ′(t), [T, JT](ζ(t)))
= −g(ζ ′(t),− gradψ(ζ(t)) + [Γ, JΓ](ζ(t))) by applying 4.11,
= θ′ζ(t)− g (cos(θζ(t))Γ + sin(θζ(t))JΓ, [Γ, JΓ](ζ(t)))
= θ′ζ(t)− cos(θζ(t))cΓΓ,JΓ(ζ(t))− sin(θζ(t))cJΓΓ,JΓ(ζ(t))
= θ′ζ(t) + cos(θζ(t))h0(ζ(t))− sin(θζ(t))cJΓΓ,JΓ(ζ(t)).
This proves (4.9). To obtain the formula for the geodesic curvature, we use
Deﬁnition 3.4.5, with the understanding that hypothesis (4.3) holds. For t
in I \ {0},
kζ = η(ζ
′(t)) + h′ζ(t)
= η(ζ ′(t)) + θ′′ζ (t)− θ′ζ(t)(sin(θζ(t))h0(ζ(t)) + cos(θζ(t))cJΓΓ,JΓ(ζ(t)))
(4.12)
+ cos(θζ(t))(dh0)(ζ
′(t))− sin(θζ(t))(dcJΓΓ,JΓ)(ζ ′(t)).
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We now focus on the two terms (dcJΓΓ,JΓ)(ζ
′(t)) and (dh0)(ζ ′(t)). We replace
vector ζ ′(t) by its expression in the frame (Γ, JΓ) in terms of θζ . We obtain
(dcJΓΓ,JΓ)(ζ
′(t)) = cos(θζ(t))(ΓcJΓΓ,JΓ)(ζ(t)) + sin(θζ(t))(JΓc
JΓ
Γ,JΓ)(ζ(t))
(4.13)
and
(dh0)(ζ
′(t)) = cos(θζ(t))(Γh0)(ζ(t)) + sin(θζ(t))(JΓh0)(ζ(t))
= − sin(θζ(t))(2ι(Γ(ζ(t))) + cJΓΓ,X0(ζ(t)))− cos(θζ(t))η(Γ(ζ(t))),
(4.14)
where the previous line comes from Lemma 4.2.3, and Corollary 3.4.7 where
it is understood that J is an isometry since (4.3) is satisﬁed.
Now we carry on the computation of (4.14) by combining Proposition
4.2.4 with the deﬁnition of θζ as the angle between Γ and the speed of ζ and
we deduce that
cos(θζ(t))(dh0)(ζ
′(t)) = cos2(θζ(t))(sin(2θζ(t))ι(ζ ′(t))− cos(2θζ(t))η(ζ ′(t)))
− sin(2θζ(t))
(
sin(2θζ(t))η(ζ
′(t)) + cos(2θζ(t))ι(ζ ′(t))
+
1
2
cJΓΓ,X0
)
. (4.15)
The proof is completed by combining (4.12), (4.13) and (4.15).
4.4 Continuity of the geodesic deviation and asymp-
totics for the Lie brackets
We express the characteristic deviation in a particular adapted set of coor-
dinates called normal coordinates, as introduced in [EAGK96].
Proposition 4.4.1. If p is a point in M , there exist a neighbourhood U of
p and coordinates (x, y, z) on U as well as smooth functions u, v : U → R
that satisfy
u(0, 0, z) = v(0, 0, z) =
∂v
∂x
(0, 0, z) =
∂v
∂y
(0, 0, z) = 0,
such that the two vector ﬁelds
X1 =
(
∂
∂x
− y
2
∂
∂z
)
+ uy
(
y
∂
∂x
− x ∂
∂y
)
− vy
2
∂
∂z
,
X2 =
(
∂
∂y
+
x
2
∂
∂z
)
− ux
(
y
∂
∂x
− x ∂
∂y
)
+ v
x
2
∂
∂z
,
form an orthonormal frame of the distribution.
52
A ﬁrst property of this set of coordinates is the following fact that can
be easily checked from the deﬁnition of the Reeb vector ﬁeld.
Lemma 4.4.2. In normal coordinates, we have [X1, X2](0) = X0(0) =
∂
∂z .
In normal coordinates the characteristic deviation of a horizontal curve
parametrized by arc length leaving from the origin is computed very easily.
Proposition 4.4.3. Let us consider (x, y, z) a system of normal coordinates
on M . If ζ : I →M is a smooth horizontal curve parametrized by arc length
with ζ(t) = (x(t), y(t), z(t)) such that ζ(0) = (0, 0, 0) then
z˙(0) = z¨(0) = 0, z(3)(0) =
hζ(0)
2
.
In particular we have
hζ(0) = lim
t→0
12z(t)
(x2(t) + y2(t))3/2
.
Proof. Let us consider T a smooth horizontal unitary vector ﬁeld extending
the speed of ζ and let ψ : U → R/2piZ such that T = cos(ψ)X1 + sin(ψ)X2.
We have, for every t in I :
hζ(0) = −g([T, JT](ζ(0))−X0(ζ(0)),T(ζ(0)))
= g(gradψ(ζ(0))− [X1, X2](ζ(0)) +X0(ζ(0)),T(ζ(0)))
= g(gradψ(ζ(0)),T(ζ(0))) thanks to Proposition 4.4.2.
=
d
dt
∣∣∣∣
t=0
ψ(ζ(t)).
Moreover,
x˙ = cos(ψ ◦ ζ)(1 + (u ◦ ζ)y2)− sin(ψ ◦ ζ)(u ◦ ζ)xy,
y˙ = sin(ψ ◦ ζ)(1 + (u ◦ ζ)x2)− cos(ψ ◦ ζ)(u ◦ ζ)xy,
z˙ = (− cos(ψ ◦ ζ)y
2
+ sin(ψ ◦ ζ)x
2
)(1 + v ◦ ζ).
By diﬀerentiating these expressions we ﬁnd out that :
z˙ζ(0) = z¨ζ(0) = 0, z
(3)
ζ (0) =
(ψ ◦ ζ)′(0)
2
=
hζ(0)
2
.
We now intend to use the expression of h0 in terms of normal coordinates
to prove that h0(t) is continuous at t = 0. The reason why we are interested
in the regularity of h0 is that the function h0 appears in the equations in
Proposition 4.3.2. We start with some lemmas and deﬁnitions.
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Lemma 4.4.4. Let Ξ : Rd × R→ R be a C∞ smooth function such that for
any x in Rd,
Ξ (x, 0) =
∂
∂y
∣∣∣∣
y=0
Ξ (x, y) = ... =
∂n−1
∂yn−1
∣∣∣∣
y=0
Ξ (x, y) = 0,
then the function Rd × R→ R deﬁned by (x, y) 7→ Ξ(x,y)yn is smooth.
Proof. We write the Taylor-Lagrange formula :
Ξ (x, y)
yn
=
1
yn
∫ y
0
∂n
∂zn |z=sΞ (x, z)
(n− 1)! (y − s)
n−1 ds
=
∫ y
0
∂n
∂zn |z=sΞ (x, z)
(n− 1)!
(
1− s
y
)n−1 ds
y
=
∫ 1
0
∂n
∂zn |z=uyΞ (x, z)
(n− 1)! (1− u)
n−1 du,
which is smooth.
Lemma 4.4.5. Let M be a three dimensional sub-Riemannian contact man-
ifold. If we consider normal coordinates (x, y, z) around p ∈ M , such as
deﬁned in Proposition 4.4.1, the map :
q : SpM × R× R −→ R
(Z, h, t) 7−→ 12z(exp(Z,h,t))
(x2(exp(Z,h,t))+y2(exp(Z,h,t)))
3
2
is smooth and its evaluation at a point of the form (Z, h, 0) is h.
Proof. Let us ﬁrst recall that the exponential map we deﬁned in Deﬁnition
3.4.8 is smooth according to Proposition 3.4.9. Thanks to Proposition 4.4.3
combined with Lemma 4.4.4 we learn that
SpM × R× R −→ R
(Z, h, t) 7−→ z(exp(Z,h,t))
t3
is smooth and is equal to h12 at any point (Z, h, 0).
Moreover, for any (Z, h) in SpM × R, we have that t 7→ exp (Z, h, t) is
parametrized by arc length, and leaves from p at time 0. By the expression
of the orthonormal frame of the distribution in normal coordinates around
p given in Proposition 4.4.1, we deduce that
x2 (exp (Z, h, t)) + y2 (exp (Z, h, t))
(Z,h) ﬁxed
t→0∼ t2.
Therefore, by using Lemma 4.4.4 once more, we obtain that
SpM × R× R −→ R
(Z, h, t) 7−→ x2(exp(Z,h,t))+y2(exp(Z,h,t))
t2
is smooth and is equal to 1 at any point (Z, h, 0).
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By applying the same proof technique as the one we just used, we also
prove the following.
Lemma 4.4.6. Let M be a three dimensional sub-Riemannian contact man-
ifold. Let us consider ζ : I →M a smooth horizontal curve parametrized by
arc length. If (x, y, z) are normal coordinates around p ∈M , such as deﬁned
in Proposition 4.4.1 then
12z (ζ(t))
(x2 (ζ(t)) + y2 (ζ(t)))
3
2
is smooth at t = 0, where it is equal to hζ(0)
We can now express a key proposition. Before reading the following
proposition, notice that the geodesic deviation that we present in Deﬁnition
3.3.4 and that is denoted by h0 (as an abreviation of h0,0) must be carefully
distingushed from the characteristic deviation that we introduce in Deﬁnition
3.3.2 and that depends on a curve (that can be a a minimizing geodesic such
as introduced in Deﬁnition 3.2.1).
Proposition 4.4.7. Let M be a three-dimensional contact sub-Riemannian
manifold in which J is the rotation of angle pi2 of the distribution. If ζ :
I → M is a smooth horizontal curve parametrized by arc length such that
ζ (0) = p then for t 6= 0 close enough to zero, ζ(t) belongs to Σ0 and we have
hγζ(t)(0)
t→0−→ hζ(0) and h0 (ζ(t)) t→0−→ hζ(0).
Proof. For t ∈ I, we consider γζ(t) a minimizing geodesic such that γζ(t)(0) =
p and γζ(t) (δ (ζ(t))) = ζ(t). This notation extends that given in Deﬁntion
3.2.1 outside Σ0, but we have to pay a price : γζ(t) is not necessarily unique.
Let us now assume that
hγζ(t)(0)
t→09 hζ(0).
There exist ε > 0 and (tn) ∈ IN a sequence that tends to zero such that
|hγζ(tn)(0)− hζ(0)| > ε.
Without loss of generality, we can assume that
hγζ(tn)(0) > ε+ hζ(0).
For λ1 and λ2 two real numbers, we set
Rλ1,λ2 =
{
(x, y, z) ∈M | λ1 > 12z
(x2 + y2)
3
2
> λ2
}
.
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If we apply Lemma 4.4.6 to γζ(tn) we obtain that for s small enough, γζ(tn)(s)
is above Rhζ(0)+ 34 ε,hζ(0)+
1
4
ε. Similarly, if we apply Lemma 4.4.6 to ζ, we ﬁnd
out that for n large enough ζ(tn) is below that same set Rhζ(0)+ 34 ε,hζ(0)+
1
4
ε.
Since γζ(tn) goes through the point ζ (tn) at time δ (ζ (tn)), this means that
for n large enough, γζ(tn) crosses the region Rhζ(0)+ 34 ε,hζ(0)+
1
4
ε from its su-
perior boundary to its inferior boundary.
Another property of the trajectory of γζ(tn) is a consequence of the fact
that it is a minimizing geodesic between p and ζ(tn) : between time 0 and
time δ (ζ(tn)), γζ(tn) stays inside the ball B (δ (ζ(tn))) centered at p of radius
δ (ζ(tn)).
We are now going to prove that the properties of γζ(tn) that we just
explained are in fact incompatible.
We set
ρ1 =
1
2
min
{
cut time of t 7→ expp (V, h, t) : V ∈ SpM, |h− hζ(0)| 6 ε
}
,
Thanks to [ABB19, Proposition 8.76] ρ1 > 0.
We also deﬁne
ρ2 =
1
2
min
{
t : expp
(
Sp ×
{
hζ(0) +
ε
2
}
× {t}
)
* Rhζ(0)+ 34 ε,hζ(0)+ 14 ε
}
Thanks to Lemma 4.4.5, ρ2 > 0. We now set ρ = min {ρ1, ρ2}.
By deﬁnition of ρ, the surface
S := exp
(
SpM ×
{
hζ(0) +
ε
2
}
× [0, ρ]
)
is made of geodesics leaving from p that have not yet reached the cut locus.
Therefore, these geodesics are length minimizing at times smaller than ρ,
which implies that at time ρ they reach the sphere centered at p of radius ρ.
Moreover since the geodesics that form the surface S have not yet reached the
cut locus, they can not cross any other length minimizing geodesics leaving
from p. But since S is included in Rhζ(0)+ 34 ε,hζ(0)+ 14 ε, also by deﬁnition of ρ,
the surface S is an obstruction that prevents minimizing geodesics contained
in B (ρ) from crossing Rhζ(0)+ 34 ε,hζ(0)+ 14 ε from its superior side to its inferior
side.
We have contradicted the properties of γζ(tn) for n great enough to have
δ (ζ(tn)) 6 ρ. As a consequence, our initial assumption was false, and we
obtain that
hγζ(t)(0)
t→0−→ hζ(0). (4.16)
In particular for t small enough, hγζ(t)(0) belongs to [hζ(0)− 1, hζ(0) + 1].
Now according to [ABB19, Proposition 8.76], the cut time is continuous
with respect to geodesics leaving from a point so there exists T > 0 such
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that for times t small enough, the cut time of γζ(t) is greater than T . As
a consequence, for times t small enough, a minimizing geodesic that comes
from ζ(0) and reaches ζ(t) has not yet reached its cut time. According to
Proposition 3.2.7, this means that for t small enough, ζ(t) ∈ Σ0.
To ﬁnish the proof, we apply Proposition 1.1.4 -whose proof is in section
3.4- to the geodesic γζ(t) in order to write
kγζ(t),2 = 0.
By Deﬁnition 3.4.5 combined with the fact that J is an isometry since (4.3)
is satisﬁed, the vanishing of kγζ(t),2 can be rewritten as
h′γζ(t) = −η ◦ γ′ζ(t).
Since the absolute value of η of a vector is locally bounded we ﬁnd out that
:
|
h0(ζ(t))︷ ︸︸ ︷
hγζ(t) (δ0 (t))−hγζ(t) (0) | 6 δ0 (ζ(t)) sup
x∈B(t),
v∈TxM
η (v) ,
where δ0 (t) stands for the distance between ζ(t) and the origin and where
B (t) is the closed sub-Riemannian ball centered at the origin of radius t. To
conclude, we combine the last inequality with (4.16).
Now that we studied the continuity of the geodesic deviation along a
curve, we must also study the Lie bracket terms that appear in the equations
of Proposition 4.3.2. By using the notation δ˜ introduced in Theorem 3.2.3
(where as we already said, it is understood that δ˜ stands for δ˜0, the distance
from ζ(0)) we write the following asymptotics.
Proposition 4.4.8. Let ζ : I → Σ0 ∪ {p} be a smooth horizontal curve
parametrized by arc length such that ζ(0) = p and such that for t 6= 0,
ζ(t) 6= p. Then for t→ 0
(a) δ˜ (ζ(t)) cJΓΓ,JΓ (ζ(t)) −→ −4,
(b) δ˜2 (ζ(t)) cJΓΓ,X0 (ζ(t)) −→ −6,
(c) δ˜2 (ζ(t)) ΓcJΓΓ,JΓ (ζ(t)) −→ 4,
(d) δ˜2 (ζ(t)) JΓcJΓΓ,JΓ (ζ(t)) = O(1).
The proof of Proposition 4.4.8 is contained in Appendix A.
57
4.5 Studying θ
4.5.1 Regularity of the angle θ along a smooth curve
We now go back to the regularity properties of the function θζ , which we
recall is introduced in Deﬁnition 4.6. We ﬁrst prove two technical lemmas.
Lemma 4.5.1. It is impossible that for some t1 > 0, cos (θζ(t)) < 0 for
every t in (0, t1).
Proof. We proceed to prove this by contradiction. We assume there exists
t1 > 0 such that cos (θζ(t)) < 0 for every t in (0, t1). By combining Theorem
3.2.3 and Deﬁnition 4.6 we obtain that
d
dt
δ˜ (ζ(t)) = cos (θζ(t)) .
And δ˜ (ζ(0)) = 0 by deﬁnition, so for t positive small enough,
δ˜ (ζ(t)) < 0,
which is impossible.
Lemma 4.5.2. If ζ : I → Σ0∪{p} is a smooth horizontal curve parametrized
by arc length such that ζ(0) = p and such that for t 6= 0, ζ(t) 6= p, then
there exists B > 0 such that for any (t1, t2) ∈]0, B[2 with t1 6 t2 :
|sin (θζ(t1))| 6 t2
maxs∈]0,t2] |hζ(s)− cos (θζ(s))h0 (ζ(s))|
3
.
Proof. By applying Proposition 4.4.8, there exists B > 0 small enough to
have for every t in ]0, B[ :
δ˜ (ζ(t)) cJΓΓ,JΓ (ζ(t)) < −3. (4.17)
Let us consider t2 in ]0, B[. We decompose the circle R/2piZ into three zones.
Z1 (t2) = |sin|−1
((
t2
maxs∈]0,t2] |hζ(s)− cos (θζ(s))h0 (ζ(s))|
3
,+∞
))
,
Z2 (t2) = ((R/2piZ) \ Z1 (t2)) ∩ cos−1 ([0,+∞)) ,
Z3 (t2) = ((R/2piZ) \ Z1 (t2)) ∩ cos−1 ((−∞, 0)) .
Let us recall that, according to Proposition 4.3.2, the angle θζ satisﬁes the
diﬀerential equation
θ′ζ(t) = hζ(t)− cos (θζ(t))h0 (ζ(t)) + sin (θζ(t)) cJΓΓ,JΓ (ζ(t)) . (4.18)
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Let us now compare the diﬀerent terms at the right hand side of the previous
diﬀerential equation, in the case where t 6 t2 and θζ(t) belongs to Z1. We
have∣∣sin (θζ(t)) cJΓΓ,JΓ (ζ(t))∣∣ = ∣∣∣∣sin (θζ(t))δ˜ (ζ(t)) δ˜ (ζ(t)) cJΓΓ,JΓ (ζ(t))
∣∣∣∣
>
∣∣∣∣3sin (θζ(t))δ˜ (ζ(t))
∣∣∣∣ by (4.17),
> t2
δ˜ (ζ(t))
max
s∈]0,t2]
|hζ(s)− cos (θζ(s))h0 (ζ(s))|.
But ‖ζ ′‖ = 1 so 0 6 δ˜ (ζ(t)) 6 t 6 t2 and∣∣sin (θζ(t)) cJΓΓ,JΓ (ζ(t))∣∣ > max
s∈]0,t2]
|hζ(s)− cos (θζ(s))h0 (ζ(s))|.
This implies, by (4.18) that in the case where t 6 t2 and θζ(t) belongs to Z1,
θ′ζ(t) has the same sign as sin (θζ(t)) c
JΓ
Γ,JΓ (ζ(t)). But by (4.17), this means
that θ′ζ(t) and sin (θζ(t)) have opposite signs, which means that
d
dt
(cos (θζ(t))) > 0.
To summarize, for t 6 t2, the time depending vector ﬁeld associated to the
diﬀerential equation (4.18) is oriented in the direction of increasing cos ◦ θζ
on the zone Z1.
Let us now prove the lemma by contradiction. Let us assume there exists
t1 6 t2 such that
|sin (θζ(t1))| > t2
maxs∈]0,t2] |hζ(s)− cos (θζ(s))h0 (ζ(s))|
3
.
This means that θζ(t1) belongs to Z1 (t2) with t1 6 t2. By considering the
orientation of the time depending vector ﬁeld associated to the diﬀerential
equation (4.18) on the set Z1 (t2) that we proved a few lines ago, as well as
the relative poistion of the sets Zi (t2), we deduce there are two cases for
what happens at times smaller that t1.
• In the ﬁrst case there exists a time t3 smaller than t1 such that θζ (t3)
belongs to Z3, which implies that,
θζ (t) ∈ Z3 for all times t ∈ (0, t3] (4.19)
since if this was not the case, then there should exist a positive time smaller
than t3 when the curve belongs to Z1 which is incompatible with the orien-
tation of the vector ﬁeld associated to the diﬀerential equation (4.18) on the
zone Z1. Now by deﬁnition of Z3, (4.19) implies that for all positive times t
smaller than t3,
cos (θζ(t)) < 0
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This is impossible, according to Lemma 4.5.1.
• In the second case, for all times t smaller or equal than t1, θζ(t) belongs
to Z1 (t2), and in this case, cos ◦θζ is increasing on (0, t1] and cos (θζ(t))
converges when t tends to zero.
Now the limit of cos (θζ(t)) when t tends to zero is diﬀerent from 1, or
else since cos ◦θζ is increasing on (0, t1], cos ◦θζ would be constant equal to
1, but this is incompatible with the fact that θζ belongs to Z1 (t2).
If the limit of cos (θζ(t)) when t tends to zero is also diﬀerent from −1,
then we ﬁnd a contradiction by integrating (4.18).
θζ(t)− θζ(t1) =
∫ t1
t
hζ(s)− cos (θζ(s))h0 (ζ(s)) + sin (θζ(s)) cJΓΓ,JΓ (ζ(s)) ds
More precisely, the contradiction comes from the fact that the left hand
side of the previous identity converges, but that the right hand side of this
same identity diverges. Indeed, according to Proposition 4.4.7, the term
hζ(s)− cos (θζ(s))h0 (ζ(s)) is bounded for s small, but the third term inside
the integral explodes for small times :
∣∣sin (θζ(s)) cJΓΓ,JΓ (ζ(s))∣∣ > ∣∣∣∣3sin (θζ(s))δ˜ (ζ(s))
∣∣∣∣ by (4.17)
>
∣∣∣∣3sin (θζ(s))s
∣∣∣∣ as ζ is parametrized by arc length.
Since sin (θζ(s)) converges to a non zero limit when s goes to zero, we deduce
the divergence of the integral we are focusing on.
Now that we have obtained a contradiction in the case where the limit of
cos (θζ(t)) is diﬀerent from −1 when t tends to zero, we treat the case where
this limit is equal to −1. In particular, for t small enough, cos (θζ(t)) < 0.
This cannot happen according to Lemma 4.5.1.
In both cases, we obtain a contradiction and our assumption was false.
We are done with the proof of the lemma.
4.5.2 First order
Proposition 4.5.3. If ζ : I → Σ0 ∪ {p} is a smooth horizontal curve
parametrized by arc length such that ζ(0) = p and such that for t 6= 0,
ζ(t) 6= p, then the function θζ : I \ {0} → R/2piZ can be extended to a C1
function I → R/2piZ that vanishes at time zero and whose derivative also
vanishes at time zero. Moreover,
δ˜ (ζ(t))
t→0∼ t.
Proof. We study what happens for positive times. The result for negative
times is a consequence by reversing time. We apply Lemma 4.5.2 and we
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ﬁnd out that there exists B positive such that for any t in (0, B),
|sin (θζ(t))| 6 t
maxs∈]0,t] |hζ(s)− cos (θζ(s))h0 (ζ(s))|
3
. (4.20)
We deduce from Proposition 4.4.7 that the quantity
maxs∈]0,t] |hζ(s)− cos (θζ(s))h0 (ζ(s))|
3
is bounded for t small enough. This implies by using (4.20) that
sin (θζ(t))
t→0−→ 0.
This means that cos (θζ(t)) tends to 1 or −1 as t goes to zero. But by
applying Lemma 4.5.1, we discover that cos (θζ(t)) cannot tend to −1. As a
consequence,
cos (θζ(t))
t→0−→ 1 and θζ(t) t→0−→ 0. (4.21)
From now on we choose to extend θζ by deﬁning
θζ(0) = 0.
A ﬁrst interesting consequence of the fact that θζ(t) converges to zero
when t tends to zero is the asymptotics of δ˜ (ζ(t)). Indeed, by combining
Theorem 3.2.3 and Deﬁnition 4.6 we obtain that
d
dt
δ˜ (ζ(t)) = cos (θζ(t)) ,
which implies, since δ˜ (ζ(0)) = 0, that
δ˜ (ζ(t)) =
∫ t
0
cos (θζ(s)) ds
t→0∼ t. (4.22)
To go futher, we once again make use of (4.20) but we analyse the terms of
this inequality more precisely. We still apply 4.4.7 to obtain the convergence
of the term h0, but we now know that the cosine term tends to one. We
deduce that∣∣∣∣sin (θζ(t))t
∣∣∣∣ 6 maxs∈]0,t] |hζ(s)− cos (θζ(s))h0 (ζ(s))|3 t→0−→ 0. (4.23)
This means that the function θζ is diﬀerentiable at time zero and that
θ′ζ(0) = 0.
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To show that θζ is C1, we recall the ﬁrst diﬀerential that is proved in Propo-
sition 4.3.2 and that is valid for t > 0, namely
θ′ζ(t) = hζ(t)− cos (θζ(t))h0 (ζ(t)) + sin (θζ(t)) cJΓΓ,JΓ (ζ(t)) ,
which it is more convenient to rewrite as :
θ′ζ(t) = hζ(t)− cos (θζ(t))h0 (ζ(t)) +
sin (θζ(t))
t
t
δ˜ (ζ(t))
δ˜ (ζ(t)) cJΓΓ,JΓ (ζ(t)) .
Now we can analyse each term in the right hand side of the previous identity,
by applying Propositions 4.4.7, 4.4.8 and by using (4.21), (4.22) and (4.23),
we deduce that
θ′ζ(t)
t>0,t→0−→ 0 = θ′ζ(0).
We have studied the regularity of θζ at time zero.
The smoothness of this function at any other time where the curve ζ
stays inside Σ is a consequence of the fact that the decomposition given in
Deﬁnition 4.6 is that of the smooth velocity of the curve ζ on the frame
(Γ, JΓ) that is itself smooth thanks to Theorem 3.2.3.
4.5.3 Second order
Lemma 4.5.4. We have for every t > 0
kζ(t) = θ
′′
ζ (t) +
4θ′ζ(t)
t
+
2θζ(t)
t2
+ r(t) (4.24)
where r(t)→ 0 for t→ 0.
Proof. For the sake of simplicity, we focus on t > 0. We recall that from
Proposition 4.3.2 the curvature kζ(t) can be expressed as:
kζ(t) = η
(
ζ ′(t)
)
+ θ′′ζ (t)
− θ′ζ(t)
(
sin (θζ(t))h0 (ζ(t)) + cos (θζ(t)) c
JΓ
Γ,JΓ (ζ(t))
)
+ cos2 (θζ(t))
(
sin (2θζ(t)) ι
(
ζ ′(t)
)− cos (2θζ(t)) η (ζ ′(t)))
− sin (2θζ(t))
(
sin (2θζ(t)) η
(
ζ ′(t)
)
+ cos (2θζ(t)) ι
(
ζ ′(t)
)
+
1
2
cJΓΓ,X0
)
− sin (2θζ(t))
2
(
ΓcJΓΓ,JΓ
)
(ζ(t))− sin2 (θζ(t))
(
JΓcJΓΓ,JΓ
)
(ζ(t)) . (4.25)
Let us rewrite the three quantities
−θ′ζ(t) cos (θζ(t)) cJΓΓ,JΓ (ζ(t)) , (4.26)
−sin (2θζ(t))
2
(
cJΓΓ,X0 (θζ(t)) +
(
ΓcJΓΓ,JΓ
)
(ζ(t))
)
, (4.27)
− sin2 (θζ(t))
(
JΓcJΓΓ,JΓ
)
(ζ(t)) (4.28)
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as follows, respectively
4θ′ζ(t)
t
+
θ′ζ(t)
t
( −t
δ˜ (ζ(t))
cos (θζ(t)) δ˜ (ζ(t)) c
JΓ
Γ,JΓ (ζ(t))− 4
)
, (4.29)
2θζ(t)
t2
+
θζ(t)
t2
( −t2
δ˜2 (ζ(t))
sin (2θζ(t))
2θζ(t)
δ˜2 (ζ(t))
(
cJΓΓ,X0 +
(
ΓcJΓΓ,JΓ
))
(ζ(t))− 2
)
,
(4.30)
−
(
sin (θζ(t))
t
)2 t2
δ˜2 (ζ(t))
δ˜2 (ζ(t))
(
JΓcJΓΓ,JΓ
)
(ζ(t)) . (4.31)
Using a Taylor expansion, together with the asymptotics of Propositions
4.4.8 and 4.5.3, we obtain (4.24) with r(t) which tends to zero when t →
0.
Proposition 4.5.5. If ζ : I → Σ0 ∪ {p} is a smooth horizontal curve
parametrized by arc length such that ζ(0) = p and such that for t 6= 0,
ζ(t) 6= p, then the function θζ (extended at zero in such a way that θζ(0) = 0)
is C2 on I and
θ′′ζ (0) =
kζ(0)
6
.
Proof. Let us deﬁne, for t belonging to (−T, T ) \ {0}
F(t) = θ′ζ(t) + 2
θζ(t)
t
− kζ(0)t
3
. (4.32)
According to Proposition 4.5.3, θ′ζ(t)→ 0 hence F(t) tends to zero as t→ 0
(as the three terms tends to zero). We can reformulate (4.24) by writing
F′(t) + 2
F(t)
t
t→0−→ 0 (4.33)
Now we consider ε > 0, and tε > 0 small enough to have :∣∣∣∣F′(t) + 2F(t)t
∣∣∣∣ 6 ε, for every t ∈ (0, tε]. (4.34)
At this point, we proceed by contradiction and we assume there exists t∗ in
(0, tε] such that ∣∣∣∣2F(t∗)t∗
∣∣∣∣ > ε. (4.35)
By combining (4.34) and (4.35), we obtain that F(t∗)t∗ and F
′(t∗) have opposite
signs which implies, since t∗ > 0, that
(
F2
)′
(t∗) 6 0. As a consequence
d
dt |t=t∗
∣∣∣∣2F(t)t
∣∣∣∣ 6 0
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Therefore (4.35) holds for every t ∈ (0, t∗], and
(
F2
)′
(t) 6 0 for every t ∈
(0, t∗]. This is incompatible with the fact that F(t)
t→0−→ 0. Therefore the
assumption was false and for all t in (0, tε],∣∣∣∣2F(t)t
∣∣∣∣ 6 ε.
As a consequence F is diﬀerentiable at zero and F′(0) = 0. Moreover thanks
to the previous inequality, we can use (4.33) to obtain that
F′(t) t→0−→ 0.
But thanks to (4.32), this means that
θ′′ζ (t) + 2
θ′ζ(t)
t
− 2θζ(t)
t2
− kζ(0)
3
t→0−→ 0.
And if we combine this limit with (4.24), we deduce that
d
dt
(
θ′ζ (t)− t
kζ(0)
6
)
+ 3
θ′ζ (t)− tkζ(0)6
t
t→0−→ 0,
where G(t) := θ′ζ (t)− tkζ(0)6
t→0−→ 0 in accordance with Proposition 4.5.3. By
reasoning with G exactly as we did with F, we deduce that
G′(t) t→0−→ 0,
which proves that θ′ζ is C1 and that θ′′ζ (0) = kζ(0)6 , as required.
4.5.4 Asymptotics of the distance between two close points
along a horizontal curve
Theorem (1.1.7). Let M be a three-dimensional contact sub-Riemannian
manifold and let ζ : I → M be a smooth horizontal curve parametrized by
arc length. We have
dist2M (ζ(0), ζ(t)) = t
2 − k
2
ζ,2(0)
720
t6 + o
(
t6
)
.
Proof. According to Proposition 4.4.7, for times t 6= 0 close enough to zero,
ζ(t) belongs to Σ0. Moreover, since ζ is parametrized by arc length, ζ
′(0) 6= 0
and for t 6= 0 close enough to zero ζ(t) 6= p. This means that the hypotheses
of Proposition 4.5.3 and Proposition 4.5.5 are satisﬁed by curve ζ locally
around t = 0. If we apply both those propositions, we deduce that the
hypotheses of Proposition 4.3.1 are satisﬁed with the additional property
that
θ′′ζ (0) =
kζ(0)
6
.
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We apply Proposition 4.3.1 and we ﬁnd out that
δ˜ (ζ(t)) = t−
(
θ′′ζ (0)
)2
40
t5 + o(t5)
= t− (kζ(0))
2
1440
t5 + o(t5),
which completes the proof.
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Chapter 5
Curvature of horizontal curves
in the general contact setting
In this chapter, as we already did in three dimensions, we study the Taylor
expansion of the distance between two close points on a horizontal curve in
an arbitrary contact sub-Riemannian manifold. The general idea of the proof
is the same than in 3D, although it is more technical. The main diﬀerence
with the 3D case is that in the general contact setting, we are not able to
prove the same regularity for the distance between points along the curve
as we are able to do in three dimensional spaces, so we have to require it
in the hypotheses for some theorems. Nevertheless, in special cases such as
(2n+ 1)−Heisenberg groups, we are able to obtain as good results as in 3D.
5.1 A diﬀerential equation
In this section, we introduce a diﬀerential equation in order to compute, for
s ﬁxed and t close enough to s, the asymptotics of the distance between ζ(s)
and ζ(t). First of all, we separate the radial and the orthoradial components
of ζ ′.
Deﬁnition 5.1.1. For ζ :]− T, T [→M a horizontal curve parametrized by
arc length and for (s, t) ∈]−T, T [2 such that ζ(t) ∈ Σs, we deﬁne the adapted
decomposition of the velocity of ζ around the point ζ(s) and at time t as
ζ ′(t) = f(t)Γs (ζ(t)) +Ss(t),
where Ss(t) is orthogonal to Γs (ζ(t)).
We can deduce a more precise form for the adapted decomposition of
the velocity of ζ around the point ζ(s) from the properties of the ﬁeld Γs.
Before, we do this, we quickly recall the notations we use for the distance
from a point ζ(s) on a curve ζ :]−T, T [→M . δ˜s is the function introduced in
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the statement of Theorem 3.2.3 that associates to a point in M its distance
to ζ(s) while δs maps t ∈]− T, T [ to δ˜s(ζ(t)).
Proposition 5.1.2. Let us consider ζ :] − T, T [→ M a horizontal curve
parametrized by arc length and s ∈] − T, T [ such that for some ε, at time
t ∈]s− ε, s+ ε[∈ Σs, then the adapted decomposition reads
ζ ′(t) = δ′s(t)Γs (ζ(t)) +Ss(t),
where Ss(t) is orthogonal to Γs (ζ(t)).
Proof. We combine Deﬁnition 5.1.1 with Theorem 3.2.3 to deduce
δ′s(t) =
d
dt
δ˜s (ζ(t)) = gζ(t)
(
gradδ˜s, ζ
′(t)
)
= gζ(t) (Γs, f(t)Γs +Ss(t)) = f(t).
Notice that as ζ is parametrized by arc length, we have ‖ζ ′(t)‖ = 1 for
every time t, and since we also know that Γs has norm one wherever it is
deﬁned, by using Pythagoras' Theorem we deduce from Proposition 5.1.2
that
1 =
(
δ′s(t)
)2
+ ‖Ss(t)‖2 , (5.1)
for t close enough to s.
This last identity allows us to study the expansion as t goes to s of
‖Ss(t)‖ instead of the expansion of δs(t), which is what we initially wanted
to study.
Now the question is : how do we study the asymptotics of ‖Ss(t)‖ as
t goes to s ? The following proposition consists in presenting a diﬀerential
equation on ‖Ss(t)‖ whose terms we must understand to solve our problem.
Proposition 5.1.3. Let ζ :]−T, T [→M be a horizontal curve parametrized
by arc length and s be an element of ] − T, T [ such that for every t close
enough to s to have ζ(t) ∈ Σs. At such a time t, we choose
(Γs (ζ(t)) , X2 (ζ(t)) , X3 (ζ(t)) , ..., Xm (ζ(t)))
to be an orthonormal frame of the distribution that smoothly depends on t for
t 6= s. Let us moreover consider ∇˜ a connection that diﬀerentiates horizontal
vector ﬁelds into horizontal vector ﬁelds and that respects the metric g.
For i > 2 and t such that ζ(t) ∈ Σs, we have
gζ(t)
(
∇˜TSs, Xi
)
=− δ˙s(t)
m∑
j=2
gζ(t)
(
∇˜XjΓs, Xi
)
gζ(t) (Ss, Xj)
+ gζ(t)
(
∇˜TT− δ˙2s(t)∇˜ΓsΓs, Xi
)
.
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Proof. For i > 2,
gζ(t)
(
∇˜TSs, Xi
)
= gζ(t)
(
∇˜T
(
T− δ˙s(t)Γs
)
, Xi
)
by Proposition 5.1.2,
= gζ(t)
(
∇˜TT− δ˙s(t)∇˜TΓs − δ¨s(t)Γs, Xi
)
= gζ(t)
(
∇˜TT− δ˙s(t)∇˜TΓs, Xi
)
as Γs ⊥ Xi,
= gζ(t)
(
∇˜TT− δ˙s(t)∇˜δ˙s(t)Γs+SsΓs, Xi
)
by Prop. 5.1.2,
= gζ(t)
(
∇˜TT− δ˙2s(t)∇˜ΓsΓs, Xi
)
− δ˙s(t)gζ(t)
(
∇˜SsΓs, Xi
)
= −δ˙s(t)gζ(t)
(
∇˜∑m
j=2 gζ(t)(S ,Xj)Xj
Γs, Xi
)
+ gζ(t)
(
∇˜TT− δ˙2s(t)∇˜ΓsΓs, Xi
)
,
which corresponds to the result we are looking for.
5.2 Normal coordinates
5.2.1 Characteristic deviation in normal coordinates
We present an adapted set of coordinates in which we compute the reduced
deviation that is similar to the one we used in three-dimensional spaces whose
existence is proved in [AG01, Theorem 6.6 and Proposition 6.3].
Theorem 5.2.1. Let us consider M a sub-Riemannian contact space and
q0 ∈M . There exists a neighbourhood N of q0 on which one can deﬁne
i. smooth coordinates
(x1, y1, x2, y2, ..., xn, yn, z) ,
whose origin is q0,
ii. a smooth orthonormal frame of the distribution on N
(X1, Y1, X2, Y2, ..., Xn, Yn) ,
iii. smooth real valued functions
(ui,X , ui,Y , vi,X , vi,Y , wi,X , wi,Y , αi)
n
i=1
such that
Xi = (1 + ui,X)
∂
∂xi
+ wi,X
∂
∂yi
+ αi
(yi
2
+ vi,X
) ∂
∂z
,
Yi = wi,Y
∂
∂xi
+ (1 + ui,Y )
∂
∂yi
− αi
(xi
2
+ vi,Y
) ∂
∂z
,
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where
ui,j (q0) = vi,j (q0) = wi,j (q0) = 0,
dui,j (q0) = dvi,j (q0) = dwi,j (q0) = 0,
and where the αi functions do not vanish near q0.
A ﬁrst remark concerning the frame we just introduced is its link to J .
Deﬁnition 5.2.2. If we consider coordinates such as they are introduced in
Theorem 5.2.1 on a neighbourhood N of a point q0 then at each point q in
N we deﬁne J (q) the matrix of Jq in the frame
(X1(q), Y2(q), X2(q), Y2(q), ..., Xn(q), Yn(q)) .
Proposition 5.2.3. Let us consider a contact sub-Riemannian manifold
(M,ω, g) on which we deﬁne around a point q0 coordinates such as explained
in Theorem 5.2.1. We have that J (q0) has the following block structure
J (q0) = A

0 α1 (q0)
−α1 (q0) 0 (0)
. . .
(0)
0 αn (q0)
−αn (q0) 0

where A is the scalar coeﬃcient such that
X0 (q0) =
1
A
∂
∂z
.
Proof. We start by checking that the following diﬀerential 1-form cancels the
distribution.
σ = dz +
∑
i
αi
(
(1 + ui,X)
(
x
2 + vi,Y
)
+
(y
2 + vi,X
)
wi,Y
)
(1 + ui,X) (1 + ui,Y )− wi,Xwi,Y dy
−αi
(
(1 + ui,Y )
(y
2 + vi,X
)
+
(
x
2 + vi,Y
)
wi,X
)
(1 + ui,X) (1 + ui,Y )− wi,Xwi,Y dx.
As a consequence, there exists a smooth function h : N → R such that
ω = hσ.
Therefore
dω|∆ = hdσ|∆ ,
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which implies that
dω (q0)|∆ = h (q0)
∑
i
αidxi (q0) ∧ dyi (q0)|∆ ,
which yields the result by choosing A = h (q0). Indeed, we directly check
that the expression for X0 given in the proposition satisﬁes the deﬁnition of
the Reeb vector ﬁeld. We also combine the expression of dω we just found
to the fact that
(Xi (q0) , Yi (q0)) =
(
∂
∂xi
(q0) ,
∂
∂yi
(q0)
)
,
to check that the expression of J that we give satisﬁes the deﬁnition of J .
We are now ready to express the reduced deviation in the coordinates we
just studied.
Proposition 5.2.4. Let us consider M a contact sub-Riemannian manifold
and ζ :] − T, T [→ M a smooth horizontal curve parametrized by arc length.
If we choose s ∈] − T, T [ and deﬁne local coordinates around ζ(s) such as
described in Theorem 5.2.1, then
hζ(s) = 2A
...
z (s) + h (T (ζ(s))) ,
where h is a smooth function whose explicit expression is given in Appendix
B and where A ∈ R is deﬁned in Proposition 5.2.3.
We postpone the proof of this proposition to Appendix B.
5.2.2 Characteristic deviation and geodesic deviation
Theorem 5.2.5. We consider (M,ω, g) a contact sub-Riemannian manifold
and ζ :] − T, T [→ M a smooth horizontal curve parametrized by arc length.
For every s in ]− T, T [, there exists I an open interval that contains s such
that for t ∈ I, ζ(t) belongs to Σs and we have
h0,s (ζ(t))
t→s−→ hζ (s) .
Proof. The idea is to adapt the proof of Proposition 4.4.7 that is valid in
dimension three to make it work in an arbitrary contact space.
To do this, we must identify what in the previous proof cannot be di-
rectly generalized to an arbitrary dimension. The main diﬀerence is the
proposition we apply to compute the characteristic deviation of a smooth
curve ζ parametrized by arc length in terms of normal coordinates. Indeed
Proposition 4.4.3 tells us that the characteristic deviation of such a curve ζ
in dimension three only depends on the evolution of its z coordinate while
in higher dimension, the formula given in Proposition 5.2.4 to compute the
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characteristic deviation of a curve also contains a term that depends on the
initial direction of that curve.
Moreover, we notice that the only object in the proof of 4.4.7 that de-
pends on Proposition 4.4.3 is Rλ1,λ2 so that is the object that we must
redeﬁne here.
In fact, in the general contact case, we can do the exact same proof as
the proof in 3D of Proposition 4.4.7 by simply replacing Rλ1,λ2 by the set
Qλ1,λ2 =
(xi, yi, z) ∈M | λ1 > 12Az(∑
i x
2
i + y
2
i
) 3
2
− h (V (xi, yi)) > λ2
 ,
where h is the function deﬁned in Proposition 5.2.4 and where V (xi, yi)
represents the horizontal vector of norm one that is tangent to the origin of
the normal coordinates and that points in the direction of (xi, yi).
5.3 Second diﬀerential of the squared distance from
a point
We have set to study the diﬀerential equation in Proposition 5.1.3 that is
satisﬁed along ζ : ]−T, T [→ M a smooth horizontal curve parametrized by
arc length. In order to do this, we need to understand the asymptotics of
ﬁelds of the form
∇XΓs (ζ(t))
when t goes to s.
We start with a lemma that links the quantity we are focusing on to the
second diﬀerential of the squared distance from ζ(s).
Lemma 5.3.1. If X and Y are two smooth vector ﬁelds on Σs, then
δ˜sg (∇XΓs, Y ) = 1
2
XY δ˜2s −
(
Xδ˜s
)(
Y δ˜s
)
− δ˜sg (Γs,∇XY ) .
Proof. We write
δ˜sg (∇XΓs, Y ) = δ˜sXg (Γ, Y )− δ˜sg (Γs,∇XY )
= δ˜sXY δ˜s − δ˜sg (Γs,∇XY )
=
1
2
XY δ˜2s −
(
Xδ˜s
)(
Y δ˜s
)
− δ˜sg (Γs,∇XY ) .
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In order to use the previous lemma to compute the asymptotics of ∇XΓs,
we must understand the term XY δ˜2s . The second diﬀerential of the distance
from a point has already been studied in [ABR17] and [ABR18] but in a
somewhat diﬀerent setting than ours. We adapt the proof of the precited
papers to our own framework. In order to do this, we must introduce the
normal moving frame along the Hamiltonian lift of a geodesic that was in-
troduced by Zelenko and Li [ZL09].
Theorem 5.3.2. [ZL09] Let us consider M a (2n+ 1)−dimensional con-
tact sub-Riemannian manifold and γ : R → T ∗M an integral line of the
Hamiltonian vector ﬁeld ~H. Along the trajectory of γ there exist (Ei, Fi)
2n
i=0
a smooth frame of T ∗M and a one-parameter family of matrices R(t) that
smoothly depend on t such that
pi∗ (Ei) = 0, σ (Ei, Fj)− δi,j = σ (Ei, Ej) = σ (Fi, Fj) = 0,
and
L ~HE0 (γ(t)) = E1 (γ(t)) ,
L ~HEi (γ(t)) = −Fi (γ(t)) for i > 1,
L ~HF1 (γ(t)) =
∑2n
j=0R1,j(t)Ej (γ(t))− F0 (γ(t)) ,
L ~HFi (γ(t)) =
∑2n
j=0Ri,j(t)Ej (γ(t)) for i 6= 1.
Such a frame (Ei, Fi)
2n
i=0 is called a normal moving frame.
Moreover, if (Ei, Fi)
2n
i=0 is a normal moving frame along γ, any other
frame
(
E˜i, F˜i
)2n
i=0
is a normal moving frame if and only if there exists O a
constant orthogonal matrix such that(
E˜i, F˜i
)2n
i=2
= (OEi, OFi)
2n
i=2 .
The geometric interpretation of a normal moving frame is made easier
by the following lemma.
Lemma 5.3.3. Inside a contact sub-Riemannian space M , let us consider
γ : R → M a geodesic parametrized by arc length that corresponds to the
projection of γ : R → T ∗M . For (Ei, Fj)2ni=0 a normal moving frame, we
have that
(pi∗ (Fi (γ(t))))2ni=1
is an orthonormal frame of the distribution evaluated at γ(t).
Moreover, pi∗
(
F1
(
ζ(t)
))
is colinear to Jγ′(t).
Furthermore, it is possible to choose a normal moving frame such that
F2 coincides with ~H. In this case, for every t ∈ R, pi∗
(
F2
(
ζ(t)
))
is equal to
γ′(t).
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Proof. The fact that
(pi∗ (Fi (γ(t))))2ni=1
is an orthonormal frame of the distribution is proved in [ABR18, Lemma
7.9].
We still need to prove that pi∗ (F1 (γ(t))) is colinear to Jγ′(t). Let us
choose s close enough to t so that γ(s) is a smooth point around γ(t), which
is possible thanks to Corollary 3.2.6. By symmetry with respect to q1 and q2
two points of the deﬁnition of q1 is a smooth point around q2, we can say
that γ(t) is a smooth point around γ(s). As a consequence next to γ(t) we
can considerG, the ﬁeld representing the velocity of the minimizing geodesic
parametrized by arc length that leaves from γ(s) and reaches the point we
are considering.
We now can write, for i ∈ J1, 2nK,
gγ(t)
(
pi∗Fi, Jγ′
)
= dωγ(t)
(
pi∗Fi, γ′
)
= ω (LGpi∗Fi) by Cartan and since G and pi∗Fi ∈ kerω.
= ω
(
pi∗L ~HFi
)
as a consequence of Theorem 3.4.3.
=
{
0 if i ∈ J2, 2nK,
−ω (F0 (γ(t))) if i = 1. (5.2)
Since we already know that (pi∗ (Fi (γ(t))))2ni=1 is orthonormal, the only pos-
sibility for (5.2) to be satisﬁed is that pi∗ (F1 (γ(t))) is colinear to Jγ′(t).
The fact that there exists a normal moving frame along γ such that
F2 coincides with the Hamiltonian vector ﬁeld ~H can be derived from the
computations in [ABR18, Section 7.5.4], not only in the three dimensional
case, but more generally in the contact case.
The notion of normal moving frame along the Hamiltonian lift of a
geodesic is used to prove the following. Since the proof of this next re-
sult is quite technical and is not one of the main goals of this thesis, we
postpone it to Appendix C.
Proposition 5.3.4. Let M be a contact sub-Riemannian space and ζ :] −
T, T [→ M be a smooth horizontal curve parametrized by arc length. In an
orthonormal frame of the distribution whose two ﬁrst elements are the ﬁelds(
Γs,
JΓs
‖JΓs‖
)
, the matrix of the bilinear form
Tζ(t)M × Tζ(t)M −→ R
(X,Y ) 7−→ gζ(t) (∇XΓs, Y )
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is equal to 
0 0
0 − 4δs(t)
(0)
− 1δs(t) (0)
(0)
. . .
(0) − 1δs(t)
+O (1) .
5.4 Asymptotics of the distance between two close
points along a horizontal curve
We start this section by writing the simplest form of asymptotics of the
distance between two points along a horizontal curve parametrized by arc
length. That corresponds to the result we can ﬁnd in [Mon01, Theorem
1.3.5].
Proposition 5.4.1. [Mon01, Theorem 1.3.5]. Let M be a contact sub-
Riemannian manifold and ζ :] − T, T [→ M be a smooth horizontal curve
parametrized by arc length. For any s ∈]− T, T [ we have
δs(t)
t− s
t→s+−→ 1.
We now have all the tools to understand the equation in Proposition
5.1.3.
Lemma 5.4.2. Let M be a contact sub-Riemannian space and ζ :]−T, T [→
M be a smooth horizontal curve parametrized by arc length. For any s ∈
]− T, T [ we have
δ˙s(t)
t→s−→ 1, Γs (ζ(t)) t→s−→ T (ζ(s)) and ‖Ss(t)‖ = O (t− s) .
Proof. In this proof, we only consider times greater than s. The proof for
times smaller than s is similar.
In terms of notations, let us write T to stand for a normalized horizontal
vector ﬁeld extending the velocity of ζ, and let us consider (Γs, X2, ..., X2n)
an orthonormal frame of the distribution along ζ. We have
d
dt
‖Ss(t)‖ = 1
2 ‖Ss(t)‖
d
dt
‖Ss(t)‖2 ,
=gζ(t)
(
∇TSs, Ss(t)‖Ss(t)‖
)
since ∇ is compatible with g,
=− δ˙s(t)
2n∑
i,j=2
gζ(t)
(∇XjΓs, Xi) gζ(t) (Ss, Xj) gζ(t)( Ss‖Ss‖ , Xi
)
+ gζ(t)
(
∇TT− δ˙2s(t)h0,s
JΓs
‖JΓs‖2
,
Ss
‖Ss‖
)
, (5.3)
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where the last line of the previous identity comes from Proposition 5.1.3 and
Corollary 3.4.7.
Now the term
∇T(ζ(t))T− δ˙2s(t)h0,s (ζ(t))
JΓs (ζ(t))
‖JΓs (ζ(t))‖2
(5.4)
that appears in (5.3) is bounded for t near s since T is smooth along ζ, Γs
has norm one and since h0,s (ζ(t))
t→s−→ hζ(s), according to Theorem 5.2.5.
Equation (5.3) combined with the boundedness of (5.4) and Proposition
5.3.4 allows us to state that
d
dt
‖Ss(t)‖ = − δ˙s(t)
δs(t)
(
‖Ss(t)‖+ 3‖Ss‖gζ(s)
(
JΓ
‖JΓ‖ ,Ss
)2)
+O(1). (5.5)
Now we notice that according to (5.1), for t ∈ ]−T, s[ ∪ ]s, T [,
1 = δ˙2s(t) + ‖Ss(t)‖2 . (5.6)
As a consequence, another formulation of (5.5) is
δ¨s(t)δ˙s(t)√
1− δ˙2s(t)
=
δ˙s(t)
δs(t)
(√
1− δ˙2s(t) +
3
‖Ss‖gζ(s)
(
JΓ
‖JΓ‖ ,Ss
)2)
+O(1).
(5.7)
Let us assume that δ˙s(t) does not tend to one as t tends to s
+ in order to
obtain a contradiction.
Let us ﬁrst notice that δ˙s(t) cannot tend to −1 as t tends to s+ or by
integration we would obtain that δs would assume negative values, which is
impossible for a distance. The assumption that δ˙s(t) does not tend to one
as t tends to s+ is therefore equivalent to saying that
∣∣∣δ˙s(t)∣∣∣ does not tend
to one as t tends to s+. This means that there exists ε > 0 such that for any
η > 0 there exists t ∈]s, s+ η[ such that∣∣∣δ˙s(t)∣∣∣ 6 1− ε. (5.8)
Now for times t > s that satisfy condition (5.8), since δs(t) = dist (ζ(s), ζ(t)) 6
t− s we have
1
δs(t)
(√
1− δ˙2s(t) +
3
‖Ss‖gζ(s)
(
JΓ
‖JΓ‖ ,Ss
)2)
>
√
1− δ˙2s(t)
δs(t)
>
√
2ε− ε2
t− s .
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As a consequence, for t∗ > s that satisﬁes condition (5.8) close enough to s,
the term O(1) in (5.7) can be neglected in comparison with the other term
at the right hand side of the identity (5.7) and for such a t∗,
δ¨s (t∗) > 0.
This implies that for such a t∗, δ˙s(t) is "trapped" in the interval [−1, 1− ε]
for s < t 6 t∗. By integrating the inequality δ˙s(t) 6 1 − ε for t 6 t∗ we
obtain
δs(t) 6 (1− ε) (t− s) . (5.9)
But (5.9) cannot occur, since according to Proposition 5.4.1.
δs(t)
t− s
t→s+−→ 1.
We obtain a contradiction and our initial assumption that δ˙s(t) does not
tend to one as t tends to s+ is therefore disproved. By using (5.6) we obtain
δ˙s(t)
t→s−→ 1 and ‖Ss(t)‖ t→s−→ 0. (5.10)
The convergence of Γs (ζ(t)) to T (ζ(s)) as t goes to s is then a conse-
quence of Proposition 5.1.2 and of (5.10).
We still need to prove that for s ∈ ]−T, T [, ‖Ss(t)‖ = O (t− s). To do
so, we come back to (5.3), from which we deduce by using Proposition 5.3.4,
that for t close enough to s to have δ˙s(t) > 0, the following inequality holds:
d
dt
‖Ss(t)‖ 6 δ˙s(t)
δs(t)
‖Ss(t)‖+ gζ(t)
(
∇TT− δ˙2s(t)h0,s
JΓs
‖JΓs‖2
,
Ss
‖Ss‖
)
+O (‖Ss(t)‖) .
The previous identity can be rewritten as
d
dt
(δs(t) ‖Ss(t)‖) 6δs(t)gζ(t)
(
∇TT− δ˙2s(t)h0,s
JΓs
‖JΓs‖2
,
Ss
‖Ss‖
)
+O (δs(t) ‖Ss(t)‖) . (5.11)
Now since ‖Ss‖ 6 1, we have δs(t) ‖Ss(t)‖ t→s−→ 0. As a consequence, by
integrating (5.11) between time s and time t we ﬁnd out that
δs(t) ‖Ss(t)‖ 6
∫ t
s
δs(u)gζ(u)
(
∇TT− δ˙2s(u)h0,s
JΓs
‖JΓs‖2
,
Ss
‖Ss‖
)
du (5.12)
+
∫ t
s
O (δs(u) ‖Ss(u)‖) du.
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We already noticed during this proof that the term ∇TT − δ˙2s(u)h0,sJΓs is
bounded, so by applying Grönwall's Lemma to (5.12) we obtain
δs(t) ‖Ss(t)‖ 6
∫ t
s
δs(u)gζ(u)
(
∇TT− δ˙2s(u)h0,s
JΓs
‖JΓs‖2
,
Ss
‖Ss‖
)
du
+
∫ t
s
u2du.
By once again using the boundedness of ∇TT− δ˙2s(u)h0,s JΓs‖JΓs‖2 and the fact
that δs(t) ∼ t− s we deduce that
‖Ss(t)‖ = O (t− s) .
We carry on our study of the diﬀerential equation that appears in Propo-
sition 5.1.3 by studying the frame in which the identity is written.
Lemma 5.4.3. Let M be a contact sub-Riemannian manifold, and ζ :] −
T, T [→ M be a smooth horizontal curve parametrized by arc length. Along
ζ, we consider a smooth orthonormal frame of the distribution(
T,
JT
‖JT‖ , X˜3, X˜4, ..., X˜2n
)
.
By applying the Gram-Schmidt process from left to right to(
Γs,
JΓs
‖JΓs‖ , X˜3, X˜4, ..., X˜2n
)
,
we build a new frame
(Xi)
2n
1=1 .
This new frame, which satisﬁes X1 = Γs, X2 =
JΓs
‖JΓs‖ is continuous at ζ(s).
Moreover, for i ∈ J1, 2nK we have,
∇T(ζ(t))Xi
is bounded as t tends to s.
Proof. The ﬁrst fact we point out is that we know from Lemma 5.4.2 that
Γs (ζ(t))
t→s−→ T (ζ(s)) (5.13)
As a consequence, since(
T,
JT
‖JT‖ , X˜3, X˜4, ..., X˜2n
)
.
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is chosen to be a frame of the distribution along ζ, then for times t close
enough to s,(
Γs (ζ(t)) ,
JΓs
‖JΓs‖ (ζ(t)) , X˜3 (ζ(t)) , ..., X˜2n (ζ(t))
)
,
is also a frame of the distribution. It therefore makes sense to apply the
Gram-Schmidt algorithm to the previous family. We add that (5.13) also
means that the family to which we apply the Gram-Schmidt algorithm is
continuous, which entails that the family (Xi)
2n
i=1 is also continuous.
Now along ζ
∇T(ζ(t))Γs = δ˙s(t)∇Γs(ζ(t))Γs +∇Ss(t)Γs according to Proposition 5.1.2,
= δ˙s(t)h0,s (ζ(t))
JΓs (ζ(t))
‖JΓs (ζ(t))‖2
+∇Ss(t)Γs by Corollary 3.4.7.
The expression of ∇T(ζ(t))Γs that we just obtained, combined with Theorem
5.2.5, Proposition 5.3.4 and Lemma 5.4.2, shows that ∇T(ζ(t))Γs is bounded
as t tends to s.
By deﬁnition of the Gram-Schmidt process, all the vector ﬁelds Xi have
an explicit expression in terms of Γs, JΓs and the vector ﬁelds X˜j . By using
these expressions and the Tanno tensor to compute ∇T(ζ(t))Xi and since we
already proved that ∇T(ζ(t))Γs is bounded as t tends to s, we can conclude
that all the ﬁelds ∇T(ζ(t))Xi are bounded as t tends to s.
The reason why the previous Lemma is relevant is that it provides us
with a frame where we can rewrite Proposition 5.1.3.
Lemma 5.4.4. Let M be a contact sub-Riemannian manifold and ζ :] −
T, T [→ M be a smooth horizontal curve parametrized by arc length. We
denote by T a normalized horizontal extension of the velocity of ζ. We also
consider along ζ an orthonormal frame of the distribution(
Γs,
JΓs
‖JΓs‖ , X3, ..., X2n
)
such as described in Lemma 5.4.3.
We have
d
dt
(
δ4s(t)gζ(t)
(
Ss,
JΓs
‖JΓs‖
))
= δ4s(t)
(
hζ(t)
‖JT(ζ(t))‖ −
h0,s(ζ(t))
‖JΓs(ζ(t))‖
)
+O (δ4s(t) ‖Ss(t)‖) ,
d
dt
(
δs(t)gζ(t) (Ss, Xi)
)
= δs(t)gζ(t) (∇TT, Xi) +O (δs(t) ‖Ss(t)‖) ,
where i belongs to J3, 2nK.
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Proof. For i ∈ J2, 2nK,
d
dt
gζ(t) (Ss, Xi) = gζ(t) (∇TSs, Xi)− gζ(t) (Ss,∇TXi)
= gζ(t) (∇TSs, Xi) +O (‖Ss(t)‖) by Lemma 5.4.3.
= −δ˙s(t)
m∑
j=2
gζ(t)
(∇XjΓs, Xi) gζ(t) (Ss, Xj) +O (‖Ss(t)‖)
+ gζ(t)
(
∇TT− δ˙2s(t)∇ΓsΓs, Xi
)
by Proposition 5.1.3.
We now use Proposition 5.3.4 to carry on our computation
d
dtgζ(t)
(
Ss,
JΓs
‖JΓs‖
)
= −4 δ˙s(t)δs(t)gζ(t)
(
Ss,
JΓs
‖JΓs‖
)
+O (‖Ss(t)‖)
+gζ(t)
(
∇TT− δ˙2s(t)∇ΓsΓs, JΓs‖JΓs‖
)
,
d
dtgζ(t) (Ss, Xi) = − δ˙s(t)δs(t)gζ(t) (Ss, Xi) +O (‖Ss(t)‖)
+gζ(t)
(
∇TT− δ˙2s(t)∇ΓsΓs, Xi
)
for i ∈ J3, 2nK .
(5.14)
To transform this system let us point out several facts. First of all, according
to (5.1) we have
δ˙s (t) = 1 +O
(
‖Ss(t)‖2
)
. (5.15)
Then we write
gζ(t)
(
∇TT, JΓs‖JΓs‖
)
= gζ(t)
∇TT, J
(
δ˙s(t)Γs
)
∥∥∥J (δ˙s(t)Γs)∥∥∥

= gζ(t)
(
∇TT, JT‖JT‖
)
+O (‖Ss(t)‖) by Prop. 5.1.2,
=
hζ(t)
‖JT (ζ(t))‖ +O (‖Ss(t)‖) by Deﬁnition 3.3.2.
(5.16)
To obtain the result that we stated in the proposition we are focusing on, we
start by considering system (5.14). We multiply its ﬁrst equation by δ4s(t)
and we multiply the family of equations indexed on i ∈ J3, 2nK by δs(t). To
the equations we just found, we apply (5.15), (5.16), Corollary 3.4.7 and the
boundedness of h0,s (ζ(t)) that comes from Theorem 5.2.5 and we reach the
conclusion we were looking for.
We are ready to state a theorem.
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Theorem (1.1.8). Let M be a contact sub-Riemannian manifold. If ζ :
] − T, T [→ M is a smooth horizontal curve parametrized by arc length then
for every s ∈]− T, T [ and t ∈]s, T [,
δs(t) = (t− s)−
k2ζ,1(s)
12
(t− s)3 + o
(
(t− s)3
)
,
where we recall that kζ,1 is the ﬁrst geodesic curvature introduced in Deﬁnition
3.4.5.
Proof. We start by pointing out that according to Theorem 5.2.5 and Lemma
5.4.2,
hζ(t)
‖JT (ζ(t))‖ −
h0,s (ζ(t))
‖JΓs (ζ(t))‖
s→t−→ 0 (5.17)
We deduce from Lemma 5.4.4 combined with (5.17) and Lemma 5.4.2 that
d
dt
(
δ4s(t)gζ(t)
(
Ss,
JΓs
‖JΓs‖
))
= o
(
δ4s(t)
)
(5.18)
We recall that according to Proposition 5.4.1, δs(t)
t→s∼ t−s so by integrating
(5.18) between s and t, we obtain
gζ(t)
(
Ss,
JΓs
‖JΓs‖
)
= o (t− s) . (5.19)
Let us now consider (Xi)
2n
i=1 an orthonormal frame of the distribution such
as described in Lemma 5.4.3. We insist on the fact that according to the
lemma where the frame (Xi)
2n
i=1 is introduced, this frame is continuous at
ζ(s). We use Lemma 5.4.2 to deduce from Lemma 5.4.4 that for i ∈ J3, 2nK,
d
dt
(
δs(t)gζ(t) (Ss, Xi)
)
= (t− s) g (∇T(ζ(s))T, Xi(ζ(s)))+ o ((t− s)) .
By integrating the previous Taylor expansion bewteen s and t we deduce
that
gζ(t) (Ss, Xi) =
t− s
2
g
(∇T(ζ(s))T, Xi(ζ(s)))+ o ((t− s)) . (5.20)
We summarize (5.19) and (5.20) by saying that
Ss (t) =
t− s
2
Π⊥JT(ζ(s))
(∇T(ζ(s))T)+ o ((t− s)) ,
where Π⊥JT(ζ(s)) stands for the orthogonal projection on 〈JT (ζ(s))〉⊥. This
last identity allows us to conclude by applying (5.1) and Deﬁnition 3.4.5.
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We now go deeper in the expansion of the distance between two close
points of a horizontal curve ζ parametrized by arc length. More precisely
we focus on the case where the ﬁrst corrective term in the expansion of the
distance between ζ(s) and ζ(t), that we computed in the previous theorem,
vanishes all along ζ. To do this without getting lost in computations, we
assume that J2 = −Id.
Theorem (1.1.9). Let M be a contact sub-Riemannian manifold such that
J2 = −Id. If ζ :]− T, T [→ M is a smooth horizontal curve parametrized by
arc length such that for every s ∈]− T, T [ and t > s,
δ˙s(t) = 1−K(s) (t− s)4 + o
(
(t− s)4
)
,
then
K(s) =
k2ζ,2(s)
288
,
where we recall that kζ,2 is the second geodesic curvature introduced in Deﬁ-
nition 3.4.5.
Proof. Under the hypotheses we made, for every s ∈]− T, T [,
δs(t) = (t− s) + o
(
(t− s)3
)
,
so using Theorem 1.1.8 (previously proved in section 5.4) we deduce that
∇T(ζ(s))T is colinear to JT (ζ(s)). Since we assumed that J2 = −Id, J is an
isometry. So by Deﬁnition 3.3.2 we have for every s ∈]− T, T [,
∇T(ζ(s))T = hζ(s)JT (ζ(s)) . (5.21)
Now if we consider (Xi)
2n
i=1 an orthonormal frame of the distribution such as
deﬁned in Lemma 5.4.3, we recall that by deﬁntion, along ζ, X2 = JΓs. So
for i ∈ J3, 2nK we can write
gζ(t) (∇TT, Xi) = gζ(t)
(
∇TT− hζ(t)δ˙s(t)JΓs, Xi
)
= gζ(t)
(
hζ(t)J
(
T− δ˙s(t)Γs
)
, Xi
)
by (5.21),
= gζ(t) (hζ(t)JSs), Xi) by applying Proposition 5.1.2.
It follows that for i ∈ J3, 2nK,
gζ(t) (∇TT, Xi) = O (Ss(t)) .
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As a consequence we can apply Lemma 5.4.4:
d
dt
(
δs(t)gζ(t) (Ss, Xi)
)
= O (δs(t) ‖Ss(t)‖) (5.22)
= O
(
δs(t)
∥∥∥∥√1− δ˙2s(t)∥∥∥∥) according to (5.1),
= O
(
(t− s)3
)
,
where the last line comes from the fact that δs(t) ∼ t − s and from the hy-
pothesis concerning the Taylor expansion of δ˙s. We integrate (5.22) between
times s and t and we ﬁnd out that for i ∈ J3, 2nK,
gζ(t) (Ss, Xi) = O
(
(t− s)3
)
. (5.23)
But according to (5.1) and the hypothesis on the expansion of δ˙s,
‖Ss(t)‖ =
√
1− δ˙2s(t) =
√
2K(s) (t− s)2 + o
(
(t− s)2
)
. (5.24)
If we decompose Ss(t) =
∑2n
i=2 gζ(t) (Ss(t), Xi)Xi and take into account
both (5.23) and (5.24), we are able to quantify the asymptotics of Ss(t) in
the direction of X2. Now X2 is equal to JΓs because JΓs has norm one since
J2 = −Id. We end up with
gζ(t) (Ss, JΓs) = ±
√
2K(s) (t− s)2 + o
(
(t− s)2
)
. (5.25)
Now we rewrite the ﬁrst equation of the system in Lemma (5.4.4) by taking
into account that J is an isometry since J2 = −Id. we have
d
dt
(
δ4s(t)gζ(t) (Ss, JΓs)
)
= δ4s(t) (hζ(t)− h0,s (ζ(t))) +O
(
δ4s(t) ‖Ss(t)‖
)
Similarly to (5.22) and (5.23), we deduce from the previous identity that
gζ(t) (Ss, JΓs) =
1
δ4s(t)
∫ t
s
δ4s(u) (hζ(u)− h0,s (ζ(u))) du+O
(
(t− s)3
)
.
(5.26)
We now focus more particularly on the term hζ(t)− h0,s (ζ(t)).
d
dt
(hζ(t)− h0,s (ζ(t))) =h˙ζ(t)−
(
δ˙s(t)Γs (ζ(t)) +Ss (ζ(t))
)
h0,s
=h˙ζ(t) + δ˙s(t)gζ(t) (Tor (Γs, X0) ,Γs) (5.27)
−Ss (ζ(t))h0,s by applying Corollary 3.4.7.
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We need to compute Ss (ζ(t))h0,s. Once again, since J2 = −Id, J is an
isometry so we can apply Lemma 3.3.5 to write, for any vector V ∈ TΣs,
V h0,s = V X0δ˜s,
= V X0δ˜s −X0 (ζ(t))V δ˜s, (5.28)
because V ⊥ Γs = gradδ˜s, according to Proposition 5.1.2 and Theorem 3.2.3.
We carry on computation (5.28),
V h0,s = [V,X0] δ˜s,
= g ([V,X0] ,Γs) as Γs = gradδ˜s by Theorem 3.2.3,
= g (∇VX0 −∇X0V − Tor (V,X0) ,Γs)
= −g (∇X0V + Tor (V,X0) ,Γs) as X0 = 0 by Theo. 3.1.3,
= −g (∇X0V,Γs)− gζ(t) (Tor (V,X0) ,Γs)
= −X0g (V,Γs) + g (V,∇X0Γs)
− g (Tor (V,X0) ,Γs) as ∇ is compatible with g,
= g (V,∇X0Γs)− g (Tor (V,X0) ,Γs) as V ⊥ Γs. (5.29)
In order to understand the term g (V,∇X0Γs) in the previous computation,
we start by writting
[Γs, JΓs] = ∇ΓsJΓs −∇JΓsΓs − Tor (Γs, JΓs) ,
= ∇ΓsJΓs −∇JΓsΓs − dω (Γs, JΓs)X0 by Theorem 3.1.3,
= ∇ΓsJΓs −∇JΓsΓs − g
(
Γs, J
2Γs
)
X0 by deﬁnition of J ,
= ∇ΓsJΓs −∇JΓsΓs +X0 since J2 = −Id and ‖Γs‖ = 1,
= Q (Γs, JΓs) + J∇ΓsΓs −∇JΓsΓs +X0 by Deﬁnition 3.1.4,
= Q (Γs, JΓs)− h0,sΓs −∇JΓsΓs +X0 by Cor. 3.4.7 as J2 = −Id.
(5.30)
From (5.30) we extract an expression of X0 which we can use to compute
∇X0Γs = ∇[Γs,JΓs]Γs +∇∇JΓsΓsΓs −∇Q(Γs,JΓs)Γs + h0,s∇ΓsΓs
= ∇[Γs,JΓs]Γs +∇∇JΓsΓsΓs −∇Q(Γs,JΓs)Γs + h20,sJΓs by Cor. 3.4.7,
= ∇Γs (∇JΓsΓs)−∇JΓs (∇ΓsΓs)− Curv (Γs, JΓs,Γs)
+∇∇JΓsΓsΓs −∇Q(Γs,JΓs)Γs + h20,sJΓs,
where Curv represents the curvature tensor of connection ∇, that is for ex-
ample used in Riemannian geometry with the Levi-Civita connection instead
of the Tanno connection. We continue the previous computation by writing
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that
∇X0Γs = ∇Γs (∇JΓsΓs)−∇JΓs (h0,sJΓ)− Curv (Γs, JΓs,Γs)
+∇∇JΓsΓsΓs −∇Q(Γs,JΓs)Γs + h20,sJΓs by Cor. 3.4.7 as ‖J‖ = 1,
= ∇Γs (∇JΓsΓs)− (JΓsh0,s) JΓ− h0,s∇JΓsJΓ− Curv (Γs, JΓs,Γs)
+∇∇JΓsΓsΓs −∇Q(Γs,JΓs)Γs + h20,sJΓs
= ∇Γs (∇JΓsΓs)− (JΓsh0,s) JΓ− h0,sJ∇JΓsΓ +Q (Γs, JΓs)
− Curv (Γs, JΓs,Γs) +∇∇JΓsΓsΓs −∇Q(Γs,JΓs)Γs + h20,sJΓs.
We used Deﬁnition 3.1.4 to write the last line of the previous computation.
For the next step of this computation, we use (Xi)
2n
i=1 an orthonormal frame
of the distribution that comes from the process described in Lemma 5.4.3.
We write
∇X0Γs = ∇Γs (∇JΓsΓs)− (JΓsh0,s) JΓ− h0,sJ∇JΓsΓ +Q (Γs, JΓs)
− Curv (Γs, JΓs,Γs) +
2n∑
i=2
g (∇JΓsΓs, Xi)∇XiΓs −∇Q(Γs,JΓs)Γs
(5.31)
+ h20,sJΓs.
Now we need to understand the asymptotics along curve ζ of each of the eight
terms at the right hand side of (5.31) in order to discover the asymptotics of
∇X0(ζ(t))Γs as t goes to s. We simply explain which are the key properties
that enable us to evaluate the asymptotics of each term. The major tool we
use is Proposition 5.3.4. Moreover, to show that ﬁve of the eight terms at
the right hand side of (5.31) are in fact negligible when ζ(t) goes to ζ(s), we
notice that
i. h0,s (ζ(t)) is bounded as t goes to s thanks to Theorem 5.2.5.
ii. terms Curv (Γs, JΓs,Γs) (ζ(t)) and Q (Γs, JΓs) are bounded for t going
to s.
iii. term Q (Γs, JΓs) is horizontal by Deﬁnition 3.1.4 since the diﬀerential
of a horizontal vector ﬁelds with respect to the Tanno connection is
horizontal by Theorem 3.1.3.
If we combine all the element we just presented with equation (5.31), we
ﬁnd out that the higest order terms at the right hand side of (5.31) are
∇Γs (∇JΓsΓs), (JΓsh0,s) JΓ and the term g (∇JΓsΓs, JΓs)∇JΓsΓs in the
sum. More precisely, we ﬁnd out that
∇X0(ζ(t))Γs = − (JΓsh0,s) JΓs +
12
(t− s)2JΓs +O
(
1
t− s
)
.
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We can replace JΓsh0,s by its expression given by (5.29) in the previous
formula and we obtain
∇X0(ζ(t))Γs + gζ(t) (∇X0Γs, JΓs) JΓs =
12
(t− s)2JΓs +O
(
1
t− s
)
.
As a consequence,
∇X0(ζ(t))Γs =
6
(t− s)2JΓs +O
(
1
t− s
)
.
We now apply (5.29) and we ﬁnd out that
Ss (ζ(t))h0,s =
6
(t− s)2 gζ(t) (Ss, JΓs) +O
(‖Ss (ζ(t))‖
t− s
)
. (5.32)
If we use (5.1) to express ‖Ss (ζ(t))‖ in terms of δ˙s (ζ(t)) - whose Taylor
expansion is given as a hypothesis of the Theorem we are proving - we deduce
from (5.32) that
Ss (ζ(t))h0,s =
6
(t− s)2 gζ(t) (Ss, JΓs) +O (t− s) . (5.33)
At this point, combining (5.33) and Lemma 5.4.2, it is possible to deduce
from (5.27) that
d
dt
(hζ(t)− h0,s (ζ(t))) =h˙ζ(s) + gζ(s) (Tor (T, X0) ,T)
− 6
(t− s)2 gζ(t) (Ss, JΓs) + o (1) .
In the previous formula, we can replace the term h˙ζ(s)+gζ(s) (Tor (T, X0) ,T)
by the second geodesic curvature kζ,2(s) according to Deﬁnition 3.4.5 and
the fact that J is an isometry since by assumption, J2 = −Id. We obtain
d
dt
(hζ(t)− h0,s (ζ(t))) =kζ,2(s)− 6
(t− s)2 gζ(t) (Ss, JΓs) + o (1) . (5.34)
We can now integrate (5.34) between t and s to ﬁnd an expression of hζ(t)−
h0,s (ζ(t)) which we substitute to hζ(t)− h0,s (ζ(t)) in identity (5.26). Then
we replace all the occurences of gζ(t) (Ss, JΓs) by its expression given by
(5.25) in the equality we obtain by this process. We are left with an equation
linking two Taylor expansion from which we deduce the result we wanted to
prove.
Corollary (1.1.10). Let M be a contact sub-Riemannian space such that
J2 = −Id and ζ :] − T, T [→ M be a smooth horizontal curve parametrized
by arc length.
85
Curve ζ is a geodesic if, and only if for every time s ∈] − T, T [ and for
t > s,
δ˙s(t) = 1 + o
(
(t− s)4) .
Proof. On the one hand, if ζ is a geodesic, then for any s ∈]− T, T [ and for
t > s close enough to s,
δs(t) = t− s.
As a consequence, for any s ∈]− T, T [ and for t > s close enough to s,
δ˙s(t) = 1.
On the other hand, let us assume that for every s ∈]−T, T [ and for t > s,
δ˙s(t) = 1 + o
(
(t− s)4) . (5.35)
By integrating the previous Taylor expansion between s and t we ﬁnd out
that for every s ∈]− T, T [ and for t > s,
δs(t) = (t− s) + o
(
(t− s)5) .
Thanks to Theorem 1.1.8 (previously proved in section 5.4), this means that
for every s ∈]−T, T [, ∇T(ζ(s))T is parallel to JT (ζ(s)), where T is a normal-
ized horizontal extension of the speed of ζ. By Deﬁnition 3.3.2, this means
that for any s ∈]− T, T [
∇T(ζ(s))T =
hζ(s)
‖JT (ζ(s))‖2JT (ζ(s)) . (5.36)
Moreover, thanks to Theorem 1.1.9 (previously proved in section 5.4), we
deduce from (5.35) that for every s ∈]− T, T [,
h˙ζ(s)− gζ(s) (Tor (T, X0) ,T) = 0. (5.37)
Notice that since J2 = −Id, J is an isometry and ‖JΓs‖ = 1, (5.36) and
(5.37) correspond to the necessary and suﬃcient conditions for ζ to be a
geodesic that we ﬁnd in Proposition 3.4.4.
Corollary 5.4.5. Let M be a contact sub-Riemannian manifold such that
J2 = −Id and ζ :] − T, T [→ M be a smooth horizontal curve parametrized
by arc length whose velocity we extend by the normalized horizontal ﬁeld T.
We assume that for every s ∈]− T, T [, vector Γs (ζ(t)) smoothly depends on
t > s, even at t = s.
If for every s ∈]− T, T [ and for t > s,
δs(t) = (t− s) + o
(
(t− s)3) ,
then for any s ∈]− T, T [ and for t > s,
δs(t) = (t− s)−
k2ζ,2(s)
1440
(t− s)5 +O (t6) .
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Proof. Let us start by noticing that for s ∈]−T, T [, the smoothness of Γs (t)
for times t > s entails the same regularity for δs(t) and Ss(t). Indeed, by
Theorem 3.2.3,
δ˙s(t) = gζ(t) (T,Γs) ,
and by Proposition 5.1.2,
Ss(t) = T (ζ(t))− δ˙s(t)Γs (ζ(t)) .
Now, according to the regularity of δs we just proved, it is possible for every
s ∈] − T, T [, to diﬀerentiate the Taylor expansion of δs(t) that we assumed
as a hypothesis. For t > s, we ﬁnd
δ˙s(t) = 1 + o
(
(t− s)2) . (5.38)
Now we use (5.1) and we deduce from (5.38) that
‖Ss(t)‖ = o (t− s) . (5.39)
But since we started by proving thatSs is smooth, even at time s, we deduce
from (5.39) that
‖Ss(t)‖ = O
(
(t− s)2
)
. (5.40)
We combine (5.1) with (5.40) and we ﬁnd out that
δ˙s(t) = 1 +O
(
(t− s)4)
for t > s. We know that δ˙s(t) is smooth for t > s even at t = s. As a
consequence, we can write a more precise Taylor expansion than the previous
one.
δ˙s(t) = 1−K(s)(t− s)4 +O
(
(t− s)5) , (5.41)
for t > s. The value of K(s) for any s ∈]− T, T [ is given by Theorem 1.1.9
(previously proved in section 5.4), so we only need to integrate (5.41) to
obtain the result we were looking for.
5.5 The (2n+ 1)−Heisenberg structures
In this section we consider, for n a positive integer, the (2n+ 1)-dimensional
Heisenberg group H2n+1. Our goal is to prove that in this space, the hy-
potheses of Corollary 5.4.5 are satisﬁed along any smooth horizontal curve
parametrized by arc length, which allows us to deduce Theorem 1.1.11.
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H2n+1 is R2n+1 whose coordinates we denote as (x1, y1, ..., xn, yn, z) and
which is endowed with a group law given by
(xi, yi, z) ∗ (x˜i, y˜i, z˜) =
(
xi + x˜i, yi + y˜i, z + z˜ +
1
2
∑
i
xiy˜i − yix˜i
)
.
The (2n+ 1)-dimensional Heisenberg group is endowed with a left-invariant
contact sub-Riemannian structure whose distribution is spanned by the or-
thonormal frame
Xi =
∂
∂xi
− yi
2
∂
∂z
, Yi =
∂
∂yi
+
xi
2
∂
∂z
.
A smooth horizontal curve ζ : R → H2n+1 whose expression in coordinates
we denote as (xζ,i, yζ,i, zζ) is a geodesic parametrized by arc length and
leaving from the origin of coordinates at time zero if, and only if there exists
(ω, θi, ri) ∈ R2n+1 that satisﬁes
∑
i r
2
i = 1 such that
xζ,i(t) = ri
cos(ωt+θi)−cos(θi)
ω ,
yζ,i(t) = ri
sin(ωt+θi)−sin(θi)
ω ,
zζ(t) =
ωt−sin(ωt)
ω2
.
(5.42)
For more details concerning H2n+1, see [ABB19, Section 13.2].
Corollary 5.5.1. If ζ :] − T, T [→ H2n+1 is a smooth horizontal curve
parametrized by arc length then for every s ∈] − T, T [, Γs (ζ(t)) smoothly
depends on t > s even at t = s.
Proof. Without loss of generality, we choose s = 0 and we assume that in
the set of coordinates (xi, yi, z) that we introduced on H2n+1, ζ(0) has all
its coordinates equal to zero. According to the expression of the geodesics
leaving from the origin at time zero, for any point q in Σ0,
xi(q) = ri(q)
cos(ω(q)δ0(q)+θi(q))−cos(θi(q))
ω(q) ,
yi(q) = ri(q)
sin(ω(q)δ0(q)+θi(q))−sin(θi(q))
ω(q) ,
z(q) = ω(q)δ(q)−sin(ω(q)δ0(q))
ω2(q)
,
(5.43)
where ω(q), θi(q) and ri(q) are the parameters that deﬁne the minimizing
geodesic that leaves from the origin at arrives at q, with the condition that∑
i r
2
i (q) = 1. Now we can write
x2i (q) + y
2
i (q) = r
2
i (q)
2− 2 cos (ω(q)δ0(q))
ω2 (q)
= 4r2i (q)
sin2
(
ω(q)δ0(q)
2
)
ω2 (q)
.
It follows that along ζ,
sinc2
(
ω (ζ(t)) δ0 (ζ(t))
2
)
=
∑
i x
2
i (ζ(t)) + y
2
i (ζ(t))
δ20 (ζ(t))
t→0−→ 1, (5.44)
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where sinc stands for the cardinal sine function and where the previous limit
comes from Proposition 5.4.1. The limit given in (5.44) implies that
ω (ζ(t)) δ0 (ζ(t))
t→0−→ 0. (5.45)
Moreover we have
ω (ζ(t)) δ (ζ(t))− sin (ω (ζ(t)) δ0 (ζ(t)))
8 sin2
(
ω(ζ(t))δ0(ζ(t))
2
) = z (ζ(t))∑
i x
2
i (ζ(t)) + y
2
i (ζ(t))
,
If we consider
φ : ]− pi, pi[ −→ R
x 7−→ x−sin(x)
8 sin2(x2 )
,
φ is locally invertible around zero. We can therefore write
ω (ζ(t)) δ0 (ζ(t)) = φ
−1
(
z (ζ(t))∑
i x
2
i (ζ(t)) + y
2
i (ζ(t))
)
, (5.46)
Let us justify that the previous expression of ω (ζ(t)) δ0 (ζ(t)) is smooth at
t = 0. First of all, both z (ζ(t)) and
∑
i x
2
i (ζ(t)) + y
2
i (ζ(t)) are smooth since
ζ is smooth. Since ζ is parametrized by arc length, we have∑
i
x2i (ζ(0)) + y
2
i (ζ(0)) =
d
dt |t=0
∑
i
x2i (ζ(t)) + y
2
i (ζ(t)) = 0 and
d2
dt2 |t=0
∑
i
x2i (ζ(t)) + y
2
i (ζ(t)) = 2.
Moreover since ζ is horizontal and leaves from the origin at time zero we
have that
z(ζ(0)) =
d
dt |t=0
z(ζ(t)) = 0.
We have all the elements to apply Lemma 4.4.4 to prove the smoothness
of z(ζ(t))∑
i x
2
i (ζ(t))+y
2
i (ζ(t))
, which entails that ω (ζ(t)) δ0 (ζ(t)) is smooth by using
(5.46). Now
δ20 (ζ(t)) =
2z (ζ(t))ω2 (ζ(t)) δ20 (ζ(t))
ω (ζ(t)) δ0 (ζ(t))− sin (ω (ζ(t)) δ0 (ζ(t))) , (5.47)
But the numerator of the right hand side of (5.47) vanishes at a higher order
than is denominator since the left hand side of (5.47) tends to zero. We can
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therefore apply Lemma 4.4.4 and we ﬁnd out that δ20 is also smooth along ζ.
But δ20 (ζ(0)) = 0 and by Proposition 5.4.1,
d
dt |t=0+
δ20 (ζ(t)) = 0 and
d2
dt2 |t=0+
δ20 (ζ(t)) = 2.
Now for t > 0,
δ0 (ζ(t)) = t
√
δ20 (ζ(t))
t2
,
so by applying Lemma 4.4.4, δ0 (ζ(t)) is smooth for t > 0.
We have just proven that ω (ζ(t)) δ0 (ζ(t)) and δ0 (ζ(t)) are smooth for
t > 0. In addition ω (ζ(0)) δ0 (ζ(0)) = 0 and according to Proposition 5.4.1
d
dt |t=0+
δ0 (ζ(t)) = 1. As a consequence, we can apply 4.4.4 to deduce that
ω (ζ(t)) =
ω (ζ(t)) δ0 (ζ(t))
δ0 (ζ(t))
is smooth for t > 0.
At this point, for q ∈ Σ0 we rewrite the equations in (5.43) concerning
xi and yi as(
xi(q)
yi(q)
)
=
ri(q)
ω(q)
(
cos (ω(q)δ0(q))− 1 − sin (ω(q)δ0(q))
sin (ω(q)δ0(q)) cos (ω(q)δ0(q))− 1
)(
cos (θi(q))
sin (θi(q))
)
.
The previous identity implies that if ω(q)δ(q) is not a multiple of 2pi,(
cos (θi(q))
sin (θi(q))
)
=
ω(q)
ri(q)
(
cos (ω(q)δ0(q))− 1 − sin (ω(q)δ0(q))
sin (ω(q)δ0(q)) cos (ω(q)δ0(q))− 1
)−1(
xi(q)
yi(q)
)
.
(5.48)
Moreover for q ∈ Σ0, Γ0(q) is by deﬁnition the velocity of the minimizing
geodesic parametrized by arc length that comes from the origin, so according
to the expression on geodesics leaving from the origin in H2n+1 given in
(5.42), the projection on the coordinates (xi, yi) of Γ0 is
(Γ0(q))i =
(−ri(q) sin (ω(q)δ0(q) + θi(q))
ri(q) cos (ω(q)δ0(q) + θi(q))
)
= ri(q)
(− sin (ω(q)δ0(q)) − cos (ω(q)δ0(q))
cos (ω(q)δ0(q)) − sin (ω(q)δ0(q))
)(
cos (θi(q))
sin (θi(q))
)
.
(5.49)
If in (5.49) we replace
(
cos (θi(q))
sin (θi(q))
)
by its expression given by (5.48), we
ﬁnd a new formula for (Γ0(q))i. Form this new expression of (Γ0(q))i, it
follows that Γ0 (ζ(t)) is smooth for t > 0 since ω (ζ(t)) δ0 (ζ(t)) and ω (ζ(t))
are smooth for t > 0.
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Appendix A
Jacobi ﬁelds and asymptotics
of Lie brackets in the 3D case
In this section, M is a three dimensional contact sub-Riemannian manifold.
We ﬁx p ∈ M a privileged point. We slightly adapt the notation δ˜ to this
section by saying that it represents the function that maps a point to its
distance to p.
We consider
−→
J a vector ﬁeld deﬁned along γ : I → T ∗M an integral
line of the Hamiltonian ﬁeld. We say that
−→
J is a Jacobi ﬁeld when the Lie
derivative L−→
H
−→
J in the direction of
−→
H vanishes along γ.
For γ : I → M a geodesic and −→J a vector ﬁeld along γ, we say that −→J
is a projected Jacobi ﬁeld when there exists γ : I → T ∗M a lift of γ that is
an integral line for the Hamiltonian ﬁeld and
−→
J a Jacobi ﬁeld along γ such
that the natural projection of
−→
J on TM is equal to
−→J .
Notice that we distinguish Jacobi ﬁelds tangent toM from those tangent
to T ∗M by using a calligraphic typography instead of a roman one.
The notion of conjugate points is closely linked to the concept of Jacobi
ﬁelds.
We consider γ : I → T ∗M an integral line of the Hamiltonian vector
ﬁeld. We say that two points γ (t1) and γ (t2) are conjugate along γ when
there exists a Jacobi ﬁeld
−→
J that is not identically zero along γ such that
dpi
(−→
J (γ (t1))
)
= 0 and dpi
(−→
J (γ (t2)) = 0
)
.
Similarly, for γ : I → M a geodesic, we say that points γ (t1) and γ (t2)
are conjugate along γ when there exists a projected Jacobi ﬁeld
−→J along γ
that is not identically zero and such that
−→J (γ (t1)) = 0 and −→J (γ (t2)) = 0.
Since Jacobi ﬁelds are deﬁned along lifts of geodesics, it is important
to understand these lifts of geodesics. The following theorem summarizes
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several results concerning these lifts. [ABB19, 11.6, 11.9 and 11.10] [ABR17,
Theorem 4.1, Rem 4.2]
Theorem A.0.1. Let p ∈M be a reference point, and let us consider Σp ⊂
M the set of smooth points around p, which we recall is the set of points at
which the distance function from p is smooth, or equivalently the complement
of the cut locus.
For q ∈ Σp let us consider γq the minimizing geodesic parametrized by arc
length that leaves from p at time zero and that reaches q, and γq : R→ T ∗M
the lift of γq that is an integral line of the Hamiltonian vector ﬁeld ~H that is
provided by Theorem 3.4.3.
γq is contained in the set H
−1 (1
2
)
, since the geodesic of which it is a lift
is parametrized by arc length. Moreover γq can be computed as follows :
γq
(
δ˜(q)
)
= dq δ˜,
where δ˜ stands for the distance function from p.
We start by establishing a general property of Jacobi ﬁelds. Before we
do this, we introduce technical notations.
Deﬁnition A.0.2. We set
S =
(
H−1
(
1
2
)
∩ T ∗pM
)⋃{
dq δ˜/q ∈ Σp
}
.
We can interpret what this set represents by applying Theorem A.0.1.
Indeed S can be decomposed as the union of the integral lines of that Hamil-
tonian ﬂow that are the lifts to T ∗M of geodesics leaving from p that are
parametrized by arc length and that have not yet reached their cut time with
respect to p. S can be sent through a smooth diﬀeomorphism to a subset of(
H−1
(
1
2
) ∩ T ∗pM)× R.
Proposition A.0.3. For X a vector ﬁeld tangent to T ∗M , V a covector in
T ∗M and t ∈ R, let us denote by
ΦtX(V )
the covector in T ∗M that is reached at time t by the integral line of X that
leaves from V at time 0. The map
F : S −→ F (S) ⊂ (H−1 (12) ∩ T ∗pM)× R
V 7−→
(
Φ
δ˜(pi(V ))
−−→H (V ) , δ˜ (pi (V ))
)
is a diﬀeomorphism whose inverse is :
F−1 : F (S) −→ S(
V, δ
) 7−→ Φδ−→
H
(V ) .
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We can see
(
V, δ
)
as coordinates on the set S. Function δ˜ is thereby
transported from its initial domain Σp to a new domain S, in a most natural
fashion since δ = δ˜ ◦ pi.
At this point, it is possible to link several notations that we have intro-
duced in this paper.
Lemma A.0.4. If we consider
(
V, δ
)
as coordinates on S then
∂
∂δ
=
−→
H (A.1)
and over S,
dpi ◦ −→H = Γ ◦ pi. (A.2)
Proof. Identity (A.1) follows from the expression of map F−1 (see Proposi-
tion A.0.3) while identity (A.2) holds over S as a consequence of the deﬁni-
tion of our set S (Deﬁnition A.0.2) combined with Theorem A.0.1.
Before we prove a result concerning Jacobi ﬁelds, let us state two usefull
lemmas concerning Lie brackets.
Lemma A.0.5. Let X,Y be two horizontal normalized vector ﬁelds. Assume
Y = cos(ψ)X + sin(ψ)JX,
for some smooth function ψ : M → R/2piZ. Then
[Y, JY ] = [X, JX]− gradψ.
Here, if f : M → R is a smooth function, we denote by grad f its
horizontal gradient which is the horizontal vector ﬁeld such that df(X) =
g(grad f,X) for any smooth horizontal X. It is easy to check that
grad f = (X1f)X1 + (X2f)X2. (A.3)
where (X1, X2) is any orthonormal frame of the distribution. The proof of
Lemma A.0.5 follows by direct computation.
The next lemma follows from (3.18) and (3.19).
Lemma A.0.6. If {X1, X2} is an orthonormal frame of the distribution then
for every i, j, k = 0, 1, 2 we have[
Xi, Xj
]
= [Xi, Xj ], (A.4)
which implies
cXk
Xi,Xj
= cXkXi,Xj . (A.5)
Moreover [
∂
∂hXi
, Xj
]
=
[
∂
∂hXi
,
∂
∂hXj
]
= 0. (A.6)
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Lemma A.0.7. Let us consider {X1, X2} an orthonormal frame of the
distribution. There exist two smooth vector ﬁelds
−→
J ⊥ : S → TS and−→
J 0 : S→ TS which we decompose as
−→
J i = αiX1 + β
iX2 + σ
iX0 + j
i
1
∂
∂hX1
+ ji2
∂
∂hX2
+ ji0
∂
∂hX0
,
for i ∈ {⊥, 0}, and that satisfy :
(i) Fields
−→
J ⊥ and
−→
J 0 are Jacobi ﬁelds in the sense that
[
−→
J i,
−→
H ] = 0.
(ii) For every i ∈ {⊥, 0} and for every ﬁxed V in H−1 (12) ∩ T ∗pM ,
σ⊥ ◦ F−1 (V, δ) ∼ δ2
2
and σ0 ◦ F−1 (V, δ) ∼ −δ3
6
.
(iii) For every i ∈ {⊥, 0} and for every covector V in H−1 (12) ∩ T ∗pM ,
dpi
(−→
J i(V )
)
= 0.
Moreover, functions σi are smooth and do not depend on the choice of {X1, X2}.
Proof. By combining the expression of
−→
H given by Proposition 3.4.2 and
that of
−→
J i, to which we add Lemma A.0.5, we can reformulate the condition
[
−→
J i,
−→
H ] = 0 by writing it on the frame
(
X0, X1, X2,
∂
∂hX0
, ∂∂hX1
, ∂∂hX2
)
. If
we project the equation on each of the six directions, the system we obtain
is :
−→
Hσi = hX2α
i − hX1βi−→
Hαi =
(
hX2α
i − hX1βi
)
c11,2 + hX1σ
iη (X1) + hX2σ
ic10,2 + j
i
1−→
Hβi =
(
hX2α
i − hX1βi
)
c21,2 + hX2σ
iη (X2) + hX1σ
ic20,1 + j
i
2−→
Hji1 = −
∑
k
(
hX2hXk
(
αiX1 + β
iX2 + σ
iX0
)
ck1,2
+ck1,2
(
ji2hXk + hX2j
i
k
))
−→
Hji2 = −
∑
k
(
hX1hXk
(
αiX1 + β
iX2 + σ
iX0
)
ck2,1
+ck2,1
(
ji1hXk + hX1j
i
k
))
−→
Hji0 =
∑
j,k,j 6=0
(
hXjhXk
(
αiX1 + β
iX2 + σ
iX0
)
ck0,j
+ck0,j
(
jijhXk + hXjj
i
k
))
.
(A.7)
In order to deﬁne the vector ﬁelds
−→
J ⊥ and
−→
J 0, it is suﬃcient to deﬁne
their values on H−1
(
1
2
) ∩ T ∗pM and the values of −→J ⊥ and −→J 0 on the whole
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space F then follow from diﬀerential equation (A.7). We deﬁne
−→
J ⊥ as equal
to
hX2
∂
∂hX1
− hX1
∂
∂hX2
on H−1
(
1
2
) ∩ T ∗pM while −→J 0 coincides with ∂∂hX0 on that same space.
We now use (A.7) to establish the asymptotics of σ0 and σ⊥ by computing
the successive diﬀerentials of σ and evaluating them at zero. We ﬁnd out
that for any V in H−1
(
1
2
) ∩ T ∗pM ,
σi (V ) = 0
−→
H
(
σi
)
(V ) = hX2(V )α
i(V )︸ ︷︷ ︸
=0
−hX1(V )βi(V )︸ ︷︷ ︸
=0
= 0
−→
H 2
(
σi
)
(V ) = hX2(V )
−→
H
(
αi
)
(V )− hX1(V )
−→
H
(
βi
)
(V )
= hX2(V )j
i
1(V )− hX1(V )ji2(V ).
In particular,
−→
H 2
(
σ⊥
)
(V ) = h2X2(V ) + h
2
X1(V ) = 1 since V ∈ H−1
(
1
2
)
,
and
−→
H 2
(
σ0
)
(V ) = 0.
Furthermore,
−→
H 3
(
σ0
)
(V ) = hX2(V )
−→
H
(
ji1
)
(V )− hX1(V )
−→
H
(
ji2
)
(V )
= −h2X2(V )− h2X1(V ) = −1 since V ∈ H−1
(
1
2
)
.
Now, as we noticed in Lemma A.0.4,
−→
Hn
(
σi
)
(V ) =
∂n
∂δ
n
|δ=0
σi ◦ F−1 (V, δ) ,
which is suﬃcient to conclude concerning the asymptotics we had set to
establish.
The fact that functions σi are smooth and independant of the choice of
(X1, X2) simply comes from the formula:
σi = ω ◦ dpi
(−→
J i
)
.
Before we can apply the previous results concerning Jacobi ﬁelds to study
the asymptotics of the Lie brackets, we need to prove a property concerning
the set S.
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Lemma A.0.8. The following inclusion holds true:
S \
(
H−1
(
1
2
)
∩ T ∗pM
)
⊂ h−1Γ (1) ∩ h−1JΓ (0) .
Proof. Let us consider any covector in S\T ∗pM . It can be written as dq δ˜ for
a certain q in Σp by Deﬁnition A.0.2. Now if we choose (Γ, JΓ) as a frame
of the distribution, by using (3.11), we can write thanks to Theorem 3.2.3,
hΓ
(
dq δ˜
)
= dq δ˜ (Γ) = 1, hJΓ
(
dq δ˜
)
= dq δ˜ (JΓ) = 0.
We are now able to compute the asymptotics of the Lie brackets of the
elements of the frame (Γ, JΓ, X0).
Proposition A.0.9. Quantities δcJΓΓ,JΓ and δ
2
cJΓΓ,X0 (a priori deﬁned on S \
T ∗pM) can be smoothly extended to S and are respectively equal to −4 and
−6 over H−1 (12) ∩ T ∗pM .
Proof. Let us focus on the ﬁelds
−→
J 0 and
−→
J ⊥ that we introduced in Lemma
A.0.7. Over S \ T ∗pM , we write them in an adapted frame :
−→
J i = αiΓ + βiJΓ + σiX0 + j
i
1
∂
∂hΓ
+ ji2
∂
∂hJΓ
+ ji0
∂
∂hX0
,
First of all,
−→
J 0 and
−→
J ⊥ are tangent to S \ T ∗pM which is contained in
h−1Γ (1)∩h−1JΓ (0) according to Lemma A.0.8. Therefore, their components in
the directions of ∂∂hΓ and
∂
∂hJΓ
vanish, which means that
ji1 = j
i
2 = 0. (A.8)
Now if we use identity (A.8) and the fact that at each point of S \T ∗pM ,
hΓ = 1 and hJΓ = 0, we can simplify system (A.7) that rules the ﬁelds
−→
J 0
and
−→
J ⊥, in the case where system (A.7) is written with (X1, X2) = (Γ, JΓ).
If we combine the ﬁrst and the third equation of the simpliﬁed sytem (A.7),
we obtain the following equation
0 =
−→
H 2σi + cJΓΓ,JΓ
−→
Hσi + cJΓX0,Γσ
i.
Since this last equation is satisﬁed by σ0 and σ⊥ we ﬁnd out that
(
−−→H 2σ⊥
−
−→
H2σ0
δ
)
=
−→Hσ⊥δ σ⊥δ2−→
Hσ0
δ
2
σ0
δ
3
( δcJΓΓ,JΓ
δ
2
cJΓX0,Γ
)
(A.9)
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The matrix of this system as well as its right hand side are smooth over S
by applying Lemma 4.4.4 to the asymptotics given in Lemma A.0.7 when
δ goes to zero (where we recall the remark we made in Lemma A.0.4 that
∂
∂δ
=
−→
H ). Moreover, thanks to the asymptotics in Lemma A.0.7, we deduce
that the left hand side of system (A.9) and its matrix respectively tend to(−1
1
)
and
(
1 12
−12 −16
)
when δ tends to zero. As a consequence, by inversing system (A.9) we obtain
that functions δcJΓΓ,JΓ and δ
2
cJΓX0,Γ that were a priori deﬁned on S \ T ∗pM ,
can in fact be extended to the whole domain S in a smooth manner. By
inversing system (A.9) and taking its limit as δ goes to zero, we even discover
the values of δcJΓΓ,JΓ and δ
2
cJΓX0,Γ on the set δ
−1
(0) = H−1
(
1
2
) ∩ T ∗pM .
We can also write several other results that are similar to the previous
proposition.
Proposition A.0.10. Function δ
2−→
HcJΓΓ,JΓ that is a priori deﬁned on S\T ∗pM
can be extended to a smooth function on the domain S and its evaluation is
equal to 4 on H−1
(
1
2
) ∩ T ∗pM .
Proof. We know from Proposition A.0.9 that δcJΓΓ,JΓ can be extended to a
smooth function on S that is equal to −4 on δ−1 (0). Since −→H is also smooth,
we can write
δ
−→
H
(
δcJΓΓ,JΓ
)
= δ
=1︷ ︸︸ ︷(−→
Hδ
)
cJΓΓ,JΓ + δ
2
(−→
HcJΓΓ,JΓ
)
So
δ
2
(−→
HcJΓΓ,JΓ
)
= δ
−→
H
(
δcJΓΓ,JΓ
)− δcJΓΓ,JΓ
has a smooth extension on S that is equal to 4 on δ
−1
(0) = H−1
(
1
2
) ∩
T ∗pM .
Proposition A.0.11. Function δ
2
JΓcJΓΓ,JΓ that is a priori deﬁned on S \
T ∗pM can be extended to a smooth function on the domain S.
Proof. Let us consider the ﬁelds
−→
J 0 and
−→
J ⊥ over S that we introduced
in Lemma A.0.7. We have for i equal to 0 or ⊥, that
[−→
H,
−→
J i
]
= 0 which
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implies that
0 =
[−→
H,
−→
J i
]
δ
=
−→
H
−→
J iδ −−→J i
=1︷︸︸︷−→
Hδ .
So
−→
J iδ is constant on the integral lines of
−→
H . But on H−1
(
1
2
) ∩ T ∗pM , the
function
−→
J iδ is equal to zero. Therefore
−→
J iδ = 0 (A.10)
on S. As a consequence, for any V in S, dpi
(−→
J i (V )
)
belongs to the kernel
of dδ˜. Moreover, for any V in S the vector
ξ(V ) := dpi
(
σ⊥(V )
−→
J 0(V )− σ0(V )−→J ⊥(V )
)
∈ TM (A.11)
belongs to the distribution, since its component in the direction of the Reeb
vector ﬁeld X0 is canceled. Now since vector ξ(V ) is a linear combination of
vectors in the kernel of dδ˜, it is also in the kernel of dδ˜ and we deduce that
vector ξ(V ) is orthogonal to the sub-Riemannian gradient of δ˜. By Theorem
3.2.3, this means that ξ(V ) is colinear to JΓ. We deﬁne
Υ : S −→ R
such that for any V in S,
ξ(V ) = Υ(V )JΓ (pi(V )) . (A.12)
Now we decide to write the ﬁelds
−→
J i over S \ T ∗pM as :
−→
J i = αiΓ + βiJΓ + σiX0 + j
i
1
∂
∂hΓ
+ ji2
∂
∂hJΓ
+ ji0
∂
∂hX0
.
If we combine the latter with (A.11) and (A.12), we obtain that for any V
in S \ T ∗pM ,
Υ(V ) = σ⊥(V )β0(V )− σ0(V )β⊥(V ).
Now thanks to Lemma A.0.8, hΓ is identically one and hJΓ is identically zero
on S \ T ∗pM , so the ﬁrst equation of (A.7) becomes
−→
Hσi = −βi.
As a consequence, for every V in S \ T ∗pM ,
Υ(V ) = σ0(V )
−→
Hσ⊥(V )− σ⊥(V )−→Hσ0(V ). (A.13)
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At this point, we must remember what our goal consists in. We are comput-
ing the asymptotics of δ
2
JΓcJΓΓ,JΓ over S \ T ∗pM . Since the function cJΓΓ,JΓ is
constant on the ﬁber of T ∗M , we can replace JΓ in the expression δ2JΓcJΓΓ,JΓ
by any vector ﬁeld S \ T ∗pM → T ∗M that has the same projection as JΓ
through dpi, namely that is projected onto JΓ through dpi.
But by combining (A.11) and (A.12), we obtain that for all covectors V
in S \ T ∗pM ,
dpi
(
σ⊥(V )
−→
J 0(V )− σ0(V )−→J ⊥(V )
Υ(V )
)
= JΓ (pi(V )) .
As a consequence,
δ
2
JΓcJΓΓ,JΓ = δ
2σ
⊥−→J 0cJΓΓ,JΓ − σ0
−→
J ⊥cJΓΓ,JΓ
Υ
= δ
σ⊥
−→
J 0
(
δcJΓΓ,JΓ
)
− σ0−→J ⊥
(
δcJΓΓ,JΓ
)
Υ
by (A.10),
= δ
σ⊥
−→
J 0
(
δcJΓΓ,JΓ
)
− σ0−→J ⊥
(
δcJΓΓ,JΓ
)
σ0
−→
Hσ⊥ − σ⊥−→Hσ0
according to (A.13).
(A.14)
We have all the elements we need to conclude. By applying Proposition
A.0.9, δcJΓΓ,JΓ can be extended to a smooth function deﬁned on S and its
value on H−1
(
1
2
) ∩ T ∗pM is constant. Therefore, all functions −→J i (δcJΓΓ,JΓ)
can be extended to smooth functions on S that vanish at every point of
H−1
(
1
2
)∩T ∗pM . We combine this with the smoothness and the asymptotics
of functions σi that come from Lemma A.0.7, and we now understand the
asymptotics of all the terms in (A.14). We simply apply Lemma 4.4.4 and
we obtain the fact that δ
2
JΓcJΓΓ,JΓ can be extended to a smooth function on
the domain S.
A.1 Proof of Proposition 4.4.8
Let us start by proving the ﬁrst identity. We consider
ζ : I \ {0} −→ S
t 7−→ dζ(t)δ,
which is a lift of ζ. We recall that δ = δ˜◦pi and that cki,j = cki,j ◦pi. Therefore,
δ˜ (ζ(t)) cJΓΓ,JΓ (ζ(t)) = δ
(
ζ(t)
)
cJΓΓ,JΓ
(
ζ(t)
)
, (A.15)
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and we may study the right hand side of the previous identity instead of the
left hand side.
Now by Theorem A.0.1 for every t in I\{0}, ζ(t) = dζ(t)δ˜ is the evaluation
at time δ˜(ζ(t)) of the integral line of the Hamiltonian ﬂow γζ(t) : I \ {0} →
T ∗M , that is a lift of γζ(t), the minimizing geodesic parametried by arc length
linking p to ζ(t).
In particular by using diﬀeomorphism F introduced in Proposition A.0.3,
ζ(t) = F−1
(
γζ(t)(0), δ˜ (ζ(t))
)
. (A.16)
But using Proposition 4.4.7 combined with point (ii) in Proposition 3.4.4,
hX0
(
γζ(t)(0)
)
t→0−→ hζ(0). (A.17)
Moreover, since for every t, γζ(t) is parametrized by arc length, then by
Theorem A.0.1, its lift γζ(t) must be contained in H
−1 (1
2
)
, which implies
that for (X1, X2) any choice of frame of the distribution,
hX1
(
γζ(t)(0)
)
+ hX2
(
γζ(t)(0)
)
= 1. (A.18)
Furthermore, since ζ is parametrized by arc length and leaves from p at time
zero, δ˜ (ζ(t)) ∈ [0, |t|] for every time t, so
δ˜ (ζ(t))
t→0−→ 0. (A.19)
By putting together (A.16), (A.17), (A.18) and (A.19), we obtain that for t
small enough, ζ(t) belongs to a compact subset of S. On this compact set,
thanks to Proposition A.0.9, function δcJΓΓ,JΓ is uniformly continuous. Now
since δ
(
ζ(t)
)
= δ˜ (ζ(t))
t→0−→ 0, and as δcJΓΓ,JΓ is equal to −4 on δ
−1
(0) =
H−1
(
1
2
) ∩ T ∗pM , we deduce from the uniform continuity of δcJΓΓ,JΓ on the
compact set containing the trajectory of ζ for times small enough, that
δ
(
ζ(t)
)
cJΓΓ,JΓ
(
ζ(t)
) t→0−→ −4.
Now we use (A.15) to obtain the ﬁrst limit in the proposition we are proving.
To prove the other three asymptotics we essentially do the same proof
where we may use Propositions A.0.10 and A.0.11 instead of Proposition
A.0.9 and where we replace (A.15) by
δ˜2 (ζ(t)) cJΓΓ,X0 (ζ(t)) = δ
2 (
ζ(t)
)
cJΓΓ,X0
(
ζ(t)
)
,
δ˜2 (ζ(t)) ΓcJΓΓ,JΓ (ζ(t)) = δ
2 (
ζ(t)
)−→
HcJΓΓ,JΓ
(
ζ(t)
)
,
and δ˜2 (ζ(t)) JΓcJΓΓ,JΓ (ζ(t)) = δ
2 (
ζ(t)
)
JΓcJΓΓ,JΓ
(
ζ(t)
)
.
The proof of these three identity is the same as that of (A.15), to which we
add the facts that Γ ◦ pi = dpi ◦ −→H (see Lemma A.0.4) and JΓ ◦ pi = dpi ◦ JΓ
(by 3.18).
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Appendix B
Proof of Proposition 5.2.4
In fact, we prove a more precise result than the one stated in Proposition
5.2.4, since we compute an explicit expression for h, namely
hζ(s) =2A
(
...
z (s)−
∑
i
αi(s)
(
x˙i(s)d
2
ζ(s)v1,X (T)− y˙i(s)d2ζ(s)v1,Y (T)
))
−

x˙1(s)
y˙1(s)
...
x˙n(s)
y˙n(s)

T
dζ(s)J (T)

x˙1(s)
y˙1(s)
...
x˙n(s)
y˙n(s)
 .
We start by deﬁning matrix I whose block made of the intersection of
columns 2j − 1 and 2j and of lines 2i− 1 and 2i is(
Xjxi Yjxi
Xjyj Yjyj
)
.
According to Theorem 5.2.1, I smoothly depends on its evaluation point and
is such that
I (ζ(s)) = Id and dI (ζ(s)) = 0. (B.1)
In this proof instead of writing xi (ζ(t)), we write xi(t). Let us also write
x˙i(t) to denote T (ζ(t))xi. We proceed similarly for all other functions.
The decomposition of vector T (ζ(t)) in the frame (Xi, Yi) then reads
I−1 (t)

x˙1(t)
y˙1(t)
x˙2(t)
y˙2(t)
...
x˙n(t)
y˙n(t)

. (B.2)
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From which we deduce by using the expressions of Xi and Yi given by The-
orem 5.2.1 that
z˙(t) = T (t) z =

α1(t)
(
y1(t)
2 + v1,X(t)
)
−α1(t)
(
x1(t)
2 + v1,Y (t)
)
α2(t)
(
y2(t)
2 + v2,X(t)
)
−α2(t)
(
x2(t)
2 + v2,Y (t)
)
...
αn(t)
(
yn(t)
2 + vn,X(t)
)
−αn(t)
(
xn(t)
2 + vn,Y (t)
)

T
I−1

x˙1(t)
y˙1(t)
x˙2(t)
y˙2(t)
...
x˙n(t)
y˙n(t)

.
As a consequence, and by applying (B.1) and the fact that ζ(s) is the origin
of coordinates,
z˙(s) = z¨(s) = 0
and
...
z (s) =
∑
i
αi(s)
x¨i(s)y˙i(s)− y¨i(s)x˙i(s)
2
(B.3)
+
∑
i
αi(s)
(
x˙i(s)d
2
ζ(s)v1,X (T)− y˙i(s)d2ζ(s)v1,Y (T)
)
.
We now link this value of
...
z (s) with hζ(s). Thanks to Lemma 3.3.3, we know
that we can study the projection of [T, JT] in the direction of T. Along ζ,
we already know the decomposition of T on the frame (Xi, Yi) from (B.2).
Moreover, using (B.2) and Deﬁnition 5.2.2, the decomposition of JT (t) reads
J (t) I−1 (t)

x˙1(t)
y˙1(t)
x˙2(t)
y˙2(t)
...
x˙n(t)
y˙n(t)

.
However, in order to compute [T, JT], it is not suﬃcent to deﬁne the ﬁeld
T along the curve ζ but we must extend it outside the curve ζ. In order
to extend T we start by choosing V any vector ﬁeld that coincides with JT
along ζ. Then we deﬁne T as a smooth vector that extends the velocity of
ζ whose expression in the frame (Xi, Yi) is constant along each integral line
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of V . Now by decomposing T and JT in the frame (Xi, Yi) we can compute
[T, JT] (ζ(s)) =

X1 (ζ(s))
Y1 (ζ(s))
...
Xn (ζ(s))
Yn (ζ(s))

T
∂
∂t |t=s
J (t) I−1 (t)

x˙1(t)
y˙1(t)
...
x˙n(t)
y˙n(t)


+f
∂
∂z
(ζ(s))︸ ︷︷ ︸
term coming from the [Xi, Yi]'s
(B.4)
=

X1 (ζ(s))
Y1 (ζ(s))
...
Xn (ζ(s))
Yn (ζ(s))

T dζ(s)J (T)

x˙1(s)
y˙1(s)
...
x˙n(s)
y˙n(s)
+J (s)

x¨1(s)
y¨1(s)
...
x¨n(s)
y¨n(s)


+ fAX0 (ζ(s)) ,
where we replaced ∂∂z by AX0 by using Proposition 5.2.3.
Now let us recall that according to Lemma 3.3.3,
hζ(s) = −g|ζ(s) ([T, JT] + Tor (T, JT) ,T) . (B.5)
In order to deduce the expression of hζ(s) from that of [T, JT] (ζ(s)) we
therefore must understand the Tor (T, JT) term.
First of all, we know from Theorem 3.1.3 iv. that Tor (T, JT) is parallel
to the Reeb vector ﬁeld. Moreover we notice that
[T, JT] + Tor (T, JT) = ∇T (JT)−∇JTT,
where the right hand side is horizontal since by Theorem 3.1.3 i. the dif-
ferential of a horizontal vector ﬁeld with respect to the Tanno connection
is horizontal. As a consequence, [T, JT] + Tor (T, JT) is the projection of
[T, JT] on the distribution parallely to the Reeb vector ﬁeld. Therefore, by
(B.4), the expression of [T, JT] + Tor (T, JT) in the frame (Xi, Yi) is
dζ(s)J (T)

x˙1(s)
y˙1(s)
...
x˙n(s)
y˙n(s)
+J (s)

x¨1(s)
y¨1(s)
...
x¨n(s)
y¨n(s)
 .
In this last expression we can replaceJ (s) by its expression given by Propo-
sition 5.2.3. If we combine the decomposition of [T, JT] +Tor (T, JT) in the
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frame (Xi, Yi) that we now obtain, with that of T that is given by (B.2) and
(B.1) and with (B.5), we can conclude that
hζ(s) =A
∑
i
αi (s) (x¨i(s)y˙i(s)− y¨i(s)x˙i(s)) (B.6)
−

x˙1(s)
y˙1(s)
...
x˙n(s)
y˙n(s)

T
dζ(s)J (T)

x˙1(s)
y˙1(s)
...
x˙n(s)
y˙n(s)
 .
Identities (B.3) and (B.6) entail the result.
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Appendix C
Computing the second
diﬀerential of the squared
distance from a point
We start by explaining how normal moving frames such as described along
one single integral line of the the Hamiltonian vector ﬁeld in Theorem 5.3.2
are linked along diﬀerent integral lines of this Hamiltonian vector ﬁeld.
Proposition C.0.1. Let M be a contact sub-Riemannian manifold. We
consider q0 ∈ M . Let us lift Σq0 the set of smooth points around q0 to the
cotangent bundle by considering Σq0 ⊂ T ∗M that stands for the union of
all Hamiltonian lifts of geodesics that leave from q0, are parametrized by arc
length and are restricted to the times stricly smaller than the cut time with
respect to q0.
There exists a smooth frame (Ei, Fi)
2n
i=0 of T (T
∗M) that is deﬁned over
Σq0 such that the restrictions of this frame to the integral lines of
~H are
normal moving frames whose vector F2 is equal to ~H and whose associated
R-matrix is also smooth over Σq0 .
To such a frame (Ei, Fi)
2n
i=0 of T (T
∗M) that is deﬁned over Σq0 we can
associate a frame of TM
(fi) = pi∗ (Fi)
over Σq0 since the canonical projection pi : T
∗M → M is a diﬀeomorphism
between Σq0 \ T ∗q0M ⊂ T ∗M and Σq0.
Proof. The fact that the vector spaces 〈E0〉, 〈F0〉, 〈E1〉, 〈F1〉, 〈Ei〉2ni=2 and
〈Fi〉2ni=2 as well as the endomorphism that is represented by the matrix R
can be chosen smoothly on Σq0 is a consequence of explicit computation
that we can ﬁnd in [ABR17, Section 6] and in [LZ11]. In addition, this
construction provides us with an actual smooth frame (Ei, Fi)
2n
i=0. However
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we must check that it is possible to choose F2 to be equal to ~H. First of
all, the smooth vector ﬁeld ~H belongs to 〈Fi〉2ni=2 thanks to the fact that
along one geodesic ~H can be chosen equal to F2 according to lemma 5.3.3
and since the space 〈Fi〉2ni=2 is independant of the chosen normal moving
frame. In particular, for p ∈
{
λ ∈ TM :
∥∥∥ ~H (λ)∥∥∥ = 1} it is possible to
chose an orthogonal matrix O(p) that smoothly depends on p and that sends
(Fi(p))
2n
i=2 onto a family of vectors whose ﬁrst element is
~H(p). Now from
Theorem 5.3.2 this allows us to build over Σq0 a smooth frame (Ei, Fi)
2n
i=0
that is a normal moving frame along the integral lines of ~H and that coincides
with H over
{
λ ∈ TM :
∥∥∥ ~H (λ)∥∥∥ = 1}. Thanks to [ABR18, Section 7.5.4]
adapted to the contact case, ﬁeld F2 actually conicides with ~H on Σq0 .
The proof is complete but let us just point out that papers [ABR17,
Section 6] and [LZ11] we use actually do not treat the complete contact
sub-Riemannian case, but [ABR17, Section 6] assumes that J2 = −Id and
[LZ11] assumes some symmetry. Nevertheless, both paper refer to a general
algorithm given in [ZL09] that may be used to prove the regularity in the
general contact case.
Lemma C.0.2. Let M be a contact sub-Riemannian manifold. We consider
q0 ∈M .
For any geodesic γ0 that is parametrized by arc length and that leaves
from q0 at time zero, there exist
(i) an interval I containing zero,
(ii) an open set U that contains γ0 (I) ,
(iii) an open set G of geodesics parametrized by arc length that leave from
q0 at time zero (open in the sense that the evaluation at time zero of
the Hamiltonian lifts of each of these geodesics forms a open set),
(iv) and a family of orthonormal smooth frames (fγi ) that are deﬁned over
U and indexed on γ ∈ G
such that
(i) for every γ ∈ G , frame (fγi ) coincides with frame (fi) that is described
in Proposition C.0.1 along γ(I),
(ii) frame (fγi ) smoothly depends on the geodesic γ, by which we mean that
it smoothly depends on the evaluation at time zero of the Hamiltonian
lifts of γ.
Proof. We prove this lemma by explicitly building the vector ﬁelds fγi by
only using smooth operations. First of all, there exist I ⊂ R a time interval
that contains zero such that γ0 is injective on I and a diﬀeomorphism M :
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U → I × V ⊂ R2n+1 that sends γ0(t) onto (t, 0). Moreover, there exists
an open set G of geodesics parametrized by arc length that leave from q0
("open" in the sense we mentionned in the statement of the result) that
contains γ0 such that for every γ ∈ G , the trajectory M(γ(I)) is transverse
to the sets {t} × V . Then we deﬁne the vector ﬁeld f˜γi on U that coincides
with fi along γ(I) and such that the image of f˜
γ
i through M is constant on
the sets {t}×V . Finally we project the ﬁeld f˜γi on the distribution parallely
to the Reeb vector ﬁeld and normalize this projection to obtain the ﬁeld fγi .
The smoothness of fγi as a function of γ is a consequence of the smooth-
ness of the vector ﬁeld Fi described in Proposition C.0.1 from which we build
fi and therefore indirectly f
γ
i .
We must now explain how a Hamiltonian perspective involving a normal
moving frame can help us to prove Proposition 5.3.4.
C.1 Proof of Proposition 5.3.4
Let us start by introducing the notion of second diﬀerential of a real-valued
function which is deﬁned on a manifold. For
f : M −→ R,
we have
df : M −→ T ∗M,
so for every q in M we can deﬁne
d2qf : TqM −→ TdqfT ∗M
v 7−→ dqdf(v).
Now that we have set the proper deﬁnition for the second diﬀerential of
a real-valued function, let us point out an important property of the squared
distance. If q belongs to Σs then the integral line of the Hamiltonian ﬂow
that reaches the covector
1
2t
dqδ
2
s
at time t is a lift of the minimizing geodesic that leaves from ζ(s) at time
zero and whose speed is compatible with the fact of reaching q at time t.
We can for example ﬁnd a proof of this property for t = 1 in [ABB19,
Proposition 11.4] to which one can add the time parameter t by applying
[ABB19, Remark 4.26].
As a consequence for every q in Σs and t in R \ {0},
pi
(
e−t ~H
1
2t
dqδ
2
s
)
= ζ(s),
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and
pi∗ e−t
~H
∗
1
2t
d2qδ
2
s = 0. (C.1)
At this point in the proof, let us focus on one single geodesic γ that is
parametrized by arc length and leaves from ζ(s) at time zero. Later on in
the proof, when we have enough information about the asymptotics we are
studying along one geodesic then we can link what happens along several
geodesics to come back to the curve ζ we are actually interested in. Until
then, let us "forget about" the notations that come from Proposition C.0.1
and Lemma C.0.2, since we simply use the notations in Theorem 5.3.2.
Theorem 3.4.3 provides us with γ, a lift of γ that is an integral line of ~H.
Along γ, we consider a normal moving frame (Ei, Fi)
2n
i=0 such as described
in Theorem 5.3.2. Along γ, we also can deﬁne a frame
(fi)
2n
i=0 := pi∗ (Fi)
2n
i=0 .
Now notice that according to Theorem 5.3.2, at every point γ(t), the family
(Ei(t))
2n
i=0 is a frame of the vertical subspace of Tγ(t)T
∗M , in other words
of the set of vectors in Tγ(t)T
∗M that vanish through pi∗. This last remark
combined with (C.1) allows us to write for every time t ∈ R,
e−t ~H∗ d
2
γ(t)
1
2t
δ2s

f0 (γ(t))
f1 (γ(t))
...
f2n (γ(t))
 = θ (t)

E0 (γ(t))
E1 (γ(t))
...
E2n (γ(t))
 , (C.2)
where θ(t) is an element of M2n+1 (R). For the sake of simplicity, in this
proof we simply write f(t) to stand for the vector whose components are the
fi (γ(t)), and we do the same for E.
At this point, we introduce, for every time t ∈ R two matrices A(t) and
B(t) both in M2n+1 (R) such that
et
~H E(0) = A(t)E(t) +B(t)F (t). (C.3)
So we can write, for t ∈ R,
f(t) = pi∗d2γ(t)
1
2t
δ2s (f(t)) ,
= pi∗ et
~H θ(t)E(0) according to (C.2),
= θ(t)pi∗ et
~H E(0),
= θ(t)pi∗ (A(t)E(t) +B(t)F (t)) thanks to (C.3),
= θ(t)B(t)f(t) as E is vertical and pi(F ) = f by deﬁnition.
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Since f(t) is a frame of Tγ(t)M , we deduce from the previous identity that
θ(t) = B−1(t). (C.4)
We carry on our computations.
L ~Hd2γ(t)
1
2t
δ2s (f(t)) = e
t ~H d
dt
e−t ~H
1
2t
d2γ(t)δ
2
s (f(t)) ,
= et
~H d
dt
B−1(t)E(0) by combining (C.2) and (C.4),
=
(
B−1
)′
(t) et
~H E(0),
=
(
B−1
)′
(t) (A(t)E(t) +B(t)F (t)) by using (C.3).
(C.5)
We continue by searching for another expression of L ~H 12td2γ(t)δ2sf(t) than the
one given by the previous identity. In order to do this, along γ instead of
considering the frame (Ei, Fi)
2n
i=0, we use the frame
(
f i,
∂
∂hfi
)2n
i=0
. We recall
that this frame is deﬁned by identities (3.18) and (3.19).
Now an important identity that we ﬁnd in [ABR18, Lemma 8.2] reads
d2γ(t)
1
2t
δ2s (fi(t)) = f i(t) +
2n∑
j=0
fi(t)
(
fj
1
2t
δ2s
)
∂
∂hfj
, (C.6)
for t ∈ R and i ∈ J0, 2nK.
Let us link the frames (Ei, Fi)
2n
i=0 and
(
f i,
∂
∂hfi
)2n
i=0
along the curve γ in
order to state (C.6) in the frame (Ei, Fi)
2n
i=0.
We start by noticing that along γ for i ∈ J0, 2nK by Theorem 5.3.2 and
(3.19),
pi∗ (Ei) = 0 = pi∗
(
∂
∂hfi
)
, (C.7)
and that for j ∈ J0, 2nK,
σ (Ei, Fj) = δi,j as explained in Theorem 5.3.2,
=
∂
∂hfi
hfj
=
∂
∂hfi
τ (Fj) by (3.11) and (3.13),
= τ
([
∂
∂hfi
, Fj
])
+ Fjτ
(
∂
∂hfi
)
+ dτ
(
∂
∂hfi
, Fj
)
= dτ
(
∂
∂hfi
, Fj
)
by (3.13) as pi∗
[
∂
∂hfi
, Fj
]
= pi∗
(
∂
∂hfi
)
= 0,
= σ
(
∂
∂hfi
, Fj
)
by deﬁnition of σ. (C.8)
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We combine (C.7) and (C.8) and we deduce that along γ,
Ei =
∂
∂hfi
. (C.9)
Then we write that along γ, for i ∈ J1, 2nK,
Fi = −L ~HEi according to Theorem 5.3.2,
= −L ~H
∂
∂hfi
by applying (C.9),
= f i +
2n∑
j=0
(
c0i,jhf0 +
2n∑
k=1
(
cki,j + c
i
k,j
)
hfk
)
∂
∂hfj
, (C.10)
where the last line is provided by Proposition 3.4.2.
By assembling (C.6), (C.9) and (C.10) we ﬁnd out that along γ and for
i ∈ J1, 2nK,
d2γ(t)
1
2t
δ2s (fi(t)) =Fi(t) +
2n∑
j=0
fi(t)
(
fj
1
2t
δ2s
)
Ej(t) (C.11)
−
2n∑
j=0
(
c0i,jhf0 +
2n∑
k=1
(
cki,j + c
i
k,j
)
hfk
)
Ej(t).
For i ∈ J1, 2nK, if we take the Lie diﬀerential of the previous identity in
the direction of ~H, we obtain an expression of L ~Hd2γ(t) 12tδ2s (fi(t)) along
γ. But (C.5) gives us another expression of that same quantity. Now, for
i ∈ J1, 2nK we consider the equation that identiﬁes both the expressions of
L ~Hd2γ(t) 12tδ2s (fi(t)) given by (C.5) and (C.11). Then we project the identity
we obtain on the vector space generated by the Fj 's and we have((
B−1
)′
(t)B(t)F (t)
)
i
=− δi,1F0(t)−
2n∑
j=1
fi(t)
(
fj
1
2t
δ2s
)
Fj(t)
+
2n∑
j=1
(
c0i,jhf0 +
2n∑
k=1
(
cki,j + c
i
k,j
)
hfk
)
Fj(t),
(C.12)
along γ, for any i ∈ J1, 2nK.
By observing the previous identity, we see that in order to understand
the asymptotics of the second diﬀerential of the squared distance from ζ(s),
we can study the behaviour of matrix B(t) for small times t. To do this,
along γ we take the Lie diﬀerential of (C.3) in the direction of ~H and we
obtain
0 =
(
d
dtA(t)
d
dtB(t)
)( E(t)
F (t)
)
+
(
A(t) B(t)
)( L ~HE(t)
L ~HF (t)
)
.
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In the previous identity, we replace L ~HE(t) and L ~HF (t) by their expressions
in terms of E(t) and F (t) given in Theorem 5.3.2, which leads us to writing
d
dt
(
A B
)
(t) = − ( A B ) (t)

0 1 0 · · · 0 0 0
(0) 0 −I
0
−1
R(t) 0 (0)
...
0

.
(C.13)
The previous diﬀerential equation on A(t) and B(t) combined with the initial
conditions that are implied by (C.3) namely A(0) = Id and B(0) = 0,
allow us to understand the asymptotics of B(t) and of
(
B−1
)′
(t)B(t). More
precisely, by studying the diﬀerential equation on A(t) and B(t) we obtain
that
B(t) = t
 0 00 1 (0)
(0) I
+ t2
2
 0 −11 0 (0)
(0) (0)

+
t3
6
 −1 00 0 (0)
(0) (0)
−
 0 00 1 (0)
(0) I
R(t)
 0 00 1 (0)
(0) I

+O (t4) .
It follows that in a (2n+ 1)−dimensional space,
det (B(t)) =
t2n+3
12
+O (t2n+4) .
We then use the adjugate matrix of B to compute
B−1(t) =
 12t3 +O (1t ) 6t2 +O(1)− 6
t2
+O(1) −2t +O(1)
O(1)
O(1) 1t I +O(1)
 .
Now we can compute
B−1(t)B′(t) =

· ·
·
4
t (0)
1
t (0)
(0)
. . .
(0) 1t
+O(1).
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Then we notice that
(
B−1
)′
(t)B(t) = −B−1(t)B′(t) and we are able to write
(
B−1
)′
(t)B(t) =

· ·
·
−4t (0)
−1t (0)
(0)
. . .
(0) −1t
+O(1). (C.14)
Let us now come back to the study of ζ. To do this, we apply the
process we just explained along each minimizing geodesic parametrized by
arc length leaving from ζ(s) at time zero, by choosing the frame (Ei, Fi)
2n
i=0 to
be equal to the frame that is described in Proposition C.0.1. Now according
to Proposition C.0.1, the matrix R is smooth for this choice of frame, so if we
do the same reasoning as we did along one single geodesic γ again, but this
time along any compact set of geodesics parametrized by arc length leaving
from the ζ(s) at time zero, result (C.14) still holds uniformely with respect
to the geodesic we are considering.
But according to Theorem 5.2.5 the minimizing geodesics parametrized
by arc length that reach ζ(t) for t ∈ [s, s + ε] are limited to a compact set
("compact" in terms of initial Hamiltonian lift). As a consequence, if we
deﬁne B˜q along γq exactly as B was deﬁned along γ, then along ζ we can
rewrite (C.14) as
(
B˜−1ζ(t)
)′
(δs(t)) B˜ζ(t) (δs(t)) =
−1
δs(t)

· ·
·
4 (0)
1 (0)
(0)
. . .
(0) 1
+O(1).
(C.15)
Now we recall Lemma C.0.2 and we replace the ﬁelds fi by the ﬁelds
f
γs,ζ(t)
i in identity (C.12), that we evaluate at ζ(t). If we combine the identity
we obtain with (C.15) and with Lemma 5.3.1, we are almost done with the
proof. We just need to understand all the terms that are involved.
The terms in (C.12) that involve Lie brackets cki,j and Hamiltonian coef-
ﬁcients hi are bounded since the ﬁelds f
γs,ζ(t)
i whose Lie brackets we consider
are smooth, smoothly depend on the geodesic γs,ζ(t) along which they are
evaluated, which are restricted to a compact set of geodesics by Theorem
5.2.5. For the same reason, the term
gζ(t)
(
Γs,∇fγs,ζ(t)i f
γs,ζ(t)
j
)
that comes from Lemma C.0.2 is bounded. Finally, by construction vector
f
γs,ζ(t)
2 (ζ(t)) coincides with Γs (ζ(t)) and Lemma 5.3.3 tells us that
(
f
γs,ζ(t)
i (ζ(t))
)2n
i=1
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is an orthonormal frame of ∆ζ(t) such that f
γs,ζ(t)
1 (ζ(t)) is equal to JΓs (ζ(t)).
In particular, thanks to Theorem 3.2.3, we can compute another term that
appears in Lemma C.0.2 :
f
γs,ζ(t)
2 (ζ(t)) δ˜s = 1 and f
γs,ζ(t)
i (ζ(t)) δ˜s = 0, for i 6= 2.
Now that we know the asymptotics of every term that is involved, we
can combine (C.12) with (C.15) and with Lemma 5.3.1 to prove Proposition
5.3.4.
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Titre : De la notion de courbure ge´ode´sique en ge´ome´trie sous-Riemannienne
Mots cle´s : ge´ome´trie sous-Riemannienne, courbure ge´ode´sique, distance
Re´sume´ : Dans cette the`se, on pre´sente une no-
tion de courbure ge´ode´sique pour les courbes lisses
horizontales dans une varie´te´ sous-Riemannienne
de contact, qui indique dans quelle mesure une
courbe est diffe´rente d’une ge´ode´sique. Cette cour-
bure ge´ode´sique se pre´sente sous la forme de deux
fonctions qui sont toutes deux identiquement nulles le
long d’une courbe lisse horizontale si et seulement si
cette dernie`re courbe est une ge´ode´sique. Le re´sultat
principal de cette the`se re´side dans l’interpre´tation
me´trique que l’on donne de ces fonctions de cour-
bure. Cette interpre´tation consiste a` extraire la cour-
bure ge´ode´sique des premiers termes de correction
dans le de´veloppement limite´ de la distance sous-
Riemannienne entre deux points proches le long de
la courbe.
Title : On the notion of geodesic curvature in sub-Riemannian geometry
Keywords : sub-Riemannian geometry, geodesic curvature, distance
Abstract : We present a notion of geodesic curva-
ture for smooth horizontal curves in a contact sub-
Riemannian manifold, measuring how far a horizontal
curve is from being a geodesic. This geodesic curva-
ture consists in two functions that both vanish along
a smooth horizontal curve if and only if this curve is
a geodesic. The main result of this thesis is the me-
tric interpretation of these geodesic curvature func-
tions. This interpretation consists in seeing the geo-
desic curvature functions as the first corrective coeffi-
cients in the Taylor expansion of the sub-Riemannian
distance between two close points on the curve.
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