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Abstract
This thesis investigates the dynamical control of one- and two-dimensional optical fibre scan-
ning. One dimensional scanning is performed with a mechanically biaxial polarisation-preserving
fibre mounted on a piezoelectric transducer with one of its principal mechanical axes aligned
parallel to the excitation direction. The addition of an apertured reflector in front of the imaging
lens allows a position sensing mechanism based on intermittent optical feedback to be integrated
into the scanner. Over-scanning the lens generates timing pulses interlaced with back-scattered
signals from the target. The timing information can be used for closed loop control of the phase
and amplitude of vibration. Suitable control algorithms are developed and their convergence
and stability is studied.
This thesis also investigates the construction of fibres with enhanced mechanically asym-
metry and their dynamical properties during two-dimensional imaging based on Lissajous scan
patterns. Dip-coating is proposed as a method of forming two-cored waveguide cantilevers from
two separate, parallel fibres that are encapsulated in a plastic coating. The frequency ratio be-
tween the two orthogonal bending mode resonances can be controlled with number of coatings.
An exact image reconstruction algorithm based on Lissajous scanning is proposed. Latency,
transient response and steady-state phase errors are all shown to cause dramatic deterioration
of the reconstructed image. Solutions are provided by ensuring the correct starting time for
data acquisition and introducing a drive phase correction to one of the axes. Two methods of
resolution enhancement are demonstrated. The first is based on combining data sets obtained
during separate scans carried out with deliberately applied phase offsets. The second operates
by combining data sets from separate imaging operations carried out using the two different
fibre cores. Finally, this thesis demonstrates potential applications in optogenetics by combin-
ing the two operations of imaging and writing, using different light sources that may also have
different wavelengths.
3
Declaration
I hereby declare that this thesis is my own work and effort. Any material in this thesis which is
not my own has been properly acknowledged.
Mohd Hadri Hafiz Mokhtar
September 2015
The copyright of this thesis rests with the author and is made available under a Creative Com-
mons Attribution Non-Commercial No Derivatives licence. Researchers are free to copy, dis-
tribute or transmit the thesis on the condition that they attribute it, that they do not use it for
commercial purposes and that they do not alter, transform or build upon it. For any reuse or
redistribution, researchers must make clear to others the licence terms of this work.
4
Acknowledgements
Firstly, I would like to thank my supervisor, Prof. Richard Syms for his continuous support and
guidance throughout this work. He is the true definition of a teacher and I am forever grateful
to have a chance to be his student. Also, thank you to Dr Munir Ahmad for teaching me the
MEMS fabrication techniques, occasionally added with tricks that have been developed from
his many years of experience.
I have truly enjoyed being in the OSD group. For all the lunches and evenings spent with the
poeple in the group, I would like to thank Aifric, Kaushal, Evi, Tzern, Peter, Pit, Edd, Fangjing,
Leo, Chen and Emiliana.
To mak and abah, thank you for being the light in the heart when there is darkness. My sisters
who have been a great support, I thank you all for taking care our beloved parents when I am a
thousand miles away.
To Ihsan and Sekeng, thanks for being the friends that I can always rely on at hard times. To
Labu, Diana, Dazu and Om, who made the life in London the enjoyable one.
I am especially thankful to these people for making me happy and entertained over the years.
To Dixi, for being a great company for the late night talks. To Tim Pusch, thanks for under-
standing my choice of music when most people cant. To Ashraf Azizan, thanks for making the
last year of the PhD the most interesting one. To Krystallo, Tasmiat, Mario and Constantinos
for making the office a great place to be. The things that we did and the memories that we had
will forever be remembered.
5
Contents
Abstract 3
Declaration 4
Acknowledgements 5
List of Figures 9
List of Tables 17
List of Symbols 19
1 Introduction and Literature Review 22
1.1 Scan patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2 History of Lissajous figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.1 Early Lissajous apparatus . . . . . . . . . . . . . . . . . . . . . . . . 26
1.3 Moving mirror scanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3.1 Raster scanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3.2 Lissajous scanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.4 Moving waveguide scanners . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.4.1 Raster scanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.4.2 Spiral scanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.4.3 Lissajous scanners . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.5 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.5.1 Bar code reader . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.5.2 Biomedical imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.5.3 Optogenetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.5.4 Projection displays . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6
1.6 Summary and research objectives . . . . . . . . . . . . . . . . . . . . . . . . . 43
1.7 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
1.8 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2 System Design 46
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2 Scanner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.2.1 Dual numerical aperture operation . . . . . . . . . . . . . . . . . . . . 47
2.2.2 Position sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2.3 Lens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2.4 Optical fibre selection . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.2.5 Mode stripping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.2.6 Actuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.2.7 Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3 Scan drive electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.4 Laser source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.5 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3 Resonators and Fibre Construction 62
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2 Linear and non-linear resonators . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.1 Linear Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.2 Non-linear analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2.3 Numerical solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.2.4 Cross-coupled response . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3 Biaxial fibre survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.4 Tailored fibre waveguide cantilever . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4.1 Cross-sectional modification . . . . . . . . . . . . . . . . . . . . . . . 74
3.4.2 Dip-coating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.4.3 Fibre construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.4.4 Frequency ratio measurement . . . . . . . . . . . . . . . . . . . . . . 83
3.4.5 Experimental result . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4 Feedback Control of One Dimensional Scanning 86
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 Position Sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3 Controller design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3.1 Capture range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3.2 Frequency loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.3 Voltage Loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.4 Experimental result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4.1 Frequency response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4.2 Timing diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4.3 Phase jitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5 Precise Two-Dimensional Scanning 103
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2 Scan pattern selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3 Reconstruction algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3.1 Steady state phase errors . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.3.2 Resolution enhancement . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3.3 Transient response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.4 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.4.1 Dynamical response . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.4.2 Experimental imaging . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6 Multi-Spectral Imaging and Writing 134
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.2 Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.2.1 Scanning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.2.2 Resolution enhancement . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.3 Image writing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
8
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
7 Conclusions and Further Work 148
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
Bibliography 158
9
List of Figures
1.1 (a) Spiral pattern with frequency ratio of 20 (b) raster pattern with frequency
ratio of 10 and (c) Lissajous pattern with frequency ratio of 2.0667. . . . . . . 23
1.2 (a) Drawings of the apparent motion of the Earth motion as viewed from the
moon, by James Dean in 1815 [1] (b) drawings of motion created by multiply-
suspended pendulae with different string lengths, by Nathaniel Bowditch in
1815 [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3 Lissajous figures obtained by Jules Antoine Lissajous in 1855 [3]. . . . . . . . 26
1.4 Experimental apparatus for visualising Lissajous figures, developed by (a) Lis-
sajous [3] (b) Hopkins [7] and (c) Campbell [8]. . . . . . . . . . . . . . . . . . 26
1.5 (a) Single chip raster scanner combining slow, fast and fixed mirrors; (b) and (c)
raster scan obtained with the fast and slow mirrors driven at (b) 4.6 kHz and 46
Hz, (c) 4.6 kHz and 11.5 Hz, respectively [9]; (d) square gimbaled mirror with
electrostatic comb actuators, (e) a fully packaged gimbal mirror [10]. . . . . . . 28
1.6 (a) Lissajous mirror scanner with frequency ratio of 0.833, (b) Lissajous figure
with frequency ratio of 13 [11]; (c) an SEM photograph of two-axis comb-
actuated gimbal mirror with resonant frequencies of 5.8 kHz and 7.8 kHz, (d)
two Lissajous figures obtained with frequency ratio of≈ 1.345 (top) and 4 (bot-
tom) [12], (e) simulated Lissajous scan with frequency ratio of 4. . . . . . . . . 29
1.7 (a) Schematic of the head of a Lissajous scanner, (b) enlarged schematic of
the parabolic focusing optics and the biaxial MEMS scanning mirror, (c) fully-
packaged, hand-held microscope [13]; (d) schematic of a Lissajous scanner with
a gimballed mirror,(d) fully-packaged scanner [14]. . . . . . . . . . . . . . . . 30
1.8 Schematic of a cantilever-based raster scanner, (a) with two piezoelectric beam
transducers and a double-clad optical fibre [15], (b) with two nickel foil beams,
piezoelectric beam transducer and polarisation-preserving fibre [16]. . . . . . . 32
10
1.9 (a) Schematic of a fibre spiral scanner with a single mode fibre mounted in a
tubular piezoelectric actuator, (b) time variation of the piezoelectric drive volt-
age and the resulting fibre displacement [18],(c) simulated spiral scan with dis-
crete sampling points marked on the trajectory (d) example of reconstructed
image of the letter ‘S‘ (e) improved resolution image [19]. . . . . . . . . . . . 33
1.10 Schematic of a scanning fibre optic microscope [23]. . . . . . . . . . . . . . . 35
1.11 (a) Schematic of a Lissajous scanner based on a single optical fibre mounted
on a single piezoelectric transducer [24](b) imaging head of a fibre Lissajous
scanner; both with stiffening piece [25]. . . . . . . . . . . . . . . . . . . . . . 35
1.12 (a) Schematic of a fibre Lissajous scanner with frequency ratio of ≈ 1.622 (b)
photographs of Lissajous scans obtained at 10, 4 and 2 frames per second re-
spectively [26]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.13 (a) Schematic of a fibre Lissajous scanner with a tubular piezoelectric transducer
and micro-fabricated attachments to the optical fibre (b) panel of Lissajous scans
obtained after tuning [27]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.14 (a) Schematic of a Lissajous fibre scanner with a tubular piezoelectric transducer
and micro-fabricated attachments to the optical fibre (b) panel of Lissajous scans
obtained after tuning [27]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.15 (a) Confocal fibre optic resonant bar-code reader (b) bench-top experimental
reader [30] (c) Lissajous figure obtained with an etched-cladding D-shaped fibre
[31]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.16 (a) Frame images of blood capillaries [24] (b) images of neocortical capillaries
in the brain [10] (c) images of Purkinje cell dendritic trees in the brain [21]. . . 39
1.17 (a) Miniaturised head-mounted two-photon microscopy on a freely moving rat(b)
overlay in-vivo images of fluorescent astrocytes [32] (c) a scan of a human fin-
gertip showing different layers [19]. . . . . . . . . . . . . . . . . . . . . . . . 40
1.18 Working principles of electrical and optical stimulation; (left) electrical stimula-
tion, (middle) optical stimulation with blue light, (right) optical inhibition with
yellow light [33]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
11
1.19 (a) An overlay image obtained in bright field using a micro-LED projection
system [37], (b) a windowed, tapered optical fibre for optogenetics application;
emission of light from (c) window H1 at 8◦ angle, (d) window H1 and H2 at 11◦
angle [38]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.20 (a) A compact picoprojector (b) colour image generated with VGA resolution
[40] (c) projector evolution from 2001 to 2010 [41]. . . . . . . . . . . . . . . . 42
2.1 System block diagram of a single-axis confocal scanner. . . . . . . . . . . . . 47
2.2 Optical principle of a dual numerical aperture confocal resonant scanner [30]. . 47
2.3 (a) 0.5P GRIN lens with imaging point source at A and A’ (b) 0.25P lens with
imaging source at A and at infinity, and (c) 0.23P lens with working tolerance. . 49
2.4 Image formation by a GRIN lens. . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.5 Deflecting piezo membrane. . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.6 Schematic arrangement of a one-dimensional confocal fibre scanner. . . . . . . 52
2.7 Experimental realisation of a one-dimensional confocal fibre scanner. . . . . . 53
2.8 Schematic arrangement of a two-dimensional confocal fibre scanner. . . . . . . 53
2.9 Physical realisation of a two-dimensional confocal fibre scanner. . . . . . . . . 54
2.10 (a) Osram photodiode type Opto PIN -SFH 2701; (b) Schematics of cascaded
transimpedance amplifier for back-scattered detection. . . . . . . . . . . . . . 55
2.11 Frequency response transimpedance amplifier . . . . . . . . . . . . . . . . . . 56
2.12 Physical realisation of transimpedance amplifier for back-scattered detection . . 57
2.13 Inverting amplifiers and comparator for sound card amplification and laser mod-
ulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.14 Frequency response of inverting amplifier . . . . . . . . . . . . . . . . . . . . 58
2.15 Physical realisation of inverting amplifier. . . . . . . . . . . . . . . . . . . . . 59
2.16 Comparison between theoretical and experimental Lissajous figures for m = 2
and (a), (b) n = 1 and (c), (d) n = 11. . . . . . . . . . . . . . . . . . . . . . . . 60
3.1 Model of a cantilever beam as (a) a continuous system, and (b) a lumped-
element mass-spring-damper system. . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 Frequency variation of (a) amplitude and (b) phase of a linear resonator. . . . . 65
3.3 Frequency variation of (a) amplitude and (b) phase of a non-linear resonator. . . 69
12
3.4 Frequency variation (a) with (b) without cross-coupling and resonance frequency
difference of (a) 4% and (b) 10%; both with parameter a = 1× 10−6 and b =
−2×10−6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.5 End facet of (a) Bow tie fibre HB1550, (b) Panda fibre PM S630HP, (c) Panda
fibre PM 460HP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.6 (a) Measurement of scan length at±45◦ to the vertical excitation, (b) Frequency
responses of three types of commercially available biaxial fibre. . . . . . . . . 73
3.7 Ideal cross-section of dual core waveguide with (a) no, (b) full (c) additional,
polymer fillet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.8 Experimental dip-coating rig. . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.9 Procedure for waveguide cantilever construction by dip-coating . . . . . . . . . 82
3.10 Cleaved cross-sections of dip-coated fibre pairs after different numbers of poly-
mer coats and yielding frequency ratios of (a) 2.23 (b) 2.20 (c) 2.16 and (d)
2.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.11 (a) Frequency responses obtained during frequency ratio tuning, (b) variation of
frequency ratio with number of coats, for PBMA and PMMA . . . . . . . . . . 85
4.1 Layouts of apertures used for optical feedback in (a) one-dimensional and (b)
two-dimensional scanners. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2 One-dimensional resonant fibre scanner with fibre tip at different positions with
respect to the aperture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.3 Ideal variations of (a) drive and response and (b) intermittent feedback pulses
with interlaced back-scattered data from target object. . . . . . . . . . . . . . . 89
4.4 Block diagram of frequency and voltage control loops. . . . . . . . . . . . . . 90
4.5 Theoretical open loop (a) frequency and (b) phase responses, showing the cap-
ture range, assuming ζ = 0.005 and yL/ymax = 0.5. . . . . . . . . . . . . . . . 92
4.6 Theoretical (a) - (d); experimental (e) - (h) convergence of frequency error
∆ fn/∆ f0 for initial errors of ∆ f0/∆ fC = 0.0625, 0.125, 0.25 and 0.5 and sta-
bility parameters α = 0.5, 1, 1.5, 2 and 2.5, assuming ζ = 0.005 and ymax/yL = 2. 94
4.7 Convergence of voltage error, assuming φS = 0.2pi for stability parameter β =
0.5, 1 and 1.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
13
4.8 (a) and (b) frequency response of bow-tie fibre with principal axes aligned with
excitation direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.9 Experimental time variations of feedback signals obtained from misaligned sys-
tems, showing (a) unequal pulse height, (b) unequal pulse widths. . . . . . . . 99
4.10 Time variation of drive and feedback signals obtained using a well-aligned sys-
tem for (a) the start, (b) the end of the frequency control loop and (c) the end of
the voltage control loop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.11 (a) Drive and feedback return signal with zero-crossing detection, (b) deviation
of the zero-crossing points from the average zero-crossing, (c) histogram of the
drive phase error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.12 (a) Drive and feedback return signal with pulse-centres detection(b) deviation of
the pulse-centres from the average values, (c) histogram of the feedback return
phase error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.1 Lissajous scan patterns obtained by (a) Park 2014 [27], (b) Helmchen 2001 [24],
(c) Flusberg 2005 [25], and (d) Liu 2010 [13]. . . . . . . . . . . . . . . . . . . 104
5.2 Simulated Lissajous figures with m= 2 and (a) n= 2, (b) n= 3 and (c) n= 15. 106
5.3 (a) Original target object of the character ’@’ in Calibri font; b) and c) simulated
images obtained using Lissajous scans with n= 3 and n= 15. . . . . . . . . . 107
5.4 Simulated images obtained using Lissajous scans with phase errors of (a) and
(b) ± 4◦ in the x-direction, and (c) and (d) ±4◦ in the y direction. . . . . . . . . 109
5.5 Simulated images obtained using Lissajous scans with phase error of 8◦ in (a)
x and (b) y direction; (c) image obtained using scans with phase error in both x
and y directions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.6 Simulated images obtained using Lissajous scans with starting time errors of (a)
0.005s and (b) 0.01s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.7 (a) Ideal Lissajous figure for n = 3 (black lines), and additional scans with de-
liberate phase offsets of ±18◦ (grey lines); (b) and (c) Ideal Lissajous figure for
n = 15 (black lines), and additional scans with deliberate phase offsets of (b)
±4◦ and (c)±2◦,±4◦,±6◦ (grey lines). The inserts show enlarged views of the
scan pattern at the centre of the FOV. . . . . . . . . . . . . . . . . . . . . . . . 111
14
5.8 (a) Original target object containing vertical bars (b) simulated image obtained
using a single Lissajous figure with n = 15 (c) image obtained by combining
three sets of data obtained from Lissajous figures with deliberate phase offsets
of −4◦, 0◦ and +4◦. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.9 Original target object containing horizontal bars (b) simulated image obtained
using Lissajous figure with n= 15; reconstructed image obtained by combining
data sets obtained with deliberate phase offsets of (c) 0◦ and ±4◦, (d) 0◦, ±4◦
and ±6◦ , (e) 0◦, ±2◦, ±4◦ and ±6◦. . . . . . . . . . . . . . . . . . . . . . . . 114
5.10 (a) Original target object containing horizontal bars with higher spatial fre-
quency; simulated image obtained using Lissajous figures with (b) n = 15 and
(c) n= 31. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.11 Reconstructed images obtained by combining data sets obtained with deliberate
phase offsets of (c) 0◦ and ±4◦, (d) 0◦, ±4◦ and ±6◦ , (e) 0◦, ±2◦, ±4◦ and ±6◦. 115
5.12 Simulated image obtained using a single Lissajous figure with n= 15 and phase
offsets of (a) 4◦ and (b) −4◦ but reconstructed on its respective scan; recon-
structed image obtained by combining datasets obtained with deliberate phase
offsets of (c) 0◦ and ±4◦, (d) 0◦, ±4◦ and ±6◦ , (e) 0◦, ±2◦, ±4◦ and ±6◦. . . . 116
5.13 Time response predicted by Equation 5.28 with the result of Runge-Kutta in-
tegration for the first, (a) 25 cycles, (b) 100 cycles for synchronous operation
(ω = ω0), assuming a damping factor of ζ = 0.01. . . . . . . . . . . . . . . . 120
5.14 Time response predicted by Equation 5.28 with the result of Runge-Kutta in-
tegration for the first, (a) 25 cycles, (b) 100 cycles for asynchronous operation
(ω = 1.005ω0), assuming a damping factor of ζ = 0.01. . . . . . . . . . . . . 121
5.15 Transient responses at the first frame; (a)Time variation of x and y responses
(b) transient scan pattern (c) reconstructed image; assuming both resonators are
synchronous with equal damping factor of ζ = 0.01 . . . . . . . . . . . . . . . 121
5.16 Transient responses at the third frame; (a) Time variation of x and y responses
(b) transient scan pattern (c) reconstructed image; assuming both resonators are
synchronous with equal damping factor of ζ = 0.01 . . . . . . . . . . . . . . . 122
5.17 Transient responses at the fifth frame; (a) Time variation of x and y responses
(b) transient scan pattern (c) reconstructed image; assuming both resonators are
synchronous with equal damping factor of ζ = 0.01 . . . . . . . . . . . . . . . 123
15
5.18 (a) and (b) normalised frequency responses of low and high frequency modes,
(c) frequency variation of phase for the high frequency mode. Points are exper-
imental and, lines are theoretical predictions. . . . . . . . . . . . . . . . . . . 123
5.19 Experimental line scans for (a) low frequency mode and (b) high frequency
mode, in each case at resonance. . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.20 Experimental Lissajous scans obtained for m= 2 and (a) n= 14 and (b) n= 15. 125
5.21 (a) Microscope photograph of experimental target object; simulated image re-
constructed using data obtained from a Lissajous scan with n= 15, (b) with no
phase error and (c) with a phase error of 4◦ . . . . . . . . . . . . . . . . . . . 126
5.22 Simulated images obtained following a switch-on transient, for the (a) first, (b)
third, and (c) fifth frame. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.23 Time variations of drive signal (black) and back scattered signal (red) showing
latency and transient response. . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.24 Images reconstructed from data sets acquired after (a) 1, (b) 3 and (c) 5 complete
Lissajous cycles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.25 Low resolution images, reconstructed from data acquired (a) with no phase er-
ror, and (b) with phase error of 4◦. . . . . . . . . . . . . . . . . . . . . . . . . 130
5.26 Images reconstructed from single data sets acquired with deliberate phase off-
sets of (a)−4◦ and (b) 4◦; (c) high resolution image obtained by combining data
sets acquired with phase offsets acquired with phase offsets of 0◦ and ±4◦ . . . 132
6.1 Schematic of a multi-spectral dual-core fibre resonant scanner. . . . . . . . . . 135
6.2 Photographs of linear scans obtained at (a) low resonance (113 Hz) and (b) high
resonance (234.1 Hz). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.3 Photographs of Lissajous scans with parameters of m = 2 and n = 15, obtained
with normalised drive voltages of (a) 0.1, (b) 0.5 and (c) 1. . . . . . . . . . . . 136
6.4 Reconstructed images obtained with Lissajous parameters of m = 2 and n = 15
from (a) core 1, and (b) core 2. . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.5 Reconstructed image with incorrect offsets of 0.2 in (a) x- and (b) y-directions;
high resolution images obtained using (c) the overlay imaging method and (d)
the deliberate phase offset method. . . . . . . . . . . . . . . . . . . . . . . . . 138
16
6.6 Original sequence V0 and up-shifted modulation signals of (a) V1 with mod-
ulation sequence of Vm1 = [0101...], and (b) V2 with modulation sequence of
Vm2 = [1010...]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.7 (a) Target object consisting of a vertical bar, (b) fine scale of time variations
of the drive and modulation signals, (c) actual modulated signals plotted on
assumed ideal Lissajous trajectory, (d) written image of the target object. . . . . 141
6.8 (a) Target object consisting of two vertical and horizontal bars, (b) fine scale
of time variations of the drive and modulation signals, (c) actual modulated
signals plotted on assumed ideal Lissajous trajectory, (d) written image of the
target object. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.9 (a) Target object consisting of two vertical and horizontal bars, (b) fine scale of
time variations of the drive and modulation signals, (c) actual modulated signals
plotted on assumed ideal Lissajous scan, (d) written image of the target object. . 143
6.10 (a) Simulated scanning and selection of two line segments for writing, (b) time
variation of drive and modulation signals, (c) experimental result showing user-
selected pattern writing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.11 (a) Simulated scanning and selection of two line segments for writing, (b) time
variation of drive and modulation signals, (c) experimental result showing user-
selected pattern writing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.12 (a) Simulated scanning and selection of two rectangular areas for writing, (b)
time variation of drive and modulation signals, (c) experimental result showing
user-selected pattern writing. . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
17
List of Tables
3.1 Comparison between linear and non-linear resonators. . . . . . . . . . . . . . . 68
3.2 Analysis of second moment of area of a pair of fibres with cylindrical cross-section 76
3.3 Analysis of second moment of area of square infill region . . . . . . . . . . . . 77
3.4 Analysis of weighted second moment of area of composite cross-section. . . . 78
3.5 Frequency ratio obtained using air, PBMA, PMMA and SiO2 infills. . . . . . . 79
3.6 Analysis of second moment of area of a rectangular infill region . . . . . . . . 79
3.7 Analysis of weighted second moment of area of composite cross-section. . . . 80
3.8 Frequency ratio obtained using PBMA and PMMA infills, for different values
of α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
18
List of Symbols
Greek Symbols
αn coefficient of order of resonance mode [-]
α stability parameter in frequency loop [-]
β stability parameter in voltage loop [-]
ρ density of material [kg/m3 ]
ω0 angular resonance frequency [rad/s ]
ω01 first resonance angular frequency [rad/s ]
ωH high drive angular frequency [rad/s ]
ωL low drive angular frequency [rad/s ]
ζ damping ratio [-]
η return power efficiency [-]
∆t pulse width [-]
∆tS set pulse width [-]
φ phase [◦]
Roman Letters
A surface area [m2 ]
dw working distance [mm]
19
E Young’s Modulus [N/m2]
f frequency [Hz]
Ixx second moment of area in x-direction [-]
Iyy second moment of area in y-direction [-]
G power gain [-]
g gradient index constant [-]
H1,H2 principal planes [-]
L length of cantilever [m ]
L length of lens [mm]
m mass [kg]
n0 central index of refraction [-]
N number of distict lines [-]
r frequency ratio [-]
t time [s ]
tZ pulse position [-]
tZS zero-crossing drive [-]
tz pulse centres or positions [-]
v viscous damping [-]
W weight [kg ]
w width [m ]
Acronyms
ChR2 Channelrhodopsin-2
20
DAQ Data acquisition
FOV Field of view
GRIN GRadient INdex lens
IPA Isopropanol
MEMS Microelectromechanical systems
NA Numerical aperture
NpHR Halorhodopsin
SEM Scanning Electron Microscope
TTL Transistor-transistor logic
21
1 Introduction and Literature Review
In recent years, there has been considerable interest in resonant scanners for bar code read-
ing, biomedical imaging and projection of displays. One of the advantages is the potential
for miniaturizing the scanner while still maintaining portability and image integrity. Scanner
miniaturisation has been driven by microelectromechanical systems (MEMS) fabrication pro-
cesses that allow components such as mirrors, piezoelectric actuators, lenses and optical fibre
to be combined on a single silicon chip. Extremely promising results have been obtained using
devices intended for business, scientific, and medical purposes.
In addition, there is an interest of using optical fibres for light delivery in the emerging field
of optogenetics, a newly discovered method of controlling electrical activity in neurons that
have been genetically modified to express light-sensitive ion channels. However, the current
technology is limited to non-scanning operations involving optical fibre delivery of the light.
Even though activation and inhibition only occurs in cells that are genetically modified, the
effect on nearby cells is unknown. In addition, the light-sensitive protein is only activated with
blue light and inhibited with yellow light. This requirement suggests that fibre scanners capable
of simultaneous imaging and writing are required. One aim of this work is therefore to develop
a potential fibre-based scanning tool capable of accurate imaging and writing.
In this chapter, a literature survey on resonant scanners with moving mirrors and waveguides
is conducted. Research objectives leading towards the above target are then identified. We begin
the survey by first investigating the scan patterns that are normally used in optical scanning
systems.
1.1 Scan patterns
Generally, a resonant scanner consists of a light source (or multiple sources), a light steering
mechanism such as moving mirror or moving waveguide, focusing elements such as lenses,
and electronics. The most common scan patterns used are spiral, raster and Lissajous scans.
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(a) (b) (c)
Figure 1.1: (a) Spiral pattern with frequency ratio of 20 (b) raster pattern with frequency ratio
of 10 and (c) Lissajous pattern with frequency ratio of 2.0667.
A spiral pattern is a two-dimensional curve obtained when the x- and y-coordinates are varied
harmonically at equal rates but with sinusoidal modulated amplitude. In this case, the time
variation of the co-ordinates can be expressed as:
[x;y] =
1
2
(1− cos ωt) [sin (rωt) ; cos (rωt)] (1.1)
Here, r is the ratio between the high and low frequency, ω is an angular frequency and t is
time. Figure 1.1(a) shows a spiral scan pattern obtained by using Equation 1.1 with r = 20. A
spiral scan can easily be obtained by vibrating a cantilever based on a fibre of circular cross-
section since the stiffness of its mechanical principal axes is equal. However, spiral scans suffer
from highly irregular sampling since the density of lines in the inner region is much higher than
the outer region.
An alternative is a raster scan. A raster pattern is obtained with two driving frequencies that
have a very large frequency ratio. The slow frequency is used to sweep in the y-direction and
the fast for the x-direction. Figure 1.1(b) shows a raster obtained with a saw-tooth drive signal
with a frequency ratio of 10. As an example, a raster pattern can be achieved with two mirrors
that have different resonance frequencies or a single mirror with a gimbal design. However, the
frequency ratio between the fast and slow axes must be sufficiently large in order to obtain a
dense scan. For both spiral and raster scans, a close spacing between lines can only be obtained
with a sufficiently high value of frequency ratio.
A Lissajous pattern is a two-dimensional curve obtained when the x- and y-coordinates are
varied harmonically and at constant amplitude, but at unequal rates. The time variation of the
co-ordinates can be expressed as:
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[x,y] =− [sin (rωt) ,cos (ωt)] (1.2)
Here r is the ratio between the high and low frequencies, ω is an angular frequency and t is
time. By varying the frequency ratio r, a wide variety of figures can be obtained, each resulting
in entirely different Lissajous figure. To classify the figures, we expressed r in the following
form:
r = m+
1
n
(1.3)
Here, m and n are integers. For example, Figure 1.1(c) shows a Lissajous figure obtained
with Equation 1.2 with m= 2 and n= 15, leading to frequency ratio r = 2.0667. A reasonably
regular spacing can be achieved when the frequency ratio r is non-integer but rational. More
detailed analysis of Lissajous figures will be discussed in Chapter 5. A Lissajous pattern can be
achieved by the use of asymmetrical fibres that have differences in stiffness in their mechanical
principal axes, yielding two non-degenerate frequencies. Lissajous figures offer considerably
more regular image sampling, and are therefore chosen as the basic method of scanning here.
We now review the history of Lissajous figures and some early apparatus for visualising the
patterns.
1.2 History of Lissajous figures
Lissajous figures were named after the French scientist, Jules Antoine Lissajous, following his
famous experiment for visualising acoustic vibrations. However, he was not the first to describe
them. Figure 1.2(a) shows a collection of drawings of the apparent motion of the Earth as
viewed from the Moon by James Dean in 1815 [1]. Dean was a Professor in Mathematics and
Natural Philosophy at the University of Vermont, and described the motions in terms of angles
and positions with respect to the cardinal directions. In the final paragraph of his paper, he
mentioned that similar motions can be generated by a multiply-suspended pendulum.
Around the same time, Nathaniel Bowditch, a Fellow of American Philosophical Society at
Philadelphia, was interested in the theory of motion in Dean’s work. Bowditch examined the
patterns and presented mathematical equations to describe the motion. Figure 1.2(b) shows
curves representing the motions that he created using a multiply-suspended pendulum with dif-
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(a) (b)
Figure 1.2: (a) Drawings of the apparent motion of the Earth motion as viewed from the moon,
by James Dean in 1815 [1] (b) drawings of motion created by multiply-suspended
pendulae with different string lengths, by Nathaniel Bowditch in 1815 [2].
ferent string lengths in 1815 [2]. In Figure 1.2(b), we can identify some familiar Lissajous
figures generated using different frequency ratios and phases between the two harmonic inputs.
For example, the bottom left pattern can be obtained with frequency ratio of 1/3 with zero
phase, and the bottom right with frequency ratio 1/2, also with zero phase. Unfortunately, news
of Dean’s and Bowditch’s work did not reach Europe in the first half of 19th century, where a
similar study was conducted by Lissajous.
In the mid-19th century, Lissajous, who was a Professor of Mathematics in the Lycée Saint-
Louis, performed the first experiment to visualise acoustic vibrations with a light beam. Figure
1.3 shows a collection of figures obtained by Lissajous himself in one of his major works en-
titled "Mémoire sur l’Étude optique des mouvements vibratoires" in 1857 [3]. The drawings
in rows 1 to 5 show the patterns obtained with frequency ratios of 1/1, 1/2, 1/3, 2/3 and 3/4
while columns 1 to 9 show patterns obtained with a variety of phases at the same ratios. Here,
Lissajous demonstrated that variety of patterns can be achieved by varying the phase with the
same frequency ratio.
In Great Britain, further work on Lissajous figures was performed by Hugh Blackburn [4]
and George Airy [5]. In 1844, Blackburn, a Professor of Mathematics at the University of
Glasgow, performed similar pendulum experiments to Bowditch. A pendulum mounted this
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Figure 1.3: Lissajous figures obtained by Jules Antoine Lissajous in 1855 [3].
way is therefore commonly known as Blackburn pendulum. At roughly the same time, the
famous scientist Airy observed the ‘curious movement‘ made by segmented acacia twigs when
flicked. He also then adopted Blackburn’s idea of using a multiply suspended pendulum, using
a pencil attached to the tip to sketch the Lissajous curve. Lissajous’ work was widely referred
by other scientists such as Rayleigh and Helmholtz in acoustic and string vibration studies and
quickly became very prominent in Europe [6]. We will now present examples of early apparatus
for visualising Lissajous figures.
1.2.1 Early Lissajous apparatus
(a) (b) (c)
Figure 1.4: Experimental apparatus for visualising Lissajous figures, developed by (a) Lissajous
[3] (b) Hopkins [7] and (c) Campbell [8].
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Figure 1.4(a) shows a set of apparatus developed by Lissajous in 1855 [3], which consists of a
light source, two mirrors attached to two separate tuning forks and a telescope. The light source
is directed to the first mirror and then to the second, and the final reflected light is observed
using the telescope. When the tuning fork is vibrated, it produces a specific acoustic frequency,
depending on the tine length. This vibration will be relayed to the mirrors and the light will be
reflected according to the frequency. Using this apparatus, Lissajous noticed that many different
patterns could be obtained, and that their shapes depended on the relative frequency, phase and
amplitude of the two vibrations. He then classified the patterns according to the frequency ratio
and phase and created the drawings shown earlier.
Figure 1.4(b) shows a similar experimental apparatus invented by Hopkins in 1890 [7]. Hop-
kins mentioned that Lissajous’s apparatus was expensive. So, he used items commonly found
at home. Instead of using tuning forks, the setup consists of two plane mirrors supported by
rubber bands, and the light source is a candle. Behind the mirror, a metal rod is provided to set
the system in motion, and the light is focused with the hand glass onto a screen for visualization.
Figure 1.4(c) shows a more modern experimental setup developed by Campbell for teaching
in 1972 [8]. The arrangement consists of a laser, two speakers with signal generators, two
rulers and a mirror. In this setup, each speaker is attached to a ruler, arranged in the vertical
or horizontal direction. A mirror is mounted at the intersection of the rulers so the combined
vibration from each speaker is relayed to the mirror, and the laser beam is reflected from the
mirror onto a screen.
We will now consider some examples in the literature that use moving waveguides and mov-
ing mirrors to generate raster, spiral and Lissajous patterns.
1.3 Moving mirror scanners
1.3.1 Raster scanners
Figure 1.5(a) shows an SEM image of a single chip raster scanner that consists of a slow and a
fast mirror and a stationary mirror [9]. Light from a laser source is directed onto the fast mirror
and then reflected towards the slow mirror, which vibrates in an orthogonal direction. The light
is then reflected out of the chip by the stationary mirror onto a set of imaging optics and then to
a target object for scanning. Figure 1.5(b) shows a photograph of the raster scan obtained with
fast and slow mirrors driven at 4.6 kHz and 46 Hz, respectively (a frequency ratio of 100). The
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(a) (b) (c)
(d) (e)
Figure 1.5: (a) Single chip raster scanner combining slow, fast and fixed mirrors; (b) and (c)
raster scan obtained with the fast and slow mirrors driven at (b) 4.6 kHz and 46
Hz, (c) 4.6 kHz and 11.5 Hz, respectively [9]; (d) square gimbaled mirror with
electrostatic comb actuators, (e) a fully packaged gimbal mirror [10].
author mentioned that the blurred scan lines at periphery were caused by the jitter and wobble
of the slow mirror. The lines are also widely spaced, resulting in low resolution. Figure 1.5(c)
shows another photograph of a scan when the fast frequency is maintained at 4.6 kHz but the
slow frequency is reduced to 11. 5 Hz. In this case, the frequency ratio is increased to 400 and
the lines are more closely spaced.
Figure 1.5(d) shows a single square gimbal mirror with electrostatic comb actuators for raster
scanning [10]. In this design, the outer axes can be controlled to vibrate at a frequency of 1-
15 Hz and the inner axis at frequencies from 0.56 kHz to 1.08 kHz. As a result, the frequency
ratio can be in the range 50 - 1000. Figure 1.5(e) shows a packaged gimbal mirror in a plastic
housing, intended for in-vivo brain imaging. The weight of the device is 2.9 g, making it suitable
for head-mounting.
Mirror scanners are attractive because they can be batch-fabricated using MEMS technology.
As a result the scanner will typically be very light and small, making it is suitable for imaging.
However, the technology is extremely complex, and a number of additional components are
typically required to achieve a complete system.
28
1.3.2 Lissajous scanners
(a) (b)
(c) (d) (e)
Figure 1.6: (a) Lissajous mirror scanner with frequency ratio of 0.833, (b) Lissajous figure with
frequency ratio of 13 [11]; (c) an SEM photograph of two-axis comb-actuated gim-
bal mirror with resonant frequencies of 5.8 kHz and 7.8 kHz, (d) two Lissajous
figures obtained with frequency ratio of ≈ 1.345 (top) and 4 (bottom) [12], (e) sim-
ulated Lissajous scan with frequency ratio of 4.
Figure 1.6(a) shows a Lissajous mirror scanner with frequency ratio of 5/6 = 0.833 [11]. With
the mirror size of 1.5× 1.5 mm, the author claimed a large deflection of ±10◦. Figure 1.6(b)
shows another Lissajous figure with frequency ratio of 13. The author showed that a variety
of Lissajous figures could be obtained by adjusting the frequency ratio. Unfortunately, with
an integer ratio, the line spacing is highly irregular. The trajectories of Lissajous figures with
integer ratio do cross the entire FOV but a relatively large value of frequency ratio is needed
to achieve dense sampling. It is then difficult to construct a waveguide cantilever with suitable
frequency ratios, and to achieve similar scan amplitudes for the two orthogonal scan directions.
More useful figures are therefore likely to involve non-integer ratios.
Figure 1.6(c) shows an SEM photograph of a two-axis comb-actuated gimbal mirror with
resonant frequencies of 5.8 kHz and 7.8 kHz [12]. The maximum deflection angle achieved
was 3.8◦ (at 55 V) for the inner comb and 2.4◦ (at 100 V) for the outer comb. Figure 1.6(d)
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shows two Lissajous figures obtained with this design. The upper figure was obtained when the
mirror was driven at resonance with a frequency ratio of 39/29 ≈ 1.345. Since the frequency
ratio is a rational number, a closed scan was achieved, although it is difficult to identify due
to the poor quality of the photograph. The lower figure shows a pattern with a frequency ratio
of 4. In this case, the author claimed that a simple Lissajous pattern with integer frequency
ratio was possible. However, Figure 1.6(e) shows a Lissajous figure with coordinate variation
[x,y] = −[sin (4t),cos (t)]. Unfortunately, the pattern of Lissajous scan obtained by the author
is not the same with the simulation result.
(a) (b) (c)
(d) (e)
Figure 1.7: (a) Schematic of the head of a Lissajous scanner, (b) enlarged schematic of
the parabolic focusing optics and the biaxial MEMS scanning mirror, (c) fully-
packaged, hand-held microscope [13]; (d) schematic of a Lissajous scanner with
a gimballed mirror,(d) fully-packaged scanner [14].
Figure 1.7(a) shows the schematic of the head of a Lissajous scanner [13]. The arrangement
is slightly different, since the author uses a separate beam path for illumination and detection.
Figure 1.7(b) shows an enlarged schematic of the parabolic focusing optics and the biaxial
MEMS scanning mirror used. The resonant frequencies of the mirror are 985 Hz and 2220 Hz.
The light source is a laser beam (shown in blue) that is focused by the parabolic mirror onto
the right side of the mirror. The mirror is then vibrated into a Lissajous pattern, projecting the
beam onto a target object. The back-scattered signal (green) is collected by the left side of the
moving mirror. The light is then focused by the parabolic mirror and passed to further optics for
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detection. Figure 1.7(c) shows a fully-packaged, hand-held microscope based on this scan head.
The end of the scan head has a GRIN triplet relay lens with a diameter of 1.8 mm, making the
device suitable for optical biopsy and image guided-resection during surgery. The author noted
difficulties in obtaining a repeating Lissajous scan due to the arbitrary resonant frequencies.
Therefore, the author suggested using a frequency ratio slightly different from 9/4 = 2.25 so that
a non-repeating or ‘sliding‘ pattern is achieved. As a result, it is difficult to distinguish the scan
lines and confirm whether the mirror has indeed produced the correct scan pattern. This issue
will be discussed extensively in later Chapters.
Figure 1.7(d) shows the schematic of a Lissajous scanner that uses a gimballed mirror, la-
belled M3, for fluorescence imaging [14]. Light from a 780 nm excitation source is delivered
to the scanner via a photonic bandgap fibre (PBF) and reflected by an aluminium-coated mirror
M1 to a dichroic mirror M2. At an incident angle of 45◦ , 95% of the power is transmitted to the
MEMS mirror M3 for beam steering. Further optics focus the light onto the target object and
the back-scattered signal is collected by the same optics onto mirror M3. The back-scattered
signal is transmitted by the dichroic mirror M2 into the core of the multimode fibre (MMF) by
focusing optics and then detected by a photo-multiplier. Figure 1.7(d) shows the fully-packaged
scanner, intended for imaging inside a rat colon. The scanner uses a similar approach to relay
the back-scattered light, but the distal focusing optics is mounted in a stainless steel tube of
3.4 mm diameter and 26 mm length. The author reported that the mirror was operated with a
frequency ratio of 2.91/0.805 = 582 / 161 ≈ 3.615, and noted that there is a phase difference
between the driving waveform and actual mirror position. Unfortunately, the actual phase was
never reported. Instead, the phase was simply iterated in steps of 0.01◦ until the best image was
obtained, a highly inefficient approach.
In summary, moving mirror scanners can be batch-fabricated using advanced MEMS tech-
niques. The mirrors are typically driven with electrostatic actuation, but high voltages are
needed to achieve suitable deflection angles. Because the light travels in free space, compli-
cated optics are required for focusing and imaging. Nevertheless, hand-held devices have been
reported in the literature.
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(a) (b)
Figure 1.8: Schematic of a cantilever-based raster scanner, (a) with two piezoelectric beam
transducers and a double-clad optical fibre [15], (b) with two nickel foil beams,
piezoelectric beam transducer and polarisation-preserving fibre [16].
1.4 Moving waveguide scanners
1.4.1 Raster scanners
Figure 1.8(a) shows the schematic of a cantilever-based raster scanner, which uses two piezo-
electric beam transducers and a double-clad optical fibre [15]. The transducer axes are aligned
perpendicular to one another to achieve two-axis scanning. In one direction, resonant operation
is achieved at a frequency 1.05 kHz with a deflection of 1 mm at 50 V peak to peak. In the
other, off-resonance operation is used; however, this requires a much higher voltage (200 V p-p
for 650 µm deflection). A mechanical stiffener was used to break the cylindrical symmetry of
the fibre.
Figure 1.8(b) shows a similar fibre-based electromagnetic raster scanner, based on two nickel
foil beams, labelled B1 and B2 and carrying neodymium permanent magnets, placed perpen-
dicular to each other [16]. Horizontal vibration is achieved with beam B1 driven by passing a
current through coil C1, while Beam B2 is driven by coil C2. At the end of beam B2, a polari-
sation preserving fibre is used as a further cantilever. The author claimed that, since the beams
have a large bending stiffness in all directions other than the intended one, only small artefacts
were observed. However, the use of an a mechanically asymmetric fibre without a proper align-
ment of its principal axes is likely to have caused cross-coupling. This effect will be discussed
in detail later on. Another similar design can be found in [17]; in this case, two piezoelectric
beams were used.
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(a)
(b)
(c) (d) (e)
Figure 1.9: (a) Schematic of a fibre spiral scanner with a single mode fibre mounted in a tubular
piezoelectric actuator, (b) time variation of the piezoelectric drive voltage and the
resulting fibre displacement [18],(c) simulated spiral scan with discrete sampling
points marked on the trajectory (d) example of reconstructed image of the letter ‘S‘
(e) improved resolution image [19].
1.4.2 Spiral scanners
Figure 1.9(a) shows the schematic of a fibre spiral scanner consisting of a single mode fibre
mounted as a cantilever in a tubular piezoelectric actuator [18]. A single-mode fibre is used for
target illumination, while several multi-mode fibres inside of the housing are used for detection
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of back-scatter. The piezoelectric actuator has 4 quadrants that can be controlled separately
in pairs. The fibre is driven harmonically with gradually increasing amplitude in both x- and
y-directions.
Figure 1.9(b) shows the time variation of the piezo drive voltage and the resulting fibre dis-
placement. For each frame, the scan involves three stages: imaging, braking and free decay.
During the imaging stage, the amplitude of the piezoelectric drive is gradually increased until
the fibre reaches the maximum extent of the scan. The piezoelectric drive then applies an active
braking signal, consisting of a high amplitude drive signal that lags the fiber motion by 90◦.
This signal will cause rapid deceleration of the fibre. Finally, the vibration is halted by natural
decay. The process is then repeated to obtain another frame. For the spiral scan operation, the
fibre must travel from the centre of the FOV towards the maximum extent of the scan.
In a later publication, one of the authors (Seibel) integrated the scanner with a cystoscope with
an outer diameter of 2 mm [19]. Figure 1.9(c) shows a simulated spiral scan with discrete sam-
pling points marked on the trajectory. The black line shows an example of one set of sampled
lines, indicating where the brightness is measured. Sampling is highly irregular; at the center,
the points are very closely spaced, while in the outer region, the points are sparse. Figure 1.9(d)
shows an example image of the letter ‘S‘ obtained using this technique. Because the sampling is
so irregular, the image contains fan-like artefacts. These artefacts are caused by the way the data
is acquired in spiral scan that has been demonstrated in 1.9(c). Figure 1.9(e) shows improved
resolution obtained for the same target, using a technique called ‘summed voxel projection‘.
Other similar designs can be found in [20–22]; in each case involving an optical fibre mounted
in a tubular piezoelectric drive.
1.4.3 Lissajous scanners
Figure 1.10 shows the schematic of a scanning fibre optic microscope by Giniunas in 1991 [23],
the first fibre-based Lissajous scanner. The author noted that an earlier microscope based on an
optical fibre bundle can be simplified using just a single fibre vibrated in a Lissajous pattern.
The fibre is attached to 4 piezoelectric plates, and opposite transducer pairs are used to excite
vibration in horizontal and vertical directions with a frequency ratio of 420/270 = 14/9 = 1.556.
Detection is achieved by coupling the back-scattered signal into the fibre and into the laser
cavity. The resulting intensity disturbance is detected by the photodiode monitoring the laser
output.
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Figure 1.10: Schematic of a scanning fibre optic microscope [23].
(a) (b)
Figure 1.11: (a) Schematic of a Lissajous scanner based on a single optical fibre mounted on a
single piezoelectric transducer [24](b) imaging head of a fibre Lissajous scanner;
both with stiffening piece [25].
Figure 1.11(a) shows the schematic of a Lissajous scanner based on a single optical fibre
mounted on a single piezoelectric transducer [24], the first time such a scanner was used for
imaging in a freely moving animal. The stiffening piece is glued to the fibre and the lower sheet
of the element. From the front view, it can be seen that the stiffening piece forms an angle of 45◦
to the surface of the bending element so that vibrations in the two diagonal directions absorb
about equal power. The frequency ratio was chosen to be close to 2 once again, to achieve full
coverage of the target.
Figure 1.11(b) shows the imaging head of a fibre Lissajous scanner [25]. Illumination is
achieved with a photonic bandgap fibre and detection with a high numerical aperture multi-
mode fibre. A similar technique was used to produce two non-degenerate frequencies, based
on a stiffening piece attached to the fibre. The two resonant frequencies of the fibre cantilever
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were then 698 Hz and 538 Hz, giving a ratio of 349/269 ≈ 1.297. Both axes were operated
at resonance. A DC micrometer was used to adjust the focus by moving the entire scanning
head axially with respect to the target. Unfortunately, in both publications, the algorithm used
to design the mechanical stiffener was unclear.
(a) (b)
Figure 1.12: (a) Schematic of a fibre Lissajous scanner with frequency ratio of ≈ 1.622 (b)
photographs of Lissajous scans obtained at 10, 4 and 2 frames per second respec-
tively [26].
Figure 1.12(a) shows the schematic of a fibre Lissajous scanner [26] with a very similar
arrangement to [24]. In this case, the two resonant frequencies were 383.6 Hz and 236.5 Hz,
giving ratio of≈ 1.622. Even eight years after [24] was published, most Lissajous scanners still
use similar techniques to obtain non-degenerate frequencies. Figure 1.12(b) shows photographs
of Lissajous scans obtained at 10, 4 and 2 frames per second respectively. The top panel shows
the whole scan and the bottom shows an enlarged view. The author showed that by reducing the
number of frames per second, a denser scan could be obtained. However, once again there was
no discussion of how suitable phasing can be achieved.
Figure 1.13(a) shows the schematic of a fibre Lissajous scanner with a tubular piezoelectric
transducer and micro-fabricated attachments to the optical fibre [27]. The author recognised
the issue of mode coupling when a circular fibre is used, and the attachments are intended to
modify the stiffness of the fibre. The attachments consist of a short length of fibre, inserted into
micro-machined components, together with additional masses at the fibre ends. Adjustment
of the length and position of the fibre section is claimed to allow frequency ratio tuning. The
micro-machined elements must be placed at a certain distance along the cantilever length. As
an example, if the length of L1 is set to 3.5 mm, L2 must be set precisely to 7.5 mm in order
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(a)
(b)
Figure 1.13: (a) Schematic of a fibre Lissajous scanner with a tubular piezoelectric transducer
and micro-fabricated attachments to the optical fibre (b) panel of Lissajous scans
obtained after tuning [27].
to obtain a frequency separation of 13 Hz. While it is possible to tune the frequency ratio,
this method therefore still requires a precise positioning of the attachments along the fibre.
From the data presented, the frequency tuning range can be estimated as 91.5 ± 6.5 Hz or
7.1 % variation. Figure 1.13(b) shows a panel of Lissajous scans obtained after tuning. The
patterns were generated with both axes operating at resonance (at frequencies of 97 Hz and
86 Hz respectively, giving a frequency ratio of ≈ 1.128). In another publication, the author
demonstrates the same scanner, integrated into a laparoscope [28].
Figure 1.14(a) shows a Lissajous scanner based on a hexagonal double clad optical fibre
mounted at 45◦ on a piezoelectric transducer strip [29]. This design uses a multiply-clad fibre
with a flattened preform. Therefore, by mounting the fibre at 45◦ with respect to the excitation
direction, two non-degenerate frequencies (333 Hz and 286 Hz) could be obtained. In this case,
(a) (b)
Figure 1.14: (a) Schematic of a Lissajous fibre scanner with a tubular piezoelectric transducer
and micro-fabricated attachments to the optical fibre (b) panel of Lissajous scans
obtained after tuning [27].
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the resonant frequencies only depend on the length of the cantilever. However, the frequency
ratio is fixed. Figure 1.14(b) shows a Lissajous scan, which is tilted at 45◦ due to the way the
fibre is mounted.
As we have seen, a considerable number of fibre scanners have already been demonstrated.
We now discuss the range of possible applications.
1.5 Applications
1.5.1 Bar code reader
(a) (b) (c)
Figure 1.15: (a) Confocal fibre optic resonant bar-code reader (b) bench-top experimental reader
[30] (c) Lissajous figure obtained with an etched-cladding D-shaped fibre [31].
The simplest application of one-dimensional scanning is bar-code reading. Figure 1.15(a)
shows a confocal fibre optic resonant bar-code reader based on single-mode fibre mounted on a
piezoelectric disc [30]. Here, the author used dual numeral aperture (NA) operation, using the
core for illumination and the cladding for detection. Dual NA operation allows the elimination
of a beam-splitter in the light path, since light collected in the cladding can simply be coupled
into the photodiode using index matching cement, and improves efficiency. Figure 1.15(b)
shows a bench-top experimental reader, with a bar-code being scanned with a vertical scan line.
The back-scattered signal coupled to the cladding is detected by the photodiode and the resulting
signal is displayed on an oscilloscope. Figure 1.15(c) shows a Lissajous figure with frequency
ratio of 1.75 [31]. The author demonstrated that an integer ratio of scan can be obtained with an
etched-cladding D-shaped fibre using reactive-ion-etching technique, leading to elimination of
cross-coupling issue.
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(a) (b) (c)
Figure 1.16: (a) Frame images of blood capillaries [24] (b) images of neocortical capillaries in
the brain [10] (c) images of Purkinje cell dendritic trees in the brain [21].
1.5.2 Biomedical imaging
Many papers describe applications in biomedical imaging, mostly by integrating the moving
mirror or fibre into an endoscope.
Figure 1.16(a) shows frame images of blood capillaries with fluorescent markers obtained
using a fibre Lissajous scanner [24]. The top panel shows 5 identical images in a sequence
obtained from a resting adult rat. The images are identical, suggesting that the scanner can
provide stable operation. The middle panel shows 5 different images obtained when the rat
was moving. On the 8th frame, the author noted that the Lissajous pattern itself can be seen
on the figure. This suggests that the fibre is perturbed and the imaging was performed during
a transient response. Unfortunately, the author did not consider this effect, casting doubt on
the image shown. This effect will be discussed in later Chapters. The bottom panel shows the
images when the rat has stopped moving. The images are identical, suggesting that the transient
has died out and the scan has re-stabilised.
Figure 1.16(b) shows images of neocortical capillaries (blood vessel in the brain) obtained
using mirror raster scanner in an anesthetized adult rat [10]. The top left shows images at
different brain locations, with a frame rate of 4 Hz. The top right image shows the movement
of erythrocytes, obtained by combining sequential images of single scan lines. The movement
is shown by the dark stripes on the capillary. The slope of the stripe determines the individual
erythrocyte velocity.
Figure 1.16(c) shows images of Purkinje cell dendritic trees (a type of cell in the cerebellum)
obtained using fibre spiral scanner [21]. The experiment was performed to measure the dendritic
calcium signal that can be identified with a fluorescent calcium indicator. Here, the author shows
that the fluorescence decay can be found by subtracting consecutive frames in a sequence.
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(a) (b) (c)
Figure 1.17: (a) Miniaturised head-mounted two-photon microscopy on a freely moving rat(b)
overlay in-vivo images of fluorescent astrocytes [32] (c) a scan of a human fingertip
showing different layers [19].
Figure 1.17(a) shows a miniaturised head-mounted two-photon microscopy system for record-
ing fluorescent calcium indicators from a somata layer of neurons in freely moving rats [32].
The author shows that the scanner attachment does not inconvenience the rat, which displays
normal behaviour such as eating, running and digging. Figure 1.17(b) shows overlay in-vivo
images obtained using two fluorescent dyes that label astrocytes (star-shaped cells in the central
nervous system) in red and neurons in green. Imaging of neurons is clearly possible in a freely
moving animal.
Figure 1.17(c) shows a scan of a human fingertip showing the epidermis (outer layer) and
dermis (inner layer) and a sweat gland. The image was obtained by optical coherence tomog-
raphy, based on a fibre spiral scan [19]. A suitable penetration depth was achieved with a 1060
nm source. At this wavelength, biological tissue absorbs and reflects differently as the depth
increases, so back-scattered images can easily be reconstructed for tissue different depths.
1.5.3 Optogenetics
Optogenetics is a multi-disciplinary field that uses light to stimulate or inhibit well-defined
events in specific cells [33–36]. This field provides a novel method to control the neurons in
the brain by using the light-sensitive proteins channelrhodopsin-2 (ChR2) and halorhodopsin
(NpHR) that react to blue (470 nm) and yellow (580 nm) light respectively.
The diagrams in Figure 1.18 show the working principles of electrical and optical stimulation
[32]. The left-hand diagram shows the traditional method of electrical stimulation, where the
neuron is excited by an electrical current. This method is highly invasive, and the stimulation
can affect neighbouring neurons. Furthermore, to stimulate deep tissue, the electrode must
40
Figure 1.18: Working principles of electrical and optical stimulation; (left) electrical stimu-
lation, (middle) optical stimulation with blue light, (right) optical inhibition with
yellow light [33].
be implanted deep into the brain. In the middle diagram, the upper neuron is modified with
ChR2 protein. This protein allows selective optical stimulation; if both neurons are illuminated
with blue light, only the upper neuron will be stimulated. In the right-hand diagram, the upper
neuron is modified with NpHR protein. Assuming both neurons are electrically active before
inhibition, the upper neuron can now be inhibited with yellow light. Using current approaches,
light is delivered via an optical fibre inserted through a cannula to activate the ChR2 or inhibit
the NpHR.
(a) (b)
(c) (d)
Figure 1.19: (a) An overlay image obtained in bright field using a micro-LED projection system
[37], (b) a windowed, tapered optical fibre for optogenetics application; emission
of light from (c) window H1 at 8◦ angle, (d) window H1 and H2 at 11◦ angle [38].
Figure 1.19(a) shows an overlay image obtained in bright field using a micro-LED projection
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system [37]. The system is a non-scanning operation, and the light from the LED matrix was
transmitted onto the neural specimen via multiple optical lenses and a camera. Each LED has a
power of 70 µW, a diameter of 30 µm and a centre-to-centre separation of 50 µm, Consequently,
the LEDs are roughly the same size as a soma. Each LED can be switched on individually,
making this method controllable.
Figure 1.19(b) shows a windowed, tapered optical fibre for optogenetics application, fabri-
cated by heating and pulling the fibre [38]. The tapered shape allows selection of propagating
and evanescent modes and the gold coating prevents leakage of light. The fibre has two win-
dows, labelled H1 and H2, opened by ion beam etching. These windows allow controllable
excitation, albeit from only two discrete locations. Figure 1.19(c) shows emission of light only
from window H1, which is selected by adjusting the angle of the incident light on the input
facet of the fibre. Similarly, Figure 1.19(d) shows emission of light from both H1 and H2 at a
different angle. The fibre therefore provides a controllable optical probe. In [39], operation of
non-scanning illumination and simultaneous electrical signal reading was demonstrated.
1.5.4 Projection displays
(a) (b)
(c)
Figure 1.20: (a) A compact picoprojector (b) colour image generated with VGA resolution [40]
(c) projector evolution from 2001 to 2010 [41].
Example applications can also be found in projection displays. Figure 1.20(a) shows a pi-
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coprojector, and Figure 1.20(b) shows full colour image generated with VGA resolution at 50
Hz frame rate using micro-mirror Lissajous scanner [40]. Here, the frequency ratio in around
16, and the very fast vibration in one axis results in a high-quality projected image. Due to the
small size of the mirror, the scanner is extremely compact. Figure 1.20(c) illustrates projector
evolution from 2001 to 2010. Overall size has reduced throughout the years. For example, the
scanner head of the right-hand pico-projector has a dimension of 6.6 × 9.9 mm, with thick-
ness of 6.6 mm. The most recent picoprojector can achieve a ±12◦ scan, making it suitable for
mobile device applications [41].
1.6 Summary and research objectives
Optical fibre scanners can be more compact than equivalent mirror-based scanners (which re-
quire complex folded optics), especially for biomedical applications. However, image acqui-
sition depends critically on accurate knowledge of the fibre position. In fact, even the use of
standard optical fibres in a single-axis moving waveguide scanner is not as straightforward as
it sounds. For example, simple experiments show that elliptical scan patterns are generally
obtained when nominally circular fibres execute a linear scan, suggesting that cross coupling
between orthogonal bending modes often occurs. As a result, feedback control is highly desir-
able. However, it is difficult to integrate any form of sensor in an isotropic material such as the
silica glass used for fibre construction in order to obtain feedback. Therefore, the origin of the
back-scattered data can be highly ambiguous, leading to lack of confidence in the reconstructed
image. In fact, published images appear to have been obtained by some form of lengthy trial and
error process. In addition, useful Lissajous scan patterns generally require two non-degenerate
resonant frequencies. However, it is difficult to achieve these using standard or even special-
ized commercially available fibres, and even harder to construct a special-purpose fibre that
combines suitable mechanical and optical properties. Finally, applications such as optogenetics
require scanning systems that can both read and write. There is therefore a need for solutions to
all these problems.
Based on this summary, the following research objectives were formulated:
1. Assessment of available optical fibres for one- and two-dimensional scanners;
2. Development of a position sensing mechanism for closed loop feedback operation;
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3. Development of a new method for constructing optical fibre with controllably non-degenerate
modes for two-dimensional scanning;
4. Development of an image reconstruction algorithm that considers dynamical effects such
as latency, transient response and steady-state phase error;
5. Development of methods to increase resolution of the reconstructed image.
1.7 Thesis outline
The objectives above were addressed by further development of a dual numerical aperture con-
focal moving fibre scanner, previously developed for 1D and 2D bar-code scanning [29, 30].
Chapter 2 discusses the hardware implementation of an updated bench-top system, which was
used for all subsequent experiments. Chapter 3 presents an analysis of the mechanical cross-
coupling problem in degenerate two-axis systems. The characteristics of polarisation-preserving
fibre, which provide commercially available examples of mechanically non-degenerate fibres,
are then investigated to assess their suitability for 1D and 2D scanning. Since it is found that the
achievable frequency ratio differs from unity by only a small amount, a new method of fabricat-
ing fibre cantilevers with frequency ratios close to two is then demonstrated. The method uses
dip-coating to modify the combined cross-section of a pair of adjacent fibres. Since it is based
on standard fibre, it is extremely easy to implement. In Chapter 4, a new position sensing mech-
anism is proposed, based on intermittent optical feedback from metal apertures surrounding the
imaging lens. Based on this feedback, control algorithms for tuning the phase and amplitude of
the drive signals to achieve accurate Lissajous scanning are then demonstrated. In Chapter 5,
algorithms for reconstructing 2D images from back-scattered data are developed. The effect of
latency, transient response and steady-state phase error are all considered. A new method of in-
creasing image resolution, by combining data sets obtained with different, deliberately applied
phase shifts to one drive is then demonstrated. In Chapter 6, preliminary work designed to ex-
ploit the availability of two cores in the composite fibre cantilever is presented. The acquisition
of images using the two separate cores is demonstrated, and the images are combined. Different
wavelengths are then used in each core, to allow multispectral imaging. Pattern writing is then
demonstrated using each of the cores, and images written using different wavelengths in the
two cores are combined as multispectral patterns. In Chapter 7, conclusions are presented and
further work is proposed.
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2 System Design
2.1 Introduction
In this chapter, the overall hardware of the bench top scanner is described. The scanner was
developed from a much older bar code reader described in [30, 31]. In the present version,
new features such as closed loop optical feedback to control dynamical response were added
[42, 43] and a new method for obtaining precise Lissajous scanning for imaging applications
was developed [44].
Cantilever waveguides can be actuated using several methods, such as electrothermal drives
based on shape [45,46] and material [47] bimorphs, electrostatic drives [40,48] and piezoelectric
transducers with two-axis forcing in the form of tubular quadrant piezoelectric actuators [18,21,
49]. Detection of the back-scattered signal can be achieved in dual-axes confocal microscopy
using a separate path for illumination and detection [18, 50] or with an additional small photo-
multiplier tube [24]. Similarly, feedback can be provided using a position sensitive detector
(PSD) [26, 49, 51–54] ; however, this approach is extremely clumsy, since there is invariably
some interruption of the light path.
In our version, a single piezoelectric disc was used for actuation. One-dimensional scanning
is achieved by directly mounting a fibre cantilever on the piezo-electric disc, with its mechanical
axes aligned precisely parallel and perpendicular to the excitation direction. Two-dimensional
scanning is achieved by mounting a cantilever with an asymmetric fibre cross-section on the
piezoelectric actuator at 45◦, to excite both mechanical principal modes simultaneously.
For detection, the scanner is based on a dual numerical aperture confocal system with a
mode-stripping detector, using the core of the fibre for illumination and cladding for detec-
tion. Feedback signals are obtained by reflection of the illuminating beam from an apertured
mirror mounted in front of the lens. Large optical pulses are returned when fibre vibrates in this
region, and timing information can be extracted from these pulses to determine the amplitude
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and phase of the mechanical oscillation.
Two complete systems were investigated, namely one- and two-dimensional scanners. In
each case, the experimental arrangement is slightly different, and will be described separately.
Figure 2.1 shows the general setup consists of 4 main parts, namely the scanner, the drive,
the laser source and the data acquisition system. Each part will be explained in the following
sections.
Figure 2.1: System block diagram of a single-axis confocal scanner.
2.2 Scanner
2.2.1 Dual numerical aperture operation
Figure 2.2: Optical principle of a dual numerical aperture confocal resonant scanner [30].
Figure 2.2 shows a confocal system with dual numerical aperture (NA) operation. Here, the
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size of the fibre is exaggerated in comparison to the size of photodiode. NA determines the
acceptance cone of a fibre and the angular spread of radiation it may emit or collect. The extent
of the acceptance cone will be determined by the maximum angle that an external ray entering
the end face of the fibre may have while still giving rise to totally-reflected rays within the
waveguide. Dual numerical aperture operation is obtained when the core is used for illumination
and the cladding for detection, greatly increasing the detected signal. The output from the fibre
is focused using a graded-index (GRIN) lens onto the target object. The illuminating beam is
scattered from the target, and diffuse light passes back through the lens to form an image at the
fibre tip. The return is coupled back into the fibre with low and high NA components in the core
and cladding respectively.
If, as in some other systems, a 50:50 beam splitter is used to detect the low NA components
in the core, a low intensity back-scattered light is obtained. For example, it is easy to show that
only 25% of the illumination power is obtained from a perfectly reflective target. However, if the
splitter is discarded and the high NA component in the cladding is detected instead, the signal
gain is large. Assuming the fibre mode has a numerical aperture NAF and that the collection is
limited by the numerical aperture NAL of the lens, the power gain, G is 4(NAL2−NAF2)/NAF2.
Here, the factor of 4 arises from discarding the 50:50 splitter. The fraction of return power
passing the lens that may be collected from the cladding is η = NAL2−NAF2/NAL2. With the
NA of lens and fibre of 0.55 and 0.12 respectively, we can calculate the gain to be G = 80 or 19
dB and the return power efficiency to be 95%. The back-scattered signal in the cladding may be
coupled into the photodiode very simply, using index matching cement.
2.2.2 Position sensing
Position sensing is explained in detail in Chapter 4; a brief explanation is given here for com-
pleteness. An apertured reflector can be placed in between the fibre and the lens. When the fibre
over-scans the lens, a large reflection is returned, interlaced with the back-scattered data from
the target object. Timing information can be used to determine the position of the fibre during
scanning by extracting the edges and centres of the pulses.
2.2.3 Lens
The lens used was a GRIN lens with a suitable anti-reflective coating. The operation of a GRIN
lens is described in standard optical textbooks [55–57]. The GRIN lens is a short length of glass
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rod, with a radial variation in refractive index. Due to this, the light rays entering the GRIN lens
will follow periodic sinusoidal trajectories. The period of the oscillation is defined as the pitch
length.
(a) (b) (c)
Figure 2.3: (a) 0.5P GRIN lens with imaging point source at A and A’ (b) 0.25P lens with imag-
ing source at A and at infinity, and (c) 0.23P lens with working tolerance.
Figure 2.3(a) shows a half-pitch GRIN lens. Rays diverging from point A follow a half
sinusoidal trajectory and returns at position A’ located at the other output. In this case, the lens
acts as an optical relay. If the length now is chosen to have some fraction of a pitch, the lens
may be used for imaging.
Figure 2.3(b) shows a quarter-pitch GRIN lens. Rays diverging from a point now follow
a quarter sinusoidal trajectory and emerge parallel, implying that a quarter-pitch length forms
image at infinity. For practical purposes, a 0.23-pitch length is typically used to allow working
tolerances between the source and emitter as shown in Figure 2.3(c).
Figure 2.4: Image formation by a GRIN lens.
Figure 2.4 shows image formation by a GRIN lens. Here, the ray path is illustrated in terms
of a thick lens. The principal planes are denoted with H1 and H2, and it is assumed that abrupt
refraction occurs at these imaginary planes. The front and rear effective focal length, f is de-
fined as the distance between a principal point and its corresponding focal point. This can be
calculated as:
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f =
1
n0g sin(gL)
(2.1)
Here, n0 is the central index of refraction, g is the gradient index constant and L is the length
of lens. The working distance, dw is the distance from the face of the lens to the rear effective
focal point and can be calculated as:
dw =
1
n0g tan(gL)
(2.2)
The GRIN lens used in the experiment is a 1.8 mm diameter anti-reflective coated lens from
Edmund Optics, and has a 0.23-pitch length, a central index of refraction of 1.629, and a NA of
0.55 at 670 nm wavelength. Using Equations 2.1 and 2.2 with these parameters, the effective
focal length can be calculated as 1.7 mm and the working distance as 0.24 mm. The 0.23-pitch
length was chosen to allow the fibre tip to be slightly displaced from the lens facet, allowing
distal tolerances of slit positioning for feedback signal generation. The planar surface of the
lens allows the position of the slit to be easily adjusted using micromanipulators.
2.2.4 Optical fibre selection
Selection and construction of suitable optical fibres is discussed in detail in Chapter 3. How-
ever, here we give a brief introduction. Consider an optical fibre with circular cross-section.
Symmetry implies that the bending stiffness measured along orthogonal axes must be equal.
Consequently, the resonant frequencies of the two orthogonal bending modes of a fibre can-
tilever must also be equal. Since it is difficult to prevent coupling of energy between degenerate
modes, it is difficult to achieve independent linear scanning in two orthogonal directions using
such a fibre. To avoid this problem, non-circular fibre must be used even for one-dimensional
scanning. Here we have used bow-tie polarization preserving fibre. Even though the cladding
of this fibre is circular, it contains embedded elements designed to apply stress to the core and
obtain birefringence through the photoelastic effect. The difference in stiffness between its
two orthogonal axes then causes the fibre to have non-degenerate resonances. However, two-
dimensional scanning requires fibre with larger difference between the mode frequencies. Here
we have used a fibre with a tailored cross section, constructed by dip-coating two fibres from a
ribbon fibre array.
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2.2.5 Mode stripping
Since the basis for imaging is detection of relatively weak back-scattered cladding modes, a
mode stripper must be used to eliminate cladding modes at the system input. A mode stripper
can be constructed very simply, by exposing a section of fibre cladding, and coupling cladding
modes to a suitable absorber. To build a mode-stripper, a 30 mm length of the plastic jacket
of the fibre was first softened using dichloromethane (Nitromors), and then removed using a
clean room wipe soaked in isopropanol (IPA). The exposed cladding was then attached to a
microscope slide using index-matching cement.
2.2.6 Actuation
The cantilever can be actuated in several ways. For example, vibration of the cantilever can be
achieved using an electrothermal drive. In silicon, a shape bimorph can easily be combined with
a silica waveguide cantilever using standard micro-fabrication techniques, with hot and cold
arms formed in a common material acting as the bimorph. When the current is passed between
the anchor points, the hot arm is preferentially heated and therefore expands more compared to
the cold arm. The difference in thermal expansion then deflects the cantilever lateral laterally.
Material bimorphs for out-of-plane deflection use two different layers of material with different
expansion coefficients. Heating both layers to a common temperature then causes bending [58].
An issue with all thermally driven cantilevers is that the drive may induce cross-talk in the
photodetector, which must be closely located. Although the detector may be thermally and
electrically isolated, the base of the cantilever must be surrounded by additional slotted regions
designed to prevent the flow of heat and current, making the cantilever section rather bulky.
Similar issues apply to alternative electrostatic drives made in conductive material.
Figure 2.5: Deflecting piezo membrane.
After consideration of these alternatives, a piezoelectric transducer was chosen. Piezoelectric
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transducers allow actuation without cross-talk since there is no heat generation and any electric
fields are well confined. The transducer used was a commercial disc element, with a diameter
of 50 mm and a lowest-order resonance measured at ≈ 1 kHz, well above the frequencies used
for scanning. This transducer has a dual-sided piezo element that will give higher vibration
amplitude compared to single-sided devices. When a sinusoidal voltage is applied to it, the
piezo element will vibrate as a disc membrane as shown in Figure 2.5. Actuation was achieved
by mounting a short fibre cantilever on a photodetector, mounted in turn on the transducer.
Figure 2.6: Schematic arrangement of a one-dimensional confocal fibre scanner.
Figure 2.6 shows the arrangement of a one-dimensional confocal fibre scanner. Polarisation-
preserving bow-tie fibre was used. The fibre was mounted on the actuator with its principal axes
aligned with the actuation direction, using a polarising fibre rotator to perform the alignment. To
locate the principle axis, the fibre was first butt-coupled to a laser source, and a fibre cantilever
was loosely attached to the photodiode. The fibre was then vibrated. At this point, an elliptical
scan would generally be observed on the calibration plane. Using the fibre rotator, the fibre axis
was adjusted until the scan line was vertical, implying that one mechanical principal axis was
aligned with the actuation direction. The fibre was then glued in place using index-matching
cement. The target image was placed at the imaging plane and the positions and orientations of
the GRIN lens and apertures were adjusted using manipulators while observing the scan line on
the calibration plane.
Figure 2.7 shows the experimental realisation of the scanner. Two photodiodes were used, one
loosely attached for principal mechanical axis alignment and another for the actual detection.
The slits are placed in front of the lens and the target object in the imaging plane. The GRIN
lens is mounted in a V-groove lens holder and held in place with a spring clamp. The entire
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Figure 2.7: Experimental realisation of a one-dimensional confocal fibre scanner.
setup was mounted on a standard optical bench.
Figure 2.8: Schematic arrangement of a two-dimensional confocal fibre scanner.
Figure 2.8 shows the arrangement of an alternative two-dimensional scanning system, which
uses an asymmetric fibre waveguide constructed from two parallel optical fibres. Two-dimensional
motion was achieved in this case by mounting the fibre with its principal axes at 45◦ to the ac-
tuation direction. To achieve this, the fibre was placed on a small V-groove mounting attached
to the piezodisc. To assist with the fibre placement and alignment, the whole micropositioner
mounting was held at 45◦ on a further submount, which was then attached to the optical bench.
To align the fibre, similar procedures were used. Light was first butt-coupled into one of the
two cores. The cantilever was first loosely attached on the photo detector using a little glue and
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the fibre was vibrated at low amplitude. The fibre axis was then rotated until two orthogonal
scan lines were observed at the calibration plane. The horizontal and vertical scan lines were
usually chosen to correspond with the low and high resonance frequencies, respectively. Once
the fibre was aligned, it was glued in place with index matching cement.
Figure 2.9: Physical realisation of a two-dimensional confocal fibre scanner.
Figure 2.9 shows the experimental realisation of the scanner. The enclosure containing the
scanner head was machined from aluminium to provide electrical and optical shielding. During
scanning, the whole scanner is covered with another light shield to minimise the effect of ambi-
ent light. The target object is held by an arm attached to a micromanipulator to allow positional
adjustment.
2.2.7 Detection
Detection of backscattered light was carried out by using a surface mount photodiode as a
cladding mode stripper. In the early experiment, a BPW34 type from Vishay Semiconduc-
tors was used. However, its junction capacitance was found to be high (in the range of 25 to 70
pF), most likely because of the large sensitivity area (7.5 mm2). This resulted in a slow rise time
(around 100 ns). After consideration of alternatives, a smaller Osram photodiode type Opto
PIN - SFH 2701 with a lower junction capacitance was selected as shown in Figure 2.10(a).
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(a) (b)
Figure 2.10: (a) Osram photodiode type Opto PIN -SFH 2701; (b) Schematics of cascaded tran-
simpedance amplifier for back-scattered detection.
An ultra-thin SMA cable was then soldered to the electrodes to extract the signal. The main
characteristics of this photodiode are:
1. Spectral sensitivity - The photodiode can detect light from 400 nm to 1050 nm wave-
length, with its peak sensitivity at 820 nm. At 650 nm, the responsivity is about 0.45 from
the peak.
2. Speed - The sensitive area measures 0.6 × 0.6 mm, with junction capacitance of 3 to 5
pF. The very low junction capacitance allows a fast response time of 1.8 ns.
3. Dimensions - The photodiode is extremely compact, measuring only 1.65×3.95 mm.
The photodiode can be operated in photovoltaic or photoconductive modes. The choice of
connection depends on whether precision or speed is more important. In photoconductive mode,
a fixed bias is imposed on the photocoductor (may be zero or non-zero voltage) and the reverse
current that flows due to photogenerated carriers is measured. If a non-zero bias voltage is ap-
plied, the junction capacitance reduces and the response speeds up but the dark current increases.
In photovoltaic mode, the photodiode is connected to a load and the voltage that appears across
it is internally generated voltage due to photogenerated carriers.
When the light is absorbed in the sensitive area of the photodiode, a small photocurrent is
generated. This small current is converted into a voltage by a transimpedance amplifier and
then passed to a DAQ card and computer for analysis. Experimentally, it was found that with
2.5 mW laser source, 1 V return pulses were obtained with a 220 kΩ feedback resistance and an
inverting amplifier gain of 10. This suggests that the photocurrent is around 0.45 µA. However,
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this value varies significantly with experimental parameters such as the power of the laser and
the laser coupling efficiency. Nevertheless, this level of amplification is sufficient for detection
in the range of 1 to 5V.
Figure 2.10(b) shows the schematic circuit of the cascaded transimpedance and inverting am-
plifier. For simplicity, connections for the coupling capacitors for the power line and amplifier
are omitted. The photodiode was configured in photoconductive mode with zero-bias voltage.
This method was chosen because the system needs to detect the low intensity of back-scattered
signals. The amplifier used was AD8066 FastFET operational amplifier from Analogue Devices.
Its main features are the ultra-low input bias current (1 pA) and ultra-low common-mode input
impedance (2.1 pF). The former is important to ensure that all of the photocurrent produced
by the photodiode is converted into voltage as a useful signal. The high unity gain bandwidth
product (100 MHz) allows sufficient bandwidth at high gain to detect the back-scattered signal.
As an example, with gain of 200, the bandwidth is 500 kHz, well above the expected signal
bandwidth.
Figure 2.11: Frequency response transimpedance amplifier
Figure 2.11 shows the measured frequency response of the transimpedance amplifier, ob-
tained with input current of 12.5 µA, derived from a function generator and 2 kΩ resistor using
a voltage amplitude of 25 mV. The frequency was varied from 100 Hz to 1 MHz and the out-
put voltage was measured with oscilloscope. From this plot, a gain of 39 dB is obtained and
the -3 dB cut-off is estimated at 200 kHz, below the expected performance but nevertheless
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sufficient for the scanner operation. When the transimpedance amplifier is used with the photo-
diode, the output voltage is given byVout =−(Iph×R f ) where Iph is the photodiode current and
R f is the feedback resistance. The cascaded inverting amplifier provides a further 20 dB volt-
age gain. Figure 2.12 shows the physical realisation of transimpedance amplifier. The circuit is
constructed on a breadboard and placed in a shielded enclosure with SMA and BNC connectors.
Figure 2.12: Physical realisation of transimpedance amplifier for back-scattered detection
2.3 Scan drive electronics
Figure 2.13 shows the schematics of the drive circuit, consisting of a PC sound card, two in-
verting amplifiers and a comparator. The coupling capacitors and a potentiometer for offset null
are again omitted. The amplifier is needed to generate sufficient voltage from the soundcard
to drive the piezoelectric disc. The amplifiers were FET input OPA 2137 devices from Burr
Brown, with input bias current of 5pA, differential and common-mode capacitance of 1 and 2
pF respectively and gain bandwidth product of 1 MHz. Both amplifiers were configured to have
gain of 10. The sound card has sampling rate of 44.1 kS/sec with stereo outputs that can be
controlled independently.
All signal control was carried out using MATLAB, by passing a pre-defined matrix string to
the analogue output module. From the dual-output of the soundcard, one channel is connected to
a double pole single throw switch, to allow switching between analogue and TTL modes. Using
this channel, a train of pulses can in principle be generated for laser modulation, However,
because the sound card is AC coupled, the output will have a transient response and an offset.
57
Figure 2.13: Inverting amplifiers and comparator for sound card amplification and laser
modulation.
This problem can be solved by connecting the output to the comparator, which will saturate the
amplifier at 5 V if the signal is above the trigger level and at ground if it is lower. The trigger
level can be adjusted using resistors.
Figure 2.14: Frequency response of inverting amplifier
The frequency response of the inverting amplifier was also measured. Figure 2.14 shows
the result, obtained with function generator, supplying 50 mV amplitude with gain 10. The
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frequency was varied from 100 Hz to 500 kHz. From the plot, the maximum gain of 20 dB is
obtained, and the -3 dB cut-off is estimated around 200 kHz, well above the value needed to
drive the piezoelectric actuator (around 150 Hz). Figure 2.15 shows the physical realisation of
the amplifier. The circuit is soldered on the breadboard and placed inside a shielded enclosure
with SMA connectors. An offset null potentiometer is used to remove any offset in the drive
signal.
Figure 2.15: Physical realisation of inverting amplifier.
To check the fidelity of signal generation, the sound card was used to produce Lissajous
signals with the general form [x,y] = [−cos (ωt),−sin (rωt)] where the frequency ratio r is
defined as, r = m+1/n through its two output channels A and B. These signals were amplified
and fed into an oscilloscope in x-y mode. Figure 2.16(a) shows the plot of resulting Lissajous
figure simulated using MATLAB, for a frequency ratio r = m+ 1/n with m = 2 and n = 3.
Figure 2.16(b) shows the corresponding oscilloscope traces obtained when the relevant signals
are generated using the circuit. Both figures are in excellent agreement, suggesting that the
correct voltage and frequency have been generated. The same conclusion can be seen in a more
complicated Lissajous with n = 11, as shown in Figures 2.16(c) and 2.16(d).
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(a) Theory for n=1 (b) Experiment for n=1
(c) Theory for n=11 (d) Experiment for n=11
Figure 2.16: Comparison between theoretical and experimental Lissajous figures for m = 2 and
(a), (b) n = 1 and (c), (d) n = 11.
2.4 Laser source
Two light sources were used. The first is a red laser source that was coupled to a fibre-pigtailed
laser diode with wavelength of 635 nm (Photonics Products UK Ltd). It has a maximum output
power of 8 mW at 130 mA input current. To keep the laser below Class 3R, the power was
restricted by a current limiting circuit to 4.5 mW. The laser can be operated in two modes: con-
tinuous and modulated (using a TTL signal derived from the comparator circuit from the drive).
The fibre pigtail was butt-coupled to the optical fibre used for scanning, using a micropositioner
for alignment and a photodetector to peak the response. A second light source was a high-power
LED (M505F1; Thorlabs) cyan source with a maximum output optical power of 8 mW obtained
at a maximum current of 1000 mA.
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2.5 Data Acquisition
A data acquisition (DAQ) card is used to record the voltages from the drive and the back-
scattered signal. Two DAQ cards were used, namely USB 6009 and USB-6210 from National
Instruments, which have sampling rates of 40 kS/s and 250 kS/s respectively. With this rate, the
highest frequency components allowed by the Nyquist theorem must be less than 20 kHz and
125 kHz respectively. Both cards convert analogue signals to 14-bit data with 5V input voltage
range. Therefore, the quantisation voltage is 5/214 = 305 µV, allowing the current differences
as small as 1.4 nA to be distinguished.
For one-dimensional scanning, the lower sampling rate was sufficient, because the system
only needs to detect large feedback pulses with frequency ≈ 100 Hz. Higher sampling rate
was needed for the two-dimensional scanning system. The DAQ card has 4 analogue inputs but
only two were used. The drive output from the inverting amplifier was connected to the one of
the channels and the back-scattered signal from the transimpedance amplifier was connected to
another. The DAQ card was initialised and triggered in MATLAB, and the data was analysed
further in software.
2.6 Conclusion
An initial overview of scanner hardware has been presented. Fibre construction is described
in more detail in Chapter 3, and the position sensing and dynamical control are explained in
Chapter 4. Detection was achieved with dual numerical aperture confocal system, which collects
back-scattered optical signals from the target and timing signals from an aperture in the cladding
of a vibrating fibre cantilever, and converts these into electrical signals using a photodetector.
The use of a single piezoelectric transducer allows the drive to be generated directly from a
PC soundcard, using amplifiers to boost the voltage. Single-axis scanning was achieved by
mounting a bow-tie polarisation preserving fibre with one principal mechanical axis correctly
aligned with the actuation direction. Two-axis scanning was realised with a mechanically more
asymmetric fibre, mounted at 45◦ to excite both bending modes simultaneously, resulting in
Lissajous scan. Drive signals and backscattered signals were recorded with a DAQ card from
National Instruments. Subsequent signal processing was carried out in MATLAB.
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3 Resonators and Fibre Construction
3.1 Introduction
This chapter aims to solve the issue of energy coupling between degenerate modes in a circular
fibre by modifying its cross-section. To illustrate the problem, the dynamical response of a fibre
cantilever is first modelled by approximating a one-axis resonator as a linear lumped-element
mass-spring-damper system [59, 60]. The analysis is then continued, by introducing non-
linearity in the form of a softening or hardening spring constant. A non-linear two-axis model
is then used to explain the cross-coupling behaviour that leads to an elliptical scan [54, 61–65].
From this theory, it is concluded that cross-coupling can only be reduced by increasing the dif-
ference between the resonant frequencies of orthogonal modes, leading in turn to a requirement
for non-circular fibres.
A survey of candidate non-circular fibres from the current market was conducted. The ratio
of modal resonant frequencies were measured but it was found that none provides sufficient
rejection of cross-coupling. Some solutions to this problem have been found. Non-resonant
operation has been used [49], complex mechanical arrangements have been devised to adjust the
resonant frequencies of non-degenerate modes [24,26,27] and position-sensitive detectors have
been used to provide feedback [26,54]. However these methods do not address the key problem,
namely that standard circular fibres are unsuitable for scanning but it is difficult to construct any
alternative. The solution of tailoring the cross-section of a conventional fibre by adding material
is proposed. Dip-coating is proposed as a possible method to deposit material preferentially.
Dip-coating is investigated experimentally and a ratio of resonant frequencies in the range of
2.236 to 2.072 is demonstrated. This ratio is sufficient to avoid cross-coupling effects and to
carry out accurate Lissajous scanning with m = 2 [44], as described in later Chapters.
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3.2 Linear and non-linear resonators
3.2.1 Linear Analysis
(a) (b)
Figure 3.1: Model of a cantilever beam as (a) a continuous system, and (b) a lumped-element
mass-spring-damper system.
In a standard theory of vibration, a system can be characterised as either discrete or contin-
uous. A discrete system can be described in terms of its number of degrees of freedom n, the
minimum number of independent coordinates necessary to describe the positions of all parts
of the system at any instant of time. For example, a pendulum is a single degree of freedom
system since the position of the single oscillating mass can be described with a single angular
coordinate θ . A multi degree of freedom system defines the coordinates of the system that has
multiple masses (and typically multiple elastic elements and dampers). On the other hand, a
continuous system has mass, elasticity and damping which are distributed throughout the sys-
tem. Since this is the case of a vibrating cantilever, each of the infinitesimal elements on the
cantilever can be approximated discretely.
Figure 3.1(a) shows a built-in cantilever that has n infinitesimal elements distributed along
the cantilever length, l with intrinsic Young’s modulus E and second moment of area I. The
displacement of each element is marked as yn(t). The cantilever has an infinite number of
natural frequencies, with one mode corresponding to each natural frequency. However, since the
deflection of the fibre tip is the key factor, the behaviour of the cantilever tip can be approximated
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with a simpler, discrete single degree of freedom model where a simple solution can be easily
found. It can be assumed to follow the standard linear response of a discrete lumped-element
mass-spring-damper system.
Figure 3.1(b) shows the standard single degree of freedom of lumped-element mass-spring-
damper system consisting of mass, m, spring constant, k, the damping, c, the driving force as
a time-varying function f (t) and the displacement as time varying function, y(t). Considering
the forces, the mechanical response of a linear resonator can be modelled with the second order
differential equation:
m
d2y
dt2
+ c
dy
dt
+ ky= f (t) (3.1)
Here, y is the deflection, t is time, m is the mass, c is the viscous damping coefficient, k is
the spring constant and f (t) is a driving force. Introducing the standard notation ω02 = k/m
and 2ζω = c/m, where ω0 is the angular resonant frequency and ζ is the damping factor, and
assuming the drive is a cosine at angular frequency ω , the governing equation can be written in
terms of complex exponentials as:
d2y
dt2
+2ζω0
dy
dt
+ω02y=
f0
2m
{exp( jωt)+ exp(− jωt)} (3.2)
Since the equation is linear, the response can be assumed to vary in a similar way, as:
y(t) =
1
2
{y0 exp( jωt)+ y0∗ exp(− jωt)} (3.3)
Here ∗ denotes complex conjugate. Differentiating Equation 3.3 and substituting into the gov-
erning Equation 3.2, the coefficients of terms exp(± jωt) can be written separately as follows:
−ω2y0+(2ζω0) jωy0+
(
ω02
)
y0 =
(
f0
m
)
−ω2y0∗− (2ζω0) jωy0∗+
(
ω02
)
y0∗ =
(
f0
m
)
(3.4)
These equations are complex conjugates, so only one needs to be considered. Considering
the upper one, the complex amplitude and phase response can be written as:
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y0 =
(
f0
m
)
1
{(ω02−ω2)+2 jζω0ω} (3.5)
φ = arg(y0) = tan−1
(
2ζω0ω
ω02−ω2
)
(3.6)
This is the standard textbook result [59, 60]. If the driving frequency is close to resonance,
it can be written as ω = ω0 (1+∆w) where ∆w is the normalised deviation of frequency from
resonance and can be written as ∆w= ∆ω/ω0. In this case, ω02−ω2 ≈−2ω02∆w and ω0ω ≈
ω02. Consequently, the amplitude and phase of the response at near resonance are:
|y0|=
(
f0
2mω02
)
1√
∆w2+ζ 2
(3.7)
φ = tan−1
ζ
∆w
(3.8)
Equation 3.8 can be further approximated as a linear relationship between the frequency de-
viations and phase over a small range at near resonance. Simplifying the arc tangent function is
rather complicated but rewriting this as cot(φ) = ∆w/ζ and differentiating the phase, the linear
approximation to the phase response can be written as:
φ −φS = ∆wζ (3.9)
(a) (b)
Figure 3.2: Frequency variation of (a) amplitude and (b) phase of a linear resonator.
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Figure 3.2(a) shows the plot of frequency response for damping factors, ζ of 0.005 and 0.01.
Generally, the higher the damping factor, the wider the curve. Exactly at resonance, the ampli-
tude is at maximum. Also shown on the figure is the amplitude drop of
√
2 ≈ 0.707 from the
maximum, which is referred to as the half-power points. From the drive frequency, ω2 and ω1
at either side of resonance at this point, the Q-factor, Q and damping factor, ζ can be calculated
as:
Q=
ωo
ω2−ω1 =
1
2ζ
(3.10)
Figure 3.2(b) shows the phase response for the same value of ζ . The phase passes through the
set point pi/2 at resonance. Near resonance, the phase varies quasi-linearly with frequency and
the linear approximation (shown as dashed lines) is valid. However it clearly deviates consider-
ably outside a small frequency range. Experimentally, the frequency and phase responses of a
fibre cantilever are approximately as described above. However, a variety of additional effects
such as asymmetric frequency responses and elliptical scan patterns suggest the need for further
analysis that includes non-linearity and cross coupling.
3.2.2 Non-linear analysis
We first consider non-linearity. In a non-linear system, the spring constant can become a
function of the response y. Most generally k can be written as a polynomial in y, as k =
k0 + k1y+ k2y2 + ... where k0,k1, ... are constant coefficients. However in practical systems
the non-linearity is almost always quadratic and corresponds to a hardening (rather than soft-
ening) spring. This behaviour follows directly from non-linearity in the relation between the
strain and the stress for the material used to form the spring. In this case, the coefficient k can
be considered as k = k0
(
1+αy2
)
where α = k2/k0 > 0. Hence the governing equation is:
d2y
dt2
+2ζω0
dy
dt
+ω02
(
1+αy2
)
y=
f (t)
m
. (3.11)
Equation 3.11 is known as Duffing’s equation. The non-linearity greatly complicates the
response, to the extent that vastly different solutions are possible in different regimes. Here,
only a simple solution valid for weak non-linearity and weak damping is considered, when the
response will be close to that of a linear system. Once again the drive is assumed to vary cosinu-
soidally and the solution is written as in Equation 3.3. Cubing this expression and substituting
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into the governing Equation 3.11, we obtain:
(
f0
m
)
{exp( jωt)+ exp(− jωt)}/2 =
−ω2 {y0 exp( jωt)+ y0∗ exp(− jωt)}/2+
2 jζω0ω {y0 exp( jωt)− y0∗ exp(− jωt)}/2+
ω02 {y0 exp( jωt)+ y0∗ exp(− jωt)}/2+
αω02y3
{
y03exp( j3ωt)+3y02y0∗exp( jωt)+3y0y0∗2exp(− jωt)+ y0∗3exp(−3 jωt)
}
/8
(3.12)
The coefficients of the exp(± jωt) can be written separately. Equating these with zero and
ignoring the third harmonic term, the general form of amplitude can now be written in the form
y0 = a exp(− jφ), where a is real amplitude function and φ accounts for any phase variation.
Substituting this solution into 3.12 yields:
(
ω02−ω2
)
y0+2 jζω0ωy0+3αω02y2y0∗/4 =
(
f0
m
)
exp(− jφ) (3.13)
Expressing exp(− jφ) in terms of sine and cos and collecting the coefficients of real and
imaginary parts separately, Equation 3.13 can further be simplified by assuming small frequency
deviations from resonance, as:
(
f0
mω02
)
cos(φ) =−2a
(
∆w−3α a
2
8
)
(
f0
mω02
)
sin(φ) =−2ζa (3.14)
Squaring both equations in 3.14 and rearranging to find the amplitude, a, and the phase, φ ,
separately we obtain:
a=
(
f0
2mω02
)
1√(
∆w−3α a28
)2
+ζ 2
(3.15)
φ = tan−1
{
ζ
∆w−3α a28
}
(3.16)
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Table 3.1 compares key results obtained from the linear and nonlinear models [59,60]. Clearly,
the apparent resonant frequency will alter in the nonlinear model as α changes, and the damping
will be more complicated. However, the non-linear expressions for amplitude and phase reduce
to the equivalent linear terms as α tends to zero.
Table 3.1: Comparison between linear and non-linear resonators.
Type Amplitude Phase
Linear |y0|=
(
f0
2mω02
)
1√
∆w2+ζ 2 φ = tan
−1 ζ
∆w
Non-linear a=
(
f0
2mω02
)
1√(
∆w−3α a28
)2
+ζ 2
φ = tan−1
{
ζ
∆w−3α a28
}
3.2.3 Numerical solution
Introducing the normalised force F =
(
f0/2mω02
)
, Equation 3.15 can be re-arranged as:
(
9α2
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)
a6−
(
6α∆w
8
)
a4+
(
∆w2+ζ 2
)
a2−F2 = 0 (3.17)
Consequently, the amplitude a is the solution of a cubic in a2. Since the cubic has real
coefficients, the solutions must either (a) all be real numbers or (b) correspond to one real
number and a complex conjugate pair. For now, we consider only the real solution from case
(b), which occurs when the driving force is sufficiently low. Equation 3.15 implies that the
maximum amplitude is obtained very near to the frequency for which ∆w = 3α(a2/8). When
this occurs, a= F/ζ . Rearranging these for a at this point:
a=
√
8∆w
3α
=
F
ζ
(3.18)
Equation 3.18 can be rearranged to find ∆w. Writing the new resonant frequency as ωr =
ω0(1+∆w), we obtain:
ωr = ω0
{
1+
3α
8
(
F2
ζ 2
)}
(3.19)
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Using a voltage-drive actuator, the force F will be proportional to the drive voltage, which
implies that the apparent resonant frequency will vary parabolically with voltage, as ωr =
ω0
(
1+Av2
)
.
(a) (b)
Figure 3.3: Frequency variation of (a) amplitude and (b) phase of a non-linear resonator.
Figure 3.3(a) shows the frequency dependence of amplitude and normalised frequency de-
viation, ∆w estimated by the Duffing Equation 3.17 , for ζ = 0.01,F = 1 and three values of
α : −1× 10−6,0, and 1× 10−6. The same peak amplitudes are obtained for each value of α .
However, the frequency for maximum response shifts to higher frequency for positive α , and to
lower frequency for negative α , corresponding to the hardening or softening of the spring con-
stant respectively. Figure 3.3(b) shows the phase response for similar parameters of ζ , F and
α . The phase at the nominal resonance is always at pi/2 but shifted towards the low frequency
for negative α and high frequency for positive α .
Similar responses occur experimentally, when a fibre cantilever is excited into a single-axis
scan using a piezoelectric actuator. However, some key differences still remain. Often, there is
at least one small additional resonant peak near the primary resonance. In addition, observation
of a scan line in the far field usually shows some evidence of ellipticity. Both effects can cause
problems in one- and two-dimensional scanners since the movement of the fibre must be devi-
ating from its commanded position. This effect is more devastating when an extremely accurate
phase response is required, as in Lissajous scanning. These effects suggest that a more complex
model is needed, as described in the following section.
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3.2.4 Cross-coupled response
Experiments on the models of cross-coupled resonant beams have been reported in [54, 61, 62,
66]. The models normally combine Duffing-type nonlinearity with parametric cross-coupling.
Unfortunately the derivations of the equations are rather complicated and beyond the scope of
the thesis; here we simply present the equations. The terms in [62] can be replaced with standard
normalised notation and state space variable of X1 = x, X2 = x˙, Y1 = y, Y2 = y˙. Differentiating
these separately yields X˙1 = x˙=X2, X˙2 = x¨, Y˙1 = y˙=Y2, Y˙2 = y¨. Therefore, the x- and y- motions
can be described by the following non-linear coupled differential equations:
.
X1 = X2 (3.20)
.
X2 =−2ζxω0xX2−ω0x2X1+ f0xcos(ωt)−a ·X1
(
X12+Y12
)−b ·X1 (X22+Y22) (3.21)
.
Y1 = Y2 (3.22)
.
Y2 =−2ζyω0yY2−ω0y2Y1+ f0ycos(ωt)−a ·Y1
(
X12+Y12
)−b ·Y1 (X22+Y22) (3.23)
Here, X andY are motion in x and y axis, f0x and f0y are the amplitude drives, ω0x and ω0y are
the angular frequencies, ζx and ζy are the damping factors, all in x and y axis respectively, a and
b are cross-coupling constants. These equations cannot easily be solved analytically. However,
they can be solved numerically by using the Runge-Kutta solver in MATLAB, assuming a step
harmonic input and extracting the steady state amplitude after the transient has decayed.
As mentioned in previous section, experimentally it was found that there is at least one small
additional resonant peak near the primary resonance. If Equations 3.21 and 3.23 are modified so
that the cross-coupling terms now consist only linear terms, the theoretical response no longer
shows skewed peaks and the additional tail features shown disappear. Therefore, linear cross-
coupling theory appears inadequate to model the experimental response, and was not considered
further.
Varying the parameter a and b causes different effects on the frequency response. The pa-
rameter a is responsible for the skewness of the maximum peaks, where positive a causes both
peaks to lean towards each other and negative a causes them to shift away from each other. On
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(a) (b)
Figure 3.4: Frequency variation (a) with (b) without cross-coupling and resonance frequency
difference of (a) 4% and (b) 10%; both with parameter a= 1×10−6 and b=−2×
10−6.
the other hand, the parameter b alters the tail of the frequency response of each mode near to
the peak of the other mode. A positive value of b causes an additional trough and a negative b
causes an additional peak.
Figure 3.4(a) shows the results obtained with a and b having the arbitrary values of a =
1×10−6 and b=−2×10−6 and a 4% difference in resonance frequency (ω0xω0y)/ω0avg with
driving force of cosine for both direction f0x and f0y and a damping factor of 0.01 for both ζx and
ζy. The magnitudes of the parameters a and b were arbitrarily chosen for comparison between
with typical experimental results and the signs were deliberately chosen to show the effect of
skewness and additional peaks. In this case, the difference in resonant frequency is relatively
small. Near-degeneracy results in cross coupling of energy between the two resonant modes,
and leads to an additional small peak in the tail of the frequency response of each mode near
the peak in the other. At each frequency, both modes must therefore be excited simultaneously,
leading to an elliptical scan.
A simple way to reduce the cross-coupled amplitude is by reducing the modal degeneracy.
When the frequency resonances are sufficiently far apart, energy can no longer be cross-coupled
synchronously, so that only one mode can be excited at a time, allowing the formation of two
independent orthogonal scans. Figure 3.4(b) shows a similar simulation, carried out using the
same parameters as before but with a 10% difference in resonant frequency. Since the spurious
peaks are now largely absent, it can be concluded that a larger difference in orthogonal reso-
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nant frequency can effectively suppress cross-coupling. A key aim is therefore to identify a
fibre with sufficiently non-degenerate mechanical properties. Some are available commercially,
since asymmetric cross-sections with mechanical inclusions are used to obtain birefringence
and polarization via the photoelastic effect. However, polarizing fibres are clearly less useful.
A survey of commercially available polarization-preserving fibres was therefore conducted.
3.3 Biaxial fibre survey
(a) (b) (c)
Figure 3.5: End facet of (a) Bow tie fibre HB1550, (b) Panda fibre PM S630HP, (c) Panda fibre
PM 460HP.
Three types of polarization-preserving fibres were tested. Figure 3.5(a) shows the end facets
of bow-tie fibre HB1550 (York VSOP, with beat length 1 mm), and Figures 3.5(b) and 3.5(c)
for panda fibre PM S630 HP and PM 460 HP (Nufern, with beat lengths of 4.7 mm and 1.3
mm respectively). Even though the cladding is circularly symmetric in each case, the embedded
elements designed to apply stress to the core and obtain birefringence are not. The bow-tie fibre
has trapezoidal stress-producing sectors and the panda fibre has circular sectors, with its appear-
ance giving rise to its name. The difference in mechanical stiffness between its two orthogonal
axes then causes the fibre to have non-degenerate bending-mode resonances. Comparing the
panda fibre with beat length 4.7 mm in Figure 3.5(b) and 1 mm in Figure 3.5(c), the lower beat
length fibre is designed to apply more stress to the core, causing higher birefringence. There-
fore, there are additional stress-producing sectors embedded along the fibre, causing it to have
a higher difference in stiffness between the two orthogonal axes in the same family. Hence, it is
expected that the lower the beat length, the higher the resonance splitting.
To investigate the mechanical performance, a length of polarisation-preserving fibre was
obtained; its ends were prepared by first stripping the jacket with dichloromethane and then
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cleaned with cleanroom wipe soaked in IPA. The exposed ends were cleaved and inspected un-
der the microscope and the fibre was inserted through a polarising fibre rotator. This is to allow
mechanical rotation later. Then, the fibre was first loosely attached to a piezoelectric transducer
near its tip to leave a short protruding cantilever. Light from a fibre-coupled semiconductor
laser with wavelength of 635 nm was coupled into the input. An objective lens with lateral
magnification of 20 and NA of 0.4 was used to create an image of the light emerging from the
cantilever tip on a screen in the far field. The transducer was then driven with a sinusoidal signal
from the function generator to create a scan. At this time, an oblique and elliptical scan might
be observed, suggesting that the mechanical principal axes of the fibre is at some undetermined
angle with respect to the excitation direction. The fibre was then rotated until a linear vertical
scan was observed, signifying that the mechanical principal axes were now aligned with the ex-
citation direction. The fibre cantilever was then rotated again to locate the principal mechanical
axes at 45◦ to the excitation direction and glued in place. A camera was setup at the front of the
screen, ensuring the light was not blocked by the camera. Multiple photographs were taken for
each point on frequency sweep and these were processed in MATLAB to obtain the frequency
response.
(a) (b)
Figure 3.6: (a) Measurement of scan length at ±45◦ to the vertical excitation, (b) Frequency
responses of three types of commercially available biaxial fibre.
Figure 3.6(a) shows an experimental photograph of the resulting oblique and elliptical scan
due to the cross-coupled response obtained using the bow-tie fibre. Measurement of the lengths
of the major and minor axes allowed the mechanical frequency response to be found. Figure
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3.6(b) compares the frequency responses of all three biaxial fibres obtained using this method.
Note that BL is the abbreviation of beat length. For each frequency response curve, at the
tail of each curve from one axis near to the resonance frequency of the other axis, there is
rather large additional peak. The agreement between Figures 3.6(b) and 3.4(a) is remarkable,
suggesting that there must be cross-coupled non-linear behaviour. It can also be noted that the
larger the split in resonant frequency, the smaller the magnitude of the additional peaks in the
tails. However, for all fibres considered, the resonance splitting was found to lie between 2%
and 4%. The magnitude of cross-coupling coefficients are not completely independent from
each other. Every term has its own effect on the appearance of plot. For example, the coefficient
a is almost entirely responsible for the skewness of the peaks, while coefficient b is responsible
for the additional tail features. Parameter values can therefore be adjusted semi-independently
to obtain a reasonable match to the experimental data.
Experimentally, each fibre was then found to be suitable for one-dimensional scanning, since
an accurately linear scan could be obtained by rotating the fibre to align its mechanical principle
axes parallel and perpendicular to the direction of excitation. Unfortunately the same is not true
for two-dimensional scanning, where much better control of the response is needed. A method
to increase the resonance splitting by modifying the cross-section of circular fibres is therefore
now presented.
3.4 Tailored fibre waveguide cantilever
To modify the cross-section of the fibre, material can either be added or removed from the fibre.
In [31], a circular fibre was etched in a reactive ion etcher (RIE), which etches directionally.
This process will remove glass evenly from the top surface to leave a D-shaped cross-section.
Although this approach uses a standard fabrication process, it is not sufficiently controllable.
Here, a simpler solution is presented, based on the use of two fibres rather than one. All that
is required is a dip-coater, capable of dipping and withdrawing the fibre at constant speed. The
result is a mechanically non-degenerate waveguide with an easily adjustable frequency ratio.
3.4.1 Cross-sectional modification
We first present a simple analytical calculation to demonstrate the theoretical basis of the cross-
sectional modification. From Euler beam bending theory, a vibrating cantilever is of course a
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(a) (b) (c)
Figure 3.7: Ideal cross-section of dual core waveguide with (a) no, (b) full (c) additional, poly-
mer fillet.
distributed resonant system, with a set of distinct resonant modes. Standard theory gives the
angular resonant frequency ω0n of the nth mode as:
ω0n =
(αn
L2
)(√ EI
ρA
)
(3.24)
Here L, A and I are the length, cross-sectional area and second moment of area of the fibre,
and ρ and E are the density and Young’s modulus. αn is a numerical constant from the dynamic
beam-bending equation for the boundary conditions involved. For a cantilever with one built-
in and one free end, α1 = 3.516 and α2 = 22.034. For a beam with second moment Ixx and
Iyy about the principal axes, we would expect high and low resonance frequencies ωH and ωL,
in the ratio ωH/ωL = (Iyy/Ixx)1/2. For a cylindrical fibre with radius r, Ixx = Iyy = pir4/4 and
ωH/ωL = 1. Consider now two identical fibres attached together as shown in Figure 3.7(a).
For a homogeneous fibre with two axes and different second moments Ixx and Iyy, there will
be different resonant frequencies in the two principal axes. Thus, the frequency ratio can be
predicted directly from the second moments of area where Ixx = pir4/2 and Iyy = 5pir4/2, giving
ωH/ωL =
√
5 = 2.236, extremely useful result as the high resonance frequency is already more
than twice than the low resonance frequency. However, if the cross-sections are no longer
homogeneous, a different approach must be used.
Figure 3.7(b) shows an inhomogeneous fibre whose cross section is formed from two circular
fibres of radius r and Young’s modulus E1, and a square with cut-out infill of Young’s modulus
E2. The fibres and infill have densities ρ1 and ρ2, but it is simple to show that these are not
important in the calculation. The second moment of area of cross-sections such as circles, paired
circles and squares with cut-outs can be derived by combining standard results with the parallel
axis theorem. To calculate the second moment of area for composite cross-section in Figure
3.7(b), the second moment of area for paired circle is first calculated. For the infill, the second
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moment of area can be estimated as a square with cut-out of two mirrored half-circles with
bending axis shifted to its outer circumference by applying the parallel axis theorem. The final
answer is obtained by subtracting the second moment of area of the square with the cut-outs.
With fibre and infill having Young’s moduli E1 and E2 where R = E2/E1, we obtain ωH/ωL =
√{[5+R(16−5pi)/2pi]/[1+R(16−3pi)/6pi]}. For R = 1, this reduces to ωH/ωL = 1.934,
below 2. However, if the choice of the infill is a polymer which typically has a much lower
Young’s modulus, the modification of frequency ratio is small but controllable as we will now
show. As a start, Table 3.2 shows a step-by-step-approach to calculating the second moment of
area for a pair of adjacent fibres.
Table 3.2: Analysis of second moment of area of a pair of fibres with cylindrical cross-section
Geometry Second moment of area
Ixx =
pir4
4
Iyy =
pir4
4
Ixx = 2·
pir4
4
=
pir4
2
Iyy = 2
(
pir4
4
+ r2 ·pir2
)
=
5pir4
2
Similarly, Table 3.3 shows a step-by-step approach to calculating the second moment of area
of the infill region.
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Table 3.3: Analysis of second moment of area of square infill region
Geometry Second moment of area
Ixx =
pir4
8
Iyy = r4
(
pi
8
− 8
9pi
)
= pir4
(
9pi2−64
72pi2
)
Ixx =
pir4
8
Iyy = pir4
(
9pi2−64
72pi2
)
+
(
pir2
2
)
·
[
(3pi−4) r
3pi
]2
= pir4
(
15pi−32
24pi
)
Ixx =
2r (2r)3
12
=
4r4
3
Iyy =
4r4
3
Ixx =
4r4
3
− pir
4
4
= pir4
(
16−3pi
12pi
)
Iyy =
4r4
3
−2·pir4
(
15pi−32
24∗ pi
)
= pir4
(
16−5pi
4pi
)
Combining these results, the weighted second moments ∑EiIxxi and EiIyyi can be calculated
for a composite cross-section as shown in Table 3.4.
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Table 3.4: Analysis of weighted second moment of area of composite cross-section.
Geometry Weighted second moment of area
∑EiIixx = E1pir
4
2
+E2pir4
(
16−3pi
12pi
)
∑EiIiyy = E1 5pir
4
2
+E2pir4
(
16−5pi
4pi
)
If R=
E2
E1
∑EiIixx =
(
E1pir4
2
)[
1+R
(
16−3pi
6pi
)]
∑EiIiyy =
(
E1pir4
2
)[
5+R
(
16−5pi
2pi
)]
These results then allow the frequency ratio to be obtained as:
ω0yy
ω0xx
=
√
∑EiIiyy
∑EiIixx
=
√
5+R
(16−5pi
2pi
)
1+R
(16−3pi
6pi
) (3.25)
Using this simple calculation, it shows that it is possible to tune the frequency ratio by adding
material that preferentially adds stiffness near x = 0. Materials with different Young’s moduli
should allow gradual modification in the frequency ratio. Unfortunately, the choice of infill
material is fairly limited, since it must initially be liquid (to allow dip coating) and solidify
in a stable form. Here we consider sol-gel glass, which eventually has the properties of SiO2
(E = 73.1×109 N/m2), poly-butyl-methacrylate (PBMA; E = 1.37×109N/m2 [67]) and poly-
methyl-methacrylate (PMMA;E = 3.1×109N/m2 [68]).
Table 3.5 shows the frequency ratio obtained in all three cases, and in the case when no
material is added, so the frequency ratio is
√
5 = 2.236. The best approach is clearly to use
silica as an infill material; in this case, R = 1 and ω0yy/ω0xx = 1.934. Unfortunately, sol-gel
processing is complicated and time consuming. Polymers such as PBMA and PMMA are both
much simpler to use, but yield a much smaller modification to the frequency ratio.
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Table 3.5: Frequency ratio obtained using air, PBMA, PMMA and SiO2 infills.
Infill material R = Einfill/Efibre ω0yy/ω0xx
Air 0 2.236
PBMA 0.018 2.229
PMMA 0.042 2.220
SiO2 1 1.934
Even though the modification is small, reasonable results can still be obtained using these
materials using a modified cross-section, as we now show. All that is required now is to add
extra material at the top and bottom of the fibres, as shown in Figure 3.7(c). The analysis can
be carried out as before, by replacing the square element with a rectangular element, with the
length of one side increased by a factor α > 1. The calculation of the necessary second moment
of area is shown in Table 3.6.
Table 3.6: Analysis of second moment of area of a rectangular infill region
Geometry Second moment of area
Ixx =
2r · (2αr)3
12
=
4α3r4
3
Iyy =
(2r)3 ·2αr
12
=
4αr4
3
Ixx =
4α3r4
3
− pir
4
4
= pir4
(
16α3−3pi
12pi
)
Iyy =
4αr4
3
−2·pir4
(
15pi−32
24pi
)
= pir4
(
16α+32−15pi
12pi
)
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Combining these with the previous result, the weighted second moments ∑EiIxxi and ∑EiIyyi
can be calculated for a composite cross-section as shown in Table 3.7.
Table 3.7: Analysis of weighted second moment of area of composite cross-section.
Geometry Weighted second moment of area
∑EiIixx = E1pir
4
2
+E2pir4
(
16α3−3pi
12pi
)
∑EiIiyy = E1 5pir
4
2
+E2pir4
(
16α+32−15pi
12pi
)
If R=
E2
E1
∑EiIixx =
(
E1pir4
2
)[
1+R
(
16α3−3pi
6pi
)]
∑EiIiyy =
(
E1pir4
2
)[
5+R
(
16α+32−15pi
6pi
)]
ω0yy
ω0xx
=
√
∑EiIiyy
∑EiIixx
=
√√√√5+R(16α+32−15pi6pi )
1+R
(
16α3−3pi
6pi
) (3.26)
Using Equation 3.26, the frequency ratio achievable using PBMA and PMMA can now be
extended by altering the value of α as shown in Table 3.8. Clearly, this geometric modification
allows the frequency ratio to be extended more closely towards the key value of 2 needed for
Lissajous scanning.
Table 3.8: Frequency ratio obtained using PBMA and PMMA infills, for different values of α .
α PBMA PMMA
1.0 2.229 2.220
1.1 2.224 2.208
1.2 2.218 2.194
1.3 2.210 2.177
1.4 2.201 2.158
1.5 2.191 2.136
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In practice, the shape shown in Figure 3.7(c) is likely to occur naturally during multiple dip-
coating, but surface tension effects will cause a smoother variation in cross-section. Rather
than repeating the calculation for still more complicated sections, we therefore now describe the
dip-coating process.
3.4.2 Dip-coating
Figure 3.8: Experimental dip-coating rig.
Dip-coating is a proven method of coating, often used to deposit layers of photoresist during
optical lithography. For this work, a specialised coater capable of handling delicate fibre was
constructed as shown in Figure 3.8. The fibre is placed in between two pairs of sprung roller
wheels that apply appropriate pressure. The fibre is lowered and raised using a DC motor that
drives the rollers through a gear train containing a compound worm drive. The coating liquid is
contained in a test tube which is supported with a retort stand. The pull rate was measured as
a function of voltage, as 1.9 mm/s per volt. Experimentally, it was found that capillary effects
tend naturally to coat the infill region between two adjacent fibre cores, an extremely useful
result. However, the coating thickness was strongly affected by both the viscosity of the coating
solution and the pull rate, and intrinsically limited by beading. The coating remained tacky
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for some minutes after coating, and required curing on a hot plate. However, once the coating
was fully cured, a further coating could be applied to increase the thickness beyond the beading
limit.
3.4.3 Fibre construction
(a) (b) (c) (d)
Figure 3.9: Procedure for waveguide cantilever construction by dip-coating
Composite fibre waveguides were constructed as follows:
1. The starting material was an 8-core telecommunications ribbon fibre designed for op-
eration at 1.5 µm wavelength, with core and cladding diameters of 8 µm and 125 µm,
originally manufactured by BICC plc.
2. A 400 mm length of ribbon was cut from the spool, and separated into lengths containing
just 2 cores. The jacket was then stripped for a length of 100 mm using dichloromethane.
The ends were cleaved using a ribbon fibre cleaving tool (also BICC), inspected, and
cleaned in acetone using an ultrasonic bath. At this point, the two fibres will be separated
at the ribbon fibre pitch of 300 µm as shown in Figure 3.9(a).
3. The two fibres were then brought into close proximity by dip coating in dilute polymer
(typically, 1: 2 in solvent), using capillary forces to perform accurate parallel alignment
as shown in Figure 3.9(b), and cured on a hotplate.
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4. Multiple coatings were then applied by dip-coating and curing, using a standard pull rate
of 2 mm/s, and repeating the coating cycle until a suitable overall thickness had been
achieved as shown in Figure 3.9(c).
5. The ends of the fibres were then exposed by dipping a very short length (< 1 mm) of the
composite structure in acetone for 1 minute, as shown in Figure 3.9(d).
3.4.4 Frequency ratio measurement
To achieve a suitable frequency ratio, the mechanical resonant frequencies of the completed
waveguide must be measured before use. This process was carried out as follows:
1. The fibre was first glued to a 3 × 3 mm piece of silicon, which acted as a rigid anchor.
The anchor was then glued to a V-groove mounting, which was in turn attached to a piezo-
electric transducer. The overall assembly was mounted at 45◦ on a supporting bracket and
placed under a microscope.
2. The piezoelectric transducer was excited using a sinusoidal voltage supplied by a signal
generator, and the primary mechanical resonances were identified optically. The resonant
frequencies were noted and the frequency ratio was calculated.
3.4.5 Experimental result
A commercial PBMA solution (Gloss Cote model maker’s varnish; Humbrol) was used in the
initial experiments. Figures 3.10(a) to 3.10(d) show experimental cross-sections obtained with
different coating thicknesses. Generally, the thicker the coating, the lower the frequency ratio,
and frequency ratios as low as 2.1 are achieved here. Figure 3.11(a) shows the experimental
frequency response tuning of the fibres for frequency ratio of 2.160, 2.098 and 2.072. As the
frequency ratio is tuned down, the high mode of resonance is down-shifted towards 2. Figure
3.11(b) shows the variation of frequency ratio r with the number of polymer coats for both
PBMA and PMMA. There is some scatter in the frequency ratio data that might have been
caused by changes in viscosity of the polymer due to solvent evaporation and variations in
temperature during curing. This scatter clearly increases with the number of coats. However
in each case, there is a clear downward trend of frequency ratio tuning as the number of coats
increases. The frequency ratio for 1, 2, 3 and 4 coatings of PBMA is estimated as 2.218± 0.02,
2.1698 ± 0.0182, 2.1325 ± 0.0205 and 2.097 ± 0.025, a variation of 0.09%, 0.84% , 0.96%
83
(a) (b)
(c) (d)
Figure 3.10: Cleaved cross-sections of dip-coated fibre pairs after different numbers of polymer
coats and yielding frequency ratios of (a) 2.23 (b) 2.20 (c) 2.16 and (d) 2.10.
and 1.2%, respectively. For 4 coatings, the value is small enough to allow Lissajous figures with
several different useful values of n to be generated, using drive frequencies that lie within the
pass band of cantilever resonators with Q-factors of ≈ 100. For PMMA, the comparable value
of frequency ratio is 2.015 ± 0.05, suggesting that PMMA is a more effective coating material.
However, this alternative was not investigated in any more detail due to lack of time.
3.5 Conclusion
The problem of mechanical mode coupling in near-degenerate cantilever resonators has been
considered theoretically. Mode coupling can be avoided using asymmetric cross-sections, which
have non-degenerate modes. However, in a waveguide scanner, this requires guiding structures
with an appropriately asymmetric cross-section. An experimental method of fabricating a suit-
able structure from two cores of a standard ribbon fibre has been introduced. This structure can
naturally provide a frequency ratio of
√
5, sufficiently large enough to eliminate cross-coupling.
The frequency ratio can be controllably modified, by coating the fibre pair in transparent poly-
mer using iterative cycles of dip-coating and curing. The shift in frequency ratio is highly
predictable, making the method highly repeatable in production and providing an important
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(a) (b)
Figure 3.11: (a) Frequency responses obtained during frequency ratio tuning, (b) variation of
frequency ratio with number of coats, for PBMA and PMMA
enabler for subsequent work on one- and two-axis scanning.
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4 Feedback Control of One Dimensional
Scanning
4.1 Introduction
This chapter aims to provide a solution to the problem of dynamical control of one-dimensional
scanning by analysing the intermittent reflections from an apertured mirror, placed between the
fibre tip and the lens in order to provide positional feedback. This method allows the origin of
back-scattered target data to be determined with respect to the fibre position during scanning.
While it is relatively simple to incorporate a feedback sensor in a MEMS scanner, it is ex-
tremely difficult to develop a suitable sensor using an isotropic material such as glass. Some
systems incorporate feedback based on capacitive [69], piezoresistive [70], piezoelectric [71]
and optical sensing [26,51–53,61,72]. However, all of these implementations require additional
optics and active components for data collection that are susceptible to external perturbations
and may introduce cross talk. Efforts have also been made to provide controllers to counter
the inherent non-linearity of fibre-based resonators, as previously described [54, 61, 72] but the
key issue here is that the return data is provided by a scan whose positional origin is uncertain.
Operation of semi resonant scanning has also been used to minimise elliptical scanning [49].
However, in this case there may still be an unknown phase and amplitude difference between
the drive and response if resonance is not achieved. For two-dimensional Lissajous scanning,
the scan pattern is extremely sensitive to phase differences between the two vibration axes. Con-
sequently, there is a need for position sensors that may easily be incorporated in resonant fibre
scanners, as we will now show.
We have developed an extremely simple and versatile new method of feedback, based on the
detection of backscattered light. To implement the position sensing, all that is required is an
additional reflective apertured mirror placed between the fibre tip and the lens, making the ap-
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proach very simple to implement. If the fibre over-scans the lens and illuminates the reflector,
some of the back-scattered signal must be coupled into the fibre. Back-scatter will generate
pulses that carry timing information when the fibre excursion is near the scan extremities, inter-
laced with back-scattered data from the target object. The fibre dynamics can then be controlled
using a phase locked loop and a proportional controller; these can be used to adjust the drive
frequency and amplitude of vibration. The capture range, convergence and stability of the sys-
tem are examined theoretically. Experimental verification is obtained using the piezoelectrically
actuated dual numerical aperture confocal resonant fibre scanner previously described, based on
mechanically asymmetric fibre operating at 635 nm wavelength. We now show present an anal-
ysis of the system, initially based on an ideal timing diagram obtained during over-scanning of
the aperture.
4.2 Position Sensing
(a) (b)
Figure 4.1: Layouts of apertures used for optical feedback in (a) one-dimensional and (b) two-
dimensional scanners.
Two types of apertured reflector were investigated. Figure 4.1(a) shows a flat annular hole of
1.5 mm diameter formed in photo-etched steel that surrounds the lens while Figure 4.1(b) shows
a crossed pair of similar slots of 1.5 mm width. Both types can be used for one-dimensional
scanning but the square aperture is specifically used in two-dimensional scanning. In this case,
the difference in the axial position of the horizontal and vertical slots results in reflected pulses
of different heights, allowing the feedback signals from the two orthogonal scan directions to
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be distinguished. Note that the apertures are diffusive scatterers.
Slit lateral 
adjust
Slit torsional 
adjust
Lens vertical 
adjust
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lens
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slit
Figure 4.2: One-dimensional resonant fibre scanner with fibre tip at different positions with re-
spect to the aperture.
Figure 4.2 shows a sub-set of the scanner components, consisting of a vibrating fibre, slit
aperture and lens. The position and orientation of the aperture and lens can be adjusted sepa-
rately, using micromanipulators. The position of the fibre at different times with respect to the
apertured reflector is marked as positions A, B and C. Position A is where the fibre is near to the
centre of the reflector and positions B and C are the at the top and bottom region of the reflector
respectively. The signals expected at each of these points are now explained.
Figure 4.3(a) shows the idealised time variation of a sinusoidal input drive, v(t) and its re-
sponse, y(t), which, at resonance, should lag the drive by 90◦. The lens radius is yL so that when
the mechanical excursion is beyond this threshold, pulses are generated. Figure 4.3(b) shows
the timing pulses obtained when the fibre over-scans the lens; here large pulses are returned, in-
terlaced with back-scattered data. Referring to Figure 4.2 for fibre positions and Figures 4.3(a)
and (b) for drive and timing pulses we note that:
1. When the fibre vibrates near position A, the light will pass through the aperture and lens
without obstruction and fall on the target object. The back-scattered signal will vary in
intensity depending on the absorption and scattering of the target. A black object will give
a low back-scattered signal, while a white object will give a high signal. The difference
in signal can be used to reconstruct the image.
2. When the fibre travels outside the GRIN lens area (i.e. beyond the radius yL of the lens)
into region B, much larger back-scatter is returned from the aperture. These pulses signify
the near maximum excursion of the fibre and their timing can be used to analyse the
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Figure 4.3: Ideal variations of (a) drive and response and (b) intermittent feedback pulses with
interlaced back-scattered data from target object.
dynamics of the vibration as follows:
(a) The period and frequency of the vibration can be obtained by analysing the pulse
position in the timing diagram. The rising time tr and falling time t f mark the
start and end of the fibre excursion on the reflector. The pulse centre can then be
estimated as tz = (tr+ t f )/2 and this marks the position of maximum amplitude of
vibration, y0. Therefore, the time between this pulse and the next then yields half
the period.
(b) In a second order system, the response lags the drive by 90◦ at resonance. Any
phase lag in fibre response as compared to the drive can therefore be obtained by
comparing the pulse position tz and the zero-crossing tzS of the drive.
(c) The amplitude of vibration can be determined from the estimation of pulse width, ∆t
obtained as the time difference between the rising and falling edges. The longer the
duration of the fibre excursion on the reflector, the wider the pulse width. Therefore,
the drive voltage can be adjusted by comparing the pulse width with a desired set
value.
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3. After reaching position B, the fibre will return to its original position A and continue its
excursion to position C. Provided the aperture is properly centred and aligned, a pulse of
similar height and width will be obtained. If this is not the case, differences in the pulses
can be used as a basis for alignment. This will be explained in a later section.
Figure 4.4: Block diagram of frequency and voltage control loops.
Figure 4.4 shows the closed loop block diagram of the controller used to lock the drive fre-
quency and voltage. Two loops are proposed, and these operate sequentially. The frequency
loop operates first. The deviation of pulse position tz from zero-crossing point tzS is used to iter-
ate the frequency in a discrete-time control loop. When the deviation is zero, the fibre must be
at resonance. The voltage loop operates second. The deviation of ∆t from a set value ∆tS is then
used to iterate the voltage. The voltage loop is designed to optimise the fraction of time available
for obtaining back-scattered data from the target. In each case the response is allowed to settle
after each step, so that steady-state analysis can be used. The controller has a limited capture
range and care is needed to achieve convergence. It is these aspects that we now consider.
4.3 Controller design
4.3.1 Capture range
The intermittent reflections are only obtained when the fibre over-scans the lens and pulses are
returned. Since the scan amplitude is only large in the close vicinity of the resonant frequency,
this restriction implies that there must be a finite frequency range (or capture range) over which
90
the frequency control loop can operate. This range may be estimated from the lumped element
dynamic response of the cantilever as we now show. The complex amplitude of the response
has been derived in Chapter 3 (equation 3.5). However, the term f0/m is difficult to determine
experimentally. We therefore rewrite this with as the heuristic variation,
y0 =
v0C
(ω012−ω2)+2 jζωω01 (4.1)
Here, v0 is the piezoelectric drive voltage, C is a coefficient representing the effectiveness of
the drive, ζ is the damping factor, ω is the angular drive frequency and ω01 is the first mode
of resonance frequency. When the maximum amplitude occurs, ω = ω01 and y0 = |ymax| =
v0C/2ζω012. Since the timing pulses are only obtained when |y0| > yL, where yL is the radius
of the lens, we can write
ymax24ζ 2ω012
(ω012−ω2)2+4ζ 2ω2ω012
> yL2 (4.2)
For low damping, a useful response will only be obtained close to resonance. Assuming that
ω = ω01−∆ω and ω01−ω ≈ 2ω01∆ω , substituting this into Equation 4.2, the result can be
rearranged to find normalised capture range, ∆ω/ω01 as:
∆ω
ω01
< ζ
√(
ymax
yL
)2
−1 (4.3)
The capture range is linearly proportional to ζ , so a system with a low damping will have
a small capture range. If ymax/yL is ≤ 1, the capture range is clearly zero or complex so the
algorithm fails. But if ymax/yL ≥ 1 , the capture range can be calculated directly from Equation
4.3. For example, if ymax/yL is chosen to be 2, (so that the maximum amplitude is twice the
radius of the lens) and with ζ = 0.005 (estimated from experiment), we obtain ∆ω/ω01 =
0.00866. This result suggests that the system needs to be quite close to resonance prior to
operation of frequency loop.
Figure 4.5(a) shows frequency response plotted with damping factor, ζ = 0.005 (obtained
as a best-fit from the experimental data). The capture range is marked with the threshold line
yL/ymax = 0.5 which suggests that the pulses are only obtained when the amplitude of vibration
is beyond this threshold. The frequency controller loop can only operate in this region, or
otherwise the algorithm fails. The same damping ζ is used to plot the phase response and this
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(a) (b)
Figure 4.5: Theoretical open loop (a) frequency and (b) phase responses, showing the capture
range, assuming ζ = 0.005 and yL/ymax = 0.5.
is shown in Figure 4.5(b). This capture range will determine the region of the phase response
that can be used in the frequency iteration. The frequency loop algorithm is now derived.
4.3.2 Frequency loop
The frequency loop is used to tune the drive frequency until resonance is achieved. The basis
of the its operation is the deviation between the pulse position, tz and zero-crossing point of the
drive, tzS. The drive frequency is adjusted until the deviation is zero. When this occurs, the phase
response lags the drive voltage by 90◦ and the system must be at resonance. In a proportional
controller, the drive frequency is iterated according to the relation:
fn+1 = fn− k f (tzn− tzS) (4.4)
Here, tzS is the zero-crossing time of the drive and tzn is the estimated pulse position, k f is the
feedback gain for frequency and n is the iteration number. Here we shall explore the analogous
algorithm for angular frequency, ω which can be written as:
ωn+1 = ωn− kω (φn−φS) (4.5)
Here kω is the feedback gain of angular frequency iteration, and φn and φS are the phase of the
response and drive respectively. Defining the angular frequency error as ∆ωn = ωn−ω01 and
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∆ωn+1 =ωn+1−ω01 and subtracting ω01 from both sides, the equation can be further simplified
by substituting the term φn−φS = ∆ωn/ζω0 (obtained from Equation 3.9). Therefore, we can
write:
∆ωn+1 = ∆ωn (1−α) (4.6)
Here, α = kω/ζω01 . Hence, iteration from the general starting condition ∆ω0 must follow:
∆ωn = ∆ω0 (1−α)n (4.7)
The angular frequency error ∆ωn is clearly dependent on the starting condition ∆ω0 but its
time-evolution depends entirely on the value of α . If this quantity is sufficiently small, we can
make approximation of:
∆ωn ≈ ∆ω0 exp(−nα) (4.8)
Clearly, the frequency error declines exponentially to zero with the iteration number n, at a
rate set by the value of α . For larger values of α , the exponential approximation is inaccurate,
and the exact Equation 4.7 must be used. For stability and convergence, we now consider
different cases of stability parameter α . If α ≤ 1, there will be no overshoot and oscillations,
and the error reduces to zero. In this case, the system converges to zero, with a faster reduction
in the error as α tends to 1. For the case of α > 1 and α < 2, the evolution clearly oscillates. The
error will change sign on each iteration but eventually converge to zero. Conversely, if α > 2,
the oscillations will grow. In this case, the system is unstable and convergence will never be
achieved. We now illustrate the theoretical plot of error evolution with different values of initial
frequency error and stability parameter α .
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Figure 4.6: Theoretical (a) - (d); experimental (e) - (h) convergence of frequency error ∆ fn/∆ f0
for initial errors of ∆ f0/∆ fC = 0.0625, 0.125, 0.25 and 0.5 and stability parameters
α = 0.5, 1, 1.5, 2 and 2.5, assuming ζ = 0.005 and ymax/yL = 2.
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Figure 4.6(a) shows the theoretical variation of ∆ fn/∆ f0 for an initial frequency error ∆ f0/∆ fC
= 0.0625, a damping factor ζ = 0.005, a scan amplitude ymax/yL = 2 and α-values of 0.5, 1.0,
1.5, 2.0 and 2.5. Here, the initial error is a small fraction of the capture range and the approx-
imation of Equation 4.8 is accurate. For low α , convergence is approximately exponential, but
for high α diverging oscillations occur. In Figures 4.6 (b) and (c), ∆ fn/∆ f0 is raised to 0.125 and
0.25 respectively and Equation 4.8 is breaking down and the exact Equation 4.7 must be used.
A similar trend is observed for each cases of α where the stability rules hold. In Figure 4.6 (d),
the ∆ f0/∆ fC is raised to 0.5. Again, for low α , convergence is approximately exponential, but
for high α , limit cycle oscillations can be observed even at iteration 2. Figures 4.6 (e-h) shows
the corresponding experimental results. These will be explained later.
4.3.3 Voltage Loop
To maximise the capture range, ymax/yL must be large, and the fibre must initially over-scan the
lens by a significant amount. However once the frequency has been correctly locked, the scan
amplitude can be reduced to increase the scan fraction available for gathering back-scattered
data from the target. This is the purpose of the voltage control loop, which can be analysed as
follows. We start by assuming that the system is at resonance. Assuming the drive voltage is
now v rather than v0, the response is:
y(t) =
(
v
v0
)
ymax sin(ωt) (4.9)
However we can write this result as:
y(τ) =
(
v
v0
)
ymax cos(ωτ) (4.10)
Here ωτ = ωt−pi/2. This substitution simply amounts to shifting the time origin that time
is measured from the peak of the response. The amplitude therefore reaches yL (so that a pulse
is generated) at a time τ . This observation allows the substitution of y(τ) = yL and the phase
∆φ = ωτ . Rearranging, we can obtain the drive voltage v as:
v=
a
cos ∆φ
(4.11)
where a is v0(yL/ymax), and ∆φ is half the pulse width, measured in terms of phase. Let us
95
suppose the voltage control loop is designed to force the pulse width to a given set of value
(defined by a corresponding half-width ∆φS). In this case, a suitable voltage iteration algorithm
has the form:
vn+1 = vn− kv
{
1
cos(∆φn)
− 1
cos(∆φS)
}
(4.12)
Using the general Equation 4.11 for voltage, and rewriting vn= a/cos(∆φn) and vS= a/cos(∆φS),
we can then write:
vn+1− vS = (vn− vS)
(
1− kv
a
)
(4.13)
Defining now the voltage error as ∆vn = vn− vS , so that ∆vn+1 = vn+1− vS, we can obtain:
∆vn+1 = ∆vn
(
1− kv
a
)
(4.14)
Clearly, this is a recurrence relation between ∆vn+1 and ∆vn. For a general starting condition
∆v0, we then obtain the overall variation:
∆vn = ∆v0 (1−β )n (4.15)
Where β = kv/a. Thus, provided that β is small, the voltage error will decline approximately
as:
∆vn = ∆v0 exp(−nβ ) (4.16)
Figure 4.7(a) shows convergence of voltage error, assuming φS = 0.2pi for stability parameter
β = 0.5, 1 and 1.5. These results are clearly very similar to corresponding results obtained for
the frequency control loop. Consequently, we can expect that the error in voltage will reduce
gradually if β < 1, with faster error reduction as β tends to 1. Oscillations will now arise if
β > 1 and the error changes sign for each iteration. But, disappearance of pulses might well
occur if β tends to 2, since the amplitude may vary unpredictably. Under these conditions, the
voltage algorithm will fail. Instability will definitely occur if β > 2. This control algorithm is of
course very similar to the frequency control loop and seems very predictable as previous. Figure
4.7(b) shows the experimental result. This will be explained later.
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(a) (b)
Figure 4.7: Convergence of voltage error, assuming φS = 0.2pi for stability parameter β = 0.5, 1
and 1.5.
4.4 Experimental result
4.4.1 Frequency response
(a) (b)
Figure 4.8: (a) and (b) frequency response of bow-tie fibre with principal axes aligned with
excitation direction.
Experimental verification of the control algorithms above was performed using a single-axis
scanner based on bow-tie polarisation-preserving fibre. The schematics and experimental re-
alisation of the scanner have been presented in Chapter 2. The two principal mechanical axes
are orientated parallel and perpendicular to the excitation direction using the fibre polarisation
97
rotator. Using Equation 3.24, for (say) a length, L =25 mm of 125 µm diameter silica fibre (ρ =
2200 kg/m3, E = 73.1×109 N/m2), we obtain the resonance frequencies f01 =ω01/2pi ≈ 160 Hz
and f02 ≈ 1 kHz. The first resonance is low enough for computation during iteration, while the
transient response is allowed to settle down into the steady state. For each iteration of the loop
timing signals were recorded and analysed in MATLAB. New scan parameters were calculated
as defined in first the frequency and then the voltage algorithm, and passed to the system as a
new drive parameters for each subsequent iteration until the desired final result was achieved.
Figure 4.8(a) shows the frequency response of first and second resonance obtained using the
experimental fibre cantilever. The inserts show the experimental scan line obtained at these res-
onances, which have a frequency ratio of 6.27, matched with the theoretical value. Figure 4.8(b)
shows more detailed response characteristics near the primary resonance (≈ 162.5 Hz). These
data that have been matched with a theoretical frequency response, calculated using a damping
factor ζ = 0.005. No evidence of non-linearity can be seen in the response near resonance. This
suggests that alignment of mechanical principal axes is crucial in eliminating any non-linearity.
We now show the experimental time variations of frequency and voltage error obtained during
operation of the feedback control algorithms .
4.4.2 Timing diagram
Any variation in the location of the aperture with respect to the optical axis results in distortion
of the timing signals. Typically, these can be observed as variations in pulse height, width and
position. These variations can be used as a basis of aligning the aperture during inital set-up.
For example, Figure 4.9(a) shows experimental time variations of the drive and back-scattered
signal at resonance, assuming ymax/yL = 2. Clearly, the pulses have unequal height but equal
width. This difference suggests that the aperture is tilted, with a lower return from the part of the
aperture further from the fibre tip. Figure 4.9(b) shows a similar result, when ymax/yL is unequal
for the top and bottom halves of the aperture. Here, pulses with unequal width but equal height
are obtained, suggesting that the aperture has the correct angular orientation, but its centre is
slightly displaced from the optical axis. Based on these observations, it is simple to see that
the aperture can be aligned correctly by adjusting its position to obtain equal pulse heights and
widths.
Assuming the system has been properly setup, the pulse height, width and positions must
be equal for both positive and negative halves of the drive cycle. We now consider the timing
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(a) (b)
Figure 4.9: Experimental time variations of feedback signals obtained from misaligned systems,
showing (a) unequal pulse height, (b) unequal pulse widths.
diagram obtained in the frequency and voltage loops. Figure 4.10(a) shows the start of the fre-
quency control loop, with an initial frequency error of ∆ f0/∆ fC = 0.5. Here, the scan amplitude
is sufficiently large that feedback pulses must be generated. However, it is clear that the pulse
centres do not initially coincide with the zero-crossings of the drive, suggesting that the drive
frequency cannot be at the value needed for resonance. The drive frequency is therefore iter-
ated, and the phase error tends to zero. Figure 4.10(b) shows the corresponding timing diagram
obtained at the end of frequency loop. At this point, the pulse centres are clearly aligned with
the zero-crossing of the drive, and the system is now at resonance.
However, the fraction of time available for gathering any back-scattered target data is small,
suggesting that the scan amplitude should be adjusted. Figure 4.10(c) shows the corresponding
timing diagram obtained at the end of the voltage control loop, after the drive voltage has been
iterated to achieve a set angular pulse width of 0.2pi . The fraction of time available for data
collection has clearly increased, and typical target data from a bar code is shown in the insert.
Because the fibre oscillates vertically, it initially scans the bar code from top to bottom and
then repeats the scan from bottom to top. Therefore, consecutive sets of back-scattered data are
mirrored in time. Alternate sets must therefore be inverted before averaging the data to improve
signal-to-noise ratio.
To investigate the effect of the stability parameters α and β on the frequency and voltage
loops, the system was tested with variations of initial starting frequency and voltage error, effec-
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(a) (b)
(c)
Figure 4.10: Time variation of drive and feedback signals obtained using a well-aligned system
for (a) the start, (b) the end of the frequency control loop and (c) the end of the
voltage control loop.
tively repeating the theoretical results previously shown in Figures 4.6(a) to (d). Figures 4.6(e)
to (h) shows the corresponding experimental results obtained for the frequency loop, and Figure
4.7(b) shows experimental results for the voltage loop. In each case, the agreement between
theory and experiment is remarkable, confirming that the controllers have been successfully
implemented.
4.4.3 Phase jitter
Due to the discretisation of the recorded signal from the DAQ card, there must be a jitter in
phase arising from the estimation of zero-crossing of the drive and pulses positions, since these
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are obtained from the rising and falling edges of feedback pulses. We now investigate this effect.
(a) (b) (c)
Figure 4.11: (a) Drive and feedback return signal with zero-crossing detection, (b) deviation of
the zero-crossing points from the average zero-crossing, (c) histogram of the drive
phase error.
For example, Figure 4.11(a) shows the drive and feedback return signal at resonance. The
drive zero-crossing points can be determined by locating the time when the drive voltage first
changes sign. The time of the nth and nth + 1 zero-crossings were extracted and the average
was calculated, yielding the points marked on the figure. Figure 4.11(b) shows the deviation
of the actual zero-crossing points calculated from the desired frequency drive from the average
zero-crossing at every cycle obtained from Figure 4.11(a) , expressed as a fraction of 2pi . In this
case, the deviation is very small, suggesting that the phase jitter does not affect the integrity of
frequency and voltage loop. Figure 4.11(c) shows a histogram of the drive phase error, obtained
from a data sequence containing a total of 340 consecutive periods. In this case, the experimental
data has been matched with the Gaussian distribution, using standard deviations of σ = 0.0033
×2pi radians, or 1.19◦.
(a) (b) (c)
Figure 4.12: (a) Drive and feedback return signal with pulse-centres detection(b) deviation of
the pulse-centres from the average values, (c) histogram of the feedback return
phase error.
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Figure 4.12(a) shows the same drive and return feedback signals but with additional plot
showing pulse edge detection. Here, the edges are determined by numerical differentiation of
the data. This operation yields positive and negative spikes, which correspond to the rising
and falling edges, respectively. Hence, the pulses centres can be estimated by averaging the
positions of a positive spike and its consecutive negative spike. Figure 4.12(b) shows the similar
analysis as previous but for the deviation of the estimated pulse centre from its average value.
Figure 4.12(c) shows histogram of pulse phase error. In this case, the experimental data has been
matched with the Gaussian distribution, using standard deviations of σ = 0.0025×2pi radians
= 0.9◦.
For both cases, the values are sufficiently similar that any jitter in the location of the zero-
crossing can be attributed almost entirely to the limited sampling rate of the DAQ card. Further
reduction of the deviation is therefore likely to be possible with faster electronics and higher
sampling rate. However, even with the low-cost system considered here, errors are likely to be
small.
4.5 Conclusion
Intermittent optical feedback as a method of positional control in one-axis resonant fibre scan-
ning has been proposed theoretically and verified experimentally. Back-scattered signals from
a slotted apertured placed in between the fibre tip and the lens generate timing pulses at the
scan extremities. A phase locked loop and proportional loop have been proposed to control the
frequency and amplitude of the scan drive. The first operation ensures the system is at reso-
nance and the second maximises the fraction of time available for gathering back-scattered data
from the target. The difference in position of the pulse centre and the zero-crossing point of the
drive is used to iterate the frequency and the difference in pulse width with the set value is used
to iterate the drive. The capture range, convergence and stability of the algorithms have been
analysed. The effect of two key parameters, α and β , which set the convergence rate have been
investigated. Experimental timing diagrams have been obtained, and convergence to desired set
points has been demonstrated. This approach is very simple to implement and yields a closed
loop feedback system without additional hardware.
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5 Precise Two-Dimensional Scanning
5.1 Introduction
This chapter aims to demonstrate a viable method for image reconstruction in two-dimensional
scanning, based on the resonant fibre confocal scanner developed in previous Chapters. In addi-
tion, it considers the effect of phase errors in the drive due to off-resonance operation, together
with the resolution improvement by performing multiple scans with deliberately-applied phase
offsets and combining the results.
Lissajous scanning has received considerable attention as a method of performing image scan-
ning, in both moving mirror and moving waveguide scanners. Many authors have reported
successful image reconstruction using this type of scan pattern [13, 24, 25, 27] . However, in
all of this, there is a common fundamental issue, namely the frequency ratio in the scan was
random. For example, Figure 5.1(a) shows a Lissajous scan with frequency ratio of 97/86 ×
1.1279 [27]. Since there is no common factor between the numerator and denominator, a closed
scan can never be achieved. Consequently, the author only presented an incomplete cycle, with
a random end-point. Figure 5.1(b) shows a Lissajous scan with frequency ratio chosen to be
slightly different from an exact ratio of 2 [24]. Consequently, the actual Lissajous scan was a
blurred image. A similar technique was used in [25], where the frequency ratio was chosen as
698/835≈ 1.297 but the actual Lissajous scan shown in Figure 5.1(c) is also incomplete. Figure
5.1(d) shows a Lissajous pattern that slides horizontally, obtained with frequency ratio slightly
deviated from the desired exact value of 9/5 = 2.25 [13]. However, this has the benefit that the
whole area of the target was covered eventually.
In all of these examples, the choice of frequency ratio was forced by the resonant modes that
the optical fibre could provide. Unfortunately, none of the authors have discussed the errors in
the Lissajous scan, or the exact algorithm used for image reconstruction. Other authors have
used operation exactly at resonance for both the high and low frequency modes [73,74] to avoid
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(a) (b)
(c) (d)
Figure 5.1: Lissajous scan patterns obtained by (a) Park 2014 [27], (b) Helmchen 2001 [24], (c)
Flusberg 2005 [25], and (d) Liu 2010 [13].
unknown phase shifts between the drive and the response. In [49], strongly off-resonant used for
both low and high frequency modes, but the actual phase response has never been investigated.
As a result, there is no discussion in the literature of the devastating effect of even small phase
deviations. This is extremely surprising, because dynamical phase lag is one of the most im-
portant effects in two-dimensional scanning. Even though the operation at resonance is entirely
possible, it is extremely difficult to construct an optical waveguide with non-degenerate reso-
nant frequencies that lie exactly at the desired frequency ratio. Without a resonant frequency
tuning mechanism, it is then impossible to avoid unwanted phase shifts. As a result, operation
off resonance is almost inevitable. However, without compensation of phase shifts caused by
dynamical lag, the reconstruction algorithm must fail. Here, we provide theoretical simulations
of Lissajous scanning of target objects, and the experimental results that show a precise and
faithful image reconstruction.
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5.2 Scan pattern selection
A brief introduction of Lissajous figure has been presented in Chapter 1. Here, we analyse the
Lissajous figure in more detail. A Lissajous figure is a two-dimensional curve obtained when
the x- and y-coordinates are varied harmonically but at unequal rates. The time variation of the
co-ordinates can be expressed as:
[x,y] =− [sin (rωt) ,cos (ωt)] (5.1)
Here r is the ratio between the high and low frequencies, ω is an angular frequency and t is
time. By varying the frequency ratio r, a wide variety of figures can be obtained, each resulting
in entirely different Lissajous figure. To classify the figures, we expressed r in the following
form:
r = m+
1
n
(5.2)
Here, m and n are integers. The period of one complete Lissajous scan can be calculated as:
T = n
1
flow
= [(m×n)+1] 1
fhigh
(5.3)
A scan pattern that approximates a raster scan can be obtained when r is an integer. However,
the lines cross the x-y plane in both directions, and are unequally spaced. In addition, a high
value of r is required to achieve dense sampling. However, more practical and useful patterns
can be obtained when r is no longer integer but still rational. To avoid the mechanical cross
coupling caused by degenerate modes, we ignore the case where m = 1. Instead, we consider
the case when m = 2. In this case, n can be varied from 2 to ∞, yielding an increasing number
of lines as n approaches infinity.
We illustrate the principle using figures obtained using a small value of n, when the number
of lines is relatively small. Firstly, we note that different results are obtained when n is odd or
even. For example, Figures 5.2(a) and (b) show Lissajous patterns for the cases when m = 2
and n= 3, respectively. In the former case, the curve retraces itself, while in the latter a closed
loop scan is obtained. The density of the scan lines and the spacing between regular sampling
points are clearly non-uniform, and lowest density is at the centre of the field-of-view (FOV).
In addition, the plot contains many more distinct lines when n is odd than when n is even.
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(a) (b) (c)
Figure 5.2: Simulated Lissajous figures with m= 2 and (a) n= 2, (b) n= 3 and (c) n= 15.
Figure 5.2(c) shows the Lissajous pattern obtained with m = 2 and n = 15. By increasing n,
the number of distinct lines increases proportionally, resulting in closer spacing between lines.
The total number of distinct lines, N can be calculated as N = (m+1)n/2 when n is even, and
N = (m+ 1)n+ 1 when n is odd. For example, for n = 14 (which leads to a frequency ratio
of r = 2.0714), N is 21 and when n = 15(r = 2.0667), N = 46. Together with the increase
symmetry of the overall scan pattern, this result implies that Lissajous figures based on odd
values of n are far more useful than those with even values. Based on this argument, the confocal
fibre scanner of the previous Chapters was designed to operate near a frequency ratio of 2.0667.
5.3 Reconstruction algorithm
In this section, we explain the general algorithm used to reconstruct the images obtained by
Lissajous scanning, in order to simulate imaging operations. First a desired target object is
obtained as a jpeg or tiff image. The pixel values and positions are read in MATLAB using the
command ’imread’. A simulated scan is then performed, by calculating the x- and y-coordinates
for a single cycle of the Lissajous pattern using Equation 5.1 with a specific frequency ratio
r. The brightness value z of the nearest pixel in the target object is sampled for each x- and
y-coordinate. Two linearly spaced vectors that with a span of -1 to 1 are constructed using
MATLAB function ’linspace’. The vectors are then passed to the MATLAB function ’meshgrid’
in order to construct a regular grid spanning the entire space [X ,Y ]. A new set of data Z is
constructed using MATLAB function ’griddata’, which interpolates the surface brightness onto
the query points [X ,Y ], while ensuring that the resulting surface always passes through the points
defined by the Lissajous x- and y-coordinates. The new set of data [X ,Y,Z] is now plotted using
the MATLAB filled contour function ’contourf’.
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(a) (b) (c)
Figure 5.3: (a) Original target object of the character ’@’ in Calibri font; b) and c) simulated
images obtained using Lissajous scans with n= 3 and n= 15.
For example, Figure 5.3(a) shows a typical simulated target, the character ’@’ written in
Calibri font in an image containing 480 × 480 pixels. Here the target has been re-plotted on a
standard Cartesian plane with coordinates ranging from -1 to 1 in both x and y directions. Figure
5.3(b) shows the result obtained by first performing a Lissajous scan of the target object using the
scan parameters m= 2 and n= 3, and then reconstructing a simulated image as described above.
In this case, the image has a very poor spatial resolution, because the number of lines is relatively
small and the spacing between each line is consequently large. As a result, the reconstructor fails
to estimate the local brightness correctly from the target object. The poorly estimated brightness
data is then highly interpolated by MATLAB function ’griddata’ (but still ensuring that it passes
through the x- and y- coordinates), causing it to have a pixelated appearance. Figure 5.3(c)
shows the corresponding result obtained with m = 2 as before, but with n now raised to 15.
In this case, the simulated image is an excellent representation of the target, implying that n is
now large enough. We now investigate the effect of introducing static phase errors in Lissajous
scanning.
5.3.1 Steady state phase errors
Lissajous scanning is extremely sensitive to phase and starting time errors, which both cause
errors in the positional origin of the sampled data. First, we illustrate the effect of introducing a
phase error in one of the drives in the Lissajous scan (say, the x-drive). In the steady state, the
Lissajous trajectory can be described mathematically as:
[x′,y′] =− [sin (rωt+φx) ,cos (ωt)] (5.4)
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Here the phase shift, φx, signifies that the high frequency drive has a phase error, in prac-
tice almost certainly because this motion has been derived from oscillation that is slightly off-
resonance. To illustrate the effect of such an error, we consider sampling using the modified
trajectory described by Equation 5.4 but reconstructing using the assumed perfect trajectory of
Equation 5.1. Expanding using double-angle formulae and substituting with Equation 5.1, we
get
[x′,y′] = [cos(φx)x− sin(φx) cos(rωt),y] (5.5)
Assuming now that the phase error is small, we can approximate the above as:
[x′,y′] = [x−φx cos(rωt),y] (5.6)
Since the cosine term represents a derivative of the original sin term, we may now write:
[x′,y′] = [x+(φx/rω)(dx/dt),y] (5.7)
Alternatively, we may write:
[x′,y′] = [x+∗ sign(dx/dt)∗abs(dx/dt),y] =
[
x+φ ∗x sign(dx/dt)
∗√1− x2] (5.8)
Consequently, the shape of the distorted trajectory can be written as:
[x′,y′] =
[
x+φx
√
1− x2,y
]
if dx/dt > 0
[x′,y′] =
[
x−φx
√
1− x2,y
]
if dx/dt < 0 (5.9)
Equations 5.9 implies that the individual scan lines in the phase-shifted Lissajous figure must
move in opposite directions from the perfect trajectory, by a small amount that depends linearly
on φx and also on their slope. Consequently, the image must become scrambled if data from the
entire Lissajous figure is retained for reconstruction. One method to reduce the distortion is to
ignore one entire set of scan lines (for example, either the up-sloping lines or the down-sloping
lines). However, this will halve the total number of lines, degrading resolution. A much better
solution is to eliminate the phase error, the approach that we have taken.
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(a) (b)
(c) (d)
Figure 5.4: Simulated images obtained using Lissajous scans with phase errors of (a) and (b) ±
4◦ in the x-direction, and (c) and (d) ±4◦ in the y direction.
To demonstrate the effect of phase error, we consider the same target object as shown in
Figure 5.3(a). Figures 5.4(a) and (b) show the simulated image obtained by performing a sim-
ulated Lissajous scan using Equation 5.4, with m = 2 and n = 15 and phase errors of 4◦ and
-4◦, respectively, but reconstructed with the assumed coordinates in perfect Lissajous defined
in Equation 5.1. The result is devastating; block-wise shifts in the x-direction are introduced in
the image, resulting in castellated appearance. These shifts can be predicted from Equation 5.9,
which implies that every co-ordinate x’ must contain an additional term proportional to φx. The
image distortion is maximum at the centre of the figure (x= 0) and zero at the edge (x=±1).
Similar effects can also occur in y-direction, if the phase error is now present in the low
frequency drive. In this case, we can write:
[x′,y′] =− [sin (rωt) ,cos (ωt+φy)] (5.10)
The resulting effect can again be simulated, by sampling the target object using the trajectory
of Equation 5.10, and then reconstructing using the ideal trajectory in Equation 5.1. Figures
5.4(c) and (d) show results obtained with phase errors of ±4◦ respectively, Similar block-wise
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shifts are now generated in the y direction.
(a) (b) (c)
Figure 5.5: Simulated images obtained using Lissajous scans with phase error of 8◦ in (a) x and
(b) y direction; (c) image obtained using scans with phase error in both x and y
directions.
The effect of phase error is clearly worse when φ is larger, or if both phase shifts are present
together. For example, Figures 5.5(a) and (b) show the simulated images obtained when the
phase error is increased to 8◦ in the x and y directions respectively. The centre of the image is
heavily distorted in each case. Figure 5.5(c) shows the effect of having steady state phase errors
in both x and y present simultaneously; the image is now unrecognisable.
(a) (b)
Figure 5.6: Simulated images obtained using Lissajous scans with starting time errors of (a)
0.005s and (b) 0.01s.
The second possible steady state error is an error in the starting time of the Lissajous trajec-
tory. For example, consider a time error t0 introduced in the drive signal as follows:
[x∗,y∗] =− [sin (rω {t− t0}) ,cos (ω {t− t0})] (5.11)
Expanding, we can write:
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[x∗,y∗] =− [sin (rωt− rφx) ,cos (ωt−φy)] (5.12)
Equation 5.12 implies that a starting time error can actually be considered to be a combi-
nation of phase errors in both x and y-directions as previously demonstrated in Figure 5.5(c).
Therefore, it is expected that similar distortion will be generated. Figures 5.6(a) and (b) show
the simulated image obtained by sampling target as described in Equation 5.11, with starting
time errors of 0.005 s and 0.01 s, respectively, but reconstructing the image using Equation 5.1.
Similar distortions again occur in both x and y direction, confirming Equation 5.12. Experimen-
tally, this type of error could be introduced by the latency in electronics and data acquisition
card or simply by having an insufficient sampling rate.
From these results, it is important to emphasise that Lissajous imaging is only successful if
the coordinates assumed for reconstruction are the same as those used for scanning. In fact,
complex Lissajous figures make it difficult to confirm the actual Lissajous scan produced by
the set frequency ratio visually. Although the Lissajous scan is extremely sensitive to phase
deviation, this is not an issue if the value of phase deviation is known. We will demonstrate the
necessary correction of phase and starting time error in the experimental section.
5.3.2 Resolution enhancement
(a) (b) (c)
Figure 5.7: (a) Ideal Lissajous figure for n= 3 (black lines), and additional scans with deliberate
phase offsets of ±18◦ (grey lines); (b) and (c) Ideal Lissajous figure for n = 15
(black lines), and additional scans with deliberate phase offsets of (b) ±4◦ and (c)
±2◦, ±4◦, ±6◦ (grey lines). The inserts show enlarged views of the scan pattern at
the centre of the FOV.
We have previously shown in Figure 5.3(b) a reconstructed image with poor resolution, due
to the small number of distinct lines present in the scan. Resolution can be improved in two
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different ways. Firstly, the value of n can simply be increased as discussed earlier, leading to a
proportional increase in the density of scan lines. However, this method requires the frequency
ratio to tend to 2, which may be hard to achieve experimentally. Secondly, a deliberate phase
shift may be applied to the one of the drives. For example, the black line in the Lissajous figure
in Figure 5.7(a) is produced with m= 2 and n= 3, and grey lines show the figures obtained when
a deliberate phase offset of ±18◦ is introduced to the high frequency component. The effect of
using all three patterns together is to treble the number of lines in the overall scan, even though
the same number of n is used. As a result, we would expect to have an approximately threefold
improvement in resolution, as each scan will cover different regions of the target object. Each
individually scanned image can then be combined to construct a high-resolution image.
As a second example, Figure 5.7(b) shows a Lissajous figure for the case of m= 2 and n= 15,
together with the additional Lissajous figures obtained when a deliberate phase offset of ±4◦
is introduced to the scan. The insert shows an enlarged view of the scan lines at the centre
of the field-of-view, highlighing the additional lines inserted between the primary scan lines.
In this case, we would expect an approximately three-fold improvement in resolution. Further
improvement can be obtained when additional scans with phase offsets of ±2◦, ±4◦ and ±6◦
are introduced, as shown in Figure 5.7(c) . At ±6◦, the scan line repeats itself. Therefore, we
would expect an approximately six-fold improvement in this case.
(a) (b) (c)
Figure 5.8: (a) Original target object containing vertical bars (b) simulated image obtained using
a single Lissajous figure with n = 15 (c) image obtained by combining three sets of
data obtained from Lissajous figures with deliberate phase offsets of −4◦, 0◦ and
+4◦.
To demonstrate this method of resolution improvement, we consider slightly different target
objects, consisting of vertical and horizontal bar patterns. Each gives slightly different results,
because the Lissajous figures are not completely symmetric. For example, Figure 5.8(a) shows
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a target object consisting of 8 black and white vertical bars, with constant width and unity
mark-to-space ratio (again, with an image size of 480 × 480 pixels). Figure 5.8(b) shows a
simulated image obtained using a Lissajous scan with m= 2 and n= 15, with the image being
reconstructed based on the trajectory of Equation 5.1. The reconstructed image is relatively
poor, and the lines have a ragged appearance near the centre of the field of view.
We now simulate the operation of performing additional Lissajous scans of the target based
on the phase-shifted trajectory of Equation 5.4, and reconstructing the image based on the same
trajectory. In each case, we use the same values of n, and assume two additional scans with
deliberately applied phase offsets of φ ◦. We then reconstruct the image by combining all three
sets of data. This process is extremely simple to carry out. The vectors [xn,yn,zn] obtained
from each separate scan are simply concatenated to form extended vectors
[{
xn
}
;
{
xn−1
}
;
{
x1
}
,{
yn
}
;
{
yn−1
}
;
{
y1
}
,
{
zn
}
;
{
zn−1
}
;
{
z1
}]
and this is passed as a new set of data to the reconstruc-
tor.
Figure 5.8(c) shows the image obtained by combining three sets of data obtained using Lis-
sajous scans with deliberately applied phase offsets of−4◦, 0◦ and 4◦ to the x-drive. The result-
ing reconstructed image already has a visible improvement in the resolution, as the vertical bars
are much sharper than those in Figure 5.8(b).
Similar improvements can be obtained in the y-direction. For example, Figure 5.9(a) shows
a target object containing horizontal bars of similar size as those in Figure 5.8(a). Figure 5.9(b)
shows the image obtained using a single simulated scan, with the same values of m and n as
before. In this case, the reconstructed image again has a castellated appearance; however, the
results appear worse than previously shown for vertical bars. Nevertheless, image quality can
again be significantly improved if deliberate phase offsets are used during scanning. Figure
5.9(c) shows the result of combining three sets of data obtained by scanning with deliberate
phase offsets of −4◦, 0◦ and 4◦. Now, the individual bars are now resolved correctly. Figure
5.9(d) shows the image obtained using a combination of 5 sets of data obtained with scans with
phase offsets of 0◦,±4◦,±6◦. The centre of the image is now visibly sharper compared to Figure
5.9(c). Figure 5.9(e) shows a further improvement in resolution obtained by combining a total
of seven sets of data, using additional scans with deliberately applied phase offsets of 0◦, ±2◦,
±4◦ and ±6◦. These results show that combining data from scans with the same value of n can
improve image quality. However, inevitably, there are limitations on spatial resolution, as we
now show.
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(a) (b)
(c) (d) (e)
Figure 5.9: Original target object containing horizontal bars (b) simulated image obtained using
Lissajous figure with n = 15; reconstructed image obtained by combining data sets
obtained with deliberate phase offsets of (c) 0◦ and ±4◦, (d) 0◦, ±4◦ and ±6◦ , (e)
0◦, ±2◦, ±4◦ and ±6◦.
(a) (b) (c)
Figure 5.10: (a) Original target object containing horizontal bars with higher spatial frequency;
simulated image obtained using Lissajous figures with (b) n= 15 and (c) n= 31.
Figure 5.10(a) shows a further target object, containing horizontal bars with twice the spatial
frequency of Figure 5.9(a). Figure 5.10(b) shows the simulated image obtained using a Lissajous
scan m= 2 and n= 15. The spatial frequency is now clearly so high that the image is no longer
a true representation of the target object. For comparison purposes, we now show the result
of increasing the value of n, which increases the number of scan lines. Figure 5.10(c) shows
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simulated image obtained with m = 2 and n = 31. In this case, the number of distinct lines is
94 (as compared to 46 when n = 15). The resolution is poor, but the lines are still resolved
individually. However, as previously discussed, this value of n may be difficult to achieve
experimentally.
(a) (b) (c)
Figure 5.11: Reconstructed images obtained by combining data sets obtained with deliberate
phase offsets of (c) 0◦ and ±4◦, (d) 0◦, ±4◦ and ±6◦ , (e) 0◦, ±2◦, ±4◦ and ±6◦.
However, Figures 5.11(a) to (c) show simulated images obtained by combining data sets from
Lissajous scans with deliberate phase offsets of (a) 0◦ and ±4◦, (b) 0◦, ±4◦ and ±6◦ , (c) 0◦,
±2◦, ±4◦ and ±6◦. Clearly, the resolution improves as the number of data sets is increased.
The phase-offset imaging method is therefore superior to the conceptually simpler method of
increasing n, even when only three sets of data are combined.
A similar technique of improving resolution can be applied to the original target, the char-
acter ’@’ in Figure 5.3(a). Figures 5.12(a) and (b) show the reconstructed image obtained by
performing simulated Lissajous scans with trajectories as defined in Equation 5.4 with deliberate
phase offsets of±4◦, respectively, but reconstructed on the same Lissajous trajectory defined by
Equation 5.4 itself. In each case, a reasonably faithful simulated image is obtained, even though
the resolution has decreased slightly. This result is expected because the scan lines in Lissajous
patterns with deliberate phase offsets are not as uniform as the case when φ = 0. Nevertheless,
the data sets giving rise to these images can be combined to improve resolution as previously
described.
Figure 5.12(c) shows the result of combining 3 sets of data with deliberate phase offsets
of 0◦ and ±4◦. The image quality has clearly improved significantly compared with Figure
5.3(c). Figure 5.12(d) shows the improvement in resolution obtained by combining 5 sets of
data obtained with phase shifts of 0◦, ±4◦ and ±6◦, while Figure 5.12(e) shows the result of
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(a) (b)
(c) (d) (e)
Figure 5.12: Simulated image obtained using a single Lissajous figure with n = 15 and phase
offsets of (a) 4◦ and (b) −4◦ but reconstructed on its respective scan; reconstructed
image obtained by combining datasets obtained with deliberate phase offsets of (c)
0◦ and ±4◦, (d) 0◦, ±4◦ and ±6◦ , (e) 0◦, ±2◦, ±4◦ and ±6◦.
combining 7 sets of data obtained with phase offsets of 0◦,±2◦,±4◦ and±6◦, The improvement
in image quality is monotonic. We will now investigate the transient response of moving fibre
Lissajous scanner.
5.3.3 Transient response
The transient response of a moving fibre occurs when the fibre is initially switched on or when
it is subjected to a mechanical disturbance. The analysis can proceed most easily by considering
the step response of a linear, single-axis mass-spring-damper system, with a later generalisation
to two axes. In this case, a numerical solution can always be obtained by integrating the equa-
tions of motion using a Runge-Kutta method. However, this approach lacks insight. In addition,
because R-K routines use automated step sizing, the co-ordinate data must be remapped onto
a uniform set of sampling times by polynomial interpolation. Here we present a simpler but
approximate solution based on the method of slowly varying envelopes.
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Analysis for a single axis
For a single-axis mass-spring-damper system with mass m, damping r and spring constant k
driven by a force F(t), the governing equation for the time variation of displacement X(t) is:
m
d2X
dt2
+ r
dX
dt
+ kX = F(t) (5.13)
This equation can be written in terms of standard quantities as:
d2X
dt
+2ζω0
dX
dt
+ω02x= A(t) (5.14)
Here ω0 =
√
(k/m) is the angular resonant frequency, ζ is the damping factor, such that
2ζω0 = r/m, and A(t) =F(t)/m. We now assume the drive A(t) varies as a harmonic oscillation
at angular frequency ω multiplied by an envelope a(t). For example, switch-on can then be
modelled by assuming a(t) to be a step function. Implicitly assuming real parts (which will be
taken at the end) we start by writing:
A(t) = a(t)exp( jωt) (5.15)
We now assume that the displacement X(t) also varies as a harmonic oscillation at the same
frequency, but multiplied by an envelope x(t):
X(t) = x(t)exp( jωt) (5.16)
Differentiation then gives:
dX
dt
=
dx
dt
exp( jωt)+ jω x exp( jωt)
d2X
dt2
=
d2x
dt2
exp( jωt)+2 jω
dx
dt
exp( jωt)−ω2x exp( jωt) (5.17)
Substitution into the differential equation gives:
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{
d2x
dt2
+2 jω
dx
dt
−ω2x
}
exp( jωt)+2ζω0
{
dx
dt
+ jω x
}
exp( jωt)
+ω02x exp( jωt) = f (t)exp( jωt) (5.18)
Re-arranging and cancelling the exponential terms then gives a second-order differential
equation for the envelope x(t), namely:
d2x
dt2
+2(ζω0+ jω)
dx
dt
+
{(
ω02−ω2
)
+2 jζω0ω
}
x= a(t) (5.19)
If the system has sufficiently low damping, it will respond slowly. In this case, we may
neglect the second-order derivative of the envelope d2x/dt2. This approximate solution is ade-
quate when the system has sufficiently low damping and the system operates just slightly off-
resonance. The equation above can then be approximated as:
c1
dx
dt
+ c2x= a(t) (5.20)
Here, the constants c1 and c2 are given by:
c1 = 2(ζω0+ jω)≈ 2 jω
c2 =
(
ω02−ω2
)
+2 jζω0ω (5.21)
Now, we consider the case when a(t) is a unit step function at t = 0. Equation 5.20 can be
solved using the complementary function (CF) and particular integral (PI) method. The CF is
the solution to:
c1
dx
dt
+ c2 = 0 (5.22)
By inspection, this can be found as x(t)= x0 exp[−(c2/c1)t]where x0 is an unknown constant.
The PI is the steady-state solution to:
c1
dx
dt
+ c2x= 1 (5.23)
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Namely, x = 1/c2. The general solution is a combination of the CF and PF that satisfies the
initial conditions. If the system is initially located at the origin, the initial condition is x = 0 at
t = 0. This can be satisfied if x0 =−1/c2, and the general solution is then:
x(t) =
(
1
c2
){
1− exp
[
−
(
c2
c1
)
t
]}
(5.24)
For example, if the system is driven at resonance, ω = ω0 and:
c1 ≈ 2 jω0
c2 = 2 jζω02
c2/c1 = ζω0 (5.25)
Hence the amplitude envelope is:
x(t) =
(
1
2 jζω02
)
{1− exp(−ζω0t)} (5.26)
And the full solution is:
X(t) =
(
1
2 jζω02
)
{1− exp(−ζω0t)}exp( jω0t) (5.27)
Taking real parts, we then obtain:
X(t) =
(
1
2ζω02
)
{1− exp(−ζω0t)}sin(ω0t) (5.28)
The response is therefore also harmonic, lagging in phase by 90◦, and with an envelope
that varies exponentially towards the steady-state value with a rise time of 1/ζω0. If, as is
most likely the case, a unity steady-state peak amplitude is required, the step response should
have peak value |c2| (which at resonance has the value 2ζω02).If the drive is not exactly at the
resonant frequency, the result will alter somewhat. Clearly, the main effect will be to change c2.
This will now become complex, altering both the amplitude and phase of the response.
Modifications for two axes
In a two-dimensional scanner, we would expect additional effects.
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1. Firstly, the coordinate variation needed for a suitable Lissajous figure has the general form
[x,y] = [−sin(rωt),−cos(ωt)]. Appropriate frequencies and phases must be chosen for
the x- and y-drives so that the correct sin and cos responses are obtained. However, once
this has been done, we would again expect responses that each lag their respective drive
by 90◦, with similar exponential envelopes.
2. Assuming for simplicity that the oscillators are both at resonance, and have the same
damping factor, the scan pattern must be:
[x,y] = [−{1− exp(−rζωt)}sin(rωt),−{1− exp(−ζω0t)}cos(ωt)]
As a result, the pattern must gradually increase in size following switch-on, and early Lis-
sajous figures cannot be complete cycles. The area sampled must also gradually increase,
so early frames cannot generate complete images.
3. Secondly, the x- and y-responses differ in frequency. If the two resonators have similar
damping factors, we would expect the x-resonator have a shorter rise time, since it must
have a larger resonant frequency. Thus, we would expect the area sampled in the x-
direction to stabilise more rapidly.
Numerical results
(a) (b)
Figure 5.13: Time response predicted by Equation 5.28 with the result of Runge-Kutta integra-
tion for the first, (a) 25 cycles, (b) 100 cycles for synchronous operation (ω = ω0),
assuming a damping factor of ζ = 0.01.
Figures 5.13(a) and (b) shows the the time response predicted by Equation 5.28 with the result
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of Runge-Kutta integration, for synchronous operation (ω = ω0), assuming a damping factor of
ζ = 0.01 for the first 25 and 100 cycles, respectively. In both figures, the response vary with
exponential envelope amplitude. Since, the operation is synchronous, the agreement is almost
exact, suggesting that the Equation 5.28 is correct.
(a) (b)
Figure 5.14: Time response predicted by Equation 5.28 with the result of Runge-Kutta inte-
gration for the first, (a) 25 cycles, (b) 100 cycles for asynchronous operation
(ω = 1.005ω0), assuming a damping factor of ζ = 0.01.
Figures 5.14(a) and (b) compares the similar equations as before but for asynchronous op-
eration (ω = 1.005ω0), again assuming a damping factor of ζ = 0.01. The agreement is less
good, but still reasonable. We will now demonstrate the effect of transient response on image
reconstruction.
(a) (b) (c)
Figure 5.15: Transient responses at the first frame; (a)Time variation of x and y responses (b)
transient scan pattern (c) reconstructed image; assuming both resonators are syn-
chronous with equal damping factor of ζ = 0.01
Figures 5.15(a) shows the time variation of x and y responses during the first frame, assuming
that both resonators are synchronous and have equal damping factors of ζ = 0.01. At switch-
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on, the responses have transient behaviour with exponential envelop amplitude. Figure 5.15(b)
shows the developing Lissajous scan with m = 2 and n = 15 during the first frame. The scan
shows clearly that the real trajectory is a very poor approximation of the steady state trajectory in
the first frame. The trajectories in x-direction develop more rapidly compared to the y-direction.
Figure 5.15(c) shows the reconstructed image using the same original target as in Figure 5.3(a).
In this case, only the central part of the target object is scanned, very badly, and this portion is
magnified to fill the whole frame in the image.
(a) (b) (c)
Figure 5.16: Transient responses at the third frame; (a) Time variation of x and y responses
(b) transient scan pattern (c) reconstructed image; assuming both resonators are
synchronous with equal damping factor of ζ = 0.01
Figure 5.16(a) shows the time variation of the x and y response during the third frame. The
transient response for both directions has decayed to some extent. Figure 5.16(b) shows the
Lissajous scan assuming the same damping factor, ζ as before. The scan in x directions is
almost complete while the scan in y is still developing. Figure, 5.17(c) shows the reconstructed
image using the same target object as previous. In this frame, the reconstructed image has
started to take shape, but a minimum block-wise shift in y-direction can still be observed, as
expected.
Figures 5.17(a) to (c) show the similar variation as before during the fifth frame. In this
frame, the transient has completely decayed and the steady-state is achieved. The Lissajous
scan in Figure 5.17(b) has the exact pattern with the ideal Lissajous figure in Figure 5.2(c).
The reconstructed image in Figure 5.17(c) is the faithful representation of the original target
object. In this example, around 5 cycles are needed to reach the steady state response, with the
x-magnification reaching unity more rapidly than the y-magnification.
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(a) (b) (c)
Figure 5.17: Transient responses at the fifth frame; (a) Time variation of x and y responses
(b) transient scan pattern (c) reconstructed image; assuming both resonators are
synchronous with equal damping factor of ζ = 0.01
5.4 Experiment
We shall now confirm the results above experimentally, using the benchtop two-dimensional
scanner setup described in Chapter 2 and the waveguide cantilevers described in Chapter 3.
5.4.1 Dynamical response
(a) (b) (c)
Figure 5.18: (a) and (b) normalised frequency responses of low and high frequency modes, (c)
frequency variation of phase for the high frequency mode. Points are experimental
and, lines are theoretical predictions.
As previously mentioned, the tailored waveguide cantilever construction yields two non-
degenerate frequencies of fH = 234.1 Hz and fL = 113 Hz, giving frequency ratio of r= 2.072.
With the parameters m = 2, n = 15 and a high mode frequency of fH = 234.1 Hz, the frame
rate of the scanner can be estimated as 234.1/31≈ 7.5 frames/sec. Figures 5.18(a) and (b) show
the normalised frequency responses of the low and high frequency modes, respectively. The ex-
perimental data (points) have been matched with a theoretical model of a mass-spring-damper
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system (lines), with damping factors of ζ = 0.005 and 0.014 for the high and low modes, re-
spectively. The bandwidth of the high mode is easily sufficient to allow generation of Lissajous
figures with n = 12 to 16, although the value closest to resonance is n = 15 (corresponding to
r = 2.0667). With the parameters of m= 2, n= 15 and the high frequency fH = 234.1 Hz, the
frame rate of the scanner can be estimated as 234.1/31≈ 7.5 frames/sec.
The points in Figure 5.18(c) show the phase response of the high resonance mode, again
matched to a theoretical model (lines) with damping factor, ζ of 0.005. At resonance, the phase
lags the drive by pi/2. For each value of n, the corresponding phase response is measured by
calculating the pulse centre deviation from its respective zero-crossing points, a method that has
been explained in Chapter 4. We have verified that for every n, the dynamical phase shifts are
in excellent agreement with the theoretical model. Based on these values, the correction, ∆φc in
the phase of the drive needed to eliminate the phase error in the mechanical response can easily
be calculated.
(a) (b)
Figure 5.19: Experimental line scans for (a) low frequency mode and (b) high frequency mode,
in each case at resonance.
Figures 5.19(a) and (b) show the experimental Lissajous scan lines at the low and high reso-
nances respectively, obtained by driving each mode separately with drive voltages of 1.06V and
2.86 V. The scan lines are focused using an objective lens and the photographs were taken at
the calibration plane, using a camera in a light shielded enclosure. The measured scan length
in each case is 6.5 mm. These results demonstrate that the scan lines are linear and orthogonal,
and that two non-degenerate resonant frequencies have been successfully generated.
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(a) (b)
Figure 5.20: Experimental Lissajous scans obtained for m= 2 and (a) n= 14 and (b) n= 15.
Figures 5.20(a) and (b) show the experimental Lissajous plots obtained for the two cases of
n= 14 and 15, respectively. In each case, the low frequency drive is on-resonance, and the high
frequency drive is off-resonance but has the necessary phase correction applied. For example,
from Figure 5.18(c), the phase lag for n= 15 was measured as ≈ 67◦. Therefore, the necessary
phase correction that must be applied to the high frequency drive must be 90− 67 ≈ 23◦, so
that the resulting phase error is 0◦. The agreement between Figure 5.20(b) and Figure 5.2(c) is
excellent, suggesting that that the fibre tip traces the correct trajectory in space.
Further tests were carried out by incrementing the phase correction in steps of 1◦, and it was
found that the resulting Lissajous pattern changed at every step. This behaviour suggests that it
is extremely important to have full control over the phase response if an off-resonance mode is
used because the expected Lissajous scan is only obtained if an accurate phase correction has
been applied to the drive.
5.4.2 Experimental imaging
A target object consisting of the character ’@’ printed on normal paper in 3 pt Calibri font
using an HP LaserJet Pro M401dn was used for experimental imaging. Figure 5.21(a) shows a
photograph of the target obtained using an optical microscope with a video camera attachment.
The actual dimension of the character is ≈ 0.9× 0.9 mm, and the microscope image contains
256×256 pixels. Figure 5.21(b) shows a simulated image obtained using a Lissajous scan with
m = 2 and n = 15. The simulated image is clearly a good representation of the original target,
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(a) (b)
(c)
Figure 5.21: (a) Microscope photograph of experimental target object; simulated image recon-
structed using data obtained from a Lissajous scan with n = 15, (b) with no phase
error and (c) with a phase error of 4◦
suggesting that the frequency ratio is sufficient to produce a faithful image. Figure 5.21(c)
shows a similar simulated image, with an inadvertent phase offset of 4◦. Block wise shifts in
the image data can now be seen, as previously described. We will now investigate the simulated
images obtained with transient errors.
Figures 5.22(a) to (c) show the simulated images obtained following a switch-on transient, for
the first, third and fifth frame using the target object described above. In this case, the slow y-
drive was locked at resonance, while the fast x-drive was operated off resonance, with phase and
amplitude correction to ensure accurate scanning. At the fifth frame, the image is reconstructed
correctly. Since the two drives had different damping factors, it is simpler to calculate the
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(a) (b)
(c)
Figure 5.22: Simulated images obtained following a switch-on transient, for the (a) first, (b)
third, and (c) fifth frame.
trajectories numerically for this case using the Runge-Kutta method, that has been derived in
previous section. The following parameters were assumed: m= 2,n= 15,r = 2.067, f0x/ f0y =
2.072,ζx = 0.005,ζy = 0.014, in agreement with experimental observation. In this case, the
estimated phase correction needed was 27.3◦, close to the experimental value of 23◦. We now
investigate a number of experimentally observed effects, leading towards a demonstration of
high-resolution imaging.
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Latency and transient errors
The target object Figure 5.21(a) was placed at the imaging plane at a distance of ≈ 5 mm from
the lens and its location and orientation were adjusted using micromanipulators. Drive voltages
were adjusted to ensure a square scan covering the whole target object. The low frequency
drive was set at resonance, namely 113 Hz, and the high frequency drive set at (2+ 1/15)×
113 = 233.53 Hz, with a phase correction of 23◦. Both signals were generated numerically,
added together, and the resulting vector passed to the sound card for output to the piezoelectric
transducer, which then excites both modes of the fibre cantilever together.
Figure 5.23: Time variations of drive signal (black) and back scattered signal (red) showing
latency and transient response.
Figure 5.23 shows the time-variation of the dual-frequency drive and back-scattered signal,
recorded by the data acquisition (DAQ) card. When the MATLAB programme is run, the DAQ
card and sound card are commanded to start operating at the same time. However, due to the
electronic delays, there is some latency in the recorded signal, which must be eliminated. To
do so, each point, p at the beginning of the drive data sequence is compared with the preceding
point p - 1 until a large difference is returned. This point signifies the start of the drive signal
and back-scattered data, and earlier data is therefore ignored. After correcting for latency, the
measured drive data sequence is then compared with the vector originally used to generate the
drive, to check that start time errors have been totally eliminated. Experimentally, the latency
was found to be 25 msec.
After the drive has been switched on, the mechanical response of the fibre must follow the
standard transient response of second order linear resonator. This response contains an expo-
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(a) (b)
(c)
Figure 5.24: Images reconstructed from data sets acquired after (a) 1, (b) 3 and (c) 5 complete
Lissajous cycles
nential term that decays away with time as exp (−ζωt). For the steady state to be reached, this
transient must be effectively eliminated, which may be considered reasonably achieved after
the elapsed time is (say) four times the period. We can write this condition as (ζωt) > 4. For
the experimental parameters here, t = 4/(0.005×2pi×234.1) ≈ 0.55s, a relatively short time.
Back-scattered signals obtained for the 5th and later periods were therefore used for steady state
image reconstruction.
As a comparison with the simulated images as shown previously, we now show the exper-
imental reconstructed image during the transient regime with the same frame number. Figure
5.24(a) shows the image reconstructed after a time lapse of 1 period ≈ 0.133 s. As expected,
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the image is unrecognisable, as the mechanical response of the fibre cantilever has not reached
the steady state. Figure 5.24(b) shows the reconstructed image after the third period of time
evolution. At this point, the image starts to take shape as the transient has now decayed to some
extent. Figure 5.24(c) shows the image after the fifth period ≈ 0.665 s of time evolution. At
this point the transient response has almost completely decayed and the image has been recon-
structed successfully. The comparison between Figures 5.24(a) to (c) and Figures 5.22(a) to (c)
is remarkable, suggesting that the transient errors must occur at switch-on.
These results shows that latency and transient response are two factors that might contribute
to a failure in image reconstruction. Latency can be eliminated easily. However, transient effects
will be extremely significant if the scanner were to be used in an environment involving mechan-
ical perturbations. In fact, the results cast significant doubt on published claims of operation of
similar systems that are head-mounted on living animals [24].
Steady-state imaging
(a) (b)
Figure 5.25: Low resolution images, reconstructed from data acquired (a) with no phase error,
and (b) with phase error of 4◦.
We now consider steady state imaging, at low resolution. Figure 5.25(a) shows the experi-
mentally reconstructed image obtained with the previous target object. The comparison between
Figure 5.25(a) and Figure 5.21(b) is remarkable, suggesting that phase-locking of the modes can
result in faithful image acquisition. Since a Lissajous scan has an unequal spacing between the
scan lines, the system has a variable optical resolution depending on the position in the FOV.
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The worst case resolution is determined by the largest line separation, which occurs at the centre
of the FOV. In this case, the optical resolution can be estimated by dividing the scan size by the
line space at the centre as, 900µm /22≈ 42µm.
To demonstrate the effect of steady state phase errors, the high frequency mode is now delib-
erately driven with the phase offset of 4◦ but reconstructed with perfect Lissajous coordinates.
Figure 5.25(b) shows the result. The block-wise shifts in image data previously obtained in
theoretical simulations are immediately apparent experimentally, and Figure 5.25(b) and Figure
5.21(c) are in excellent agreement. This result confirms accurate understanding of the phase
control needed for imaging.
High-resolution imaging
We now consider high-resolution imaging. Figures 5.26(a) and (b) show separate experimental
images obtained with a deliberate phase offsets of ±4◦ respectively, with each set of data being
reconstructed with the correct Lissajous co-ordinates, respectively. In each case, useful images
are obtained even though the resolution has reduced slightly. However, as demonstrated in the
theoretical section, these two data sets can be combined with the data used for Figure 5.25(a) in
order to obtain a high-resolution image. Figure 5.26(c) shows the result. This method clearly
leads to increase in resolution, estimated as 14 µm, resulting in a sharpness enhancement. The
phase shift method is simple to apply experimentally, as it does not require any re-adjustment
of voltage and drive frequencies.
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(a) (b)
(c)
Figure 5.26: Images reconstructed from single data sets acquired with deliberate phase offsets
of (a) −4◦ and (b) 4◦; (c) high resolution image obtained by combining data sets
acquired with phase offsets acquired with phase offsets of 0◦ and ±4◦
5.5 Conclusion
An image reconstruction algorithm for two-dimensional Lissajous scanning has been presented.
Steady state errors in phase and starting time were first investigated and the effect on simulated
image reconstruction was analysed. A method to increase resolution was then presented, based
on a deliberate introduction of phase offsets in one of the drives. Data sets from a number of
scans with different phase offsets were then combined to yield a high-resolution image.
Experiments were then carried out with the dual-numerical aperture confocal resonant scan-
ner. The amplitude and phase responses of the two drives were measured, and the phase response
of the high frequency drive was extracted by analysing the deviation of pulse centres from the
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zero-crossing obtained using optical feedback. Lissajous scanning was performed by operating
the low frequency mode on-resonance and the high frequency mode off-resonance, using a suit-
able ratio between the drive frequencies and an appropriate phase correction. Accurate control
of the fibre response has been shown to allow accurate generation of Lissajous scan patterns.
Back-scattered signals from target objects have been collected confocally in the cladding of
the moving fibre, and the signals detected by a mode-stripping detector have been recorded with
a data acquisition card. The recorded signals have been processed using MATLAB and used to
reconstruct images. Careful control of phase has allowed confirmation of previously-predicted
effects of accurate and inaccurate phase locking. Finally, the resolution has been increased by
combining multiple data sets obtained using scans with deliberate phase offsets.
133
6 Multi-Spectral Imaging and Writing
6.1 Introduction
This chapter demonstrates preliminary experimental results that show the potential for resolu-
tion enhancement in scanning fibre microscopy by overlay imaging and multispectral imaging
using multiple sources. In addition, it demonstrates the writing operations that can be achieved
by modulating one of the sources, based on user-programmed modulation within a Lissajous
trajectory frame. The writing mode is intended as a potential support tool for optogenetics
applications.
Current developments involving optical fibre delivery of the light in optogenetics are limited
to stimulation of single neurons or closely-spaced groups, using a fixed fibre or waveguide
[35,37]. This new mode of operation could allow imaging and neuronal control to be combined
very easily. In principle, one core of the scanning fibre microscope developed here can be
used to acquire an image of a set of neurons within the field-of-view and the other core can
then be used to illuminate a specific area within Lissajous scan. This method is not found in the
literature, simply because a dual-core fibre has never been used for any type of resonant scanner.
We first consider image acquisition and then image writing.
6.2 Imaging
6.2.1 Scanning
Figure 6.1 shows the schematic of a multi-source fibre resonant scanner setup, a very simple
extension of the previously demonstrated system. The number of illumination sources is simply
increased to two: a cyan source with a wavelength of 505 nm and a red laser operating as before
at 635 nm. The cyan laser is a high-power LED (M505F1; Thorlabs) with a maximum output
optical power of 8 mW obtained at a maximum current of 1000 mA. The output of the cyan
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Figure 6.1: Schematic of a multi-spectral dual-core fibre resonant scanner.
source is coupled into core 1 of the composite fibre and the output of the red laser into core
2. The remainder of the experimental setup is as previously described. Both sources can in
principle be modulated under the control of the PC.
Back-scattered light from the target is again coupled into the cladding of the fibre, and signals
at both wavelengths are detected using the same single detector. Differentiation of the two
signals therefore requires time gating. Separation of the signals onto two separate detectors
would provide a useful advantage, but would require modification to the cladding of the fibre
cantilever, which is here common to both cores.
(a) (b)
Figure 6.2: Photographs of linear scans obtained at (a) low resonance (113 Hz) and (b) high
resonance (234.1 Hz).
Figure 6.2(a) shows a photograph of two linear y-scan lines in the calibration plane obtained
using the two different sources with the fibre scanning at the low resonance (113 Hz frequency).
Since the sources are displaced from one another in the x-direction by the core-to-core sep-
aration (125 µm) of the two fibres, the lines should be similarly displaced, by this amount
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multiplied by the optical magnification M. Two very similar lines are obtained, indicating that
the fibre is vibrating by pure bending, without any accompanying twisting motion. Figure 6.2(b)
shows a similar photograph of two linear x-scan lines obtained with the fibre scanning at the high
resonance (234.1 Hz). In the ideal case, the two lines should coincide with each other, resulting
in a continuous straight line. Here, however, there is a small misalignment in the y-direction,
which must follow from a small offset of the two fibre cores with respect to one-another in this
direction. This offset may easily be estimated by first extracting the magnification M from Fig-
ure 6.2(a) and then scaling the shift in Figure 6.2(b), as 9.2 µm. The most likely explanation
is a slight angular misalignment of the fibre on its mount. This offset is unimportant, since its
effects can be removed in software as we show later.
(a) (b) (c)
Figure 6.3: Photographs of Lissajous scans with parameters of m = 2 and n = 15, obtained with
normalised drive voltages of (a) 0.1, (b) 0.5 and (c) 1.
Figure 6.3(a) shows a photograph of two Lissajous figures obtained with normalized drive
voltages of 0.1 (where unity is the value required for a full scan). As before, the Lissajous
parameters are taken as m = 2 and n = 15 (leading to a frequency ratio of 2.072), and one core is
coupled to the red laser and the other to the cyan source. In this case, the excitation amplitude
is so low that two very small Lissajous figures are obtained; these clearly do not overlap one
another. Figure 6.3(b) shows a similar photograph of the two Lissajous patterns generated with
the same frequency ratio, but with the normalised drive voltage increased to 0.5. With this
higher excitation, the scan amplitude is larger and the scanned areas start to overlap. In this
case, the overlap area is estimated to be around 65% of the full scan area. Within the overlap
region, the scan lines are interlaced with each other. Figure 6.3(c) shows a similar photograph
with normalised drive voltage now increased to 1. In this case, the overlap area is estimated as
90% so that most of the scanned area is common to the two sources.
If a target object is positioned in this region, separate images can therefore be acquired using
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each source in turn, with a large common area. If the two sources have the same wavelength,
resolution enhancement can then be achieved. Conversely, if they have different wavelengths,
multispectral imaging can be performed. Here, however, we use a black-on-white target, which
allows resolution enhancement to be demonstrated using two different sources, with simple
rescaling of the detected signal to account for differences in signal levels and detection sensitiv-
ities.
6.2.2 Resolution enhancement
(a) (b)
Figure 6.4: Reconstructed images obtained with Lissajous parameters of m = 2 and n = 15 from
(a) core 1, and (b) core 2.
To demonstrate resolution enhancement with overlapped Lissajous imaging, we used the
same printed character "@" in previous Chapters as the target object. The target was placed
at the center of the field of view, so a large area was included in the overlap region, and images
from the two sources were obtained in turn. Figure 6.4(a) shows the reconstructed image ob-
tained from core 1 with Lissajous scan parameters of m = 2 and n = 15 (with necessary phase
correction). The reconstruction algorithm was as previously explained. In this case, most of
the "@" character was scanned by the Lissajous pattern, with part of the left-hand section be-
ing omitted. Without moving the target, the source for core 1 was turned off and source for
core 2 was turned on. Figure 6.4(b) shows the reconstructed image obtained; now, part of the
right-hand side of the @ character is missing. However, both figures contain the majority of the
central part of the target. We now show that improved resolution can be obtained in this region
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by combining the datasets used to create the two images.
(a) (b)
(c) (d)
Figure 6.5: Reconstructed image with incorrect offsets of 0.2 in (a) x- and (b) y-directions;
high resolution images obtained using (c) the overlay imaging method and (d) the
deliberate phase offset method.
Because the images are obtained from different location on the target, the reconstruction
algorithm needs some minor alteration. Firstly, a brightness correction was applied to match
the intensity of signals obtained from the white areas of the image using the two sources, thus
accounting for differences in detection sensitivity at the two wavelengths. The x-and y-image
shifts caused by the fibre core offsets were then estimated from Figure 6.3(c). To reconstruct
the image, the scan coordinates for core 1 were held fixed, and the coordinates for core 2 were
offset by these estimates. Of course, the estimates may be inaccurate. For example, Figure
6.5(a) shows a reconstructed image with the correct offset in the y-direction but an incorrect
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offset of 0.2 on the Cartesian plane in the x-direction. The dashed lines on the figure mark
the boundaries between the two low-resolution regions on the left- and right-hand sides of the
figure, which have been reconstructed using data acquired using two different scans, and the
high resolution region at the centre that has been scanned by both sources. In this case, there is
a block-wise shift in the image data in the x-direction. A gap can also be seen in the image near
the right-hand dashed line. This suggests that the x-coordinates must be corrected for the data
obtained from core 2. Figure 6.5(b) shows a similar reconstructed image with a correct offset in
the x-direction but now with an incorrect offset of 0.2 on the Cartesian plane in the y-direction.
Similar image shifts can again be seen, suggesting that the y-coordinates must now be corrected.
To avoid errors of this type, the offsets were iterated near the estimated offset values, passing the
combined dataset to the reconstructor each time until the best image was obtained. Figure 6.5(c)
shows the final result. For comparison purposes, the high-resolution image obtained using the
method of deliberate phase shifting in the previous Chapter is shown in Figure 6.5(d). Apart
from some minor artefacts, the image in Figure 6.5(c) is directly comparable, demonstrating the
potential for combining multiple images acquired in this way. The optical resolution obtained
when imaging with two cores is approximately half the value obtained using a single core,
because the two sets of lines can be arranged to interlace (at least, in the centre of FOV). The
resolution is now estimated as 20.5 µm. We will now demonstrate operation of the scanner in
writing mode.
6.3 Image writing
Writing clearly requires modulation of the source, and this was carried out using TTL signals
derived from the PC sound card as previously described in Chapter 2. Suitable modulation sig-
nals were generated in software, by scanning example patterns using the algorithms previously
used for simulation of imaging. However, the soundcard is AC coupled at its outputs. Some
writing patterns may require the soundcard to produce pulse sequence that may have signifi-
cant low frequency components, which may be blocked by the AC coupled outputs and cause
dropout of scan lines. A simple solution to overcome this issue was implemented. The pulse
sequence for one cycle of Lissajous scan was multiplied by the modulation sequences [0101...]
and [1010...] separately, producing two new modulation signals. This process effectively up-
shifts the modulation frequency well beyond the low frequency cutoff of the soundcard, typically
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20 Hz. For example, Figure 6.6(a) shows the binary sequence V0 (black line). The sequence is
multiplied with the modulation sequence Vm1 = [0101...], yielding the new sequence V1. Figure
6.6(b) shows the result of multiplying by Vm2 = [1010...], producing up-shifted new sequence
V2. These two up-shifted signals V1 and V2 were appended alternately in a vector string until
the desired number of points was achieved. The vector was then passed to the soundcard and
comparator and used to modulate the laser.
(a) (b)
Figure 6.6: Original sequence V0 and up-shifted modulation signals of (a) V1 with modulation
sequence ofVm1 = [0101...], and (b)V2 with modulation sequence ofVm2 = [1010...].
To demonstrate image writing in this way, a number of different target patterns were consid-
ered. In each case, the experimental system was set up as described above for overlay imaging,
using the same Lissajous parameters and scan amplitude, so that the FOV of one source again
overlaid that of the other by around 90% to allow writing by one source within the FOV of the
other.
Figure 6.7(a) shows a target object consisting of a single vertical bar, in an image containing
480 × 480 pixels. Simulated Lissajous scanning of the target object is carried out using MAT-
LAB and the brightness values for each sampling point are saved in a matrix. Once again, we
have used Lissajous scan parameters of m = 2 and n = 15 and sampled the brightness value in
the nearest pixel, thresholding the brightness to the values of 1 for a white pixel and 0 for a black
pixel. Figure 6.7(b) shows the fine scale time variation (for a tenth of a Lissajous scan period)
of pulses with heights of 1 and 0 spaced along the simulated Lissajous trajectory obtained in
this way, together with the dual-frequency drive signal. The drive signal is sent to the piezo-
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Figure 6.7: (a) Target object consisting of a vertical bar, (b) fine scale of time variations of the
drive and modulation signals, (c) actual modulated signals plotted on assumed ideal
Lissajous trajectory, (d) written image of the target object.
electric transducer via an amplifier and the modulation pulses to the TTL input of the source
via a comparator. Here the pulse spacing is regular, and the mark-to-space ratio is approxi-
mately two (because the Lissajous scan must traverse each white region of the target twice, in
opposite directions). The TTL signal from the comparator and the drive signals were recorded
with the DAQ card. Figure 6.7(c) shows the plot of actual modulated signals obtained from the
comparator (after latency adjustment), plotted on the assumed ideal Lissajous trajectory. The
plot clearly shows that the modulation signals have been generated correctly, giving rise to the
correct appearance of the target pattern. Figure 6.7(d) shows the experimental image written
using the modulation sequence above. The central dark stripe is faithfully reproduced, but it is
clearly not possible to generate completely filled bright areas in this way. As a result, the bright
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areas are represented as a partial Lissajous pattern on either side of the dark stripe. However, it
should be clear that the line density could easily be increased by generating additional, slightly
modified Lissajous trajectories using the method of deliberately applied phase shifts described
in the previous Chapter. These results confirm that the correct modulation sequence has been
applied, and the correct phase correction has been applied to the x-scan.
Figure 6.8: (a) Target object consisting of two vertical and horizontal bars, (b) fine scale of time
variations of the drive and modulation signals, (c) actual modulated signals plotted
on assumed ideal Lissajous trajectory, (d) written image of the target object.
Figure 6.8(a) shows an alternative target consisting of two vertical and horizontal bars with
arbitrary width. A similar technique was used to generate the drive signals and modulation
pulses. Figure 6.8(b) shows the time variation of the modulation sequence and actuator drive,
again plotted on fine scales. Now the spacing between the pulses is irregular, and it is difficult to
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relate the pulse positions to spatial features on the image. Figure 6.8(c) shows the plot of actual
modulated signals on the Lissajous trajectory and Figure 6.8(d) shows the image written using
the data sequence above. In this case, the trajectory was modulated correctly, the correct phase
correction has been applied and it is clear that the pattern can be modulated in both vertical and
horizontal directions.
Figure 6.9: (a) Target object consisting of two vertical and horizontal bars, (b) fine scale of time
variations of the drive and modulation signals, (c) actual modulated signals plotted
on assumed ideal Lissajous scan, (d) written image of the target object.
Figure 6.9(a) shows a final example target, the "@" character used in previous Chapters. This
target is intended to demonstrate the ability of the system to write arbitrary curved lines. Figures
6.9(b), (c) and (d) show time variations of the modulation signal, the actual modulated signals on
the Lissajous trajectory and the final written image. In this case, the lines have been modulated
correctly with arbitrary curved lines. In all three cases, we have demonstrated that the scanner
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can be operated in writing mode within reasonable tolerance.
(a) (b)
(c)
Figure 6.10: (a) Simulated scanning and selection of two line segments for writing, (b) time
variation of drive and modulation signals, (c) experimental result showing user-
selected pattern writing.
We now demonstrate the combined operation of image reading and writing. In principle, the
first core of the fibre can be used to obtain an image of a target object in a single frame. Once
the image has been acquired, the user can select in software a section where the writing by the
second core is desired, simulating the operations required in optogenetics. For example, Figure
6.10(a) shows a simulated Lissajous figure, drawn in cyan to correspond to the colour of one
of the sources, here intended for imaging. As usual, the pattern was generated with Lissajous
parameters of m = 2 and n = 15. Using a simple graphical user interface, the user can select
arbitrary rectangular regions in the frame where localised writing is desired. The section of the
Lissajous path that falls within these limits is then calculated using MATLAB. The user-selected
area has been marked in red to correspond to the colour of the other source, here intended for
writing.
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Figure 6.10(b) shows the time variation of the modulation signal needed to write the pattern,
together with the x- and y-drive signals. In this figure, two modulation pulses have been gener-
ated, corresponding to the two sections of line selected by the user. The drive signals are passed
to the piezoelectric actuator and the modulation signals are sent to the writing source. Figure
6.10(c) shows an experimental scan pattern obtained in this way. Here the complete Lissajous
figure has been generated by the unmodulated cyan source, while the partial figure has been
generated using the modulated red laser. Clearly, modulation has allowed local areas of the
field-of-view to be correctly illuminated.
(a) (b)
(c)
Figure 6.11: (a) Simulated scanning and selection of two line segments for writing, (b) time
variation of drive and modulation signals, (c) experimental result showing user-
selected pattern writing.
Figure 6.11(a) shows an example of a similar operation where the user has selected a square
section of the FOV. This example could simulate a condition where a section of neurons is to be
stimulated rather than a single neuron. On this figure, the number of red line sections within the
selected area is 12. Figure 6.11(b) shows the time variation of the drive and modulation signals
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generated within the desired area. From 6.11(b) it can be seen that the lines are spaced widely
apart in time, even though they fall within exactly the same sub-region of the FOV. 6.11(c)
shows the corresponding experimental result, confirming that the patterns have been correctly
written.
(a) (b)
(c)
Figure 6.12: (a) Simulated scanning and selection of two rectangular areas for writing, (b) time
variation of drive and modulation signals, (c) experimental result showing user-
selected pattern writing.
Figure 6.12(a) shows a final example where the user has selected two small rectangular areas.
The top selected area contains 5 and 6 lines in different directions and the bottom contains
7 and 8 lines. Figure 6.12(b) shows the time variation of the drive and modulation signals.
Because the spatial and temporal relationship of Lissajous scan is complex, the modulations
signals are irregular and it is difficult to determine which set of pulses correspond to which
sections of writing. This issue needs further investigation. In each case, the correct number of
modulation signals has been generated. Figure 6.12(c) shows the corresponding experimental
result, confirming user-selected pattern writing.
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6.4 Conclusion
Proof-of-concept of overlay imaging and multi-spectral imaging and writing has been presented.
Two light sources (cyan and red, respectively) are simply coupled to the two cores of the com-
posite fibre. Resolution enhancement during imaging has been achieved by combining data sets
from separate images obtained using each core. The combined operations of imaging and user
controlled pattern writing have also been demonstrated, a key requirement for important new
biomedical applications such as optogenetics. However, the temporal separation of the illumi-
nation used to write closely spaced regions needs further investigation, since this will clearly
affect the ability to stimulate individual neurons in a correct time sequence.
For example, in the worst case, spatially adjacent points that happen to lie at either end of
a complete Lissajous trajectory will be spaced apart in time by almost the duration of a frame.
Such effects are inherent in serial writing systems, but are made worse here by the complexity
of Lissajous scan patterns, so that closely spaced features near the centre of the FOV can be
written in an order that is almost random. Clearly, further work would be required to understand
the effects of such time delays, and if necessary optimize the writing pattern to minimize critical
delays.
147
7 Conclusions and Further Work
7.1 Summary
This thesis has considered a variety of issues associated with the dynamical control of one- and
two-dimensional optical fibre scanners. The following summary presents the key points:
1. In one-dimensional scanning, the use of standard circular fibre generally leads to an ellip-
tical scan, even when only a linear scan is desired. This effect arises from the non-linear
mechanical cross coupling that occurs in a vibrating beam with equal second moments of
area in two perpendicular directions. We have proposed a solution based on the use of me-
chanically biaxial fibre (which can be obtained commercially, as polarisation maintaining
fibre) as the vibrating cantilever. Even though the cross-section of the fibre is circular, the
stress-producing sectors embedded along the fibre to obtain birefringence are not. Scan
ellipticity is eliminated when the fibre is rotated so that the principal mechanical axes are
aligned with the excitation direction.
2. Even with a well-behaved fibre, feedback control is needed to ensure that the scan pattern
is produced as commanded, especially in two-dimensional scanning. We have proposed
an effective method for providing intermittent optical feedback, which simply requires an
apertured reflector to be placed in front of the imaging lens. Over-scanning the lens onto
the reflector will generate timing pulses interlaced with back-scattered data from the tar-
get object. Based on the availability of these timing signals, we have proposed two loops
for dynamical control: a phase locked loop for drive frequency control and a proportional
loop for drive voltage control. The phase locked loop analyses the deviation of pulse
centers from the zero crossings of the drive, and uses the deviation to correct the drive
frequency so that the system operates at resonance. The voltage loop analyses the devia-
tion of pulse widths from a set value, and uses the deviation to correct the drive amplitude
so that the overscan is held to a reasonable value. Misalignment of the apertured reflector
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results in pulse distortions that can be used to correct positional and orientational mis-
alignment during initial setup. Experimental results show excellent agreement with the
theory.
3. The mechanical asymmetry of commercially available fibres is insufficient for two- di-
mensional Lissajous scanning. We have therefore developed a new method of construct-
ing waveguide cantilevers with enhanced mechanical asymmetry, based on dip coating
of two cores obtained from a standard ribbon fibre. When the fibres are dip-coated with
a liquid polymer such as poly-butyl-methacrylate (PBMA), capillary action and surface
tension force the two cores into parallel alignment and the additional material modifies
the composite cross-section and its second moments of area in a highly controllable and
useful manner. We have shown that the ratio of the two primary bending mode resonant
frequencies can be tuned towards two by varying the number of coatings applied.
4. We have proposed a method of classifying the wide variety of Lissajous figures that can be
obtained by varying the ratio in frequency between the two orthogonal scan directions. We
have expressed this ratio as r =m+1/n where m and n are integers, and have considered
figures based on the family obtained with m = 2. As the value of n is increased ∞, r
tends to 2 and Lissajous patterns with an increasing number of lines are generated. We
have shown that more useful patterns are obtained when n is odd, and have constructed
waveguide cantilevers to generate Lissajous figures with m= 2 and n= 15.
5. We have demonstrated a useful software algorithm for image reconstruction from serially-
acquired back-scatter, data, using the MATLAB ’griddata’ and ’countourf’ functions. We
have also investigated the effect of latency and transient response on the reconstructed
image. Ideally, the drive and detected signals should be recorded at the same time. How-
ever, at the start of the scan, there are inevitable delays in both software and hardware.
The data points before the latency period are ignored in order to avoid these start time
errors. Further time is allowed to elapse to enable switch-on transients to decay. We have
then investigated the effect of steady state phase errors caused by off-resonance operation
of one of the two drives. We have shown that these errors cause block-wise shifts in image
data, and that errors of more than a few degrees render the image unrecognisable.
6. We have shown that accurate images can be acquired if drive signal amplitudes, frequen-
cies and phases can be suitably controlled. Once this has been achieved, the image may be
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further improved. We have demonstrated a method to enhance the resolution by combin-
ing the data sets from multiple images that are obtained by introducing deliberate phase
shifts into one of the drives. This approach effectively allows the generation of additional,
interlaced scan lines, and provides a resolution enhancement proportional the number of
additional lines. The theoretical and experimental results both show a clear improvement
in resolution.
7. We have demonstrated an alternative method of resolution enhancement by combining
the data sets from two images obtained from performing an imaging operation using each
core in a two-core fibre cantilever in turn, provided the positional offset of one data set is
appropriately chosen. We have then demonstrated the use of multiple sources to demon-
strate the combined operations of imaging and writing, for an example application in
biomedical science, optogenetics.
In conclusion, we have investigated many basic properties of optical fibre scanning systems
that have previously been ignored in the literature, and have proposed systematic solutions to
problems of image reconstruction that are normally solved by ad-hoc methods including lengthy
trial-and error. The methods and results presented in this thesis should therefore allow a step
forward in the control and performance of fibre-based Lissajous scanners.
7.2 Future work
There are a number of directions for possible future work.
1. The system described in this thesis has used an external PC to implement a software con-
trol algorithm based only on steady-state behaviour and consequently having a relatively
long response time. Development of a real-time electronic controller would therefore be a
desirable goal, allowing the system to correct rapidly following transients such as external
shocks. The use of dedicated electronics should also allow acquisition of video images,
albeit at relatively slow frame rates.
2. Secondly, the system has been bench-mounted. Development of a portable system based
on a micromachined silicon breadboard that provides alignment features for the optical
waveguides and lens, and integrates the mechanical drive, photodiode and electronics also
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represent a useful and realistically achievable target, with the small form factor and low
cost enabling many new applications in medicine and biomedical science.
3. Modification of the waveguide technology should also enable new imaging modalities.
For example, the use of hollow-core photonic bandgap fibre should increase power han-
dling capability, and consequently allow two-photon imaging (which dramatically im-
proves resolution in scattering media such as tissue). Modification of both the waveguide
and the detector configuration to allow simultaneous detection of different signals should
also allow true multi-channel and multi-spectral operation.
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