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Abstract
Under certain assumptions on the nonlinear–nonhomogenous term f (t, u(t)) of ordinary differential equations
associated with fourth order singular boundary value problems, we establish a necessary and sufficient condition
for the existence of positive solutions of the boundary value problem by means of fixed point theorems.
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1. Introduction
Considerable attention has been given to the existence of positive solutions of fourth order singular
boundary value problems by several authors including Taliaferro [1], O’Regan [2,3], Usmani [4], and
Schroder [5]. On the other hand, several authors including Usmani [4], Schroder [5], Gupta [6], and
Afrabizadeh [7] studied the existence of positive solutions of fourth order nonsingular boundary value
problems and proved certain interesting results.
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We consider here the following nonlinear ordinary differential equations involved in the fourth order
boundary value problem (BVP)

u(4)(t) − f (t, u(t)) = 0, t ∈ (0, 1),
u(0) = u(1) = 0,
u′′(0) = u′′(1) = 0.
(1)
When f ∈ C([0, 1] × [0,∞), [0,∞)), the problem (1) is nonsingular. This problem was studied by
several authors as stated above.
On the other hand, when f is singular at t = 0 and t = 1, the singular boundary value problem
has received much less attention. O’Regan [8] proved a sufficient condition for the existence of
positive solutions to singular boundary value problem (1) by means of the topological transformation
theorem. However, in spite of this recent work, the existence of singular boundary value problems
and their extensions need much more attention due to various applications in mathematics, science and
engineering.
The main objective of this paper is to establish a necessary and sufficient condition for the existence
of positive solutions to singular boundary value problem (1). An extension of the problem is also
considered.
In order to make this paper self-contained, it is necessary to state the following conditions and
assumptions.
(H) We assume that f (t, u) ∈ C((0, 1)×[0,∞), [0,∞)); for the fixed t ∈ (0, 1), f (t, u) is increasing
in u; for all 0 < r < 1, there exists η(r) = m(r−α − 1) such that f (t, ru) ≤ r(1 + η(r)) f (t, u), for all
(t, u) ∈ (0, 1) × [0,∞), 0 < m ≤ 1, 0 < α < 1.
Definitions. A function u(t) ∈ C2[0, 1] ∩ C(4)(0, 1) is called a C2[0, 1] solution of BVP (1), if it
satisfies (1) and u(t) does not vanish identically for all t ∈ (0, 1). A C2[0, 1] solution of BVP (1) is
called a C3[0, 1] solution if u(3)(0+) and u(3)(1 − 0) both exist. A C3[0, 1] solution of BVP (1) is called
a positive solution if u(t) > 0, for all t ∈ (0, 1).
Throughout this paper, E = C[0, 1] denotes the Banach space with the norm ‖x‖ = max[0,1] |x(t)|.
Let P = {x ∈ C[0, 1] : x(t) ≥ 0, t ∈ [0, 1]}. Clearly, P is a normal cone in the Banach space
E = C[0, 1].
2. Main results
Let G2(t, s) be the associated Green function of BVP (1). Then
G2(t, s) =
∫ 1
0
G(t, r)G(r, s) dr,
where
G(t, s) =
{
s(1 − t), 0 ≤ s ≤ t ≤ 1,
t (1 − s), 0 ≤ t ≤ s ≤ 1.
Clearly,
e(s)e(t)
30
≤ G2(t, s) ≤ e(s)6 ,
where e(s) = s(1 − s), for all s ∈ [0, 1].
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Theorem 1. Suppose f (t, u) satisfies the assumption (H), then
(i) The necessary and sufficient condition for the existence of a C3[0, 1] positive solution to BVP (1) is
0 <
∫ 1
0
f (s, e(s)) ds < ∞.
(ii) If there exists a solution u∗ in C3[0, 1], then u∗ is unique, and for all w0 ∈ Pe, the following result
is true
wn(t) =
∫ 1
0
G2(t, s) f (s, wn−1(s)) ds ‖·‖c−→ u∗(t), as n → ∞,
where Pe = {u ∈ C[0, 1] : there exists positive integers lu, Lu, such that lue ≤ u ≤ Lue} and
lu = sup{l > 0 : u(t) ≥ le}, Lu = inf{c > 0 : u(t) ≤ ce}.
Proof. (i) A necessary condition.
Let u(t) be a positive solution in C3[0, 1]. Then, u(3)(t) is increasing for all t ∈ (0, 1) on account of
u(4)(t) ≥ 0. By the condition u′′(0) = u′′(1) = 0, we can obtain that there exists t0 ∈ (0, 1) such that
u(3)(t0) = 0 hold. Consequently, u(3)(t) ≤ 0 for all t ∈ (0, t0] and u(3)(t) > 0 for all t ∈ (t0, 1]. Rela-
tively, u′′(t) is decreasing for all t ∈ (0, t0] and u′′(t) is increasing for all t ∈ (t0, 1]. By using the bound-
ary conditions again, u′′(t) ≤ 0 is proved. Hence there exist positive integers 0 < λ1 < 1 < λ2 such that
λ1e(t) ≤ u(t) ≤ λ2e(t).
In fact, u(t) ≤ λ2 e(t) is obvious. On the other hand, letting t = t1, ‖u‖ = u(t1), it is evident that the
following holds by the increasing and the convex properties of u(t) for all t ∈ (0, t1),
u(t) ≥ u(tt1) = u(tt1 + (1 − t) · 0)
≥ tu(t1) + (1 − t)u(0)
= t‖u‖ ≥ (1 − t)‖u‖,
and, by the decreasing and the convex properties of u(t), and t (1 − t)t1 + t ∈ (t1, 1) for all t ∈ (t1, 1),
we have
u(t) ≥ u((1 − t)t1 + t)
≥ (1 − t)u(t1) + tu(1)
≥ t (1 − t)‖u‖.
Hence, letting λ1 = min{‖u‖, 1}, the proof is complete.
By condition (H), we have∫ 1
0
f (s, e(s)) ds ≤
∫ 1
0
f (s, λ−11 u(s)) ds
= λ−11 (1 + η(λ1))−1(−u(3)) |10
= λ−11 (1 + η(λ1))−1[u(3)(1 − 0) − u(3)(0+)] < +∞,∫ 1
0
f (s, e(s)) ds ≥
∫ 1
0
f (s, λ−12 u(s)) ds
= λ−12 (1 + η(λ−12 ))[u(3)(1 − 0) − u(3)(0+)] > 0.
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Thus
0 <
∫ 1
0
f (s, e(s)) ds < +∞.
(ii) Sufficient condition
For all u ∈ Pe, there exists lu and Lu , such that lue(t) ≤ u(t) ≤ Lue(t). From condition (H), we
obtain
Au(t) =
∫ 1
0
G2(t, s) f (s, u(s)) ds
≤
∫ 1
0
G2(t, s) f (s, Lue(s)) ds
≤


Lu(1 + η(L−1u ))−1
∫ 1
0
G2(t, s) f (s, e(s)) ds, Lu > 1,∫ 1
0
G2(t, s) f (s, e(s)) ds, Lu ≤ 1,
≤ max{1, Lu(1 + η(L−1u ))−1}e(t)
∫ 1
0
e(s) f (s, e(s)) ds;
Au(t) =
∫ 1
0
G2(t, s) f (s, u(s)) ds
≥
∫ 1
0
G2(t, s) f (s, lue(s)) ds
≥


lu(1 + η(lu))e(t)30
∫ 1
0
e(s) f (s, e(s)) ds, lu < 1,
e(t)
30
∫ 1
0
e(s) f (s, e(s)) ds, lu ≥ 1,
≥ min{1, lu(1 + η(lu))}e(t)30
∫ 1
0
e(s) f (s, e(s)) ds.
Hence, there are l f u , L f u such that l f ue(t)≤ Au(t)≤ L f ue(t), where l f u = sup{l > 0 : le(t)≤ Au(t)},
L f u = inf{c > 0 : Au(t) ≤ ce(t)}. We have A : Pe → Pe and A is increasing. Letting
δ0 =
{
1, l f e ≥ 1,
[1 + m−1(l−1f e − 1)]−
1
α , l f e < 1,
γ0 =
{
1, L f e ≤ 1,
[1 + m−1(L f e − 1)] 1α , L f e > 1,
then 0 < δ0 ≤ 1, γ0 ≥ 1.
Letting
0 < δ ≤ δ0, γ = γ0, u0 = δe, v0 = γ e;
un = Aun−1, vn = Avn−1, n = 1, 2, 3, . . . ,
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and we have
u1 = Au0 =
∫ 1
0
G2(t, s) f (s, δe(s)) ds
≥ δ(1 + η(δ))
∫ 1
0
G2(t, s) f (s, e(s)) ds
= δ(1 + η(δ))Ae
≥ δ(1 + η(δ))e(t)l f e
= δ(m(δ−α − 1) + 1)e(t)l f e
≥ δe = u0;
v1 = Av0 =
∫ 1
0
G2(t, s) f (s, γ e(s)) ds
≤ γ (1 + η(γ −1))−1
∫ 1
0
G2(t, s) f (s, e(s)) ds
= γ (1 + η(γ −1))−1 Ae
≤ γ (1 + η(γ −1))−1e(t)L f e
= γ (m(γ α − 1) + 1)e(t)L f e
≤ γ e = v0.
It follows from the increasing property of A that
δγ −1v0 ≤ u0 ≤ u1 ≤ · · · ≤ un ≤ · · · ≤ vn ≤ · · · ≤ v1 ≤ v0 ≤ γ δ−1u0. (2)
Since
|(Aun)′(t)| =
∣∣∣∣∣
(∫ 1
0
G2(t, s) f (s, un−1(s)) ds
)′∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
0
∂G2(t, s)
∂t
f (s, un−1(s)) ds
∣∣∣∣∣
≤
∫ 1
0
f (s, un−1(s)) ds
≤
∫ 1
0
f (s, γ e(s)) ds
≤ γ (1 + η(γ −1))−1
∫ 1
0
f (s, e(s)) ds,
it follows that {(Aun)′(t) : n ∈ N } is an equicontinuous set. Similarly, {(Avn)′(t) : n ∈ N } is also an
equicontinuous set. It follows from (2) that {un}, {vn} are relatively compact sets in C[0, 1]. Since P is
normal, there exist u∗, u∗ such that un
‖·‖c−→ u∗, vn ‖·‖c−→ u∗ and u∗ ≤ u∗. From un−1 ≤ u∗ ≤ u∗ ≤ vn−1,
we have
Aun−1 = un ≤ Au∗ ≤ Au∗ ≤ vn = Avn−1.
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Letting n → +∞, we obtain
u∗ ≤ Au∗ ≤ Au∗ ≤ u∗.
By inequality (2), we know u0 ≥ δγ −1u∗, v0 ≤ γ δ−1u∗.
Letting
tn = sup{t > 0 : tu∗ ≤ un, tvn ≤ u∗}, (3)
then
tnu∗ ≤ un, tnvn ≤ u∗, n = 1, 2, 3, . . . , (4)
and
δγ −1 ≤ t0 ≤ t1 ≤ · · · ≤ tn ≤ 1. (5)
We now prove that limn→+∞ tn = t∗ = 1. Otherwise, t∗ < 1, then
un+1 ≥ A(tnu∗) = A
(
tn
t∗
t∗u∗
)
≥ tn
t∗
(
1 + η
(
tn
t∗
))
A(t∗u∗)
≥ tn
t∗
(1 + η(t∗))A(u∗)
≥ tn(1 + η(t∗))u∗;
and
un+1 ≤ A(t−1n u∗) = A
(
t−1n
t−1∗
t−1∗ u∗
)
≤ t
−1
n
t−1∗
(
1 + η
(
t−1∗
t∗
))
A(t−1∗ u∗)
≤ t−1n (1 + η(t∗))−1 A(u∗)
≤ tn(1 + η(t∗))−1u∗.
By (3), we have tn+1 ≥ tn(1 + η(t∗)). So, tn+1 ≥ t1(1 + η(t∗))n → +∞(n → ∞), which contradicts
(5). Hence t∗ = 1. Letting t0 = sup{t > 0 : u∗ ≥ tu∗}, since u∗ ≥ δγ −1u∗ and tu∗ ≤ u∗ ≤ u∗, there
exists a quantity t0 such that t0 ≤ 1. If t0 < 1, then
Au∗ ≤ A(t−10 u∗) ≤ t−10 (1 + η(t0))−1 Au∗. (6)
It follows from (4) and (6) that
tnvn+1 ≤ t−10 (1 + η(t0))−1 Au∗ ≤ t−10 (1 + η(t0))−1un+1.
Letting n → ∞, we have u∗ ≤ t−10 (1 + η(t0))−1u∗, which contradicts the definition of t0. Hence t0 = 1
and u∗ = u∗ is the fixed point of A. Thus, there exists a positive solution, u∗ of BVP (1), which satisfies
u∗(t) ≤ γ e(t), where γ ∈ (0, 1) is a constant. Finally,∫ 1
0
|u(4)∗ (t)|dt =
∫ 1
0
| f (s, u∗(s))|ds
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≤
∫ 1
0
f (s, γ e(s))ds
≤ γ (1 + η(γ −1))−1
∫ 1
0
f (s, e(s))ds < +∞,
that is, u(4)∗ is absolutely integrable. Hence u∗ ∈ C3[0, 1].
(ii) Let u∗ be a C3[0, 1] positive solution of BVP (1). If there is another solution, v∗(t), then it follows
from the proof of necessary condition (i) that there exist positive integers 0 < λ1 < 1 < λ2 such
that λ1e(t) ≤ v∗(t) ≤ λ2e(t), i.e., v∗(t) ∈ Pe. Letting δ ≤ min{λ1, δ0}, γ ≥ max{λ2, γ0}, we have
u0(t) ≤ v∗(t) ≤ v0(t). Since A is increasing, un(t) ≤ v∗(t) ≤ vn(t). Letting n → +∞, we have
v∗(t) = u∗(t). Hence u∗ exists and is unique.
For all w0 ∈ Pe, there exists 0 < m0 < 1 < λ0 such that m0e(t) ≤ w0(t) ≤ λ0e(t). Letting
δ ≤ min{m0, δ0}, γ ≥ max{λ0, γ0}, then
u0(t) ≤ w0(t) ≤ v0(t).
Since A is increasing, by the principle of mathematical induction, we have
un(t) ≤ wn(t) ≤ vn(t), n = 1, 2, . . . .
Letting n → +∞, wn(t) → u∗(t) is true, where
wn(t) =
∫ 1
0
G2(t, s) f (s, wn−1) ds, n = 1, 2, . . . .
Corollary 1. Suppose f (t, u) satisfies
(H∗) f (t, u) ∈ C((0, 1) × [0,+∞), [0,+∞));
for the fixed t ∈ (0, 1), f is increasing in u; for all 0 < r < 1, there exists β ∈ (0, 1) such that
f (t, ru) ≥ rβ f (t, u), for all (t, u) ∈ (0, 1) × [0,+∞). Then, the results of Theorem 1 are also true.
Proof. Letting m = 1, α = 1 − β in Theorem 1, we obtain
f (t, ru) ≥ rβ f (t, u) = r(r−α) f (t, u)
= r(m(r−α − 1) + 1) f (t, u)
= r(1 + η(r)) f (t, u).
Hence, it follows from Theorem 1 that Corollary 1 is true.
Remark 1. When f (t, u) = ∑ni=1 ai(t)uαi , ai (t) ∈ C(0, 1), 0 < αi < 1, it follows from Corollary 1
that the results of BVP (1) are also true. In reality, there is a large class of such functions.
Remark 2. In this paper, we can solve not only the problem in Remark 1, but also the type of f (t, u) =
a1(t)uα1 +a2(t)u with imposed other conditions. For example, letting f (t, u) = a1(t)uα+a2(t)u, where
ai (t)(i = 1, 2) satisfy Remark 1 and α ∈ (0, 1). If there exists R > 0 such that a1(t) > R a2(t), then
there are m = RR+Ru and β = 1 − α such that
f (t, ru) ≥ r(1 + m(r−β − 1)) f (t, u),
where Ru = max{1, ‖u‖}.
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3. Extensions to higher even order differential equations
We conclude this work by extending the results of Section 2 by obtaining a necessary and sufficient
condition for the existence positive solution to the boundary value problem{
(−1)mu(2m) − f (t, u) = 0, 0 < t < 1,
u(2i)(0) = 0 = u(2i)(1), 0 ≤ i ≤ m − 1, (7)
where f (t, u) satisfies the condition (H).
Let Gm(t, s) be the associated Green’s function of (7). Then
Gm(t, s) =
∫ 1
0
G(t, r)Gm−1(r, s) dr,
where m ≥ 2 and
G1(t, s) = G(t, s) =
{
t (1 − s), 0 ≤ t ≤ s ≤ 1,
s(1 − t), 0 ≤ s ≤ t ≤ 1.
Clearly for m ≥ 2
e(s)e(t)
30m−1
≤ Gm(t, s) ≤ e(s)6m−1 ,
where e(t) = t (1 − t), for all t ∈ [0, 1].
Theorem 2. Suppose f (t, u) satisfies (H). Then
(i) A necessary and sufficient condition for the existence of C2m−1[0, 1] positive solution to BVP (7) is
0 <
∫ 1
0
f (s, e(s)) ds < ∞.
(ii) If there exists a solution u∗ in C2m−1[0, 1], then u∗ is unique, and for all w0 ∈ Pe, the following
result is true,
wn(t) =
∫ 1
0
Gm(t, s) f (s, wn−1(s)) ds ‖·‖c−→ u∗(t), n → ∞,
where Pe = {u ∈ C[0, 1] : there exist positive integers lu, Lu, such that lue ≤ u ≤ Lue} and
lu = sup{l > 0 : u(t) ≥ le}, Lu = inf{c > 0 : u(t) ≤ ce}.
Proof. It is easy to prove that u′′(t) ≤ 0 whether m is odd or even integers. Hence, there exist positive
integers 0 < λ1 < 1 < λ2 such that λ1e(t) ≤ u(t) ≤ λ2e(t). The rest of the proof is similar to that of
Theorem 1. We omit the details.
Remark 3. Theorems 1 and 2 contain two new results. They represent not only the necessary and
sufficient conditions for the existence of positive solutions to the multiple order singular boundary
problem, but also the iterative sequence of the solutions. In closing, it is important to point out that
Wei and Pang [9] studied the existence of positive solutions of the non-resonant singular boundary value
problem of the second order differential equations. On the other hand, Henderson and Thompson [10]
considered the existence of multiple symmetric positive solutions of boundary value problems of the
second order differential equations.
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