We consider the problem of learning the qualities of a collection of items by performing noisy comparisons among them. Following the standard paradigm, we assume there is a fixed "comparison graph" and every neighboring pair of items in this graph is compared k times according to the Bradley-Terry-Luce model (where the probability than an item wins a comparison is proportional the item quality). We are interested in how the relative error in quality estimation scales with the comparison graph in the regime where k is large. We prove that, after a known transition period, the relevant graph-theoretic quantity is the square root of the resistance of the comparison graph. Specifically, we provide an algorithm that is minimax optimal. The algorithm has a relative error decay that scales with the square root of the graph resistance, and provide a matching lower bound (up to log factors). The performance guarantee of our algorithm, both in terms of the graph and the skewness of the item quality distribution, outperforms earlier results.
Introduction
This paper considers quality estimation from pairwise comparisons, which is a common method of preference elicitation from users. For example, the preference of a customer for one product over another can be thought of as the outcome of a comparison. Because customers are idiosyncratic, such outcomes will be noisy functions of the quality of the underlying items. A similar problem arises in crowdsourcing systems, which must strive for accurate inference even in the presence of unreliable or error-prone participants. Because crowdsourced tasks pay relatively little, errors are common; even among workers making a genuine effort, inherent ambiguity in the task might lead to some randomness in the outcome. These considerations make the underlying estimation algorithm an important part of any crowdsourcing scheme.
Our goal is accurate inference of true item quality from a collection of outcomes of noisy comparisons. We will use one of the simplest parametric models for the outcome of comparisons, the Bradley-Terry-Luce (BTL) model, which associates a real-valued quality measure to each item and posits that customers select an item with a probability that is proportional to its quality. Given a "comparison graph" which captures which pairs of items are to be compared, our goal is to understand how accuracy scales in terms of this graph when participants make choices according to the BTL model.
We focus on the regime where we perform many comparisons of each pair of items in the graph. In this regime, we are able to give a satisfactory answer to the underlying question. Informally, we prove that, up to various constants and logarithms, the relative estimation error will scale with the square root of measures of resistance in the underlying graph. Specifically, we propose an algorithm whose performance scales with graph resistance, as well as a matching lower bound. The difference between our upper and lower bounds depends only on the log of the confidence level and on the skewness of the item qualities. Additionally, we note that our performance guarantees scale better in terms of item skewness as compared to previous work.
Formal problem statement
We are given an undirected "comparison graph" G(V, E), where each node i has a positive weight w i . If (i, j) ∈ E, then we perform k comparisons between i and j. The outcomes of these comparisons are i.i.d. Bernoulli and the probability that i wins a given comparison according to the BTL model is
The goal is to recover the weights w i from the outcomes of these comparisons. Because multiplying all w i by the same constant does not affect the distribution of outcomes, we will recover a scaled version of the weight vector w.
Thus our goal will thus be come up with a vector of estimated weights W close, in a scale-invariant sense, to the arXiv:1902.00141v1 [cs.
LG] 1 Feb 2019 true but unknown vector 1 w. A natural error measure turns out to be the absolute value of the sine of the angle defined by w and W , which can also be expressed as (see Lemma A.1 in the Supplementary Information)
In other words, | sin( W , w)| is the relative error to the closest normalization of the true quality vector w. We will also discuss the connection between this error measure and others later on in the paper.
Following earlier literature, we assume that
for some constant b. The number b can be thought of as a measure of the skewness of the underlying item quality. Our goal is to understand how the error between W and w scales as a function of the comparison graph G.
Literature Review
The dominant approach to recommendation systems relies on inferring item quality from raw scores provided by users (see (Jannach et al., 2016) ). However, such scores might be poorly calibrated and inconsistent; alternative approaches that offer simpler choices might perform better.
Our starting point is the Bradley-Terry-Luce (BTL) model of Eq. (1), dating back to (Bradley & Terry, 1952; Luce, 2012) , which models how individuals make noisy choices between items. A number of other models in the literature have also been used as the basis of inference, we mention the Mallows model introduced in (Mallows, 1957) and the PL and Thurstone models (see description in (Hajek et al., 2014) ). However, we focus here solely on the BTL model.
Our work is most closely related to the papers (Negahban et al., 2012) and (Negahban et al., 2016) . These works proposed an eigenvector calculation which, provided the number of comparisons is sufficiently large, successfully recovers the true weights w from the outcomes of noisy comparisons. The main result of (Negahban et al., 2016) stated that, given a comparison graph, if the number of comparisons per edge satisfied a certain lower bound, then it is possible to construct an estimate W satisfying
with high probability, where d min , d max are, respectively, the smallest and largest degrees in the comparison graph, 1 We follow the usual convention of denoting random variables by capital letters, which is why W is capitalized while w is not.
1 − λ is the spectral gap of a certain normalized Laplacian of the comparison graph, and both w, W are normalized so that their entries sum to 1. It can be proved (see Lemma A.4 ) that the relative error on the left-hand side of Eq. (3) is within a √ b factor of the measure | sin( W , w)| provided that max i,j W i / W j ≤ b, so asymptotically these two measures differ only by factor depending on the skewness b.
The problem of recovering w was further studied in (Rajkumar & Agarwal, 2014) , where the comparison graph was taken to be a complete graph but with comparisons on edges made at non-uniform rates. The sample complexity of recovering the true weights was provided as a function of the smallest sampling rate over pairs of items.
A somewhat more general setting was considered in , which considered a wider class of noisy comparison models which include the BTL model as a special case. Upper and lower bounds on the minimax optimal rates in estimation, depending on the eigenvalues of a corresponding Laplacian, were obtained for absolute error in several different metrics; in one of these metric, the Laplacian semi-metric, the upper and lower bounds were tight up to constant factors. Similarly to , our goal is to understand the dependence on the underlying graph, albeit in the simpler setting of the BTL model.
Our approach to the problem very closely parallels the approach of (Jiang et al., 2011) , where a collection of potentially inconsistent rankings is optimally reconciled by solving an optimization problem over the comparison graph. However, whereas (Jiang et al., 2011) solves a linear programming problem, we will use a linear least squares approach, after a certain logarithmic change of variable.
We now move on to discuss work more distantly related to the present paper. We mention that the problem we study here is related, but not identical, to the so-called noisy sorting problem, introduced in (Braverman & Mossel, 2009) , where better items win with probability at least 1/2 + δ for some positive δ. This assumption does not hold for the BTL model with arbitrary weights. Noisy sorting was also studied in the more general setting of ranking models satisfying a transitivity condition in (Shah et al., 2017) and (Pananjady et al., 2017) , where near-optimal minimax rates were derived. Finally, optimal minimax rates for noisy sorting were recently demonstrated in .
There are a number of variations of this problem that have been studied in the literature which we do not survey at length due to space constraints. For example, the papers (Yue et al., 2012; Szörényi et al., 2015) considered the online version of this problem with corresponding regret, (Chen & Suh, 2015) considered recovering the top K ranked items, (Falahatgar et al., 2017; Agarwal et al., 2017; Maystre & Grossglauser, 2015) consider recovering a ranked list of the items, and (Ajtai et al., 2016) consider a model where comparisons are not noisy if the item qualities are sufficiently far apart. We refer the reader to the references within those papers for more details on related works in these directions.
Our approach
We will construct our estimate W by solving a log-leastsquares problem described next. We denote by F ij the fraction of times node i wins the comparison against its neighbor j, and we further set R ij = F ij /F ji . As the number of comparisons on each edge goes to infinity, we will have that R ij approaches w i /w j with probability one. Our method consists in finding W as follows:
This can be done efficiently by observing that it amounts to solving the linear system of equations
in the least square sense. Let B to be the incidence matrix 2 of the comparison graph. Stacking up the R ij into a vector R, we can then write
Least-square solutions satisfy
Finally, a solution is given by
where L † is the Moore-Penrose pseudoinverse. By using the classic results of (Spielman & Teng, 2014) , Eq. (5) can be solved for W to accuracy in nearly linear time in terms of the size of the input, specifically in O(|E| log c n log(1/ )) iterations for some constant c > 0. We note that, for connected graphs, all solutions w of (4) are equal up to a multiplicative constant and are thus equivalent in terms of criterion (2).
Our contribution
We will find it useful to view the graph as a circuit with a unit resistor on each edge; Ω ij will denote the resistance between nodes i and j in this circuit, Ω max denotes the largest of these resistances over all pairs of nodes i, j = 1, . . . , n and similarly Ω avg denotes the average resistance over all pairs. We will use E ij to denote the set of edges lying on at least one simple path starting at i and terminating at j, with E max denoting the largest of the E ij . Naturally, E max is upper bounded by the total number of edges in the comparison graph. The performance of our algorithms is described by the following theorem.
Theorem 1. Let δ ∈ (0, e −1 ). There exist absolute constants constants c 1 , c 2 such that, if C n,δ ≥ c 1 log(n/δ) and k ≥ c 2 E max C 2 n,δ and k ≥ c 3 Ωb 2 (1 + (log(1/δ)), then we have, with probability at least 1 − δ, that
The main feature of this theorem is the favorable form of the bound in the setting when k is large. Then only the leading term min(b 2 Ω max , b 4 Ω avg )(1 + log 1/δ) k dominates the expression on the right-hand-side. Taking square roots, it follows that, asymptotically,
where the O notation hides logarithmic factor in δ.
Our other main result is that, in the regime when k is large, there is very little room for improvement.
Theorem 2. For any comparison graph G, and for any algorithm, as long as k ≥ c λ max (L)nΩ avg for some absolute constant c, we have that
where as before L is the graph Laplacian.
Comparing Theorem 1 with Theorem 2, we see that the performance bounds of Theorem 1 are minimax optimal, at least up to the logarithmic factor in the confidence level δ and dependence on the skewness factor b. We can thus conclude that the square root of the graph resistance is the key graph-theoretic property which captures how relative error decays for learning from pairwise comparisons. This observation is the main contribution of this paper.
We also provide a lower bound proving that we cannot get rid entirely of the dependence in b. (Negahban et al., 2016) , and the first bound from our Theorem 1. The common decay in k −1/2 is omitted for the sake of conciseness.
Graph
Eq.
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Theorem 3. There exists a graph for which, for any algorithm, there holds
It follows from Lemma A.4 that these lower bounds are also valid for the relative error criterion of (Negahban et al., 2016) . For space reasons, the proofs of Theorems 2 and 3 are presented in Sections B and C in the Supplementary Information. Table 1 quantifies how much the bound of Theorem 1 expressed in terms of Ω max improves the asymptotic decay rate on various graphs over the bound (Negahban et al., 2016) . The O notation ignores log-factors. Both random graphs are taken at a constant multiple threshold which guarantees connectivity; for Erdos-Renyi this means p = O((log n)/n) and for a geometric random graph, this means connecting nodes at random positions at the unit square when they are O (log n)/n apart.
Comparison to previous work
Most of the scalings for eigenvalues of normalized Laplacians used in Table 1 are either known or easy to derive. For an analysis of the eigenvalue of the barbell graph 3 , we refer the reader to (Landau & Odlyzko, 1981) ; for mixing times on the geometric random graph, we refer the reader to (Avin & Ercal, 2007) ; for the resistance of an Erdos-Renyi graph, we refer the reader to (Sylvester, 2016) .
In terms of the worst-case performance in terms of the num-3 Following (Wilf, 1989) , the barbell graph refers to two complete graphs on n/3 vertices connected by a line of n/3 vertices. ber of nodes, our bound grows at worst as O b n/k using the observation that Ω max = O(n). By contrast, for the barbell graph, the bound of (Negahban et al., 2016) grows as O(b 5/2 n 3.5 / √ k), and it is not hard to see this is actually the worst-case scaling in terms of the number of nodes.
Finally, we note that these comparisons use slightly different error measures: | sin( W , w)| on our end vs the relative error in the 2-norm after w, W have been normalized to sum to one, used by (Negahban et al., 2016) . To compare both in terms of the latter, we could multiply our bounds by
Notation
The remainder of this paper is dedicated to the proof Theorem 1 (Theorem 2 and 3 are proved in the Supplementary Information). However, we first collect some notation we will find occasion to use.
As mentioned earlier, we let F ij be the empirical rate of success of item i in the k comparisons between i and j; thus E[F ij ] = p ij so that the previously introduced R ij can be expressed as R ij = Fij Fji . We also let ρ ij = w i /w j = p ij /p ji , to which R ij should converge asymptotically.
We will make a habit of stacking any of the quantities defined into vectors; thus F , for example, denotes the vector in R |E| which stacks up the quantities F ij with the choice of i and j consistent with the orientation in the incidence matrix B. The the vectors p and ρ are defined likewise.
Proof of the algorithm performance (Theorem 1)
We begin the proof with a sequence of lemmas which work their way to the main theorem. The first step is to introduce some notation for the comparison on the edge (i, j).
Let X ij be the outcome of a single coin toss comparing coins i and j. Using the standard formula for the variance of a Bernoulli random variable, we obtain
where we have defined
We first argue that all F ij are reasonably close to their expected values. For the sake of concision, we state the following assumptions about the constants, δ, k and the quantity C n,δ . Note that some of the intermediate results hold under weaker assumptions, but we omit these details for the sake of simplicity.
Assumption 1. We have that δ ≤ e −1 , C n,δ ≥ c 1 log(n/δ), and k ≥ c 2 b(C n,δ + 1) max{Ω max , E max }.
The following lemma is a standard application of Chernoff's inequality. For completeness, a proof is included in Section D of the Supplementary Information. Lemma 1. There exist absolute constants constants c 1 , c 2 such that, under Assumption 1, we have P max
The next lemma provides a convenient expression for the quantity log W −log w in terms of the "measurement errors" F −p. Note that the normalization assumption is not a loss of generality since w is defined up to a multiplicative constant, and is directly satisfied if W is obtained from (5).
and
where V is a |E| × |E| diagonal matrix whose entries are the v ij , for all edges (i, j) ∈ E.
Proof. By definition
which we can write as B T log w = log ρ. It follows that
We thus turn our attention to analyzing the vector log R − log ρ. Our analysis will be conditioning on the event that for all (i, j) ∈ E,
which, by Lemma 1, holds with probability at least 1 − δ. We will call this event A.
We begin with one implication that comes from putting together event A and our assumption k ≥ c 1 bC n,δ (in Assumption 1) for a constant c 1 that we can choose: that we can assume that
Indeed, from Eq. (10) for this last equation to hold it suffices
we see that assuming k ≥ 25bC n,δ is sufficient for Eq. (11) to hold conditional on event A.
Our analysis of log R − log ρ begins with the observation that since
Next we use Taylor's expansion of the function g(x) = log(1/x − 1), for which we have
where z ji lies between p ji and F ji (and 1 − z ji lies thus between p ij and F ij ). We can rewrite this equality in a condensed form
where ∆ corresponds to the second terms in (12), which we will now bound. Because we have conditioned on event A, which, as discussed above implies |F ji − p ji | ≤ min(p ji , p ji )/5, we actually have that z ji ∈ [0.8p ji , 1.2p ji ] and that 1 − z ji lying between p ij and F ij belongs to
for c 3 = 1 2×(0.8) 4 , and where we have used (10) for the last inequality. Plugging this into Eq. (13) and (9) completes the proof, and Eq. (8) follows from the last equation combined with the fact that v ij ≤ 4b for all (i, j) ∈ E.
The following lemma bounds how much the ratios of our estimates W l differ from the corresponding ratios of the true weights w l . To state it, we will use the notation
where e i is the standard notation for the i'th basis vector. Furthermore, we define the product
holds for all vectors x, y. Lemma 3. Suppose w is normalized so that n i=1 log w i = 0. There exist absolute constants c 1 , c 2 > 0 such, under Assumption 1, with with probability 1 − δ, we have that for all pairs i, j = 1, . . . , n,
Proof. Observe that, on the one hand, using Lemma 2,
which is the right-hand side of (15). On the other hand, observe that
Combining Eq. (16) with Eq. (17) completes the proof.
Having proved Lemma 3, we now analyze each of the terms in the right-hand side of Eq. (15). We begin with the second term, i.e., with ||∆|| 2 (i,j) . To bound it, we will need the following inequality. Lemma 4. For any ∆ ∈ R |E| , we have that
where, recall, Ω ij is the resistance between nodes i and j, and E ij is the set of edges belonging to some simple path from i to j.
Proof. The result follows from circuit theory, and we sketch it out along with the relevant references. The key idea is that the vector u = B T L † (e i − e j ) has a simple electric interpretation. We have that u ∈ R |E| and the k'th entry of u is the current on edge k when a unit of current is put into node u at removed at node j. For details, see the discussion in Section 4.1 of (Vishnoi, 2013) .
This lemma follows from several consequences of this interpretation. First, the entries of u are an acyclic flow from i to j; this follows, for example, from Thompson's principle which asserts that the current flow minimizes energy (see Theorem 4.8 of (Vishnoi, 2013) ). Moreover, Thompson's principle further asserts that Ω ij = ||u|| 2 2 . Finally, by the flow decomposition theorem (Theorem 3.5 in (Ahuja et al., 2017) ), we can decompose this flow along simple paths from i to j; this implies that |supp(u)| ≤ |E ij |.
With these facts in mind, we apply Cauchy-Schwarz to obtain
and then conclude the proof using Holder's inequality
As a corollary, we are able to bound the second term in Eq. (15). The proof follows immediately by combining Lemma 4 with Lemma 3. Corollary 1. There exist absolute constants c 1 , c 2 > 0 such that, under Assumption 1, with probability 1 − δ, we have that for all pairs i, j = 1, . . . , n,
We now turn to the first-term in Eq. (15), which is bounded in the next lemma. Lemma 5. There exist absolute constants c 1 , c 2 such that, under Assumption 1, with probability 1 − δ we have that for all pairs i, j = 1, . . . , n,
Proof. The random variable X ij − p ij (where, recall, X ij is the outcome of a single comparison between nodes i and j) is zero-mean and supported on an interval of length 1, and consequently it is subgaussian 4 with parameter 1 (see Section 5.3 of (Lattimore & Szepesvári, 4 A random variable Y is said to be subgaussian with parameter τ if E[e λY ] ≤ e τ 2 λ 2 /2 for all λ.
2018)
). By standard properties of subgaussian random variables, it follows that
It follows then from Theorem 2.1 of (Hsu et al., 2012) for subgaussian random variables applied to ||(e i − e j )B T L † (F − p)|| 2 = ||V (F − p)|| 2 (i,j) , that for any t ≥ 1 there is a probability at least 1 − e −t that
where we have used √ t ≤ t, tr(M 2 ) ≤ tr(M ) 2 and ||M || ≤ tr(M ). We now compute this trace.
where the second equality uses the well-known property of the Moore-Penrose pseudo-inverse: A † AA † = A † for any matrix A (see Section 2.9 of (Drineas & Mahoney, 2018) ); and last equality uses a well-known relation between resistances and Laplacian pseudoinverses, see Chapter 4 of (Vishnoi, 2013) . The result follows then from the application of (18) to t = log 1/δ.
Having obtained the bounds in the preceding sequence of lemmas, we now return to Lemma 3 and "plug in" the results we have obtained. The result is the following lemma. Lemma 6. There exist absolute constants c 1 , c 2 > 0 such, under Assumption 1, with probability 1 − δ, we have that for all pairs i, j = 1, . . . , n,
Proof. By putting together Lemma 3 with Corollary 1 and Lemma 5, we obtain that, with probability at least 1 − δ,
Observe that for a sufficiently large c 2 , if k ≥ c 2 E ij C 2 n,δ then the term b(1 + log(1/δ)) + bEi,j C 2 n,δ k is bounded by O(b(1 + log(1/δ))). Hence, if k is also at least c 2 b 2 Ω ij (1 + log(1/δ)) (which holds due to Assumption 1), equation (19) implies
A particular implication is that max e log( Wi/ Wj ) , e log(wi/wj ) ≤ e 1+log(wi/wj ) . Applying the inequality |e a − e b | ≤ max{e a , e b }|a − b| to (20) leads then to
and now using e log(wi/wj ) = ρ ij , the proof follows by combining the last equation with Eq. (19) .
The next lemma demonstrates how to convert Lemma 6 into a bound on the relative error between W and the true weight vector w. Lemma 7. Suppose we have that
for all i, j = 1, . . . , n. Fix index ∈ {1, . . . , n}. Then there hold
where s avg = a,b=1,...,n s ab n 2 .
Proof. It follows from Lemma A.1 that for all α,
Taking α = W /w , we get
Using the assumption of this lemma, we obtain
from which (21) follows. Another consequence of (23) is that
where we used
Observe now that since s avg = 1 n 1 n i s i , there must exist at least one for which n i=1 s i ≤ s avg . Hence (22) follows from (24).
Having proven this last lemma, Theorem 1 follows immediately by combining By Lemma 6 and Lemma 7.
Experiments
The purpose of this section is two-fold. First, we would like to demonstrate that simulations are consistent with Theorem 1; in particular, we would like to see error scalings that are consistent with the average resistance, rather than e.g., spectral gap. Second, we wish observe that, although our results are asymptotic, in practice the scaling with resistance appears immediately, even for small k. Since our main contribution is theoretical, and since we do not claim that our algorithm is better than available methods in practice, we do not perform a comparison to other methods in the literature. Additional details about our experiments are provided in Section E in the Supplementary Information.
We begin with Erdos-Renyi comparison graphs. Figure  1 shows the evolution of the error with the number k of comparisons per edge. The error decreases as O(1/ √ k) as predicted. Moreover, this is already the case for small values of k.
Next we move to the influence of the graph properties. Figure 2 shows that the average error is asymptotically constant when n grows while keeping the expected degree d := (n − 1)p constant, and that it decreases as O(1/ √ d) when the expected degree grows while keeping n constant. This is consistent with our analysis in Table 1 , and with the results (Boumal & Cheng, 2014) showing that the average resistance Ω avg of Erdos-Renyi graphs evolves as O(1/d).
We next consider lattice graphs in Figure 3 . For the 3D lattice, the error appears to converge to a constant when n grows, which is consistent with our results since the average resistance of 3D lattice is bounded independently of n. The trend for the 2D lattice appears also consistent with a bound in O( √ log n) predicted by our results since the resistance on 2D lattice evolves as O(log n). 
Conclusion
Our main contribution has been to demonstrate, by a combination of upper and lower bounds, that the error in quality estimation from pairwise comparisons scales as the graph resistance. Our work motivates a number of open questions.
First, our upper and lower bounds are not tight with respect to skewness measure b. We conjecture that the scaling of O( bΩ avg /k) for relative error is optimal, but either upper of lower bounds matching this quantity are currently unknown.
Second, it would interesting to obtain non-asymptotic version of the results presented here. Our simulations are consistent with the asymptotic scaling O( Ω avg /k) (ignoring the dependence on b) being effective immediately, but at the moment we can only prove this scaling governs the behavior as k → ∞.
Finally, it would be interesting to further explore scalings on random graphs. For example, one might conjecture that, on connected Erdos-Renyi graphs, a constant number of comparisons between neighbors suffice to determine w with relative error that goes to zero when n grows.
A. Supplementary Information: relation between different relative error criteria
Our relative error criterion of | sin( W , w)| differs somewhat from the criterion used in (Negahban et al., 2016) , which was || W − w|| 2 ||w|| 2 ,
where both w and and W need to be normalized to sum to 1. To represent this compactly, we introduce the notation D(x, y) for positive vectors x, y, defined as
so that the criterion of (Negahban et al., 2016) can be written simply as D( W , w).
We will show that if W and w satisfy max i,j w i /w j ≤ b and max i,j W i / W j ≤ b, then the two relative error criteria are within a multiplicative factor of √ b. Thus, ignoring factors depending on the the skewness b, we may pass from one to the other at will.
The proof will require a sequence of lemmas, which we present next. The first lemma provides some inequalities satisfied by the the sine error measure.
Lemma A.1. Let x, y ∈ n and denote by sin(x, y) the sine of the angle made by these vectors. Then we have that
Moreover, if the angle between x and y is less than π/2 (which always holds when x and y are nonnegative), we have that
Moreover, since sin(x, y) = sin(y, x) the expressions remain valid if we permute x and y.
Proof. We begin with the first equality. Observe that min β ||βx − y|| 2 is the distance between y and its orthogonal projection on the 1-dimensional subspace spanned by x; by definition of sine, this is also ||y|| 2 |sin(x, y)|, which implies the equality sought.
The second equality directly follows from the change of variable α = 1/β. Passing from min to inf is necessary is necessary in case the optimal β is 0, which happens when x and y are orthogonal.
Let now θ be the angle made by x and y. An analysis of the triangle defined by 0, x/ ||x|| 2 and y/ ||y|| 2 shows that sin(x, y) = sin( π−θ 2 )
We will also need the following lemma on the ratio between the 1and 2norms of vectors.
Proof. That ||x|| 2 ≤ ||x|| 1 · 1 is well-known. To prove the same with 1 replaced by b n , we argue as follows. First, without loss of generality, we may assume x i ∈ [1, b] for all i. Let Z be any random variable supported on the interval [1, b] . Observe that
where the first inequality follows because Z ≤ b and the second inequality follows because E[Z] ≥ 1. We can rearrange this as
Now let Z be uniform over x 1 , . . . , x n . In this case, this last inequality specializes to Proof. Without loss of generality, we assume ||x|| = ||y|| = 1, which means we can simplify
as ||x − y|| 2 . Since ||y|| 3 = 1, we have
where in the last inequality we have used
and ||y − x|| 2 ≤ 1 due to the positivity of x and y. Now using Lemma A.1 to bound ||x − y|| 2 ≤ √ 2 sin(x, y), we have that the first part of the bound follows then from ||x|| 2 ≤ ||x|| 1 , and the second one from Lemma A.2.
B. Supplementary Information: proof of Theorem 2
Our starting point is a lemma from (Hajek & Raginsky) , which we will use throughout the lower bound proofs, and which we introduce next.
Let d(w, w ) be a metric on W × W. Let P w (y) be an indexed family of probability distributions on the observation space Y. Let w(y) be an estimator based on observations y ∈ Y and let Y represent the random vector associated with the observations conditioned on w. We use E Y [·] to denote expectation with respect to the randomness in Y.
We first lower bound the worst-case error by means of a Bayesian prior. Namely, we observe that if we generate w according to some distribution π, then using E π [·] to denote expectation when w is generated this way, we have
We will use [ (Hajek & Raginsky) Chap. 13, Corollary 13.2] to obtain a lower bound on (components of) the latter quantity.
Lemma B.1. Let π be any prior distribution on W, and let µ be any joint probability distribution of a random pair (w, w ) ∈ W × W, such that the marginal distributions of both w and w are equal to π. Then
where || · || TV represents the total-variation distance between distributions.
We will need a slight generalization of the Lemma for our purposes. In particular, we note that it is sufficient that the measure d(w, w ) satisfies a weak version of triangle inequality, i.e., γd(w 1 , w 2 ) ≤ d(w 1 , w) + d(w 2 , w) for some pre-specified constant γ. Following along the same lines as the proof of Le-Cam's two-point method in [(Hajek & Raginsky)] we get:
Next, to apply this lemma we need to associate the random variables of interest in our problem with the the measure P w . The random variable Y e and the corresponding observations y e are associated with the edge e ∈ E of our graph. In particular, let B e be the e th row of B. Recall that BB T is the graph Laplacian. For an edge e = (ij), let y e = 1 if i wins over j and −1 otherwise.
We now define our distribution π:
be a singular decomposition of B. We augment the collection of singular vectors σ i , v i , i = 1, 2, . . . , d with the constant vector v 0 = 1 √ n 1. We observe that this collection V = [v 0 , v 1 . . . , v n ] forms an orthonormal basis. We overload notation and collect the observations, y e , e ∈ E into a vector y and the corresponding random-variable Y. We specify define π(w) by placing a uniform distribution on the hypercube {−1, 1} n . We then let z = (z 1 , . . . , z n ) ∼ Unif{−1, 1} n and write:
where, δ is a suitably small number to be specified later. So, in particular, λ 0 = √ n and λ i = δ/σ i for i = 1, 2, . . . , n. We note that the norm of w z 's defined this way are all equal, i.e.,
Our (square) error criterion sin 2 ( W , w), is lower bounded by
Next, we closely follow the argument in the proof of Assouad's lemma [(Hajek & Raginsky) ]. To do this we need to express ρ(w, w) as a decomposable metric. To this end, let α(y) = V T w(y). We will suppress dependence on y when it is clear from the context. We write:
where β i (Y), η i (Y) are estimators using the whole vector Y for each i, and the last equality follows from Λz being constant over the support of z. We are now going to apply the variation (27) 
For this purpose, we define the distribution µ i (z, z ) by keeping z uniformly distributed in {−1, 1} n , and flipping the i th bit to obtain z (formally, z i = −z i and z j = z j for every j = i). Clearly, E π,Y d i (z, z ) = 4. We next work on simplifying the total variation (TV) term in the expression of Lemma B.1. First, note that since we have k independent observations per-edge, we tensorize the probability distributions and denote it as P ⊗k w . By the Pinsker's lemma it follows that the total variation distance can be upperbounded by the the Kullback-Leibler Divergence [ (Hajek & Raginsky) ], and furthermore, it follows from standard algebraic manipulations (see [(Duchi) Example 3.4]) that,
Indeed, recall that the probability of i winning over j is wi wi+wj = 1 1+wj /wi , and observe that B e log(w) = log(w i /w j ). Hence we can write Pw(ye) Prob[Ye = ye | Be, w] = 1 1 + exp(−yeBe log(w)) .
Thus P w and P w satisfy the "logistic regression" distribution, and [(Duchi) Example 3.4]) derives Eq. (31) for total variation distance between such distributions. Now we prove in Section B.1 below that for δσ max nΩ avg ≤ 1 and δ 2 nΩ avg /2 ≤ 1/4, we have,
Hence it follows from (27) that for every estimator η i (Y) and for such δ,
and then from (30) that
where we have used i 1 σ 2 i = tr(L † ) = n−1 2 Ω avg . The result of Theorem 2 follows then from taking δ 2 = 1 16k . We need to make sure that the conditions δσ max nΩ avg ≤ 1 and δ 2 nΩ avg /2 ≤ 1/4 are satisfied, and for that it suffices to take k ≥ cσ max nΩ avg for some absolute constant c. Finally, recall that σ max is the largest singularvalue of B, and L = BB T , so that σ max = λ max (L), so the condition we need can be written as k ≥ c λ max (L)nΩ avg .
B.1. Proof of Equation (32)
In this subsection, we complete the proof by providing a proof of Eq. (32). Our starting point is the observation that, log([w z ] ) = log(1 + δ n j=1 v j zj σj ). Noting that by Cauchy-Schwartz inequality
we enforce the constraint that δ should be sufficiently small so δ 2 nΩ avg /2 ≤ 1/4.
This constraint enables us to use a Taylor approximation for log([w z ] ) − log([w z ] ).
We use the Taylor's expansion
This leads us to: Under the assumption that that δ is small enough so that δσ max nΩ avg ≤ 1 we obtain that
which is what we needed to show.
C. Supplementary Information: Proof of Theorem 3
Our proof will rely again on a bound of the worst case using a Baeysian prior as in (26), on the variation (27) of Lemma B.1, and on Pinskers Lemma to bound TV-distance by the KL-divergence.
We consider the three nodes line-graph represented in Figure  4 , and a family of weights defined by w 1 = K cos(θ), w 2 = 1 and w 3 = K sin(θ), for some K > 1. The angle θ will take the value π 4 ± ∆ for some ∆ ∈ [0, π/4). We obviously have b ≤ √ 2K. The intuition behind our construction is the following. When K is large, | sin( W , w)| will essentially depend on the ratio between the estimates of w 1 and w 3 . There is no direct information about this ratio, which can only be accessed through estimates of w 1 /w 2 and w 2 /w 3 . However, it turns out that these get increasingly difficult to estimate these with a good relative precision when K grows. We now build a formal proof based on this intuition.
We consider two coupled distributions of the angle θ, θ , with θ = π 4 + z∆ and θ = π 4 − z∆, where z is a uniform random variable among −1 and 1. The marginals of the distributions are clearly identical. The proof of the two lemmas below rely mostly on algebraic manipulations and are presented in Sections C.1 and C.2.
where P ⊗k w(θ) and P ⊗k w(θ ) are the distributions of probability of the results of k comparisons per edge.
It follows then again from Pinskers Lemma (see (Hajek et al., 2014) ) that
The variation (27) In the next subsections, we complete the argument by providing proofs of Lemma C.1 and Lemma C.2.
C.1. Proof of Lemma C.1
Due to the symmetry of the problem, we assume without loss of generality that z = 1 so that θ = π/4 + ∆ and θ = π/4 − ∆. It follows from Lemma A.1 that
so we will develop a lower bound for ρ(w θ , w θ ). Remember that w θ = (K cos θ, 1, K sin θ). In view of the symmetry of the problem and the distributions θ, θ we can assume without loss of generality that z = 1 so that θ = π/4 + ∆ and θ = π/4 − ∆. Observe that ||w θ || 2 = K 2 + 1, so taking the definition of w θ into account, we have
where we have used K ≥ 1, (cos θ − cos θ ) 2 = 4 sin 2 θ + θ 2 sin 2 θ − θ 2 and a similar equality for the second term. The result is then obtained by combining the inequalities (35), (36) and sin ∆ ≥ 2 π ∆ for ∆ ∈ [0, π/2].
C.2. Proof of Lemma C.2
Realizations of k comparisons on each of the two edges are entirely characterized by the number k 1 of victories of node 1 over 2 and k 3 of victories of 3 over 2. Due to the symmetry of the problem, we assume again θ = π/4 + ∆ and θ = π/4 − ∆, and denote by P (k 1 , k 3 ) and P (k 1 , k 3 ) the probability of the realization according to the distribution associated to θ and θ , and w, w the corresponding weights. We want to bound
Now we need the following identity.
Lemma C.3.
Proof. We begin by computing P (k 1 )/P (k 1 ), having in mind the independence of k 1 and k 3 . Remembering that w 2 = w 2 = 1, observe that P (k 1 ) = C(k, k 1 ) 1
and the parallel equality holds for P (k 3 )/P (k 3 ). By construction, we have w 1 = w 3 = K cos(π/4 + ∆) and w 3 = w 1 = K cos(π/4 − ∆) = K sin(π/4 + ∆). Using then the independence of k 1 and k 3 and the previous equality, we obtain .
Having established Lemma C.3, we now plug it into the expression of the KL-Divergence (37), which leads to D KL (P ⊗k P ⊗k ) = log tan π 4 + ∆ E(k 3 − k 1 ).
The following lemma bounds the last term on the right-hand side.
Lemma C.4. 0 ≤ E(k 3 − k 1 ) ≤ 4 k K ∆ Proof. Since k 1 , k 3 are independent binomial random variable , there holds E(k 3 − k 1 ) = k w 3 1 + w 3 − w 1 1 + w 1 , and thus, replacing w 1 , w 3 by their values, K cos(π/4 + ∆) and K sin(π/4 + ∆), we see that E(k 3 − k 1 ) is kK sin( π 4 + ∆) − cos( π 4 + ∆) (1 + K cos( π 4 + ∆) * (1 + K sin( π 4 + ∆)
, which after some elementary trigonometric manipulations becomes kK √ 2 sin(∆) 1 + √ 2K cos(∆) + K 2 2 cos(2∆)
where we use sin ∆ < ∆ and cos 2∆ ≥ 1/2 if ∆ < π/6.
Having established Lemma C.4, we now have that standard arguments show that 0 ≤ log tan(π/4 + ∆) ≤ tan(π/4 + ∆) − 1 ≤ 3∆ when ∆ ∈ [0, π/12]. Lemma C.2 bounding D KL (P ⊗k P ⊗k ) by 12 k K ∆ 2 follows then from this last bound combined with Equation (38) and Lemma C.4.
D. Supplementary Information: proof of Lemma 1
We use the following version of Chernoff's inequality: if Y l are are independent random variables with zero expectation, variances σ 2 l , and further satisfying |Y l | ≤ 1 almost surely, then
for some absolute constants C, c > 0, where σ 2 = k i=1 σ 2 i (see Theorem 2.1.3 of (Tao, 2012) ). Note that when λ ≤ σ, this reduces to
Let X l ij be the outcome of the l'th coin toss comparing nodes i and j; that is, X l ij is an indicator variable equal to one if i wins the toss. We let Y l = X l ij − p ij . Then Y l are independent random variables, |Y l | ≤ 1, and thus we can apply Eq. (39). Note that σ 2 l = 1/v ij as shown in (6).
We apply Eq. (39) with the choice of λ = C n,δ . Choosing k ≥ 4bC n,δ , i.e. c 2 ≥ 4 in view of Assumption 1, and using that v ij ≤ 4b, it follows that
so that λ ≤ σ. Thus Eq. (39) reduced to Eq. (40), which yields
where this last inequality requires a suitable choice of the constant c 1 , and we remind that kF ij is the number of successes of i over j, and. Applying the union bound over the |E| ≤ n 2 pairs i, j yields the result.
E. Supplementary Information on the experiments in Section 3
We first note that we implemented a minor modification of our algorithm: Our estimators (4) use log R ij , and are thus not defined when the ratio R ij of wins is zero or infinite, i.e. when one agent wins no comparison with one of its neighbors. To avoid this problem, we artificially assign half a win to such agents. Note that these events are typically rare, and their joint probability tends to zero when k grows. Our error analysis can actually be shown to remain valid for our modified algorithm.
Each data point in the curves presented in Section 3 corresponds to the average error | sin( W , w)| on a number N test of independent trials, chosen sufficiently large so that the curves are stables. The weights w i were independently randomly generated for each node i, with log w i following a uniform distribution between 0 and log b. For experiments on Erdos-Renyi graphs, a new graph was created at each trial. Disconnected graphs were discarded, so the results should be understood as conditional to the graph being connected.
