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Einleitung 
.,Mir selber komme ich vor wie ein Knabe, der am Meeresufer 
spielt und sich damit belustigt, dafi er dann und wann einen 
glatten Kiesel oder eine schönere Muschel als gewölmlich findet, 
während der große Ozean der Wahrheit unerforscht vor ihm liegt. " 
I5AAC' XEWTOX, duua F Dwdurr .Weltfahrt <Irr ErAemtnis Lrbrn und W~I-1. I s r r ~  >rti tona ' , Zun~Ii 1815 
Dünne Filme aus kubischem Bornitrid (C-BN) sind aufgrund ihrer herausragenden 
thermomechanischen, chemischen und elektronischen Eigenschaften von besonde- 
rem Interesse für die Materialforschung. Bornitrid in der kubischen Phase ist das 
nach Diamant härteste bekannte Material [I]-[3]. Anders als Kohlenstoff verhält 
es sich gegenüber ferrithaltigen Metallen chemisch inert und zeigt auch bei hohen 
Temperaturen eine vergleichsweise geringere Oxidationsneigung [2]. Wegen seiner 
hohen thermischen Stabilität [2] und der Möglichkeit, dünne Schichten bei nied- 
rigen Temperaturen zu synthetisieren [4], ist Bornitrid als Hard-Coating-Material 
für Werkzeuge besonders geeignet. Mögliche Anwendungen für mikroelelektroni- 
sehe Hochleistungsbauelemente ergeben sich aus der hohen Wärmeleitfähigkeit 
und der weiten Bandlücke (E, N 6 eV) [2]. Bornitrid kann mit Beryllium und 
Silizium n- bzw. p T y p  dotiert werden und läßt sich mit einer Oxidschicht passi- 
vieren [5, 61. Die optische Transparenz im sichtbaren und Infrarotbereich macht 
das Material zudem für die Oberflächenvergütung optischer Bauelemente geeig- 
net. 
Die chemische Hochdrucksynthese von polykristallinem C-BN wurde schon in den 
fünfziger Jahren beschrieben [7], doch können dünne Filme erst seit Ende der 
achtziger Jahre zuverlässig synthetisiert werden. Inzwischen wurden verschiede- 
ne ionengestützte CVD- und PVD-Verfahren etabliert, welche die routinemäßige 
Präparation mikrokristalliner Schichten mit einem hohen Anteil der kubischen 
Phase (> 85 %) erlauben [8, 91. Doch ist es bisher nicht gelungen, anwendungs- 
taugliche Filme aus kubischem Bornitrid in gewünschter Dicke und mit ausrei- 
chender Haftfestigkeit herzustellen. Zudem verhindern die geringe Kristallinität 
und der hohe Grad an Verunreinigungen den Einsatz der Filme in technologischen 
Anwendungen. 
Bei allen ionengestützten Syntheseverfahren wird die Struktur, Zusammenset- 
zung und Qualität der Schichten vor allem durch die Depositionsparameter 
2 Eiulei t ung 
bestimmt [10]. In den vergangenen Jahren sind daher erliebliclic il~ist~rengun- 
gen unternommen worden, um den Eirifluß der Deposit,io~isbt?dingu~~ge~i auf die 
Nukleations- und T'l"ac1istumsprozesse grundlegend zu verstehen [8]. Den~ioch ist 
es bisher nicht gelungen, die wesentlichen Medianisnie~i der Phasenbildurig von 
C-BiS zu identifizieren. 
Co~nputersimulationen auf atomistischer Basis bieten sich an dieser Stelle als ein 
überaus hilfreiches Werkzeug zur Prozeßsimulatiori an. Sie erlaiiheri die gleich- 
zeitige Kontrolle aller Einflußgrößen und können als eine -4rt ,.Superinikroskop'. 
angesehen werden, mit dem sich Materialeigenschafte~l und Prozesse vorhersa- 
gen und untersuchen lassen, welche der Auflösung und Zeitskala experimenteller 
~4nalysemethode1i nur schwer oder überhaupt nicht zugänglich sind. 
111 der Vergangenheit dienten verschiedene quantenmechanische Verfahren auf 
Grundlage der Dichtefunktionaltheorie, der Hartree-Fock-Näherung und auch der 
Tight,-Binding-Methode dazu, elektronische Bandstruktureri und kohäsive Eigen- 
schaften der kristallinen Modifikationen sowie Oberflächen- und Defektstrukturen 
des kubischen Bornitrids zu untersuchen [11]-[36], doch sind viele fundamenta- 
le Eigenschaften, wie etwa die Frage nach der thermodyna~nisch stabilen Phase, 
noch nicht aufgeklärt. 
Prozeßsimulationen zu Aspekten der ionengestützen Schichtdeposition wur- 
den bisher auf Grundlage von Monte-Carlo-Rechnungen (TRIM) durchgeführt 
[37]-[40], bei denen die Targetstruktur vernachlässigt und die Ionen-Target- 
Wechselwirkung im Rahmen der Zweierstoßnäherung behandelt werden. Da diese 
Näherungen im Bereich der Ionenenergien, welche für die Schichtdeposition von 
Bornitrid relevant sind (100-1000 eV), ihre Gültigkeit verlieren, ist die Aussage- 
kraft der Ergebnisse jedoch beschränkt. 
Eine adäquate Methode, um die wesentlichen Detailplrozesse der ionengestützen 
Schichtabscheidung von Bornitrid zu identifizieren, stellen molekulardynamische 
Sirnulationen dar. Ihre physikalische Grundlage sind die atomaren Bewegungs- 
gleichungen, deren numerische Zeitintegration die Phasenraumtrajektorien aller 
wechselwirkenden Atome ergibt. Aufgrund des hohen rechnerischen Aufwands ist 
die Bestimmung der interatomaren Kräfte mit quantenmechanischen oder semi- 
approximativen Verfahren auf kleine Systeme von maximal einigen hundert &o- 
men begrenzt. Für die Berechnung statistischer Ensembles ist man auf geeignete 
klassische Potentiale zur Beschreibung der Bindungsverhältnisse angewiesen, wel- 
che die effiziente Kraftfeldberechnung als alleinige Funktion der atomaren Koor- 
dinaten ermöglichen. Wahrend für Silizium oder Kohlenstoff in den vergangenen 
zehn Jahren verschiedene klassische Potentiale etabliert wurden [41], existiert 
bisher keines für Bornitrid, das realistische molekulardynamische Simulationen 
zuläßt. Vor diesem Hintergrund ergeben sich die Schwerpunkte der vorliegenden 
Arbeit: 
Zu~iächst werden im Rahmen der Dichtefunktionaltheorie die kohäsiven Eigen- 
schaften der verschiedenen Polymorphe von Bornitrid auf quantenmechanischer 
Grundlage (ab-znztio) bestimmt. Unter Berücksichtigung von äußerem Druck und 
Temperatur können die Biiidungseriergieri, Gitterkonstanten und 1i;ornpressions- 
niodulri für alle Kristalln~odifikationen berechnet und die Elast,izit%tseigerischaf- 
ten der hexagonalen (1)-BN) und kubisdien Phase vollständig charakterisiert wer- 
den. Diese Ergebnisse erlauben es dann, die C-BN ++ /L-BI! G1eiclige~~ri~:htslinie 
iin p-T-Phasendiagra~nm zu bestimmen und C:-BN als bei Stuidardbedi~igu~igen 
stabile Phase zu identizifieren. 
Durch das Ionenbornbardernent treten in den wachsenden Filmen Stoßkaskaden 
auf, die zu atomaren Verlagerungen und zur Erzeugung von Defekten führen, 
deren Eigenschaften i ~ n  Detail nicht bekannt sind. Deshalb werden verschiedene 
Punktdefekttypen für die kubische und hexagonale Modifikation untersucht und 
ihre Rolle bei der Schichtbildung diskutiert. Außerdem erfolgt die Bestimmung 
von Bindungslängen und -energien verschiedener Moleküle und Cluster aus Bor 
und Stickstoff. 
Die Ergebnisse der ab-initio-Rechnungen dienen im weiteren zur Parametrisie- 
rung eines klassischen Potentials, das die Form eines reaktiven Bond-Order- 
Clusterfunktionals hat [42]. Dieses erlaubt die effektive und physikalisch vernünf- 
tige Berechnung der Energien und interatomaren Kräfte in Ense~nbles aus Bor 
und Stickstoff und ermöglicht somit molekulardynamische Simulationen großer 
Ensembles. Es werden die Anpassungsprozeduren vorgestellt und die Güte des 
Funktionals anhand zahlreicher Materialeigenschaften geprüft. 
4bschließend wird eine molekulardvnamische Simulationen zur Schichtabschei- 
dung von BN gezeigt und das Ergebnis im Hinblick auf die etablierten Wachs- 
tumsmodelle diskutiert. 
Eigenschaften des Bornitrids 
1.1 Struktur und Bindung 
Bornitrid, das auch Borazon genannt wird, kommt nicht in der Natur vor. Sei- 
ne Konstituenten Bor und Stickstoff stehen in der 2. Periode der 111. und V. 
Hauptgruppe des Periodensystems der Elemente und bilden gemäß der Oktettre- 
gel eine chemische Verbindung, die isoelektronisch zum Kohlenstofi' ist. Deshalb 
kristallisiert Bornitrid sowohl in sp2- als auch sg-hybridisierten Strukturen. 
Element B C N  
Zahl der Valenzelektronen 3 4 5 
Kovalenter Radius der Einfachbindung (-4) 0.89 0.77 0.55 
Elektronegativität 2.0 2.5 3.0 
Tabelle 1.1: Vergleich elementarer Eigenschaften von Kohlenstofl, Bor und Stick- 
s tog  (Zahlenwerte siehe Kapitel 7). 
Tetraedrisch gebundene, dicht gepackte Modifikationen sind das kubische Bor- 
nitrid in Zinkblendestruktur (C-BN, Raumgruppe Tz) und die Wurtzitstruktur 
(W-BN, Raumgruppe C&), welche hexagonale Symmetrie hat (Abb. 1.1). Das he- 
xagonale Bornitrid (h-BN, Raumgruppe D&) mit AB'AB'-Stapelfolge der plana- 
ren, sp2-gebundenen Ebenen und die rhomboedrische Modifikation (T-BN, Raum- 
gruppe CSv) mit gegeneinander verschobenen Ebenen in ABCABC-Stapelfolge 
sind die graphitähnlichen Strukturen (Abb. 1.1). Die chemische Synthese von 
/L-BN wurde erstmals 1842 beschrieben [43] und wird heute in der Regel mit Bo- 
roxid und Ammoniak durchgeführt [44]. In den fünfziger Jahren dieses Jahrhun- 
derts gelang Wentorf die Herstellung von C-BN mit dem Verfahren der Hochdruck- 
Hochtemperatur-Synthese (HTHP) [7], das zuvor bereits erfolgreich zur Diamant- 
herstellung verwendet worden war. 







Abbildung 1.1: Strukturen des Bornitrids: Die Darstellung zeigt> du$ mischen 
den Modifikationen mit gleicher Symmetriegruppe und Stapelfolge dzflwionslo- 
se, .martensitzsche" Phasenübergänge T-BN + c-BN urtd h-BM -+ W-BN du~d:h 
Stauchung der basalen Ebenen möglich sind [23]. 
G 1. Eigeilschafteii des Boriritrids 
Kubisches Bornitrid ist aufgrund seiner stark kovalenteri interato~riaren Biridun- 
gen das nach Diamant härteste bekannte Material. Die Differenz der Elektrone- 
gativitäten von Bor und Stickstoff1 führt zu einem Ladungstransfer, der einen 
ionischen Bindungsanteil zur Folge hat. Dadurch spaltet das n-Elektronenband 
in den sp2-gebundenen Strukturen mit einer Bandlücke von 6 eV auf [12]. Wegen 
seiner optischen Transparenz wird das weiche, elektrisch isolierende h-BN auch 
als „weißer Graphit" bezeichnet. 
Weitere feste Modifikationen des BIT sind hypothetische Hodidruckphasen in 
l ~ c -  oder Steinsalzstruktur [16]. Kristallite mit ungeordneter Stapelung der ba- 
salen Ebenen bezeichnet man als turbostratisches Bornitrid (t-BN) [45: 461. 
Durch Schockkompressio~i von t-BN entsteht das sogenannte Ezplosion-Bornitrid 
(E-BN) [47]. 
Zuweilen wird in der Literatur von einer amorphen Modifikationen des Borni- 
trids gesprochen [48], die bisher nicht genau charakterisiert worden ist. Sie stellt 
wahrscheinlich eine ungeordnete Mischphase aus Substratmaterial und BK dar, 
welche bei der ionengestützten Schichtabscheidung entsteht. Da -B-B- und -N-Tu'- 
Bindungssequenzen im BN-Netzwerk energetisch ungünstig sind und die Ioni- 
zität der Bindung eine Fernordnung herstellt, sollten stöchiometrische amorphe 
Strukturen aus Bornitrid nicht oder nur schwer zu bilden sein (+ Kapitel 5). 
Seit Anfang der achtziger Jahre ist die dritte Modifikation des Kohlenstoffs, das 
sogenannte Buckminster-Fulleren bekannt [49]. Für das Bornitrid sind solche 
Käfigstrukturen bisher nicht identifiziert worden. ,Allerdings hat man im Jahre 
1996 die vom Kohlenstoff bekannten Nanotubes auch beim BN gefunden [50: 511. 
1.2 Verfahren zur Schichtabscheidung 
Für die Schichtdeposition von Bornitrid sind in der Vergangenheit eine ganze 
Reihe ionenunterstützter CVD- und PVD-Methoden entwickelt worden" die sich 
in der Wahl der Ausgangsmaterialien, der Art der Ionenerzeugung und im Mate- 
rialtransport zum Substrat unterscheiden. Dabei ist allen Techniken gemein, daß 
zur Bildung der kubischen Phase ein energetischer Teilchenbeschuß erforderlich 
ist. Grundsätzlich kann man zwischen den Ionenstrahl- und den Plasmaverfahren 
unterscheiden. 
Das allgemeine Prinzip der ionenstrahlgestützten Schichtabscheidung ist 
in Abb. 1.2 skizziert. Mit Hilfe eines Elektronenstrahls [40, 52, 531 (IBAD), durch 
Laserablation [38, 54, 55,561 (M-PLD) oder durch Ionenzerstäubung (IBED) [57] 
wird kristallines Targetmaterial (Bor oder h-BN) verdampft. 
'Die Elektronegativitätsdifferenz beträgt auf der Pauling-Skala 1 eV (siehe dazu Abschnitt 
7.2). 
"ine detailierte Beschreibung findet man in den ReviewArtikeln von Yoshida [9] und Mir- 
karirni et al. [8]. 
1.2. Vkrfah-en zur Schicl~ tabsclieidung 
Substrat 
I 1 
wachsender Film 1 , Laserablation 
I / Elektronenstrahl- 
verdampfer 
r Ionenzerstäubung 
G" Bor, h-BN 
Ionenquelle 
Abbildung 1.2: Schematische Darstellung eines ionenstrahlgestützten 
Depositionssystems. 
Dabei entstehen neutrale Atome, aber auch Moleküle, Cluster und geladene Teil- 
chen mit Energien zwischen 1 und 10 eV, die auf das heizbare Substrat gelangen. 
Gleichzeitig wird das Material mit energetischen Ionen von typischerweise einigen 
hundert Elektronenvolt bestrahlt, Bei der Deposition von BN dienen gewöhnlich 
Kaufmannquellen [10] dazu, aus eingelassenen Argon-, und Stickstoffgasen Io- 
nen zu erzeugen. Während die chemisch inerten Edelgasionen Nukleation und 
Wachstum des Films beeinflussen, ohne in die Schicht inkorporiert zu werden, 
wird mit den energetischen Stickstoffionen ein Konstituent der wachsenden Ver- 
bindung angeboten. Ionenstrahlgestützte Prozesse erlauben die Kontrolle von Io- 
nenstromdichte, Neutralteilchenfluß, Ionenenergie und Substrattemperatur. Al- 
lerdings kann die Zusammensetzung des Ionenstrahls nicht exakt bestimmt wer- 
den, da aus der Kaufmannquelle Moleküle (80-90 % NS), einfach geladene Ionen 
(10-20 5% W) und höher geladene Teilchen austreten, für die keine Massensepa- 
ration stattfindet. 
Bei den plasmagestiitzten Verfahren werden Ionen durch eine Sul&x&bias- 
Spannung aus der Plasmarandschicht auf das Substrat beschleunigt (Abb. 1.3). 
Dabei unterscheiden sich die diversen Depositionsmethoden im wesentlichen in 
der Art der Plasmaerzeugung und der Wahl der Augangssuhstanzeri. Die PVD- 
Verfahren erzeugen das für die Schichtbildung notwendige Bor aus kristallinen 
Targets (Borl LBN, BC4) durch Magnetron Spz~ttering @I-5631, Lascrablation 
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[64, 651, Ionenzerstäixbung [66] oder Elektrone~istrahlverdampfurig 1671, während 
dem Plasma Stickstoff und Edelgas (Argon) gasförmig zugesetzt werden. 
CVD-Gase oder zerstäubte Borspezies 
Abbildung 1.3: Schematische Darstellung eines 
plasmagestutzten Depositionssystems. 
Dagegen verwenden die plas- 
magestützten CVD-Verfahren 
(PACVD) üblicherweise das 
gasförmige, hochtoxische Dibo- 
ran (B2&) in N2-Atmosphäre 
als Ausgangsmaterial. Aus 
einem induktiv gekoppelten 
Mikrowellen- oder r. f.-Plasma 
werden die Molekülbestand- 
teile der Pwcursor-Gase dann 
auf das Substrat beschleunigt 
[68]-[71]. Die PACVD-Technik 
läßt sich kostengünstig auf 
Industriemaßstäbe skalieren. 
Wesentliche Nachteile sind 
die Kontamination der Filme 
durch Wasserstoff [72] und der 
hohe Sicherheitsaufwand im 
Umgang mit den gefährlichen 
Precursor-Gasen. 
Eine singuläre Technik stellt 
die massenseparierte Ionen- 
strahldeposition (MSIBD) dar 
[73, 741. Sie ist ein bestechend einfaches Verfahren, das die unabhängige Kontrolle 
der Depositionsparameter ermöglicht und in der Lage ist, für unterschiedlichste 
Elemente Ionenströme mit definierter Energie und Ladung zu erzeugen. Das 
Funktionsprinzip läßt sich folgendermaßen skizzieren: Zunächst werden Ionen 
auf hohe Energien von bis zu 30 keV beschleunigt. In einem Magnetfeld, das 
senkrecht zur Strahlrichtung anliegt, findet die Massenseparation des stark 
fokussierten, intensiven Ionenstrahls statt. Durch eine leicht verkippte, elek- 
trostatische Neutralteilchenfalle werden danach ungeladene Teilchen aus dem 
~nassenselektierten Strahl entfernt, und schließlich sorgt ein Abbremssystem 
dafür, daß nur Ionen mit gut definierter Energie und Ladung auf das Substrat 
gelangen. Da die Massenseparation von der Teilchensorte abhängt, werden die 
Konstituenten bei der Deposition von Mehrkomponentensystemen abwechselnd, 
in aufeinanderfolgenden Pulsen eingelassen. Auch wenn MSIBD-Systeme wegen 
der geringen Beschiehtungsraten für einen industriellen Einsatz ungeeignet sind, 
erlaubt diese Technik die direkte Kontrolle aller relevanten Einflußgrößen. 
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1.3 Depositionsparameter 
Ionenbeschuß 
Das Ionenbornbardement spielt bei der Schichtdepositioii von Boniitrid fiir die 
Bildung der kubischen Phase die Schlüsselrolle. Aus diese~n Grund ist der Einfluß 
des Ionenbornbarde~nents experimentell sehr gründlich untersiiclit wordeii [8]. 
Iin Pararneterraurn von Ionenniasse in„ Ioneneriergie E„ Iorienstrorndiclite J, 
und Gesarnt~tromdiclite%~ können relativ scharfe Grenzen für die Bildung von 
C-BN nachgewiesen werden. Kester und hlessier [52] liabeii diese Einflufigrößen in 
einem universalen Parameter zusammengefaßt, den sie als „Impulsübertrag pro 
deponiertem Atom" bezeichnen4: 
4m, MT 
= (mi +AS)~ ' .MT = mittlere Targetmasse . 
lron hIirkarimi et al. [38] stammt eine ähnliche Studie, in welcher der Einfluß des 
Ionenbombardements mit Hilfe der ionenunterstützten Laserdeposition (PLD) 
untersucht wurde. Sie finden, daß der c-BN-Gehalt vom „ Gesamtimpulsübertrag': 
des Ionenstrahls 
bestimmt wird, der vom Faktor y unabhängig ist. 
Das C-BN Wachstum findet nur einem eingeschränkten Parameterfenster statt, 
das schematisch in Abb. 1.4 dargestellt ist. Die charakteristischen Ionenenergien 
liegen bei einigen hundert Elektronenvolt, lassen sich aber zu tieferen Eriergi- 
en verschieben. Einige Arbeiten berichten noch bei 100 eV ein Wachstum der 
kubischen Phase [8, 76, 771. Wenn das Verhältnis von energetischen Ionen zu de- 
ponierten Boratomen (I/A) den Wert zwei übersteigt, wird die deponierte Schicht 
wieder zerstäubt; man spricht dann von Resputtering. 
Offenbar existieren für die Nukleation der kubischen Phase und deren Wachstum 
verschiedene Grenzen [4]. Demnach wird eine höhere Ionenenergie und ein höher- 
es I/A-Verhältnis benötigt, um e-BN zu nukleieren. Einige Arbeiten benennen 
den Edelgasbeschuß als notwendige Voraussetzung für das C-BN-iVaclistum 1571. 
-4llerdings wurde mehrfach nachgewiesen, daß die Bildung der kubischen Phase 
auch ohne Edelgasbeschuß möglich ist [52, 731. 
31n der Literatur wird damit oft auch nur die Atomstromdichte der thermischen Boratome 
bezeichnet. 
4Diese Interpretation ist unphysikalisch, da der maximale Impulsübertrag eines Projektils 
auf ein ruhendes Atom p = beträgt. 
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Abbildung 1.4: Schematische Darstellung des Bereichs mit C-BN-Phasenbildung 
in Abhängigkezt von Ionenenergie und I/A-Verhältnis bei N 700 K Substrattem- 
peratur. Die gepunktete Linie zeigt die Grenze für das Wachstum auf bereits nu- 
kleiertem c-BN. Die Darstellung folgt den Daten aus [4, 52, 75, 761. 
Bei den IBAD-Verfahren tritt als zusätzlicher Parameter der Ioneneinfallswin- 
kel auf, welcher den I/A-Parameterbereich für die c-BN Bildung beeinflußt. Da 
bei flacherem Ioneneinfall die Zerstäubungsrate ansteigt, muß das I/A-Verhältnis 
reduziert werden, um C-BN Phasenbildung zu erhalten 178, 79, 381. 
Der Ladungszustand der Ionen ist für die Schichtbildung von geringem Einfluß. 
So wird die Bildung von C-BN beim IBAD-Prozeß mit neutralisiertem Ianenstrahl 
[53, 801 ebenso gefunden wie beim r.f. Magnetron Sputtering mit Neutralteilchen- 
fluß von B und N [59]. 
Substrateigenschaften 
-leben dem Ionenbombardement bestimmt vor allem die Substrattemperatur die 
Morphologie der BN-Film. Den höchsten Anteil der kubischen Phase haben solche 
Schichten, die bei einer Substrattemperatur von > 200-300 "1C deponiert werden 
(Abb. 1.5). Diese liegt deutlich unter den Prozeßtemperaturen, welche für die 
CVD-Abscheidung von Diamant (lQOOO) notwendig sind. Sobald C-BN nuklei- 
ert ist, kann die Substrattemperatur bis auf 100 "C verringert werden [4, 761. 
Hier wird in der Regel eine relativ scharfe Grenze für das Wachstum der dichten 
Phase beobachtet. Mit wachsender Substrattemperatur nimmt der über konstan- 
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Abbildung 1.5: Schematische Darstellung des Bereichs mit c-BN-Phasenbildung 
in Abhängigkeit von der Substrattemperatur und dem Ionen/Atom Verhältnis bei 
500 eV Ionenenergie. Die gepunktete Linie zeigt die Grerue für das Wachstum 
auf bereits nukleiertem C-BN. Die Darstellung folgt den Daten uus [g, 75, 4, 761. 
ab [81]. Bornitrid wird in der Regel auf Siliziumsubstraten deponiert. Darüber 
hinaus sind Filme mit hohem C-BN-Anteil auf P-SiC- [82], Stahl- [83], Nickel- 
[84, 811, GaAs- [B51 und Graphitsubstraten [86] abgeschieden wurden. Mirkarirni 
et al. [87] haben den Einfluß verschiedener Substratmateriden auf die spezifische 
Schichtbildung systematisch untersucht. Sie schliel3en aus einfachem Vergleich der 
IR-Peakamplituden, daß der Anteil der kubislchen Phase im Film mit steigender 
Mikrohärte des Substrats wächst. 
1.4 Charakteristische Schichtbildung 
Dünne Filme aus Bornitrid zeigen unabkängig vom Depositiansverfahre~i eine 
charakteristische Mikrostruktur mit sp2- und sp3-gebundenen Lagen. Mit Hil- 
fe verschiedener Analyseverfahren (insbesondere HRTE&lirf, FS'IR, EELS) konn- 
ten die Eigenschaften dieser Lagenstruktur weitgehend aufgekliirt werden /8]. In 
Abb. 1.6 ist das Beispiel einer HRTEM-Aufnahme gezeigt, tvelche die Filxstruk- 
tur direkt abbildet [E%]. 
Auf dem Substrat entsteht zuxiiichst ein imgeordneter Bereich, der übliclierweise 
als amorphes BR bezeichnet wird. Allerdings ist die chemische Zusammeriseteu~ig 
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dieser Lage bisher riicht analysiert worden. Da Bornitrid wegen seiner Bindurigs- 
eigenschaften keine dichte amorphe Struktur bilden kann (-+ Kapitel 'J), han- 
delt es sich wahrscheinlich um eine amorphisierte Schicht aus Bor, Stickstoff' und 
Substratmaterial, deren Dicke von 3-5 rirn etwa der Ionerireichweite im Target 
entspricht [73]. 
Auf dieser amorphisierten Lage werden 
ca. 3-5 nm einer graphitischen Zwi- 
schenschicht (t-BN) beobachtet, die aus 
stark texturierten, basalen Ebenen mit 
C:-AAclisenorientierung parallel zur Sub- 
stratoberfläche besteht. Die hexagonalen 
Ringe sind dabei um die [0002]-Richtung 
und in der Substratebene beliebig orien- 
tiert. Sofern die Filme ohne energetische 
Ionen abgeschieden werden, verschwin- 
det diese Vorzugorientierung und zufällig 
orientierte Ringstrukturen entstehen, die 
bei ausreichend hoher Substrattempera- 
tur (0002)-Ebenen parallel zur Substrat- 
oberfläche ausbilden [8]. 
Die Nukleation von c-BN-Kristalliten 
wird ausschließlich auf der texturierten, 
sp2-gebundenen Zwischenschicht gefun- 
den. Die Korngrößen sind vergleichswei- 
se klein und erreichen maximal 100 nm 
Größe [8]. Sie zeigen eine columna- 
re Morphologie, die sich von der sp2- 
Abbildung 1.6: TEM-Aufnahme einer 
mit IBAD abgeschiedenen Schicht aus 
Bornitrid. Das Bild ist entnommen 
aus Kester et. al. [88]. 
gebundenen Zwischenschicht bis an die Oberfläche fortsetzt. Dabei ist eine der 
(111)-Achsen vorzugsweise parallel zur Substratoberfläche orientiert. Auf den ku- 
bischen Kristalliten läßt sich eine ~ ~ ~ - ~ e b u n d e n e  D ckschicht von 1-2 nm Dicke 
mittels EELS-, Auger,- und XPS-Spektroskopie nachweisen [S, 76, 89, 901. Sofern 
bei der Deposition das Verhältnis des Stickstoffs zum Bor größer gleich eins ist, 
sind die Filme stöchiometrisch. Dabei tritt die kubische Phase nur in Filmen mit 
nahezu idealen Stöchiometrieverhältnissen auf [73, 911. 
1.5 Wachst urnsrnodelle 
Das konkurrierende Wachstum der sp"- und sp2-gebundenen Phasen des Borni- 
trids und die sich daraus ergebende charakteristische Lagenstrnktur der Filme ist 
kaum verstanden. Alle bisherigen Deutungsversuc~ie basieren auf phänomenolo- 
giscben Modellen, welche den Erkenntnissen bei der Schichtabscheidung kohlen- 
stoffhaltiger Filme angelehnt sind. Bornitridschichten zeigen starke intrinsische 
Druckspa~inunge~i, die rnehrere GPa erreichen können urid mit zurielirrie~ideni 
Anteil der kubischen Phase wachsen [67, 37, 81. Auf Grundlage dieser Beob- 
achtung hat McKenzie 1671 das Compressive Stress Model vorgesc:hlagen, 
welches später durch Davis [92] und Mirkarimi et ul. [38] erweitert wurde. Der 
Übergang von der s~~gebunderieri zur kubischen Phase wird in diesem iC.loclel1 
auf ioneninduzierte Druckspanriungen zurückgeführt. Da der Spannungstensor 
für biaxiale Verzerrung formal in einen Beitrag reiner Scherung und in einen hy- 
drostatischen *Anteil zerlegt werden kann. sollte der resultierende hydrostatische 
Druck ausreichend groß sein, um im BN-Phasendiagramm nach Corrigan und 
Bund? [93] (Abb. 4.10) in den Stabilitätsbereich der dichten, kubischen Phase zu 
gelangen. Den interessanten Zusammenhang zwischen dieser Modellvorstellung 
und dem Ionenbombardement stellt ein Skalierungsgesetz von Windischmann 
[94] her. Diesem liegt die Annahme zugrunde, daß ,4tome aus ihren Gleichge- 
wichtspositionen durch direkte Kollisionen und Rückstöße verschoben werden. 
Bei Temperaturen, die deutlich unter dem Schmelzpunkt liegen, seien Defekt- 
mobiltät und Massetransport so gering, daß die erzeugten Defekte „einfrierenu 
und Volumenänderungen induzieren, die Spannungen erzeugen. Die Defektdichte 
ist dann nach dem Hookeschen Gesetz proportional zur induzierten Spannung 
und wird nach Sigmunds linearer Kaskadentheorie durch die nukleare Energie- 
deponierung bestimmt. Daraus folgt schließlich eine Relation, welche die gleiche 
Energieabhängigkeit wie der ,,universale" Skalierungsparameter (Gl. 1.2) zeigt: 
Dabei ist J die Ionenstromdichte, C eine Konstante und S ein Faktor, der die 
Massenverhältnisse von Ionen und Targetatomen berücksichtigt. 
Das Subplantation Model, welches Lifshitz et al. [95] für diamantartigen Koh- 
lenstoff vorgeschlagen haben, ist von Robertson zur Erklärung des T41.iachstums 
von tu-C und auch BN [96] modifiziert worden. Er nimmt an, daß der einfallende 
Ionenfluß eine ansteigende Dichte unterhalb der Oberfläche des wachsenden Films 
erzeugt, der -sofern die Dichte hoch genug ist- zur Bildung von sp3-Bindungen 
führt. Durch die hohe thermische Aktivierung dissipiert die deponierte Ener- 
gie und führt gleichzeitig zu Defektdiffusion an die Oberfläche, an welcher q?- 
gebundene Bereiche wachsen. Die Kombination dieser Effekte führt in Abhängig- 
keit von der Ionenenergie zur Bildung von sp2- oder sp3-gebundenen Phasen. 
Das Ionenbombardement während des Filmwachstums erzeugt nicht nur akomare 
Versetzungen von Kollisionspartner, sondern auch starke phononische Anregun- 
gen, die als Thermal Spike bezeichnet werden (+ Abschnitt 8.1). InnerhaIb 
eines lokal begrenzten Targetvolumens kann es dadurch für einige Picosekunden 
zu ex?;remen Temperatur- und Druckerhöhungen kommen [9?. Von Weissman- 
tel stammt die Vorstellung, daß die C-BN-Bildung durch das „Abschreckent' eines 
SpikeVolumens zustande kommt 1981. Hofsäss hat diese Annahme ergänzt und po- 
stuliert, da8 die Rekristallisation 176) bei tiefen Temperaturen zur h-BK-Bildung 
führt, bei höheren Temperaturen innerhalb der texturierten Ebenen aber zu C-BK. 
Abschließend sei noch das Sputter Model von Reirike et d. erwähnt [75], wel- 
ches eine unterschiedliche Zerstäubungsrate der sp"- und sp"-gel>uriderier Atome 
voraussetzt. Zalilreiche Arbeiten haben in der Zwischenzeit diesp .4iiiiahrrie wider- 
legt, so dd3 diesem I\lodell nur nodl eine „historisdleU Bedeutii~ig ziikornint [8]. 
1.6 Zusammenfassung 
Aus experimenteller Sicht 1Iäßt sich der Kenntnisstand in Bezug auf die Schicht- 
deposition von Bornitrid folgendermaßen zusammenfassen: 
0 Dünne Filme mit einem hohen Anteil von C-BN können heute mit Hilfe 
verschiedenster CVD- und PVD-Methoden hergestellt werden. 
0 Die Bildung der dichten Phase ist nur unter energetischem Ionenbombar- 
dement (E, > 100 eV) möglich. 
Es gibt einen Skalierungsparameter („Gesamtimpulseintrag"), der sich pro- 
portional zum C-BX-Gehalt verhält und einen Zusammenhang mit der Io- 
nenenergie, dem Ionen- und Atomstrom sowie der Ionenmasse herstellt. 
0 Substrattemperaturen zwischen 500 und 1000 K liefern den höchsten C-BN- 
-4nteil. Bei etwa 100 "C existiert eine untere Temperaturschwelle für das 
Wachstum der dichten Phase. 
0 Die Nukleation von C-BN erfordert höhere Ionenenergien und Substrattem- 
peraturen als das Wachstum einer bereits nukleierten sp3-gebundenen Pha- 
se. 
0 Filme mit hohem C-BN-Anteil sind nahezu stöchiometrisch. 
o Die Deposition von Filmen mit hohem C-BN-Gehalt ist auf zahlreichen Sub- 
stratmaterialien möglich. 
Die C-BN Kristallite haben eine Größe von typischerweise 5 nm bis 20 nm 
mit maximal 100 nm. 
Die Schichten zeigen ein deutliches Lagenwachstum. 
o Die sp2-gebundene Zwischenschicht ist texturiert. Die [0002]-Achsen der 
basalen Ebenen liegen parallel zur Substratoberfläche. 
o Bei Erhöhung der S~bstrattemper~atur wächst der Qolumenanteil der t-BN- 
Schicht leicht an. 
0 Die C-BN-Kristallite stehen mit einer der (111) -Achsen senkrecht zur Ober- 
flächennormalen des Substrates. 
0 Die Oberfläche des Films ist ~~"gelmiden.  
0 Es besteht offenbar ein direkter Zusammenha~ig zwischen Io~ic?nl~orribardc?- 
~nent  und Spannungen in den Filmen. 
Trotz dieser Vielzahl experimenteller Beobaditungen ist es bisher nidit gelu11- 
gen, ein vollständiges Bild der für die Schichtbildung relevanten Medianisrnen 
und deren Abhängigkeit von den Depositionsparametern zu gewinnen. Wegen der 
Komplexität der auftretenden Prozesse diskutieren die pliäriomenologische~i Mo- 
delle nur gewisse Detailaspekte der Schichtbildung, ohne ein zusammenhängendes 
Erklärungsschema anzubieten. 
-411 dieser Stelle ergibt sich die Notwendigkeit weitergehender Untersuchungen 
neuer und anderer Qualität. Dieses können insbesondere Computersimulationen 
auf atomarer Basis sein, deren Möglichkeiten im folgenden Kapitel vorgestellt wer- 
den. Die Erwartung an geeignete Computermodelle ist dabei, daß sie wesentliche 
Anstöße liefern, die wichtigsten offenen Fragen im Hinblick auf das Wachstum 
von Bornitrid zu klären. Diese lassen sich folgendermaßen zusammenfassen: 
0 Welches ist die thermodynamisch stabile Phase bei Standardbedingungen ? 
0 Warum entsteht zunächst die sp2-gebundene Phase ? 
0 Welches ist der Mechanismus des t-BN U C-BN Phasenübergangs, urid wel- 
che Rolle spielt die Oberflächenschicht dabei ? 
0 Wodurch wird der Einfluß von Substrattemperatur und „Gesamtimpulsein- 
trag" erklärt ? Warum sind energetische Ionen notwendig ? 
Sind die intrinsischen Spannungen notwendige Voraussetzung oder Ursache 
der c-BN Bildung ? 
Methoden der 
Computersimulation 
Die Untersuchung komplexer Probleme aus dem Bereich der Materialwissenschaft 
mit Hilfe von Computersimulationen hat sich in den letzten Jahren zu einem 
eigenständigen ~~issenschaftsgebiet, der sogenannten Computational Materials 
Science, entwickelt. Die Behandlung von Schmelzprozessen, Epitaxie, Kristall- 
wachstum u.v.m. mit molekulardynamischen Simulationen (+ Abschnitt 8.2) 
oder Monte-Carlo-Verfahren läßt sich hier ebenso nennen, wie die Bestimmung 
von Niaterialeigenschaften mit quantenmechanischen ab-initio-Methoden. Dabei 
hängt die Wahl XiIodellbeschreibung immer von den Erfordernissen des interessie- 
renden Prozesses ab. Tabelle 2.1 zeigt dazu eine vereinfachende Kategorisierung 





H@ = EQ, 
Skala < nm 
Tabelle 2.1: Typische Längenskalen der in Physik, Chemie, Materialforschung und 
Anwendung interessierenden Systeme. Der rechnerische Aufwand für die selbst- 
konsistente Lösung der Schrödingergleichung wächst mit N3,  für atomistische 
Modelle auf Grundlage (semajempirischer Potentiale, E = E({R)) ,  skaliert der 





Abbildung 2.1: Typische Ensemblegröj?en und Simulationszeiten molekulurdy- 
namischer Rechnungen für verschiedene Methoden der Kra~feldberechnur~g. 
Die höchste Genauigkeit und Transferabilität bieten die selbstkonsistenten 
first-principles Verfahren. Mit Hilfe einfacher Paarpotentiale können auf 
Höchstleistungscomputern Simulationen mehrerer Millionen Atome durcl~rrfülwt 
werden. Klassische Potentiale lassen eine sehr efektiue Kraftfeldberechnung zu: 
sind aber kaum transferabel auf andere Atomsorten und Bindungstgpen u r ~ d  
lassen sich selten auf Bereiche au$erhalb der arqepa jhn  Potentialh~jperflclchr! 
anwenden. 
Die in dieser Arbeit interessierenden Prozesse verlangeri Computersiinulatione~i 
auf atomistischem Maßstab, deren Grundlage die geeignete Beschreibung der die- 
mischen Bindungen ist. Hier kann man zwischen den klassischen jempirisrlicii). 
semi-approximativen und den qua~iterimecha~iiscI:ie~i i b- ir~, i t i»-~let l io~~e~i  uater- 
sclieide~i. Die grundlegenden atomistisdien Prinzipien. auf denen die struktlirelle~i 
und funktionalen LIaterialeigenschaften basieren, sind erstaunlicli ei~ifacli: 
1. Die reinen Atomkerne können in der Regel als klassischr Teildien mit jieg~hrier 
Masse und positiver Ladung behandelt werclen. 
2. Elektronen sind Teilclie~i mit Spin i, die dem Pauli-Prinzip iiritdity,m. 
3. Die einzig relevanten Wechselwirku~igen sind elektrodyria~~iiscll~r Natur. -Ab- 
stoßung und ,Anziehung gehorche11 dem Coiilo~nlwhen Gesct z. 
-Auf Grundlage dieser Prinzipien ermög1ic:lit die quantennierlia~~isc~~c Behii~idhmg 
der interatomaren ?'Ceclisel~virkung irn Festkörper oder SIolckül dic Bercclmtrig 
und. torhersage struktureller und elektronisclier 5ltiteririleige1isc'liwftr1i mit hthCr 
Genauigkeit. Allerdings ~~iir l is t  der nunieriscli~ Aiifmanrl für rlicl Di*ig<,~iiili~it~rimg 
t1t.r Eige~ii~ertgleicliu~ig bei voll sclbstlconsisrc~~t~~~~ 5Ietiiockri mit tlrr dritten Po- 
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tenz der Teilchenzahl und beschränkt die Ansvendurig auf Modellsysterrie sehr 
kleiner Größe (siehe Abb. 2.1). 
Derzeit sind ub-initio-niolekulardynamische Simulationeri, 2.B. mit der Car- 
Parinello-Methode [99]: nur auf Hödistleistungsrechern für Systeme einiger liun- 
dert Atome im Bereich von Picosekuriden möglich, während verschiedene semi- 
klassisclie Tiglit-Binding-Verfahren [100]? wie die von Pettifor [I011 oder Seifert 
[102], bereits die Simulatiori kleiner Systeme auf modernen Arbeits~jlatzrecliner~i 
erlauben, da sie sogenannte Order-N-Methoden darstellen. Steigende Computer- 
leistung und verbesserte Algorithmen werden die Grenzen dieser Methoden in 
~ukun f t  weiter verschieben. 
Zellulärer Autoniat + Kinetische Monte-Cado-Methode Piozesse auf Nauoskala 1 
C _ _ _ _ - - - - - - - - -  
I Trajektorien einiger hundert Atonie : 
i hii zu wenigen Picosekunden: , 










Smkumlle und energetische 
Eigenschaften von: 





Tqiektonen vieler tausend Atome über 
hondem Picosekunden: 1 
Abbildung 2.2: Methoden atomistischer Computersimulutionen und deren An- 
p~nendur~(rsbe7*eiche- Stark umrandet sind die Verfahren dargestellt, welche in der 
s~odiegenden Arbeit veru~endet wurden. 
Für die Simulation statistischer Systeme in der Gröuenordnung einiger tause~id 
bis hundertt.ausend Atome auf langen Zeitskalen bis zu Nanosekunden ist man 
dagegen auf geeignete klassische Potentiale angewiesen. Diese haben den prakti- 
sdien Vorteil, daß die Energie und folglich auch die Kräfte analytisch, als alleinige 
Funktion der atomaren Koordinaten berechnet werden können, wobei die funk- 
tionale Form dieser Potentiale an den Bi~ldungscharakter der wechselwirkenden 
Atome angepaßt ist (+ Kapitel G ) .  Die -4bbildung 2.1 zeigt eine scheniatische 
Darstellung der typiscl~eli Systenigrößeri und Zeitskalen fiir hID-Siniiilütioneii mit 
verschiedenen hlethoden der Iiraftfeldberechiiu~ig. 
l o r  diesem Hintergrund ergibt sich das Vorgeheri der vorlit~gc.ri(1en Arl~eit: Crri 
fundanieritale Aiaterialeige~iscliafte~i des Borriitrids geIiaii zii 1)estirnrric~ri. werc1c.n 
zu~iächst Rechnungen auf Gruridlage der Diclitefurlktio~~alth~oric di~rc.hg~führt. 
Diese Daten dienen dann dazu. ein klassisdies interatomares Potential zu ya- 
ranietrisieren, mit dem schließlich niolekulard~~~iarriisclie S mulatiorien für große 
Teilchenensenible von typischerweise niehrere~i tauserid Ato~rie auf Zeitskalen ei- 
niger hundert Picosekunden möglich werden. 
In Abbildung 2.2 sind schematisch verschiedene Varianten atomistischer Compu- 
tersimulationeri und ihre Anwendungsfelder gezeigt. Die stark umrandeten Berei- 
che geben die in dieser Arbeit eirigesetzten Methoden an. 
Grundzüge der 
Dicht efunkt ionalt heorie 
AUS der Sicht der Quantentheorie ist ein Festkörper ein ungeheuer großes System 
aus verschiedenartigen wechselwirkenden Teilchen. Dieses läßt sich prinzipiell mit 
einer Schrödingergleichung beschreiben, deren Hamiltonoperator aus den kineti- 
schen Energien der Elektronen (T,) und der Kerne (Tk) sowie den Wechselwir- 
kungen von Elektron-Elektron (I L,), Kern-Kern ( I k . )  und Kern-Elektro11 
besteht, sofern keine äußeren Felder anliegen und relativistische Effekte keine 
Rolle spielen: 
H = C(T~  +T, + & + k i k  + ~ ß ~ )  . (3.1) 
Wären die zugehörigen Zustände, Energiewerte und Übergangswahrscheinlich- 
keiten bekannt, könnten alle interessierenden und meßbaren Größen berechnet 
werden. Exakt läßt sich die G1. 3.1 nur für das Wasserstoffatom lösen. Größe- 
re Systeme müssen dagegen im Rahmen von geeigneten Näherungen behandelt 
werden. 
Grundlegendes Prinzip ist dabei die Born-Oppenheimer-Näherung [103]. Sie be- 
sagt, daß sich die Elektronenverteilung bei jeder Konfiguration der Kerne so ein- 
stellt, wie es die Schrödingergleichung für die Elektronen bei festen Kernlagen 
vorschreibt: Das Elektronensystem folgt der Kernbewegung adiabatisch. Auf die- 
se Weise können die Koordinaten und Kerne in der Wellenfunktion entkoppelt 
werden, so daß sich das Vielteilchenproblem auf die Lösung der Schrödingerglei- 
chung für die Elektronen in einer eingefrorenen Kernkonfiguration reduziert. 
Eine der etablierten Methoden zur Lösung dieses Vielteilchenproblems ist die 
Dichtefunktionaltheorie (DFT). Sie beruht auf dem Hohenberg-Sham-Theorem 
[104], welches folgendes besagt: „Die Gesamtenergie eines Elektronensystems in 
einem statischen äußeren Potential ist ein eindeutiges Funktional der Elektro- 
nendichte. Das Minimum dieses Funktionals ist die Grundzustandsenergie des 
Systems. '' 
3.1 Kohn-Sham- und Harris-Funktional 
Das bekannteste und in aller Regel verwendete Energiefunktio~ial wurde von Kohn 
und Sliam [I051 vorgeschlagen. Es lautet: 
Hierbei ist 
die Elektronendichte, T,[n] die kinetische Energie eines nichtwechselwirkenden 
Systems der Dichte n in einem äußeren Potential, kj die Besetzungszahl des Zu- 
standes i und E„[n] das klassische Coulomb-Potential für die Elektronen. Exc[n] 
kann als Definition für die Korrelations- und Austausclienergie angesehen wer- 
den, Eion({R)) bezeichnet die Coulombenergie der Kerne oder Ioiienriimpfe an 
den Positionen Q. Der ,4usdruck T,[n] ist in der Größenordnung der wahren 
kinetischen Energie und wird in der DFT exakt behandelt, so daß 2.B. Sclialen- 
strukturen von Atomen oder fehlende chemische Bindungen richtig beschrieben 
werden können. Wendet man das Lagrangesche Variationsprinzip auf G1. 3.2 an. 
ergibt sich ein Satz von selbstkonsistenten (Kohn-Sham-) Gleichungen [106], 
die sich von den Hartree-Gleichungen allein durch die Beriicksichtigung des Aus- 
tausch-Korrelations-Potentials p„ unterscheiden. 
Diese Gleichungen stellen die exakte Abbildung eines wechselxirkenden I'iel- 
elektronensystems auf ein System wechselmirkungsfreier Elektronen in eine111 
effektiven Potential der umgebenden Elektronen dar. Die lokalen Koli~i-Sliürri- 
Gleichungen 3.4 werden selbstkonsistent gelöst. indem die besetzten elektro- 
nischen Zustände eine Ladungsdichte ergeben (Gl. 3.31, die zur Konstruktio~i 
des Hamiltorioperators benötigt wird. Es sollte betont rncrdoil, tlaß das DFT- 
Schenia eine exakte Lösung des Vielelektronenprol,lems zuläßt und keine Nälie- 
rung enthält. Die IiS-Eigenwerte sind streng genonirnen keirie Energien von Ein- 
teilcl~enelektronenzuständen und haben deshalb keine physikalische Signifikanz. 
AAllerdi~igs i t der höchst besetzte Eigenwert in einem isolierte11 Svsten~ nahezu 
identisch mit der unrelaxierten Ionisationsenergie des Svstenis [107]. Die Berech- 
nung der Gesamtenergie bedeutet somit die Lösung des Eigenwertprol)le~ris 3.4 
unter Ierwendung einer geeigneten Näherung für die Austaust:li-Korrelatioris- 
TYechselwirkung (+ Abschnitt 3.2). 
Eine vereinfachte Version des DFT-Schemas von Kohn und Sham wurde von 
Harris vorgeschlagen [108]. Dabei wird die I<S-Energie ur11 eine Elektronendich- 
te entwickelt, die sich als Summe überlappender, aber „eingefrorenerLL Elektro- 
nendichten der wechselwirkenden Fragmente ergibt, wobei nur lineare Terme in 
den Differenzen der Elektronendichten berücksichtigt werden. Der resultierende 
-Ausdruck verlangt lediglich die -Auswertung einiger Oberlappintegrale der „ein- 
gefrorenen" Fragmentelektronendichte, wodurch eine effiziente Berechnung der 
Gesamtenergie und Kräfte möglich wird, die z.B. auch MD-Simulationen kleiner 
Systeme ermöglichen. 
Das Harris-Funktional lautet 
wobei fn die Eigenwerte der Einteilchen-KS-Gleichungen 3.4 sind. 
Das Funktional ist bei den gleichen Dichten wie das KS-Funktional stationär. 
Es besitzt allerdings einen Sattelpunkt am Minimum des KS-Funktionals. Das 
Harris-Funktional ist nur im Funktionenraum definiert. 
3.2 Lokale Dichtenäherung (LDA) und Gra- 
dientenkorrektur (GGA) der Austausch- 
Korrelations- Wechselwirkung 
Die rein formale Vereinfachung des Vielteilchenproblems innerhalb der Dichte- 
funktionaltheorie auf ein Einteilchenproblem wird durch die Einführung des unbe- 
kannten Funktionals für die Austausch-Korrelationsenergie ,ierkauft". Ein prak- 
tischer Nutzen der DFT ergibt sich somit erst: wenn man für dieses Funktional 
einen geeigneten Ansatz machen kann. 
Die einfachste und gebräuchlichste Methode ist die lokale Dichtenäherung 
(LDA) [105]. Dabei wird angenommen, da8 die Austausch-Korrelationsenergie 
pro Elektron an einem Punkt r im Elekronengas des Systems mit der Austausch- 
Ksrrelationsenergie ~E"(n(r)) eines freien homogenen Elektronengase identisch 
ist. die aus Quantum-hlonte-Carlo-Rechnungen mit hoher Genauigkeit (N 1%) 
l)elii-i~i~it is . Das Fuiiktiorial lautet dann: 
Die LDA setzt voraus, daß das Funktional der Austaiisch-Iiorrelatioriseriergie 
rein lokal ist und vernachlässigt Energiekorrektureri in der Nähe von Iriho~rioge- 
nitäten der Elektronendichte. Diese Näherung ist darin exakt. .cvenn die Längen- 
skala, auf der n ( r )  variiert, groß gegenüber dem mittleren Teilclierial>stancl ist. 
Typischerweise tendiert die LD.4 dazu, Bindungsenergien zu hoch wiederzugeben 
(Ooerbinding). Dieses versucht man mit der sogenannten ,.verallgemeinerten Gra- 
dientennäherung" (GGA), die nichtlokale Effekte berücksichtigt, zu korrigieren. 
Allgemein läßt sich das Funktional der Austausch-Korrelations~~ecl1sel~\~irkung in 
der GGA folgendermaßen angeben: 
1;on Becke [log] wurde die Formulierung 
vorgeschlagen. Hierin ist b=0.0042 a.u. ein semiempirisdier Fitparanictpr. Für 
die lokalen und nichtlokalen Korrekturen sind verschiedene Paranietrisierungeii 
gebriiuchlich, auf die im weiteren noch verwiesen wird. 
3.3 Hellmann-Feynrnan-Theorem 
';eben der Energie ist die ab-initio-Berechnung von Kräften und Span~iuiigen vor1 
Interesse. da sie die geometrische Optimierung der Xtomanurdniing tdaubt , ?Verin 
ein Ion die Position verändert, wird die elektronische tVellerifunktion modifiziert. 
Dieses wird ~Eensichtlich, wenn man die Kraft auf das Ion I beredinet: 
rn tcr  I~rweriduiig der Relation bE/n'tt*,* = H L ~ ~  lasse11 sicli dicl let,zt~ri Ter~rir der 
Gleidiurig 3.13 folgendermaßen sdirei1)en. sofrr~i jedes 1 ~ 1 ~ )  eiri Eigc~nzustand 6~ 
des Hamiltorioperators ist : 
Folglich ergibt sich die reale, physikalische Kraft auf das 1011 .i als partielle ALlei- 
tung des Kohn-Sham-Energiefunktionals nadi der Position R,. Dieses Resultat 
wird als Hellmann-Feynman-Theorem bezeichnet [110, 1071. Die korrekte Berech- 
nung der Kräfte ist sehr sensitiv im Hinblick auf die Iitelle~ifu~iktio~i. da Fehler in 
den 14~ellenfunktionen in erster Ordnung in die Bereclinung der 1i;räfte eingehen. 
aber nur in zweiter Ordnung in die der Energie. 
Pseudopot ent ial-Näherung 
Irn Rahmen der Dichtefunktionaltheorie wird das Vielelektronenproblem auf ein 
Einteilchenproblem in einem effektiven Potential transformiert. Letztlich muß al- 
so eine große Zahl nichtwechselwirkender Elektronen in einem statischen Poten- 
tial von Kernen oder Ionen behandelt werden. Dabei ist folgende Schwierigkeit 
zu umgehen: Für jedes einzelne Elektron im Systern ist eine M~elle~ifunktion zu 
bestimmen, die über den Bereich des Festkörpers hinausreicht und somit eine 
unendliche Zahl an Entwicklungskoeffizienten benötigt. Dieses kann vermieden 
werden. wenn man periodische Randbedingungen verwendet und für die Welleri- 
funktion das Bloch-Theorem 
anwendet: wobei G der reziproke Gittervektor und a der Bandindex sind. Die 
elektronische Wellenfunktion an jedem L-Punkt kann in einen diskreten Satz ebe- 
ner Wellen entwickelt werden. Im Grunde ist dafür ein unendlich großer Basissatz 
notwendig. 
Läßt man 'C7rellenfunktionen mit großer kinetischer Energie (h/2m) lk + GI2 un- 
berücksichtigt: erhält man einen endlichen Satz diskreter ebener Wellen. Den Feli- 
ler in der Gesamtenergieberechnung kann man durch Konvergenzuntersuchunge~i 
ermitteln und minimieren. Werden für den Basissatz ebene Wellen verwendet, 
nehmen die Kohn-Sham-Gleichungen eine besonders einfache Form an, in der die 
kinetische Energie diagonal ist und die verschiedenen Potentiale sich als Fourier- 
transformierte darstellen lassen. Um die stark gebundenen Kernorbitale und die 
im Kernbereich stark fluktuierenden Wellenfunktion der lalenzelektronen dar- 
stellen zu können, ist eine so große Zahl an Entwicklungskoeffizienten notwendig. 
daß die Hamiltonmatrix nicht mehr handhabbar ist. 
-4bbildung 3.1: Pseudopotential und ionisches Kernpotential. Durüber dargestelllt 
eine Pseudowellenfunlction und die wahre Wellenfunktion. Auj%rhultr von, rat sind 
die Wellenfunktionen sowie die Potentiale jeweils identisch. 
Die meisten physikalischen Eigenschaften von Festkörpern werden durch die 'CT&- 
lenzelektronen bestimmt. Man kann also das starke ionische Kernpotential mit 
den umgebenden kernnahen Elektronen durch ein schwäclieres Pseurloputcutii~l 
ersetzen, das auf einen Satz von Pseudowellenfunktionen wie auf die wahren Kd- 
lenfunktionen der Valenzelektronen wirkt. 
Pseudopotentiale werden so konstruiert, daß die Streueigenschaften eines Amns 
mit allen Elektronen so gut wie möglich in den chemisch relevanten Bereichen 
approximiert werden. ohne da6 die Pseudowellenfunktione~i radiaie I<notm in1 
Kernbereich haben. Man nennt sie dann transferabel. Irn allge~rieine~i wcrdexl 
Pseudopotentiale mit verschiedenen Streupotentialen für jedes 'CTTinkelnioirir~nt 
konstruiert: 
= T.kL(~: T' ) = 11mfi)li,{lm/~j . (3.16) 
hnp 
Diese heiBen dann nichtlokal. wobei T.;, das Pseudoporential für das TYi~ikrlrrio- 
ment I und ] h p )  eine Projektorfunktion aus Kugelfu~iktioneii ist. Ein Pcm~itial. 
das für alle Kinkelmomente gleich ist. heißt lokal [1K. 111. 112. 113;. 
26 3. Gruridzüg-c! der Dichtef~iziktiorialt~~eoric! 
3.5 Lösungsvariant en der 
Kohn-S ham- Gleichung 
Für die Behandlung der Kohn-Sham-Gleichung sind in den vergangerien drei Jahr- 
zehnten eine Vielzahl von Ansätzen vorgeschlagen worden. Die folgende Abbil- 
dung gibt eine Übersicht der Methoden: 
Potential aller Elektronen 
voll relativistiscl Muffin-Tin 
skalar relativistisch Pseudopotential 
F 
lokale Dichtenäherung (LDA) 
nicht relativistisch Elektronensee Gradientenkorrektur (GGA) 
nicht periodisch spin-polarisiert 
periodisch nicht spin-polarisiert 
Symmetrie Ebene Wellen (PW) 
augmented PW 




Abbildung 3.2: Übersicht der methodischen Ansätze zur Lösung der KS- 
Gleichungen [114]. 
3.6 Übersicht der verwendeten Programmcodes 
.Alle ab-inztio-Berechnungen dieser Arbeit auf Griiridlage der Dichtefunk- 
tionaltlieorie wurden mit den Prograrnnipaketen DSOLID. DMoL. FAST- 
STRUCT-SIMANN, CASTEP und PLANE-WAVE der Fa. MOLECULAR SIMULA- 
TIONS. Sari Diego. durdigeführt. Die folgeride Tabelle zeigt eine Ü1,ersiclit der 
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Kicht-lokale 1 Becke (10Yj 
rn Teter [l20] 
Austausch- 1 nicht selbst- 
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rn 1 AO/Elek. 
2 AO/Elek. 
rn 2 AO/Elek. 
+Polarization 
2 AO/Elek. 





rn Vosko, Wilk> 
Nusair [I211 
rn Perdew, 
Wang [I 221 

























rn Vosko. Wilk, 
Nusair [I211 
rn Barth. He- 
din, Lundquist 
[1 241 
rn Vosko, Wilk. 
Nusair P211 





















Pack [ l l@ 




































































































( Pack [I181 
atomare Po- I atomare Po- 
FastStruct 
SimAnn 
sitioneii mit sitionen und 
Broyden- Zellgeometrie 
Fletcher [I291 nach Broyden- 
oder Koor- Fletcher [129], 





Gesamt- I Gesamt- 
periodisdie Zeilen mit. 
Zellen mit Berücksicliti- 











































Eigenschaften von Bornitrid 
Die Materialeigenschaften von Bornitrid sind im Vergleich zu denen des Siliziums 
oder Kohlenstoffs weit weniger umfassend bestimmt. Dieses gilt insbesondere im 
Hinblick auf die strukturellen Eigenschaften der kristallinen Modifikationen. ihrer 
Oberflächen und Defekte. Erst das zunehmende Interesse an den Gruppe-111- 
Xitriden hat in den letzten Jahren zu einer verbesserten Cliarakterisierung des 
Materials geführt1. Dennoch sind viele Eigenschaften überhaupt nicht bekari~it 
oder fehlerhaft untersucht. 
-Angefangen mit der ersten ,Arbeit von Kleinmann und Phillips [ll] finden sich 
zahlreiche first-prznczplec-Untersuchungen zu Bornitrid 1121-[31], doch haben nur 
wenige Autoren außer den elektronischen auch strukturelle Grundzustaadseigeti- 
schaften untersucht. Von Wentzcovitch et al. [18] stammt eine Beredinurig des 
Energiebarriere des 6bergangs von der rhomboedrischen zur kuhisdien hlodifi- 
kation und eine Charakterisierung dichter hypothetischer Hochdruckpliasen [lU]. 
Knittle et al. [19] haben eine vergleichende experimentelle und tlieoretisdw Stu- 
die der Zustandsgleichung von C-BN durchgeführt. Alm nur von Fiirthniülll~r 
et al. [23] wurde eine umfassende Untersuchung der strukturelle~i Eigenschaftt.11 
aller bekannten kristallinen Modifikationexi vorgelegt. 
Zudem gibt es bisher keine allgemein akzeptierte Vdria~ite für das yT- 
Gleichgewichtsphasendiagramm. obwohl dieses für da? Ierctä~idnis von Phaeli- 
stabilität, -bildung und -wachstum von fundamentaler Bedeutung ist. . h * h  r l ~ r  
isotherme Kompressionsrnodul, welcher den wichtigen Zusammenhang zwischen 
Kristallstruktur, -härte und -stabilitat herstellt. ist nur für dit. kubiscli~ Modi- 
fikation konsistent bestimmt worden. während für die s1?-gchuriderlr~i f 3 1 i i ~ ~ i  
stark voneinander abweichende Werte (77 GPa bis 333 GPal i i i ig~gdt~)~l  wimirw 
126, 23, 211. Ah~lliches gilt für die anderen ElastizitBtsk~~~ixtiint~~~~ t l1 rniisi .h 
EispansionskoeEzienten u.v.a.m. 
'Eine relativ umfassende Darstellurig bietet die Datensarnmlurig t-0x1 Erlgar 1131]. 
In diesem Iiapit,el werden Ergebnisse quarite~iiiit?diariisc:lit:?r C~esaiiitctric?rgi(?r(~c:li- 
riungen vorgestellt, die irr1 Rahmen der Diditefiiril~tio~ialtlieorie d~irc:ligctfiilirt wir- 
den. Auf Grundlage dieser Ergebnisse werden die tlieriiioclyrianiisc;lie~i Ziistarids- 
gleicliuiigen besti~nint und verschiedene Materialeigeziscliafte11 bis hin zur p-T- 
Gleidigewichtslinie in1 Phasendiagramm in quasiliarnioriisdier Näherung errech- 
net. 
4.1 F'reie Energie 
Die Gleichgewichtseigenscliaften eines Iiristalls lassen sich vollständig aus dem 
korrespondierenden thermodynamischen Potential des Systerris bestimmeri, z.B. 
aus der Freien Energie. Diese wird für eine gegebene Konfiguration aus der ka- 
nonischen Zusta~idssumme 2 und aus den Energiezuständen E, des Kristalls 
errechnet. Die Freie Energie F ist dann bei der Terriperatur T gegeben durch 
wobei kB die Boltzmannkonstante und R der Hamiltonoperator des Systems ist. 
Folglich wird die Freie Energie nur durch die Temperatur und die makroskopi- 
sche Kristallkonfiguration bestimmt. Zerlegt man die Energiezustände E, in eine 
Summe aus statischem und harmonischen Beitrag sowie Terme höherer Ordnung 
läßt sich die Freie Energie in der Form 
schreiben. Mit Hilfe der Zustandssumme für das Pliononengas in harmonischer 
ergibt sich dann folgender Ausdruck, wenn man die Terme höherer Ordnung 
vernachlässigt: 
Die Freie Energie erscheint hier als Summe des konfigurationsabhängigen, stati- 
schen Beitrags, der n'ullpunktsenergie und eines temperaturabhängigen Terms. 
Zahlreiche Gittereigenschaften: wie z.B. die thermische Ausdehnung, die Wärme- 
leitfähigkeit und die Temperaturabhängigkeit der Kraftkonstanten beruhen auf 
hIelirplio~iorie~iprozesseri. Deshall) rriüsseii die ariliar~noriisc-lit11i Bciträgcl ziu Frei- 
en Energie berücksichtigt werden. Dieses kam sehr einfach iiri Ralimeri der yuasi- 
hmmonzschen Käherurig geschehen. weldie die Gitterscliwingungen zwar als har- 
~iioniscli betrachtet. dabei aber die Volu~iieriabliärigigkeit der Eige~ifrequenzen 
berücksichtigt (UJ, + U ,  (T  - (T))) .  
1111 Rahmen dieser Näherung ergibt sich für die Zustandsgleichurig des Festkörpers 
w h e i  der Xioden-Grüneisenparameter durch 
definiert ist. Mit Hilfe des isothermen Kompressionsmoduls 
läßt sich ebenso die Temperaturabhängigkeit des \~olumeris bei p = 0 angelw~i: 
Aus den voranstehenden Relationen ist sofort ersichtlich, da6 die quasihar~iioni- 
sche Näherung auch im Grenzfall T + 0 K zu einer Korrektur der therrriodyna- 
mischen Zustandsgrößen gegenüber der rein harmonischen Beschreibung führt. 
Für die isotherme pl'Relation des Festkörpers (Gl. 4.6) sind verschiedenste 
empirische Beschreibungen vorgeschlagen worden [132]-[134]. Die gr4xäudilidi- 
ste und umfangreich bestätigte Variante ist die Bircli-)1Iurriaghü1l-C~lc~ichii1ig 
[135], welche eine Entwicklung nach den Eulersclie~i Y~rzerri111gssparii1ilf~tt~r~1 
(f = ([1"/1$",1-~/~ - 1)/2) darstellt: 
Dabei bezeichnet Bi- das isotherme Kompressionsmodul. wiihrrnd U und b hm- 
stante Größen sind. Die Druckableitung des Kornpressio~is~riocf~~ls 3; ist mir der 
Konstanten a durch B& = 2u/3 + 4 verknüpft,. Die Bircfi-hlur1iagf1ü.11-G1t~icl~u1ig 
ermöglicht eine exzellente Beschreibung der Konipression der nieistm Fcstkiirper 
[136], wobei der Term b f "11 der Regel vernachlässigt w~rdrn kann, Dur& cin- 
fache Integration ergibt sich aus G1. 4.10 fiir die Freie Energie bei ku~istanter 
Temperatur: 
Bei der Bestimmung kohäsiver Eigensdiafteri aus ~~uarit~eririic?ciia~iist~~ici~i Gesamt- 
eiiergierechnungen bescliränkt man sich in der Literatur gewölri~ilicli auf die Nälie- 
rung 
F (T  ; T = 0) N <I), (T.') 
und bestimmt dann das Ko~npressio~ismodul, dessen Druckableitu~ig, das Gleich- 
gewichtsvolumeri und die Minimumse~iergie mit Hilfe der Beziehung 4.11 aus 
Energie-Iolumen-Daten. Durch die Vernachlässigung der ~ullpu~iktsschwinguri- 
gen und der anharmonischen Terme bei T=O I i  sind die Ergebnisse dann aller- 
dings nur begrenzt mit experimentellen Daten vergleichbar. 
Im Rahmen dieser Arbeit wurden die vibronischen Beiträge zur Freien Ener- 
gie deshalb mit Hilfe des sehr einfachen, aber ausreichend gerlauen Debve- 
Grüneisen-Modells abgeschätzt und zur Korrektur der Ergebnisse aus der1 sta- 
tischen Gesamtenergierechnungen verwendet. 
4.2 Methode, Parameterwahl und Konvergenz 
der Gesamtenergierechnungen 
Die Gesamtenergierechnungen wurden auf Grundlage der Dichtefunktionaltheo- 
rie mit Hilfe des Pseudopotentialcodes PLANEWAVE (-+ Abschnitt 3.6) durch- 
geführt. Innerhalb der lokalen Dichtenäherung fand das -4ustauscl.i-Korrelations- 
Funktional nach Ceperley-Alder Verwendung [137]. Die normerhaltenden Pseu- 
dopotentiale für Bor und Stickstoff wurden mit Hilfe des Schemas von Troullier 
und Martins [I161 erstellt. 
Mit einer Cuto8-Energie der ebenen Wellen von Emt = 1630 eV konnte sicherge- 
stellt werden, daß bestmögliche Konvergenz erreicht wird (siehe Abb. 4.1). 
Für die Erzeugung eines einheitlichen Satzes von &Punkten diente die Metho- 
de von hdonkhorst und Pack [118]. Es wurden zehn spezielle k-Punkte für die 
kubische und die Steinsalzstruktur verwendet. Für die hexagonale, rhomboedri- 
sehe und wurtzitische Modifikation waren jeweils sechs k-Punkte ausreichend 
(Abb. 4.2), um eine Energiekonvergenz von 0.001 eV1f.u. zu erzielen. Inner- 
halb des Zellvolumens wurden die atomaren Positionen mit Hilfe des Broyden- 
Fletcher-Algorithmus' unter Berücksichtigung der Raumsymmetriegruppe opti- 
miert [129]. Zum Vergleich wurde die Gesamtenergie für die kubische Phase mit 
dem nichtlokalen Austausch-Korrelations-Funktional [137] von Becke [log] als 
abschlieBender nicht,-selbstkonsistenter Korrektur berechnet. 
,Abbildung 4.1: Konvergenz der Gesamtenergie als Funktion der Cutoff-Energie 
der elektronischen Wellenfunktionen für normerhaltende Pseudopotentiale nach 
Troullier und Martins [I 161. 
Die Rechnungen wurden unter der Annahme eines hydrostatischen äußeren 
Drucks durchgeführt. Dieses entspricht der Bedingung, daß die Diagonalelemente 
des äußeren und inneren Spannungstensors identisch sind. Im Falle der kubischen 
Symmetrie lassen sich die Energie-Volumen-Daten für isotrope Expansion oder 
Kompression durch das Skalieren des Zellparameters in einfacher Keise erzeugen. 
Bei den anderen Strukturen führt dieses isotrope Skalieren der Zellparame- 
ter zu fehlerhaften Ergebnissen, da bei stark anisotropen Strukturen, wie et- 
wa beim h-BN und T-BN, aufgrund der schwachen interplanaren van-der-'l'laals- 
Wechselwirkung die Yariation des C-Achsenparameters unter hydrostatischem 
Druck deutlich größer sein muß als die der U-Achse. 
Da der verwendete Code PLANEWAVE keine Optimierung der Zellparameter bei 
gegebenem Druck zuläßt, ist eine Birch-illurnaghan-Fitprozediir eingeführt wor- 
den: um die Energie-Volumen-Daten für h-BK, T-BN und WB?; zu gewinneii. 
Dabei wird die minimale Energie für jedes lolunien durch unabhängige Jkriati- 
On der Zellparameter bei festen Basiswinkeln zwischen den Achsen ermittelt, in- 
dem =unächst die Gesamtenergie über ein Gitter von (a,  r)-Parametern bestimmt 
und in eine Energie-Volumen-Darstellung gebracht wird. Danach kuin für je- 
I hexagonal 
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Abbildung 4.2: Konueryenz der Gesamtenergie in Abhängigkeit von der Zahl der. 
k-Punkte für  alle berechneten Strukturen. 
den C-Parameter ein Bircli-X4ur1iagha1i-Fit. an diese Dilteri clurdigeführt werden, 
so daß sich schließlich für jedes Zellvolumen aus der Schar der Erierg.ieparabeln 
die Paranieterkombinatio~i U - C  mit der niedrigsten Gesamtenergie ergibt. Die auf 
diese Weise bestimmten Energie-Volurnen-Daten eritsprecheri der Randbedingung 
liydrostatischen Drucks. 
Die kohäsive Energie ergibt sich, wenn man die Gesamte~iergie des geburiderie~i 
Gleichgewichtszusta~ids von der Gesamtenergie der isolierten Atome im Grund- 
zustand subtrahiert. A411erdi~igs i t die Behandlung freier ungebundener Atome 
rnit den1 periodischen Pseudopotentialcode problematisch. Das übliche Verfah- 
ren ist die Berechnung der Gesamtenergie eines einzelnen Atoms in einer peri- 
odischen Superzelle. Die in den Rechnungen erzielte Konvergenz der Gesamt- 
eriergie über dem Zellparameter ist aber für eine zuverlässige Bestimmung der 
Bi~rdungsenergien nicht ausreichend. Da der Code PLANEWAVE zudem keine lo- 
kale Spindichtenäherung (LSDA) beinhaltet, kann der wichtige Energiebeitrag 
der Spin-Polarisation der freien ,4tome nicht berücksichtigt werden, welche die 
Gesamtenergie für n' um etwa 2.5 eV und für B um 0.9 el' erniedrigt. 
Aus diesem Grund wurde die kohäsive Energie für die kubische Phase mit Hilfe 
des LC-10-Codes DSOLID innerhalb der lokalen Spindichtenäherung bestimmt 
und als Referenzwert für alle anderen Pseudopotentialrechnungen verwendet. 
4.3 Ergebnisse der Gesamtenergierechnungen 
4.3.1 Grundstruktureigenschaften 
Zinkblendestruktur 
Die Zinkblendestruktur hat die niedrigste statische Gitterenergie aller untersuch- 
ten Modifikationen. Dieses Ergebnis steht in Gberein~timniun~ mit fast allen 
vergleichbaren Rechnungen (siehe Tabelle 4.2). Der aus dem statischen Beitrag 
zur Freien Energie ermittelte Kompressionsmodul BT = -T=(d@,/dlr) beträgt 
395 GPa. Berücksichtigt man die vibronischen Anteile (+ Abschnitt 4.6) er- 
gibt sich ein Wert von 385 GPa bei 300 K in sehr guter Ühereinstimniung mit 
den experimentellen Ergebnissen (siehe Tabelle 4.1). Die Gesamtenergierechnu~ig 
Tabelle 4.1: Berechnete, kohäsive Eigenscfiujten von C-BX. 
~ii i t  der ~iichtlokaleri Korrektur nach Becke [109] (sic4ie (41. 3.11) fiilirt zu eirie~ri 
größere11 Gleicligewichtsabstand und einem deutlich klei~iereri Korripressions~iiu- 
diil. Gegenüber der LDA-Rechnung bringt diese Korrektur allerdings keine Vpr- 
l~esserung des Ergebnisses. Der Grund dafür dürfte die nicht-sell)stkorisist,e~ite 
Beliandlung der Korrektur sein. Möglicherweise aber ist diese für Molekiile erit- 
wickelte Korrektur bei periodische Kristallsysterrien ungeeigriet. 
Die kohäsive Energie wurde mit 12.94 e17/f.u. bestimmt (Tab. 4.2). w h e i  der Ari- 
teil der Nullpu~ilitssch~vingurigen och unberücksiditigt ist. Bei Edgar [I311 wird 
eine Standardbildungsenthalpie von -2.76 eIr/f.u. angegeben. Mit den At?omisie- 
ru~igse~iergien von 5.81 eV für Bor und 4.92 el' für Stickstoff aus dern Gruridzu- 
stand bei T=273 I( und 1 atm Druck 11391 folgt dann eine Biridurigsenergie von 
13.49 eJr/f.u.. was in erfreulicher Übereinstimmung zu dem theoretischen Wert 
steht. 
-Abbildung 4.3: Kohäsive Energien der BN Polymorphe als Funktion des Zellvo- 
Lumens pro chemischer Grundeinheit ($U.). 
Wurtzitstruktur 
Die Grundzustandsenergie der Wurtzitstruktur liegt um 0.022 e17/f.u. höher als 
die der kubisclien Phase. Die esperimeritelle Differenz der Biltlii~igseiitl~alpie~i 
beträgt 0.037 el '  (1311. Die Xullpu~iktse~iergien von C-BS lind W-BK kam mau 
aufgrund der gleichen Bindu~igsst,ruktur als ideritiscli vorsiissetzeri. so dafj die 
\Yurtzitstruktur eine nletastabile Iionfiguration darstellt. Die Optirriierurig der 
Zellparameter ergibt, daß die Achsen unter liydrost,atisdieni Drudi isotrop slia- 
lieren. Die Atonilagen weichen am Grundzustand niiriimal von dcn ideale11 Po- 
sitionen ab. Für Boratome lauten die Positionen {$. ;, <): {$, +. $ + (), für den 
Stickstoff {i, i, - (1,  {$, $, - E ) :  mit ( = 0.0005. 
Hexagonale Struktur 
Die theoretischen Gittere~iergien und Kompressionsmoduln. die in der Literatur 
für 1)-BN angegeben werden, sind zum Teil midersprüchlidi. So fi~ideri S u  et ul. 
[21] und T'i'idany et al. [30] im Gegensatz zu allen anderen Arbeiten. daB 16-BK 
die niedrigste Gesamtenergie aller BN-Modifikationen hat. Gleichzeitig variieren 
die theoretischen Werte für den Kompressions~nodul des h-BN so11 77 GPa bis 
335 GPa. 
-4ufgrund dieser Widersprüche wurden Energie-Volumen-Daten auch für die 
Layerstrukturen des BN berechnet. Mit Hilfe der vorangehend beschriebenen Pro- 
zedur ist die der Zellparameter bei hydrostatischem Druck bestimmt 
und der Kompressionsmodul ermittelt worden. Die Deformation des Kristalls 
bei hydrostatischem Druck ist stark anisotrop. Aufgrund der schwachen vm- 
der-S'laals-Wechselwirkung wird die G-Achse deutlich stärker komprimiert als dit. 
n-Achse, deren -Ausdehnung durch die äußerst stabilen sp"-Biridungeri in den 
BK-Ebenen bestimmt wird. Die Übereinstimrnu~ig der Redinurig mit den experi- 
mentellen Werten ist sehr gut, wie man der Abbildung 4.4 cntnehn~en l<;tnri. Die 
relative Kompression der U-Achse liegt innerhalb des bereclineteri Druckintervals 
unterhalb von 1 %, während die G--Achse bei 12 GPa auf ca. 85 % der anfängli- 
chen Länge verkürzt ist. Das theoretische Resultat zeigt, claß die Beliandlii~ig der 
schwachen Dispersionswechselvirirkung auch innerhalb der lokalen Diditmäheriing 
möglich ist. 
Die Grundzustandsenergie liegt für h-BK um 0.1 eT'/f.u. über dem Wert vor1 
C-BK und bestätigt die Ergebnisse von Furthmüller et d. 1231 u~id  JVeritzcovitdi 
et al. [14. 16: 18, 201. Wie später noch gezeigt wird, unterscheiden sich die EIIPF 
giebeiträge der Kullpunktsschwingungen nur wenig, so da8 neuere esperi~iientele 
Ergebnisse, die eine Differenz von 0.169 e'\'/f.u. angeben [131], durdi diese l3et.h- 
nung bestätigt werden. 
Für den Kompressio~ismodul geben Solozhenko et (11. 11421 einen TYprt vcm 36.1 
GPa an. Die Anpassung der Bircfi-liurnagiia~l-Gieicfiung an ilirtp Daten crgiht 
Tabelle 4.2: Kohasi~~e Bigenschaften der BN-Polymorphe unter hySrU,statiscll,crr~ 
Druck: V ist das VoEurnen/f.u., a die Gitterkonstanten c der Netzebener~ubstund, 
4E die Diflerenz zur kohüsiven Energie uon C-BN, E ,  dic: kohüsi.oe Enerpe  von 
C-BN, BT das i.sothern~e Kompressionsmodul und B& dessen Dru,cko,bleituny. 
fErgebnis aus Fit der Daten von Solozhenko [144] an die Birch-Gleichung. 
 wahrscheinlich berechnet für isotrope Deformation der Einheitszelle. 
"Ergebnis aus Fit der Daten von Solozhenko [142] an die Birch-Gleichung. 
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Abbildung 4.4: Relative Änderung der Zellparameter und das Volumens von h-BK 
als Funktion des Dmcks. Die durchgezogenen Linien geben das Ergebnis der  DFT- 
Rechnung an, die Symbole die experimentellen Werte von Solozhenko et al. ['@] 
und Coleburn-Eorbes [145]. Die gestrichelte Linie i m  unterm Bild korrespondi~rt 
~ n i t  dem Birch-Murnaghan-Fit an die experimentellen Daten. In? »BCW?E Bild b~ 
schreiben die Kreise die Variation der C-Achse, die R ~ O ~ T ~ W I Z  dic 1l~riation der 
U-Achse. 
l ' l ' 1 ' l ' l ' l '  - 
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_Abbildung 4.5: Relative Änderung des Zelluolumens von T-BN als Funktion des 
Drucks. Die durchgezogenen Linien geben das Ergebnis der DFT-Rechnung an, 
die Symbole die experimentellen Werte von Solozhenko et al. [J&]. Die gestri- 
chelte Linie zeigt den Verlauf des Birch-Murnaghan-Fits an die experimentellen 
Daten. 
allerdings nur 29.9 GPa. Aus den theoretischen Energie-Volumen-Daten wird 
ein Kompressio~isrnodul von 30.1 GPa ermittelt, der folglich um mehr als eine 
Größenordnung unter dem Wert für C-BN liegt. Die Druckableitung des Kom- 
pressionsmoduls beträgt 10.1 im Vergleich zu 9.3 aus dem Experiment. 
Rhomboedrische Struktur 
Die berechneten Gesamtenergien für h-BK und T-BN sind nahezu identisch, wie 
man in Abbildung 4.3 erkennen kann. Dieses läßt sich darauf zurückführen, daß 
die lokale Dichtenäherung nicht in der Lage ist, die verschiedenen Stapelfolgen in 
h-BS und T-BK genau zu unterscheiden. 
Eine geringe Differenz ist im Verlauf der Energie-Volumen-Daten erkennbar (Abb. 
4.3). Dieses drückt sich in einem etwas größeren Kompressionsmodul für r-BK 
1-011 32.3 GPa aus. Solozhenko et al. [144] geben zwar einen Wert von 33.4 GPa an, 
doch ergibt ein erneuter Fit ihrer Daten an die Birch-Murnaghan-Gleichung einen 
lttert von 34.6 GPa. Die Abbildung 4.5 zeigt den Vergleich zwischen theoretischem 
ii~id experime~itellern Ergebnis. 
4.3.2 Elastische Konstanten 
Für die elastischen Iionstanten zweiter Ordnung der l;iil,isdieri und htxago~lalen 
hlodifikation des BK findet man in der Daterisanirrilu~ig von Edgar [M] stark 
voneinander abweichende Werte. Dieses liegt in der Schwierigkeit lwgründet. ein- 
kristalline Proben zu präparieren. Neuere theoretische und experimentelle Arbei- 
ten [E, 1381 haben hier für das kubische BN einige Aufklärung gebracht. Dagegen 
sind die elastischen Konstanten der hexagonalen Phase weder theoretisch noch 
esperimeritell vollständig bestimmt. Die Elastizitätstensoren sind in vielen expe- 
rirnentellen Bereichen von grundlegender Bedeutung (z.B. R.ama~ispektroskopie) 
und spielen auch für das Verständnis der intrinsischen Sparinungen in BK-Filmen 
eine wichtige Rolle. wie eine neuere Arbeit von Cardinale et ( L I .  zeigt [14G]. Aus 
diesem Grund wurden die Elastizitätstensore~~ der kubischen und hesagonaleri 
Phase rnit Hilfe der homogenen Deformationsmethode vollstä~idig berechnet (sie- 
he Anhang A l ) .  
Im Gegensatz zu den vorangehenden Rechnungen wurde die gesamte Einheitszelle 
ohne Symmetriebeschränkung der Raumgruppe (Pl) betrachtet, wobei die -4tom- 
positionen innerhalb des Zell~7olumens frei relaxieren konnten. bis die Wurzel aus 
dem mittleren Kräftequadrat kleiner als 0.103 el'l-4 war. hlit 1'1 --Punkten 
für die kubische Zelle und 25 --Punkten für die hexagonale konnte bei gleichen 
Cutof-Energien wie im vorhergehenden Abschnitt ausreichende Konvergenz er- 
zielt werden. Die Gesamtenergien wurden jeweils für Deformatiorisparanietctr bis 
zu 6 = 5% bestimmt und mit Hilfe eines Polynoms dritter Ordiitirig arigepaßt. 
aus dem dann jeweils die zweite Ableitung berechnet werden ko~inte. 
Elastizitätstensor von c-BN 
Die Bestimmung der elastischen Konstanten zweiter Ordnung für das C-BK erfolg- 
te nach der Methode von Fuchs [I471 über den Kompressio~imodul B, den hlodul 
der Querdehnung C' und die Scherkonstante, welche mit der elastische~i Iiori- 
stanten c44 identisch ist. Dabei ergibt sich der Zusammenhang zu den elastisrhen 
Konstanten nach Brugger folgendermaßen (siehe Xnhang -4.1): 
Zusätzlich wurden die elastischen Konstanten cll und c12 mit Hilfe uniasialen 
und biaxialen Deformationen des Zellvolumens direkt bestimmt. 
Nur bei der Scherdeformation treten Relaxationen der Atomyt>sitionen auf. so 
daß für diese Deformation auch der statische Fall berechnet iviirdcb (r&$. 
Die E.rgebnisse stehen in guter ~ b e r e i n s t i r n n i ~ n ~  mit der Arbeit von Grirnstlitch 
et al. [I381 und bestätigen die Ergebnisse anderer DFT-Rtdimingen tsichr. Ta- 
belle 4.3.). 
"Wert aus uniaxialer Deformatiori. 
Diese Arbeit [148] 
scf-DFT [27] 
scf-DFT [I491 
Grinisditch et al. [I381 
Edgar [131] 
Tabelle 4.3: Elastische Konstanten zweiter Ordnung filr c-BN. 







Kristallsysteme mit hexagonaler Symmetrie haben sechs verschiedene elastische 
Iionstanten. Bei h-BN gilt zusätzlich die Bedingung C ~ O  = ;(cl1 - cT2). 
Durch uniaxiale Deformation in der a-&Ebene kann die Konstante eil, durch Va- 
riation des c-Vektors die Größe c33 bestimmt werden. Die Scherung der Ebenen 
gegeneinander wird durch die Konstante ~ 4 4  bestimmt. Die anderen Konstanten 
c12 und c13 ergeben sich in Kombination mit cll und c~~ (siehe Anhang A.l). 
,4us den zweiten Ableitungen der Deformationsenergie nach dem Parameter 6 
ergeben sich die folgenden Zahlenwerte. Dabei folgt die Numerierung den in An- 
hang -4.1 dargestellten Zelldeformationen. Interne Relaxationen treten nur bei 
den Deformationen (1) und (3) auf: 







2. (cll + cI2) = 1124 GPa 
3. (cll - c12) = 705 GPa, statisch: 782 GPa 













5 .  (cll + &33 + ~ 1 2  + kl3) = 1143 GPa 
6. (cll + 2~33 + c12 - 4c13) = 1175 GPa 
7 .  c~~ = 4.39 GPa 
Mit Hilfe dieser Ergebnisse kann man den vollständigen Satz der elastischen Kon- 
stanten berechnen. -4us (1) und (2) folgt für c12=219 GPa, und 174 GPa für die 
statische Rechnung. Die Ergebnisse (1) und (3) führen auf c12=198 GPa, (2) 
und (3) auf den Mittelwert von 209 GPa. Wenn man (5) und (6) voneinander 
subtrahiert und ~ 3 3  einsetzt, ergibt sich die Konstante ZU 1.6 GPa. 
Tabelle 4.4 zeigt das Ergebnis im Überblick und Vergleich zu den verfügbaren 
experimentellen Daten. Da die theoretischen Werte den Einfluß von Temperatur 
Diese -Arbeit 
aMessungen an pyrolytiscliem BN. 
Duclaux et al. [150]" 
Datens. Edgar [I311 
Graphit [I511 
Tabelle 4.4: Elastische Konstanten zweites. Ordnung ,für h-BN. 
(GPa) 
905 
und Nullpunktseffekten nicht beinhalten, werden alle Konstanten etwas zii hoch 
bestimmt. Dennoch geben sie erstmals eine zuverlässige und in sich konsistente 
1;orhersage der Elastizitätseigenschaften von einkristallinem h-BN. 













In Abschnitt 4.1 wurde die quasiharmonische Näherung für die Freie Energie ein- 
geführt und auf die Rolle der anharmonischen Beiträge hingewiesen. Im voran- 
gehenden -4bschnitt sind verschiedene Materialkonstanten der B-J-Polymorphe 
aus der statischen Gitterenergie abgeleitet worden, ohne die vibronisdien Bei- 
träge zu berücksichtigen. Nun wird in Form des Debye-Grüneisen-h'Iodells eine 
einfache, aber hinreichend genaue Käherungsmethode vorgestellt, um die Freie 
Energie vollständig zu bestimmen. 
Wenn man die Summation über die Oszillatorbeiträge in GI. 4.5 mit Hilfe 
der Phononenzustandsdichte g(w) durch eine Integration ersetzt, C, f (J,) = 
3Ns J f (w)g(w)dw, läßt sich die Freie Energie in harmonischer Näherung ( GI. 4.5) 










Dabei ist die zweiatomige Basis (s=2) des BN-Gitters berücksichtigt. 
Die Phononenzustandsdichte kann man für kubische Systeme sehr gut durch das 






Die Abschneidefrequenz w o  ist mit der Debye-Temperatur Orr durch kBOn = lidi) 
verknüpft. Gielisse et al. [I551 haben als Debye-Teniperat,ur für <-B'; einen 
0 500 1000 
wavenumber (cm - I )  
-Abbildung 4.6: Phononenzustandsdichten für C-BN: Die dicke, durchgezogene Li- 
nie (-) ist das Ergebnis von Karch et al. [152, 1531, die dünne (-) Linie das von 
Widany et al. [3O]. Phononenzustandsdichten für h-BN: Die dicken Punkte (- . -) 
zeigen das Ergebnis von Nozaki et al. [154], die dünnen Punkte (. . .) die Daten 
von Widany et al. [30]. Phononenzustandsdichten in Debye-Näherung: Die dick 
gestrichelte Linie (- - -) ist das 3-dim. Modell, die dünn gestrichelte das 2-dirn. 
Modell (- - -1. 
temperature (K) 
Abbildung 4.7: Vibrationsterm 
der Freien Energie von BN be- 
rechnet mit verschiedenen Pho- 
nonenzustandsdichten. h-BN: Die 
gestrichelte Linie (- - -) ist mit 
den Daten von Widany et al. 
[30] gerechnet, die Punkte sind 
(0) mit den Daten von Nozaki 
et al. [I541 bestimmt, die Drei- 
ecke (V) geben das Resultat i n  2- 
dim. Debye-Näherung an (8D = 
1900K). C-BN: Die durchgezoge- 
ne Linie (-) ist mit den Daten 
von Widany et al. gerechnet [30]: 
die Diamantsymbole (0) mit den 
Daten von Karch et al. [l 52, 1531, 
die Quader ( U )  stellen das Ergeb- 
nis für die 3-dim. Debye-Nuhe- 
rang dar ( B D  = 17001<). 
von 1700 E; vorgeschlagen, woraus sich eine Nullpu~iktsscl~wingu~~gse~~ergie von 
zkBOD = 0.33 eV/f.u. ergibt. Experimentelle Daten für die Pliono~ie~izustands- 
dichte liegen nicht vor. Dagegen sind theoretische Spektren verfügbar. I<;trdl et ul. 
[152. 1531 haben mit Hilfe von DFT-Störungsrechn111ige11 die Phorio~lerizustarids- 
dichte berechnet. Von MTidany et al. [30] ist eine LCBO-TB-Rechriung irinerhalb 
der Frozen-Phonon-Näherung durchgeführt worden (siehe Alb. 4.6). Mit diesen 
Daten wurde der vibronische Beitrag FWr, zur Freien Energie für verschiedene 
Temperaturen berechnet und mit dem Ergebnis der Debye-Näherung verglichen. 
Das Ergebnis ist in Abb. 4.7 gezeigt. Man erkennt, daß die Rechnung mit der Zu- 
standsdichte von Karch et al. in idealer Übereinstimmung mit dem Debye-Modell 
steht, während die Phononenzustandsdichte nach ViTidanv ein leicht abweichendes 
Resultat liefert. 
In deri graphitartigen Strukturen ist die Kopplung zwischen deri basalen Ebenen 
sehr schwach. Deshalb liefert das dreidimensionale Debye-Modell hier keine ge- 
eignete Beschreibung der Phononenzustandsdichte. Ein besserer Ansatz ist das 
zweidimensionale Debye-Modell, welches von Krumhansl und Brooks [l5G] zur 
Berechnung der spezifischen Wärme in Graphit verwendet wurde: 
Dworkin et al. [I571 haben gezeigt, daß sich mit einer Debye-Temperatur von 598 
Ei die spezifische Wärme von h-BIT für Temperaturen < 300 K im Rahmen dieser 
Illäherung gut beschreiben läßt. Allerdings ist die -4npassung für hohe Temperatu- 
ren ungeeignet und die Nullpunktsschwingungsenergie zu niedrig (0.10 eV/f.u.). 
Es wurde deshalb für h-BN eine Debye-Temperatur von 1900 I i  gew-Mt. hei 
welcher der vibronische Beitrag Fvib zur Freien Energie mit dem Ergebnis über- 
einstimmt, das man aus der theoretischen Phononenzustandsdiclite für h-BX nach 
Nozaki und Itoh [I541 erhält (siehe Abb. 4.7). 
Für die genäherte Phononenzustandsdichte können anharmonische Effekte n u ~ i  
sehr einfach in Form einer volumenabhängigen Debye-Temperatur berücksichtigt 
werden. Der globale Grüneisen-Parameter lautet in quasiharmonisc2ier Säherung 
innerhalb des Debye-IZiIodells [103]: 
Durch Integration erhält man dann unter der Annahme, daß eine Iionstantt~ 
ist: 
(QD/O;) = (1-/tTO)>-'- (4.18) 
Der Grüneisen-Parameter steht bei kubischen Kristallen mit der Druckableitung 
des KompressionsmoduIs in Zusammenhang 11031: 
Für C-BN ergibt der Birdi-hIurriagha11-Fit B&=3.GU, so daß y=1.3 folgt. Dieses 
stimmt sehr gut mit den1 berechneten Wert von Iiini et (11. [31] iibcreiri, die für 
ei~ien IVertelwreich von 1.2-1.5 angeben. Fiir 1)-BN miirde y = l  gew%hlt. Diese 
willkürliche Festlegurig hat allerdings nur geringer1 Einfluß auf dic irr1 folgeri(1eri 
T-orgestellten Resultate. 
4.5 Anharmonische Effekte in C-BN 
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-4bbildung 4.8: Kompressionsmodul und Gitterkonstante als Funktion der Tempe- 
ratur. Die gestrichelte Linie zeigt die Extrapolation der harmonischen Näherung 
nuf den Bereich tiefer Temperaturen. 
Mit Hilfe der Debye-Grüneisen-Näherung läßt sich die Freie Energie als Funkti- 
on der Temperatur berechnen und sowohl der Kompressionsmodul als auch der 
Gitterparameter für p = 0 GPa bestimmen. Das Ergebnis ist in Abb. 4.8 darge- 
stellt. Im Vergleich zur harmonischen Näherung zeigen beide Betrachtungsgrößen 
ein deutlich abweichendes Verhalten für Temperaturen unterhalb von 1000 K. Die 
Gitterkontante bei T=O K entspricht nahezu ideal dem experimentellen Wert von 
3.614 W. Bei steigender Temperatur nimmt die Kompressibilität des Materials zu. 
hIit Hilfe dieser Date11 läßt sich auch der therniisclie -4usdeliiiu1igskoeffizictnt 
für C:-BB berechnen, welclier beispielsweise wichtig ist, wenn nian residuale Span- 
nungen epitaktischer Filme diskutieren will. 
Die Abbildung 4.9 zeigt das Ergebnis der Rechnung im Vergleich zu experimen- 
tellen Werten. Die theoretische Kurve sagt über den gesamten Temperaturbereich 
eine größere thermische Espansion vorher als die Messungen. *&hnlich wie beim 
Diamant kann man erwarten, daß auch c-BN bei tiefen Temperaturen keinen 
negativen thermischen Ausdehnungskoeffizienten hat. 
Abbildung 4.9: Linearer Ausdehnungskoefixient für C-BA? Die Punkt~ sind 
das Ergebnis dieser Rechnung. Die offenen Rhomben wid das Krew gehen 
experimentelle Daten an [ja. Die Dreiecke zeigen zum Vergleich den linearen 
Ausdehnungskoefizienten von Diamant nach Reeber und Wang fi58]- 
temperature (K) 
.ng 4.10: Berechnete Gleichgewichtslinie irn p-T-Phasendiagramm 
(schwarze Kästchen) [l4O]. Die gestrichelte Linie ist der ursprüngliche Vorschlag 
von Corrigan und Bundy [93], die durchgezogene Linie Solozhenkos Variante 
[I -291. 
4.6 Phasendiagramm 
Das p-T-Gleichgewichtsphasendiagramm von Bornitrid wird in der Literatur wi- 
dersprüchlich diskutiert. Die bisher allgemein akzeptierte Variante stammt von 
Corrigan und Bundy [93] und ist eine Extrapolation des Phasendiagramms von 
E;olllenstoff auf Bornitrid. Es sagt die hexagonale Modifikation als thermody- 
~lamiscli stabile Form unter Standardbedingungen voraus. Im Gegensatz dazu 
hat Solozhenko L1591 ein Gleichgewichtsphasendiagramm vorgeschlagen, in dem 
c - B ~  die thermodynamisch stabile Modifikation ist. Die pT-Gleichgewichtslinie 
&neidet hier die Temperaturachse bei etwa 1600 E;. Ein ähnliches Ergebnis ist 
t.011 Maki et al. auf Grundlage einer thermodynamischen Berechnung angegeben 
worden [160, 1311. Kürzlich haben Sachdev et al. eine Arbeit mit kalorimetrischen 
Rlessungen publiziert, welche zeigen, daß die kubische Phase die stabile Modifika- 
tion des BK sein muß [l6lf.  Eine rein theoretische Bestätigung dieser Ergebnisse 
H I X ~  Grundlage parameterfreier ab-initio-Daten fehlt bisher und wird im folgenden 
gegeben. 
Der Phasenübergang zwischen der kubisdie~i u~ id  liexagorialen Afodifikation ist 
ein sogenannter Reko~istruktionsübergarig, der irnmer einen Phase1iü1)~rg;tlig er- 
st er Ordnung darstellt [1G2, 1631. Folglic.li kann die p- T-Gleicligeri7it:htsli1~i~~ aus 
den thermodynamischen Potentialen der koesistiereride~i Phasen bestirnrrit wer- 
den. Die Berechnungen der statischen Gitterenergien @, haben gezeigt, daß die 
Gesanitenergie von C-BN gegenüber /L-BN um 0.114 eT7/f.u. niedriger liegt. Die- 
se Differenz ist zwar sehr klein, aber deutlich größer als die Urigeriauigkeit der 
Rechnungen (9E=0.001 eV1f.u.). Für eine prinzipielle Bestätigung des Pliasen- 
diapamms nach Solozhenko genügt nun der einfache Beweis: daß die Nullpunkts- 
sch~vingungsbeiträge zur Freien Energie diese Energiedifferenz nicht verschieben. 
Da dann die Gibbs-Iionstruktion eines Übergangsdruck arn absoluten Kullpunkt 
nicht möglich ist, kann die pT-Gleichwichtslinie die Druckachse nicht schneiden 
und somit nicht die von Corrigan und Bundy postulierte Gestalt haben. Die Null- 
punktsschwingungsenergien sind gerade die Hälfte der ersten Momente der Pho- 
nonenzustandsdichten. Mit den Daten von Karch et al. [152. 1531 ergibt sich 0.32 
eJ7/f.u. für C-BN. Für h-BN folgt eine Energie von 0.35 eV/f.u. aus den Daten von 
Sozaki und Itoh [154]. Die Phononenzustandsdichten von Widany et 111. [30] er- 
geben als Nullpunktsschwingungsenergie 0.27 eJi/f.u. für C-BK und 0.32 eV/f.u. 
für h-BN. Die Energiedifferenz der korrespondierenden Phasen beträgt folglich 
AGzo = F7,zb(hexagonal) - Fvzb(cubic) = 0.05 eIr/f.u. .4us den Daten von Eiarch 
und Kozaki folgt für diese Differenz 9FWb = 0.03 eV1f.u. 
Dieses Ergebnis bestätigt die Annahme von Lam et ul. [20], die abgeschätzt 
haben, da8 die Energiedifferenz der Nullpunktsbeiträge bei einigen hundert- 
stel Elektronenvolt liegen sollte. Da die Differenz der statischen Gitterenergie 
(AFstat = 0.114 eV1f.u.) signifikant größer ist, kann man nun eindeutig schlie- 
Ben, daß die C-BN H h-BN Gleichgewichtslinie im pT-Diagramm die Druckwhse 
nicht schneidet, da eine Gibbs-Konstruktion an die Energie-Volumen-Daten nicht 
möglich ist. Somit ist das Phasendiagramm von Corrigan und Bundy [93] in sei- 
nem prinzipiellen Verlauf widerlegt. 
Über diesen qualitativen Beweis hinaus ist im Rahmen der vorgestellten ther- 
modynamischen Betrachtungen auch eine genaue Beredinung der p-T-Gleidi- 
genichtslinie möglich. Die Bedingung Gmbtr (T: p) = Ghezagonal (T, 1)) legt illrt~n 
JTerlauf fest. Mit Hilfe einer Legendre-Transformation läßt sich die Gibltssche 
Freie Enthalpie G(T,p) = F, + FUib +pT7 aus der zuvor besti~rimten Freien Ener- 
gie ableiten. 
Das Resultat ist in ,Abbildung 4.10 gezeigt. Die Gleichgelt-ichtslinie korrespondiert 
gut mit dem 1;arschlag von Solozhenko. Der Schnittpunkt zur Temperaturachs~ 
liegt niedriger und stimmt mit dem Ergebnis von Maki jlGO] iihereiri. ha~igr aller- 
dings in seiner absoluten Lage von der ?Tahl des globalen Grürieise1i-Piira~1iett"rs 
für h-BK ab. 
4.6.1 Diskussion 
Die gefundene Gleichgewichtslinie im p-T-Phase~idiagram von Bornitrid 
bestätigt die Ergebnisse vorhergehender Arbeiten, welche die tl-ierrriodynaini- 
schen Potentiale der korrespondierenden Phasen durch Integration experimentell 
bestimmter \Yärmekapazitäten [159, 160, 1641 ermittelt ha1;en. Da die vorliegen- 
de Rechnung völlig auf die Verwendung experimenteller Zahlenwerte verzichtet, 
kann sie als unabhängiger Beweis gewertet werden, daf3 die 1tul)ische Phase unter 
Standardbedingungen stabil ist. 
Dieses Ergebnis läßt einige Schlußfolgerungen im Hinblick auf die cliarakteristi- 
sehe Schichtbildung von Bornitrid zu. 
In der Chemie existieren zwei empirische Gesetze, welche das Kristallisationsver- 
halten polymorpher Stoffe charakterisieren [165]: Nach dem Ostwaldschen Stufen- 
gesetz geht ein in mehreren Energiezuständen vorkommendes cliernisclies System 
beim Entzug von Energie nicht direkt, sondern stufenweise in den energieärmsten 
Zustand über. Dieses Gesetz wird von der Ostwald- Vollmer-Regel ergänzt und irr1 
Widerspruchsfall ersetzt, welches besagt, daß sich zuerst immer die weniger dichte 
Modifikation bildet. 
Im Fall des Bornitrids ist h-BN die weniger 
dichte und metastabile Modifikation. Folglich 
ist das Auftreten der sp"-gebundenen Berei- 
che mit beiden Gesetzen zu erklären. Da- 
gegen ist beim Kohlenstoff der Graphit die 
stabile, weniger dichte Phase. Hier ersetzt 
die Ostwald-Vollmer-Regel das Ostwaldsche 
Stufengesetz. Der metastabile Diamant kann 
nur auftreten, wenn die Nukleation der sp2- 
gebundenen Phase durch selektives Ätzen 
mit Wasserstoff behindert wird [164]. Anson- 
sten kristallisiert die weniger dichte Graphit- 
struktur, wie das nebenstehende Beispiel ei- 
ner LID-Simulation2 der Abscheidung ther- 
mischer (1 eV) Kohlenstoffatome auf eine 
(100)-Siliziumoberfläche zeigt (Abb. 4.11). 
Thermodynamisch gesehen sind die hier 
zur Diskussion stehenden Kristallisations- 
vorgänge Nichtgleichgewichtsprozesse. Die 
Phasenbildung ist stark kinetisch kontrolliert, 
so daß die Konfigurationsentropie zur be- 
stimmenden Größe wird, was die Bindungs- 
-Siehe auch Abschnitt 8.2. 
Abbildung 4.11: MD-Simulation 
der Deposition von atomarem 
Kohlenstofl auf eine (100)- 
Siliziumo berfläche. 
zustände niedriger Ii;oordination bevorzugt. 
Da Bornitrid keine amorphen h4iscliphasen aus sp"- und s1i2-ge1)iiriderien Berei- 
chen ausbilden kann, ohne energetisch ungünstige, niclitctöcliio~rietrische Bindun- 
gen aufzubauen, ist die Kristallinität der SI?-gebundenen Z~~risdieriscl~iclit~ 11icht 
aber ihre Textur zu verstehen. Die positive Steigung der Gleidigewichtsliriie zeigt 
die Bevorzugu~ig des 11.-BN bei hohen Temperaturen. Dieses kann der Grund 
dafür sein, daß die Dicke der t-BE Zmischenschidit bei hohen Teriiperaturen zu- 
riinimt [8 11. 
Die wesentliclie Frage bleibt, die nach dem Mechanismus des Phasenübergangs 
zur kubischen Rfodifikatio~i. Da ein direkter marterisitischer Phasenübergang von 
den sp"-ge1)undeneri BK-Strukturen zur dichten Phase energetisch stark gehemmt 
ist [18, 231 und extrem hohe Drücke verlangt (HTTP-Synthese), müssen andere 
Mechanismen zur IJerdichtung der t-BiX Struktur führen. 
Eine wesentliche Rolle kann hier die Defektbildung spielen, welche im folgenden 
Kapitel diskutiert wird. 
Intrinsische Punktdefekte 
Bei der Filmdeposition von C-BN werden unabhängig vom Depositionsverfahren 
immer deutliche Abweichungen von der Stöchiometrie gefunden. Auch wenn die 
Deposition unter optimierten Bedingungen stattfindet, tendieren die Filme da- 
zu. leichten Stickstoffmangel zu zeigen. da durdi den Ionenbeschuß Leerstellen 
erzeugt werden und der Stickstoff aus oberflächennahen Bereichen herausdiffun- 
dieren kann [53, 1661, so daß ein Borüberschuß entsteht. 
Trotz des offensichtlichen Einflusses von Punktdefekten auf die phvsikalischen 
Eigenschaften von Bornitrid und ihrer möglichen Rolle für das Schichtwachstum 
sind diese bisher vergleichsweise wenig untersucht worden. 
Neben einer ausführlichen experimentellen Arbeit mit Core-Level-Photo- 
absorptionsmessungen von Defekten in verschiedenen BIV-Modifikationen durch 
Jimenez et al. [167] existiert nur eine kleine Zahl theoretischer Untersuchun- 
gen von Defekteigenschaften. Gubanov et al. haben die elektronischen Eigen- 
schaften von Vakanzen 1341 sowie von Kohlenstoff-, Silizium-, Beryllium- und 
Magnesium-Verunreinigungen in C-BN [33, 1681 untersucht, während Piquini et 
al. [I691 die Stickstoffvakanz, den Bor-Platzwechseldefekt und das Sauerstoff- 
fremdatom in e-BN mit Hilfe von Hartree-Fock-Rechnungen molekularer Cluster 
charakterisiert haben. Von Estreicher et al. 1351 ist die Gleichgewichtsstruktur 
von neutralem Stickstoff berechnet worden, Howard [I701 hat mit Hilfe einer 
Hartree-Fock-Rechnung die Bildungsenergie verschiedener Fremdatomtypen in ei- 
nem kleinen B,K,Hk-Cluster untersucht, und kürzlich wurde von Widany et al. 
[36] die Rolle des Wasserstoffs in C-BN diskutiert. Bisher sind dagegen keine ab- 
initio-Rechnungen bekannt, welche energetische und strukturelle Eigenschaften 
intrinsischer Punktdefekte in den relevanten Modifikationen C-BN und h-BK be- 
stimmt haben. 
In diesem Kapitel werden deshalb scf-Dichtefunktionalrechnungen auf LCAO- 
Basis zu intrinsischen Punktdefekten vorgestellt. Die Bildungsenergien und Struk- 
tur von neutralen Bor- und Stickstoff-Zwischengitteratomen, Vakanzen und Platz- 
wechseldefekten werden für Suiperzellen aus 64 f 1 ,4tomen berechnet. 
5.1 Berechnung der Bildungsenergien 
Die t-ritersuchu~ig der Defektstruktureri erfolgte rnit Hilfe des LCLZO-Codes 
FAST~TRUCTURE-SIMANN. bei dem die Gesa~ntenergien und Kiafte mit dem 
Harris-Funktional berechnet werden [108, 1711. Dieses ist irr1 Funlitiorierirau~n 
definiert und lia111i fiir jede Referenzdichte ausgewertet werde~i. Eine Sum- 
me von gewichteten atomzentrierten sphärisdi-synnietrische~i Elelitrorie~ididi- 
teri mit festen Multiplikatoren wird dabei als A~ifangsdidite gm-5hlt und 
die Einteilcheri-Kohn-Sham-Gleichung [108, 1071 einnial für einen gegebene11 
Satz atomarer Koordinaten bestimmt. Die numerische LCAO-Basis wurde auf 
3.3 -4 begrenzt. -41s Austausch-Korrelationsfunktio~ial diente die Vosko-Wilk- 
Xusair-Parametrisierung. 
Ladungsdichten und atomare Positionen wurden mit Hilfe des Brovden-Fletcher- 
Algorithmus E1291 optimiert. während für die Ic-Integration nur der I?-Punkt 
diente. 
Zur Bestimmung der absoluten Defektbildungsenergien aus den Gesamteneigie- 
rechnungen wurde ein Formalismus eingesetzt, den Qian et ul. [I721 zur Berech- 
nung von Oberflächenbildungsentlialpien vorgeschlagen haben. Das chemische Po- 
tential p, ist die Ableitung der Gibbsschen Freien Enthalpie nach der Zahl der 
Teilchen vom Typ i: p, = dG/an,. Im thermodynamischen Gleicligewicht ist 
das chemische Potential j1, einer gegebenen Teilchensorte in allen koexistieren- 
den Phasen das gleiche. Am absoluten Kullpunkt kann das chemische Potential 
der Gesamtenergie pro -Atom gleichgesetzt werden, weil der Einfluß von Druck 
und Nullpunktsbeiträgen vernachlässigbar klein ist [140]. 
Die Bildungsenergie RD eines Defekts im Ladungszustand Q hängt dann vom 
chemischen Potential des Konstituenten pz und dem elektronischen chemiscl;ien 
Potential ,U, ab, 
QD = ED - Q (-G + 11,) - C ni j ~ i  (5.1) 
Z 
wobei ED die Gesamtenergie der Superzelle mit Defekt, n, die Anzahl der Atonie 
vom Typ i und E, das Valenzbandmaximum der idealen Superzelle ist. 
Wenn das System einen Überschuß an Konstituenten i enthält. kann dieser ober- 
schuß ein Volumenpräzipitat bilden. Folglich darf das chemische Potential j ~ ,  ~iicht 
größer sein als das im Volumen (pbulk).  Für natiTe Defekte in Bornitrid wird Glei- 
chung 5.1 zu 
ClD = ED - Q(E, + p,) - 7 a ~ j ~ x  - RBJLB. (5.2) 
Zusätzlich gelten die folgenden Beziehungen: 
bulk 
P B  5 P B  . 
bulk Px 5 px 
bulk 
/ L n '  4- ~ L B  = PBN . 
- &lk + +CZk i- Mif, 
wobei A H f  die Standardbildungsent1~alpie ist. Daraus ergibt sich, ditß pi auf 
folgendes Intervall bescliränkt ist: 
Deshalb ist die Differenz des chemischen Potentials 
für stickstoff- bzw. borreiche Umgebungen auf den Bereich - A H f  bis A H f  limi- 
tiert. Mit Hilfe dieser Definition kann die Defektbildungsenergie berechnet wer- 
den: 
1 1 bulk bulk 
Q D ( ~ P ?  Q r  ~ e )  = E D  - ( n ~  + nhr)~:;! - ;(ng - T L ~ ) ( ~ ~  / L N  ) 
Ei7 
1 
-Q(Eu + Pe) - 5 ( n ~  - ~ N ) A P -  (5.6) 
Das chemische Potential des atomaren Reservoirs ist die Summe aus den ato- 
maren Gesamtenergien und der Bindungsenergie für festes Bor und diatomaren 
Stickstoff. Diese betragen 5.81 eV/Atom für Bor und 4.92 eV/,4tom für Stick- 
stoff [139]. Die Bindungsenergie von BN ist im vorhergehenden abschnitt 4.3 be- 
stimmt worden und beträgt 12.94 eli/f.u. für C-BN und 12.75 eV/f.u. für h-BN. 
Daraus ergibt sich eine Standardbildungsenthalpie von -2.2 eV/f.u. für C-BN b z ~ .  
-2.0 eV/f.u für h-BN. Dieses führt zu $ilp = f 1.1 eV bzw. f1.0 eV. 
Die im folgenden vorgestellten Rechnungen beschränken sich auf einfache hoch- 
s)-mmetrische Punktdefekte, für die ausschließlich der neutrale Ladungszustand 
betrachtet wurde. 
5.2 Punktdefekte in C-BN 
5.2.1 Intrinsische Zwischengitteratome 
In C-BN gibt es zwei nicht äquivalente tetraedrische Umgebungen für ein Zwi- 
schengitteratom mit Td-Symmetrie; das Defektatom kann entweder von vier Stick- 
stoffatomen als nächsten Kachbarn (TN) umgeben sein oder alternativ von vier 
Boratomen (SB). Daraus ergeben sich die verschiedenen Defektkonfigurationen N 
auf Tv, X auf TB, B auf TK und B auf TB. Aufgrund der weiten Bandlücke in C-BN 
und der hohen Elektronendichte ist die Bildungsenergie für diese Defekttypen ex- 
trem hoch. Für das neutrale Stickstoffatom auf dem TA?-Platz ergibt sich eine 
Bildungsenergie von 28.2 eV bei unrelaxierter Umgebung. Der Grund dafür ist 
die hohe kinetische Energie der zusätzlichen Elektronen des Zwischengitteratoms. 
Darüber hinaus hebt der Mangel an besetzten d-Orbitalen die Bildungsenergie 
signifikant an. 
5.2. Punktdefekte in c-BN 
Tabelle 5.1: Radiale Relaxation um intrinsische Zw.ischengitter(~tornf: i n  I-BN: 
Berechnet ist die relative Änderung des Abstands zwischen dem Defekt und den 
Atomen der ersten und zweiten Nachbarschaflssphäre. 
Defekttyp 
Atomtyp 
iV auf TN 
B auf TB 
X auf TB 
B auf TN 
N auf D3 
B auf D3 
Abbildung 5.1: Ausschnitt der Su- 
perzelle mit N auf TAT-Platz in [100]- 
Richtung betrachtet. Das Defektatorn 
liegt hinter einem Kristallatom. 
Die radiale Relaxation der nächsten Nach- 
barschaftsspliäre um das Stickstoffatom 
auf dem TN-Platz beträgt 17 % und 
führt zu einer beträchtlichen Erniedrigung 
der Bildungsenergie auf 22.1 e'l' (siehe 
,4bb. 5.1). Dieser Wert entspricht etwa 
der Bildungsenergie eines tetraedrisdieri 
Kohlenstoff-Zwischengitterittoms iri Dia- 
mant (N 24 eV), ist aber viel höher als fiir 
den vergleichbaren Defekt in Silizium (4- 
5 eV> [173]. 
Aufgrund der geringeren Elektroiienzahl 
hat ein Boratom auf dem T.xr-Def~~ktplat~ 
eine Bildungsenergie von 22.7e'lr, clie 
durch R.elaxation der Uiiigcbii~ig i~uf 
19.4 eV erniedrigt wird. Hier riiniirit der 
-4bstand zwischen Defekt und ~iäcllst c.11
Erste Naclibarscliaftssp112re Zweite Naclibürsc1iüftss~)Iriiire 
Nachbarn um 4 %I ab, wohingegen die zweite Sacl~barsc:haftssp11iir~ iiri i  9 % 11iwh 
außen relaxiert (siehe Abb. 5.2). 
,&hnliche Ergebnisse finden sich für den TB-Platz. Die Bildu~igs~iitqic. des St irk- 
stoffdefekts beträgt hier 22.6 eJy für das ideale C4ittt.r und 19.0 P\- Iwi iiiri 3 'X 
nach außen relaxierter Umgebung. Ein Boratorn aiif TB fiihrt zu einer st5rkclrtl1i 
Deformation um 8 % und hat eine Bildungsenergie w r i  20.1 e'l- lux .  22.8 PI' irr1 
idealen Gitter. 
Der Defektplatz mit hesagonaler Da-Sym~rietrie ist eirideiitig mit drt4 Stickstr~ff- 
und drei Boratomen als nächsten Xachbarn. Die El~ktro~ir~idir l i t t~~i u~id  folglich 
die Bildungsenergien sind hier etwas niedriger als fiir den tctr;tecirist.firn Dtlft.kt- 
platz. Sie betragen 23.7 e'lc fiir Stickstoff uricl 19.9 cY für Bor iru idtden Gittw. 

















56 5. Intrinsische Puaktdefekte 
Abbildung 5.2: Links dargestellt ist der Ausschnitt der Superzelle mit N auf D3- 
Position gesehen aus [lll]-Richtung, rechts der Ausschnitt der Superzelle rnit B 
auf Tn--Platz in [100]-Richtung betrachtet. 
Typus des Defektatoms entsprechen, zeigen eine stärkere Relaxation nach außen 
(19 % und 16 %) als die vom jeweils entgegengesetzten Atomtvp, die nur um 
7 % bei Stickstoff und -3 % bei Bor relaxieren (siehe Abb. 5.2). Die Tabelle 5.1 
zeigt eine Übersicht der berechneten radialen Verzerrungen, in Tabelle 5.2 sind 
die berechneten Bildungsenergien zusammengefaßt. 
Abbildung 5.3: Schematische Dar.stellung der hochsymmetrischen Punktdefekte in 
c-&'V. TLv und TB bezeichnen die tetraedrischen Positionen, D3 den hexagonalen 
Platz. 
+BR' 
N auf TAT 
N auf D3 
B auf TB 
B auf SN 
IY auf TB 






Tabelle 5.2: Bildungsenergien (E& in eV) neutraler Punktdefekte in c-BN berech- 


























Durch die Bildung einer Vakanz in einem idealen BK-Gitter hybridisieren die frei- 
en (dangling) sp3-Bindungen und bilden bindende und antibindende Zustände. 
Letztere gehören zur dreifach-entarteten Tz-Darstellung und erzeugen tiefe loka- 
lisierte Zustände in der Bandlücke, wenn die Td- Gittersymmetrie erhalten bleibt. 
Symmetriebrechende Relasation in Verbindung mit dem Jahn-Teller-Effekt hebt 
die räumliche Entartung auf. Die Bindungszustände gehören dann zur nicht- 
entarteten Al-Darstellung und liegen innerhalb des 'Ialenzbands (detailierte , b a -  
lyse bei Gubano~ et al. 1341). 
Wenn man die Spin-Entartung berücksichtigt, können sechs Elektronen den T2- 
Zustand, zwei Elektronen den Al-Zustand besetzen. Aufgrund des abstoßenden 
Potentials werden die sechs Vakanzelektronen aus dem lalenzband gehoben. 11x1 
Fall einer Stickstoffvakanz werden fünf Bindungselektronen aus dem Kristall ent- 
fernt, und es bleibt für eine neutrale Leerstelle folglich ein besetzter Zustand auf 
tiefem Energielevel. 
Ein Boratom hat drei Elektronen im lokalisierten tiefen Energiezustand und ist 
daher eine stärkere Störung als eine Stickstoffvakanz. 
Dieses drückt sich in der höheren Bildungsenergie wri 10.4 el' in1 Vergleich zu 
7.6 eTL- bei Stickstoff aus. Alle vier Boratome. welche die Stickstoffi-akanz umv-  
ben. relasieren um 5 % des Bindungsabstands in einem reinen Brnc~tfiz"~q-Morle 
nach außen und erniedrigen die Bildungsenergie auf 7.3 PT. Die Borvakailz hat 
eine Bildungsenergie von 9.2 eV mit 11 % Relasation der Vniget~urig in ~hmfalls  
reinem Breathi~tg-XIode. 
5.2.3 Platzwechseldefekte 
Die Platzwecliseldefekte sind neben den Vakarize~i die tlorriiriiereride~i Piinktd~- 
fekte in C-BN. Ein Stickstoffatom auf einein Borplatz hat eine Bildungseriergie 
von 10.2 eT7 bei 13 % Relaxation der Unige1)ung und 12.8 (>T7 irr1 idealen Kristall. 
Irn Vergleich dazu ist ein Boratom auf einem Stickstoffplatz aufgrurid zweier feh- 
lender Elektronen energetisch begünstigt. Hier relaxiert die 'Limgehung nur uni 
4 % des Bindungsabstands und erniedrigt dadurch die Bildungsenergie von 9.3 eV 
auf 9.1 el'. 
Die Konzentrationen der unterschiedlichen nativen Defekte werden durch ihre Bil- 
dungsenergie bestimmt. sieht man von den Einflüssen durch Stöchiometrieände- 
rungen ab. Für neutrale Punktdefekte ist der dominante stöchiometrieerhalte~ide 
Defekt das B auf N , N auf B Platzwechselpaar. Die Summe ihrer Bildungsenergie 
ergibt 19.3 eTr im Falle zweier getrennter Defekte und reduziert sich auf 9.1 eT'. 
wenn die beiden Defekte auf Nachbarplätzen sitzen. Die Stickstoffatome relaxie- 
ren um den N-Defekt um -2 % nach innen, die Boratome um das B-Atom auf 
dem N-Platz um 1 % nach außen. Der Defektabstand wird dabei kaum geändert. 
5.3 Punktdefekte in h-BN 
5.3.1 Interkalierte Defekte 
Die energetisch günstigsten Positionen finden Defektatome im Bereich zwischen 
den basalen Ebenen, wo sie relativ frei diffundieren können. Während für Koh- 
lenstoff in Graphit die -4ktivierungsbarriere nur einige zehntel Elektronenvolt 
beträgt 11741, ergeben die Rechnungen dieser Arbeit für Bor- und Stickstoffmi- 
gration in h-BN beträchtlich höhere Energien von 1-2 eV. 
Als energetisch günstigste Defektpositionen konnte für das interkalierte Stick- 
stoffatom die sogenannte Canted-Interstitialposition, für interkaliertes Bor eine 
dem Wallace-Typ1 ähnliche Position identifiziert werden. Die Bildungsenergie~i 
der beiden Defekttypen wurden für die relaxierte Umgebung jeweils mit 7.3 eT' 
bestimmt. In den Abbildungen 5.5 und 5.4 ist gut zu erkennen, daß die Inter- 
kalation von Defektatomen zur Deformation der basalen Ebenen führt, deren 
Netzebenenabstand sich um bis zu 0.1 vergrößert. 
Die Defektbildungsenergie des Boratoms in der Canted-Position liegt dabei nur 
um 0.2 eV über der für den Defekt vom Wallace-Typ, während beim Stickstoff 
die Bildungsenergie eines Defektes vom Wallace-Typ um fast 1 eV höher ist als 
für die Canted-Position. 
l Bezeichnung nach Heggie [175]. 
&Abbildung 5.4: Interkalierter Stickstofjc in  h-BN. Die günstigste Defektposition ist 
der Canted-Defekt. 
Abbildung 5.5: Interkaliertes Bor in  12-BN. Eine dem Wu1lucr~- T?lp iihnlicli e. Ir.ic:li f 
verzerrte Defektposition ist eneqetisch um giinstigstew. 
h-BN ideales Gitter rttlasiertc~ Urrigel)ii~ig 
B Vakanz 10.4 10.4 
N ,.Caritedh 10.6 7 .3  
B „JYallaceb 10.0 7 .3  
N Platzwechsel 9.1 9.1 
Doppelter Platzwechsel 8.8 8.1 
N Vakanz 7.3  7 .3  
B Platzwechsel 7.2- 5.7 
Tabelle 5.3: Bildungsenergien (E& in  e V)  intrinsische^ Punktdefekte i n  h-BN 
berechnet mit Superzellen aus 64 5 1 Atomen für ideale und relaxierte Atomposi- 
tionen . 
5.3.2 Leerstellen und Platzwechsel 
Wie in der kubischen Phase sind die Stickstoffvakanz und die Platzwechseldefek- 
te auch im h-BN die dominierenden Punktdefekttvpen. Das Boratom mit drei 
ungepaarten Elektronen ist auf einem Stickstoffplatz der energetisch günstigste 
Punktdefekttyp. Die Bildungsenergie der Stickstoffvakanz entspricht dem Wert: 
der für den gleichen Defekt in der kubischen Phase gefunden wurde. Die Bor- 
vakanz hat mit 10.4 eV die höchste Bildungsenergie aller Defekttypen in h-BN 
(Tab. 5 .3 ) .  Das IL' auf B, B auf N Platzwechselpaar ist mit 8.1 eV energetisch 
günstiger als im C-BIS. Blase et al. [I761 geben für diesen Defekttyp in einer 
isolierten h-BN-Schicht einen vergleichbaren Wert von 7.1. eV an. 
5.4 Diskussion 
Die Rechnungen zeigen, daß in C-BN und h-BN die Stickstoffvakanz und das Bor- 
atom auf dem Stickstoffplatz die niedrigsten Defektbildungsenergien aufweisen. 
Dieses Ergebnis steht in voller Übereinstimmung zu den Messungen von Jimenez 
et al. [167], welche die Stickstoffvakanz als dominierenden Defekttyp identifiziert 
haben. Sie finden zudem die Bildung von B-B-Sequenzen. Dieses steht in uberein- 
stimmung zur Rechnung: da der Bor-PlatzWechseldefekt neben der Stickstoffva- 
kanz sowohl in c-BN als auch in h-BN die niedrigste Bildungsenergie hat. Zudem 
bestätigt die Theorie die Beobachtung, daß Borvakanzen nur in geringerem Um- 
fang auftreten, da zur Bildung dieses Defekttyps eine höhere Energie als bei den 
zuvor genannten Defekten notwendig ist. Zwischengitteratome stellen in C-BN ei- 
ne extrem starke Störung dar und sollten daher nur in geringen Konzentrationen 
vorhanden sein. 
Dagegen kommt den interkalierten Defekte in h-BN eine besondere Rolle zu. Ei- 
nerseits dürften sie der Grund für die aufgeweiteten Netzebenenabstände sein, 
die in der t-BN-Schicht dünner Filme gefunden werden [8], andererseits ist es 
5.4. Diskussion G 1 
rnöglich, daß Defektkondensation zwischen den basalen Ebenen einen Keini für 
die c-BN Phasenbildung bildet. Aufgrund der vergleichsweise hohen Migrations- 
barriere sind die interkalierten Defekte thermisch stabil und sollteri wegeil ihres 
sp-Biridungscharakters einen IR-aktiven Mode besitzen, der von den für c-BX 
und h-BN typischen Frequenzen abweicht. 
l'erwendet man die charakteristische l'ibrations~node des linearen NBK- 
Moleküls, die sich mit dem LCAO-Code DMOL zu 1560 cm-' ergibt, als erste 
XIaßzahl hierfür, so fällt auf: daß dieser Wert ziemlich genau der Wellenzahl ei- 
ner polarisationsabhängigen „Schulteru im IR-Signal dünner BN-Filme entspricht 
[177, 178, 1791, die bisher nach Gielisse et al. [I551 als ZPhononen-Peak des h-BN 
interpretiert wird. Eine genaue Analyse und Diskussion dieses möglichen Zusam- 
menhangs ist Gegenstand aktueller Untersuchungen. 
Der einzige stöchiometrieerhaltende Defekttyp ist der doppelte Platzwechsel. So- 
fern die Atome nicht auf Nachbarplätzen sitzen, betragen die Defektbildungsener- 
gien im c-BN 19.3 eV und 13.8 e17 im h-BN. Die Bildung frustrierter BB- und 
NN-Bindungen ist folglich energetisch sehr ungünstig. Deshalb zeigen Bornitrid- 
schichten mit hohem c-BN-Gehalt nahezu ideale Stöchiometrie [SI. Diese chemi- 
sche Selektivität ist von wesentlicher Bedeutung für die Strukturbildung. Sie hat 
beispielsweise zur Folge, daß stöchiometrische amorphe BN-Strukturen nur aus 
locker gepackten geradzahligen Ringen und deren linearen Verknüpfungen beste- 
hen können, während für die Bildung dichter amorpher Strukturen nichtstöchio- 
metrische BB-Bindungssequenzen notwendig sind. 
Theorie der klassischen 
interatomaren Potentiale 
In der Theorie der klassischen interatomaren Potentiale betrachtet man die wech- 
selwirkenden -4tome als System chemisch inerter Punkte. Dabei wird der Einfluß 
des Elektronensystems auf die Bindung nur implizit berücksichtigt, so daß die 
funktionale Form und Parameterwahl eines Potentials für die betrachteten Bin- 
dungstypen und -partner spezifisch sind. In der Regel lassen sich die Parame- 
ter mit Hilfe experimentell bestimmter Materialeigenschaften anpassen, weshalb 
man auch von empirischen Potentialen spricht. Eine verbesserte Darstellung wird 
möglich, wenn die Potentialfunktion an Ergebnisse aus ab-initio-Rechnungen ge- 
fittet wird, so daß ein größerer Bereich der Potentialhyperfläche erfaßt werden 
kann. In diesem Fall wird die Bezeichnung semi-empirisches Potential verwendet. 
Im Rahmen der Born-Oppenheimer-Näherung läßt sich die potentielle Energie q 
eines Ensembles aus -V -4tomen an den Positionen r, als Summe aus Einteilchen-. 
Paar-, Drei- und Mehrkörpertermen schreiben als 
wobei E die Gesamtenergie des Systems und die Gesamtenergie N iso- 
lierter Atome ist. Sofern keine äußeren Felder anliegen, ist 41 gleich Null? so da13 
die potentielle Energie des Systems dann durch 
gegeben ist. Das Minimum der potentiellen Energie entspricht der gesamten Bin- 
dungsenergie des Teilchenensembles. In der Regel geht man davon aus: daß die 
Reihe 6.1 hinreichend schnell konvergiert. Im Falle von Edelgas-Kristallen genügt 
es beispielsweise. nur Zweikörperterme (@ = o2) zu berücksichtigen. während 
für kovalent gebundene Systeme mindestens ein weiterer Term höherer Ordnung 
notwendig ist. 
In diesem Kapitel werden typische Potentiale für die Gre~izfälle der wrsdiiedene~i 
Bindungstyperi beschrieben und das Bond-O~de~Iionzept t~irigeführt. 
Van-der- Waals-Bindung 
Ihn-der-Waals-mfte entstehen durch interatomare oder intermolekulare Dipol- 
Dipol-Wechselwirkung 11801. Dabei kann es sich um die Wechselwirkung per- 
manenter Dipole, induzierter Dipole oder die Dispersionswechsc3lwirkung der 
sich wechselseitig polarisierenden Elektronenhüllen handeln. Das van-der-Waals- 
Potential ist in jedem Fall ein attraktives Zentralpotential (cx TG"), das nur von 
den interatomaren abständen riJ abhängt. 
Beispielsweise bilden Edelgase aufgrund ihrer abgeschlossenen ~lekt~onenschalen 
sogenannte van-der-Waals-Kristalle, in denen nur sehr schwache Bindungen auf- 
treten. Die stabilisierende repulsive Wechselwirkung kommt durch die Abstoßung 
der Ionenrümpfe zustande und wird im Fall der van-der-IYaals-Kraft als propor- 
tional T-" angenommen. Damit ergibt sich für das Potential eines Edelgaskristalls 
oder mit der (willkürlichen) Wahl n = 12 dann speziell das Lennard-Jones- 
Potential 
bei dem die Parameter T, und 6 den Radius des repulsiven Kerns und dir 
Stärke der Bindung bestimmen. *4llerdings können auch bei Edelgassystenien 
Multipolterme höherer Ordnung nicht immer vernachlässigt rwrcien (Dipol- 
Quadrupol. . . .) [181]. 
6.2 Ionische Bindung 
In ionisch gebundenen Systemen findet ein Elektronentransfer zwisdi~~i  t h  Bin- 
dungspartnern statt. Es liegen daher Ionen mit (nahezu) abg~sch~asseiitri Elektro- 
nenschalen vor (z.B. NaC1, LiF), die einen positiven oder negative11 Larlurigsütm- 
schul3 haben. Diese kann man als elektrische hionopole (&) betrachten. derw 
ritt erSUM- TTechselwirkung durch das Coulomb-Gesetz beschrieben wird. Da die C* 
me über die Coulomb-Terme im Kristall (Madelung-Energie) negativ ist. miiß 
ein repulsiver Potentialterm addiert werden. 1111 einfachsten Fall ser\vendel: man 
einen exponentiellen Born-Mayer-Term, so daß sich das Potential für einen 1s- 
nenkristall als Summe der Paarternie 
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schreiberi liiJ3t, wobei ,-Iq und pi j  freie Parariiet.er sirirl. Bei einigen Ioric?~ilirist,al- 
len (CdS, BeO, Zn0, ZnS) genügt die Näherung einer rein io~iisdic?n Biridung 
allerdings nicht: da der Ladungstrarisfer unvollstäridig ist [182, 1831 und liompli- 
ziertere Iiristallstrukturen gebildet werden. Deshalb verwendet man hier effek- 
tive Forrnalladungen 2: sowie zusätzliche van-der-Waals- und Mehrkör~~rterrne 
[184]-[I861 zur Beschreibung der interatomaren 1Vechselwirku1ig. 
'\Qn Dick urid Overhauser wurde ein Schalenmodell eingeführt, welclies zusätzlich 
die Modellierung dielektrischer Eigenschaften von Ione~ikristalleri erlaubt [187]. 
Dabei wird die Polarisierbarkeit der Ionen durch masselose Schalen berücksich- 
tigt, welche die Ladung Ylel tragen und den Kern umgeben. Die Summe aus der 
Ladung des Kerns und der Schale ergibt die Formalladung. Ein harmonisches Po- 
tential $kr2 (,,Federu) koppelt den Kern und die Schale, wobei die I<raftkonstarite 
k aus der Polarisierbarkeit (Yt i ) /kc ,  des freien Ions folgt (e:= Elementarladung, 
C,:= Dielektrizitätskonstante). 
1i;ennzeichnend für reine Paarpotentiale sind einige allgemeine Merkmale: 
Das van-der-waals- und das Coulomb-Potential beschreiben jeweils lang- 
reichweitige Wechselwirkungen. Da die Paarterme Uij für r > r, nie zu 
Null werden, ist die Berechnung der Gittersummen aufwendig (Ewald- 
Summation [188]-[192]). 
Zentralpotentiale stabilisieren dichte Kristallpackungen, offene Strukturen 
dagegen nicht. Sie sind deshalb zur Beschreibung kovalent gebundener SI- 
steme ungeeignet. 
6.3 Kovalente Bindung 
Die Theorie der interatomaren Potentiale ist für kovalent gebundene Kristalle 
weit weniger entwickelt als für ionische oder metallische Systeme. 
Es überrascht nicht. daß insbesondere das technologisch relevante Silizium als 
..Drosophilau für die Entwicklung der Potentiale dient. Insgesamt sind in den 
zurückliegenden Jahren mehrere Dutzend Potentiale für dieses Prototypmaterial 
vorgeschlagen worden, die in den Zusammenstellungen von Torres und Stoneham 
[I931 sowie Erkoc [41] zu finden sind. 
Allen Potentialen ist gemein, daß sie explizit oder implizit Terme höherer Ord- 
nung (3-, 4-,. . . Körperterme) beinhalten, welche die typische tetraedrische Win- 
kelabhängigkeit der Bindungen beschreiben können. 
Klassische Potentiale für kovalent gebundene Systeme lassen sich in drei Gruppen 
einteilen: 
2. Clusterpotentiale 
3. Clusterfunktionale oder Bori(l-Orde~Pote~itiale. 
V(~ler~ce-Fo7.c:~-Potentiale dienen dazu, Gruridzi~staridseige11sc~iaftm wie etwa Ela- 
stizitätseigenschaften und Phonorienspektmn zu besclireilwn und sind Taylorcnt- 
n-icklungen der Gitierenergie um die atromareri G l e i c l ~ g e ~ ~ ~ i c ~ ~ t s ~ ) o s i t i o ~ ~ c ~ ~ i .  Sie sind 
iiicht in der Lage, Strukturen verschiedener Koordination zu stabilisieren. und 
werden für Konfigurationen fern des Gleichgewiclits ungenau. Das bekannteste 
killer7,re-Forc:e-Pote~itial ist das Keatirig-Modell [194]; ein oberlick iiber weitere 
ist bei I h l e  (1951 zu finden. 
Als Clusterpotentiale werden nach Carlsson [42] solche Funktionen l~ezeichnet, 
welche einen expliziten hlehrkörperterm enthalten ( 4  = p2+d3) und in der IVech- 
selwirkung auf eine definierte Naclibarschaftssphäre beschränkt sind. Clusterpo- 
terit.de können auf diese Weise das Entstehen und ilukrechen von Bindungen 
beschreiben. 
Clusterfunktionale sind dadurch charakterisiert. daß die Mehrkörperwechselwir- 
liu~ig in ,.effektivenb Paarpotentialen implizit berücksichtigt wird: 
Sie sind ebenfalls kurzreichweitig und bestehen in der Regel aus einer Summe von 
repulsivem und attraktivem Paarterm! welcher mit einem umgehu1igsabliä11gigen 
Bond-Order-Parameter gewichtet wird. 
6.3.1 Clusterfunktionen: Stillinger- Weber-Potential 
Der direkte Weg, Terme höherer Ordnung in G1. 6.1 zu berücksichtigen. ist die 
Addition eines expliziten Dreikörper-Terms, der das Potential zwischen zwei Teil- 
chen von der Lage eines dritten abhängig macht. Potentialfiiriktione~i dieses Typs 
sind z.B. das PTHT- (1961, das Biswas-Hamann- [I971 und das Stillinger-Weber- 
Potential (SW) [198], welches eine besonders übersichtliche explizite Forni hat. 
Das SmT-Potential ist wahrscheinlich eines der am besten untersuchten und a ~ n  
häufigsten verwendeten klassischen Potentiale1. da es zahlreiche Eigensdiaften 
von Silizium gut modelliert [202] und dabei vergleiclisweise einfadi zu  program- 
mieren ist. Empirische Potentiale werden häufig nur an Kristalleige~iscl~aftexi axi- 
gepaßt, die durch den harmonischen Bereich des Potentialtopfs bmtimmt w r -  
den. Folglich ist es von Interesse, ob die Potentialhyperfläche auch fiir starke 
Gitterstörungen. wie sie bei ionenstrahlinduzierten Prozessen auftretm kiinnrn. 
richtig beschrieben wird. -Am Beispiel des SW-Potentials wurdt. deshalb folgerde 
Yergleichsrechnung durchgeführt: In einem idealen ..eingefrorenen" Siliziunikri- 
stall wird eines der Gitteratome in der (100)-EI1~ne sersc~iobcn itnd die h d e -  
'Paranietrisierungen für andere kovalent gebundelie Systeme esistieren ~hcnfalls :109. 200. 
2011. 
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Abbildung 6.1: Äqulpotentiallinien für ein Gitteratom, das in der (100)-Ebene 
eines eingefrorenen Siliziumgitters um (Az, Ag) verschoben wird. Die dicken 
Linien zeigen das Ergebnis der Rechnung mit Hilfe des SW-Potentials (Difle- 
renzschritt 2 e V), die unterlegten Felder das Resultat einer DFT- Tight-Binding- 
Rechnung [203]. 
rurig der potentiellen Energie des Kristalls für jeden Verschiebevektor mit Hilfe 
des SW-Potentials und eines DFT-Tight-Binding-Verfahrens [102, 2031 berechnet. 
In -Abb. 6.1 ist das Ergebnis gezeigt. Die Winkelabhängigkeit des SW-Potentials 
ist etwas schwächer ausgeprägt als bei der DFT-TB-Methode. doch ist die klas- 
sisch berechnete potentielle Energie auch bei großen atomaren -4uslenkungen in 
guter ¿=l~ereinstimmu~ig mit dem ab-initio-Ergebnis. 
Durch die expliziten Dreikörpert.erme in den Clusterfunktionen wird die Winkel- 
torsio~i der tetraedrischen Bindungen sehr gut beschrieben. ,Andererseits können 
plä~iare ,$I?-hybridisierte Bindungen mit den1 gleiciie~i Parametersätzen nur 
sc41Iecht mriodelliert werderi. wie von Balanictrie et (11. 12021 gezeigt wurde. Folglich 
siritl Cliisterfunktionen fiir Strukturen, die so~~ol i l  sp:'- als auch SI?-gelmnde~ie 
Modifikationen aiifweise~i (C, BN) . wenig geeignet. 
6.3. Iiowlente Bindung 
6.3.2 Clust erfunktionale und Bindungsordnung 
Den Clusterfunktionalm liegt das I<o~izept der cheriiisdic~ri Bi1irlii1igsortl11111ig 
(Bond-Order) zugrunde 1204, 2051. welches Abell [20G] mit Hilfe einfixher quari- 
tenriiechanisdier Überlegungen belegt Iiat. Es lautet: 
Je mehr Bindungsriachbar~i ein At,om hat, desto 
schwächer ist die Bindung zu jedem seiner Kachbarri. 
In dieses Bond-Order-Schema lassen sich kovalente und metallische Bindungen 
gleichermaßen einordnen. Dabei ist die wesentliche Variable die Koordinatio~is- 
zahl, also die .41izalil Z der nächsten Nachbaratome. Die Bindungsenergie ist i ~ n  
-4bell-Formalismus eine Summe über alle atomaren Plätze: 
Jeder Beitrag setzt sich aus einem repulsiven und einem attraktiven Paarterm 
zusammen: der vom umgebungsabhängigen Bond-Order-Parameter B, gewichtet 
wird: 
Dabei läuft die Summe über alle nächsten Nachbarn j des Atoms i. Der Bond- 
OrdertParameter ist eine Funktion der Anzahl und Positionen der nächsten Yach- 
baratome, deren explizite Form die Potentialeigenschaften wesentlich bestimmt. 
Die prinzipielle Abhängigkeit von der Koordinationszahl kann man nach Ahell 
folgendermaßen formulieren: 
Bij oc 2-&. (W 
Dieses Konzept ermöglicht es, in einfacher Weise die vielfältigen Struktur~n ver- 
schiedener Materialien zu verstehen. Mit der Zahl der nächsten ?Jachbarn wächst 
die Anzahl der Summanden in G1. 6.8. Gleichzeitig nimmt die Stärke der ein- 
zelnen Bindung mit wachsender Koordination ab, so daß die Balance dieser ge- 
genläufigen Effekte letztlich die stabile Struktur bestimmt. Je niehr die Energie 
pro Bindung mit steigender Koordinationszahl abnimmt, desto stärker ist der ko- 
valente Charakter und das diatomare Molekül wird die stabilste Konfigiira~ioii. 
Wandert man im Periodensystem der Elemente (PSE) nach oben rechts, ~~irnnlt  
dieser Trend zu niedriger Koordination bis hin zum Greiiafall Fa zu. Dagegen 
hängt die Bindungsstärke bei metallischen Bindungen nur sc1~~~l.at.h von der Ko- 
ordinationszahl ab, so daß dicht gepackte. hochkoordinierte Strukturen als stabile 
Rlodifikationen gebildet werden. Dieses gilt insbesondere für Elemente im linken 
unteren Bereich des PSE. Sur  in einem begrenzten Teil des PSE findet man 
stabile Konfigurationen mit mittlerer Koordination (Si. Ge. C). 
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Für Strukture~i, in denen alle Atoiiir die gleicheii Biii(liiiigs~~l~stii11(1(~ 7.z 11d)cii. 
ka~iri nan aus den Gleichungen G.? und 6.8 u~ialdiängig von der explizitc~n Gestalt 
der Furiktion B„ einige Zusanimenhärige ableiten. Zunäclist ergibt sich für die 
Energie pro Bindung Eo[Z] folgender Ausdruck: 
Wählt man nun die repulsiven und attraktiven Paarterme als Morse-Funktionen 
die von den Parametern S und 0, dem Betrag der Dimerbindungsenergie D, und 
dem Dirnerbindungsabstand r, abhängen, ergeben sich aus der Gleichgewichts- 
bedingung aEi/ar = 0 die Pauling-Relationen [204] zwischen Bindungsordnung 
und Bindungslänge: 
Die Gleichungen 6.10 und 6.13 zeigen, daß der Bond-Order-Parameter sowohl den 
Bindungsabstand als auch die Bindungsenergie bestimmt. 
Tersoff hat als erster diesen Formalismus verwendet, um ein Clusterfunktional für 
Silizium zu entwickeln [207]. Es existiert in verschiedenen Varianten für Si [207]- 
[210] und wurde auch für C [211], Ge [209] und SiC [209, 2101 parametrisiert. 
,Außer Brenners Erweiterung dieses Potentials für Kohlenwasserstoffe [212] haben 
verschiedene Autoren Varianten für GaAs [213, 2141, SiC(:H) [215, 216, 2171 und 
AlAs [214] vorgeschlagen. Ebenso sind verschiedene Untersuchungen zu den Po- 
tentialeigenschaften durchgeführt worden [202, 2181. Das Tersoff-Abell-Potential 
zählt neben dem 3%'-Potential zu den am besten geprüften klassischen Poten- 
tialen. Seine funktionale Form bildet die Basis für das in Kapitel 7 vorgestellte 
BK-Potential. 
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Metallische Bindung 
Enipirische Potentiale für met,allisdi gebundene Systeme sind die „Iilassiker" uri- 
t e ~  den P~t~e~itialfuriktio~ie~i. Es existieren huriderte verscliiederie Ihriante~i für 
elenientare und 1;erbindungskristalle [219], wobei einige scliori in den sechziger 
Jahren für molekulardynamische Simulationen eingesetzt wurden. 
Das Konzept der metallischen Bindung besagt, daß die ,4tornkerne in einen See 
aus delokalisierte~i Elektronen eingebettet sind. Daraus ergibt sidi die Bezeich- 
riu~ig EmOedded Atom Method (EAM). Die EAM-Potentiale hänge11 iri der R.egel 
nur vo~i Paartermen ab und lauten allgemein: 
Der erste Term Q>(rij) ist ein Paarpotential, das die elektrostatische Wechselwir- 
kung und die Repulsion benachbarter -4tomkerne beschreibt. Der zweite Term 
F(pi) heißt EmbeddinpPotential. Er erfaßt die Energie eines Atoms L eingebettet 
in eine lokale Ladungsdichte pi, welche sich als Summe der Ausläufer benaclibar- 
ter ,.Ladungswolken" j(raj) ergibt. Die Ahnlichkeit dieser Methode zum Bond- 
Order-Konzept ist sofort ersichtlich. Ein Beweis der formalen +&pivaleriz von 
E-AM-Potentialen und Tersoff-Abell-Funktionalen wurde von Brenner angegeben 
[220]. 
6.5 Repulsive Paarpotentiale 
Bei ionenstrahlinduzierten oder ionenstrahlgestützten Prozessen treten energe- 
tische Teilchen mit typischen Energien ~ ~ o n  10' bis 108 eV in Wechselwirkung 
mit der bestrahlten Materie. Innerhalb der Kollisionskaskaden finden atonsare 
Annäherungen der Stoßpartner statt, bei denen die Elttktro~ienliülle~i weit über- 
lappen können. Aufgrund des Pauli-Prinzips ergibt sich dann ein stark repulsives 
TVechselwirkungspotential der Stoßpartner. Dieses läßt sich durch abgesdiirmte 
Coulonib-Potentiale beschreiben, die von den Kernladungszahlen der Atonie lind 
der Abschirmlänge a (Gl. 6.17, G1. 6.16) abhängen. Sie sind im allgenieineii ein 
Produkt aus Abschirmfunktion @ und Coulomb-Term ['221. 2221. 
Am gebräuchlichsten sind das ZBL- [221] und das 5loli&re-Potential [223]: 




Tabelle 6.1: Parameter für das repulsive Molikre- [223] und das ZBL-Potential 
[221]. 
Diese Paarpotentiale unterscheiden sich nur in den -4bschirmfunktionen und sind 
bis hin zu Energien von einigen hundert Elektronenvolt im Rahmen der Zwei- 
erstoßnäherung einsetzbar. Interatomare Potentiale, welche gebundene Zustände 
beschreiben, sind in diesem Energiebereich in der Regel nicht mehr ausreichend re- 
pulsiv. Deshalb verwendet man mathematische Interpolationen (kubischer Spline, 
Fermi-Funktion), um die Paarterme dieser Potentiale mit einem der abgeschirm- 
ten Coulomb-Potentiale [224. 2251 zu verbinden (+ Abschnitt 7.8). 
Klassisches Potential für 
Bornitrid 
Atomistische Computersimulationen sind überaus hilfreich, um ionenstrahlindu- 
zierte Prozesse zu modellieren und zu verstehen. Im Fall der Schichtdepositi- 
ori von BN stellen molekulardynamische Simulationen das Verfahren der \'ialil 
da. Sie sind gewissermaßen ein „hlikroskopiL, mit dem sich Prozesse auf Zeit.- 
und Längenskalen untersuchen lassen, welche den nieisten experinientellen ,Am- 
lyseverfahren nicht mehr direkt zugänglich sind. Grundlage solcher Simulatio~wi 
ist die korrekte Beschreibung der chemischen Bindungen und Strukturen. Die 
notwendige Berechnung der interatomaren Potentiale und Kraftfelder mit quari- 
tenmechanischen Methoden ist für die relevanten Ensemblegrökn und Sirriula- 
tionsdauern selbst auf heutigen Supercomputern nicht handhabbar. Xotwendi- 
ge 'Coraussetzung für MD-Simulationen grauer Ensembles sind deshalb cffektivc 
klassische Potentiale. 
In diesem Kapitel wird die Ent~vicklung eines klassischen interato~riartin Pot~rl- 
tials für BN vorgestellt. ,Ausgehend von einem Anforderu~igskataIog an das Po- 
tential werden die relevanten Bindungstypen a~ialysiert u~ id  eine geeignete fuiiiik- 
tionale Form eingeführt. Anschließend folgt die Besclireibung der Fityrozetiuri?n 
und Anpassungsalgorithmen. Schließlich ~s i rd  das BX-Potential i~ i i  Hi~iblick auf 
seine Perspektiven und Grenzen eingeordnet. 
7.1 Anforderungsprofii 
Klassische interatomare Potentiale sind nicht in der Lap.  stri~kturelk Eigen- 
schaften aller denkbaren atomaren Anordnungen von Festkörpern, 'rIol~kiileri. 
Clustern, Defektstrukturen und Oberflächen mit gleicher Gtmuigkeit zii brwhr& 
hen. Deshalb muß bei der Entwic:klung eines Potentials gewichtet werden, wl&r  
~Iaterialeigenschdten fiir eine realistische Simulation tlw interrssi~s~nrirn phssi- 
kalischen Prozesse relevant sind. 
-111 ein Potential, das für die Sirnulatiori der iorie~igest,ützt,o~i Sc21i~:2ital)scl1eidiirig 
\-oll Bornitrid geeignet sein soll, werden sehr hohe Anforderiingen gest,ellt, da es 
in der Lage sein muß. die Eigenschaften der chemisch sehr verscliietl(me~i Bin- 
diirigstypen von Bor, Stickstoff urid Bornitrid riiodelliereri. 
In der folgenden Übersicht ist eine -4uswahl relevanter rriakroskopisdicr Prozesse 
und die korrespondierende Anforderung an eine atomistischcl Besclireihurig ge- 
zeigt: 
Physikalischer Prozeß Anforderung an das interatomare Po- 
tential 
Konkurrierendes Wachstum der sg- Bindungsenergien, -längen, -winke1 
und sj?-gebundenen Modifikationen von C-BN und h-BN 
Thermal Spike. Elastische Konstanten. Pho~ionenzu- 
IEirmeleitungseffekte standsdichten 
Kompressive Spannungen Elastische Konstanten, Struktur und 
Bindung von Punktdefekten 
Ionen-Target-Wechselwirkung Repulsive Flanke des Paaranteils 
Zerstäubungseffekte Oberflächenrekonstruktionen, Struk- 
tur und Bindung von B,N,-Clustern 
Borreiche Schichten Struktur und Bindung von 
kristallinem Bor 
Tabelle 7.1: Anforderungen an das klassische Potential für BN. 
7.2 Kovalenz und Ionizität 
Die Modellierung chemischer Bindungen und Strukturen mit Hilfe klassischer 
Potentiale verlangt eine genaue Klassifizierung der relevanten Bindungstypen. 
Die Stickstoff-Stickstoff- und Bor-Bor-Bindungen sind homöopolar und deshalb 
ohne weiteres im Rahmen des Bond-Order-Konzepts zu beschreiben, bei dem es 
keine Rolle spielt, ob die Bindung kovalenten oder metallischen Charakter hat. 
Im Fall der heteropolaren B-N-Bindung findet ein Ladungstransfer vom Bor zum 
Stickstoff statt. da dieser eine höhere Elektronegativität besitzt (N 1 eIr auf der 
Pauling-Skala [226]). Daraus ergibt sich ein ionischer Anteil der interatomaren 
Bindung. Folglich ist es bei der Wahl der funktionalen Form des Potentials von 
konzeptioneller Bedeutung, ob ein Coulomb-Anteil zu berücksichtigen ist oder 
nicht. 
.Aus der Bhnlichkeit vieler kohäsiver Eigenschaften des Bornitrids mit denen des 
rein kovalenten Kohlenstoffs (offene Strukturen, Härte, Schmelzpunkte, ...) kann 
man rein qualitativ folgern. daß der kovalente Charakter der interatomaren Bin- 
&mg auch beim Bornitrid bestimmend sein muß. Eine quantitative Bestimmung 
7.2. I~ovaleriz u~id Iouizi tät 43 
des Coulomba~iteils zur interatomaren l$Tediselm-irku~ig st tisgegeri riidit oli~icl 
weiteres niöglich. Dieses liegt daran, daß es keine allgeniei~igiiltigt? Ionizitätsskala 
gibt. I"'ie11iielir existieren verschiedene, stark voneina~ldes abweiclieride Methoden? 
die Ionizität in binären ,4WB8-N-Verbi~idu~ige~i abzuscliätzeri. 
Das bekannteste Schema stamrnt von Pauling, der rnit Hilfe tlierrnocheniischer 
¿iberlegungen den ionischen Anteil in -AB-Bindungen definiert hat 12041. In dieser 
Skala existiert ein kritischer Schwellenwert der Ionizität, weldier die Grenze zmi- 
sclien sechsfach und vierfach koordinierten Verbindunge~i angibt und somit die 
Balance zwischen elektrostatischer Wechselwirkung und kovalenter sl>"-Bindung 
anzeigt. Sowohl die Pauling- als auch die Phillips-Ionizitätsskala sind allgemein 
gebräuchlich, liefern aber aufgrund ihrer konzeptionellen Unterschiede vorieinan- 
der abweichende Werte urrd hängen von experimentellen Meßgrößen (Bindungs- 
energie diatoniarer Moleküle bzw. der optischen Konstanten des Festkörpers) ab. 
Vielfach wird deshalb versucht, Ionizitäten mit Hilfe von .first-prznciples-Rech- 
nungen zu bestimmen, da diese Methoden die Berechnung der Ladungsdichte an 
jedem Punkt in der Elementarzelle erlauben. Die -4symmetrie der Ladu~igsvertei- 
lungen wird dann herangezogen, um Aussagen über die Ionizität der Bindung zu 
treffen (siehe 2.B. Liu et al. [227]). Catlow und Stonehani kommentieren dieses 
ITerfahren in ihrem Beitrag Jonicity in solids" L2281 folgendermaßen: 
„It is widely believed, especially by those who have just calculated 
approximate band structures: that 'ionicitykcan be obtained from 
a knowledge of the charge density for the mean (static equilibrium) 
geometry. I t  is equadly well known that this belief is fulse." 
Der Grund ist offensichtlich: Selbst wenn die Elektronendichte aus der Rechnung 
(oder auch aus dem Experiment) genau bekannt ist. bleibt es iirimOglidi. diese 
eindeutig auf die ionischen Komponenten aufzuteilen. Beispielsweis~ firidet niun 
entlang der Bindung in c-BN eine stark asymmetrische Ladungsverschie1~t111g in 
Richtung Stickstoff und würde daraus auf einen hohen ionisdien Binclungsa~iteil 
schließen. Die Ionizität sollte dann z.B. höher sein als die in GaAs (& = 0.326). 
das eine vergleichsweise symmetrische Ladungsverteilung aufweist. In der Tat 
aber beträgt die Phillips-Ionizität von BK nur fi = 0.256. 
Dennoch finden sich in der Literatur Versuche, aus first-principles-Rerli~iunge~i 
eine Ionizitätsskala abzuleiten. Garcia und Cohen haben für eine Rrihe von 
A 4 x ~ 8 - N  Verbindungen Ladungsdichten mit Hilfe einer Pseudopotential-hlethodt. 
berechnet und in symmetrische und asymmetrische Anteile zerlegt 1182j. Dem 
daraus ermittelten Xsymmetriekoeffizienten schreiben sie die IILttrilmte einm lo- 
nizitätsparameters zu. Abb. 7.1 zeigt. daß die Korrelation ditws Xs~rn~netrickoef- 
fizienten zu den Pliillips-Ionizitäten für solclie Yerbindunge~i. weldit. Eleinente der 
ersten Reihe des Periodensystems enthalten, sehr schlpdit ist. Beso~idclrs aiiffällig 
sind hier die starken Abweichungen bei den Gruppe-111-Sitriden. 
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Dieses laßt sich auf die feh- 
lenden pzustände in N, B 
und C zurückführen. Ver- 
gleichbare Ergebnisse ha- 
ben schon Christensen et al. 
mit einem Tight-Binding- 
'Irerfahren gefunden. 
Weitere gebräuchliche 
Definitionen zur Bestim- 
mung von Ladungstransfer 
haben Mulliken, Löwdin, 
Hirshfeld, Roby u.v.n1. 
[228] angegeben, die aber 
sämtlichst rein formale 
'Iorschriften darstellen. Im 
Hinblick auf die Ionizität 
des Bornitrids ist daher 
der Vergleich mit ande- 
ren 111-V-Verbindungen 
nützlich. 
In Abb. 7.2 sind die 
Phillips-Ionizitäten und 
Bindungslängen für die 
Phillips ionicity 
Abbildung 7.1: Vergleich der Phillzps-Ionixität mit 
dem Ladun.qsasymmetriekoe~xienten nach Garcia 
und Cohen [I821 (0) und den Ergebnissen aus 
LMTO-Rechnungen nach Christensen et al. [22¿] 
(0). 
111-V-Verbindungen aus Elementen der 1.-4. Reihe des Periodensystems gezeigt. 
Dabei sind zwei Trends klar zu erkennen: Mit zunehmender Ordnungszahl in 
der 111. Hauptgruppe steigen die Ionizitäten in den Verbindungen an, während 
Sie mit steigender Ordnungszahl der Konstituenten aus der V. Hauptgruppe 
abnehmen. Die Borverbindungen haben die geringsten Ionizitäten, die Stickstoff- 
verbindungen die höchsten. Beim Bornitrid treffen demzufolge beide ,,Trendsu 
zusammen. Die enge Verknüpfung von Bindungscharakter und strukturellen 
Eigenschaften ist in Abb. 7.3 ersichtlich. Dargestellt sind dort die Kompressions- 
nioduln, Phillips-Ionizitäten und Bindungsabstände für die Gruppe-111-Nitride, 
deren enger Zusammenhang bei Lam et al. [230] beschrieben ist. Die Verbin- 
dungen -4lN. GaN und InN haben deutlich größere Bindungslängen und höhere 
Ionizitäten als Bornitrid. Daraus ergeben sich Kompressionsmoduln, die um 
mehr als die Hälfte kleiner sind. Bornitrid besitzt unter den Gruppe-111-Nitride11 
die geringste Ionizität und stellt den „kovalenten Grenzfall" dar. 
Zusammenfassend läßt sich festhalten. daß es kein allgemeines Kriterium gibt, 
den Coulombanteil der interatomaren Wechselwirkung zu bestimmen. In einem 
klassischen blodellpotential müssen die Coulomb-Terme deshalb als empirische 
Größen eingebracht werden. Für verschiedene Verbindungen (MN [231] ZnSe 
[S32j. Si02 C23311 sind Potentiale entwickelt worden. die eine Kombination aus 
Coiilomb-Term, Valenzanteil lind Schalenmodell darstellen, wobei die effektiven 
interatomic distance (A) 
,Abbildung 7.2: Bindungslänge und Phillips-Ionizität in III- V- Verbind~mgen. 
-Abbildung 1.3: Bindungslänge, Phillips-Ionizitüt und Ko~npresszo7ts7~~~1d~~ln d r  
Gruppe-111-Nitride- 
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Ladungen so gewählt werderi, daß die kohiisiven und optischen Eigensclii~ften gilt 
wiedergegeben werden. -Ulerdirigs ist ein griindsiitzliches Defizit dieser gerriischteri 
Xiisätze. daß die effektive Ladung l;o1ifigiirstiorisil1ii~1~1:iii1igig fest gewiihlt, wird. 
Bei polyniorplien I~rbi~idunge~i .  wie e t ~ ~ i l  dem Bornitrid. iiriclert sich die Bill- 
durigsio~iizität aber mit der Kristallstruktur, so daß ..ii~~igel)ii~igsal)liä~igige~* t+ 
fektive Ladungen einzuführen wären. 
1111 Falle des interatoniaren Potentials für Bornitrid wurde tlarauf verzichtet 
und aus folgenden Gründen ein reiner Bond-Ord~~Ansatz der Beschreibung im 
ionisch-kovalenten Bild vorgezogen: 
1. Bornitrid iihnelt in vielen strukturellen Eigenschaften dem rein kovaleri- 
ten isoelektronischen Kohlenstoff. Der kovalente Bindungsanteil ist in BN 
dominierend. 
2. Die Phillips-Ionizität von BN beträgt f=0.256. der AAsynimetrielioeffizi- 
ent g=0.48-1. Iergleichbare Werte hat das Siliziunikarbid (Phillips-Io~iizität 
f=O.li'i', -4symmetriekoeffizient g=0.475), welches sich erfolgreich mit einem 
reinen Bond-Order-Potential modellieren läßt. Folglich sollte das Konzept 
der Bindungsordnung auch auf BN anwendbar sein. 
3. Optische und elektronische Eigenschaften sollen nicht modelliert werden. 
4. Die explizite Berücksichtigung von Coulomb-Termen verlangt 
Ewaldsummen-Techniken bei der Berechnung von Gittersummen und 
interatomaren Kräften. Die erfaßbaren Ensemblegrößeri und -zeiten werden 
dadurch massiv reduziert, so daß die Simulation von Depositionsprozessen 
unmöglich wird. 
5. Der Einfluß der ionischen Energiebeiträge wird nie vernachlässigt, da sämt.- 
liehe Potentialparameter an ab-initio-Daten angepaßt werden, die eine 
vollständige Beschreibung der Wechselwirkung beinhalten. Der Coulomb- 
Beitrag ist folglich „implizitu berücksichtigt. 
7.3 Funktional der potentiellen Energie 
Entscheidend für die physikalisch vernünftige Modellierung der Struktur und Bin- 
dungsverhältnisse in Ensembles aus Bor und Stickstoff ist die geeignete Wahl der 
analytischen Form des interatomaren Potentials. Dabei machen die chemischen 
Eigenschaften der Konstituenten Bor und Stickstoff einen -4nsatz notwendig, der 
deutlich differenzierter sein muß als bei den für andere Halbleiter gebräuchlichen 
Potentialen. Im folgenden werden ausgehend vom Bond-Order-Schema ( + Ab- 
schnitt 6.3.2) zunächst drei unabhängige Parametersätze für die B-X-, N-K- und 
B-B-Wechselwirkung bestimmt. Danach wird eine Modifikation des Potentials 
eingeführt, welche eine verbesserte Beschreibung der repulsiven Eigenschaften bei 
starker interatornarer -4nnälierurig erlaubt, und sdiließlicli wird eint. Erweiterurig 
des Bond-Order-Parameters angegeben, weldie zur Korrektur von Overbirrdinp 
Effekten dient. 
Dip funktionale Form des iriteratoniareri Pot,entiaIs 4 für Bornitrid ist in1 Iierri 
eine einfache Suniniation über effektive Paarbindungsariteile: 
Der repulsive Paarterm T und der attraktive Paarterm 1.: hängen vom inter- 
atornaren Abstand T, der Atome i und j ab und werden als Morse-Funktionen 
gewählt E2121 : 
Hierbei sind D, und r, Betrag der Bindungsenergie sowie Bindungsabstand des 
Dimers, während S und ß freie Parameter darstellen. Die Reichweite der intera- 
tomaren Wechselwirkung beschränkt die -4bschneidefunktion fC(r): welche durch 
den Cutofl-Radius R und die Intervallbreite 2 0  bestimmt wird: 
7-2 R - D .  
- i s i n { ~ ( r  - R ) / ( ~ D ) ) ,  IR - T (  5 D, (7.3) 
T >  R + D .  
Der Bond-Order-Parameter Bij ist nicht kommutativ gegenüber 11idespernrut:i- 
tion und wird folgendermaaen berechnet: 
Hierbei beschreibt Bij die Winkelabhängigkeit der Bindungen mit Hilft, einer 
analytischen Darstellung, die dem Tersoff-11-Potential entspricht [334]: 
Die Größen -F. )L3.7zS C. d. FZ sind freie Parameter. w o b ~ i  den jewei1i~;c.n Bin- 
du~igs~inkel  beschreibt. Wesentlidi ist die Berii&sic'titignng des Parainc\Wrs A + 
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im Faktor k„. durch den der Bond-Oder-Pararrieter vor1 dcri Bindii~igslängeri 
iibhangig wird. was insbesondere für dir korrekte llodellicrung vor1 Gitter(1efoi.- 
iiiatione~i wiclit,ig ist,. Der 1G)rrekturterm F„ wird erst in1 L41)sc.li~iitt 7.10 (.in- 
gefiihrt und kann zunädist unberücksichtigt I)leil)eri, da t~ lwi den i~ri folger~tlcri 
diskutierten hochsymmetrischeri Strukturen verschwindet. 
Dem Potentialalgorithmus liegt folgendes Konzept ziigru~id(~: Für jtld(ri der drei 
charakteristischen Biridungstypen N-N, B-B u~id B-N wrden uriat)h%ngige Pa- 
rürnetersätze angepaßt. Treten gemischte Biridungszustände auf. ist der fiir den 
Bindungstyp ( S N ,  B-B, B-N) des Paarterms charakteristische Pararnetersatz zu 
wiihlen. In1 analytischen Ausdruck müssen folglich alle Paramc?t,er mit dem Iri- 
dexpaar ij versehen werden1, was aus Gründen der Übersichtlichkeit weggelassen 
wurde. Formal werden damit für die Berechnung der Paarbiridiirigseri(?rgie zwi- 
schen den Atomen i und 3 die Anzahl und Positionen der riächsteri Xachbarn 
von S und j berücksichtigt. Der Korrekturterm F„ dient später dazu, eine11 Zu- 
sammenhang zwischen der Bindungsordnung und den Ato~ntyperi der ~iiiclisteri 
Nachbarn herzustellen. 
Bei den Betrachtungen der folgenden Abschnitte wird vorausgesetzt, daß die Surn- 
mation der Abschneidefunktion immer exakt die Anzahl der nächsten Nachbarri 
ergibt. und für den Korrekturterm F,=O gilt. 
Fitprozedur 
Die Bestimmung eines geeigneten Parametersatzes a k ,  k = 1 . . . AI, ist rieben 
der Wahl der funktionalen Form der entscheidende Schritt bei der Potentialent- 
wicklung. Aufgrund der komplexen Struktur des gewählten Bond-Order-Ansatzes, 
lassen sich die meisten Materialeigenschaften nicht oder nur sehr aufwendig ana- 
lytisch berechnen, so daß die direkte Festlegung der Potentialparameter nur mit 
numerischen Anpassungsverfahren möglich ist. Grundsätzlich hat man es mit dem 
XIinimalisierungsproblem einer mehrdimensionalen Funktion zu tun, welche übli- 
cherweise als Kostenfunktion bezeichnet wird. Diese ergibt sich aus der Differenz 
der experimentell oder theoretisch bestimmten Materialeigenschaften yi und der 
mit dem Potential berechneten Werte y(xi, U): 
wobei ai ein Gewichtungsfaktor ist. 
Ziel jeder Fitstrategie ist es, systematisch den Parametersatz zu variieren bis 
an einem Minimum konvergiert. Sobald diese Bedingung erfüllt ist, wird ange- 
nommen, daß der gefundene Parametersatz eine ausreichend genaue Vorhersa- 
ge der Materialeigenschaften liefert. Allerdings muß dieser Parametersatz nidit 
zwingend ein globales Minimum darstellen. 
lDieses ist ein wesentlicher Unterschied zum SiC-Potential von Tersoff [209]. 
Irn Rahmen dieser Arbeit wurden verschiedene Fit.-.4lgorithmeri gclt,est.et, wie? 2.13. 
die Don71ihill-Si~nplex-AnIetliode [235], welche keine Xbleitiirigeri der Iio~t~e~ifurik- 
t,ion verlangt und deshalb sehr einfadi zu realisieren ist. 0l)wohl verschietlerie Au- 
toren bei der Poteritiale~itwicklung dieses Verfalireri verlwridet lialmi [213. 2141: 
wiirde im R.ali1nen der Uritersuchiige~i kein l)efriedigerides E;o1i\rerge1iz~7~?~11illteii 
mit dieser h4ethode gefunden. Stattdessen ist für den Pararneterfit das ~iichtliiiea- 
re Leveriberg-hh-quardt-Verfahren eingesetzt worden [235], welches irr1 Anhang 
Z1.2 skizziert wird. 
AIit dem auf Grundlage dieser Methode erstellten Programm PARMULTI lassen 
sicli alle ge~vürisclite~i A~ipassungsgrößen simultan fitten, wolxi nian einzelne Ele- 
mente des Parametervektors fixieren kann. Das Resultat der Anpassungsprozedur 
hiirigt sehr empfindlich von den gewählten ai-Werten ab? so daß es rnöglich ist, 
zwischen den anzupassenden Größe11 zu gewichten. 
7.5 Bor-Stickstoff-Bindung 
Grundlegende Idee des gewählten Potentialausdrucks ist: daß die Bindungsstärke 
von der Koordination und Geometrie der Struktur abhängt. In die Anpassung der 
Parametersätze müssen deshalb Moleküle und Cluster mit niedrig koordinierten 
Bindungen ebenso wie dicht gepackte hypothetische Hochdruckphasen einbezogen 
werden. 
7.5.1 Einfache Koordination: BN-Dimer 
Das diatomare Ililolekül hat als Referenzstruktur besondere Bedeutung, weil sicli 
aus seinen Eigenschaften verschiedene Potentialparameter direkt berechnen las- 
sen. Da Bw=l gilt, kann das Funktional der potentiellen Energie auf die einfache 
Form 
reduziert werden. Der Betrag der Bindungsenergie D, und der Bi~idungsal~sta~id 
r, des zweiatomigen Moleküls gehen hier direkt ein. Außerdern kann nian cfen 
Parameter ß mit Hilfe der Wellenzahl der h~10lekülsch~i1igung des Dimers fol- 
gendermagen berechnen: Für einen zweiatomigen harmonischen Oszillator ist die 
Wellenzahl k = 1/X gegeben durch 
wobei c die Lichtgeschwindigkeit: p = (m1m2)/(ml -i- ms) die rduzierte Llasse 
und d" = a2rn/ar; die Kraftkonstante sind. 
E ,  (?I') 7 ,  ( A )  U ,  ( I )  ,d (-41') 
DMOL -5.04 1.338 1553 2.29 
1 Huber C Herzberp [236] I I I I I 
311 1.326 1317 
Martin et ul. [237] 
:< D -4.42 1767 2.68 
Bruna et al. [238] 
3~ -4.55 1.333 1488 2.31 
Widany et al. [30] -6.45 1.27 
Tabelle 7.2: Moleküleigenschaften des BN-Dimers berechnet mit DMOL irn Ver- 
gleich ZU Literaturdaten. (DMOL-Parameter: Austausc~~-h"o7~relat ior~~-F~, ,nkt i l  
nach Becke-Lee- fing-Pur? DNP-Basis, none jrozen orbituls, extra course inte- 
gration grid, unrestricted spin). Der Parameter ist jeweils uus Bindungsenergie 
und Wellenzahl gemäjl GI. 7.9 berechnet. 
Mit Hilfe der Gleichung 7.7 folgt dann 
so daß sich der Parameter ß direkt aus der Wellenzahl und der Tiefe D, des 
Potentialtopfs ergibt. 
Das zum C2 isoelektronische BN-Molekül hat zwölf Elektronen. Die 2p-Orbitale 
können zu einem lXZ(4a217r4)- oder einem 31'Iu(4025a1~3)-~ustand kombiniert 
werden. Der 3rIu-Zustand ist sowohl theoretisch [30,237, 2381 als auch experimen- 
tell [236, 239, 2401 als stabiler Bindungszustand identifiziert. Allerdings weichen 
die Literaturwerte für Bindungsenergien, -abstände und VCTellenzahlen deutlich 
voneinander ab (siehe Tabelle 7.2). 
Die Dimerbindungsenergie, der Bindungsabstand und die Wellenzahl der har- 
monischen Grundschwingung des BN-Moleküls wurden deshalb auch mit dem 
LCAO-Code DMOL [241] unter Verwendung des BLYP-Austausch-Korrelations- 
Funktionals und des DXP-Basissatzes, der vom Umfang dem GAUSSIAN 6-31G* 
Basissatz entspricht. berechnet. Das Ergebnis ist zusammen mit den Literatur- 
werten in Tabelle 7.2 angegeben. Die Rechnung von VEiidany et al. [30] gibt die 
größte Bindungsenergie (-6.43 eV) und den kürzesten Bindungsabstand an. Die- 
ses dürfte eine Folge des LD-4- Overbindzngs sein. Das DMOL-Ergebnis mit nicht- 
lokaler Korrektur sagt eine im Vergleich deutlich niedrigere Bindungsenergie von 
-5.04 el' voraus. Das CI-Resultat von Bruna et al. [238] steht mit -4.55 eV in re- 
lativ guter Obereinst imm~n~ zur W-HF-Rechnung von Martin et al. [237]. Besser 
ist die Wbereinstinimung bei der Bindungslänge. Insgesamt zeigen die Resultate 
kein einheitliches Bild. was auf die verschiedenen quantenchemischen Verfahren 
zurückgeführt werden kann, deren detaillierte Bewertung außerhalb der Betrach- 
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turigen dieser Arbeit liegt. Derzeit sind keine experimentellen Daten zur Bin- 
dungsenergie des BN-Moleküls verfügbar, so daß die Di~iierbindungseriergie für 
die Potentialanpassung auf das Intervall von -6.45 eV < -D, < -4.42 eV 1 ~ -  
schränkt wurde. Für den Dimerbindungsabstand und die Wellerizahl werden die 
mittleren Werte T, = 1.33 A und k = 1330 cm-' angenommeri. 
7.5.2 Zweifache Koordination 
Molekül Parameter 1 Jensen ] Sujianto et I Martin et I DMOL 
. , 
T-NB- (A) (1.2994) 1.349 
T-BN (A) 1 1 -11.2 1 1 1.331 
~ N B N  164.5, 164.6" 165.1D0 166.3" 
QBNB 105.5" 105.4' 101.81" 103.7'' 
TBN (A) 1.331 1.330 1.330 13-53 
E, (eV) -42.4 -45.1 
Eb (el-) -5.3 -5.4 
"Der Wert 156.19 eV in Tab. 3 in Ref. [244] ist offt.risiditlich ein Driidcftlilr~. 
Tabelle 7.3: Strukturelle Eigenschaften uerschiedener BN-Rin~~isi~mcw- tsi~d &s 
linearen B221> berechnet mit DMOL (Parameter si& Tal). %J). = l n , q ~ y ~ h e n  s i n d  
Bindungswinkel, -abstände und -sne~gien im Vwql~irh zu Literrtturu~t~rf~~?~. Et, 
bezeichnet die Energie pro Bindang. 
Strukturen. die nur aus BS-Bindimgen txs t&~n und -Ltmw mit ztwi Biiidiings- 
nachbarn enthalten. sind gesrhloss~nt. Ringe imd lineare 'ilrrltkiile mit altrmic- 
renden BK-Einlieiten. Zu den Ririgisoinesrn B?&. B~+S:+, B;'; tintfrt iziiiii iii &P 
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3Iolekül Parameter DMOL Martiri Wid any 
12371 [W 
BN2 
1 E,, ( V )  1 -10.56 1 -9.77 1 -12.34 
I 
Eo(eIr )  -10.67 -9.998 -10.49 
T N ~ J  (A) 1.34 1.2665 1.362 
rgx (A) 1.43 1.3947 1.448 
B 56.01" 54.0" 56.6" 
Tabelle 7.4: Strukturelle Eigenschaften von B,N,-Molekülen, n,m=l,2. Fett ge- 
druckt sind jeweils die energetisch günstigsten Konformationen. Die Ergebnisse 
des klassischen Potentials werden erst später in Abschnitt 7.11 diskutiert. 
Literatur verschiedene quantenchemische Untersuchungen [242]-[246], die im fol- 
genden mit Ergebnissen aus DMOL-Rechnungen verglichen werden. 
Grundsätzlich sind moriozyklische Ringe mit alternierenden B und N die energe- 
tisch günstigsten B&:{- und B&~-Strukturen. Dabei ist der B2N2-Ring nahezu 
isomergetisch zur linearen Konformation (siehe Tab. 7.3), während beim B4N4 
die Käfigstruktur eine höhere Bindungsenergie hat, aber wegen der Konfigurati- 
onsentropie urigünstiger ist 12421. Tabelle 7.3 zeigt die gute Übereinstimmung der 
Literaturwerte mit den DMOL-Rechnungen dieser Arbeit. 
Da die gesclilossenen Strukturen hochsymmetrisch sind, tragen alle BN- 
Bindungen äquivalent zur Bindungsenergie bei: so da6 sich die Energie pro Bin- 
dung Jeweils direkt angeben Iäßt. Der B&-Cluster hat die stabilsten Bindungen 
mit nahezu gestrecktem ?I'-B-Y-Winkel. Bei den kleineren Ringstrukturen führt 
die zunehrn~nde Kriimrnung zu einer Verringerung der Bindungsenergie pro BN- 
Einheit. 
Die Bildung großer B„Y„-Clusterionen wird esperi~neritell in Laserplasmeri 1)eoL- 
achtet 1247'1. allerdings sind kleinere Molekiile aus kiriet~isclie~i Griinderi stabiler. 
Hassanzadeh und Aridrews haben Bor niit gepulsterri Laserlicht bei gleichzeitigem 
Stickstoffzufluß verdampft und die Reaktionsprodukte mit FT1R;Spektroskopie 
untersucht [248]. Dabei finden sie hauptsächlich die linearen Moleküle NNBK. 
NBN und BNN. 
Die Berechnung der Bindungsenergien für BE2 zeigt (siehe Tab. 7.41, daß die 
gesdilossene Molekülstruktur energetisch etwas günstiger ist als die linear sym- 
metrische und linear asymmetrische Form. Da experimentell nur die gestreck- 
ten Moleküle auftreten. muß die Interkonversion zur zyklische11 Form energetisch 
stark gehemmt sein. 
Im Gegensatz dazu ergibt die Berechnung der B2X-Moleküle, daß das linear sym- 
metrische B-WB unter allen Trimeren mit 12.29 e'17 die höcl.iste Bindurigseriergie 
besitzt (siehe Tab. 7.4). Hassanzadeh und -4ndrews finden nur das zyklische Di- 
bornitrid. während Knight et al. [249] bei der Laserverdampfung von kristallinem 
Bornitrid in Edelgasatmosphäre vor allem das lineare BEB nachweisen. 
Für die Anpassung der empirischen BN-Parameter sind unter den Trimeren nur 
die Daten der linear symmetrischen Strukturen als Referenz für die zweifache 
Koordination zu verwenden, in denen keine ISN- und BB-Bindungen auftreten. 
Dabei muß die nicht äquivalente Umgebung der Bindurigspartrier berücksichtigt 
werden. Das klassische Potential für ein Molekül &-B2-&. bei dem das dritte 
,Atom außerhalb der Wechselwirkungssphähre des ersten liegt. lautet dann fol- 
gendermaßen: 
Hierbei tritt nur bei der Summation über das 1nittleri1 Atom der ziis~tz1ir.h~ 
Nachbar in Erscheinung. Die äußeren ,Atome tragen reine Dirnerantd zur potca- 
tiellen Energie bei. Da im Gleichgewicht die Bindungsabstiindo iclriitisch sind. 
gilt rlz = T23 und Bsl = B23. 
Die Eigenschaften der triangularen und unsymmetrisdisn hloleküle werdt.n 
später dazu dienen, das vollständige Potential. twlclies rmch die X-X urid B- 
B-Wechsel~virkung beinhaltet. zu prüfen. 
7.5.3 Höhere Koordinat ionen 
Die Strukturen des Bornitrid mit drei und mehr Bi~idu~igsnar~hbar~i sitid kristal- 
lin. In Abschnitt 4.3 wurden bereits die Grundzustandsei~~iscIiafte~~ dtlr drei-. 
vier- und sechsfach koordinierten Kristallstrukturen des BI; diskutiert. Dir Kri- 
stallstruktur mit der höchsten Koordination. auf dem ein _AB-If rt>ixidmigskristd 
stöchiometrisch plaziert werden kann, ist dar; bcc-Gitter. in dem jtdes Atom arht 
nächste Nachbarn besitzt. 51it Hilfe des P L A X E - ~ A V E - C ~ ~ ~ ~ I ~ ;  tTurdciii auch fiir 
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diese Struktur die Biiidurigseriergie imd C:it,terlioiistarit sox-ic~ das I\;orriprctssi- 
orismodul bestimmt: 
Tabelle 7.5: Kohusive fiigenschaftcn, i m h  BN in hypothetisclwr bcc-Str..u,ktur. 
7.5.4 Bond- Orde~Parameter 
Allgemeine Darstellung 
Die vorangehend berechneten Strukturdaten der molekularen und kristallinen 
(Tab. 4.2) Bornitridmodifikationen mit den Koordinationen 1: 2, 3, 4 und 6 bil- 
den nun die wesentliche Grundlage für die Anpassung des BN-Parametersatzes. 
Beschränkt man sich zunächst auf die Betrachtung der Gleichgewichtsbindungs- 
e~iergien und -abstände gelten die in Abschnitt 6.3.2 eingeführten Relationen. 
ohne daß die funktionale Form des Parameters Bi, explizit berücksichtigt werden 
muß. Man kann dann die Energie pro Bindung (Gl. 6.10) durdi Einsetzen der 
Beziehung 6.12 direkt als Funktion des interatomaren Bindungsabstands berech- 
nen. die dann nur von den Parametern 0, S, D,, r, der Morse-Terme bestimmt 
wird: 
Eb(r) = -Do exp (-,8d%?(r - r,)) . (7.11) 
Für die kristallinen Modifikationen ergeben sich die Energie pro Bindung und 
der Bindungsabstand direkt aus den in Kapitel 4 berechneten Strukturdaten. 
Als zweifach koordinierte Struktur ist das E-B-N Molekül berücksichtigt (siehe 
Tab. 7.4)- 
h-BN 3 a/&=1.441 -6.42 -4.28 1 
C-BN 4 &/4=1.556 -6.47 -3.235 
NaC1-Strukt. 6 a/2=1.737 -4.71 -1.57 
bcc 8 a 8 / 2  = 2.009 -2.57 -0.6425 
Tabelle 7.6: Interatoma. Abstande, Bindungsenergien und Koordznationen der 
im Fit verwendeten BN-Strukturen (Vergleiche Tab. 4.2). 
Die Auftragung der Energie pro Bindung über dem Bindungsabstand ist für alle 
b~rechrieteri B,??,-Strukturen in -4bbildung 7.4 dargestellt. Man erkennt, daß die 
- F 
1 .a. Bor-Stickstoff-Binduiig 85 
Daten der Ringisomere und der kristallinen Strukturen dem Best fit an Glei- 
cliiing 7.11 gut folgen (gestrichelte Linie). Dabei sind die Para~neter D„ S und f i  
bei fixiertem Dimerbindungsabsta~id gefittet, wolxi allen R.eferenzdaten iri der 
1i;ostenfunktion 7.6 das gleiche Gewicht ai gegeben wurde. Die Dirnerdateri sind 
hier wegen ihrer erliebliclien Streuung nicht berücksichtigt worden. 
Die ,41ipassung ergibt eine Dimerbindungsenergie von 5.81 eV bei 1.33 -4 Bin- 
dungsabstand. Bis zur dreifach koordinierten Struktur werden alle Werte sehr gut 
beschrieben. Die Abweichung beim Biridungsabstarid der kubischen Modifikati- 
on ist. dann aber so groß, daß entweder die Energiedifferenz zwischen kubischer 
und hexagonaler Modifikation nur bei einem Fehler der c-BX-Gitterkonstante von 
10 % richtig wiedergegeben wird oder andernfalls die hexagonale Phase gegenüber 
der kubischen energetisch günstiger wird. Wählt, man die freien Parameter so, daB 
1.3 1,4 1,5 1.6 1,7 1,8 1,9 2.0 
interatomic distance (A) 
-BN-Potential: ' '  - 
r,, =1.33A - - 
D,, = 6.36 eV t 
ß = 2.043057 ,&' { - -  
S = 1.0769 1 -  
1 -- ----. "Best Fit": ! . 
r,, =1.33A 
D,, = 5.866 eV - 
1 
ß = 2.0825 ,&' 
S = 1.0275 - 
0 
, . I  
7.1 2.2 7.3 2.4 
Abbildung 7.4: Kohäsive Energie pro Bindung über dem Bi~~dun.qsab.startd ar- 
gestellt für alle untersuchten BN-Strukturen. Die oflenen Dreiecke (Al zeigen 
die verschiedenen Resultate für das BN-Dimer. die geschlos.senen P a n k t ~  ( 0 )  dze 
Daten der zweifach koordinierten Strukturen (siehe Tab. 7.3). Die hnstchrn (m\ 
bezeichnen die Resultate für die höher koordinierten Strukturen. 
die Daten für h-BN und C-BK ideal beschrieben werden. flacht der  kurven^-erlauf 
stark ab und die höher koordinierten Strukturen werden gegenii'tm dem FBX 
energetisch günstiger. 
SG 7. ldassiscl~es Po teil tial fur Bornitritl 
Es wurde deshalb ein Paranietersatz gewählt (Tabelle 7.7). der die Bindu~igseriel- 
gie und Biridurigslängeii vor1 C-BN exakt reproduziert, für die anderen Struktu- 
ren aber etwas zu groi3e Biridungsabstände vorhersagt (dicke Linie in Abh. 7.4). 
Dadurch ergibt sich ein geringer Fehler der Ir-BK-Gittrt.rkoristi~11te~1 von 1 '% ge- 
genüber den1 esperimentellen Wert. 
D,(eV) T, (A) S 0 (A-') 
6.36 1.33 1.0769 2.043057 
Tabelle 7.7: Parameter ,für das BN-Puarpotent.iu,l. 
Die Tt'ellenzahl der Dimergrundsdiwingung (siehe G1. 7.9) beträgt 1550 cm-' und 
steht in guter übereinstimmung zu dem hlittelwert der LCAO-Rechnungen von 
1530 cm-' (siehe Abschnitt 7.5.1). 
Mit Hilfe dieser Werte werden im nädisten Schritt die Bond-Order-Parameter 
bestimmt, welche sich für die Strukturdaten aus Tabelle 4.2 und 7.6 unter Ver- 
wendung der Gleichungen 6.10 und 6.12 ergeben müssen. Die Darstellung 7.5 
zeigt den Parameter B, als Funktion der Koordi~iationszahl für die zu modellie- 
renden Bindungsabstände und -energien. Die Kurven entsprechen dem von -4bell 
[206] vorgeschlagenen Verlauf, B„ oc z - ~ .  ES ist erkennbar, da13 die funktiona- 
le Form des Potentialansatzes keine ideale Beschreibung aller Bindungsabstände 
und -energien ermöglichen kann, da die Werte für B, bei einigen Koordinations- 
zahlen etwas voneinander abweichen. In der Darstellung 7.5 ist zudem der Verlauf 
gezeigt, welchen das vollständig bestimmte Potential bei analytischer Berechnung 
der Bond-Order-Parameter ergibt. 
Die Abhängigkeit des B„ von der Koordinationszahl ist vergleichsweise schwächer 
ausgeprägt als in den Parametersätzen, die Tersoff für das Si- und C-Potential 
angibt [215]. Es sollte deshalb betont werden, daß sich die Gestalt von B, allein 
aus der Pauling-Relation für die verwendeten Bindungsabstände und -energien 
ergibt und nicht Ergebnis einer „subjektivenu Wahl der freien Parameter ist. 
Winkelabhängige Darstellung 
Die Betrachtung des Bond-Order-Parameters als reine Maßzahl genügt nicht 
mehr. wenn man die stabilen Bindungswinkel der verschieden koordinierten 
Strukturen und deren Anderung bei Gitterdeformationen modellieren will. Hier 
ist der C:bergang zur winkelabhängigen Darstellung (Gl. 7.5) notwendig, welche 
die vorangehend bestimmten Werte für Bij als Funktion der Zahl und geome- 
trischen Anordnung der nächsten Nachbarn und der Parameterschar C, d, X3, 7, n 
und h beschreibt. 
Bei den idealen Strukturen sind alle Gitterplätze äquivalent besetzt. Deshalb 
ist es möglich. die Berechnung des Potentials für die Gleichgewichtspositionen zu 
vereinfachen. Da alle Bindungslängen gleich sind, gilt die Bedingung rij - rik = 0, 
coordination number 
-Abbildung 7.5: Bond-Order-Parameter berechnet mit den Werten aus Tabelle 7.7 
für die Bindungsabstände und -energien verschiedener BN-Strukturen der Koordi- 
nation z = 1,.  . . ,8 .  Die offenen Rauten (0) geben die Rechnungfür die Abstände 
wieder, die ofenen Kreise (0) das Ergebnis für die Energien. Die Dreiecke (A) 
zeigen die Korrelation der beiden Rechnungen. Die geschlossenen Kustchen gc- 
ben das Erg e bnzs der Rechnung mit dem endgültigen BN-Parametersatz (H) (siehe 
folgenden Abschnitt 7.5.4). 
so daß der Parameter Ag hier keine Rolle spielt. Sofern die näclisten Yuclibürii 
innerhalb der Nachbarschaftssphäre liegen, was durch die Wahl des Cutoff-Radius 
sichergestellt werden muß, folgt f, = 1. Die Funktion Bij kann dann mit Hilfe der 
vereinfachten Vorschrift 
bestimmt werden. 
Berücksichtigt man die Anzahl der Summationsterme und die zugehörigen Bin- 
dungswinkel ergeben sich die Werte für X ,  gemäß der -4ufiistimg in Tabelle 7.8. 
7. I<l'lassisc:hw Potential fiir Bomitrid 
Struktur Z X..,- 7.1 - 
Dimer 1 0  
X-B-n' 2 g(18O0) 
/?>-B?? 3 2 g(120") 
C-B?? 4 3 g(109.5') 
Steinsalz G 4 g(90°) + g(180°) 
bcc 8 3 g(70.5") + 3g(109.5") + q(18O0) 
Tabelle 7.8: Werte der w.inkelubhüngiyen Funktion X, f6r xrsc11,.ie&ne hod~s?jm- 
metrische BN-Strukturen unter der Voraussetzung, du$ Sie Atorrw r ~ u r  ideulc: 
Plütze einnehmen. 
B, kann somit für die idealen Strukturen berechnet werden, ohne daß die Er- 
zeugung einer Gitterstruktur zur Energieberechnung notwendig wird. Die Bin- 
dungslängen und -abstände ergeben sich dann direkt aus den Gleichungen 6.10 
und 6.12. 
Neben der Stabilisierung der verschiedenen Bindungsstrukturen beschreiben die 
winkelabhängigen Anteile auch den Potentialverlauf bei Deformation der ein- 
zelnen Bindung oder der Struktur. Folglich ist die -Anpassung der elastischen 
Konstanten ein wesentliches Kriterium. Der universale Ansatz, im Rahmen des 
Bond-Order-Konzepts verschiedene Strukturen modellieren zu können, ist hier 
gegenüber Potentialfunktionen, die für nur eine Struktur optimiert werden (z.B. 
Keating-Typ)? weniger genau. Eine Anpassung, welche die elastischen Konstan- 
ten mit einem Fehler x70n 20 % beschreibt, kann deshalb als sehr gut bezeichnet 
werden2. 
Die Berechnung der elastischen Eigenschaften der BN-Strukturen erfolgte mit 
Hilfe der homogenen Deformationsmethode (siehe Anhang A.1 und abschnitt 
4.3.2), indem die Deformationsenergie für diskrete Deformationsparameter an 
die ab-initio-Werte angepaßt wurde. Dabei wurde die Kompression, Scherung 
und Querdehnung der kubischen Phase und die uniaxiale und biaxiale Defor- 
mation der h-BN-Ebenen verwendet. Da die Kräfte zwischen den Ebenen im 
kurzreichweitigen Potentialausdruck nicht berücksichtigt sind, entfallen für h-BN 
die weiteren Deformationen. 
Die wesentliche Schwierigkeit des Parameterfits besteht nun darin, die zu mo- 
dellierenden Eigenschaften mit Hilfe der ai-Werte in der Kostenfunktionen zu 
gewichten. Für eine definierte Kostenfunktion ist das Konvergenzverhalten der 
-Anpassung gutmütig und führt bei hinreichend vernünftigen Anfangsparame- 
tersätzen zu eindeutigen Resultaten. Im Zuge der Anpassungsrechnungen wurde 
kein Parametersatz gefunden. der alle Eigenschaften ideal beschreibt. Vielmehr 
hat man es immer mit einem Kompromiß zwischen den verschiedenen Anpas- 
"Siehe 2.B. die vergleichende Untersuchung von Si-Potentialen bei Balamane et al. [202]. 
sungsgrößen zu tun. 
Tabelle 7.9: Potentic~lyararnetersatzfi'ir Sie BK- Wechselwdc11,ny ermittelt mit Hil- 
fe der winkelabhunyiger~ Anpassung. 
Im folgenden wird das Resultat dargestellt. welches sich für den Parametersatz 
aus Tabelle '7.9 ergibt. Dieser wurde so angepaßt, daß insbesondere die Bindungs- 
energien und -abstände gut wiedergegeben werden. Die Abbildung 7.6 zeigt den 
Tergleicli zwischen den Bindungsenergien, die das klassische Potential ergibt, und 
den Ergebnissen der ab-initio-Rechnungen. Man sieht, daß die kubische Phase als 
energetisch stabilste Konfiguration erscheint. Bis hin zur Steinsalzstruktur ist die 
Übereinstimmung nahezu perfekt. Die Bindungsenergie der achtfach koordinier- 
ten bcc-Struktur wird dagegen fehlerhaft beschrieben: wenn man die Energie pro 
-kam betrachtet. Die Energie pro Bindung weicht dagegen verhältriismäßig wenig 
ab. 
Der Vergleich der Bindungsabstände (Abb. 7." ergibt ein ähnliches Bild. Deut- 
liche Abweichungen treten hier für die Bindungsabstände im KB-i-Molekül und 
in der bcc-Phase auf: während die Bindungsabstände für das Dimer. h-BK lind 
C-BN sehr gut beschrieben werden. Kahezu perfekt wird die Kompression der kii- 
bischen Phase modelliert (Abb. 7.8). Hier reicht die Übereinstimmung bis weit in 
den anharmonischen Bereich. Zufriedenstellend ist auch die Anpassung der De- 
formationsenergie bei Querdehnung und Scherung (-4bb. 7.9 und 7.10) der Zelle, 
sehr gut die für biaxiale Deformation der 11,-BK-Ebenen (Xbh. 7.11). Xllerdiiigs 
tritt hier ein Artefakt auf, welches auch das Kohle~istoff-Poteritial von Tersoff 
aufweist. Bei Querdehnung ist das Elastizitätsmodul fiir h-BN so hoch. M die 
Differenz der elastischen Konstanten c ~ l  -ci2 größer wird als ihre Siinime c11 +r12. 
da c12 einen negativen Wert annimmt. 
Die winkelabhängige Funktion g(&) spielt die entscheidende Rolle bei der Stabi- 
lisierung der Bindungswinkel und der Beschreibung der Deformationen. Ihr funk- 
tionaler Verlauf, der in -4bb. 7.12 dargestellt ist. Iäßt sich qrianttznniechaziisc'h gut 
begründen. Eine systematische Formulierung der Bond- Order-Potentiale ( BOP1 
im Rahmen der Tzght-BindinpSäherung zeigt, daß der lverlauf voll g(H,,„k) Squi- 
valent zu den vierten 'rlomenten der Dreikörperanteile reiner a-Bindungen ist 
pol]. 
In -4bb. 7.13 ist der Bond-Order-Parameter als Funktion des IVi~ikels &,I, dar- 
gestellt. Dabei sind die Kurvenverläufe für unterschiedlichta E;oorcii~iatio~ieri g ~ -  
zeichnet. Das Riaximum der Kurve liegt in der Nähe des 120"-Biridurigs~f-i11kt~Is 
von h-BN. Irn Vergleich zu den Bor~d-Order-Pararrirterri fiir Silizium und Koh- 
lenstoff (siehe Abbildung 7.14) ist die IVi~iktilaltl~ä~igigkeit deutlich sch-ikher. rla 
Abbildung 7.6: Kohäsive Energie über der Koordinationszahl für verschiedene 
hochsymmetrische Strukturen: Dimermolekül, N-B-N-Molekül, h-BN, C-BN, BN 
auf Steinsalzstruktur, BN auf bcc-Struktur. Die Dreiecke (A) zeigen die Ener- 
gie pro Bindung, die Rauten (0) die Energie pro Atom. Für das lineare Trimer 
ist die Bindungsenergie des zentralen Atoms dargestellt, ohne da$ der Korrek- 
turterm F, berücksichtigt ist. Die oflenen Symbole sind die Ergebnisse der ab- 
initio-Rechnungen (ohne Dimer), die geschlossenen die Resultate des klassischen 
Potentials (Linien sind nur aus Gründen der Darstellung gezeichnet). 
nur der im Abschnitt 7.5.4 abgeleitete Wertebereich durchlaufen wird. 
Die Tabelle 7.10 zeigt einen Vergleich der klassisch berechneten strukturellen 
Eigenschaften von kristallinen BN-Modifikationen mit den Ergebnissen der scf- 
DFT-Rechnungen dieser Arbeit und experimentellen Werten. 
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-Abbildung 7.7: Interatomarer Abstand über der Koordinutionszahl für verschie- 
dene hochsymmetrische Strukturen: Dimermolekiil, N-B-N-Molekül, IL-BN, c-BN, 
BN auf Steinsalzstruktur, BN auf bcc-Struktur. Die oflenen Symbole sind die Er- 
gebnisse der ab-initio-Rechnungen, die geschlossenen die Resultate des klassi- 
schen Potentials (Die Linien sind nur aus Gründen der Darstellung gezeichnet). 
Abbildung 7.8: Energie-Volumen-Kurve für isotrope Kompression und Expansi- 
on des c-BM-Kristallgitters. Die ofenen Symbole sind die Ergebnisse der ab- 
initio-Rechnungen, die geschlossenen die Resultate des klassischen Potentials. 
Das Kompressionsmodul beträgt B=$% GPa. 
defomation parameter yztan a 
Abbildung 7.9: Statische Deformationsenergie pro Volumen bei Scherurq des C -  
BN-Kristallgitters mit dem Winkel a (ohne interne Relaxation). Die oflenen 
Symbole sind die Ergebnisse der ab-initio-Rechnungen (c&=488 GPa), die ge- 
schlossenen die Resultate des klassischen Potentials (c&=59i GPa). 
0,000 0.025 0,050 0.075 0.100 0,125 0,150 0.175 
defomation parameter E 
Abbildung 7.10: Statische Defonnatio7isenergie pro t k lwn~n  bt.2 hicwfaler Dcfor- 
mation (Querdehnung) des C-BN Kristallgitters. Die offenen I(;ymboEe sznd dZc 
Ergebnisse der ab-initio-Rechnungen ('612 GPa), die geschlnsaen~?a die  Rrwltut~ 
des klassischen Potentials (2C' = (nll - clz = 843 GPa]. 
deformation Parameter 6 
-Abbildung 7.11: Statische Deformationsenergie pro Volumen bei biaxialer Defor- 
nmtion (Querdehnung) des h-BN-Kristallgitters i n  der a-&Ebene. Die oflenen 
Symbole sind die Ergebnisse der ab-initio-Rechnungen (cll + ci2=1102 GPa), die 
geschlossenen die Resultate des klassischen Potentials (cI1 i- c12 =I 168 GPu). 
-Abbildung 7.12: Funktion gij(oijk) für den BN-Parametersatz über dem Bindungs- 
winke1 &jk.  
-4bbildung 7.13: Bond-Order-Parameter Bij für den BN-Parametersatz als Funk- 
tion des Bindungswinkels OGk. Die Kurvenverläufe entsprechen verschiedenen Ko- 
ordinationszahlen, wobei Z=6 und 2=8 aufgrund der unterschiedlichen Bindungs- 
winke1 Bijk nicht repräsentativ sind (vergl. Tab. 7.8). Die Punkte geben Bij für 
die kubische und hexagonale Struktur an. 
-Abbildung 7.14: Bond-Order-Pmmeter BQ fiir der1 B a a l T - P a r r t ~  ab Funk- 
tion des Bindungsuiinli:els Qijk im Vergleich zu den Tersr?g-PotrtititiErri fir Silzzi- 
um und Kohlenstoff. Die K~rvenrrerlriuje sind für die ~oordz?~r~tzo?t$~~1Il~ Z = 4 
berechnet. 
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7.6 Borbindung 
Bor ist das leichteste unter den Elementen der 111. Hauptgruppe des Periodeii- 
s~stems.  Es setzt sich in der Regel aus den Isotopen 1°B (19.78 %) und ''B 
(80.22 Yo) zusammen. Die Elektronenkonfiguration des Grundzustandes lautet 
1s" 2s%p; mit nur einem ungepaarten Elektron. Geht ein .L;-Elektron in das va- 
kante 2p,-Orbital über, entsteht ein sp2-Hybrid mir drei ungepaarteri Elektronen 
in drei äquivalenten Orbitalen, die komplanar auf die Ecken eines gleichseitigen 
Dreiecks gerichtet sind. Die Elektronenkonfiguration führt zu Elektronenakzep- 
torverhalten sowie zur Ausbildung von Mehrzentrenbindungen [250]. 
Da Bor weniger Valenzelektronen als zur Verfügung stehende Atomorbitale he- 
sitzt, ist die strukturelle Vielfalt seiner allotropen Modifikationen einzigartig. An- 
dere Elemente, für die ähnliches gilt, bevorzugen rnetallisclie Bindungen, doch dic 
geringe Größe und die hohen Ionisierungsenergien von Bor bewirken, daß eher 
kovalente als metallische Bindung vorherrscht. Bor ist ein äußerst hartes und hit- 
zebeständiges Material mit hohem Schmelzpunkt, geringer Dichte u1ic1 niedriger 
elektrischer Leitfähigkeit [251]. 
Die Struktureinheit, welche in den verschiedenen allotropen Modifikationen des 
Bor dominiert, ist der B12-Ikosaeder (siehe Abb. 7.15), der auch in Metallstruk- 
turen sowie in gewissen Borhydrid-Derivaten angetroffen wird. Aufgrund der 
fünfzähligen Rotationssymmetrie bilden die Blz-Ikosaeder räumliche Anordnun- 
gen mit geringer Packungsdichte, die große Hohlräume besitzen. 
Abbildung 7.15: Borikosaeder in verschiedenen Ansichten. Ein Ikosaeder besitzt 
zwölf Ecken und 20 Dreiecksftächen. 
Elementares Bor kann aus seinen Verbindungen als undurchsichtige, amorphe 
Form oder in zwei kristallinen Modifikationen erhalten werden. Das rote n- 
rhomboedrisclie Bor ist die einfachste allotrope Modifikation, die aus Ikosaedern 
iri leicht verzerrter kubisch dichtester Packung gebildet wird. Seine rhomboedri- 
sehe Einheitszelle enthält 12 Atome (Abb. 7.18). 
Die thermocina~i ish  stabile Modifikation ist das dunkel glänzende ,&rhombo- 
rdrische Bor. das eine komplizierte Struktur aus 105 ,Atomen pro Elenientar- 
7.6. Borbindung 97 
zelle aufweist. Die Struktureinheit 1äi3t sidi als zentraler Ikosaeder l)eschreilm~. 
der ..ikosaedrisch" von anderen Ikosaedern umgeben wird [252]. Darieberi existie- 
ren weitere Ilodifikationen mit tetragonaler Symmetrie, die aber in der Regel 
clurcli I~erunrei~iigungen mit Kohle~ist~off oder Stickstoff stabilisiert sind. Das te- 
tetragonale Bor besteht aus 50 A4toilien pro Elerneritarzelle Das j3-tetragonale Bor 
ist deutlich komplizierter und besitzt 192 Boratome pro Elementarzelle [252]. 
7.6.1 Einfache Koordination: Das Ba-Dimer 
Das Dimer (B2) ist das theoretisdi und experimentell am häufigsten untersuchte 
Bormolekül. Dabei ist das Spintriplett "E; als stabiler Grundzustand identizifiert. 
Die Bindungsenergie und der Bindungsabstand dieses hloleküls sind ebenso wie 
die Frequenz der Grundschwingung aus verschiedenen Untersuchungen gut be- 
kannt. Eine Übersicht der Literaturergebnisse im Vergleich zur DMOL-Rechnung 
dieser -4rbeit zeigt Tabelle 7.11. 
Tabelle 7.11: Molekülezgenschaften von  BS: Ergebnis der D ~ ~ ~ - R e c h n z m g  i ~ n  Ver- 







Huber €2 Herzberg [236] 
hlartin et al. [237] 
Widany et al. 1301 
Niu et al. [253] 
M P 4  
B3LYP 
Die theoretisch bestimmte Dimerbindungsenergie beträgt 3.21 PI'. der cxperi- 
mentelle Wert 3.08 eV. Dabei steht der Bindungsabstarid mit 1.6 -4 in giitcr 
Übereinstimmung zum Experiment (1.59 -4). 
Die experimentellen Zahlenwerte von Huber und Herzberg 12361 werdeii im fol- 
genden für den Parametersatz der Bor1vechse111-irku~lg verwendet. bfit Hilfe der 
Gl. 7.9 ergibt sich der Wert für 3 wiederum aus der Grundfrequenz der Dinirr- 









7.6.2 Zweifache Koordination 
Die stabile Struktur des 33 ist das gleichseitige Dreieck 130. 231. 2331. ths g ~ -  
geriüber der linearen Struktur eine um 1.87 e\' höhere Bilitfii1lgsc11iergi~ ~JIIS\'I'IP~S~- 
Die Ergebnisse der D~~oL-Rediriungen im Vergleich zu den Litcraturdatrlil lassi>~i 










98 7. I<lassiscl~es Potential fiir Bomi trid 
Tabelle 7.12: Strukturelle Eigenschaften der Moleküle B3 und Bq. Die Ergebnisse 
des klassischen Potentials werden erst später in Abschnitt 7.11 diskutiert. 
11 olekül 
sich aus der Tabelle 7.12 entnehmen. Darüber hinaus haben Niu et al. [253] eine 
ganze Reihe neutraler und geladener Borcluster mittels DFT- und HF-Methoden 
untersucht und zahlreiche Geometrien größerer Cluster beschrieben, die an dieser 
Stelle nicht weiter diskutiert werden sollen, da sie in der Regel kinetisch instabil 
sind. 
Exemplarisch wurde nur das B4-Molekül berechnet, das eine rhombische Mo- 
lekülstruktur hat. In allen Fällen sind die atomaren Bindungsenergien höher als 
beim Dirner, die interatomaren Abstände geringer, was auf den Einfluß der Mehr- 
zentrenbindung zurückgeführt werden kann. 
7.6.3 Höhere Koordinationen 
Parameter 
Bormodifikationen, in denen die Boratome höher koordinierte Umgehungen be- 
sitzen, sind die kristallinen Strukturen und verschiedene Borcluster, welche sich 
aus den B12-Ikosaedern zusammensetzen. Dabei repräsentieren die in den Struk- 
turdarstellungen gezeigten Linien nur teilweise reine Zweizentrenbindungen. Irn 
Rahmen der Molekülorbitaltheorie verteilen sich beispielsweise die 36 Elektro- 
nen einer BI%-Einheit im a-Bor auf 13 bindende Molekülorbitale innerhalb des 
Ikosaeders (26 Elektronen), Kährend 6 Elektronen mit 6 weiteren Elektronen 
der benachbarten Ikosaeder Zweizentrenbindungen aufbauen. Die verbleibenden 
4 Elektronen bilden 6 äquatoriale Dreizentren-Zweielektronenbindungen. Folglich 
gibt es innerhalb eines Ikosaeders sechs äquatoriale Atome, welche siebenfach ko- 
ordiniert sind und die Ikosaeder der gleichen Schicht verknüpfen, sowie oberhalb 
DMOL Martin 





und unterhalb des Ikosaeders jeweils drei sedisfacli koordinierte Atorrict: die Zwei- 
zeiitrenbindungen zu den Ikosaeder11 der Xachbarsdiichtari lierstelleri. 
Für die e-hIodifikation des Bor wurden die Gitterpara~riet~er mit Hilfe des Pseiido- 
potentialcodes CASTEP berechnet und unschließerid mit dem Progranirn DSO- 
LID die Bindungsenergie bestimmt. Die berechnete Seit,e~ilSrige iirid der JYinkctl 
der rho~nboedrischen Einheitszelle sind ebenso wie die Biridurigseriergie iri sehr 
guter Übereinstimmung mit den experimentellen Werteli, wie aus Ta1)elle 7.13 
ersichtlich wird. 
(30 (4 a~ E, (elr/Atom) 
Diese Arbeit (CASTEP) 4.992 58.13" -5.77 (DSOLID) 
Exp. C2541 5.057 58.04" 
Kittel [I391 -5.81 
Macmillan's Handbook 12511 -5.83 
Tabelle 7.13: Grundmstandseigenschaften des kristallinen cu-Bor*. 
Die stabile ß-Modifikation ist um einiges komplizierter aufgebaut. In ihr tre- 
ten sowohl sechs- und achtfach als auch neunfach koordinierte -Atome auf. Die 
Dichte ist mit 2.36 g/cm3 etwas geringer als beim cr-Bor (2.45 g/cm". während 
die kohäsive Energie nur um etwa 0.1 eV tiefer liegt [250]. Die Untersudiu~ig 
dieser Struktur mit ab-initio-Methoden ist wegen der Größe der Elementarzelle 
(104 Atome) sehr aufwendig. Da das ,!%Bor gegenüber der rhomtmedrischc~i (L- 
Phase energetisch kaum begünstigt ist, wurde diese Kristallniodifikat,iori des Bor 
nicht weiter untersucht. 
Dagegen ist der isolierte Blz-Cluster als Referenzstruktur für die Borbindiing 
sehr interessant, da die Atome dort einheitlich fünffach koordiniert sind. Xiu et 
al. [253] geben für die Bindungsenergie des Ikosaeders -5.2 es/-4tom bei eiriern 
interatomaren Abstand von 1.78 an. Die Berechnung der Bindungsenergie des 
idealen undeformierten Ikosaeders mit DMoL" ergibt dagegen nur -4.48 r3t'/Xroni 
bei 1.724 -&, wobei die Relaxation der Atompositionen zu einer sclimchen Defor- 
mation der Struktur und Absenkung der Bindungsenergie uni 1J.01 el' fiilirt. 
Abschließend sei auf die umfassenden Untersuchungen verschiedener ßr>rc~liister 
von Boustani et al. 1253. 256> 2371 hingewiesen. Diese finden i ~ n  Ckf~ensatz u 
dieser ,Arbeit und den Ergebnissen von Kiu et al. 12931. daß der isolierte Bi-- 
Cluster nicht stabil ist und sich aufgrund des Jahn-Teller-Effekm in eine stabile 
quasi-planare Konfiguration transformiert. 
"Parameter der Redinung: BLYP, DSP-Basissatz, extra fine integr;itioir ai~sii. 
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7.6.4 Bond- Orde~Parameter  
Die vorangellende Beschreibung der vielfältige~i Strukturen des Bor zeigt dir 
I<oniplesität und der1 1hriantenreit:hturn der cheniischeri Bin(1urig iri diese111 Ele- 
ment. welche zum großen Teil iri der typischen Neigung zu Dreize~itrt~~il)i~idu~ige~i 
begründet sind. Im folgenden wird gezeigt: daß es im R a h e n  des Bond-Order. 
Konzepts möglich ist, auch diese komplizierten Bi~idu~igsvc~rliSltnisst. hiiireiclierid 
genau zu modellieren. 
Allgemeine Darstellung 
JYie bereits bei der -4npassung der Parameter für die B-N-Wediselwirkung wird 
zunächst mit Hilfe der Relation (Gl. 7.11) zwischen Bindungsenergie und -abstand 
der freie Potentialparameter S angepaßt. In Abbildung 7.16 sind die Referenzda- 
ten dargestellt. hIan erkennt, daß die zweifach koordinierten h~Iolekülstrukturen 
ini Iergleich zum Dimer durchgehend tiefere Bindungsenergien und kürzere Biri- 
dungsabstände aufweisen und sich folglich nicht erfassen lassen. sofern man die 
experimentell bestätigten Werte für r, und D, verwendet. 
Bei den realen Strukturen mit höherer Koordination besteht nur der reine Blz- 
Cluster aus Atomen mit identischer Umgebung. Hier zeigt die -4uftragung die 
starke Streuung zwischen dem Ergebnis von Niu et al. [253] und dem DMOL- 
Resultat. In der kristallinen a-Modifikation sind die -Atome sechs- und siebenfach 
koordiniert. Eine Zuordnung von Bindungsstärken kann hier nur näherungswei- 
se erfolgen. Unter der Annahme einer „mittlerenu Koordination von 6.5 ergibt 
sich aus der Bindungsenergie ein Wert von -1.78 eV als Energie pro Bindung bei 
einem mittleren Bindungsabstand von 1.76 A (siehe weiteres im folgenden Ab- 
schnitt). Um den Charakter der Borbindung bei hohen Koordinationen erfassen 
zu können, wurde zusätzlich die Bindungsenergie von Bor in hypothetischer fcc- 
Struktur (Z=12) mit Hilfe des Codes DSOLID berechnet und für den Parameterfit 
\-erwende t . 
Abbildung 7.16 zeigt die Anpassung der Pauling-Relation. Der Parametersatz des 
Dimerterms für die Bor-Bor-Wechselwirkung ist in Tab. 7.14 angegeben. 
D,(eIr) T, (A) P (A-l) S 
3.08 1.59 1.84 1.065264 
Tabelle 7.14: ~ i m e ~ ~ a r a m e t e r  für das BB-Potential. 
Winkelabhängige Darstellung 
Für die -4npassung des vollständigen Parametersatzes der Borwechselwirkung 
wurden die Strukturdaten des Dimers, des isoskelen B3-Moleküls, des B12- 
Clusters. der hypothetischen fcc-Struktur und des kristallinen 0-Bors verwendet. 
1.8 2,O 2-2 
interatomic distance (A) 
*Abbildung 7.16: Kohäsive Energie pro Bindung über dem Bindungsubstand dar- 
gestellt für alle untersuchten Borstmkturen. Die ofenen Dreiecke (A) zeigen die 
verschiedenen Resultate für das Bordimer, die Rauten (0) die Daten der Bormn- 
lelcüle aus Tab. 7.12. Die geschlossenen Punkte (m) bezeichnen die Ergebnisse für 
die isolierten Ikosaeder. Mit den Kästchen (B) sind ein Mittelwert für das a-Bor- 
und das Ergebnis für die hypothetische fcc-Struktur bezeichnet. 
In der winkelabhängigen Darstellung des Bond-Order-Parameters (Gl. 7.12) für 
die gleichmäßig koordinierten Borstrukturen mit alle11 Atomen in Gleichgewichts- 
lage treten die in Tabelle 7.15 gezeigten Funktionen X ,  auf. 
Die Bindungsverhältnisse im a-Bor sind wegen der unterschiedlich koordinierten 
,4tome deutlich komplizierter. Die lokale Gmgebung einer Bla-Einheit inrier~iall~ 
des a-Bor ist in Abb. 7.17 dargestellt. In der rhomboedrischen Grundfläche wird 
der Ikosaeder von sechs benachbarten B12-Einheiten iinigeben. Die ,Ato~rir. haben 
hier fünf Bindungsnachbarn im eigenen Ikosaeder und zwei weitere Sachl~aratorne 
in den angrenzenden Ikosaedern mit einem Abstand Tori 1.06 -4. 
Die zweizentrenbindungen, welche die Schichten vernetzen, sind niit 1.649 -4 ver- 
gleichsu~eise kurz, die benachbarten Atonie jeweils sechsfach koordiniert. Inner- 
halb der B12-Einheit variieren die Bindungsabstände von 1 - 2 4  ,A bis 1.775 A. 
\t.as in etwa den Bindungsabständen im isolierten Cliister eritspridit PS], 
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Struktur ( Z I X,= 
2g(108O) + 2g(60°) 
fcc 
Tabelle 7.15: Werte der .winkelabhängigen Funktion X, für verschiedene hodl- 
symmetrische Bor-Strukturen unter der Voraussetzung, da@ die Atome nur  ideule 
Insgesamt treten in der 
B12-Grundeinheit sechs ver- 
schiedene Bindungstypen 
auf: welche durch die in 
Tabelle 7.16 verzeichneten 
Winkelfunktionen cha- 
rakterisiert werden. wenn 
man den Parameter X3 
zunächst unberücksichtigt 
läßt. 
Die vollständige Anpassung 
des Parametersatzes der Bor- 
1%-echselwirkung wurde mit 
den in den Tabellen 7.15 und 
Plätze einnehmen. 
Der Bond-Order-Parameter 
ist für diese Struktur nicht 
mehr invariant gegenüber In- 
dexpermutation und ergibt 
sich für jeden Biridungstyp 
gemäß 
B.. = Bij + B,, 
23 2 
. (1.13) 
Abbildung 7.17: Umgebung des Borikosaeders im 
a-Bor.  Atome, die zu benachbarten Ikosaedern 
gehören, sind klein gezeichnet. 
7-16 aufgelisteten Bindungsstrukturen durchgeführt. In Tabelle 7.17 sind die ver- 
wendeten Referenzdaten und das Resultat des Parameterfits gezeigt. 
Die Energien für die verschiedenen Bindungstypen im u-Bor wurden dabei als 
gleidi angenommen und so gewählt, da8 sich für die Bindungsabstände, welche 
aus den röntgenographisc11e11 Strukturdaten [254] berechnet wurden, in Uberein- 
stimniung zum Literaturwert eine Bindungsenergie von -5.81 e17 pro -Atom ergibt. 
Dir hectr .Anpassung konnte mit dem Paranietersatz erzielt werden, der in Tabelle 





Tabelle 7.16: Bindungstyp, Anzahl und zugehörige winkelabi~iirrgige Funktion y,ij 
für die Bindungen im cii-Bor berechnet unter der Vo~cln,s.setzung. du$ die Atomci 
nur ideale Plätze einnehmen und X3 = O A-l ist . Die Werte ,folyeri. m s  den 
Strukturdaten nach Wyckofl[254]. 
111 -Abbildung 7.19 ist die gute Übereinstimmung der Bindungsenergien mit den 
Referenzdaten zu erkennen. Das Ergebnis für den Ikosaeder liegt zwar deutlich 
unter dem DMOL-Resultat. weicht aber mit -5.14 eY/Xtom nur unwesentlich 
vom Zahlenwert ab, den Kiu et al. 12531 angeben (-5.2 eI'/Atom). Xahezu ideal 
werden die Bindungsabstände (Abb. 7.20) reproduziert und auch die .&iderung 
der Bindungsenergie bei Kompression des Ikosaeders (Bbb. 7.21). Die Länge der 
planaren Mehrzentrenbindungen liegt mit 1.83 A zwische11 dem Refere~izwrt 
und dem Ergebnis der CASTEP-Rechnung. Die mittlere Bi~idu~igsenergie b triigt 
5.65 eV/Atom im Vergleich zum experimentellen Wert von 5.81 eI'/Xtam. Das 
l'linimum der Winkelfunktion gZj(oijk) liegt bei 97.46". um dem weite11 Bereich der 
Bindungswinkel von 60' bis 129.6' genügen zu können (siehe Abb. 7.22 und 7.233. 
Für die Modellierung des a-Bor ist der Parameter X3 eine wichtige Größe. Er 
sorgt dafür, daß die locker gepackte Kristallstruktur auch bei hoher thermischc>r 
,4nregung stabil bleibt und wird auf Xa s 0.8A-I gesetzt. 
Will man reine Borkristalle in einer MD-Simulation modelliereii. ist eine geeig- 
neter Gittergenerator notwendig. Dieser läßt sich in einfacher 1T.eise realisieren. 
Das Gitter des U-Bor weist einen Rliomboederminkel von 58.13" auf [¿54]. Di~se  
Kristallstruktur kann deshalb auch als leicht verzerrte kubisch diditestr Kugel- 
packung (60' bei regelmäaiger Anordnung) betrachtet werden. Wenn mau die 
Ikosaeder geeignet verkippt auf den fcc-Gitterpositionen plaziert. entspricht. dics 
(111)-Fläche dieses idealisierten &-Bor der Grundfläche der rliuxnbot~drischeri Ein- 
heitszelle (Abb. 7.18). Auf diese Weise läßt sich der Kristall in einer für ~rioleku- 
lardpamische Rechnungen vorteilhaften orthogonalen Simulationszdle aufl~aueri. 
Wenn man die Borafome in dieser ..idealisierten" Zelle plaziert und dann die 
,Atompositionen im Kraftfeld des klassischen Potentials relasierw läßt . ergibt sich 
nach wenigen Relasationsschritten der energetisch günstigste Zustand. Das ilIini- 
mum der Gitterenergie wird mit dem Zellparameter wxi 0.8 -4 und einmii i i n f h g -  
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Struktur 2 1 rTrzz7~ (Aj Et, (PI-) I ~ . T , L Z ~ ~  (-4) 4, (~1~) 
Referenzdaten Iilass. Poteritial 
Dimer 1 1 1.59 -3.08 1 1.59 -3.08 
Tabelle 7.17: Interatomare Abstände, Bindungsenergie7~ und Koordinationen der 
irn Fit verwendeten Bor-Strukturen . I m  Fall des B12-Clusters geben die Werte 
i n  Klammern das Ergebnis von Niu et al. [253] an. Die in Klammern gesetzten 
Bindungsabstände für das a-Bor wurden aus der relaxierten Struktur ermittelt, 
welche die CASTEP-Rechnung liefert. Alle Werte sind für X3 = 0 k1 beredmet. 
Tabelle 7.18: Potentialparametersatz für die Bor- WechseZwirkung ermittelt mit 
Hilfe der winkelabhängigen Anpassung. 
liehen Bindungsabstand in den Ikosaedereinheiten von 1.735 A erreicht. Die resul- 
tierende Dichte liegt mit 2.74 g/cm3 über der realen Dichte von 2.45 g/cm3, was 
auf die kurzen Bindungsabstände der Ikosaeder in der rhomboedrischen Grund- 
fläche zurückzuführen ist. 
Mit der Anpassung der Borwechselwirkung wurde somit erfolgreich gezeigt, daß 
der vergleichsweise einfache Potentialansatz ausreichend allgemein ist, um auch 
komplizierte Bindungsverhältnisse, wie sie bei den verschiedenen Borstrukturen 
auftreten, realistisch zu modellieren. 
Abbildung 7.18: Struktur des a-Bor 
genähert als Anordnung von Bor-ikosa- 
edern in kubisch dichtester Packung. 
Der Unterschied zur realen Struktur ist 
gering, da der Rhornboederwinkel mit 
58'4' kaum vom idealen 60"- Winkel ab- 
weicht. Dargestellt ist ein Ausschnitt 
aus drei übereinanderkiege~bden (1 11)- 
Ebenen des fcc-Gitters, die den Grund- 
fiächen des Rltomboeders entsprechen. 
Innerhalb der Ebene ist jeder Ikosaeder 
von sechs weiteren Blz-Einheiten um- 
y eben. 
coordination nu~nber 
Abbildung 7.20: Interatomarer Abstand über der h'oordinationszahl für hoch- 
symmetrische Borstrukturen: Die offenen Rauten (0) bezeichnen die Bindungs- 
abstände i m  a-Bor gemaj? den Daten von Wyckoff[254], die ofenen Quadrate (D) 
die C ~ s ~ ~ ~ - R e s u l t a t e .  Die offenen Dreiecke zeigen die Referenzdaten für das Di- 
mer, das lineare B3-Molekül, den isolierten B12-Cluster und die hypothetische fcc- 
Struktur. Die geschlossenen Punkte (m) sind die Gleichgewichtsbindungsabstande, 
welche das empirische Potential ergibt. Dabei repräsentiert die Koordinationszahl 
6.5 die Bindung zwischen 6- und 7-fach koordinierten Atomen. 
change of interatomic distance, r-l; (A) 
-4bbildung 7.21: Änderung der kohäsiven Energie des Bl2-Ikosaeders als Funktion 
der Abweichung vom Gleichgewichtsabstand. Die ogenen Dreiecke (A) zeigen 
das DMOL-Resultat, die geschlossenen Punkte (m) das Ergebnis des klassischen 
Potentials. 
-Abbildung 7.22: Funktion gi j (Qi jk)  für den BB-Pararnetersatz über dem Bindungs- 
winke1 6 ) i j k .  
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7.7 S tickstoffbindung 
Stickstoff ist das leichteste Element in der I'. Hauptgruppt. des Perioderisyst,erns. 
Es besitzt die Helium-Elektrorienkonfiguratiori ls2, 2 ~ 9 ~ "  und kariri aufgrund der 
fehlenden d-Orbitale höchstens vierbindig sein. Unter Staridardbedirigur~ge~i ist 
Stickstoff ein Gas, das mit 78 % ~701un~e~ianteil d n Haupthest~andteil der Luft 
bildet. Stickstoffatome sind durch drei kovalent,e Bindungen (amr) aneinander 
gebunden und bilden chemisch äußert stabile K2-Moleküle. Deshalb wird Stick- 
stoff oft als Inertgas verwendet. Unterhalb von 63.05 E; kristallisiert Stickstoff' zu 
einem h4olekülkristal1, in dem die N2-Moleküle in hcy-Struktur angeordnet sind 
und über schwache Dispersionskräfte wechselwirken [251]. 
7.7.1 Einfache Koordination: Das Na-Dimer 
Das N2-iLiolekül ist experimentell und theoretisch sehr gut untersucht und der 
'Es-Zustand als stabiler Grundzustand eindeutig identifiziert. Die Literatur- 
angaben für die Bindungsenergie und den Bindungsabstand sind weitgehend 
konsistent und werden durch das Ergebnis der DMOL-Rechnung dieser Arbeit 
bestätigt (Tab. 7.19). Für das klassische Potential werden daher die experimen- 
tellen Zahlenwerte nach Huber und Herzberg [236] eingesetzt. Als Frequenz der 
hZolekülgrundschwingung wird das Ergebnis der scf-DFT Rechnung (2291 cm-l) 
angenommen, so da6 sich für ß ein Wert von 2.58/A ergibt. 
Huber & Herzberg 
12361 'C$ 
aAn die die Daten von Huber und Herzberg angepafiter Wert 
L 1 ?, 
Martin et al. [237] 'C: 
Widanv et al. I301 
Tabelle 7.19: LCAO-Berechnung der Moleküleigenschaften von N2 mit Spin- 
Polarisation und Optimierung. 
-9.90 
7.7.2 Zweifache Koordination 
-9.91" 
-11.62 
Als Repräsentant eines zweifach koordinierten Stickstoffs dient das N3-Molekül. 
Die DMOL-Rechnung konvergiert hier nur für die lineare Struktur und ergibt 
eine Bindungsenergie, die bei -10.97 eV und somit unterhalb der des Dimers 
liegt. hlartin et al. [237] und ViTidany 1301 finden ebenfalls, daß das gestreckte 
hlolekül gegenüber der isoskelen Anordnung energetisch bevorzugt ist. Die von 
1.11 
- -~ - - 
1.11 
2758 
ihnen berechneten bJ7erte für Bindungsenergie und Biridungsabstand weichen ver- 
gleichsweise stark ab. Für die Potentialanpassung wurde daher das Ergebnis der 
DMOL-Rechnurigeri verwendet, da diese Methode auch ini Falle des Dimers die 
beste Übereinstimmung mit dem Experiment ergibt. 
Molekül Parameter DMOL Martin VEJidariy 
~ 3 7 1  1301 
Ns 
E. (eV) keine Kon- -9.91 
~ N N  (4 vergenz 1.2803 
Tabelle 7.20: Strukturelle Eigenschaften von N3 Molekülen. Die Eqiebnisse des 
klassischen Potentials werden erst später in  Abschnitt X11 diskutiert. 
7.7.3 Bond-Orde~Parameter und höhere Koordinationen 
Das dreifach kovalent gebundene Dimer ist die stabilste Modifikation des unter 
St andardbedingungen gasförmigen Stickstoffs. Nur h ei extrem tiefen Tempera- 
turen bilden die Dimere einen Molekülkristall, der durch scliu~aclie intermoleku- 
larer Van-der-Waals-Wechselwirkung stabilisiert wird. Hoch koordinierte, clidite 
Packungen existieren nicht, während zuweilen das lineare F3-hlolekiil iiad~ge- 
wiesen werden kann [237]. Da die Eigenschaften der N-X-Bindimg bei liöliercr 
Koordination für die Defektbildungsenergien und Ol~erflächenrekoristr~iktim wii 
Bornitrid eine Rolle spielen, wurden mit Hilfe des Codes DSOLID die Bi~iduiigs- 
energien und -abstände von Stickstoff in Graphit-, Diamant-, SC- mul fcc-Struktur 
berechnet und für den Parameterfit verwendet. 
Die Anpassung des Parameters S erfolgte zunächst wieder mit ciw xllgeiil~irimi 
Relation 7.11 zwischen Energie imd Bindiingsabsta~id. In -4bltililix11g 7.24 ist. W- 
kennbar, daß die Referenzdaten für liolie Iioordinatioiirn bei .i = 2.58 AL-' iiiclit 
erfaßt werden, so daß auch der Parameter 3 in die Aripassi~iig eixltmogcii w3r- 
den mußte. Für die Parameterkombinatim vrni S" uad .3, tt.c~lc.1~ die Pniiling- 
Relation am besten wiedergibt, wird die Frequenz der Di1iic~rgr1mds1~~~~~-i11g111ig %U 
1709 cm-l, was in1 Vergleich zu den 2291 ciii-I aus drr D~10~-B~t~il1ilil3f:i t41w 
erhebliche Abweichung darstellt. Die resultiererirlen Para~iictrr tftls Dimr3rr~riiix 
sind in Tabelle 7.21 angegeben. 
Die verbleibenden freien GröBen n, 9. t urid h mirdrw mit Hilfe &r in Tiilwllr 
7.22 gelistetm Referenzditeii lwstininit. Iri Al~bildimg 7.2- :,sind tlic mir ( l a u  
Do(eV) ro (-4) ,O (A-') S 
9.91 1.11 1.92487 1.0769 
Tabelle 7 21: Dimerpararr~ster für das NN-Poterrtiu.1. 
Tabelle 7.22: Interatomare Abstände, Bindungsenergien und Koordinationen der 
im Fit verwendeten hypothetischen Sticksto~strukturen. 
Struktur Z 1 rmin (A) Eb(eV) 1 (Ä) Eb(eLT) 
Referenzdaten Klass. Potential 
1,0 1,2 1.4 1,6 1,s 2.0 2,2 2,4 







Abbildung 7.24: Kohäsive Energie pro Bindung über dem Bindungsabstand dar- 
gestellt für alle untersuchten Stickstoffstrukturen. Die hoch koordinierten sind 













vollständigen Parametersatz (Tab. 7.22) bestimmten Bindungsenergien irii ITer- 
gleich zu den R.eferenzdaten gezeigt, in Abb. 7.26 findet sich ein I,7ergleicli der kor- 
respondierenden Bindurigsabstände. Die Gbtwi~isti~nniiing ist i i lm dcn gesamten 
Iioordinationsbereicli gut. Allein die Bindungseriergieri 1x4 drei- lind vierfadier 
Koordination werden vom klassisclien Potential etst7as zri schnstcli rricldelliert. 
Tabelle 7.23: Potentialparametersatz für die N-N- Wechselwirkunq ermittelt mit 
Hilfe der winkelabhängigen Anpassung. 
7.8 Potentialflanken 
Bei der ionengestützten Schichtdeposition von Bornitrid sind Iorienenergien von 
bis zu 1 keV relevant. Da das Abbremsverhalten eines Projektils im Target we- 
sentlich vom Verlauf der repulsiven Potentialflanke bestimmt wird, muß ein inter- 
atomares Potential für atomistische Computersimulatione~i dieser Prozesse nicht 
nur die Bindungseigenschaften, sondern auch die abstoßenden Kräfte bei starker 
interatomarer -4nnäherung realistisch modellieren. Nahezu alle Cliisterpotentia- 
le und -funktionale für kovalent gebundene Systeme sind bis zu Energien von 
einigen Elektronenvolt gültig. Die interatomare VGirchselwirkung bei Energien 
über 500 e'L' läßt sich realistisch durch die vielfach bestätigten, abgeschirmten 
Coulomb-Potentiale modellieren (+ ,4bschnitt 6.5). Im Bereich von einigen zehn 
bis zu einigen hundert Elektronenvolt ist der Potentialverlauf dagegen kaum be- 
kannt und kann nur mit Hilfe ausgefallener experimenteller Methoden wie z.B. der 
?-induzierten Doppler-Verbreiterung [258,259] untersucht werden. Somit folgt die 
V17ahl der Potentialform in diesem Mittelenergiebereich weniger physikalischen als 
vielmehr „ästhetischenu Kriterien, die sich auf einige mathematische Beciiiigu~i- 
gen stützen. 
In der Literatur sind verschiedene Verfahren vorgeschlagen worden. die pliysika- 
lisch signifikanten Bereiche der rein repulsiven. abgeschirmten Coulonl1~-Poteri- 
tiale und der bindenden Potentiale mit Hilfe Tori Splinr-Funkt,ionen zu ver- 
knüpfen. Von Stock [224] stammt beispielsweise der T;orsclilag eines Paly~ioins 
dritter Ordnung, das den Paarterm des Stillinger-Weber-Potentials mit dem SBL- 
Potential (+ Abschnitt 6.5) verbindet. Dieser Eingriff ist formal vergleichsw~ise 
einfach, da im SW-Potential die Terme für Paar,- und Dreikörper~reclisel~virkurig 
getrennt erscheinen. Bei den Bond-Order-Poteritialen, die einr Siini~niiatio~i iilm 
effekti~.e Paarpotentiale darstellen. fehlt diese Trennung der Mehrkörpcrwchsel- 
wirkung vom Paaranteil. Eine Variante, die Hochenergieflarik~ fiir Potc~~itiale w m  
Tersoff-Abell-Typ anzupassen. findet man z.B. bei Smith t-t d. ;325. 21 71. bei der 
coordination number 
-Abbildung 7.25: Kohüsive Energie über der Koordinationszahl für hypothetische 
Sticksto*gStrukturen: Dimermolekul, das lineare N3-Molekül, die hypothetischen 
Graphit, SC- und fcc-Strukturen. Die oflenen Rauten (0) sind die Referenzdaten, 
die geschlossenen Punkte (*) die Resultate des klassischen Potentials (Linien sind 
nur  aus Gründen der Darstellung gezeichnet). 
Abbildung 7.26: Interatomarer Abstand über der Koordinationszahl für verschie- 
dene hypothetische Stickstoflstrukturen: Die oflenen Rauten (0) bezeichnen die 
Referenzdaten. Die geschlossenen Punkte (*) sind die Gleichgewicht~bindun~s- 
ubstände, welche das klassische Potential ergibt. 
nur der repulsive Paaranteil des biricle~ideri Pot,entials durch eine c~rripirisclle Es- 
po~ientialfunktion an das hiolihre-Potential arigepajjt. Unalhli~igig vom einzelnen 
17erfahren führt die Verwendung von SpIi7w-Funktio1iell aller iri d ~ r .  Regel dazu. 
claß die resultierenden Potentiale an den ~ b ~ r ~ a i i g s ~ u n k t e n  nicht mehr zweifach 
stetig differenzierbar sind, so daß Sprurigstelle~i ri den _Al~leitungeii der I\;riifte 
auftreten. 
l " " ' l " " ' l " " ' l " " '  " : " ' I " " ' I " " ' I " " ' I " ' "  
---- BN-Potential, B,, = 1.0 
Intcratomic Forces 
Fenni-Function 
interatomic distance (A) 
Abbildung 7.27: Verlauf des BN-Potentials in haEb10,yarithmisciter Darstel- 
lung: Dargestellt sind das ZBL-Potential, das Bond-Order-Potential, die Fermi- 
Funktion, das resultierende Gesamtpotential und der Verlauf der interatomaren 
Kriifte für die Bond-Order-Parameter Bij = 1 (links) und 0.9 (rechts). 
Dieses Problem läßt sich umgehen, wenn man die zu verbindenden Potential- 
zw~eige mit Hilfe einer Fermi-Funktion linear kombiniert, wie es beispielsweisr 
Nordlund et al. [260] vorschlagen. Das Potential ergibt sich dann genlaß folgeii- 
der Vorschrift (vergl. abschnitt 7.3): 
Diese Methode ergibt einen resultierenden Potentialverlauf. der belictbig ofr stetig 
11-1 7. I<lassisc:hes Po tmtial für Borni trid 
differenzierbar ist und verlangt die Anpassiirig vor1 nur z w ~ i  freie11 Parametern. 
Diese habe11 einen starken Eirifluß auf das AIo~iot~o~ii~verlii~lt~~ii des Pote~itials. SO 
tlaß es nic-lit genügt, nur das Dirilerpoteritial anzupassen. l'ielnielir ist es riotJwclii- 
C&. auch den Fall der -4nriälierung eines Projektils an ein inelirfadi gel)iinde~ies 
-Atom ZU berücksichtigen, was formal mit Hilfe des Bond-O,r(lcr.Paranit~ters ge- 
schieht. 
Für das in dieser -4rbeit vorgestellte Bond-Order-Potential wurden die Kenn- 
größen der Fermi-Funktion so gewählt, daß der Potentialverlauf für alle Iioordi- 
natioiien4 mit B,-.> 0.8 streng monoton wachsend ist. Die Tabelle 7.24 zeigt die 
Parameter in der Ubersicht. In den Abbildungen 7.27 und '7.28 sind die effektiven 
B-N - B-B 
T F  (A)  0.2 0.35 0.2 
Tabelle 7.24: Parameter der Fermi-Funktion für die Anpassuny der repulsiven 
Potentialflanke. 
Paarpotentiale für das reine Dimer und den Bond-Order-Parameter B, = 0.9 
aufgetragen. Man erkennt deutlich, daß das Bond-Order-Potential in seiner ur- 
sprünglichen Form die Ordinate schneidet. Um den streng monotonen Abfall des 
Gesamtpotentials auf dem repulsiven Ast für alle BZj > 0.8 siclierzustellen, muß 
die Fermi-Funktion so gewählt werden, daß das ZBL-Potential erst bei sehr klei- 
nen interatomaren Abstände (N 0.1 -4) voll gültig wird. Dabei ist die Überein- 
stimmung mit dem ZBL-Potential in allen Fällen für Wechselwirkungsenergien 
über 1 keV sehr gut. 
7.9 Vergleich der Bindungseigenschaften 
Die vorangehend bestimmten Parametersätze für das klassische Bond-Order- 
Potential vom -4bell-Tersoff-Typ erlauben die realistische Beschreibung von 
Einfach,- und Mehrfachbindungen in unterschiedlichsten Strukturen von Borni- 
trid, Bor oder Stickstoff. Dabei ist der Potentialansatz in der Lage, die völlig 
verschiedenen chemischen Eigenschaften der drei Bindungstypen zu modellieren. 
Die vergleichende Darstellung (Abb. 7.29) der Bindungseigenschaften als Funk- 
t,ion der Koordinationszahl zeigt. daß die kristallinen BN-Modifikationen die sta- 
bilsten aller möglichen Strukturen sind, und die Bildung des Bornitrids ein exo- 
thermer Prozeß ist. Stickstoff mit dem Na-Molekül als stabilster Struktur ist der 
Grenzfall eines rein kovalent gebundenen Systems. Bor bildet bei hohen Koordi- 
nation (6-7) kristalline Modifikationen. was den teilweise metallischen Charakter 
4Siehe dazu Abb. 7.5 und 7.23. 
interatomic distance (A) 
-2 
0,O 0,4 0.8 1,2 1,6 0,O 0.4 0.8 1.2 1.6 2.0 
interatomic distance (Al 
der Borbindung anzeigt. ~vährend Borriitrid in den fiir Hall,leit,er typische11 Mo- 







-----  Average: OS(%+%) 
coordination number coordination number 
Abbildung 7.29: Kohäsive Energien für verschieden koordinierte Strukturen aus 
Stickstofl, Bor und Bornitrid berechnet mit dem klassischen Potential. Links ist 
die Energie pro Bindung, rechts die Energie pro Atom dargestellt. Nicht gezeichnet 
sind die Daten der linearen Moleküle wegen der dort aujbetenden Überlagerung 
verschiedener Koordinationszahlen. 
Aus dem Vergleich der Energien pro Einzelbindung in Abb. 7.29 kann man ent- 
nehmen, daB die BN-Bindungen nur bei mittleren Koordinationen bevorzugt sind. 
dabei aber deutlich unterhalb des Mittelwertes der Bindungsstärken von Stickstoff 
und Bor liegen. Strukturbestimmend ist folglich immer die Energie der Einzel- 
bindung in Verbindung mit der bevorzugten Koordination. 
Die Gleichung 7.11 gibt die Minima des effektiven Paarpotentials für den jewei- 
ligen Wechselwirkungstyp an. Mit Hilfe der zuvor abgeleiteten Parameter lassen 
sich damit die möglichen Bindungslängen und -energien für die verschiedenen 
Wechselwirkungstypen vergleichen. -4bbildung 7.30 zeigt, daß die BN-Bindung 
bei interatomaren Gleichgewichtsabständen von 1.33 A bis 1.6 A bevorzugt ist, 
während die Borbindung bei größeren Bindungsabständen energetisch stabiler ist. 
Die Bildung von Bor-Bor-Sequenzen ist der wesentliche Konkurrenzprozeß zur 
BK-Formation. Insbesondere dann, wenn der Stickstoff nicht in ausreichendem 
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Maße angeboten wird, können die Boratoiiie hoch koordinierte Cluster und Ein- 
sdilüsse bilden. Dieses wird dadurch begünstigt, daß die Starke der Borbindurig 
deutlich geringer von der Koordination abhängt als die des Stickstoffs und des 
Bornitrids. 
interatornic bond distance (A) 
Abbildung 7.30: Kohäsive Energie pro Bindung über dem Bindun~suOstand 
(Pauling-Relation) für Stickstoff, Bor und Bornitrid berechnet mit d e n  Punxne- 
tern des klassischen Potentials. 
7.10 Overbinding-Korrektur und gemischte 
Bindungen 
Im Tersoff-Abell-Schema ist die Berechnung der Bindungsenergie auf die Siimma- 
tion über die Wechselwirkung mit den nächsten Xaclibarn (GI. 7-11 l~rscliränkt. 
Dieses ist immer dann vernünftig, wenn die Bindungsnachbarn iiquivaient oder 
zumindest sehr ähnlich koordinierte Gmgebungen haben. Bei gemischten Biridmi- 
gen kann dieser Ansatz aber zu unphysikalischen Effekten führen, wie etwa dem 
sogenannten Overbinding, welches sich an einem einfailieri Beispiel illustrieren 
läßt. 
Betracht& eine (111)-Oberfläche des c-B';. die mit einer Lag<> nicht rekoii- 
struierter, einfach gebundener Atomen bedeckt (Alb 7.31) ist. sirid die. dariirtt~r. 
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Abbildung 7.31: Bindungsverhaltnisse an der (111)-Obe$iid~t: des c-BN, die mit 
einer monoatomaren Deckschicht belegt ist. 
liegenden Kristallatome vierfach koordiniert und bilden Einfadibindungen mit, 
den zltomen der Deckschicht, die dann je nach Atomtvp zwei (B) oder vier (N) 
urigesättigte Elektronen besitzen. Die Bindung ist somit schwächer als die zwi- 
schen chemisch voll abgesättigten -4tomen im Kristall. Irn Potentialalgorithmus 
wird die Bindungsordnung aus dem Mittelwert der Bond-Order-Parameter der 
benachbarten Atome bestimmt: 
Dabei ergibt sich ein effektiver Bond-Order-Parameter. der größer ist als bei einer 
Bindung zwischen zwei tetraedrisch koordinierten Atome, wodurch die Einzelbin- 
dung zum isolierten Atom energetisch begünstigt wird. Die Kristallatome in der 
obersten Gitterebene haben dann Bindungsenergien, die im Betrag größer sind 
als die atomaren kohäsiven Energie in C-BN (Overbinding). 
-4hnliche unphysikalische Effekte können bei gemischten Bindungszuständen an 
Oberflächen, in Molekülen und Clustern sowie bei Punktdefekten auftreten, insbe- 
sondere dann, wenn BN-Sequenzen mit NN- oder BB-Bindungen vermischt sind. 
Hier führt die einfache Superposition der einzelnen Bindungseigenschaften, die 
der Potentialalgorithmus vornimmt, in gewissen Fällen zu fehlerhaften Vorher- 
sagen der Struktur. Deshalb ist es notwendig, den Bond-Order-Parameter durch 
eine11 geeigneten Korrekturterm zu ergänzen, der den Typ und die chemische 
Cmgebung der jeweiligen Nachbaratome berücksichtigt. 
Bei den meisten gebräuchlichen Potentialen vom Tersoff-Abell-Typ für zwei- 
oder mehrkomponentige Systeme werden diese Einflüsse unberücksichtigt gelas- 
sen (%.B. [209, 213, 2141). Nur beim Brenner-Potential für Kohlenwasserstoffe 
E2121 und beim Si:H-Potential von Murthy und -4tu7ater [261] sowie deren Hy- 
bridvarianten sind entsprechende Korrekturen der Bindungsordnung eingeführt 
worden [217, 2161, da hier die Chernie der Bi~idurigspartrier sehr gut wrstariden 
und untersucht ist. 
Für das hier vorgestellt,e klassische Potmtial ergibt sich die Notxwidigkeit zur 
Korrektur gemischter Biridungszustiinde aus der chemischen Inkompabilität der 
Bindurigspartrier, die irr1 vorangehenden Al>sclinitt skizziert xx~iirtl(~. Es werden da- 
her als additive Korrektur der Bindurigsordriurig ge11iäR GI. 7.4 drei ~~rscl i ic~der i~~ 
Paarterme eingeführt: 
bei denen die Anzahl der Bor- (Bi) bzw. Stickstoffatome (Xi) in der Umgebung 
des Atoms i mit Hilfe der Abschrieidefuriktio~i 7.3 berechnet wird: 
Die Korrekturterme F, sind für ganzzahlige -Argumente festgelegt. Zivischenwerte 
lassen sich dann mit Hilfe von bi-kubischer (Sp1ine)-Interpolation ermitteln, so 
daß die stetige Differenzierbarkeit des Potentials erhalten bleibt. 
Die ersten beiden tlusdrücke korrigieren die Bindungsstärke der NX- und BB- 
Sequenzen als Funktion der Anzahl der Stickstoff- bzw. Bornachbar~i. Die beiden 
letzten Terme werden bei BN-Bindungen wirksam und hängen von der Zahl der 
Stickstoffnachbarn des Boratoms und der Zahl der Bornachbarn des Stickstoffs- 
toms ab. 
Diese vergleichsweise einfache Korrektur der chemischen Biridungsordnurig er- 
laubt es: gemischte Bindungszustände, deren Eigenschaften sich nicht durch die 
Superposition der drei bindungsspezifischen Potentiale beschreiben lasseri, zu ~rio- 
dellieren. 
Für die Anpassung der Parameter wurden verschiede~ie 5loleküle und Bip Puiikt- 
defekteigenschaften, welche im vorangegangenen Iiapitel -5 Imtinimt wurden. 
benutzt. Auf die Anpassung von Oberflächeneigenschaften xwrde dagegen WS- 
zichtet, da bisher nur theoretische Arbeiten zur (001)-Oberfläche des (4-BX mit 
teilweise widersprüchlichen Resultaten esistieren p62, 263. 2631. 
Bei der Bestimmung der Korrekturwerte ist es hilfreich. den Ziisam~rlrnhan~ zxi -  
sehen Bindungsordnung und hIinimumseige1iscllafte11 der effektiven Paartermt. zu 
kennen. Der Bond-Order-Parameter als Funktion des Glt.iehger~ticlit~t~irldu~~g~~'tf~- 
Stands %vurde bereits in Gleichung 6.13 bestimmt. Verwendet man zusätz1ic.h die 
Beziehung 7-11. 1äßt sich auch ein Zusammenhang z~vische~i kohhivrr Ewrgie 
pro Bindung und dem Bond-Order-Parameter ableiten: 
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interatomic bond distance (A) cohesive energylbond (eV) 
Abbildung 7.32: EJcfektive Bindungsordnung als Funktion des Gleichgeu~ichtsbin- 
Sungsabstands und der Bindungsstärke für die Bor-, Stickstqff- und BN-Bindmq. 
In Abbildung 7.32 sind diese Bestimmungsglleichungen für den Bond-Order- 
Parameter gezeigt. 
7.11 Moleküle 
Für die Anpassung der Korrekturterme bei niedriger Koordination dienen die 
Strukturdaten verschiedener dreiatomiger Moleküle, welche bereits in den Tabel- 
len 7.4,7.12 und 7.20 im Vergleich zu den Resultaten des klassischen Potentials ge- 
zeigt wurden. Durch die unsymmetrische Wahl der Korrekturterme FBN(l, 0) und 
FBN(O, 1) ist es möglich, die linearen Moleküle NBN und BNB zu unterscheiden. 
In Übereinstimmung mit den ab-initio-Rechnungen wird das BNB als energetisch 
günstigstes aller B2N- und BNa-Moleküle beschrieben. Die Parameter FBB(l, 0) 
und FBB(l, 1)dienen zur Modellierung des linear asymmetrischen bzw. triangu- 
laren B2N, der Wert FNN(l, 1) zur -4npassung des triangularen BN2. Während 
die Bindungsenergien in allen Fällen in sehr guter Übereinstimmung zu den Refe- 
renzdaten liegen, führt die Korrektur der Bindungsordnung bei den Borbindungen 
dazu, dai3 die Abstände der Boratome geringer als die BN-Bindungslängen wer- 
den (Tab. 7.4). Unter den reinen Bormolekülen wird die isoskele B3 korrekt als 
energetisch günstigste Struktur (Tab. 7.12) vorhergesagt. Das liiicare X.$-liolekül 
ist gegenüber der isoskelen Struktur bevorzugt (Tab. 7.20). Diil Paraiiieter sind 
in Tabelle 7.25 angegeben. 
Defekte und Cuto ff -Radien 
Die hlodellierung von intrinsischen (neutralen) Puriktdefekte~i stellt für jedp 
klassische Potentialbesclireibung eine besondere Herausforderung dar, weil sich 
die elektronischen Strukturen von Defekten und folglich auch die Bindungsei- 
gensdiaften deutlich von denen in idealen Strukturen unterscheiden. So werden 
z.B. Punkt~defekteigenschaften von Silizium. die durch ab-init2o-R.ec1iriungeri ver- 
gleichsweise gut charakterisiert sind, von keinem der etablierten klassische11 Po- 
tentiale vollständig richtig n-iedergegeben [202]. Fehler in den Defektbildungs- 
energien von über 100 %, wie beispielsweise im GaAs-Potential von Sayed [265], 
sind nicht selten. Oft werden von den Autoren nur wenige Punktdefekttypen dis- 
kutiert, so 2.B. die Kohlenstoffvakanz beim Brenner-Potential 12121 oder stödiio- 
~netrieerhaltende Defektpaare beim SiC-Potential ~ o n  Tersoff 12091. 
Da bei der Schichtdeposition von Bornitrid Ionenenergieri bis zu 1 kel' typisch 
sind, spielt die ionenstrahlinduzierte Schädigung und deren Ausheilung eine we- 
sentliche Rolle. Folglich ist die adäquate Beschreibung von Puriktdefekteigen- 
schaften eine wichtige Anforderung an das klassische Potential für Bornitrid. Im 
folgenden wird gezeigt, daß unter teilweiser Verwendung der Korrekturterme des 
Bond-Order-Parameters eine zufriedenstellende Beschreibung der in Kapitel 5 
bestimmten Punktdefekteigenschaften möglich ist. 
Die Bildungsenergien der Punktdefekte wurden mit Hilfe der GI. 5.6 ermittelt, 
wobei immer der Wert für E& angegeben ist. Für das kubische Borriitrid wurdc 
eine Zelle mit 256 Atomen verwendet, für das hexagonale Bornitrid eine Zelle 
aus 300 Atomen. In beiden Fällen wurden die Atome an den Ränder11 der Bos 
während der strukturellen Relaxation festgehalten. Durch die T,ttalil des gröi3ertw 
Zellvolumens ergeben sich bei der klassischen Berechnung in den meisten Fällen 
Bildungsenergien, die geringer sind als die Ergebnisse der LCXO-Rechnung, da 
audi  -4tome der zweiten und dritten Nachbarschaftssphäre zur Energierelasation 
beitragen können, welche in der kleineren Superzelle der scf-DFT-R~~hnuiig nicht 
berücksichtigt sind. 
Die neutralen Swischengitteratome in C-BN werden durdi die Superl)osition der 
Potentialbeiträge gut beschrieben, ohne daß eine Korrektur der Binduiigsord- 
nun$ not~vendig ist. Im wesentlichen hängen die Bildungsenergien uad das Re- 
laxationsverh&en der Defekte .r70n der Wahl der Cut08-Radien ab. Es wlrden 
daher drei verschiedene Kombinationen von CU~O#-Parüni~t~r~gt~ciri iin ersi~chr 
(Abb. 7.33 und Tabelle 7-26). Parametersatz -1" ist so gW%hh (Tab. 7-26]. das 
die Bildungsenergie für ein Boratom. welches im idealen k~ ib icdm Gitter eilt- 
lang- der [lll]-Richtung von einem tetraedrisdien Defektplatz zum niif'l~stcln wr- 
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classical potential with: 
- Par.Set 1 
- 
- 
[I  1 I]-direction - 
-Abbildung '7.33: Defektbildungsenergie für ein Bor-Zwischengitteratom, das vom 
tetraedrischen Defektplatz mit Bor als nächsten Nachbarn entlang der [ l l l ] -  
Richtung über den hexagonalen Platz auf die benachbarte tetraedrische Defekt- 
position verschoben wird. Dargestellt ist das Ergebnis des klassischen Potentials 
berechnet mit verschiedenen Abschneideradien i m  Vergleich zur scf-DFT Rech- 
nung mit FAST~TRUCTURE. Während die quantitative Abweichung vom ab-initio- 
Resultat kleiner als 10 % ist, hängt die qualitative Übereinstimmung stark von der 
Wahl der Cutoff-Funktionen ab. 
schoben wird, in der hexagonalen Position ein Minimum hat, während für das 
Stickstoffatom die TB-Position zum günstigsten Defektplatz wird. Setzt man die 
Abschneideradien gleich, entstehen auf dem Energiepfad zwei Minima neben der 
hochsymmetrischen hexagonalen Position. Der Grund dafür ist offensichtlich: Der 
Abstand vom Zwischengitteratom in der hexagonalen Position zum nächsten Git- 
teratom, das entlang der [llll-Richtung erscheint: entspricht dem 1.5 fachen der 
Bindungslänge (N 2.33 A). Sofern der Abschneideradius ausreichend groß gewählt 
wird (Parametersatz ., 1 ") , kann die Wechselwirkung des Defektatoms mit diesen 
Xachbarn berücksichtigt werden und der Energiepfad hat den gewünschten Ver- 
lauf. Andernfalls verschieben sich die Minima auf die Positionen, an denen der 
Einfluß dieser Nachbaratome verschwindet (Parametersatz :.2" und :>3''). In al- 
len Fällen weichen die Defektbildungsenergien der Zwischengitteratome in c-BK 
bei idealer Umgebung um nicht mehr als 10 % vom Referenzwert ab. Nur wenn 
Parameter Wert aneeuaßt, ilIi I .  -~- - .--- 
FBB(O, 1) 0.040 N-B-B 
FBB (1 , l )  0.040 P? / \ 
B - B  , 
FBB(~> 3) -0.1 SI? e spJ Phasenübergang 
FBB (1,3) -0.01 Interkaliertes B in h-BK (Wallace) 
FBB(~, 3) -0.03 Interkaliertes B in 11-BN (canted) 
FBB(l, 2) 0.02 Doppelter Platzwechsel in h.-BK 
FBB (0.3) -0.012 B auf N-Platz C-BN 
FBB(O, 2) 0.008 B auf N-Platz h-BN 
Fn.~(l,l) 0.035 B / \ 
N - N  
FNN(O, 3) 0.005 fi auf B-Platz in C-BK 
FNN(O? 2) 0.015 N auf B-Platz in 11.-BN 
F N ~ ( l r  2) 0-02 Doppelter Platzwechsel in h-BK 
FNN (2! 3) 0.012 Interkaliertes N in h-BN (canted) 
FNN (lr 3) -0.02 Interkaliertes N in h-BN (Wallaci) 
FBN(O: 1) 0.017 B-N-B 
FBN(l,O) 0.010 N-B-IC; 
FBN (2,3) -0.004 N-Vakanz in C-BN 
FBN (3,2) -0.011 B-Vakanz in C-BN 
FBN (Ii  2) -0.005 N-Vakanz in h-BN 
FBN(~, 1) -0.015 B-Vakanz in h-BN 
F B N ( ~ ,  3) -0.01 (100)-Oberfläche des C-BN (keine Ref. Daten) 
FBN (3, l )  -0.01 (100)-Oberfläche des C-BN (keine Ref. Daten) 
Tabelle 7.25: Korrekturparameter F, für die Bindungsordnung. Alle Terme bis 
auf die FBN (B, N) sind symmetrisch gegenüber Vertauschung der Argumente. 
der Abschneideradius der NN-Wechselwirkung zu groß wird (Parametersat"~ „P). 
läßt sich die Bildungsenergie für das Stickstoffatom in TB-Position nicht korrekt 
wiedergeben. 
Die Eigenschaften von Platzwechseldefekten und Vakanzen in C-BN und IL-BN 
sind von der Größe der Wechselwirkungssphäre unabhängig, sofern die Cutofl- 
Länge über dem Bindungsabstand und unterhalb des Abstands zum übernächsten 
Nachbarn liegt. Für eine realistische hlodellierung dieser Defekte sind allerdings 
die in Abschnitt 7.10 eingeführten Korrekturterme notwendig, welche nur in1 
Falle der Vakanzen isoliert wirksam werden, bei den Platzwechseldefekten aber 
immer in Kombination auftreten. Zunächst wurden die Parameter FBr(3. 1) und 
FBIV(l, 3) SO festgelegt. daß das Overbinding an den (100)-0brrflächen des c=BS 
verschwindet. Beginnend mit den Eigenschaften der Ihkanzen kon~iten dann suk- 
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zessii-e die Platzwediseldefekte und iriterkalierten P ~ i i l i t t l ~ f ~ l < t ( ~  mgeprtjjt, werden. 
Die Tabelle 7.26 zeigt den '\.ergleich der berechneten Bildurigseriergien mit den 
scf-DFT-Recliriunge~i für C-BN, Tabelle 7.27 die &micl i t  für 1)-BX. Für jeden 
Defektt.yp sind die korrespondierenden 1I;orrekturterrrie verzeichnet. In der Ta- 
belle 7.25 finden sich die Parameter in Verbindung mit der jeweils relevanten 
R.eferenzstruktur. Die Übereinstirnrnung der Ergebnisse mit den ab-initio-Dat,en 
ist insgesamt außergewöhnlich gut. Die Vakanzen und einfachen Platzwechsel wer- 
den in beiden Strukturen sehr gut besdirieberi, ebenso der iriterltalierte Bordefekt. 
Xur beim interkalierten Stickstoff und beim doppelten Platzwechsel in C-BN wer- 
den größere Abweichungen erkennbar. Diese haben ihre Ursache in1 betragsmäßig 
sehr großen Korrekturwert für FBhr(3, 21, der an die Borvakanz in C-BK angepaßt 
ist. Wählt man diesen Parameter kleiner, lassen sich der doppelte ~latzwechsel in 
C-BK und das in h-BX interkalierte Stickstoff besser besclireiben, allerdings sinkt 
die Bildurigsenergie der Borvakanz dann um mehr als 50 %. Da das Bor sehr 
hohe Koordinationen zuläßt, kann es notwendig werden, weitere Korrekturpara- 
meter FBB(N > A l  > 4) einzuführen, um beispielsweise Overbinding-Effekte 
der Borbindung durch Stickstoffatome zu korrigieren. Sofern das Potential in Si- 
mulationen verwendet wird. bei denen derartige Effekte auftreten, müssen die 
FBB(-V > 4. i7.i 2 4) empirisch angepaßt werden. 
Alle weiteren Parameter für F,, die hier nicht angegeben sind, werden zu Xull 
gesetzt. Die bi-kubische Interpolation für ungeradzahlige -Argumente der Korrek- 
turterme verlangt die Festlegung der Ableitung nach den Argumenten. Die hier 
X-orgestellten Daten wurden unter der Annahme berechnet, daß aF(i, j)/di=O, 
3F(i. j ) / a j  = 0 und a"(i, j ) /d ia j  = 0. Allerdings kann man die Qualität der 
Interpolation durch die Vorgabe der ersten Ableitungen verbessern, die sich aus 
den Difierenzenquotienten benachbarter Knotenpunkte ergeben. 
7.13 Zusammenfassung 
Als erster Schritt zu molekulardynamische~i Simulationen der Schichtdepositi- 
on von Bornitrid wurde in diesem Kapitel ein klassisches Potential entwickelt, 
das chemische Bindungen in verschiedensten hiIolekülen, Kristallgitterstruktu- 
ren und Defektkonfigurationen aus Bor und Stickstoff modellieren kann. Ausge- 
hend von einer genauen Anal:-se der jeweiligen Bindungseigenschaften wurden die 
Bor-Bor. Stickstoff-Stickstoff und Bor-Stickstoff-Wechselwirkung systematisch an 
den Tersoff-Abellsdlen Bond-Order-Formalismus angepaßt. Durch Korrekturter- 
Ille der ehemischen Bindungsordnung konnten inhärente OverbindinpEffekte be- 
seitigt und eine esakte Beschreibung von Punktdefekteigenschaften erzielt wer- 
&n. Es wurde nachgewiesen, daß es trotz der vergleichsweise einfachen analyti- 
schen Form des Potentials mödicim ist. auch komplizierte Kristallstrukturen. wie 
z.B. das 0-Bor. zu niudellieren. Da im Potentialalg~~rithmus nur die 'CTIechsel- 
tvi&uli~ mit den niicfisteri Sathbarn krucksiditigt wird, erlaubt das Funktional 
eine effiziente Berechriung der interatorriareri KrSfte, so tldj ~iiolekularclyriürriiscl~~~ 
Simulatiorien auf großen Zeit,- und Längeriskaleri möglich werderi. 
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I N auf TN 
scf-DFT ) I  Klassisches Potential 
Abschiieideradien 
- .  
28.2 22.1 1 1  30.3 17.0 1 30.3 19.4 1 29.7 15.1 
N auf D3 
23.7' 18.0 1 1  25.1 14.5 1 25.7 15.9 1 25.7 12.8 
Paranieterscrtz 1 
RNAr=l.83 f 0.25 -4 
RBN=2.10 f 0.25 A 
RBB=2.10 f 0.25 -4 
I N auf T~ I I 
22.6 19.0 11 24.4 12.6 I 30.5 16.5 1 23.4 9.7 
B auf TR - 
1 22.8 20.1 11 24.5 17.2 1 24.5 15.8 ( 24.0 15.1 
B auf TN 
22.7 19.4 1 1  24.4 16.8 1 24.4 16.2 1 24.4 16.9 
Punktdefekte in C-BN 
ideal relrzs. 1 1  ideal relas. [ ideal relax. 1 ideal relax. 
Para~net,ersat,z 2 
RNN=2.0 f 0.20 -4 
RBN=2.0 f 0.20 A 
&~=2.0 f 0.20 A 
I I I 
B auf D3 
19.9 16.0 (1 21.8 13.2 ( 21.8 13.3 1 21.8 13.3 
N auf B-Platz: FBN (3: 2): FhQr(O. 3 )  
12.5 10.2 11 12.4 11.5 1 12.4 11.5 1 12.4 11.5 
B-Vakanz: FBN (3.2) 
10.4 9.2 11 10.5 9.2 1 10.5 9.2 1 10.5 9.2 
Paraniet,ersatz 3 
RNN=1.80 & 0.10 -4 
RBAr=1.90 & 0.13 -4 
R ~ ~ L 2 . 1 0  f 0.20 a 
I 8 1 1  I 
1 Doppelter Platzwechsel: FBX ( 3 , 2 ) ,  FBn-(2, 3 ) ,  FR~*r(l, 3) .  FBB (1: 3)  
f 9.3 9.1 11 10.2 16.0 1 19.3 16.0 1 19.3 16.0 
I B auf N-Platz: F R N ( ~ .  3).  FRR(O, 3 )  
I 
Tabelle 7.26: Biidungsenergien (Eb in  e17) verschiedener Punktdefekttypen in  
PB,%? Verglichen sind die Ergebnisse der DFT-LCAO Rechnung (Superzelle mit 
64 i: 1 Atomen) und des klassischen Potentials (Zelle mit 256 i 1 Atomen). An- 
qegtrben sind jeweils die Defektbild%ngsenergien bei idealer Umgebung und unter 
Berücksichtigztng der atomaren Relarcation fiir verschiedene A bschneideradien der 
I~*echselwirkung des klassischen Potentials. Zusätzlich sind die Korrekturterme 
angegeben, welche für die jeweiligen Platmechae1defekt.e und Kakanzen relevant 
sind 
I I I I 
B „ Wallace" : FBN (2: 3 ) ,  F'B (1 ,3 )  
10.0 7.3 1 1  10.0 5.5 1 8.7 6.5 1 8.6 6.5 
B ,,Cant ed" : FBN ( 2 , 3 ) ,  FBN (1 ,3 ) ,  F'B (2! 3 )  
1 1  12.8 - 1 12.8 1.3 r .5 1 12.7 7.3 
scf-DFT 11 Klassisches Potential 
Abschneideradieri 
I t  I I 
N ,, Wallace" : FBN ( 3 , 2 ) ,  FNN ( 1 , 3 )  
1 1  10.3 8.6 1 9.5 7.2 I 9.5 7.2 
Parametersatz 1 
Rhrp,r=1.83 f 0.25 A 
RBN=2.10 f 0.25 A 
RBB=2.10 f 0.25 A 
11 I I 
N auf B-Platz: FBN(2,  I ) ,  FNN(O: 2 )  1 C 
9.1 9.1 1 1  9.2 8.6 / 9.2 8.6 1 9.2 8.6 I 
Doppelter Platzwechsel: FBAr(l, 2), FBx(2,  I ) ,  FLvh~( l ,  2 ) ,  F B B ( ~ .  2) 
8.8 8.1 1 1  8.8 8.5 1 8.8 8.5 1 8.8 8.5 
N-Vakanz: FBN ( 1 , 2 )  
7.3 7.3 11 7.6 P. - 1 1.6 m - I 7.6 CI - ! 1.3 1.3 r . i )  1 
I I I 1 
B auf N-Platz: FBN ( 1 , 2 ) ,  FBB(O, 2) 
7.2 5.7 1 1  7.5 7.1 1 7.5 7.1 I 1.9 T l  I C -  I 
Punktdefekte in h-BN 
ideal relax. 1 1  ideal relax. I ideal relax. I ideal relax. 
Parametersatz 2 
RArAr=2.0 5 0.20 A 
RBhi=2.0 & 0.20 A 
RBB=2.0 dz 0.20 -4 
Tabelle 7.27: Bildungsenergien (Eb in  elf) verschiedener Purtktdefekttgpm in 
h-BN. Verglichen sind die Ergebnisse der DFT-LCAO Rechnung ( S U ~ P T Z P ~ ~ C  mit 
64 -t I Atomen) und des klassischen Potentials (Zelle rr~it 256 1 1 Ato7nenl. An- 
gegeben sind jeweils die Defektbildungsenergien bei idealer Umgehung W L ~  un37/er 
Berücksichtigung der atomaren Relaxation für verschiede7te -4 bsc:lt~tezdcr11clio7t der 
Wechselwirkung des klassischen Potentiuls. Zusät~lich s i ~ d  dit' hOrrskt~rtcrrrzc 
angegeben, welche für die jeweiligen Platzwechseldefekts und f b k m ~ e n  ri2wtznt 
sind. 
Parariietersatz 3 
RNx=1.80 f 0.10 .& 
RBh7=1.90 f 0.15 -4 
RBBZ2.10 f 0.20 -4 
Modellierung der ionengest ützt en 
Schicht abscheidung 
Die atomistische Modellierung ionenstrahlinduzierter Effekte im Festkörper be- 
ruht auf dem Prinzip der statistischen Mittelung über eine lTielzahl numerisch 
berechneter Ionentrajektorien. Die grundlegenden Verfahren zur Berechnung vor1 
Zerstäubungsraten, Schadensprofilen, Energieverlust und Ionenreichweiten wur- 
den bereits in den sechziger Jahren entwickelt. Dabei kann man prinzipiell zwi- 
schen den Monte-Carlo-Rechnungen (TRIM) auf Grundlage der Zweierstoßnähe- 
rung (BCA) und den molekulardynamischen Simulationen (MD) unterscheiden. 
Beide Methoden und deren Hybridvarianten sind zur Untersuchung verschieden- 
ster Prozesse der Ionen-Festkörper-Wechselwirkung mit Erfolg eingesetzt wor- 
den. die im Detail in verschiedenen Übersichtsartikeln dargestellt sind (siehe z.B. 
1266, 267. 2681 und Referenzen darin). 
Für die Modellierung der ionenstrahlgestützten Schichtabscheidung; die bei Ener- 
gien < 1 keV stattfindet, sind die effizienten BC-4-Methoden aufgrund ihrer Nähe- 
rungsannahmen weitgehend ungeeignet und werden deshalb an dieser Stelle nicht 
weiter diskutiert. 
Das folgende Kapitel stellt die Grundlagen der rnolekulardynamischen Simula- 
tionen 1-or, die im Rahmen dieser Arbeit durchgeführt wurden. Ausgehend von 
einer prinzipiellen Schilderung der fundamentalen Prozesse der Ionen-Festkörper- 
ITech~el~irkung werden die wichtigsten Algorithmen beschrieben und deren Im- 
ple~nentation in das Simulationsprogramm skizziert. 
8.1 Fundamentale Prozesse 
Bei der TTechselwirkung eines energetischen Ionenstrahls mit den Targetatomen 
treten verschiedene Prozesse auf, die zum Energieübertrag und letztlich zur Mo- 
clifizierung der Targeteigenschaften und -mikrostruktur führen. 
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1111 Falle der io~ie~istrahlgestützten Schichtabsclieidung von Bor~iitricl iegt dpr Io- 
nenfluß auf die Targetoberfläche in der Größenord~iung einiger liu~idert pA/c~ri-~.  
Dieses entspricht dern Einfall von et,wa 1-10 Iorieri pro Sekuride auf ei~ie Flache 
von 1 nm? Da alle atliermischen Prozesse auf Zeitskale~i einiger Picosekuriden ab- 
laufen. kann man das Auftreffen der eirizel~ieri Iorien als vonrina~icler unabli~~igig 
1)etrxliten. 
-4bl)ildurig 8.1 zeigt eine schematische Darstellung der Effekte. welche eritlang 
der Ionerispur bei niedrigen Io~ierieriergie~i < 1 kelr auftreten k81inen. 
Beim Eintritt in das Target neutralisiert sich das geladene Ion, indeni Elektronen 
aus den elektronischen Oberflächenbändern die unbesetzten ionisierten Zustände 
ein~iehmen [269, 270, 2711. Im iVechselwirkungspotentia1 der Oberflächenatome 
wird das einfallende Projektil gestreut und kann dann je nach Einfallsrichtung 
und -energie die Oberfläche durchdringen oder reflektiert werden. Das einfal- 
lende Teilchen verliert auf seiner Trajektorie Energie durch inelastische Stöße 
in Form elektronischer -4nregungen sowie durch elastische Stöße, die zu phononi- 
sdien Anregungen und zur 1:ersetzung vor1 Iiollisio~ispart~ier~i führen. Die versetz- 
ten Atome können innerhalb kurzer Zeit wiederum Stöße erzeugen, so da8 eine 
Folge von Stoßereignissen, die sogenannte Kollisionskaskade, entsteht. Kaskaden 
in Oberflächennähe führen zur Zerstäubung (Sputtering), sowie zur Desorption 
oder Adsorption von ,4tomen, Molekülen oder Clustern. Die in der Kaskade er- 
zeugten Vakanzen erhöhen die Diffusivität für Zwischengitteratome und gelöste 
Atome, welche dann in der Lage sind, Defektkomplexe zu bilden oder zu segre- 
gieren. Zudem können Sekundärelektronen oder -photonen entstehen, die von 
der Oberfläche emittiert werden und mit einfallenden Atomen oder Molekülen 
wechselwirken. 
Bei allen Prozessen ist die Energie der einfallenden Teilchen der wesentliche Pa- 
rameter, da Effekte wie Dissoziation, Desorption. Defektproduktiori und Zerstäu- 
bung nur beim Überschreiten gewisser Energieschwellen auftreten. 
Die ballistische Phase, innerhalb der die Kollisionskaskade entsteht. dauert t ~ -  
pischerweise einige 100 fs an. In dieser Zeit tritt eine starke lokale Eriergiedepo- 
nierung auf, die mit sehr hohen Temperaturen korrespondiert (Thermul Spike). 
In der nachfolgenden Thermalisierungsphase, die über mehrere Picosekunde~i an- 
dauert, dissipiert die Energie in das umgebende Gitter. Die korresporidiereridm 
Abkühlraten betragen 1014-1015 K/s, SO daß die durch den Ionenbeschuß in- 
duzierten Strukturbildungsvorgänge fern des therm~d~~iarnische~i  Gleidigexsidlts 
ablaufen. Alle weiteren Prozesse, wie Defektdiffusio~i, Defektclusteririg. Pliasense- 
gregation oder Nukleation finden dann auf deutlich größeren Zeitskalen oberlialh 




Abbildung 8.1: Schematische Darstellung der Prozesse, die entlang einer Ionen- 
trajektorie auftreten können. 
8.1.1 Inelastischer und elastischer Energieverlust 
Die wesentlichen Wechselwirkungen zwischen einem energetischen Ion und dcm 
Targetatomen sind die elastischen („nuklearenu) Kollisionen und die inelastischen 
(., dektr onischenu ) Energieverluste. Da die inter atomare Wechselwirkung bei st ar- 
ker Annäherung von Projektil und Targetatom repulsiv ist, wird das energetische 
Teilchen elastisch gestreut und überträgt Energie und Impuls an den Stoßpartner. 
nla11 bezeichnet dieses dann als Nuclear Stopping. 
Ein gewisser Teil der kinetischen Energie des Projektils geht aber auch durch die> 
Wechselwirkung mit den inneren und äußeren Elektronenschalen des Stoßpart- 
ners verloren (Electronic Stopping). Bei kleinen Energien treten Plasmonenver- 
liiste. -Anregungen 1-011 'Calenzzuständen und Ionisationseffekte auf. während bei 
liöh~ren Energien auch kern~iahe Schalen angeregt werden können. 
Lindharcl et al. [272] haben die Rolle der beiden Prozesse untersucht und fest- 
p-estellt. da8 bei Ionenenergien in1 VielT-Bereich der elektronisdie Energieverlust . 
I,ei Energien im kel'-Bereich und darunter der nukleare Energieverlust dominiert. 
.'tufgriind der vielfältigen hlöglichkeiten elektronisclier Anregungen ist eine allgr- 
~rieiiie tfieoretische Bes&reibung des inelastischen Energiet-erlusts sehr schwierig. 
da neben der Spezies der kollidierenden Teilchen ihre Relati~gesch~t~indigkeit und
r1c.r StctBpirrameter zu berücksiclltige~i sind. Für kleine Io~ie~igescli~vindigkeitcri. 
2*3 2 r .  - 2, c / f i .  haben Lindhard-Scharf P731 eine einfache Säi~erungsformel fiir 
den elektronischen Energieverlust angegeben: 
Dabei ist W die Relativgeschwiridigkeit der Stoßpartner und <, eine Fu~iktiori der 
atomaren Atomzahl Z1, die näherungsweise der Relation E, = 2:'" folgt. 
Molekulardynamik 
-Als Molekulardynamikl wird die numerische Integration der klassischen ge- 
koppelten Bewegungsgleichungen eines System von N punktförmigen Teilchen 
[27G, 277, 2781 bezeichnet, welche die Massen mi haben und über ein Potential 
T ' (T")  wechselwirken. 
Ini Rahmen der klassischen Mechanik läßt sich die Dynamik eines solchen Systems 
auf Grundlage der Langrangeschen Bewegungsgleichungen 
beschreiben. Die Lagrangesche Funktion ergibt sich dabei aus der kinetischen und 
potentiellen Energie des Systems, L(qi, 9,) = K-I = Ci $miqi2-1-(4"). Identi- 
fiziert man die generalisierten Koordinaten qi der AT L4t,omeri mit den kartesischen 
Koordinaten ri  folgen aus G1. (8.2) unmittelbar die Kräfte auf die Atome i: 
Durch die numerische Lösung dieser 3AT gekoppelten Differentialgleichungen zwei- 
ter Ordnung ist man in der Lage, den gesamten Phasenraum, der dem System zur 
l'erfügung steht, zu beschreiben. Die Berechnung der Teilchentrajektorien erfolgt. 
indem man die Gleichungen 8.3 auf 6N Differentialgleichungen erster Ordnung 
transformiert : 
Die potentielle Energie setzt sich dabei aus dem interatomaren Potential (4 Ica- 
pitel 6) und den äußeren Potentialen zusammen: I' = q(r2') -t Ikt. 
Sofern keine äußeren Potentiale wirken, ist die Gesamtenergie des Systems eiiw 
Erhaltungsgröße. Für die Simulation von ionenstrahlinduzierte~i Prozessen ist es 
'Diese etwas mißverständliche Bezeichnung ist historisch bedingt, da das \Prfaiiren W- 
sprünglich für Moleküle (zunächst repräsentiert durch harte Kugeln) verwexirfrt wurdr r214. 
2751. 
dagegen sinnvoll. die Terriperatur in1 Sirnulationsvolu~~ie~i lco~istant zu lialteri. Die- 
ses geschieht t,ypischerweise niit Hilfe der La~igevin-Gleichurig durdi die Berück- 
sichtigung einer gescli\~indigkeitsabl1ä1igige11 Friktionskraft ii~id einer zusätzliclie~i 
st~chast~ischen Kraft [ ( f )  [276], welche die Ankopplung ~i ein äiifkres iYiirnie1)ad 
beschreiben. Ob~vohl die Larigeviri-Dy1ia11iik zu Pliase~lraiin~tr;.jt~lctorieri führt, 
die irreversibel iii der Zeit sind, liefert diese Aiethode eine korrekte Besclireibung 
eines kanonischen Erisembles. 
Seben der Temperaturkontrolle ~nüsseri auch die inelastisdien Eriergi~verluste 
(+ Abschnitt 8.1.1) berücksichtigt werden, die bei höheren Ionenenergien ei- 
ne zusätzliche Energiedissipation bewirken. Dieses kann im Rahmen des bereits 
vorgestellten Lindhard-Modells (siehe G1. 8.1) durch die Berücksichtigung einer 
~witeren Friktionskraft geschehen. 
Die Bewegungsgleichungen lauten dann schließlich 
wobei der makroskopische Friktionskoeffizient durch 
gegeben ist. Hierbei sind p die Targetdichte, Z1 die -4tomzahl des Projektils, Z2 
die ,4tomzahl des Targets und K=0.857 e'C'1/2Ac' eine Konstante. 
8.2.1 Integrationsschemata 
Die Standardmethode zur Lösung gewöhnlicher Differentialgleichungen (wie z.B. 
GI. 8.3, 8.4, 8.5) ist das Verfahren der finiten Differenzen. Dabei berechnet man 
prinzipiell aus den atomaren Positionen ri und Geschwindigkeiten vi zum Zeit- 
punkt t die Positionen und Geschwindigkeiten zu einem etwas späteren Zeitpunkt 
f + 6t. Die Gleichungen werden dabei schrittweise gelöst, wobei die atomaren 
Kräfte durch die Gleichung miai = -ViV(rh') bestimmt sind. 
Besonders übersichtlich ist der 'Cerlet-Algorithmus [279, 2801, der sich aus der 
,4ddition der Taylorentwicklungen 
und 
6t2 
T ;  (t - 6 t )  = ri ( t )  - vi ( t ) d t  + -ai(t) + . . 
2 
ergibt, xvenn man beim Glied dritter Ordnung abbricht: 
Die Geschmi~idigkeit der Teilchen tritt hier nicht explizit auf, kann aber- aus dem 
DiRerenzenquotienten 
ri(t + bt)  - r i ( f  - fit> 
V i ( t )  = 
2bt 
l)elwh~iet werden. Darüber hinaus existieren zahlreiche andere nuirierisclie Me- 
thoden, die zur Lösung der Gleichungen 8.3. 8.4 und 8.5 geeignet sind, wie etwa 
clas Leup-Frog- oder das Predzctor-Corrector-Verfahren [276]. Keines der einzelne11 
Schemata ist aber in allen Belangen überlegen. so daß die VITahl des geeigneten 
Algorithmus wesentlich von den spezifischen Anforderungen der jeweiligen bfD- 
Simulation abhängt. 
Bei interatomaren Potentialen. die winkelabhä~igige Alehrkörperternie enthalten, 
erfordert die Berechnung der interatomaren Kräfte den größten Rechenzeitauf- 
wand. Deshalb sind Predictor-Corrector-Verfahren. welche die mehrfache Berech- 
nung der interatomaren Kräfte pro Zeitschritt verlangen. ungeeignet. Anderer- 
seits können bei numerisch stabilen Algorithmen deutlich größere Zeitintervalle 
bf verwendet werden. so da8 sich die Gesamtzahl der MD-Schritte verringert. 
Im Rahmen dieser Arbeit wurde ein modifiziertes Beeman-Verfahrenherwendet 
[277]. das bei guter numerischer Stabilität mit einer einzigen Kraftfeldberechnung 
pro Zeitschritt auskommt: 
ri (t + 6 t )  = ri (t) + 6t vi ( t )  + [4ai ( t )  - ai ( f  - bt)]  6 
6 t  
vi(t + 6 t )  = vi(t) + - [5ai(t  + bt)  - 8 a i ( t )  + ai(t - nt)] . (8.13) 
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Dieses Verfahren ist im Vergleich zur Verlet-Methode speicherintensiwr, da die 
Kräfte für drei aufeinanderfolgende Zeitschritte protokolliert werden müssen. 
zeigt aber geringere Energieschwankungen für den Einzelschritt. Dabei ist der 
Algorithmus nicht selbststartend, so daß der erste Punkt im Phasenrauni mit 
Hilfe eines anderen Verfahrens bestimmt werden muß. Dafür wurde der bkhcitg- 
l'erlet-Algorithmus verwendet [276]. 
8.2.2 Simulationszelle und Randbedingungen 
SIolekulardynamische Simulationen erfassen immer nur einen Ausschnitt ~411~s 
makroskopischen Systems, wie etwa eines Festkörpers oder einer Flüssigkeit~. Die 
räumliche Begrenzung der Simulationszelle kann deshalb dazu führen, daß dir. 
Simulation durch den Einfluß der Ränder gestört wird. 
Dieses Problem umgeht man durch die periodische Fortsetzung der Simu1ttt;ioris- 
zelle im Ortsraum, so daß ein unendlich ausgedehntes Gitter entstelit. Dabei gilt 
'Bei der Berechnung der Geschwindigkeiten untersdieideri sich dir 'liirfaktoren wii rbr W- 
sprünglicfien Variante 
fiir die Ortsvektoren der -4t)ome ri innerhalb eines Zell~oliirrieris L,.L,L, [27G]: 
IYenri die ,4usdelinung der Simulatioriszelle doppelt so groB wie der JVC.cliselwir- 
liungsradius des Potentials ist, kann man die ~IirLl;rr~n~r~~-Irr~~~~~~~~-I<o~i~~e~it,io~i ver- 
wenden [ 2 f  f ] ,  bei der für die Wechselwirkung des .4toms 1 nur die N - 1 Atonic~ iil 
Betracht gezogen werden, die innerhalb einer gedachten Si~riulationszelle liegc~i. 
deren Zentrum das Atom r bildet. 
Für die molekulardynamischen Rechnungen dieser -4rbeit wurderi zweidimensio- 
nal periodisch fortgesetzte Simulationszellen verwendet, welche die Besclireibu~i~ 
T-011 Oberflächen und Watlistumsprozesse~~ ermöglichen. Dabei körinen die Atorricl 
in frei wählbaren Randbereichen fixiert oder an ein Wärmebad gekoppelt urerde11 
(+ Abschnitt 8.2.4). Auf diese Weise ist es möglich. den Einfluß der Bildzellw 
auf iVärmeleitungseffekte und Druckrelaxatio~i zu kontrollieren. 
8.2.3 Nachbarschaftslisten und Linked Cells 
Die Berechnung der atomaren Kräfte und Energien verlangt bei den meisten Po- 
tentialen nur die Berücksichtigung der Nachbaratomc die innerhalb eines Cutofl- 
Radius, Rmt, um das Atom z' liegen (siehe 2.B. G1. 7.3). Folglich ist die Be- 
stimmung der Abstände und Winkel zu weiter entfernt positionierten ,Atonie~i 
überflüssig. Um die relevanten Nachbaratome schnell identifizieren zu könne~i. 
führt man sogenannte Nachbarschaftslisten. Diese beinhalten die Indizes aller 
Teilchen, die innerhalb eines erweiterten Abschneideradius RList > Rcllt um das 
je~veilige Atom i liegen. Bei der Berechnung der interatomaren Kräfte muß 
dann nur die Atome berücksichtigen, welche in der Nachbarschaftsliste proto- 
kolliert sind. Die Zeit, welche das schnellste Atome benötigt, um die Dista~iz 
RLiSt - Rmt zu durchlaufen, bestimmt dann das Zeitintervall, innerhalb dessen 
die Nachbarschaftslisten aktualisiert werden müssen. 
Die Verwendung von Nachbarschaftslisten sorgt dafür, daß die Rechenzeit für die 
Bestimmung der interatomaren Kräfte nicht mehr quadratisch, sondern nur noch 
linear mit der Teilchenzahl anwächst. Bei größeren Zellen nimmt die Erstel l i i~i~ 
der Listen allerdings erhebliche Rechenzeit in Anspruch. Wenn in sehr dynami- 
schen Systemen die Aktualisierungsintervalle kurz werden, kann der Aufwand 
für die Erstellung der Kachbarschaftslisten sogar den bei der Kraftberechnu~i~ 
erzielten Rechenzeitgewinn nivellieren. 
,4us diesem Grund ist die Kombination mit der Linked-Celbilfethode [276] ein g+ 
eignetes \"erfahren. Dabei wird die Simulationszelle in eine Zahl von Unterwürfe1 
aufgeteilt, denen die .Atome mit Hilfe eines einfachen Algorithmus zugeordnet 
\verden können. Beim Aktualisieren der Kachbarschaftsliste genügt es dann, sich 
auf die -4tome in den jeweils benachbarten Unterwürfeln zu beschränken. 
Der in dieser Arbeit eingesetzte LID-Code verwendet die vorangehend skizzierte 
&mbinatio~i aus Nachbarschaftslisten und Linked-Cell-Technik und ermöglicht 
so die effiziente Siniulation sehr großer Ensembles innerhall, verriüriftiger Recheil- 
zeiten. 
8.2.4 T hermalisierung 
In -4bsdmitt 8.2 wurde die La~igelriri-Gleichu~ig eingeführt, .rvelche dip Arikopp- 
lu~ig an ein äußeres Wärmebad durdi eine Friktions- und eine stochastische Kraft 
beschreibt. In der Literatur existieren zahlreiche Algoritlimeri zur Simulation 
eines kanonischen NVT-Ensembles, unter denen insbesondere der Nosb-Hoover 
T2iermostat bekannt ist [276. 2811-[284]. 
In dieser Arbeit wurde die leicht zu implementierende Methode von Berendse~i 
fit (11. [285] verwendet. Grundlegende Idee dieses ITerfaliren ist es. den Friktions- 
koefiizienten in G1. 8.6 so zu .wählen. daß sich die aktuelle Temperatur T( t )  des 
Gesamtsvstems in erster Ordnung dem Referenzwert T ,  anriähert: 
Uriter Verzicht auf stochastische Störungen lautet die Langevin-Gleichung dann: 
wobei CI. die Wärmekapazität pro Freiheitsgrad und kB die Boltzrria~iiikoristit~ite 
sind. Die Temperatur zum Zeitpunkt t folgt aus der Relatiori 
Wenn man die Beziehung 
verwendet, kann die Ankopplung an das Wärmebad durch das Skalieren der Ge- 
schwindigkeiten mit dem Faktor 
erfolgen. 
An dieser Stelle sei abschließend erwähnt. daß die klassisch berechneten Teni- 
peraturwerte von den realer1 Temperaturen abweichen, da der Beitrag der Xull- 
punktsschwingungen zur kinetischen Energie unberücksic.htigt hleibt (siehe dazu 
z.B. [286]). Dieses gilt insbesondere. wenn T <  OLM!^/^. 
8.2.5 Stabilitätsuntersuchungen 
Die Energiestabilität eines ~nikrokarionisdien Systems hä~igt von verschiederien 
Ei1iflußgröf3en ab. Wesentlicher Faktor ist die nurrierische Geriauigkeit des In- 
tegrationsalgorithrnus und die Zeitsdirittlänge. Darüber liiriaus haben riatiirlicli 
auch Unstetigkeiten in1 Kraftfeld erheblichen Einfluß auf die Eriergiestabilität, 
so daß ein MD-Lauf -Auskunft über die Güte des Potentials gebe11 kann. Irn fol- 
genden werden die Ergebnisse einiger Vergleichsrediiiu~igen zur Bewertung dieser 
Ei~iflußgrößen gezeigt. Mit Hilfe der Tersoff-Potentiale für Si, SiC und C wurde in 
einer zweidi~nensional periodisch fortgesetzten Zelle die freie Bewegurig von 252 
Atomen simuliert, indem das jeweilige Syste~n nach einer Thermalisierungsphase 
von tausend Zeitschritten über ein Zeitiritervall von 1 ps frei integriert wurcle. 
- 
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,Abbildung 8.2: Energieverlust bei 500 K und 1500 K für eine ideale Siliziumzelle 
(links) und Silzziumkarbidzelle (rechts) aus 252 Atomen, die mit Zeitschritten von 
11.2 fs, 2 fs und 4 fs simuliert wurden. 
Das linke Bild in Abbildung 8.2 zeigt das Ergebnis der Simulation fiir Silizium. 
Bei einer Zeitsdirittlänge von 0.2 fs ist die Energieerhdtung bei 500 K und 1500 I< 
sehr gut. Erst bei einer vierzigfach größeren Schrittlänge treten signifikante Erier- 
gieänderu~igen twn etwa 2 % auf, wenn die Temperatur des Ensembles sorher auf 
1500 I i  ei~igest~ellt wurde. Eine identische R.ecli~iu~ig mit Hilft2 des I<raftfelds für 
SiC ist in1 rechten Bild von Abb. 8.2 dargestellt,. Die R.cidiriii~ig zeigt unter glei- 
chen Bedingungen deutlich größere Eriergieä~~derur~g(+~~ als 1)eirii Si. die bis zu G %I 
ansteigen. 
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Eine weitere Reclinu~ig wur- 
de für die Zeitschrittlänge 
17011 0.2 fs bei 1500 E; Sy- 
stemtemperatur mit der1 Po- 
tentialen für Si, SiC und C 
durchgeführt. In ,41h 8.3 ist 
das Ergebnis dargestellt. Fiir 
die Siliziumzelle ist praktisch 
keine Energieänderung zu er- 
kennen. und auch die Simula- 
tion der komprimierten Zel- 
le zeigt keine Abweichungen. 
Dagegen ist beim C- und 
SiC-Potential ein deutliches 
Ansteigen der Energieverlu- 
ste zu erkennen, die insbe- 
sondere in der komprimierten 
SiC-Zelle signifikant sind. 
Es zeigt sich, daß ~iehen 
der numerischen Genauig- 
keit der Integrationsroutine 
die Qualität des Kraftfelds 
von entscheidender Bedeu- 
tung für die Energieerlial- 
tung ist. .Aus den erkenn- 
bar stärkeren Scliwankiingen 
Abbildung 8.3: Vergleich der Energieänderung bei deIl Rechnungerl für SiC 
mit den Potentialen von Si, SiC und C bei 15011 uIld C kaIIIl maIl scllließen. 
K und 0.2 f~ Schrittlänge bei statischem Gleichge- dafi diese PoteIltiale LIlste- 
wichtsvolumen und bei komprimiertem Vohmen. tigkeiteIl iIl der Pr>teIltialhv- 
perfläche oder deren -4hlei- 
tung besitzen, die sich in der Integration signifikant bemerkbar niadieii. 
Simulation des ionengestützten 
Schichtwachstums von Bornitrid 
Das in Kapitel 7 vorgestellte interatomare Potential für Bornitrid ergibt in Ver- 
bindung mit der molekulardynamischen Methode ein leistungsfähiges Werkzeug, 
um Details der ionengestützten Schichtabscheidung von Bornitrid zu simulieren. 
I2IoIekulardynamische Simulationen von Wachstumsprozessen, die bei Bedingun- 
gen ähnlich dem Experiment durchgeführt werden? bleiben aber dennoch ein be- 
sonderes Problem für moderne Computer, auch wenn die Verwendung klassischer 
Kraftfelder die Effizienz solcher Rechnungen erheblich steigern kann. Aus diesem 
Grunde ist es das Ziel derartiger Simulationen, Detailprozesse zu isolieren und 
deren Rolle beim Schichtwachstum zu verstehen. In diesem Kapitel wird die Rolle 
der Ionenenergie für die Struktur und Bindung der gewachsenen Filme durch die 
Simulation des Mehrfachbeschusses eines C-BN-Targets mit energetischem Bor 
und Stickstoff untersucht. Dabei wird eine ältere Variante des in Kapitel 7 vor- 
gestellten Potentials verwendet, die sich in der Behandlung der Bor-Bor-Bindung 
und in der fehlenden Korrektur der Bindungsordnung unterscheidet. Die ent- 
sprechenden Parameter sind in Anhang A.3 gegeben. Auf die Ergebnisse dieses 
Kapitels hat die vereinfachte Form des Kraftfelds keinen signifikanten Einfluß wie 
Iergleichsrechnungen mit dem verbesserten Potential zeigen. Es werden deshalb 
in Übereinstimmung mit der korrespondierenden Publikation [287] die Ergebnisse 
der ursprünglichen Rechnung vorgestellt. 
9.1 Simulation 
Das Filmwachstum auf C-BN wird in einer halbunendlichen Zelle mit periodischen 
Randbedingungen an den X-z- und y-z-Ebenen simuliert. bei der die z-Achse in 
Richtung der Oberflächennormalen liegt. Das C-BM-Target ist in (100)-Richtung 
orientiert und besteht aus 1216 Atomen mit jeweils 32 ,Atomen pro Ebene. Der 
alternierende Beschuf3 des Targets mit energetischen Bor- und StickstoiTatomen 
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wird bei Energien von 10 bis 600 e\' iiritersucht. Dieses c~itspricht dmi I'erhiilt- 
nissen bei der massenselektierten Io~ie~istrahldeyosition, wie sie von Hofsiiss et 
ul. durchgeführt wird [73]. Da in1 Gegensatz zu den rileiste~i IB-4D-Metfioderi 
auch das Bor energetisch angeboten werde11 kann, kommt das ];erfahren ohne 
zusätzlichen Edelgasbescliuß aus. Alle Projektile werden als neutral behandelt, 
da der Ladungszustand nur bei den ersten Kollisionen eine Rolle spielt und den 
~S'aclitums~nechanismus nicht beeinflußt [53]. Inelastische Energieverluste werden 
wegen der geringen Ionenenergie vernachlässigt1. Für jede Ionenenergie wird eine 
Beschußfolge von dreihundert Projektilen mit zufällig bestimmten Auftreffpunk- 
ten in der X-y-Ebene simuliert. Die gewählte Teilchenzahl entspricht etwa einer 
I~lunie~izu~iahme des C-BN-Targets um 24 %, oder zehn ideal strukturierten Ebe- 
nen. Kacli jedem Einschuß werden die Bindungstvpen und die Bindungsord~iuing 
innerhalb einer Wechsel~virkurigssphäre von rat = 1.9 A für alle im Film ge- 
bundenen Atome analysiert. Die Zeitintervalle zwischen den Teilcheneinsdiüsse~i 
variieren in Abhängigkeit von der Energie zwischen 500 fs bei 10 eV und 2 ps bei 
600 eL. Der resultierende Teilchenfluß liegt mehrere Größenordnungen über dem 
experimentellen Wert und führt zu einer starken Überhitzung des Targets. Aus 
diesem Grunde werden sämtliche Atome mit Hilfe der Berendsen-Methode [285] 
auf 700 E; gekühlt (~=50-100 fs). Entsprechend eines von Luedtke und Landman 
[288] vorgeschlagenen Verfahrens wird nur für die letzten zehn eingeschossene11 
Atome die volle Dynamik der Bewegung zugelassen. 
Nach dem letzten Einschuß wird die Wärmebadankopplung beendet und über 
25 ps mit voller Dynamik weitergerechnet, so daß die gebildeten Strukturen re- 
laxieren können. Dabei wird die Strukturanalyse vor und nach dieser Relaxation 
vorgenommen und die Konzentration an sp, sp2- und ~~"~ebundener i  Atomen 
im Film berechnet. 
Ergebnis 
In Abbildung 9.1 sind für alle berechneten Energien die Bindungsanteile i ~ n  depo- 
nierten Film dargestellt. Sämtliche Kurvenverläufe zeigen einen signifikanten tim- 
kehrpunkt bei etwa 100 eV Ionenenergie. Der $-Gehalt des Films liegt hier bei 
nahezu 75 %. Dieses bedeutet, daß die Anzahl der sp3-Bindungen im Target un- 
verändert bleibt, während die aufgewachsenen Atome weitgehend ~p"-~ebundene~i 
sind. Ein geringes Anwachsen des sp3-Gehalts findet man dagegen nur bei ther- 
mischen Energien. Oberhalb der Schwelle von 100 eV nimmt der s ~ k - h t e i l  der 
Bindungen stark zu. Hier dominieren die Subsurface-Prozesse. Xit steigender 
Energie erhöht sich die Anzahl der atomaren Versetzungen. und Gitterstörii~i- 
gen treten auf. Der funktionale Verlauf des $-Gehalts über der Energie älineit 
einer A4bhängigkeit proportional JE, ähnlich der nuklearen Stappz~~g PDP~WT hei 
'Allerdings ist diese Möglichkeit im MD-Programm vorgesehen. 
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Abbildung 9.1: Analyse der Bindungen i m  c-BN-Target nach dem Beschujl mit 
Bor und Stickstofi. Das Target wurde nach jedem Einschujl auf 700 K gekühlt. Die 
aflenen Diamantsymbole (0) zeigen den sp3-, Kreise (0) den sp2-, und Dreiecke 
(A) den sp-Gehalt. Die geschlossenen Symbole geben das Ergebnis der Bindungs- 
analyse nach der Relaxation der Struktur an. 
niedrigen Energien [289]. Dabei liegt die -4nzahl der zerstäubten und das Target 
durchwandernden Teilchen unter 1% der Gesamtatomzahl. 
Bei allen Simulationen tritt eine amorphe locker gepackte Struktur auf, die 
aus zwei- und dreifach koordinierten Bindungen besteht. Dagegen gibt es kein 
-4rizeichen für die Bildung einer dichten Phase. Ikngeradzahlige Ringe, welche 
für ein amorphes Xetzwerk typisch sind, treten nicht auf, da K-3- und B-B- 
Bi~rdungssequenzen energetisch ungünstig sind. Die Relaxation der Struktur führt 
zu einer Verdichtung des Films und einer Abnahme der spBindungen, während 
der ,$-Gehalt durch die abschließende Relaxation kaum ?-erändert wird. 
Iri ,Abbildung 9.2 sind i-ersdiiedene Filmstrukturen nach dem Einschuß von drei- 
liurldert Projektilen dargestellt. Insbesondere das Ergebnis für 200 eV Ionen- 
energie zeigt ein bemerkenswertes Resultat: Auf einem weitgehend ungestörten 
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Abbildung 9.2: Struktur des c-BN-Targets nach dem Ein,scl~~~j!l von 150 Bor= 21718 
250 Stickstoflatomen bei 10, 200 und 500 eV Ionencnergir. Die bei 2011 tiV er- 
zeugte Filmstruktur zeigt eine deutlich erkennbare Zwischenla!lc mit w?rtikd OTL- 
entierten Sechserringen. 
Bereich des c-BN-Targets hat sich eine texturierte Zwische~isdiicht aus vtkrtikd 
orientierten Sechserringen gebildet. Auch die anderen Struktiireri zeigen dir --In- 
deutung von Ringbildung an den Grenzflächen. 
Diskussion 
Aus der vorliegenden Simulation lassen sich einige Rückccliiiissc aif  dirb r~rrlrri 
Wachstumsverhältnisse bei der Filmdeposition I-on Bornitrid zieh~n. 
Die Energieabhängigkeit der Filmstruktur zeigt. da8 unterhalb ~iucr Eritxrgic- 
schwelle I-on 100 eV OberBächenprozesse wsentlirh sind. wiihrcud obrrhalb 
Subplantations-Prozesse dominant werden. Dieses entspridit witgeh~xitl der PS- 
perimentell gefundenen unteren Grenze für das r=B?;-'ltrt(>hst11~11srt~gi1f1i~. w ts sie 
Hofsäss et aZ. I761 angeben; und beweist, dall, die Strukturbildiing dcr hibisclm 
Phase ein Prozeß ist, der im t'olumen stattfindet (St~ilpErt?~t«tto~t i. O l m h f  .rfiib 
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spg-Bindung gegenüber allen anderen Konfiguratiorieri energetisdi bevorzugt ist, 
tendiert das System dazu, niedriger koordinierte Bindungen aufzuhaueri. Diese 
Beobachtung läßt sich mit dem bereits in -4bschnitt 4.6.1 diskutierten Kristalli- 
sationsverhalten polymorpher Systeme erkliiren. Die at1ierniiscl.ien Depositions- 
bedingungen führen dazu, daß aufgrund der Konfiguratiorisentropie niedrig ko- 
ordinierte Strukturen begünstigt werden. Dieses strebt in Übereinstimmung zur 
Argumentation von Robertson [9G], daß eine große Zahl atornarer Wmordnungeii 
in der Stoßkaskade immer zur Bildung von Phasen mit geringerer Dichte führt. 
Die Morphologie der im Computermodell erzeugten B N - F ~ I ~ ~  ist im wesentlichen 
eine Folge des immens hohen Ionenstroms. Sie gibt aber eine klare Vorstellung 
über die mögliche Struktur amorphen Bornitrids. Das Svstem bildet bevorzugt3 
die energetisch günstigen Sechserringe. Die Selektivität der chemischen Bindung 
behindert dabei die Bildung von ungeradzahligen Ringen, die beispielsweise im 
amorphen Kohlenstoff auftreten und die Bildung räumlich dichter Strukturen 
ermöglichen. Um eine räumliche Vernetzung zu erzielen, sind bei Bornitrid des- 
halb lineare sp-Bindungen notwendig. Da das System die Möglichkeit hat, das 
Iolumen zu vergröfiern, ist die Anzahl der frustrierten Bindungen gering, wie sie 
Kidany E2901 bei der Abschreckung von BN in fixierten Volumina findet. 
Die Bildung der texturierten Zwischenschicht, deutet darauf hin, daß die Orientie- 
rung der Ringstrukturen parallel zur Strahlrichtung die Konformation darstellt, 
bei welcher der Impulsübertrag der einfallenden Ionen auf den wachsenden Film 
am geringsten ist. 
Zusammenfassung und Ausblick 
Die vorliegende Arbeit präsentiert atomistische Computersimulationen zu Struk- 
tur und Wachstum von Bornitrid. 
Mit Hilfe x70n Gesamtenergierechnungen auf Grundlage der Dichtefunktionaltheo- 
rie werden zunächst für alle BK-Polymorphe die Gitterkonstanten, Bindungsener- 
gien und Kompressionsmoduln bestimmt. Für die relevante kubische und hexa- 
gonale Modifikation werden die elastischen Tensoren ermittelt und die Zustands- 
gleichungen bei hydrostatischem Druck abgeleitet. Die Debye-Grürieiceri-~~~~c>- 
rung dient im weiteren zur Berechnung der vollständigen tl~ermodyrianriisclic~1i 
Potentiale für C-BN und h-BN, aus denen die Temyeratura1)liärigigkeit der Git- 
terkonstanten und des Kompressionsmoduls der kubisclien Phase eberiso wita dir 
C-BN t-, h-BN Gleichgewichtslinie im p-T-Zustandsdiagrarnm ermittelt werden. 
Auf Grundlage dieser Betrachtungen wird das kubische Bornitrid als therniody- 
namisch stabile Modifikation unter Standardbedingungen identifiziert und Soloz- 
henkos Variante [291] des Phasendiagramms verifiziert. 
Im weiteren werden erstmals die Bildungsenergien verschiedener intrinsischer 
Punktdefekte in G-BN und h-BN bestimmt und die Deformation des u~iig~;chenderi 
Gitters charakterisiert. Die gefundenen Defekthildungsenergim zeigen in h x c i i i -  
stimmung zum Experiment, daß der Bor-Platzwechseldefekt lind die StickstoEw- 
kanz in beiden kristallinen Sodifikationen die dominiereiideri Pti~iktd~ft~kttypcn 
sind. Es wird gefunden. daß interkalierte Zwischengitteratcme ixi h-BN gebulident. 
Zustände bilden, die zur Aufweitung der Netzebenenabstande u~icl zu Deformati- 
on der basalen Ebenen führen. Die Defekte werden als niöglidie 'l'l'äclistiirnsk~~itiif~ 
für die Bildung der kubischen Phase im +-BK diskutiert. 
Ausgehend von einer umfangreiclien --2nalyse der Biridurigscigensr1iaftt.n wri Bor. 
Stickstoff und Bornitrid folgt i ~ n  Hauptteil der .Arbeit die Emwit.klung t3iiles 
klassisclien interatomaren Potentials, das auf P;iulirigs Konzt-t~A der clierriisclmi 
Bindungsordnung basiert. Es mird eine syst,ematisclle Aripassung der Potential- 
~~aranieter mit Hilfe vor1 Referenzdateri aus ab-initi(~R.eclinu1ige11 durchgeführt. 
Das resultierende Potential erlaubt die physikalisch verriüriftige Modellierung der 
Bindungseigenschaften aller kristalliiien BN-Modifiliatio~ieri? von Borclusterri iirid 
liristallinem @-Bor, zahlreicher Moleküle sowie von Puriktdefekte iri +BK uritl 
1)-BN. 1111 Bereich starker interatornarer Annäherurig geht es iri die Form ei- 
nes a.bgeschirmten Coulombpotentials über und läßt so~nit die korrekte Model- 
lierung der bei energetischem Ionenbeschuß auftretenden Prozesse zu. Aufgrund 
der einfachen analytischen Form eröffnet das Potential die Möglichkeit, realisti- 
sche molekulardynamische Simulationen großer Ensembles aus Bor und Stickstoff 
auf Zeitskalen durchzuführen, die bisher keinem anderen Verfahren zugänglich 
sind. In einem abschließenden Beispiel mird die Simulation des Ionenbeschusses 
eines C-BN Targets bei verschiedenen Energien gezeigt. Die gefundene Eriergie- 
abhiingigkeit der Zusammensetzung zeigt. daß athermische Prozeßführung zur 
Bildung einer Phase geringer Dichte führt, deren Struktur durch die Selektivität 
der BN-Bindung bestimmt wird. 
Das in dieser Arbeit entwickelte reaktive Clusterfunktional zur h'lodellierung 
der Bindungseigenschaften von Bornitrid eröffnet in Verbindung mit der mo- 
lekulardynamischen Methode oder Monte-Carlo-Verfahren in der Zukunft die 
Möglichkeit7 Computersimulationen zu zahlreichen -4spekten der Schichtdepositi- 
on von Bornitrid durchzuführen und die wesentlichen Mechanismen aufzuklären. 
-41s mögliche -Anwendungen lassen sich nennen: 
Berechnung von Defektdichten und Schadensprofilen bei Ionenbeschuß von 
oBN und h-BX ~ n i t  B, N oder Edelgasen. 
0 Die Berechnung von ionenstrahlinduzierten Spannungszuständen. 
Die Untersuchung der Verdichtung der basalen Ebenen des t-BN durch 
Ionenbeschuß. 
Die Berechnung von Sputterraten. 
Die Lntersuchung möglicher Prozeßwege zur reinen CJ'D-Abscheidung von 
BK. 
Die Wntersuchung von Stöchiometrieeffekten bei der Schichtabscheidung. 
o Die Charakterisierung amorpher Zustände. 
Anhang 
A. 1 Elastische Konstanten 2. Ordnung 
Die Lage eines Körperpunkts r im vorgegebenen Koordinatensystem wird bei der 
Deformation eines Körpers im allgemeinen verändert und nimmt die neue Positi- 
on r' ein. Die IJerschiebung des Körperpunkts wird durch den Verschiebevektor U 
dargestellt, dessen Komponenten folgendermaßen gegeben sind: 
Die Vorgabe des Vektors U als Funktion der Koordinaten xi bestimmt dabei 
vollständig die Deformation des festen Körpers. 
Die Elastizitätskonstanten zweiter Ordnung werden nach Brugger I2921 als zweite 
-4bleitungen der Gitterenergie pro Zellvolumen nach den Lagrangeschen Jerzer- 
rungsparametern bestimmt: 
wobei 
i ax;, axi 
. - - -6  . . = -  L+- + --) du, 8 7 ~ k  . (A.3) 
2 7 axi axj  2 axj x , ax, az j  
Bei kleinen Deformationen sind die Verschiebungen ui und deren Al>leitiirigen 
nach den Koordinaten klein, so daß der letzte Term im Ausdruck -4.3 als G r ö k  
zweiter Ordnung vernachlässigt werden kann. Somit lautet der Verzerrmigstrxisor 
für kleine Deformationen: 
Die Elastizitätskonstanten zweiter Ordnung stellen (bei p = 0) den Zusarirrrim- 
hang zwischen Deformationsenergie und den 'Cerzerrungstensoren her: 
Die Iiidizes lasse11 sidi aus Syi~iiiiet~riegrü~icleu mit Hilfe der 170igt,-Xotatioii zu 
Paaren zusanime~ifassen: 11 +- 1, 22 + 2: 33 +- 3. 23 + 4, 31 + 5 und 12 -+ 6. 
-4ufgrund der I<ristalls~-~rirnetrie kihirien die Ele~iiente ini Elastizität,st,eiisor tla~irl 
weiter reduziert werden. 
Kubische Symmetrie 
Bei kubisdier Kristallsyminetrie lautet der Tensor der elastischen Iioristanten 
so daB sich für die Deformationsenergie pro Volumen (Gl. A.5) 
ergibt I. 
Fuchs [147] hat für kubische Systeme drei spezielle Deformationen eingeführt. die 
der Querdehnung, der Scherung und der allseitigen Kompression entsprechen. 
Diese Deformationen wurden zur Berechnung der elastischen Moduln des C-B?: 
wrwendet. Irn folgenden ~ i r d  er Zusammenhang zwischen den elastischen Kon- 
stanten nach Fuchs und Brugger für das kubische System gezeigt. 
1. Espansion in X-Richtung bei gleichzeitiger volumenerhaltender Kompressi- 
on in y-Richtung beschreibt die Vorschrift: 
Dadurch wird der Kubus einer Querdehnung unterii-orfen. Es folgt dann 
mit Hilfe von G1. -4.4 der Yerzerrungstensor 
'Dabei ist zu beachten. da8 die %i@-Indexpaare in der Summation X.5 wegen der möglicher1 
I - ~ r t i r i t ~ ~ t ~ i i n ~ e ~ ~  meiirfadi erscheinen. 
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und durch Einsetzen in G1. A.9 ergibt sich schließlich: 
2. Eine weitere Deforniation ist die Scherung, welche tlurch die R.elatio11 
1 7 0  
= ( O  l (if) (All) 
0 0 1  
beschrieben wird. In diesem Fall lautet der Verzerrungstensor: 
Mit G1. A.7 folgt dann direkt, da8 das Schermodul im kubischen System 
mit der elastischen Konstante c44 identisch ist: 
Dabei bestimmt der Scherwinkel a, den Deformationsparanieter 7 = tan n. 
3. Aus der homogenen isotropen Expansion und Kontraktion des Kristalls 
ergibt sich das Kompressionsmodul. Die Deformation ist folgendermafien 
definiert: 
v1I3 0 0 
(-4.14) 
Der Verzerrungstensor lautet dann in einfacher Weise 
womit schließlich folgt: 
Die elastische Energiedichte ist positiv definit. da ein Kristall in1 verformtm Zu- 
stand energetisch ungünstiger als im unverformten Zustand sein 1i1u8. Daher grl- 
ten folgende Bedingungen: 
Hexagonale Symmetrie 
Der Elastizitätstensor lautet bei hesagonaler Symmetrie 
so daß für die Deformationsenergie folgt: 
Das Koordinatensystem wird in der Regel so gewählt, daß die c-Gitterachse in 
,+Richtung liegt, und die 2-y-Ebene mit der a-&Ebene zusamme~ifällt. Deforma- 
tionen in der X-y-Ebene. bei denen nur ull, u~~ und u12 von Null verschieden sind, 
werden allein durch zwei Moduln ( q l ,  c12) bestimmt. Sie sind deshalb isotrop, so 
daß die Wahl der Achsenrichtungen in der Ebene ohne Belang ist. 
Die Transformation der kartesischen Koordinatentransformation auf die Gitter- 
parameter im hexagonalen Gitter wurde folgendermaßen gewählt: 
Die elastischen Konstanten im hexagonalen Gitter können dann mit Hilfe der 
folgenden Deformationen berechnet werden: 
1. Die elastische Konstante cll läßt sich direkt aus der uniaxialen Verzerrung 
&aus: bestimmen. Es folgt d- 
(A. 22) 
Die Transformation auf die Gitterpaxameter wird durch die Gleichungen 
2; = (6 + l)zl = (6 + l ) a  sin 60" = a' sin(.;df/2). 
X; = 5 2  = a cos 60' = a' cos(y'/S) (-4.23) 
+ (6 + 1) tan 60" = tan(dr/2) 
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festgelegt, so daß die Gitterparameter in1 dsforniiert,eri Iirista.11 
COS GO" 
7' = 2 arctari[(d + 1) tan6O0], (1' = (I I C = r (-4.24) 
cos(79") ' 
lauten. 
2. Mit Hilfe der Deforriiation 
erhiilt Iiiari die Suriirne der elastischen Koristanteri cll iirid cl2: 
Die Gitterparameter transformieren sich dabei folgendermaßen: 
3. Die Deformation 
führt auf die Differenz der elastischen Konstanten cll und c12: 
Für die Transformation der Gitterparameter gelten dann die Beziehungen 
X: = (6 + l ) x l  = (6 + l)a sin 60° = a' ~in(~!'/2) 
X; = (-6 + 1)x2 = (-6 + 1)a cos 60' = U' cos(.y1/2) , (-4.30) 
+ 1-6 tan 60' = tan(2'/2) 
so daß sich die Gitterparameter folgenderrnaßen transformieren: 
sin60° 
7' = 2arctan (s tan60°) , u' = a / l +  6)- sin 2/12 J C = C. (A.31) 
4. Die Kopplung der basalen Ebenen in h-BN beschreibt die elastische KOII- 
stante ~ 3 ~ .  Die Deformation in z-Richtung 
ermöglicht derer1 direkt<. Ber~diriii~ig: 
S. Legt man die Deformatiori 
an. folgt aus der Differentiation der Deformieru~igseriergie riach dem !:er- 
zerrungspara~neter: 
6. Eine ähnliche Deformation 
liefert 
7. Die Scherung der basalen Ebenen gegeneinander charakterisiert das Elasti- 
zitätsmodul ~ 4 4 .  Mit Hilfe der Deformation 
ergibt 
die gesuchte Größe. Diese Deformation Iäßt sich durch folgende Transfor- 
mation der Gitterparameter beschreiben: 
U' = U, at = arccos (-4.40) 
A.2 Levenberg-Marquardt-Methode 
Das Leveriberg-illarcl1iardt-Sclie11ia ist [235] ein äußerst robustes nuniesischt~s Mi- 
~iiirialisierurigs~~erfahre~i, das in dieser Arbeit für die Fitprozedurerl der Potenti- 
alpara~iieter verwendet wirde urid deshalb i~ri folgenden riälier skizziert wird. 
Werin iiian die Iiostenfuiiktio~i 
iii der NBhe des hlininiunis a, bis zur zweiten Ordnung entwickelt, ergibt sidl: 
1 iqa)  N X2(ao)  + (a  - a , ) V g ( a o )  + - (a  - a,) -2 . (a  - U,) . (-4.42) 
2 
Dabei ist a  ein RI-dimensionaler Vektor, D eine MxM-Matrix. Es folgt dann - 
direkt: 
vx2 (a)  = v i 2 ( a 0 )  +2 - (a  - a,). (-4.43) 
Am Minimum von X gilt nun, daß VX2(a0)=0. Wenn GI. ,4.42 die Kostenfunktion 
ausreichend gut beschreibt, gelangt man über 
direkt in das Minimum. Andernfalls variiert man den Parametervektor entlang 
des Gradienten und erhält dann aus 
amZt = a  - const [ - vX2(a ) ]  (A.45) 
den Parametervektor für den nächsten Iterationsschritt (Steepest Descent Me- 
thod), wobei die Konstante klein genug sein muß, um nicht außerhalb des Gefälle- 
bereichs zu geraten. 
Sofern man den Gradienten von X 2  und die Hesse-Matrix D für jeden Parame- 
tervektor a  berechnen kann, läßt sich mit Hilfe der G1. ~ . 4 4 d e r  Parametervektor 
für das Minimum finden. Nur wenn der Fehler in G1. A.42 zu groß ist, wird G1. 
A.45 verwendet. Für die Kostenfunktion 7.6 lautet der Gradient: 
Die zweite Ableitung ergibt: 
Die GI. A.44 läßt sich damit als Satz linearer Gleichungen schreiben 
tviihrerid die Relation -4.45 zu 
wird. 
Die Iio~nponenten der Hesse-Matris (Gl. A.47) härigeri von der erste11 und zweiten 
rlbleitung der Kostenfunktio~i ab. Der Vorfaktor [y, - (X,, U)] ist in1 allgemeinen 
nicht mit dem hiodell korreliert und kann wecliselnde Vorzeichen h a l ~ n .  so dai.3 
sich die zweite11 Ableitungen bei der Summatiori zumeist auflieben. Aus diesem 
Grunde wird gewöhnlich die vereinfachte Darstellung 
gewählt, die zugleich den Fitalgorithmus stabilisiert, wenn das verwendete Modell 
eine schlechte ,Anpassung liefert. Durch die Modifikation der Hesse-Matrix wird 
nur der Iterationsweg geändert. Der endgültige Parametervektor a bleibt davon 
unberührt, da die Minimumsbedindung Bk = 0 für alle k erfüllt bleibt. 
Die Levenberg-Marquardt-Methode 12351 ist nun ein elegantes Verfahren, um zwi- 
schen der Steepest-Descent-Methode (GI. A.49) und der inversen Hesse-Matris- 
Methode (Gl. 8.48) zu variieren. Es ist das Standardverfahren für nichtlineare 
Routinen der kleinsten Fehlerquadrate und beruht auf zwei Erkenntnissen. Da 
jedes Element des Parametervektors eine andere physikalische Größe sein kann, 
muß die Konstante in G1. A.49 die Dimension az haben, um die Proportionalität 
zwischen 6ak und ßl herzustellen. Diese Dimension besitzen aber nur die rezipro- 
ken Diagonalelemente der Hesse-Matrix, die mit einem dimensionslosen Faktor X 
gewichtet dann folgende Gleichung ergeben, welche die Relation -4.49 ersetzt: 
Dabei sind die a11 definitionsgemäß positiv. Verbindet man nun die Gleichungen 
-4.51 und A.48 ergibt sich eine neue Matrix ai' mit folgender Definition 
und damit dann die lbrschrift 
welche die G1. -4.48 ersetzt. Für große X ist n' diagonal dominant. so daß Gl. -4.53 
in G1. X.5lübergeht. Ist X sehr klein wird G1. A.53 zu GI. A.48. 
Der Marquardt-,Ugorithmus verfährt nun folgendermafien: 
2. TYitlile eine11 kleirien ,41ifaiigswert fiir X. 
3. Löse G1. -4.53 für ba und berechne X"2(a +h'a). 
4. We111i x2(a + da) 2 x2(a) erhöhe X uni Faktor 10 und gehe zu 3.).  
5. TYenri X2(a  + da) 5 x2(a) erniedrige X um Faktor 10, setze den Parame- 
tervektor auf a zurück und gehe zu 3. 
Eiric - h l e r u n g  vor1 X< die sehr viel kleiner als eins ist. zeigt an, daß weitere 
Itsratio~ien statistisch nicht mehr sinnvoll sind, womit sich das Al~bruchkriteriurrii 
ergibt. Werm ein ausreichend gutes Minimum gefunden ist, wird der Para~rleter 
X = 0 gesetzt und die K~~ariantenmatrix [a]-' der Staridardabweichun für den 
Parametervektor a berechnet. 
Die numerische Berechnung der partiellen Ableitungen der Iiostenfunktion nach 
den Komponenten des Parametervektors geschieht mit Hilfe des Differenzenquo- 
f ' (X) = lim f ( ~ + h ) -  f ( z - h )  
h-+o 2h 
Der Grenzübergang wird dadurch ausgefülirt. daß beginrierid mit eiriem grofhi  
Startwert h der Differenzenquotient mit zunehmend kleiner werdenden Tkrten 
für h berechnet wird. Für die in dieser -4rbeit verwendeten Fitprozedureri wurde 
das Ierfahren von Ridders [235, 2931 eingesetzt. 
A.3 BN-Potential: Erste Variante 
Die erste Iariante des Potentials für BN ist weitgehend identisch mit der in Kapi- 
tel 4 vorgestellten Form. IVesentliche Unterschiede sind die fehlenden Korrekturer1 
der Bindungsordnung mid der Parametersatz für die Bor-Bor-Wechselwirkung. 
der die borspezifischen Ikosaederstrukturen nicht reproduziert. Der Gberga~ig 
zum repulsiven ZBL-Potential wird wie in -4bschnitt 7.8 durchgeführt. Alk 














Tabelle A.1: Erste Variante des BN-Potentials. 
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Thesen 
1. Selbstkonsistente Gesamtenergierechnungen auf Grundlage der Dichtefunk- 
tionaltheorie werden zur Bestimmung der kohäsiven Grundzustandseigen- 
schaften aller kristallinen I\;lodifikatiorieri des Bornitrids durchgeführt. 
2. Es werden die Gitterkonstanten und kohäsiven Energien unter der Randbe- 
dingung eines äußeren hydrostatischen Drucks berechnet und die exzellente 
Übereinstimmung der Ergebnisse mit experimentellen T7CTerten gezeigt. 
3. Mit Hilfe der homogenen Deformationsmethode werden die vollstä~idigen 
Elastizitätstensoren von C-BK und h-BE erstmalig bestimmt. Dabei wird 
nachgewiesen, daß die Kompressionsmoduln der ~$-~ebundenen Struktu- 
ren mehr als zehnmal kleiner sind als die der dichten .$-gebundenen Struk- 
turen des BN. 
4. ,411s theoretisch berechneten Phononenzustandsdichten und den statischen 
Gesamtenergien werden die vollständigen thermodynamischen Potentiale 
der korrespondierenden Phasen C-BN und h-BN auf Grundlage der Debve- 
Grüneisen-Näherung abgeleitet. 
5. Die Temperaturabhängigkeit des Kompressionsmoduls und des linearen 
Ausdehnungskoeffizienten von C-BN werden ermittelt. 
6. Das kubische Bornitrid wird auf Grundlage dieser Ergebnisse als die bei 
Standardbedingungen thermodynamisch stabile Modifikation identifiziert. 
Die Bedeutung dieses Ergebnisses für die S~~chtbildungsprozesse wird dis- 
kutiert. 
7. Es werden verschiedene hochsymmetrische Punktdefekte in C-BN und h-BK 
untersucht, deren Bildungsenergien angegeben und der Einfluß auf die 
Struktur des umgebenden Gitters charakterisiert. Die gefundenen Defektbil- 
dungsenergien zeigen, daß der Bor-Platzwechseldefekt und die Stickstoffva- 
kanz in beiden kristallinen Modifikationen die dominierenden Defekttypen 
sind. Es wird gezeigt, daß interkalierte Zwischengitteratome in h-B% gebun- 
dene Strukturen bilden. die zur Deformation und Verknüpfung der basalen 
Ebenen führen. Die ~iiögliche R,olle dieser Defektx als 14~adistii11iskei11ie der 
kubischen Phase wird diskutiert. 
8. Die Bi~idu~igseige~iscliaften von Bornitrid werderi im Hinblick auf den 
ioniscli-kovalenten Charakter diskutiert und daraus die funktionale Form 
eines klassischen interatomaren Potentials motiviert, (las dem Prinzip der 
c:lie~riischeri Bindu~igsordnung folgt. 
9. Es wird ein Verfahren vorgestellt, das die direkte ,41iyassurig der freien 
Potentialpararneter an Ergebnisse selbstkonsiste~iter ab-initio-R,edi~iu~igeri 
erlaubt. 
10. Die Bor-Stickstoff-Bindung wird im Hinblick auf die Abliärigigkeit von der 
Koordination der gebundenen Strukturen untersucht. Dazu werden auch 
die strukturellen Eigenschaften von Molekülen und Clustern bestimmt und 
für die Parameteranpassung verwendet. 
11. Es wird ein Parametersatz für das Potential angegeben, welcher die Eigen- 
schaften der BN-Bindung in sehr guter Übereinstimmungen zu ab-initio- 
Rechnungen modelliert. 
12. Die Bor-Bor-Bindung wird analysiert und die -Anwendbarkeit des Potential- 
ansatzes auf die Bindungsverhältnisse im Bor diskutiert. Ein Parametersatz 
wird angegeben, der auch die Modellierung der ikosaedrischen Strukturen 
des Bor zuläßt. 
13. Die Stickstoff-Stickstoff-Bindung wird analysiert und ein Parametersatz für 
das Potential angegeben. 
14. Es werden Strukturen mit gemischten Bindungen untersucht und auf die 
Notwendigkeit von OverbindinpKorrekturen in klassischen Potentialeri vom 
Tersoff-Abell-Typ hingewiesen. Die Vorhersagen des klassischen Potenti- 
als werden mit ab-initio-Rechnungen verglichen und die blöglichkeiten und 
Grenzen des hiodells diskutiert. 
15. Ausgehend von den grundlegenden Prozessen der Ionen-Festkärper- 
Wechselwirkung wird eine molekulardynamische Methode zur Prozeßsimu- 
lation der BN-Schichtabscheidung beschrieben. 
16. Der Beschuß eines in [100]-Richtung orientierten C-BN-Targets mit t'ineiil 
TeilchenAuß aus energetischen Bor und Stickstoffatomen wird für verschie- 
dene Ionenenergien simuliert und die resultierende Struktur analysiert. 
17. Es können texturierte graphitähnliche Bereiche in den Filmen n;i~hge~~ieseii 
werden. 
18. Der sl?-Gehalt in der1 resultiere~ideri Strukt.uren zeigt eine tqische E~ier- 
gieabhä~igigkeit X fi. Das Ergebnis wird in1 Hi~iblick auf das io~ieriuri- 
t erstiitzt e Kachstum von Bor1iitridschic:hten diskutiert. 
