The role of Quaternary climatic change in shaping the geographic distributions of tropical species remains a subject of much debate (Endler 1982; Hewitt 2000; Willis and Whittaker 2000) . In particular, there remains a great deal of uncertainty about the extent to which contemporary distribution patterns reflect a past history of climatically induced habitat change during the Quaternary ice ages. The Old World fruit bat genus Cynopterus (Chiroptera: Pteropodidae) exhibits a diversity of different distribution patterns across the Indomalayan region (Corbet and Hill 1992) and therefore represents an exemplary taxon for testing zoogeographic hypotheses about historical patterns of range expansion and contraction. The two most geographically widespread members of the genus, the short-nosed fruit bat (Cynopterus sphinx) and the lesser short-nosed fruit bat (C. brachyotis), are characterized by markedly different distribution patterns ( Figure  1) . Cynopterus sphinx has an extensive continental distribution across tropical South Asia and is peripherally distributed along the western margin of the Malay Archipelago (Storz and Kunz 1999) . In contrast, C. brachyotis is characterized by a predominantly insular pattern of distribution across the Malay Archipelago and is peripherally distributed along the continental margin of South Asia (Corbet and Hill 1992) . The most striking peculiarity of the geographic distribution of C. brachyotis is the vast regional disjunction between populations in the Indian subcontinent and the more continuous portion of the species' continental range in Southeast Asia (Corbet and Hill 1992; Bates and Harrison 1997) .
Cynopterus sphinx is widely distributed across peninsular India, ranging from semi-arid scrub jungle to secondary forest at the mountain-plains interface. Cynopterus sphinx is generally restricted to low elevations and does not live in primary wet-evergreen forest (Bates and Harrison 1997; Storz and Kunz 1999; Storz et al. 2001a) . In this same region, available evidence suggests that C. brachyotis is almost exclusively restricted to tropical wet-evergreen and semievergreen forests of the Western Ghats, a mountain range that parallels the western coast of peninsular India (Bates and Harrison 1997; Pradhan and Kulkarni 1997; Balasingh et al. 1999) . Likewise, in Sri Lanka, C. sphinx is common in secondary forest and scrub habitat in the arid lowlands, whereas C. brachyotis (= C. sphinx ceylonensis) is restricted to highland wet-forest habitat (Phillips 1934 (Phillips , 1980 Bates and Harrison 1997) . The remainder of the continental distribution of C. brachyotis extends at least as far west as southern Myanmar (Burma) and may extend into the tropical wet forests of the eastern Himalayas (Corbet and Hill 1992) . A number of vertebrate taxa restricted to wet-forest habitat exhibit this same pattern of regional disjunction between the mountains of southwestern India and Sri Lanka and the more continuous tract of wet forest to the east or northeast of the Gangetic Plain (Blanford 1901; Hora and Jayaram 1949; Ripley 1949; Roonwal and Nath 1949; Jayaram 1974; Kurup 1974 ). This distributional concordance across taxa suggests that the geographic ranges of extant lineages have undergone a pronounced shift through time in response to a common vicariant event, most likely associated with Quaternary climatic change (Brandon-Jones 1996).
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The Indian subcontinent is thought to have been continuously forested through most of the late Quaternary (Frenzel et al. 1992) . It thus appears likely that the C. brachyotis population in the Western Ghats represents an isolated relic of a formerly continuous population whose disappearance from the remainder of the Indian subcontinent is attributable to deforestation associated with the onset of arid climatic conditions in the late Pleistocene. Reconstructions of the vegetational and climatic history of the Indian subcontinent suggest that tropical wet-forests have undergone two major contractions in the late Quaternary: once during the last glacial maximum (20,000-16,000 years ago) and again in the mid-Holocene (5000-2000 years ago; Sukumar et al. 1993 Sukumar et al. , 1995 Rajagopalan et al. 1997 Rajagopalan et al. , 1999 Ravindranath and Sukumar 1998) . Thus, whereas climatically induced changes in forest cover appear to have forced a dramatic contraction of the geographic range of C. brachyotis, these same changes also likely facilitated colonization of the Indian subcontinent by C. sphinx. This biogeographic scenario makes clear predictions about contrasting patterns of historical demography in these two species. Specifically, it predicts that C. brachyotis underwent a dramatic demographic contraction, while C. sphinx underwent an equally dramatic demographic expansion across the same region. Alternatively, human-induced environmental changes in peninsular India over the last few thousand years (Chandran 1997) may have caused population declines in both species.
Fortunately, such hypotheses can now be tested using genetic data. Recent advances in population genetic theory permit inferences about demographic history from patterns of DNA variation in contemporary populations (Hudson 1990; Donnelly and Tavaré 1995; Donnelly 1999) . Using data in the form of multilocus microsatellite genotypes, the frequency distribution of allelic length variants can be viewed from a genealogical perspective to make inferences about historical changes in effective population size. The advent of genealogical modeling has greatly facilitated the estimation of demographic and mutational parameters using microsatellite data (Chakraborty and Kimmel 1999; King et al. 2000) . A typical approach is to infer parameters by comparing statistics calculated from an empirical dataset with a distribution generated by Monte Carlo simulations of the coalescent process. This method-of-moments approach to microsatellite analysis has been used successfully to infer demographic and mutational parameters in populations of humans and other species (Di Rienzo et al. 1994 Harpending et al. 1998; Kimmel et al. 1998; Reich and Goldstein 1998; Goldstein et al. 1999; Gonser et al. 2000) . When historical information about the population of interest is available, an alternative is to use a Bayesian approach to statistical inference. Historical information can be used to construct a prior distribution of parameter values, which can then be combined with methods of calculating the likelihoods of demographic and mutational pa- Corbet and Hill (1992) , Bates and Harrison (1997) , Pradhan and Kulkarni (1997) , Balasingh et al. (1999) , and Storz and Kunz (1999). rameters from genetic data (Beaumont 1999; Beaumont and Bruford 1999) . The purpose of this study was to use a hierarchical Bayesian analysis of microsatellite variation to test alternative hypotheses about historical patterns of demographic expansion and contraction in Indian populations of C. sphinx and C. brachyotis.
Materials and Methods

Sampling
Bats were trapped on roosting and foraging grounds as described in Storz et al. (2000a Storz et al. ( , b, 2001a . For this study, a total of 357 bats (246 C. sphinx and 111 C. brachyotis) were sampled from five localities along the eastern flanks of the Western Ghats. Cynopterus sphinx was sampled from a single locality (Pune, Maharashtra, 18°32′N, 73°51′E). Cynopterus brachyotis was sampled from four localities at elevations ranging from 675 to 1050 m, in tropical wet-evergreen and semi-evergreen forest (Hosabale, Karnataka, 14°12′N, 74°41′E; Mudigere, Karnataka, 13°08′N, 75°35′E; Appangala, Karnataka, 12°23′N, 75°43′E; and Kalakad Mundanthurai Tiger Reserve, Tamil Nadu, 8°50′N, 77°30′E). Bats could be unambiguously identified to species using diagnostic criteria provided in Bates and Harrison (1997) and Storz and Kunz (1999) . Only adults were used in the genetic analysis. Tissue samples for DNA analysis were collected as described in Storz et al. (2001b, c) .
Genotyping
Genetic analysis of C. sphinx was based on eight polymorphic microsatellite loci: two di-, three tri-, and three tetranucleotide repeats. Primer sequences and polymerase chain reaction protocols were reported previously (Storz 2000; Storz et al. 2001b) . The genetic analysis of C. brachyotis was based on a subset of six of these loci, five of which were polymorphic. For both species, sequencing of alleles confirmed that length polymorphism at each locus was attributable to variation in the copy number of a single repeat motif. Genetic subdivision among the four population samples of C. brachyotis was tested using an exact G-test of genotypic frequencies (Goudet et al. 1996) . Using the program FSTAT (ver. 2.9.1; updated from Goudet 1995), 10,000 randomizations (permuting genotypes across populations) were used to generate a probability distribution under the null hypothesis of no differentiation. Available genetic marker data provide no evidence for introgressive hybridization between C. sphinx and C. brachyotis in regions of range overlap in peninsular India (J. F. Storz, unpubl. data) . Thus, microsatellite datasets for each of the two species are independent.
The Model
We consider the demographic history of a closed population that increases or decreases exponentially from an initial size N 1 to the current size N 0 , over a time interval x a . The population size at any time x is given by
where time is increasing into the past. The model makes use of multilocus microsatellite genotypes representing a population sample of chromosomes. The loci are assumed to be evolving according to a strict single-step mutation model, with mutation rate μ. Allelic frequencies are used to infer the model parameters Φ = {N 0 , N 1 , x a , μ} using a Bayesian approach: the posterior probability density of the parameters is estimated given a prior density and the data. This can be accomplished several different ways (reviewed in Stephens and Donnelly 2000) . Beaumont (1999) introduced a method based on microsatellite data for detecting changes in population size using Markov chain Monte Carlo (MCMC). Here we analyze the microsatellite data using two different models. The first method (the basic model) is very similar to that described in Beaumont (1999) , but the implementation is slightly modified (point 1 below). The second method (the hierarchical model) differs from the original model (Beaumont 1999) in three respects: (1) In the original model, multiple loci were accommodated by estimating posterior densities of the parameters for each locus separately and then taking the product of the independent densities. In the present study, posterior densities for both models are estimated using all loci in the same MCMC simulation. This should not lead to any difference in the expected results between the original model and the basic model, but it reduces error associated with density estimation. (2) In the original model, only three identifiable parameters were inferred: mutation rate, μ, scaled by current population size, N 0 (θ = 2N 0 μ); the ratio of current to ancestral population size (r = N 0 /N 1 ); and number of generations, t a , over which the population has been changing in size scaled by current population size (t f = t a / N 0 ). Here we consider four natural parameters N 0 , N 1 , x a (= g × t a , where g is the generation length), and μ. These parameters are inferred separately using priors, following the approach of Tavaré et al. (1997) and Wilson and Balding (1998) . (3) The original model was based on the assumption that all parameters other than mutation rate were identical across loci. In the hierarchical model, however, parameters are free to vary from one locus to the next. The extent of interlocus variation is set by priors, as described below. Theoretically, demographic parameters should be uniform across loci. However, in reality, a past history of selection at linked sites or variation in mutational dynamics may produce discrepancies among loci that adversely affect the fit of the model. Both models are available for downloading via http://www.rubic.rdg.ac.uk/~mab/software.html Rationale for the model. In the Bayesian approach to statistics, the data and parameters are treated equally as random variables that have some joint distribution, which can be explicitly modeled (i.e., we can calculate the relative frequency of occurrence of any given data set and parameter values). Two concepts are useful here: marginal and conditional distributions. A conditional distribution is the probability distribution of one set of variables given that the others have specific values.
For example, the likelihood is the conditional distribution of the data for a given set of parameter values. A marginal distribution is the sum (integral) of the joint distribution over particular variables. It represents a best guess of the probability distribution of some variables if we have no information on the values of others. For example, the Bayesian prior is the marginal distribution of the parameters over the data, that is, our best guess for the parameter values in the absence of data. In fact, the joint distribution discussed here is simply the product of the prior and the likelihood. The goal of a Bayesian analysis is to estimate the conditional distribution of the parameter values given the data, which is called the posterior distribution. The increasing popularity of Bayesian analysis is largely attributable to the fact that the integration necessary to calculate marginal and conditional distributions has only recently become computationally feasible through the use of methods such as MCMC.
In our model, the random variables whose joint distribution we can specify consist of the genetic data, the genealogical history that gave rise to the data, and the mutational and demographic parameters described earlier. We condition on the genetic data that we have obtained and use MCMC to simulate random draws of the parameters from the posterior distribution. In general, because we know nothing of the genealogical history, we report the posterior distributions of the demographic parameters and mutation rate marginal to the genealogical history.
The hierarchical modeling approach described here allows the posterior distribution of the mutation rate and the demographic parameters to vary among loci. Allowing interlocus variation in demographic parameters makes our analysis more robust, and it enables us to detect aberrant loci that could potentially bias the results. In a model where the parameters are not allowed to vary, aberrant loci will have a strong effect because the likelihoods for individual loci are multiplied together. In contrast, in a hierarchical model the likelihoods are combined in a more additive fashion. In many ways our analysis is analogous to the Lewontin-Krakauer test (Lewontin and Krakauer 1973; Beaumont and Nichols 1996) , where the direct or indirect effects of selection at a particular locus can be detected against a baseline level of neutral variation at unlinked loci.
Specification of the priors.
In the basic model, rectangular priors were assumed for the parameters, with bounds of (−5, 5) for log 10 (θ), log 10 (r), and log 10 (t f ). These limits were chosen to be sufficiently broad that the high density region of the posterior distribution would be relatively unaffected by the prior. In the hierarchical model, the parameters Φ for each locus were assumed to be drawn from log-normal distributions, each with means (on a log 10 scale) of  = {M N0 , M N1 , M μ , M xa } and standard deviations (SDs)  = {V N0 , V N1 , V μ , V xa }. These distributions were then used to calculate p(Φ|, ).
Prior distributions for the means were assumed to be specified by normal distributions with means α N0 , α N1 , α μ , and α xa , and SDs σ N0 , σ N1 , σ μ , and σ xa . Priors for the SDs were taken to be normal distributions truncated at zero with means β N0 , β N1 , β μ , and β xa , and SDs τ N0 , τ N1 , τ μ , and τ xa . It was not necessary to calculate a normalizing constant for these truncated distributions because the integration constant cancels out in equation (2) below. This set of parameters is designated . These distributions were then used to calculate p(,|).
Simulations described here were based on the following assumptions for both bat species: σ N0 = σ N1 = 3, β N0 = β N0 = β μ , = β xa = 0 (i.e., density is monotonically declining from x = 0), τ N0 = τ N1 = τ xa = 0.5, α μ = −3.3, σ μ = 0.5, τ μ = 2, α xa = 3.7, and σ xa = 1. For C. sphinx we assumed α N0 = 6.8 and α N1 = 6.1, and for C. brachyotis we assumed α N0 = 6.1 and α N1 = 6.8. The prior means for the current (effective) population sizes were chosen by estimating the geographical area of the Indian subcontinent (3.29 × 10 6 km 2 ), the fraction of the subcontinent currently occupied by each species (0.8 and 0.17 for C. sphinx and C. brachyotis, respectively; Corbet and Hill 1992; Storz and Kunz 1999) , population density (5 adults/km 2 ; Storz et al. 2000a, b; J. F. Storz, unpubl. data) , and the ratio of effective population size to adult census number (~0.5; Storz et al. 2001c) . The values of σ N0 and σ N1 were chosen to allow for a large degree of uncertainty in these estimates. Because geographic range shifts may also cause changes in population density and spatial connectivity, changes in range size may not necessarily entail proportional changes in effective population size (Whitlock and Barton 1997; Wakeley 1999 ). However, it seems reasonable to assume that range expansions or contractions on a continental scale would generally affect population numbers in the same direction. The prior mean time since the population started changing in size was taken to be the start of the mid-Holocene wet-forest contraction (≈5000 years ago). The SD around this value was chosen such that recent changes and earlier periods of deforestation (i.e., 20,000-16,000 years ago) also had support under the prior. We also considered a model with α xa = 1.7 and σ xa = 2, to investigate the effect of the prior on the posterior distribution of x a . The former is referred to as the "longer-time" model and the latter is called the "shorter-time" model. We assumed a point prior of g = 8.34 years per generation (average of male and female generation times; Storz et al. 2001c) . The mean mutation rate among loci was assumed to be 5 × 10 −4 , a value widely assumed in demographic models (e.g., Goldstein et al. 1995 ) but a little lower than pedigree-based estimates for autosomal microsatellites in humans (Brinkmann et al. 1998; Ellegren 2000b) . The prior SD of the mean mutation rate was chosen so that values in the region 5 × 10 −3 to 5 × 10 −5 would have reasonable support. The value chosen for τ μ means that V μ ≈ 2 would be frequent under the prior so that the expected ratio of mutation rates for pairs of loci would be about 700-fold. The values chosen for τ N0 , τ N1 , and τ xa imply that the expected ratio of the corresponding demographic parameters for pairs of loci would be about 5-fold under the prior. In each case, expected ratios that were much smaller or larger than these values also had support under the prior. Thus, the model allows for a wide degree of variation among loci. Overall, the main strategy was to have vague priors on the demographic parameters and differences among loci, but to have more informative priors on the mutation rate.
Calculation of Metropolis-Hastings acceptance probability.
In the Metropolis-Hastings algorithm, parameters are updated by choosing trial values and deciding whether they should be accepted. The simulated sequence of parameter values tends to the posterior distribution of the parameters as the sequence length becomes large. For the hierarchical model, the acceptance probability was calculated as (2) where the prime denotes a trial updated value. The distributions in the first two terms are given above. The probability of a genealogical history given the data, p(G|Φ), is given in Beaumont (1999) . The last term in the expression is the Hastings correction, which ensures that there is no bias in the updating procedure toward any particular region of parameter space. The Hastings corrections for updates in G are given in Beaumont (1999) ; corrections for the other parameters are given below. For P ≥ 1, the trial value was accepted, otherwise it was accepted with probability P. With the updating protocol given below, only a small subset of equation (2) was evaluated at any one time. For example, p(G|Φ) was only evaluated for the full sequence of events in the genealogy when the T i or components of Φ were changed, as discussed in Beaumont (1999) . For the basic model, the acceptance probability was similar to equation (2), but without the terms in , and the priors were simple rectangular distributions as discussed above.
Updating the parameters
For each locus, the parameters that need to be updated are the sequence of events in the genealogical history, the times of the events, T i , and the components of Φ: N 0 , N 1 , and μ. We followed the random-sweep updating protocol (Brooks 1998 ). The general scheme will be outlined first, followed by the details. The components of Φ were parameterized on the log 10 scale. The parameters were updated in a random order with (conditional) probabilities given in brackets below. This scheme was developed by trial and error to obtain good rates of convergence.
Basic model:
(0.99) Update sequence of events. (0.01) Update some of T i , log 10 (θ), log 10 (r), log 10 (t f ).
(0.05) T i only.
(0.95) Some of T i , log 10 (θ), log 10 (r), log 10 (t f ).
(0.05) log 10 (θ), log 10 (r); (0.05) log 10 (θ), log 10 (r), T i . (0.2) log 10 (θ), log 10 (t f ); 0.2 log 10 (θ), log 10 (t f ), T i . (0.0125) log 10 (r); (0.0125) log 10 (r), T i . (0.2) log 10 (θ), log 10 (r), log 10 (t f ); 0.2 log 10 (θ), log 10 (r), log 10 (t f ), T i . (0.025) log 10 (θ), T i . (0.025) log 10 (t f ); (0.025) log 10 (t f ), T i .
The sequence of events was updated as specified in Beaumont (1999) . The times were updated by simulating from the coalescent, and the log-transformed values of demographic and mutational parameters were updated by adding normal random variables with a mean of zero and a SD of 0.43. As described in Beaumont (1999) , when the demographic and mutational parameters were updated jointly in the scheme above, the same random deviate was used for each updated parameter, but the sign was reversed for log 10 (t f ). Additionally, when log 10 (t f ) was updated alone (or in conjunction with T i ), a normal random variable with a SD of 2.2 was used. This was done to ensure better mixing of the simulated Markov chain. For these updates, the Hastings correction = 1.0. If parameter values were generated that were outside the rectangular priors, the prior probability was zero. The parameters were updated in the same way as for the basic model described above. The demographic and mutational parameters were updated by adding a normal random variable with mean zero and SD that varied among different types of update as follows. When updating log 10 (x a ) alone (or in conjunction with T i ) across all loci, a SD of 2.2 was used. Otherwise it was 0.43 for any set of parameters across all loci. When updating a single locus, a SD of 0.22 was used for all parameters. When updating the demographic and mutational parameters jointly, the same random variable was used but with differing sign for μ (this leads to equivalent joint updates as for θ, r, and t f above). When all loci were updated, the means of the priors of the altered parameters were updated by adding the same random variable used to update the parameters. Thus, when all loci were updated, the prior probability of the parameters remained unchanged (although that of the priors-the hyperprior probability-did change). The SDs of the priors were updated by drawing a log-normal random variable with median centered on the current SD and a SD (on a log 10 scale) of 0.5. In this case, the Hastings correction was not equal to 1.0.
Implementation.
To achieve reliable convergence in a reasonable amount of time, a subset of 100 chromosomes from each dataset was taken. The chain was run for 2 × 10 9 steps, recording parameter values every 10 5 steps to give 20,000 draws from the posterior distribution. Five independent chains were run for each analysis presented in the Results. The output was checked for convergence using the Gelman-Rubin statistic calculated in CODA (Best et al. 1995) , as implemented in R (Ihaka and Gentleman 1996; available via http://www. r-project.org/). We examined plots of the value of the Gelman-Rubin statistic against iteration number to check that it was reliably converging toward its final value as recommended by Brooks and Gelman (1998) . In addition, posterior densities from individual runs were examined to check for overall consistency in shape. The last half of each run was then combined to produce an overall set of 50,000 points. Each run took about 70 h on a 700-Mhz Pentium (a small Beowulf cluster of machines was used to run chains in parallel). Density estimation was carried out using the program Locfit (Loader 1996) , implemented in R. This was used to estimate modes and highest probability density (HPD) limits. The HPD limits specify points of equal probability density enclosing a region (or possibly disjoint regions in multimodal data) with probability equal to some specified value. The strength of evidence of population decline versus population growth was assessed using Bayes factors as described in Beaumont (1999) . The Bayes factor is a ratio in which the numerator is the posterior probability of one model (e.g., population contraction) divided by its prior probability and the denominator is the posterior probability of another model (e.g., population expansion) divided by its prior probability. The Bayes factor expresses the relative likelihood of the two different models. Bayes factors greater than exp(2) are generally considered significant. The ratio of posterior probabilities can be estimated from the simulated chain by counting the proportion of iterations in which the population has expanded and then dividing this by the proportion of iterations in which it has contracted. Although extreme ratios vary among replicate chains due to sampling effects, ratios of 10 or less are generally similar among replicate chains for reasonable values of the Gelman-Rubin statistic. Datasets from each of the two species were analyzed with the basic model and the hierarchical model. Additionally, the hierarchical model was run with a different prior on the time over which the population changed in size.
Results
Summary Statistics
For the total sample of C. sphinx (n = 246 bats), mean number of alleles per locus was 9.6 (range = 5-16) and mean observed heterozygosity (H O ) was 0.66 (range = 0.40-0.81; Table 1 ). Although preliminary screening of 20 individuals indicated that CSP-2 was monomorphic in C. brachyotis, the remaining five loci segregated an average of 11.3 alleles (range = 4-17) and mean H O was 0.60 (range = 0.45-0.72; n = 111 bats). The exact G-test revealed no evidence of heterogeneity in genotypic frequencies among the four population samples of C. brachyotis (P > 0.05 for each locus). Allelic frequencies for both species are given in Table 2 .
Variation in Parameters among Loci
The degree of consistency among loci was quantified by the posterior distributions of  = {V N0 , V N1 , V μ , V xa }. The simulated posterior distributions of these parameters converged rapidly with both the C. sphinx and C. brachyotis data, in both the longer-time and shorter-time models. Estimates of the Gelman-Rubin statistic and their 97.5% quantiles were ≤ 1.02 for each parameter in all simulations. Results from both models were very similar, and those from the longer-time model are described here.
The microsatellite data for C. sphinx revealed no significant discrepancies among loci. The 90% quantiles of the posterior distributions did not exceed those of the priors (Table 3) . Modes of the posterior distributions for V N0 , V N1 , and V xa tended to be at or close to zero, and joint posterior distributions of different pairs of parameters in  showed no strong patterns of correlation (data not shown). The mode for V μ was approximately 0.4, but the posterior density estimated at zero remained >0.75 of the modal value. For parameters considered singly or in pairwise combination, a significant degree of interlocus variation was indicated if a modal value of zero fell outside the estimated 90% HPD limits. Applying this criterion to the C. sphinx data, we were unable to reject the null hypothesis of zero variance among loci. However, the posterior distributions were consistent with a substantial degree of variation, which may be manifest in all parameters or may appear to be manifest in all parameters through weak correlations with one variable parameter such as mutation rate (see Discussion). For the C. brachyotis dataset, the marginal posterior distributions for  were generally wider than those for C. sphinx (Table 3 ). In the case of V N0 and V xa , posterior distributions were slightly wider than the priors. In particular, the joint posterior distribution of V N0 and V μ showed a negative correlation, and density of the region where V N0 + V μ was less than about 0.5 fell below the critical density of the 90% HPD limit. Thus, the point where V N0 and V μ were both zero was outside the 90% HPD limit. The 90%, 50%, and 10% HPD regions of the joint distribution of V N1 and V xa were narrower than those of the prior, with no evidence of correlation, and the mode was at (0, 0). There was no evidence against the null hypothesis of zero variance among loci when N 1 and x a were considered together, but there was evidence against the hypothesis of zero variance in N 0 , μ, or both. 
Evidence for Historical Changes in Population Size
The data indicate that C. sphinx has undergone a pronounced population contraction (Figure 2A ). In the case of the longer-time model, the Gelman-Rubin convergence statistics for the four demographic and mutational parameters were (upper 97.5% quantile is given in parentheses here and in the following) M N0 : 1.02 (1.04); M N1 : 1.00 (1.00); M μ : 1.00 (1.01); and M xa : 1.01 (1.03). The posterior distribution of the mean mutation rate M μ had a mean of −3.58 (SD = 0.46), and was therefore very similar to the prior. This was not surprising given the broad priors on M N0 and M N1 , and it should be emphasized that the results presented here on population sizes (but not their ratios) and times of events are highly dependent on the priors set for M μ . The 90%, 50%, and 10% HPD regions are plotted for the joint posterior distribution of M N0 and M N1 in Figure 2A . It can be seen that the estimates of population size were generally much less than expected from the priors, with a modal estimate of about 10 2.5 for the current size and about 10 4 for the ancestral size. The Bayes factor in favor of decline versus growth was 365/0.77 = 474.
The parameters were transformed and the posterior distribution of r and t f (on a log 10 scale) was compared with that from the basic model in Figure 2B (for comparison with simulation results, see Figure 5D in Beaumont 1999) . The Gelman-Rubin statistics for the basic model were r: 1.14 (1.34); t f : 1.03 (1.08); (the single-locus statistics for θ were similar to those for r). The relatively high value of the Gelman-Rubin statistic for r in the basic model was due to the skew in its posterior distribution ( Figure 2B ) toward low values of r. Examination of posterior densities from individual runs showed that the width of the tail (i.e., the amount of posterior probability within the tail) varied among simulations, which also caused the mean to vary. The distribution of t f was similar in both models, although it was broader in the hierarchical model. The distribution of r did not extend into low values and it had a mode at about 10 −1.5 . The reason for this is that low values of r were observed only at low values of θ, but the priors used on μ and N 0 in the hierarchical model made such values improbable. The Bayes factor in favor of decline versus growth was approximately 5000 (only one observation out of 50,000 had log 10 [r] > 0). The general broadness of the posterior distribution in the hierarchical model, both to higher values of r and in the width of the distribution of t f , reflects the increased uncertainty that results when parameters are allowed to vary among loci.
The C. brachyotis data also showed evidence of a population contraction ( Figure 3A ), but the apparent decline was not as pronounced as in C. sphinx. The Gelman-Rubin statistics were: M N0 : 1.17 (1.38); M N1 : 1.00 (1.01); M μ : 1.00 (1.00); and M xa : 1.00 (1.01). Posterior densities of M N0 from individual runs were characterized by a long tail toward high values. The width of the tail (which generally had low posterior probability) varied among simulations, which resulted in the relatively large value of the Gelman-Rubin statistic for M N0 . The mean value of M μ was estimated at −3.27 (SD = 0.47). As with C. sphinx, estimated population size was substantially lower than the prior ( Figure 3A) . The modal value of M N0 was about 103.5 and that of M N1 was about 10 4 . The Bayes factor in favor of decline versus growth was 18.6/1.34 = 13.9. Results of the basic and hierarchical models are compared in Figure 3B . Gelman-Rubin statistics were r: 1.01 (1.02) and t f : 1.00 (1.01), with values of θ at each locus generally similar to those of r. The Bayes factor in favor of decline was 19.4 for the nonhierarchical model. Outside the peak of high density, the joint distribution of r and t f (on a log 10 scale) was very flat (for explanation, see Beaumont 1999) . This makes the 90% HPD region difficult to estimate, so the 87% region was estimated instead, reflecting the edge of the high-density region. It can be seen that the central peak in density is broader in the hierarchical model, due to the fact that the demographic parameters were allowed to vary among loci. However, tails of the distribution generated by the hierarchical model were narrower because more informative priors were used. The modal value of r was approximately 0.1 in both models.
Time of Change in Population Size
There is little information on the time scale of population decline in either species. The posterior distributions of the time since the populations started to decline (conditional on having declined rather than expanded) are plotted in Figures 4 and 5 . The posterior distributions of times from the shorter-time model were also plotted for comparison. Simulated distributions for this model converged well with both datasets. In both cases, the highest 97.5% quantile observed in the four demographic and mutation parameters was 1.06.
In the case of C. sphinx, it can be seen that in the longertime model, the posterior distribution was very similar to that of the prior, with a mode (on a log 10 scale) of 3.4. Overall, the posterior distribution favored a slightly shorter time scale of population decline relative to the prior. In the shorter-time model, the posterior distribution was only slightly shifted in the direction of a shorter time scale, with a mode of 2.9. The model with a prior for shorter times gave stronger support for population decline (Bayes factor = 1509).
Results for C. brachyotis tended to support a longer time scale of population decline ( Figure 5 , Table 4 ). The mode of the posterior distribution in the longer-time model was 4.5. The shorter-time model gave slightly less support for population decline (Bayes factor = 8.35). In this model, the modal time on a log 10 scale was 4.9. Thus, the effect of the model with a broader prior supporting shorter times actually increased the time over which the population is in- ferred to have declined. This is explained by the fact that if a longer time scale is supported by the data, this can be accommodated with the broader prior ( Figure 5 ).
Discussion
Historical reductions in tropical forest cover in the Indian subcontinent are thought to have occurred in response to changes in temperature, precipitation, and levels of atmospheric CO 2 (Ravindranath and Sukumar 1998) . Several independent lines of evidence indicate that arid climatic conditions prevailed during and immediately following the last glacial maximum (20,000-16,000 years ago) and again in the mid-Holocene (5,000-2,000 years ago). Sources of evidence include stable-carbon isotope data (Sukumar et al. 1993 (Sukumar et al. , 1995 Rajagopalan et al. 1997 Rajagopalan et al. , 1999 , palynological data (Swain et al. 1983; Caratini et al. 1991 Caratini et al. , 1994 , and the monsoon upwelling record from the Arabian Sea (Naidu 1996) . Similarly, palynological evidence and climate-model simulations indicate that the southwest (summer) monsoon was severely attenuated during these periods (Prell and Kutzbach 1987; Phadtare 2000) . There is also strong evidence to suggest that the more recent period of climatically induced deforestation may have been augmented by the activity of agripastoralist people in the Neolithic (5,000-3,000 years ago; Chandran 1997). The contemporary distribution of savannah and scrubland across much of the Indian subcontinent is thought to reflect a past history of forest-clearing by humans, beginning in the Neolithic and continuing apace to the present day (Pascal 1988; Chandran 1997; Prasad 1998) .
The microsatellite data suggest that Indian populations of both C. sphinx and C. brachyotis have undergone pronounced demographic contractions in the past. Given the marked differences between the two species in geographic distribution and contemporary habitat associations, it is surprising that they appear to share such similar patterns of demographic history. Results of the microsatellite analysis are consistent with the hypothesis that the C. brachyotis population in the Western Ghats represents an isolated relic of what was formerly a widespread, continuously distributed population. Genetic evidence for a population contraction in this species confirms our expectations based on considerations of the vegetational history and paleoclimate of the Indian subcontinent. However, similar evidence for a population contraction in C. sphinx came as a surprise. The available evidence suggests that Quaternary climatic changes promoted a dramatic expansion of secondary forest-thornscrub and savannah at the expense of primary wetevergreen forest across much of the Indian subcontinent.
If contemporary habitat associations are any indication, this biogeographic scenario predicts that C. sphinx should have undergone a pronounced range expansion since the late Quaternary. Results of our analysis do not support this prediction: The microsatellite data indicated an even more pronounced population contraction in C. sphinx than in C. brachyotis. Thus, a model of uniform range expansion does not apply to either species.
A species' ability to adapt to long-term environmental change suggests that contemporary habitat associations should not be considered an infallible guide to historical inference. The multifarious nature of climatically induced habitat change may often produce unexpected effects on a species' geographic range size and/or effective population size. It is also possible that populations of both species have been adversely affected by destruction of roosting and foraging habitat as a result of human activity on a more recent time scale. Thus, genetic evidence for population decline in C. sphinx may also reflect the consequences of human-induced habitat destruction in the relatively recent past.
A novel feature of the model used in this analysis is the ability to allow for interlocus variation in demographic parameters. Factors that could potentially produce such variation include rare mutations that involve multistep changes in microsatellite allele lengths (discussed below), hitchhiking effects due to selection at linked sites (Hudson and Kaplan 1988; Kaplan et al. 1989) , and background selection in genomic regions with low recombination rates (Charlesworth et al. 1993; Hudson and Kaplan 1995) . Ideally, such possibilities should be modeled explicitly. However, in practice it is impossible to construct general likelihood-based models to incorporate all these possibilities, and it would be more consistent with general statistical practice to use simpler models that allow goodness-of-fit to be assessed. Results of the present analysis suggest that the data are consistent with either extensive variation among loci or the absence of variation among loci in most parameters (the only exceptions are mutation rate and/or current population size in C. brachyotis). This ambiguous conclusion is often a feature of hierarchical models (see discussion in Gelman et al. 1995, pp. 144-148) . It is possible to demonstrate evidence against a hypothesis of zero variation in parameters, but it is difficult to conclude that the variation is zero. This latter possibility could be tested using Bayes factors in a reversible jump model, which would be a straightforward extension of the current method. However, Gelman et al. (1995) caution against such an approach because of the sensitivity of the conclusions to the priors (Gelman et al. 1995, pp. 176-177) . Much of the apparent variation in parameter values among loci may stem from the priors chosen to model the loci. For both species, simulations with τ N0 = τ N1 = τ xa = 0.05 and τ μ = 1 give posterior distributions for V N0 , V N1 , and V xa that are identical to the priors, but give posterior distributions for V μ that are markedly different from the priors, with low density at zero (results not shown). This suggests that results based on less informative priors could be explained entirely by variation in mutation rate among loci. In light of the results obtained, the less informative priors (which have strong support for the possibility of a five-fold ratio of demographic parameters among loci) are probably unrealistic. It is perhaps better to construct an initial model with priors that favor less variation in the demographic parameters, thereby allowing the possibility of substantial variation in mutation rate among loci. The simulations with lower values of τ gave prior support for an expected difference of about 20% in demographic parameters among pairs of loci. Despite this tighter prior, a strong discrepancy among loci in a demographic parameter would be readily apparent, because the distribution of  would be pulled away from zero. Interestingly, demographic inferences from the model with lower values of τ were very similar to those presented here. For both species, the model indicated somewhat stronger support for population contraction, tighter estimates for t f , and very similar estimates for M xa . Thus, inferences from the model are generally robust to the assumed priors for the degree of interlocus variation in demographic parameters, provided that mutation rate is allowed to vary. This is supported by the similarity in posterior distributions between the basic model, which allowed no variation in the demographic parameters, and the hierarchical model (Figs. 3B,  4B ). Although we would have reached similar conclusions if we had used the basic model alone, the hierarchical model allowed us to assess whether our results had been influenced by discrepancies among loci.
Inferences about demographic history are potentially biased if the assumptions of the stepwise mutation model are violated (Gonser et al. 2000) . For example, mutations that involve multistep changes in allele length can produce a pattern of variation similar to that produced by a population bottleneck. The relative frequency of such mutations is the subject of considerable debate (reviewed by Ellegren 2000b) . Indirect studies based on frequency distributions of allelic length variants have provided inconclusive evidence about the general applicability of the stepwise mutation model to microsatellite data (Estoup and Cornuet 1999; Balloux et al. 2000) . However, analyses of Y-chromosome microsatellites based on the stepwise mutation model have provided strong evidence for demographic expansion of the human population, corroborating inferences from other markers Thomson et al. 2000) . Direct pedigree analysis suggests that more than 90-95% of microsatellite mutations involve single step changes and the remainder typically involve a small number of steps (Brinkmann et al. 1998) . Such studies indicate that interlocus variation in mutation rate is largely attributable to variation in mean allele length (Ellegren 2000a; Schlötterer 2000) . Given the current state of knowledge about mutational dynamics of microsatellite loci, it is perhaps advisable to give less weight to inferences drawn from population data because results may be confounded by historical demographic events that are not accounted for by the models. If multistep mutational changes are infrequent relative to single step changes, as indicated by the available pedigree evidence, then only a small number of loci should be affected. The hierarchical model will tend to give less weight to rare discrepant loci. Furthermore, although it is possible that there is variability in demographic parameters among loci, zero variance in demographic parameters has the highest posterior probability density when we assume that mutation rate varies among loci.
The present analysis suggests that the contemporary effective sizes of the C. sphinx and C. brachyotis populations are 10 3 to 10 4 times lower than the estimated census numbers. One possible explanation is that the priors for the mean mutation rate have been set too high. As pointed out in the Results, all estimates of population sizes and times depend on the chosen prior for the mean mutation rate among loci. The mean of this prior is somewhat lower than most current estimates of mutation rates for autosomal microsatellite loci in humans (Brinkmann et al. 1998; Ellegren 2000b) , but it is possible that microsatellite mutation rates in bats are even lower. It is also possible that our estimates of census population size are inaccurate or that the model of exponential decline fits the data poorly (in which case a different demographic model might give higher estimates of effective population size). For example, a model of linear decline gives different parameter estimates from a model of exponential decline (Beaumont 1999) . However, pronounced disparities between long-term effective population size and contemporary census number have been documented in several vertebrate species (e.g., Avise et al. 1988; O'Ryan et al. 1998) . At the spatial and temporal scale relevant to the present study of C. sphinx and C. brachyotis, long-term effective population size may be reduced to levels well below the census population size by fluctuations in population size and/or extinction-recolonization dynamics (Hedrick and Gilpin 1997; Vucetich et al. 1997; Whitlock and Barton 1997; Nunney 1999; Wang and Caballero 1999) .
This study illustrates the way in which genetic data can be integrated with prior information in a Bayesian statistical framework to test alternative hypotheses about demographic history. Similar analyses of other codistributed taxa will provide a clearer picture of the zoogeographic history of the Indian subcontinent.
