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Anomalous shock fluctuations in TASEP
and last passage percolation models
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Abstract
We consider the totally asymmetric simple exclusion process with
initial conditions and/or jump rates such that shocks are generated.
If the initial condition is deterministic, then the shock at time t will
have a width of order t1/3. We determine the law of particle positions
in the large time limit around the shock in a few models. In particular,
we cover the case where at both sides of the shock the process of the
particle positions is asymptotically described by the Airy1 process.
The limiting distribution is a product of two distribution functions,
which is a consequence of the fact that at the shock two characteristics
merge and of the slow decorrelation along the characteristics. We show
that the result generalizes to generic last passage percolation models.
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1 Introduction
We start by considering the simplest non-reversible interacting stochastic
particle system, namely the totally asymmetric simple exclusion process
(TASEP) on Z. Despite its simplicity, this model is full of interesting features.
In TASEP, particles independently try to jump to their right neighbor site
at a constant rate and jumps occur if the exclusion constraint is satisfied: no
site can be occupied by more than one particle. Under hydrodynamic scaling,
the particle density solves the deterministic Burgers equation (see e.g. [1,32]).
This model belongs to the Kardar-Parisi-Zhang (KPZ) universality class [30]
(see [15] for a recent review).
We are interested in the fluctuations around the macroscopic behavior
given in terms of the solution of the Burgers equation and we focus on the
fluctuations of particles’ positions. Depending on the initial condition, the
deterministic solution may have parts of constant and decreasing density, as
well as a discontinuity, also referred to as shock. The fluctuations of the
shock location have attracted a lot of attention.
For TASEP product Bernoulli measures are the only translation invariant
stationary measures [31]. In the first works one considered initial configu-
rations to have a shock at the origin, with Bernoulli measures with density
ρ (resp. λ) at its left (resp. right), with ρ < λ. The shock location is of-
ten identified by the position of a second class particle. In this case, the
shock fluctuations are Gaussian in the scale t1/2 [19, 20, 26]. Microscopic in-
formation on the shock are available too [8, 17, 18, 21]. The origin of the t1/2
fluctuations lies in the randomness of the initial conditions, since fluctuations
coming from the dynamics grow only as t1/3. If the initial randomness is only
at one side of the shock, a similar picture still holds. For example, in [14] one
considers the initial condition is Bernoulli-ρ to the right and periodic with
density 1/2 to the left of the origin. When ρ > 1/2 there is a shock with
Gaussian fluctuations in the scale t1/2. In that work, the fluctuations of the
shock position are derived from the ones of the particle positions. The result
fits in with the heuristic argument in [35] (Section 5). The Gaussian form of
the distribution function is not robust (see for instance Remark 17 in [14]).
This paper is the first where the fluctuation laws around a shock occurring
without initial randomness are analyzed. In that case, one heuristically ex-
pects that the shock fluctuations, but also tagged particles fluctuations, live
only on a scale of order t1/3, see [7] for a physical argument. We find that
the distribution function of a particle position (and also of tagged particles)
is a product of two other distribution functions. The reason of the product
form of the distribution function is that (1) at the shock two characteristics
merge and (2) along the characteristics decorrelation is slow [16, 22].
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Figure 1: Illustration of the characteristics for TASEP. E is the shock lo-
cation, where two characteristics merges (the thick lines). The gray region
is of order tν for some 2/3 < ν < 1. Due to the slow decorrelation along
characteritics, at large time t the fluctuations at E originates from the ones
at Eℓ and Er.
More precisely, if we look at the history of a particle close to the shock at
time t, it has non-trivial correlations with a region of width O(t2/3) around
the characteristics, see Figure 1. At the shock the two characteristics come to-
gether with a positive angle so that at time t−tν , 2/3 < ν < 1, their distance
will be farther away than O(t2/3). This implies that the fluctuations built up
along the two characteristics before time t− tν will be (asymptotically) inde-
pendent. But if we stay on a characteristic, then the dynamical fluctuations
created between time t− tν and time t are only o(t1/3), which are irrelevant
with respect to the total fluctuations present at time t− tν that are of order
t1/3 (this is also known as the slow-decorrelation phenomenon [16, 22]).
To generate a shock between two regions of constant density, we consider
the initial condition where 2Z is fully occupied and where the jump rates
of particles starting to the left (resp. right) of the origin is equal to 1 (resp.
α < 1).
In Corollary 2.5 we determine the distribution function of the fluctuations
of TASEP particles in the t1/3 scale. It is a product of two GOE Tracy-
Widom distributions, F1, and the transition from a single F1 to the second
F1 distribution occurs over a distance of order t
1/3. In Corollary 2.6 (resp. 2.7)
we study another shock situation, where the distribution function goes from
F2 to F1 (resp. from F2 to F2).
For completeness, let us briefly discuss what happens when there is no
shock. From the KPZ theory, the fluctuations of particle positions generated
by the dynamics grow as t1/3 where t is the time. When the density is constant
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and the initial condition is non-random, the fluctuations will be governed by
F1, as shown in a few cases in [6] (see [11, 12, 34] for joint distributions).
However, when the density is decreasing, the fluctuations are governed by
F2, the GUE Tracy-Widom distribution, as shown in [27] (see also [9, 33]
for random initial conditions and [10, 11, 29] for joint distributions). The
transition process between these two cases has been determined in [13]. The
stationary initial condition [31] has also constant density but with different
fluctuation laws, see [3, 5, 25]. For further details see e.g. the review [23].
It is well known that TASEP is linked to last passage percolation (LPP).
As a consequence slow-decorrelation holds also for generic LPP models [16].
For this reason our first main result, Theorem 2.1, is a generic statement
proven under some assumptions, that one needs to verify model by model.
This theorem states that the distribution function of a generic last passage
percolation is the product of two distribution functions corresponding to two
simpler last passage problems. The verification of the assumptions can be
quite involved. Here we prove they are valid for three different LPP models
and obtain Corollaries 2.2–2.4.
Using the connection to TASEP we then restate the results in terms of
TASEP particles (see Corollaries 2.5–2.7). Corollary 2.5 is the result which
motivated our work.
Outline
In Section 2 we define precisely the models and state our main results. In
Section 3 we prove the generic theorem. In order to apply it to specific
models we have to verify the assumptions, which is the content of Section 4.
Finally, in Section 5 we derive a kernel used in Section 4.
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2 Models and main results
2.1 Last passage percolation – general statement
We consider last passage percolation (LPP) models1 on Z2 with independent
random variables {ωi,j, i, j ∈ Z}. An up-right path π = (π(0), π(1), . . . , π(n))
on Z2 from a point A to a point E is a sequence of points in Z2 with
π(k + 1)− π(k) ∈ {(0, 1), (1, 0)}, with π(0) = A and π(n) = E, and where n
is called the length ℓ(π) of π. Now, given two sets of points SA and SE, one
defines the last passage time LSA→SE as
LSA→SE = max
π:A→E
A∈SA,E∈SE
∑
1≤k≤ℓ(π)
ωπ(k). (2.1)
The purpose of this paper is to determine the law of last passage times of
various models. Finally, we denote by πmaxSA→SE any maximizer of the last
passage time LSA→SE . For continuous random variables, the maximizer is
a.s. unique.
In this paper we consider situations where the end set is one point and
the starting set is the union of sets, namely2
SA = L+ ∪ L−, SE = E = (⌊ηt⌋, ⌊t⌋), (2.2)
where L+ ⊆ {(v, n) ∈ Z2 : v ≤ 0, n ≥ 0}, L− ⊆ {(v, n) ∈ Z2 : n ≤ 0, v ≥ 0}.
Note that, by putting some of the ωi,j to zero, it is always possible to choose
L+ = (Z−, 0) and L− = (0,Z−).
With this choice it follows from the definition of the last passage time
(2.1) that
L = LSA→SE = max
{
LL+→(ηt,t), LL−→(ηt,t)
}
. (2.3)
The two random variables L1 = LL+→(ηt,t) and L2 = LL−→(ηt,t) are not inde-
pendent. However, under some assumptions they are essentially independent
as t→∞, in the sense that the random last passage time L = max{L1, L2}
properly rescaled has asymptotically the law of the product of the two
rescaled random variables. This is due to the fact that the fluctuations
present in the region where the maximizers of the two LPP problems tend
to come together are on a smaller scale than the typical fluctuations. This is
by virtue of the slow-decorrelation phenomenon [16, 22].
1One can also define LPP models on R2, see e.g. [16]. The general arguments in this
paper are unchanged. Only a minor modification in the proofs in Section 4.2 is needed,
namely the discretization used in Johansson’s argument [28].
2We will not write always explicitly the integer parts.
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Typically one has in mind a law of large numbers Li/t → µi as t→∞
and a fluctuation result Li − µit = O(tχi) with χi = 1/3 or χi = 1/2.
If L1 and L2 have different leading orders µ1, µ2, the result is quite easy
since only the largest of the two random variables is relevant in the t → ∞
limit. This situation can be treated directly with coupling arguments as
in [9]. If µ1 = µ2 = µ but for instance χ1 < χ2, then the natural scaling
is (L− µt)/tχ2, under which scaling (L1 − µt)/tχ2 degenerates to the trivial
random variable 0 and acts as a cut-off. This situation occured for instance
in [14] (Proposition 1).
In this paper we consider the case where L1 and L2 have the same lead-
ing order µ and both fluctuations live in the scale t1/3. This is our first
assumption.
Assumption 1. Assume that there exists some µ such that
lim
t→∞
P
(
LL+→(ηt,t) − µt
t1/3
≤ s
)
= G1(s), (2.4)
and
lim
t→∞
P
(
LL−→(ηt,t) − µt
t1/3
≤ s
)
= G2(s), (2.5)
where G1 and G2 are some distribution functions.
Secondly, we assume that there is a point E+ at distance of order tν , for
some 1/3 < ν < 1, which lies on the characteristic from L+ to E and that
there is slow-decorrelation as in Theorem 2.1 of [16].
Assumption 2. Assume that we have a point E+ = (ηt − κtν , t− tν) such
that for some µ0, and ν ∈ (1/3, 1) it holds
lim
t→∞
P
(
LE+→(ηt,t) − µ0tν
tν/3
≤ s
)
= G0(s),
lim
t→∞
P
(
LL+→E+ − µt+ µ0tν
t1/3
≤ s
)
= G1(s),
(2.6)
where G0 and G1 are distribution functions.
Then, provided (2.4) and (2.6) hold, Theorem 2.1 of [16] implies that for
any M > 0,
lim
t→∞
P
(|LL+→(ηt,t) − LL+→E+ − µ0tν | ≥ Mt1/3) = 0. (2.7)
This means that the fluctuations of LL+→(ηt,t) are the same as the ones of
LL+→E+ up to o(t1/3). Thus, we have to determine the maximum of LL+→E+
and LL−→E. The final assumption ensures that these two random variables
are asymptotically independent.
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Assumption 3. Let ν be as in Assumption 2. Consider the points
Dγ = (⌊γηt⌋, ⌊γt⌋) with γ ∈ [0, 1− tβ−1]. Assume that there exists a
β ∈ (0, ν), such that
lim
t→∞
P
( ⋃
Dγ
γ∈[0,1−tβ−1]
{
Dγ ∈ πmaxL
L+→E+
})
= 0,
lim
t→∞
P
( ⋃
Dγ
γ∈[0,1−tβ−1]
{
Dγ ∈ πmaxL
L−→(ηt,t)
})
= 0.
(2.8)
Under these assumptions, that will be verified in special cases, we have
the first result of this paper, proven in Section 3.
Theorem 2.1. Under Assumptions 1–3 we have
lim
t→∞
P
(
max
{
LL+→(ηt,t), LL−→(ηt,t)
}− µt
t1/3
≤ s
)
= G1(s)G2(s). (2.9)
2.2 Application to specific LPP models
Let us consider now ωi,j to be exponentially distributed random variables,
that will become waiting times for TASEP particles. Let the waiting times
be given by
ωi,j ∼ exp(1), j ≥ 1,
ωi,j ∼ exp(α), j ≤ 0,
(2.10)
for some α > 0. We are going to consider the scaling
η = η0 + ut
−2/3. (2.11)
Then the following results hold true and will be proven in Section 4.3, see
Figure 2 for an illustration of the geometry in the following three corollaries.
Corollary 2.2 (Two point-to-line problems). Let
L+ = {(−v, v), v ∈ Z+}, L− = {(−v, v), v ∈ Z−}, (2.12)
with η0 =
α
2−α and α < 1. Then, Theorem 2.1 holds with µ = 4/(2− α) and
G1(s) = F1
(
s− 2u
σ1
)
, G2(s) = F1
(
s− 2u/α
σ2
)
, (2.13)
where F1 is the GOE Tracy-Widom distribution function of random matri-
ces [37], σ1 =
22/3
(2−α)1/3 and σ2 =
22/3(2−2α+α2)1/3
α2/3(2−α) .
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Figure 2: Illustration of the geometry considered in (a) Corollary 2.2, (b)
Corollary 2.3, and (c) Corollary 2.4, for u = b = 0 and α = 1/2. The
random variables in the gray (resp. white) regions are exp(α) (resp. exp(1))
distributed. The dashed lines represents the typical trajectories of the max-
imizers for the two LPP problems.
Corollary 2.3 (One point-to-point and one point-to-line problem). Let
L+ = ([−⌊βt⌋, 0], 0) ∪ (−⌊βt⌋,Z+), L− = {(−v, v), v ∈ Z−}, (2.14)
with β = β0 + bt
−2/3, β0 = 1 − η0, η0 = α(3−2α)2−α and α ∈ (0, 1). Then,
Theorem 2.1 holds with µ = 4 and
G1(s) = F2
(
s− 2(u+ b)
σ1
)
, G2(s) = F1
(
s− 2u/α
σ2
)
, (2.15)
where F2 is the GUE Tracy-Widom distribution function of random matri-
ces [36], σ1 = 2
4/3, and σ2 =
22/3(6−10α+6α2−α3)1/3
α2/3(2−α) .
Corollary 2.4 (Two point-to-point problems). Let us fix a β > 0 and con-
sider
L+ = (−⌊βt⌋,Z+) ∪ ([−⌊βt⌋, 0], 0), L− = (0, [0,−⌊βt⌋]) ∪ (Z+,−⌊βt⌋),
(2.16)
with η0 = 1 and α = 1. Then, Theorem 2.1 holds with µ = (1 +
√
1 + β)2
and
G1(s) = F2
(
s− u(1 + 1/√1 + β)
σ
)
, G2(s) = F2
(
s− u(1 +√1 + β)
σ
)
,
(2.17)
where σ = (1 +
√
1 + β)4/3/(1 + β)1/6.
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2.3 Application to the totally asymmetric simple ex-
clusion process
It is well known that the choice of ωi,j to be exponential distributed random
variables directly links LPP with the totally asymmetric simple exclusion
process (TASEP), which we recall here. TASEP is an interacting particle
system on Z where two particles can not occupy the same site at the same
time. Further, particles (independently) try to jump to their right neighbor-
ing site after an exponentially distributed waiting time. A jump occurs only
if the destination site is empty. As a consequence, the order of particles is
preserved. Thus, we can assign to each particle a number and we do it from
right to left, i.e.
. . . < x2(0) < x1(0) < 0 ≤ x0(0) < x−1(0) < · · · .
Then, at all time t ≥ 0, xn+1(t) < xn(t), n ∈ Z. Then, the precise link
between LPP and TASEP is the following. Let ωi,j be the exponential waiting
time of particle j, and LE be the last passage time from SA = {(u, k) ∈ Z2 :
u = k + xk(0), k ∈ Z}. This implies that
P
(
LSA→(m,n) ≤ t
)
= P (xn(t) + n ≥ m) . (2.18)
This connection will be used several times to verify that Assumptions 1–3
hold in special cases.
The particular choice of the ωi,j in (2.10) means that particles with label
n ≥ 1 have jump rate 1, while particles with label n ≤ 0 have jump rate
α. The choice (2.11) implies that we look at particle number t at different
times. Indeed, if
lim
t→∞
P
(
LSA→(η0t+ut1/3,t) ≤ µt+ st1/3
)
= F (u, s), (2.19)
then by (2.18) we have that
lim
t→∞
P
(
xt(µt+ τt
1/3) ≥ (η0 − 1)t− st1/3
)
= F (−s, τ). (2.20)
Since this relation is straightforward we do not restate the three corollaries
for the tagged particle problem. Instead, we restate them so that they gives
the distribution function at a fixed time t of particles around the shock.
In the case of Corollary 2.3-2.4, the boundaries of the LPP problem to
(ηt, t) also depends on the variable t. This has to be taken in account here
too. Therefore, let us write explicitly this dependence in the measure and
just write Lm,n for the last passage time. For the case of Corollary 2.2, the
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boundary condition does not depends on the observation time parameter t.
For this case, one can just set β = 0 in the computations below. Assume
that we have, as in the previous section,
lim
t→∞
Pβt(Lη0t+ut1/3,t ≤ µ(β)t+ st1/3) = F (β, u, s). (2.21)
By (2.18) we have
Pβt(xνt+ξt1/3(t) ≥ vt− st1/3) = Pβt(L(ν+v)t+(ξ−s)t1/3 ,νt+ξt1/3 ≤ t) (2.22)
Let us define t˜, η, and β˜ by the equations
t˜ = νt + ξt1/3, ηt˜ = (ν + v)t+ (ξ − s)t1/3, β˜t˜ = βt. (2.23)
This gives, t = t˜/ν − ξν−4/3t˜1/3 +O(t˜−1/3), from which
η = (1 + v/ν)− (s+ ξv/ν)ν−1/3t˜−2/3,
β˜ = β/ν − ξβν−4/3t˜−2/3, (2.24)
up to O(t˜−4/3). By plugging this in (2.22) one readily obtains
lim
t→∞
Pβt(xνt+ξt1/3(t) ≥ vt− st1/3) = lim
t˜→∞
Pβ˜t˜(Lη0 t˜+ut˜1/3,t˜ ≤ t˜/ν − ξν−4/3t˜1/3)
= lim
t˜→∞
Pβ˜t˜(Lη0 t˜+ut˜1/3,t˜ ≤ µ(β˜)t˜+ s˜t˜1/3)
(2.25)
with
η0 = 1 + v/ν, u = −(s + ξv/ν)ν−1/3, s˜ = ξ(βµ′(β/ν)− 1)ν−4/3. (2.26)
provided that it holds µ(β/ν) = 1/ν. This condition sets which particles are
around the shock position at time t. Then, by (2.22) we have
lim
t→∞
Pβt(xνt+ξt1/3(t) ≥ vt− st1/3) = F
(
β
ν
,−s + ξv/ν
ν1/3
,
ξ(βµ′(β/ν)− 1)
ν4/3
)
.
(2.27)
The LPP situations considered above correspond to cases where, in terms
of TASEP, there is a macroscopic discontinuity in the particles’ density, i.e.,
there is a shock. Using (2.27) we can restate Corollaries 2.2–2.4 in terms of
TASEP as follows, see Figure 3 for an illustration of the density profiles.
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Figure 3: The thick lines are the density profiles ρ at time t (resp. t = ℓ)
of (a) Corollary 2.5, (b) Corollary 2.6, and (c) Corollary 2.7, for u = b = 0
and α = 1/2. The thin lines are the initial conditions. The dotted vertical
lines indicate the macroscopic position of the particle that started from the
origin.
Corollary 2.5 (At the F1–F1 shock). Let xn(0) = −2n for n ∈ Z. For α < 1
let ν = 2−α
4
and v = −1−α
2
. Then it holds
lim
t→∞
P
(
xνt+ξt1/3(t) ≥ vt− st1/3
)
= F1
(
s− ξ/ρ1
σ1
)
F1
(
s− ξ/ρ2
σ2
)
, (2.28)
with ρ1 =
1
2
, ρ2 =
2−α
2
, σ1 =
1
2
, and σ2 =
α1/3(2−2α+α2)1/3
2(2−α)2/3 .
As one can see from (2.28) the shock moves with speed v. When ξ is very
large we are in the region before the shock, where the density of particle is
1/2. Indeed, by replacing s → s + 2ξ and taking the ξ → ∞ limit, then
(2.28) converges to F1(s/σ1). Similarly, when −ξ is very large we are already
in the shock, where the density of particles in (2−α)/2. Indeed, by replacing
s→ s+ 2ξ/(2− α) and taking ξ → −∞, then (2.28) converges to F1(s/σ2).
This is the reason why we call this situation a F1–F1 shock.
Corollary 2.6 (At the F2–F1 shock). For α < 1 let ν = 1/4 and v = − (1−α)
2
2(2−α) .
Let xn(0) = vℓ− n for n ≥ 1 and xn(0) = −2n for n ≤ 0. Then it holds
lim
ℓ→∞
P
(
xνℓ+ξℓ1/3(t = ℓ) ≥ vℓ− sℓ1/3
)
= F2
(
s− ξ/ρ1
σ1
)
F1
(
s− ξ/ρ2
σ2
)
,
(2.29)
with ρ1 =
1
2
, ρ2 =
2−α
2
, σ1 = 2
−1/3, and σ2 =
α1/3(6−10α+6α2−α3)1/3
2(2−α) .
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Corollary 2.7 (At the F2–F2 shock). For a fixed β ∈ (0, 1), consider the
initial condition given by xn(0) = −n − ⌊βℓ⌋ for n ≥ 1 and xn(0) = −n for
−⌊βℓ⌋ ≤ n ≤ 0. Then, for α = 1, ν = (1−β)2
4
it holds
lim
ℓ→∞
P
(
xνℓ+ξℓ1/3(t = ℓ) ≥ −sℓ1/3
)
= F2
(
s− ξ/ρ1
σ1
)
F2
(
s− ξ/ρ2
σ2
)
(2.30)
with ρ1 =
1−β
2
, ρ2 =
1+β
2
, σ1 =
(1+β)2/3
21/3(1−β)1/3 , and σ2 =
(1−β)2/3
21/3(1+β)1/3
.
As expected by KPZ universality, if we move away from the shock, the
distribution function considered above becomes a single GOE or GUE dis-
tribution, with GOE whenever the particles density is constant and GUE
whenever the particle density is decreasing, e.g., in the F2-F2 shock, the
particle density is decreasing both to the left and to the right of the shock.
3 Proof of Theorem 2.1
In the following, we will several times use the following two lemmas from [9].
By “⇒ ” we designate convergence in distribution.
Lemma 3.1 (Lemma 4.1 in [9]). Let D be a probability distribution and
(Xn)n∈N be a sequence of random variables. If Xn ≥ X˜n and Xn ⇒ D and
Xn − X˜n converges to zero in probability, then X˜n ⇒ D as well.
Lemma 3.2 (Lemma 4.2 in [9]). Let (Xn)n∈N, (Yn)n∈N, (X˜n)n∈N, (Y˜n)n∈N be
sequences of random variables and D1, D2, D3 be probability distributions.
Assume Xn ≥ X˜n and Xn ⇒ D1 as well as X˜n ⇒ D1; and similarly
Yn ≥ Y˜n and Yn ⇒ D2 as well as Y˜n ⇒ D2. Let Zn = max{Xn, Yn} and
Z˜n = max{X˜n, Y˜n}. Then if Z˜n ⇒ D3, we also have Zn ⇒ D3.
We denote
LrescL+→E =
LL+→(ηt,t) − µt
t1/3
, (3.1)
i.e. the last passage time LL+→E rescaled as required by Assumption 1, we
define analogously LrescL−→E, L
resc
E+→(ηt,t) and L
resc
L+→E+ as the last passage times
rescaled as required by Assumption 1 resp. 2. We first note the following.
Proposition 3.3. If max{LrescL+→E, LrescL−→E} ⇒ D as t→∞, then
LL→E − µt
t1/3
⇒ D. (3.2)
Proof. Simply note that LL→E = max{LL+→E, LL−→E}.
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Thus it suffices to determine the limiting distribution of
max{LrescL+→E , LrescL−→E}. We can actually reduce our problem a bit more.
Proposition 3.4. Under Assumptions 1 and 2,
max
{
LL+→E+ + LE+→E − µt
t1/3
, LrescL−→E
}
⇒ D (3.3)
implies
LL→E − µt
t1/3
⇒ D. (3.4)
Proof. We have
LrescL+→E ≥
LL+→E+ − µt+ µ0tν
t1/3
+
LE+→E − µ0tν
t1/3
= LrescL+→E+ + L
resc
E+→(ηt,t).
(3.5)
By Assumption 2, LrescL+→E+ converges to G1. Also by Assumption 2, LE+→E
has fluctuations of order tν/3, thus one can write
LrescE+→E =
1
t(1−ν)/3
Xt, (3.6)
where Xt is a random variable converging to G0. In particular,
(3.6) vanishes as t → ∞. Applying Lemma 3.2 to Xn = LrescL+→E,
X˜n = (LL+→E+ + LE+→E − µt) /t1/3 and Yn = Y˜n = LrescL−→E finishes the
proof.
Using the preceeding Propositions we can now prove Theorem 2.1.
Proof of Theorem 2.1. Define, for some set B and point C, L˜B→C to be the
last passage time of all paths from B to C conditioned not to contain any
point
⋃
γ∈[0,1−tβ−1]Dγ with Dγ as in Assumption 3. Then,
P
(∣∣∣∣LL+→E+ − L˜L+→E+t1/3
∣∣∣∣ > ε
)
≤ P
( ⋃
Dγ
γ∈[0,1−tβ−1]
{Dγ ∈ πmaxL+→E+}
)
→ 0
(3.7)
as t→∞, so that
P
(
L˜L+→E+ + L˜E+→E − µt
t1/3
≤ s
)
→ G1(s) (3.8)
by the vanishing of (3.6) and Lemma 3.1. Using Assumptions 1 and 3, an
analogous argument shows
P
(
L˜rescL−→E ≤ s
)→ G2(s). (3.9)
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Let ε > 0 and recall Xt from (3.6). We take R > 0 such that with
AR = {|X˜t| < R} P(AcR) ≤ ε for all t large enough. This implies that∣∣P({L˜rescL+→E+ + t(ν−1)/3X˜t ≤ s} ∩ AR ∩ {L˜rescL−→E ≤ s})
−P({L˜rescL+→E+ + t(ν−1)/3X˜t ≤ s} ∩ {L˜rescL−→E ≤ s})
∣∣ ≤ ε (3.10)
Then,
P({L˜rescL+→E+ + t(ν−1)/3R ≤ s} ∩ {L˜rescL−→E ≤ s})− ε (3.11)
≤ P({L˜rescL+→E+ + t(ν−1)/3X˜t ≤ s} ∩AR ∩ {L˜rescL−→E ≤ s}) (3.12)
≤ P({L˜rescL+→E+ − t(ν−1)/3R ≤ s} ∩ AR ∩ {L˜rescL−→E ≤ s}) (3.13)
≤ P({L˜rescL+→E+ − t(ν−1)/3R ≤ s} ∩ {L˜rescL−→E ≤ s}) (3.14)
Finally, by construction, L˜rescL+→E+ and L˜
resc
L−→E are independent random
variables, since β < ν and πmaxL−→E has to pass to the right of D1−tβ−1 by con-
ditioning. Due to this independence, the fact that ν < 1 and the convergence
in (3.8), (3.9), there is a t0 such that for t > t0
G1(s)G2(s)− 2ε ≤ (3.11) ≤ (3.12) ≤ (3.14) ≤ G1(s)G2(s) + ε. (3.15)
Thus applying (3.10) to (3.12) yields
∣∣∣∣P({L˜rescL+→E+ + t(ν−1)/3X˜t ≤ s} ∩ {L˜rescL−→E ≤ s})−G1(s)G2(s)
∣∣∣∣ ≤ 3ε,
(3.16)
for all t large enough. Therefore
lim
t→∞
P
(
max
{
L˜L+→E+ + L˜E+→E − µt
t1/3
, L˜rescL−→E
}
≤ s
)
= G1(s)G2(s).
(3.17)
Applying Lemma 3.2 to Xn = (LL+→E+ + LE+→E − µt) /t1/3, Yn = LrescL−→E,
X˜n =
(
L˜L+→E+ + L˜E+→E − µt
)
/t1/3, Y˜n = L˜
resc
L−→E, and using Proposition 3.4
finishes the proof.
4 Results on specific LPP
In this section we derive some results on the LPP model with
ωi,j ∼ exp(1), j ≥ 1,
ωi,j ∼ exp(α), j ≤ 0,
(4.1)
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and with two half-lines given by
L+ = {(−v, v)|v ∈ Z+} and L− = {(−v, v)|v ∈ Z−}. (4.2)
Assumptions 1-2 will be verified by using the results of Section 4.1. After
that, in Section 4.2 we determine the no-crossing results corresponding to
Assumption 3.
4.1 Deviation Results for LPP
4.1.1 Point-to-point LPP results
First we remind a result of Johansson (Theorem 1.6 of [27], originally stated
for η ≥ 1, but by symmetry of the LPP one easily extends the statement for
any η > 0).
Proposition 4.1 (Point-to-point LPP: convergence to F2). Let 0 < η <∞.
Then,
lim
ℓ→∞
P
(
L0→(⌊ηℓ⌋,⌊ℓ⌋) ≤ µppℓ+ sσηℓ1/3
)
= F2(s) (4.3)
where µpp = (1 +
√
η)2, and ση = η
−1/6(1 +
√
η)4/3, and F2 is the GUE
Tracy-Widom distribution function.
The distribution function of L0→(⌊ηℓ⌋,⌊ℓ⌋) has the following known decay3.
Proposition 4.2 (Point-to-point LPP: upper tail). Let 0 < η < ∞. Then
for given ℓ0 > 0 and s0 ∈ R, there exist constants C, c > 0 only dependent
on ℓ0, s0 such that for all ℓ ≥ ℓ0 and s ≥ s0 we have
P
(
L0→(⌊ηℓ⌋,⌊ℓ⌋) > µppℓ+ ℓ
1/3s
) ≤ C exp(−cs), (4.4)
where µpp = (1 +
√
η)2.
Proof. By symmetry, it is enough to consider η ∈ (0, 1]. Also, we will
(re)derive the statement for the complementary event. As stated in Propo-
sition 6.1 of [2], we have
P(λ1(m− d,m+ d) ≤ u) = P
(
L0→(⌊ηℓ⌋,⌊ℓ⌋) ≤ u
)
, (4.5)
where λ1 is the largest eigenvalue of a (m− d)× (m+ d) Laguerre Uni-
tary Ensemble (LUE), i.e., the largest eigenvalue of 1
m−dXX
∗, where X is
a (m− d)× (m+ d) matrix with i.i.d. standard complex Gaussian entries;
3One could improve the decay of Proposition 4.2 to exp(−cs3/2) and of Proposition 4.3
to exp(−c|s|3), but it is not needed for our purposes.
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the choice of parameters is so that m + d = ⌊ηℓ/µpp⌋ and m − d = ⌊ℓ/µpp⌋
(explicitly, one might take m = ⌊ ℓ(η+1)
2µpp
⌋ and d = ⌊ ℓ(1−η)
2µpp
⌋, but then these
identites might only hold with an error ±1). Take Km,d to be the kernel
(3.13) of [25] (with w = 0), which, according to Proposition C.1 of [25], is a
conjugated correlation kernel for the LUE. Then, with χu = 1(u,+∞)
F (u) := det(1− χuKm,dχu) = P(λ1(m− d,m+ d) ≤ u) (4.6)
Define the function u(s, ℓ) = ℓ− sℓ1/3. The decay of F (u) is known, see (37)
in [4]; more precisely we have with C, d > 0 dependent on s0 ∈ R and ℓ0 > 0
1− Ce−ds ≤ F (u(s, ℓ)) (4.7)
for ℓ > ℓ0 and s > s0. Making the change of variable ℓ→ µppℓ, (4.4) follows
with c = d/µ
1/3
pp .
Proposition 4.3 (Point-to-point LPP: lower tail). Let 0 < η < ∞ and
µpp = (1 +
√
η)2. There exist positive constants s0, ℓ0, C, c such that for
s ≤ −s0, ℓ ≥ ℓ0,
P
(
L0→(⌊ηℓ⌋,⌊ℓ⌋) ≤ µppℓ+ sℓ1/3
) ≤ C exp(−c|s|3/2). (4.8)
Proof. Take the functions F, u(s, t) and the parameters w,m, d as in the
proof of Proposition 4.2. Proposition 3 of [4] (to be found in the proof of
Proposition 2 of [4]) and the inequality (56) of the same paper imply that
there exist positive constants s0, t0, C, c such that
F (u(s, t)) ≤ C exp(−c|s|3/2), (4.9)
for all s ≤ −s0 and t ≥ t0.
4.1.2 Half-line L+-to-point LPP results
To obtain the results for the LPP from the half-line L+ to a point (ηℓ, ℓ), we
use the correspondence of LPP and TASEP, namely
P
(
LL+→(m,n) ≤ t
)
= P (xn(t) + n ≥ m) , (4.10)
where xn(t) is the position at time t of the TASEP particle that started
from xn(0) = −2n in the initial configuration where particles occupy −2N0.
TASEP particle have all jump rate 1. The latter distribution function is
expressed as a Fredholm determinant of a kernel Kˆn,t, as is shown in [13].
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Proposition 4.4 (Proposition 3 in [13]). Let particle number n ∈ N0 start
in −2n at time t = 0. Denote by xn(t) the position of particle number n at
time t. We then have
P(xn(t) > s) = det(1− χsKˆn,tχs)ℓ2(Z) (4.11)
where χs = 1(−∞,s] and Kˆn,t is given by4
Kˆn,t(x1, x2) =
1
(2πi)2
∮
Γ1
dv
∮
Γ0,1−v
dw
w
etw(w − 1)n
wx1+n
vx2+n
etv(v − 1)n
× 2v − 1
(w + v − 1)(w − v) .
(4.12)
To get a bound for the upper tail we need to have the following estimate
of the decay of the kernel.
Proposition 4.5 (Exponential decay Kˆn,t). Consider the scaling
n(t) =
[r
4
t
]
xi =
[
1− r
2
t− sit1/3
]
, (4.13)
for some r > 1. With this choice, there exists a constant C and a t0 such
that for t > t0 and s1, s2 ≥ 0
|Kˆn,t(x1, x2)t1/32x2−x1e−(s2−s1)/2| ≤ C e−(s1+s2)/2. (4.14)
Proof of Proposition 4.5. Below we will show that for t large enough, there
are constants C, µ(r) > 0 such that we have uniformly in s1, s2 ≥ 0
|Kˆn,t(x1, x2)t1/32x2−x1| ≤ Ce−(s1+s2) + Ct1/3e−µ(r)tes1t1/3 ln(2−r). (4.15)
From this then follows that
|Kˆn,t(x1, x2)t1/32x2−x1e−(s2−s1)/2| ≤ 2Ce−(s1+s2)/2 (4.16)
since t1/3e−µ(r)t ≤ 1 and es1(t1/3 ln(2−r)+1/2) ≤ 1 for t large enough (because
ln(2− r) < 0).
Therefore, below we need to bound Kˆn,t(x1, x2)t
1/32x2−x1. We can divide
the kernel Kˆn,t into the contribution coming from the residue at w = −v+1
and the rest. The contribution of this residue is
(−1)x1+12x2−x1 t
1/3
2πi
∮
Γ1
dv
vx2+2n
(1− v)x1+2n+1 e
(1−2v)t (4.17)
4For a set S, the notation ΓS means a path anticlockwise oriented enclosing only poles
of the integrand belonging to the set S.
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This kernel was already analyzed in [10]. Indeed, (4.17) is the kernel from
Proposition 5.3 in [10] for the special choice of parameters t1 = t2 = T = t,
L = 0, and R = 1. Our scaling also fits in the one from (2.9) in [10]; take
π(θ) = r/4 + θ and θ to be the solution of r/4 + 2θ = 1, i.e., θ = 1/2− r/8.
Then (2.9) in [10] equals exactly (4.13). Said Proposition yields now that for
any (s1, s2) ∈ [−l,∞)2 we have
|(4.17)| ≤ const e−(s1+s2). (4.18)
Let us deal now with the remaining part. Taking s˜i = sit
−2/3, we have to
bound the kernel
2x2−x1
t1/3
(2πi)2
∮
Γ1
dv
∮
Γ0
dw
w
etw(w − 1)n
wx1+n
vx2+n
etv(v − 1)n
2v − 1
(w + v − 1)(w − v)
=
t1/3
(2πi)2
∮
Γ1
dv
∮
Γ0
dw
etf0(w,s˜1)
etf0(v,s˜2)
2v − 1
(w + v − 1)(w − v)
(4.19)
with
f0(w, s) =
r
4
ln(w − 1) + w − 2− r
4
ln(w) + s ln(2w). (4.20)
We first note that for r ≥ 2 the pole at w = 0 disappears and thus (4.19)
vanishes. We therefore assume 1 < r < 2 in the following. We now claim
that
Γ0(t) = λe
it, t ∈ [0, 2π) (4.21)
is a steep descent path of f0 for λ = 1 − r/2. To check the steep descent
condition, note
Re(f0(Γ0(t), s˜1)) = s˜1 ln(2λ) + λ cos(t)− 2− r
4
ln(λ) +
r
4
ln(|λeit − 1|)
= s˜1 ln(2λ) + λ cos(t)− 2− r
4
ln(λ) +
r
8
ln
(
λ2 + 1− 2λ cos(t)) .
(4.22)
Thus we have
∂
∂t
Re (f0(Γ0(t), s˜1)) = −λ sin(t)
(
1− r/4|λeit − 1|2
)
, (4.23)
which is strictly negative for all t ∈ (0, π) (and strictly positive for
t ∈ (π, 2π)). Indeed, |λeit − 1| ≥ r/2, from which 1− r/4|λeit−1|2 ≥ 1− 1/r > 0.
Thus Γ0 as chosen above is a steep descent path for f0 with maximum at
t = 0.
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For Γ1, we choose
Γ1(t) = 1− 1
2
eit, t ∈ [0, 2π) (4.24)
and we want to show that it is a steep descent path for −f0. We have
Re(−f0(Γ1(t), s˜2)) =− r
4
ln(1/2) +
2− r
8
ln (5/4− cos(t)) + 1
2
cos(t)
− s˜2 ln(|2− eit|).
The term −s˜2 ln(|2−eit|) reaches clearly its maximum at t = 0 for any s˜2 ≥ 0.
Thus we can focus on the s˜2 = 0 case. We have
∂
∂t
Re (f0(Γ1(t), 0)) = −sin(t)
2
(
1− 2− r
8
1
|1− 1
2
eit|2
)
, (4.25)
which is strictly negative for t ∈ (0, π) and strictly positive for t ∈ (π, 2π).
This follows from |1 − 1
2
eit| ≥ 1/2, so that 1 − 2−r
8
|1 − 1
2
eit|−2 ≥ r/2 > 0.
Thus Γ1 is a steep descent path for −f0 attaining its maximum at t = 0.
The paths Γ0 and Γ1 are such that the factor
2v−1
(w+v−1)(w−v) in (4.19) is
uniformly bounded and the length of the paths is also bounded. Therefore,
since Γ0 and Γ1 are steep descent paths, we get the easy bound
|(4.19)| ≤ t1/3et(f0(1−r/2,s˜1)−f0(1/2,s˜2)) = t1/3e−µ(r)tet1/3 ln(2−r)s1 , (4.26)
with µ(r) = − r
4
ln(r)− 1−r
2
+ 2−r
4
ln(2− r) > 0 for all 1 < r < 2.
Proposition 4.6. Fix an 0 < η < 1 and let µ = 2(1 + η). Then, for any
ε ∈ [0, 2(1− η)), there exists constants C, c˜ > 0 and ℓ0 > 0 such that for all
ℓ > ℓ0
P
(
LL+→(⌊ηℓ⌋,⌊ℓ⌋) > (µ+ ε/2)ℓ
) ≤ C exp (−c˜ εℓ2/3) . (4.27)
Proof of Proposition 4.6. We follow along the lines of the proof of Theo-
rem 2.5 in Section 5 of [11]. We use the relation (4.10) between LPP and
TASEP, in which we set t := (µ+ ε/2)ℓ and denote by ℓ(t) = t/(µ+ ε/2) its
inverse function. Then, using this relation and Proposition 4.4, we see that
(4.27) = 1− P (xℓ(t)(t) ≥ (η − 1)ℓ(t)) . (4.28)
Let us denote
Xresct =
xℓ(t)(t)− (−2ℓ(t) + t/2)
−t1/3 . (4.29)
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Then,
(4.28) = 1− P
(
Xresct ≤
(η + 1)ℓ(t)− t/2
−t1/3
)
= −
∞∑
m=1
(−1)m
m!
∫
ds1 · · ·
∫
dsm det[t
1/3Kˆℓ(t),t([x(si)], [x(sj)])]1≤i,j≤m
(4.30)
where x(s) = (−2ℓ(t) + t/2) − st1/3 and the integration domain of the
si’s is (εt
2/3/4(µ + ε/2),∞). On (4.30) we apply Proposition 4.5 with
r = 4/(µ+ ε/2).
We can thus single out a product
∏m
i=1 e
−si of the determinant, so that
the absolute value of all entries in the matrix is bounded by a constant C,
so using Hadamard’s bound, we get
|(4.30)| ≤
∞∑
m=1
Cmmm/2
m!
∫
εt2/3/4(µ+ε/2)
ds1 · · ·
∫
εt2/3/4(µ+ε/2)
dsm
m∏
i=1
e−si
=
∞∑
m=1
(2C)mmm/2 exp
(−mεt2/3/4(µ+ ε/2))
m!
≤ C˜ exp (−εt2/3/4(µ+ ε/2)) ≤ C˜ exp (−c˜εℓ2/3)
(4.31)
for some constants C˜, c˜ (uniform in ℓ).
Proposition 4.7 (Half-line L+-to-point LPP: convergence to F1). For any
fixed 0 < η < 1, it holds
lim
ℓ→∞
P
(
LL+→(⌊ηℓ⌋,⌊ℓ⌋) ≤ µℓ+ sσ˜ηℓ1/3
)
= F1(2s) (4.32)
where µ = 2(1 + η), σ˜η = 2
4/3(1 + η)1/3, and F1 is the GOE Tracy-Widom
distribution function.
Proof of Proposition 4.7. As in the proof of Proposition 4.6 we use the rela-
tion (4.10) between LPP and TASEP, in which we set t := µℓ+ sσ˜ηℓ
1/3 and
denote by
ℓ(t) =
t
µ
− 2st
1/3
µ
+ o(1) (4.33)
its inverse function. Thus,
P
(
LL+→(⌊ηℓ⌋,⌊ℓ⌋) ≤ µℓ+ sσ˜ηℓ1/3
)
= P
(
xℓ(t)(t) ≥ (η − 1)ℓ(t)
)
. (4.34)
Let us denote
Xresct =
xℓ(t)(t)− (−2ℓ(t) + t/2)
−t1/3 . (4.35)
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Then,
(4.34) = P
(
Xresct ≤
(η + 1)ℓ(t)− t/2
−t1/3
)
=
∞∑
m=0
(−1)m
m!
∫ ∞
s
ds1 · · ·
∫ ∞
s
dsm det[t
1/3Kˆℓ(t),t([x(si)], [x(sj)])]1≤i,j≤m
(4.36)
where x(s) = (−2ℓ(t) + t/2) − st1/3. The bound of Proposition 4.5 allows
us to apply dominated convergence and take the t → ∞ (i.e., ℓ → ∞)
inside the Fredholm series. Thus it remains to show that the rescaled kernel
t1/3Kˆℓ(t),t([x(si)], [x(sj)]), or a conjugation of it, converges pointwise to the
Airy1 kernel A1(si, sj) = Ai(si + sj).
As in Proposition 4.5, we consider the kernel conjugated by the factor
2x(sj)−x(si). We can divide the kernel Kˆn,t into the contribution coming from
(a) the residue at u = −v+1 and (b) the rest. The contribution coming from
the residue is (4.17), that is, the kernel for the flat initial configuration (all
even sites are initially occupied by a particle). It was shown in Theorem 2.3
of [12] (see also Proposition 5.1 of [10]) that the kernel converges pointwise
to the Airy1 kernel. The control of the contribution of (b) is already made
in the proof of Proposition 4.5. Indeed, the estimate (4.26) implies that this
contribution goes to 0 as t → ∞ for all fixed s ∈ R. This ends the proof of
Proposition 4.7, since det(1−A1)L2(s,∞) = F1(2s) by [24].
A simple corollary of Proposition 4.6 adapted to the problem we are
looking at is the following.
Corollary 4.8. Fix an 0 < η < 1, a β ∈ (1/3, 1] and define
γ ∈ [0, 1− tβ−1], ε = t−χ with χ ∈ (0, 2/3). (4.37)
Then there exists constants C, c˜ > 0 and t0 > 0 such that for all t > t0
P
(
LL+→Dγ >
(
µγ +
ε
2
)
t
)
≤ C exp (−c˜ t2/3−χ) . (4.38)
Proof. It is a straightforward consequence of Proposition 4.6. Indeed, setting
ℓ = γt,
P
(
LL+→Dγ > (µγ + ε/2) t
)
= P
(
LL+→(⌊ηℓ⌋,⌊ℓ⌋) > (µ+ ε/(2γ))ℓ
)
≤ P (LL+→(⌊ηℓ⌋,⌊ℓ⌋) > (µ+ ε/2)ℓ) (4.39)
since γ ∈ [0, 1]. Then the result is the bound (4.27).
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4.1.3 Half-line L−-to-point LPP results
To obtain the results for the LPP from the half-line L− to a point (ηℓ, ℓ), we
use the correspondence of LPP and TASEP, namely
P
(
LL−→(m,n) ≤ t
)
= P (xn(t) + n ≥ m) , (4.40)
where xn(t) is the position at time t of the TASEP particle with label n. The
initial condition is
xn(0) = −n, n ≥ 1, xn(0) = −2n, n ≤ 0, (4.41)
and the jump rates vn of particles are given by
vn = 1, n ≥ 1, vn = α, n ≤ 0. (4.42)
Proposition 4.9. Let us consider TASEP with jump rates (4.42) and initial
condition (4.41). Denote xn(t) the position of particle number n at time t.
We then have
P(xn(t) > s) = det(1− χsK˜n,tχs)ℓ2(Z) (4.43)
where χs = 1(−∞,s] and K˜n,t = K
(1)
n,t +K
(2)
n,t with
K
(1)
n,t (x1, x2) =
1
(2πi)2
∮
Γ−1
dw
w + 1
∮
Γ0,α−2−w
dz
et(w+1)wn
(w + 1)x1+n
× (z + 1)
x2+n
et(z+1)zn
1
z − (α− 2− w) ,
K
(2)
n,t (x1, x2) =
1
(2πi)2
∮
Γ0
dz
∮
Γ−1
dw
w + 1
et(w+1)wn
(w + 1)x1+n
(z + 1)x2+n
et(z+1)zn
1
w − z .
(4.44)
The proof of this proposition is not so short and it is given in Section 5
below.
Next we show the point-wise convergence and get bounds for the properly
rescaled kernel. Consider the scaling5
n =
[
κ(2− α)
4
t
]
xi =
[
α− κ
2
t− sit1/3
]
, (4.45)
for α ∈ [0, 1) and κ ∈ [0, 1). Then, we define the rescaled and conjugated
kernels by
K
(i)
t,resc(s1, s2) = t
1/3(α/2)x1−x2K(i)n,t(x1, x2), i = 1, 2, (4.46)
5Below we will no longer write explicitly the integer values.
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Figure 4: Illustration of the paths used in the kernel K
(1,a)
t,resc. The dashed line
is the image of α− 2− w.
with xi and n as in (4.45). Before stating the results, let us manipulate
the kernel slightly. Denote by s˜i = sit
−2/3. In particular, we can assume
0 ≤ s˜1 ≤ α(2− κ)/4, since otherwise the kernel is identically equal to zero.
Because of that, the Fredholm determinant in (4.43) is identically equal to
zero for s > α(2 − κ)t2/3/4. Therefore, below we can restrict our estimates
to s1, s2 ≤ α(2− κ)t2/3/4 only.
Let us introduce the function
f0(w, s˜) = w+1+
κ(2− α)
4
ln(w)−
(
α(2− κ)
4
− s˜
)
ln(2(w+1)/α). (4.47)
we have
K
(2)
t,resc(s1, s2) =
t1/3
(2πi)2
∮
Γ0
dz
∮
Γ−1
dw
w + 1
etf0(w,s˜1)
etf0(z,s˜2)
1
w − z (4.48)
and, separating the contribution of the simple pole at z = α− 2−w in K(1)n,t ,
K
(1)
t,resc(s1, s2) = K
(1,a)
t,resc(s1, s2) +K
(1,b)
t,resc(s1, s2) (4.49)
where
K
(1,a)
t,resc(s1, s2) =
t1/3
(2πi)2
∮
Γ−1,α−2
dw
w + 1
∮
Γ0
dz
etf0(w,s˜1)
etf0(z,s˜2)
1
z − (α− 2− w) ,
K
(1,b)
t,resc(s1, s2) =
t1/3
2πi
∮
Γ−1,α−2
dw
w + 1
et[f0(w,s˜1)−f0(α−2−w,s˜2)].
(4.50)
Remark 4.10. α − 2 is not a pole for the double integral, but the reason
why we have chosen the path for w to encircle also α − 2 is the following.
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2
Figure 5: Paths used for the asymptotic analysis in Proposition 4.12 and
Proposition 4.13. The dashed line is the image of α− 2− w.
The function −f0(α−2−w, s˜2) has a pole at w = α−2. Therefore, if, before
computing the residue at z = α − 2 − w, we choose the path w so that it
goes around α− 2 too, then, its image by α − 2− w goes around the origin
too, see Figure 4. This means that, the path for z in the first term of (4.50)
will have to be chosen to stay inside the image of α− 2−w. We could have
also chosen to have α− 2 outside the path for w, but this is not adequate to
get the bounds on the kernel.
Remark 4.11. For large |w|, the leading term in f0(w, s˜) is given simply the
linear term w. So, we can as well consider (open) contours Γ−1,α−2 such that
the real part of w goes to −∞, and similarly Γ0 such that the real part of z
goes to ∞, see Figure 5.
Proposition 4.12 (Bounds for K
(1,a)
t,resc and K
(2)
t,resc). For any ℓ0 > 0, there
exists a t0 such that for t > t0 and s1, s2 ∈ [−ℓ0, α(2−κ)4 t2/3],
|K(1,a)t,resc(s1, s2)| ≤ e−tF (α,κ)/2,
|K(2)t,resc(s1, s2)| ≤ e−tF (α,κ)/2,
(4.51)
where
F (α, κ) = −α + κ− 2
2
− κ(2− α)
4
ln
(
2− α
κ
)
+
α(2− κ)
4
ln
(
2− κ
α
)
> 0
(4.52)
for all α, κ ∈ [0, 2) and κ ∈ [0, 2− α).
Proof. To get the result we need to choose the paths for z, w so that they
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will be steep descent. Let us consider the following paths:
Γ−1,α−2 =
{
w = −1 + α
2
+ iy − |y|, y ∈ R
}
,
Γ0 =
{
z = −κ
2
+ iy + |y|, y ∈ R
}
.
(4.53)
With this choice, Γ0 stays on the right of α− 2 − Γ−1,α−2 since we assumed
κ < 2 − α, see Figure 5. Now we verify the steep descent property of the
paths. By symmetry it is enough to consider the portion of the paths in the
upper-half plane.
Path Γ−1,α−2: Consider w = −1+ α2 +iy−y for y ≥ 0, s˜ ∈ [0, α(2−κ)/4].
Then,
Re(f0(w, s˜)) = const−y+ κ(2− α)
8
ln(|w|2)− 1
2
(
α(2− κ)
4
− s˜
)
ln(|w+1|2),
(4.54)
with |w|2 = (2−α)2
4
+ (2− α)y + 2y2 and |w + 1|2 = α2
4
− αy + 2y2. Thus,
∂ Re(f0(w, s˜))
∂y
= −1 + κ(2− α)
8|w|2 (4y + 2− α)−
(
α(2− κ)
4
− s˜
)
4y − α
2|w + 1|2 .
(4.55)
Now we consider two cases:
Case a: 0 < y ≤ α/4. In this case,
(4.55) ≤ −1 + κ(2− α)
8|w|2 (4y + 2− α)−
α(2− κ)
8
4y − α
|w + 1|2
= −y28y
2 + (4y + 1− α)(2− α− κ) + 2− α
2|w|2|w + 1|2 < 0
(4.56)
for all 0 < α < 2 and 0 ≤ κ < 2− α.
Case b: y ≥ α/4. In this case,
(4.55) ≤ −1 + κ(2− α)
8|w|2 (4y + 2− α)
= −
(2− κ)
(
(2−α)2
4
+ (2− α)y
)
+ 4y2
2|w|2 < 0
(4.57)
for all κ < 2.
Further, as y → ∞, ∂Re(f0(w,s˜))
∂y
→ −1, i.e., Re(f0(w, s˜)) ≃ −y. This
implies that the estimates of the integrand in w will have an exponential
decay as e−yt. Thus our chosen path Γ−1,α−2 is steep descent.
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Path Γ0: Consider z = −κ2 + iy + y for y ≥ 0. Then
Re(−f0(z, s˜)) = const−y−κ(2− α)
8
ln(|z|2)+ 1
2
(
α(2− κ)
4
− s˜
)
ln(|z+1|2),
(4.58)
with |z|2 = κ2
4
− κy+2y2 and |z +1|2 = (2−κ)2
4
+ (2− κ)y+ 2y2. Thus, using
s˜ ≥ 0,
∂ Re(−f0(z, s˜))
∂y
= −1 − κ(2− α)
8|z|2 (4y − κ) +
(
α(2− κ)
4
− s˜
)
4y + 2− κ
2(|z + 1|2)
≤ −1− κ(2− α)
8|z|2 (4y − κ) +
α(2− κ)
8
4y + 2− κ
(|z + 1|2)
= −y28y
2 + (4y + 2− κ)(2− α− κ) + ακ
2|z|2|z + 1|2 < 0
(4.59)
for all κ > 0, y > 0, since we assumes 0 < α < 2 and 0 ≤ κ < 2− α < 2.
By these two results on the steep descent property, the exponential decay
for large y, and the fact that |z − w| remains bounded away from 0, we get
the bound∣∣∣K(2)t,resc(s1, s2)∣∣∣ ≤ const t1/3etRe(f0((α−2)/2,s˜1))−tRe(f0(−κ/2,s˜2))
= const t1/3et[
α+κ−2
2
+
κ(2−α)
4
ln( 2−α
κ
)−α(2−κ)
4
ln( 2−κ
α
)]e−s2 ln((2−κ)/α)t
1/3
.
(4.60)
Since (2 − κ)/α > 1 and s2 ≥ −ℓ0, the last term is at worse ecℓ0t1/3 with
c = ln((2 − κ)/α) > 0. Further one can verify that F (α, κ) > 0 for all
α ∈ [0, 2) and κ ∈ [0, 2−α). Thus const t1/3e−tF (α,κ)ecℓ0t1/3 ≤ e−tF (α,κ)/2 for t
large enough. We have obtained that∣∣∣K(2)t,resc(s1, s2)∣∣∣ ≤ e−tF (α,κ)/2 (4.61)
for t large enough.
By exactly the same argument, but using that |z − (α− 2−w)| remains
bounded away from zero, we can bound K
(1,a)
t,resc, namely∣∣∣K(1,a)t,resc(s1, s2)∣∣∣ ≤ e−tF (α,κ)/2. (4.62)
Proposition 4.13 (Convergence for K
(1,b)
t,resc). For any s1, s2 in a bounded set,
lim
t→∞
K
(1,b)
t,resc(s1, s2) = σAi(σ(s1 + s2)) (4.63)
with σ = (2−α)
2/3
(α((2−α)2−2(1−α)κ))1/3 .
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Proof. We have
K
(1,b)
t,resc(s1, s2) =
t1/3
2πi
∮
Γ−1,α−2
dw
w + 1
et[f0(w,0)−f0(α−2−w,0)]et
1/3[s1f2(w)−s2f2(2−α−w)]
(4.64)
with f2(w) = ln(2(w + 1)/α).
First we show that Γ−1,α−2 as in (4.53) is steep descent for
g0(w, s˜1, s˜2) := f0(w, s˜1)− f0(α− 2− w, s˜2), (4.65)
for s˜1, s˜2 ∈ [0, α(2 − κ)/4]. It is a little bit more than what we need for
this proposition, but we will use it in Proposition 4.14 again. From the
proof of Proposition 4.12 we already know that the path is steep descent for
f0(w, s˜1). Now consider z = α − 2 − w = −1 + α2 + iy + y, y ≥ 0. Then,
|z|2 = (2−α)2
4
− (2 − α)y + 2y2 and |z + 1|2 = α2
4
+ αy + 2y2. The same
computation as in (4.59) given, for s˜ ≥ 0,
∂ Re(−f0(z, s˜))
∂y
≤ −1− κ(2− α)
8|z|2 (4y − 1 + α/2) +
α(2− κ)
8
4y + 1 + α/2
(|z + 1|2)
= −y28y
2 + (4y + 1− α)(2− α− κ) + 2− α
2|z|2|z + 1|2 < 0
(4.66)
for all y > 0 under our assumptions 0 < α < 2 and 0 ≤ κ < 2−α. Moreover,
as y → ∞, Re(−f0(z, s˜)) ≃ −y. Putting together the two results, we have
that the chosen path Γ−1,α−2 is steep descent for g0(w, s˜1, s˜2) and for y →∞
we have Re(g0(w, s˜1, s˜2)) . −2y.
Therefore, the contribution to K
(1,b)
t,resc(s1, s2) coming from |y| ≥ δ is of
order O(t1/3e−c(δ)t) for some c(δ) > 0. It remains to control the contribution
for |y| ≤ δ. By Taylor series we have
g0(w, 0, 0) = −Q(α, κ)(2(i− 1)y/α)
3
3
+O(y4), (4.67)
with
Q(α, κ) =
α ((2− α)2 − 2(1− α)κ)
(2− α)2 (4.68)
and
s1f2(w)− s2f2(2− α− w) = (s1 + s2)2(i− 1)y/α+O(y2). (4.69)
So, the contribution from 0 ≤ y ≤ δ is given by
t1/3
2πi
2(i− 1)
α
∫ δ
0
dye−tQ(α,κ)(2(i−1)y/α)
3/3+t1/3(s1+s2)2(i−1)y/αeO(ty
4,t1/3y2). (4.70)
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The cubic term has a prefactor with negative real part, so that it dominates
all the error terms. Consider first (4.70) without the error terms. Then, by
the change of variables W := −t1/3Q(α, κ)1/32(i− 1)y/α, we get
Q(α, κ)−1/3
2πi
∫ 0
−t1/3Q(α,κ)1/32(1−i)δ/α
dWeW
3/3−(s1+s2)Q(α,κ)−1/3W . (4.71)
Extending the contour to (i−1)∞ the error term is onlyO(e−c(δ)t) and adding
the contribution of y ≤ 0 we finally get that the main contribution is given
by
Q(α, κ)−1/3
2πi
∫ −(1+i)∞
−(1−i)∞
dWeW
3/3−(s1+s2)Q(α,κ)−1/3W = σAi(σ(s1 + s2)) (4.72)
where we set σ = Q(α, κ)−1/3. Finally, to control the error terms in (4.70),
one uses as usual the identity |e|x| − 1| ≤ |x|e|x| with x replaced by the error
terms, and obtains a contribution of order O(t−1/3).
Proposition 4.14 (Bounds for K
(1,b)
t,resc). For any ℓ0 > 0, there exists a t0
such that for t > t0 and s1, s2 ∈ [−ℓ0, α(2−κ)4 t2/3]
|K(1,b)t,resc(s1, s2)| ≤ Ce−(s1+s2)/2, (4.73)
for some finite constant C.
Proof. The proof is very similar to the one in previous papers, see e.g. Propo-
sition 5.3 of [10]. We will skip some algebraic details and focus on the
strategy and the key points. First, for any t-independent ℓ˜ the result for
(s1, s2) ∈ [−ℓ0, ℓ˜]2 follows from the proof of Proposition 4.13. The constant ℓ˜
can be chosen later and, for instance, if (s1, s2) ∈ [−ℓ0,∞)2 \ [−ℓ0, ℓ˜]2, it can
be chosen such that s1 + s2 is large enough.
As before, we denote s˜i = sit
−2/3. The integral we have to estimate is
then
t1/3
2πi
∮
Γ−1,α−2
dw
w + 1
etg0(w,s˜1,s˜2) (4.74)
with g0 given in (4.65). We have seen in the first part of the proof of Proposi-
tion 4.13 that the path Γ−1,α−2 as in (4.53) is steep descent for general values
of s1, s2 in our domain. The idea is now to consider a minor modification of
this path around wc = −1 + α/2 as follows, see Figure 6.
Consider
w = wc − ρ(1− iy), |y| ≤ 1, (4.75)
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Figure 6: Paths used for the asymptotic analysis in Proposition 4.14.
where ρ is chosen as follows:
ρ =


α
2
√
Q(α,κ)
√
s˜1 + s˜2, for 0 ≤ s˜1 + s˜2 ≤ ε,
α
2
√
Q(α,κ)
√
ε, for s˜1 + s˜2 ≥ ε, (4.76)
with Q = Q(α, κ) given in (4.68). For the asymptotic analysis, ε > 0 can be
chosen as small as needed (but independent of t). This piece of contour joins
the original path (4.53). Now one has to control the real part of g0 only in
a neighborhood of −1 + α/2 (at a distance O(ε) only). Taylor series at wc
gives
g0(w, s˜1, s˜2) = −Q 2
3
α3
(w − wc)3
3
+(s˜1+s˜2)
2
α
(w−wc)+O
(
(w − wc)4, s˜i(w − wc)2
)
.
(4.77)
For the choice in (4.75)-(4.76), one looks for the minimal w of (4.77) with-
out the error terms and gets the first choice. However, in order to have
enough control through Taylor approximation, we have to stay in a small
neighborhood of wc. This is the reason for the ε cut-off in (4.76).
Replacing (4.75) into the main part of (4.77) one gets, for 0 ≤ s˜1+ s˜2 ≤ ε,
Re
(
−Q 2
3
α3
(w − wc)3
3
+ (s˜1 + s˜2)
2
α
(w − wc)
)
= −(s˜1 + s˜2)
3/2(2 + 3y2)
3
√
Q
,
(4.78)
while for s˜1 + s˜2 ≥ ε,
Re
(
−Q 2
3
α3
(w − wc)3
3
+ (s˜1 + s˜2)
2
α
(w − wc)
)
= −3(s˜1 + s˜2)
√
ε+ (3y2 − 1)ε3/2
3
√
Q
≤ −2(s˜1 + s˜2)
√
ε+ 3y2ε3/2
3
√
Q
.
(4.79)
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The two key properties in (4.78) and (4.79) are: (1) the quadratic decay of
etg0(w,s˜1,s˜2) due the y2 term, and (2) at y = 0 one would have the bound
etRe(g0(w,s˜1,s˜2)) .
{
e−
2
3
(s1+s2)3/2Q−1/2 , for 0 ≤ s˜1 + s˜2 ≤ ε,
e−
2
3
(s1+s2)
√
εt1/3Q−1/2 , for s˜1 + s˜2 ≥ ε,
(4.80)
by ignoring the error terms in (4.77). For s1 + s2 large enough and t large
enough, in both cases (4.79) is bounded by e−c(s1+s2) for any choice of c > 0.
By choosing ε small enough, it is not so difficult (but a bit lengthy) to control
the error terms in (4.77) too. This can be made in exactly the same way as
in the proof of Proposition 5.3 of [10] (see the argument between equations
(5.40) and (5.47) in [10]). As a result, one obtains for instance a bound for
the rescaled kernel (4.74) like (4.79) with the prefactor 2
3
replaced by 1
3
. This
estimate is good enough and leads to the bound (4.73).
Proposition 4.15. Let η > α
2
(2−α)2 and µ˜ = 2
(
η
α
+ 1
2−α
)
. Then, for any ǫ ≥ 0,
there exist constants C, c˜ such that
P
(
LL−→(⌊ηℓ⌋,⌊ℓ⌋) > (µ˜+ ǫ/2)ℓ
) ≤ C exp(−c˜ǫℓ2/3). (4.81)
Proof. It is quite similar to the one of Proposition 4.6. We use again the
correspondance (4.10) between TASEP and LPP. We set t := (µ˜ + ǫ/2)ℓ,
ℓ(t) = t/(µ˜+ ǫ/2), Proposition 4.9 tells us
(4.81) = 1− P(xℓ(t)(t) ≥ (η − 1)ℓ(t)). (4.82)
We denote
Xresct =
xℓ(t)(t)− (α−κ)t2
−t1/3 (4.83)
with κ = 4
2−α
(
µ˜+ ǫ
2
)−1
so that ℓ(t) = κ2−α
4
t. Then,
(4.81) = 1− P(Xresct ≤
(η − 1)ℓ(t)− α−κ
2
t
−t1/3 )
= −
∞∑
m=1
(−1)m
m!
∫
ds1 · · ·
∫
dsm det[t
1/3K˜ℓ(t),t(x(si), x(sj)]1≤i,j≤m,
(4.84)
where x(s) = α−κ
2
t − st1/3 and the integration domain of the si is
(αǫt2/3/4(µ˜+ ǫ/2), α(2− κ)t2/3/4]. This comes from the fact that with
x = (η − 1)ℓ(t) we have
s =
x− α−κ
2
t
−t1/3 =
αǫt2/3
4(µ˜+ ǫ/2)
(4.85)
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together with the fact that the original kernel Kn,t is identically equal to zero
for x(s) + n < 0.
A straightforward consequence of Proposition 4.12 is that, for
s1, s2 ∈ [−ℓ0, α(2− κ)t2/3/4] it holds
|K(1,a)t,resc(s1, s2)|+ |K(2)t,resc(s1, s2)| ≤ e−F (α,κ)t/4e−(s1+s2)/2 (4.86)
for t large enough. This together with the exponential bound of Proposi-
tion 4.14 implies that we can thus single out a factor
∏m
i=1C
me−si so that
using Hadamard’s bound, we get
|(4.81)| ≤
∞∑
m=1
Cmmm/2
m!
∫ α(2−κ)t2/3/4
εαt2/3/4(µ˜+ε/2)
ds1 · · ·
∫ α(2−κ)t2/3/4
εαt2/3/4(µ˜+ε/2)
dsm
m∏
i=1
e−si
≤ C˜ exp (−c˜εℓ2/3)
(4.87)
for some constants C˜, c˜ (uniform in ℓ), where the last steps are identical to
the ones of Proposition 4.6.
Proposition 4.16 (Half-line L−-to-point LPP: convergence to F1). For any
fixed η > α
2
(2−α)2 , it holds
lim
ℓ→∞
P
(
LL−→(⌊ηℓ⌋,⌊ℓ⌋) ≤ µ˜ℓ+ sσˆηℓ1/3
)
= F1(2s) (4.88)
where µ˜ = 2( η
α
+ 1
2−α), σˆη =
24/3
α
(
η + α
3
(2−α)3
)1/3
, and F1 is the GOE Tracy-
Widom distribution function.
Proof. First, with σ as in Proposition 4.13, it holds
P
(
LL−→(⌊ηℓ⌋,⌊ℓ⌋) ≤ µ˜ℓ+ sσˆηℓ1/3
)
= P
(
xℓ(µ˜ℓ+ sσˆηℓ
1/3) ≥ (η − 1)ℓ)
= P
(
x[κ(2−α)t/4](t) ≥ α− κ
2
t− σ−1st1/3
)
(4.89)
if we choose
t = µ˜+ sσˆηℓ
1/3 ⇔ ℓ = t
µ˜
− sσˆηt
1/3
µ˜4/3
+ o(1),
κ(2− α)
4
t = ℓ⇔ κ = 4
2− α
(
1
µ˜
− sσˆηt
−2/3
µ˜4/3
)
,
(4.90)
and finally α−κ
2
t − σ−1st1/3 = (η − 1)ℓ, which fixes the values of µ˜ and σˆη
as given in the statement. Now, the r.h.s. of (4.89) is given by a Fredholm
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determinant like in (4.84), with the minor difference that now the lower
integration bound is simply given by s and that the scaling of the kernel
has the extra σ−1 in front. From Propositions 4.12 and 4.14 we know that
the kernel is uniformly bounded (in t) by a function so that its Fredholm
series is bounded. Thus we can apply dominated convergence to take the
limit inside the Fredholm series. Finally, Proposition 4.13 tells us that the
pointwise limit of the rescaled kernel (including the extra σ−1 factor in the
spatial scaling) converges pointwise to Ai(s1 + s2). Thus,
lim
t→∞
P
(
x[κ(2−α)t/4](t) ≥ α− κ
2
t− σ−1st1/3
)
= F1(2s), (4.91)
which ends the proof.
Corollary 4.17. Fix an η > α2/(2− α)2, a β ∈ (1/3, 1] and define
γ ∈ [0, 1− tβ−1], ε = t−χ with χ ∈ (0, 2/3). (4.92)
Then there exists constants C, c˜ > 0 and t0 > 0 such that for all t > t0
P
(
LL−→Dγ >
(
µ˜γ +
ǫ
2
)
t
)
≤ C exp (−c˜ t2/3−χ) , (4.93)
where µ˜γ = 2γ
(
η
α
+ 1
2−α
)
.
Proof. It is a straightforward consequence of Proposition 4.15. Indeed, with
ℓ = γt, we have
P
(
LL−→Dγ > (µ˜γ + ǫ/2) t
)
= P
(
LL−→(⌊ηℓ⌋,⌊ℓ⌋) > (µ˜+ ǫ/(2γ)) ℓ
)
≤ P (LL−→(⌊ηℓ⌋,⌊ℓ⌋) > (µ˜+ ǫ/2) ℓ)
≤ C exp(−c˜t2/3−χ),
(4.94)
where the second inequality holds since γ ≤ 1.
4.2 No-crossing results
In this section we collect the non-crossing results, which are proven below.
Proposition 4.18. Consider the point E = (⌊ηt⌋, ⌊t⌋) for 0 < η < 1 (see
Figure 7). For some fixed β ∈ (1/3, 1], consider the points Dγ = (⌊γηt⌋, ⌊γt⌋)
with γ ∈ [0, 1− tβ−1]. Then, for all t large enough
P
( ⋃
Dγ
γ∈[0,1−tβ−1]
{Dγ ∈ πmaxL+→E}
)
≤ C exp(−ctβ−1/3),
(4.95)
for some t-independent constants C, c > 0.
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Figure 7: Illustration of the geometry for the LPP of Propositions 4.18–4.21.
The half-line L− is the solid one, while the half-line L+ is the dashed
one. Further, E+ = (ηt − tν , t − tν), B = (η − α2/(2 − α)2)(t, 0),
Z+ = (1− η)(−t/2, t/2), and Z− = (η − α2/(2− α)2)(t/2,−t/2). In the
grey regions, the exponential random variables have parameter α ∈ (0, 2),
while in the white regions, they have parameter 1.
Proposition 4.19. Consider the point E+ = (⌊ηt− tν⌋, ⌊t− tν⌋) for
0 < η < 1 and 1/3 < ν < 1(see Figure 7). For some fixed β ∈ (1/3, 1],
consider the points Dγ = (⌊γηt)⌋, ⌊γt⌋) with γ ∈ [0, 1 − tβ−1]. Then, for all
t large enough
P
( ⋃
Dγ
γ∈[0,1−tβ−1]
{Dγ ∈ πmaxL+→E+}
)
≤ C exp(−ctβ−1/3),
(4.96)
for some t-independent constants C, c > 0.
Proposition 4.20. Let α ∈ (0, 2). Consider, for some η > α2/(2− α)2, the
point E = (⌊ηt⌋, ⌊t⌋) as in Figure 7. For some fixed β ∈ (1/3, 1], consider the
points Dγ = (⌊γηt⌋, ⌊γt⌋) with γ ∈ [0, 1− tβ−1]. Then, for all t large enough
P
( ⋃
Dγ
γ∈[0,1−tβ−1]
{Dγ ∈ πmaxL−→E}
)
≤ C exp(−ctβ−1/3),
(4.97)
for some t-independent constants C, c > 0.
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Similarly, for the point-to-point geometry we have:
Proposition 4.21. Consider the point E = (⌊ηt⌋, ⌊t⌋) for 0 < η < 1.
For some fixed β ∈ (1/3, 1], consider the points Dγ = (⌊γηt⌋, ⌊γt⌋) with
γ ∈ [0, 1− tβ−1]. Then, for all t large enough
P
( ⋃
Dγ
γ∈[0,1−tβ−1]
{Dγ ∈ πmax(⌊(η−1)t⌋,0)→E}
)
≤ C exp(−ctβ−1/3),
(4.98)
for some t-independent constants C, c > 0.
Proposition 4.22. For some fixed β ∈ (1/3, 1], consider the points
Dγ = (⌊γt⌋, ⌊γt⌋) with γ ∈ [0, 1− tβ−1]. Then, for all t large enough
P
( ⋃
Dγ
γ∈[0,1−tβ−1]
{Dγ ∈ πmax(−t,0)→(t,t)}
)
≤ C exp(−ctβ−1/3),
(4.99)
for some t-independent constants C, c > 0.
4.2.1 Proof of Propositions 4.18, 4.19, 4.21, 4.22
In order to prove Proposition 4.18, we will adopt the notation and line of
argumentation of a proof due to Johansson, namely the Lemmas 3.1, 3.2
and 3.3 in [28]. He used them to prove that the maximizing path of a LPP
model in Poisson points does not leave a cylinder of width N2/3 as N →∞.
Using the deviation results from the previous section, we first show that
the probability that for some γ the LPP-times LL+→Dγ and LDγ→E exceed
by εt/2 their leading orders converges to zero.
Proposition 4.23. Fix an 0 < η < 1, a β ∈ (1/3, 1], a χ ∈ (0, 2/3). Let us
set ε = t−χ. We define a finite6 family of events
{
EDγ
}
γ∈[0,1−tβ−1] via
EDγ :={ω : LL+→Dγ(ω) ≤ (µγ + ε/2)t} ∩ {LDγ→E(ω) ≤ (µpp,γ + ε/2)t},
(4.100)
where
µγ = 2(1 + η)γ, µpp,γ = (1− γ)(1 +√η)2. (4.101)
Then
P
(⋃
Dγ
Ω \ EDγ
)
≤ C ′ exp(−c′t2/3−χ) (4.102)
for some constants C ′, c′ > 0.
6The family is finite even if γ is uncountable, since the number of different Dγ is finite.
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Proof. To get the result, notice that there are O(t) many points Dγ,
γ ∈ [0, 1− tβ−1], so that it is enough to get a good bound (uniform in γ)
of P
(
Ω \ EDγ
)
. We have
P
(
Ω \ EDγ
) ≤ P(LL+→Dγ ≥ (µγ + ε/2)t) + P(LDγ→E ≥ (µpp,γ + ε/2)t).
(4.103)
According to Corollary 4.8 there is a t0 such that for t > t0 we get
P(LL+→Dγ ≥ (µγ + ε/2)t) ≤ C exp(−c˜t2/3−χ). (4.104)
Remark that (with
d
= designating equality in distribution)
LDγ→E
d
= L0→(⌊(1−γ)ηt⌋,⌊(1−γ)t⌋) . (4.105)
Furthermore, Proposition 4.2 with ℓ = (1− γ)t and s = εt2/3
(1−γ)1/3 gives
P(LDγ→E ≥ (µpp,γ + ε/2)t) ≤ C exp
(
−εt2/3 c
(1− γ)1/3
)
≤ C exp(−ct2/3−χ).
(4.106)
The bounds (4.104) and (4.106) imply that, for some constants C ′, c′,
P
(
Ω \ EDγ
) ≤ C ′ exp(−c′t2/3−χ). (4.107)
Being the number of Dγ of order t only, the claimed bound holds true.
Now we know that if a path goes through a point Dγ , then its typical
last passage time is smaller than (µγ+µpp,γ+2ε)t. However, the typical last
passage time of the maximizing paths is µt, which is much larger.
Proposition 4.24. Fix an 0 < η < 1, a β ∈ (1/3, 1], and γ ∈ [0, 1 − tβ−1].
Let us set ε = Ctβ−1. Then for all t > 0 it holds
(µγ + µpp,γ + ε− µ)t
t1/3
≤ −Ctβ−1/3, (4.108)
with C = (1−√η)2/2, and
µ = 2(1 + η), µγ = 2(1 + η)γ, µpp,γ = (1− γ)(1 +√η)2. (4.109)
Proof. A simple computations gives, for 0 < η < 1,
(µγ + µpp,γ + ε− µ)t
t1/3
= tβ−1/3(1−√η)2/2− (1− γ)(1−√η)2
≤ −tβ−1/3(1−√η)2/2,
(4.110)
where we used 1− γ ≥ tβ−1.
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We can now proceed to the final Proposition.
Proposition 4.25. Fix an 0 < η < 1, a β ∈ (1/3, 1] and γ ∈ [0, 1 − tβ−1].
Then, there exists a t0 > 0 such that for all t ≥ t0 it holds
P({ω : Dγ ∈ πmaxL+→E(ω)}) ≤ C exp(−c tβ−1/3), (4.111)
for some t-independent constants C, c > 0.
Proof of Proposition 4.25. Denote by IDγ the event that the maximizers from
L+ to E passes by the point Dγ, namely
IDγ = {ω : Dγ ∈ πmaxL+→E(ω)}. (4.112)
Let us choose ε = tβ−1(1−√η)2/2. Then,
P(IDγ) ≤ P
(
IDγ ∩
(⋂
Dγ
EDγ
))
+ P
((⋂
Dγ
EDγ
)c)
. (4.113)
The second term is exactly (4.102) with χ = 1 − β (the extra coefficient in
the definition of ε is irrelevant, since it just modifies the value of the constant
c′). Thus, the decay of the second term is as exp(−c′tβ−1/3).
To bound the first term, notice that if ω ∈ IDγ and at the same time in
each of the EDγ ’s, then by Propositions 4.23 and 4.24,
LL+→E(ω) ≤ (µγ + µpp,γ + ε)t = µt+ (µγ + µpp,γ + ε− µ)t
≤ µt− (Ctβ−1/3)t1/3. (4.114)
Therefore,
P
(
IDγ ∩
(⋂
Dγ
EDγ
))
≤ P(LL+→E ≤ µt− (Ctβ−1/3)t1/3). (4.115)
Further, denote by Z+ the orthogonal projection of E on L+, i.e.,
Z+ = ⌊1−η
2
⌋(−1, 1). Then, since LL+→E ≥ LZ+→E, it follows that
(4.115) ≤ P(LZ+→E ≤ µt− (Ctβ−1/3)t1/3). (4.116)
Moreover, since LZ+→E
d
= L0→(⌊ 1+η2 t⌋,⌊
1+η
2
t⌋) we can apply the bound of Propo-
sition 4.3 (with ℓ→ (1 + η)t/2, η → 1, and sℓ1/3 → Ctβ) to obtain
(4.116) ≤ C˜ exp(−c˜t3β/2−1/2) (4.117)
for some constants C˜, c˜ > 0.
Since for β ∈ (1/3, 1] and β − 1/3 ≤ 3β/2 − 1/2, then for all t large
enough
P(IDγ ) ≤ C exp(−ctβ−1/3), (4.118)
for some t-independent constants C, c > 0, which is the claimed result.
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Proof of Proposition 4.18. The proof is a straightforward consequence of
Proposition 4.25, since the cardinality of the family of points {Dγ}γ∈[0,1−tβ−1]
is only of order t.
Proof of Proposition 4.19. The proof is very similar to the one of Proposi-
tion 4.18. Note first that for γ > 1 − tν−1 then P(Dγ ∈ πmaxL+→E+) = 0. For
the analogue of Proposition 4.23, one only has to replace E by E+ in (4.100),
which amounts to replace η by η˜ = (1−γ)ηt−t
ν
(1−γ)t−tν →t→∞ η in (4.105), µpp,γ by
µ+pp,γ = (1−γ−tν−1)
(
1 +
√
η−tν−1
1−tν−1
)2
→t→∞ µpp,γ and apply Proposition 4.2
to this new point-to-point LPP. The following analogue of Proposition 4.24
is a bit different.
Proposition 4.26. Fix an 0 < η < 1, a ν, β ∈ (1/3, 1) , and γ ∈ [0, 1−tβ−1].
Let us set ε = Ctβ−1. Then for all t large it holds
(µ+γ + µ
+
pp,γ + ε− µ+)t
t1/3
≤ −Ctβ−1/3, (4.119)
with C = (1−√η)2/4, and
µ+ = 2(1+η)−4tν−1, µ+γ = γµ+, µ+pp,γ = (1−γ−tν−1)
(
1 +
√
η − tν−1
1− tν−1
)2
.
(4.120)
Proof. Using
√
η−tν−1
1−tν−1 <
√
η for η < 1, we have µ+pp,γ ≤ (1 − γ)(1 +
√
η)2 so
that
(µ+γ + µ
+
pp,γ + ε− µ+)t
t1/3
≤ Ctβ−1/3 − (1− γ) (t2/3(1−√η)2 − 4tν−1/3) .
(4.121)
Then, using ν < 1 and 1− γ ≥ tβ−1 we have, for t large enough,
(4.121) ≤ Ctβ−1/3 − tβ−1/3(1−√η)2/2 = −Ctβ−1/3. (4.122)
With these two analogous statements at hand, we can adopt the proof of
Proposition 4.25, simply replace again E by E+ in (4.116), and then again
apply Proposition 4.3 with ℓ → 1+η
2
t − tν to obtain a bound analogous to
(4.117), which finishes the proof.
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Proof of Proposition 4.21. The proof of Proposition 4.21 is almost identical,
so let us indicate just the minor modifications. What we have to do is to
replace L+ with the point (⌊(η − 1)t⌋, 0), now µ = 4 and µγ = 4γ. Further,
there is one simplification, namely, the step (4.116) is not needed (we would
have equality in there).
Proof of Proposition 4.22. The analogue of Proposition 4.23 can be proven
almost identically, one has µγ =
(
1 +
√
1+γ
γ
)2
γ, µpp,γ = 4(1 − γ) and uses
twice Proposition 4.2.
The analogue of Proposition 4.24 is again a bit different.
Proposition 4.27. Fix a β ∈ (1/3, 1] , and γ ∈ [0, 1 − tβ−1]. Let us set
ε = Ctβ−1. Then for all t large it holds
(µγ + µpp,γ + ε− µ)t
t1/3
≤ −Ctβ−1/3, (4.123)
with C = (3− 2√2)/4, and
µγ =
(
1 +
√
1 + γ
γ
)2
γ, µ = (1 +
√
2)2, µpp,γ = 4(1− γ). (4.124)
Proof of Proposition 4.27. We have
µγ + µpp,γ − µ = 2
(√
1
γ
+ 1− 1
)
γ − 2
√
2 + 2 (4.125)
that is increasing in γ. Further, it holds
µγ + µpp,γ − µ = (γ − 1)3− 2
√
2√
2
+O((γ − 1)2). (4.126)
Thus by choosing γ = 1− tβ−1 we get
(µγ + µpp,γ + ε− µ)t
t1/3
≤ −tβ−1/3
(
3− 2√2√
2
− C
)
+O(t2(β−1/3)) ≤ −Ctβ−1/3
(4.127)
for t large enough.
The analogue of Proposition 4.25 can be proven almost identically, the
only difference being that the step (4.116) is not needed.
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4.2.2 Proof of Proposition 4.20
The proof is very close to the one of Proposition 4.18, therefore we will skip
some of the details, focusing more on the differences.
Proposition 4.28. Fix an η > α2/(2−α)2, a β ∈ (1/3, 1] and a χ ∈ (0, 2/3).
Let us set ε = t−χ. We define a finite family of events
{
E˜Dγ
}
γ∈[0,1−tβ−1] via
E˜Dγ :={ω : LL−→Dγ(ω) ≤ (µ˜γ + ε/2)t} ∩ {LDγ→E(ω) ≤ (µpp,γ + ε/2)t},
(4.128)
where
µ˜γ = 2γ
(
η
α
+
1
2− α
)
, µpp,γ = (1− γ)(1 +√η)2. (4.129)
Then
P
(⋃
Dγ
Ω \ E˜Dγ
)
≤ C ′ exp(−c′t2/3−χ) (4.130)
for some constants C ′, c′ > 0.
Proof. The proof is like the one of Proposition 4.23, with the only difference
that we employ Corollary 4.17 instead of Corollary 4.8 to control the decay
of P(LL−→Dγ ≥ (µ˜γ + ε/2)t).
Now we know that if a path goes through the a point Dγ , then its typical
last passage time is smaller than (µ˜γ+µpp,γ+2ε)t. However, the typical last
passage time of the maximizing path is µ˜t which is much larger.
Proposition 4.29. Fix η > α2/(2− α)2, β ∈ (1/3, 1], and γ ∈ [0, 1− tβ−1].
Let us set ε = Ctβ−1. Then for all t > 0 it holds
(µ˜γ + µpp,γ + ε− µ˜)t
t1/3
≤ −C˜tβ−1/3, (4.131)
with C =
(α−(2−α)√η)2
2α(2−α) , and
µ˜ = 2
(
η
α
+
1
2− α
)
, µ˜γ = γµ˜, µpp,γ = (1− γ)(1 +√η)2. (4.132)
Proof. A simple computations gives,
(µ˜γ + µpp,γ + ε− µ˜)t
t1/3
= (γ − 1)(α− (2− α)
√
η)2
α(2− α) t
2/3 + Ctβ−1/3
≤ −tβ−1/3
(
(α− (2− α)√η)2
α(2− α) − C
)
≤ −Ctβ−1/3
(4.133)
where we used α < 1 and γ−1 ≤ −tβ−1 and the fact that η > α2/(2−α)2.
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We can now proceed to the final proposition.
Proposition 4.30. Fix an η > α2/(2 − α)2, a β ∈ (1/3, 1] and let
γ ∈ [0, 1− tβ−1]. Then, there exists a t0 > 0 such that for all t ≥ t0 it
holds
P({ω : Dγ ∈ πmaxL−→E(ω)}) ≤ C˜ exp(−c tβ−1/3), (4.134)
for some t-independent constants C˜, c > 0.
Proof of Proposition 4.30. This proof is very close to the one of Proposi-
tion 4.25. This time we choose ε = C
2
tβ−1 with C = (α−(2−α)
√
η)2
2α(2−α) and denote
by I˜Dγ the events such that the maximizers from L− to E passes by the point
Dγ . Then,
P(I˜Dγ) ≤ P
(
I˜Dγ ∩
(⋂
Dγ
E˜Dγ
))
+ P
((⋂
Dγ
E˜Dγ
)c)
. (4.135)
Using Corollary 4.17 we can bound the second term as exp(−c′tβ−1/3). By
Propositions 4.28 and 4.29 we obtain
LL−→E(ω) ≤ (µ˜γ + µpp,γ + ε)t = µ˜t+ (µ˜γ + µpp,γ + ε− µ˜)t
≤ µ˜t− (C˜tβ−1/3)t1/3 (4.136)
for ω ∈ I˜Dγ and at the same time in each of the E˜Dγ ’s. Therefore,
P
(
I˜Dγ ∩
(⋂
Dγ
E˜Dγ
))
≤ P
(
LL−→E ≤ µt− (C˜tβ−1/3)t1/3
)
. (4.137)
The following is slightly different from the previous proof. Denote by
Z− = (κt/2,−κt/2), B = (κt, 0), (4.138)
where κ = η−α2/(2−α)2. Then, since LL−→E ≥ LZ−→B +LB→E , it follows
that
(4.137) ≤ P
(
LZ−→B + LB→E ≤ µ˜t− (C˜tβ−1/3)t1/3
)
≤ P
(
LZ−→B ≤ µ˜1t− C˜t
β−1/3
2
t1/3
)
+ P
(
LB→E ≤ µ˜2t− C˜t
β−1/3
2
t1/3
)
,
(4.139)
where µ˜1 = 2κ/α and µ˜2 = µ˜ − µ˜1 = 4/(2 − α)2. We can finally apply the
bound of Proposition 4.3 to the two point-to-point problems and finish the
proof as in Proposition 4.25.
Proof of Proposition 4.20. The proof is a straightforward consequence of
Proposition 4.30, since the cardinality of the family of points {Dγ}γ∈[0,1−tβ−1]
is only of order t.
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4.3 Verification of Assumptions 1–3
Proof of Corollary 2.2. Assumption 1 is fulfilled through Propositions 4.7
and 4.16. Note that taking σˆη, σ˜η or σˆη0 , σ˜η0 yields the same limits. Let
µ˜η = 2(η/α + 1/(2 − α)) and µη = 2(1 + η) be the leading order terms
of the two LPP problems for η. The shift in G2 comes from the fact that
(µ−µ˜η)t
t1/3
= −2u
α
and (µ−µη)t
t1/3
= −2u. Assumption 2 is directly satisfied via
Propositions 4.1 and 4.7 with E+ = (ηt− tν , t− tν). Finally, Assumption 3
is precisely the content of Propositions 4.18 and 4.20.
Proof of Corollary 2.3. Clearly any maximizing path πmaxL+→(ηt,t) starts off at
(−⌊β0t+ bt1/3⌋, 0). Let µ˜η = 2(η/α+1/(2−α)) and µpp,η = 4+2(u+ b)t−2/3
be the leading order terms of the two LPP problems for η.Then we have
(4−µ˜η)t
t1/3
= −2u
α
, (4−µpp,η)t
t1/3
= −2(u + b). Assumption 1 is fulfilled through
Propositions 4.1 and 4.16. The requirement α < 1 comes from the require-
ment η0 > α
2/(2 − α)2 from Proposition 4.16. Assumption 2 is directly
satisfied via Propositions 4.1 and 4.7. Finally, Assumption 3 is precisely the
content of Propositions 4.21 and 4.20.
Proof of Corollary 2.4. Any maximizing path πmaxL+→(ηt,t) starts off from
(−⌊βt⌋, 0). Let µpp,η = (1 +
√
1 + β)2 + (1 + 1√
1+β
)ut−2/3 be the leading
order of LL+→(ηt,t), i.e.
(µ−µpp,η)t
t1/3
= (1 + 1√
1+β
)u, so Assumption 1 is fulfilled
through Proposition 4.1 with G1(s) = F2(s/σ − u(1 + 1/
√
1 + β)/σ). Note
now LL−→(ηt,t)
d
= L0→(ηt,(1+β)t), implying that the leading order of this LPP is
µpp,γ = (1+
√
1 + β)2+(1+
√
1 + β)ut−2/3 so that (µ−µpp,γ)t
t1/3
= −u(1+√1 + β),
which shows G2(s) = F2(s/σ − u(1 +
√
1 + β)/σ). Assumption 2 is di-
rectly satisfied via Proposition 4.1. Finally, Assumption 3 holds by Proposi-
tion 4.22.
5 Derivation of the kernel for TASEP with
α-particles
In order to prove Proposition 4.9 we first study the system with only M
α−particles. We denote by P(M) the probability measure for this system.
The system we are considering is then recovered by taking the M →∞. We
first recall the generic theorem for joint distributions in TASEP, specialized
to our jump rates and initial configuration.
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Proposition 5.1 (Proposition 4 in [14]). Let us consider particles starting
from
xj(0) = 2(M − j), 1 ≤ j ≤M, xj(0) = −j +M, j > M (5.1)
and having jump rates vj given by
vj = α, 1 ≤ j ≤M, vj = 1, j > M. (5.2)
Denote xj(t) the position of particle j at time t. Then
P
(M)(xn(t) > s) = det(1− χsKn,tχs)ℓ2(Z), (5.3)
where χs = 1(x < s). The kernel Kn,t is given by
Kn,t(x1, x2) =
n∑
k=1
Ψn,tn−k(x1)Φ
n,t
n−k(x2). (5.4)
The functions Ψn,tn−j are given by
Ψn,tn−j(x) =
1
2πi
∮
Γ0
dw
w
etw
wx−xj(0)+n−j
n∏
k=j+1
(w − vk). (5.5)
The functions {Φn,tn−j}1≤j≤n are characterized by the two conditions:
〈Ψn,tn−j,Φn,tn−k〉 :=
∑
x∈Z
Ψn,tn−j(x)Φ
n,t
n−k(x) = δj,k, 1 ≤ j, k ≤ n, (5.6)
and
span{Φn,tn−j(x), 1 ≤ j ≤ n} = span{1, x, . . . , xn−M−1, αx, xαx, . . . , xM−1αx}.
(5.7)
The following lemma gives explicit formulas for the orthogonal functions
Φ,Ψ defined in the preceeding proposition. We only give them for n ≥M+1,
since these are the ones we need.
Lemma 5.2. Let n ≥ M + 1. We then have two cases:
(a) for j =M + 1, . . . , n,
Ψn,tn−j(x) =
1
2πi
∮
Γ−1
dw
w + 1
et(w+1)
(w + 1)x−M+n
wn−j
Φn,tn−j(x) =
1
2πi
∮
Γ0
dz
(z + 1)x−M+n
et(z+1)zn−j+1
(5.8)
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(b) for j = 1, . . . ,M,
Ψn,tn−j(x) =
1
2πi
∮
Γ−1
dw
w + 1
wn−M(w + 1− α)M−j
(w + 1)x−2M+n+j
et(w+1)
Φn,tn−j(x) =
1
(2πi)2
∮
Γα−1
dv
∮
Γ0,v
dz
(z + 1)x−M+n
et(z+1)zn−M
× 2v + 2− α
((v + 1)(v + 1− α))M−j+1
1
z − v
(5.9)
Proof. The formulas for Ψn,tn−j are easily obtained by plugging (5.1),(5.2) into
(5.5).
In case (a), using the derivative formula for the residue, one sees that
Φn,tn−j is a polynomial of degree n− j and thus
span{Φn,tn−j(x), j = M + 1, . . . , n} = span{1, x, . . . , xn−M−1}. (5.10)
In case (b), taking the residue at z = v, one gets
Φn,tn−j(x) =
1
2πi
∮
Γα−1
dv
(2v + 2− α)(v + 1)x−2M+j−1
et(v+1)vn−M(v + 1− α)M−j+1 (5.11)
+
1
(2πi)2
∮
Γα−1
dv
∮
Γ0
dz
(z + 1)x−M+n
et(z+1)zn−M
2v + 2− α
((v + 1)(v + 1− α))M−j+1
1
z − v .
(5.12)
Now, (5.11) = αxpM−j(x), where pM−j is a polynomial of degree M − j. For
(5.12), we choose the integration paths such that |v| > |z|, apply the identity
(z − v)−1 = −v−1∑ℓ≥0(z/v)ℓ, and obtain
(5.12) =
∑
ℓ≥0
−1
(2πi)2
∮
Γα−1
dv
(2v + 2− α)v−(ℓ+1)
((v + 1)(v + 1− α))M−ℓ+1
∮
Γ0
dz
(z + 1)x−M+n
et(z+1)zn−M−ℓ
,
(5.13)
which for ℓ = 0, . . . , n−M − 1 is a polynomial of degree n−M − 1− ℓ, and
is 0 for larger ℓ. Therefore (5.7) holds.
Next we check the biorthogonality relations (5.6). We shall recurrently
use ∑
x≥M−n
(
z + 1
w + 1
)x−M+n
=
w + 1
w − z , (5.14)
which holds if |w + 1| > |z + 1|.
43
Case M + 1 ≤ j, k ≤ n:
〈Ψn,tn−j,Φn,tn−k〉 =
∑
x∈Z
1
(2πi)2
∮
Γ−1
dw
w + 1
et(w+1)wn−j
(w + 1)x−M+n
∮
Γ0
dz
(z + 1)x−M+n
et(z+1)zn−j+1
=
∑
x≥M−n
1
(2πi)2
∮
Γ−1
dw
w + 1
et(w+1)wn−j
(w + 1)x−M+n
∮
Γ0
dz
(z + 1)x−M+n
et(z+1)zn−j+1
(5.15)
since for x < M − n the functions Ψn,tn−j(x) = 0. We can now choose the
integration paths such that |w + 1| > |z + 1|. Applying (5.14), the pole at
w = −1 disappears and instead there is a simple pole at w = z,
(5.15) =
1
(2πi)2
∮
Γ0
dz
1
et(z+1)zn−j+1
∮
Γz
dw
et(w+1)wn−j
w − z
=
1
2πi
∮
Γ0
dz
1
zj−k+1
= δj,k.
(5.16)
Case M + 1 ≤ j ≤ n and 1 ≤ k ≤ M : Also in this case we first restrict
the sum over x ≥M − n, use (5.14), and integrate out the remaining simple
pole at w = z, with the result
〈Ψn,tn−j,Φn,tn−k〉 =
∑
x∈Z
1
(2πi)3
∮
Γ−1
dw
w + 1
et(w+1)wn−j
(w + 1)x−M+n
×
∮
Γα−1
dv
∮
Γ0,v
dz
(z + 1)x−M+n
et(z+1)zn−M
2v + 2− α
((v + 1)(v + 1− α))M−k+1
1
z − v
=
1
(2πi)2
∮
Γα−1
dv
∮
Γ0,v
dz
1
zj−M
(2v + 2− α)
(z − v)((v + 1)(v + 1− α))M−k+1 .
(5.17)
Since j > M , for |z| → ∞, the integrand in z goes to zero at least as fast as
1/z2 and it does not contain any other poles than z = 0, v. Therefore, the
integrand in z has no pole at infinity and consequently (5.17) = 0.
Case 1 ≤ j, k ≤ M : Also in this case we first restrict the sum over
x ≥ M − n, use (5.14), and integrate out the remaining simple pole at
w = z. This gives
〈Ψn,tn−j,Φn,tn−k〉 =
1
(2πi)2
∮
Γα−1
dv
∮
Γ0,v
dz
(2v + 2− α)((z + 1)(z + 1− α))M−j
((v + 1)(v + 1− α))M−k+1(z − v) .
(5.18)
Now, the pole at z = 0 disappeared and the only contribution comes from
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the simple pole z = v, i.e.,
(5.18) =
1
2πi
∮
Γα−1
dv
2v + 2− α
((v + 1)(v + 1− α))j−k+1 =
1
2πi
∮
Γ0
du
1
uj−k+1
= δj,k,
(5.19)
where we used the change of variables u = (v + 1)(v + 1− α).
Case 1 ≤ j ≤ M and M + 1 ≤ k ≤ n: Doing the first steps as in the
three other cases above, we get
〈Ψn,tn−j,Φn,tn−k〉 =
∑
x∈Z
1
(2πi)2
∮
Γ−1
dw
w + 1
wn−M(w + 1− α)M−j
(w + 1)x+n−2M+j
et(w+1)
×
∮
Γ0
dz
(z + 1)x−M+n
et(z+1)zn−k+1
=
1
2πi
∮
Γ0
dz
((z + 1)(z + 1− α))M−j
zM−k+1
= 0,
(5.20)
since, for k > M the pole at z = 0 disappears.
Later, we will take the M →∞ limit with n−M finite. To this end we
give a compact form of Kn,t.
Corollary 5.3. Let Kn,t be the kernel defined in (5.4). Then
Kn+M,t = K
(0)
n,M,t +K
(1)
n,t +K
(2)
n,t , (5.21)
where K
(1)
n,t and K
(2)
n,t are given in (4.44) and
K
(0)
n,M,t(x1, x2) =
−1
(2πi)3
∮
Γ−1
dw
w + 1
∮
Γα−1
dv
∮
Γ0,v
dz
et(w+1)wn
(w + 1)x1+n
(z + 1)x2+n
et(z+1)zn
× 1
z − v
2v + 2− α
(v − w)(v + w + 2− α)
(
(w + 1)(w + 1− α)
(v + 1)(v + 1− α)
)M
.
(5.22)
Proof. We first show that
K
(0)
n,M,t(x1, x2) +K
(1)
n,t (x1, x2) =
M∑
k=1
Ψn+M,tn+M−k(x1)Φ
n+M,t
n+M−k(x2). (5.23)
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We have
M∑
k=1
Ψn+M,tn+M−k(x1)Φ
n+M,t
n+M−k(x2)
=
M∑
k=1
1
(2πi)3
∮
Γα−1
dv
∮
Γ0,v
dz
∮
Γ−1
dw
w + 1
et(w+1)wn
(w + 1)x1+n
(z + 1)x2+n
et(z+1)zn
× 2v + 2− α
(v + 1)(v + 1− α)
(
(w + 1− α)(w + 1)
(v + 1)(v + 1− α)
)M−k
1
z − v .
(5.24)
We apply a finite geometric sum formula to q = (w+1−α)(w+1)
(v+1)(v+1−α) . For this the
contours need to satisfy q 6= 1. We take the contours such that
− Γ−1 − 2 + α ⊂ Γα−1,Γ−1 6⊂ Γα−1,Γα−1 ⊂ Γ0,v, and q 6= 1. (5.25)
Note that none of these conditions alter (5.24). An explicit choice of paths
satisfying (5.25) is later given in (5.32). Using the linearity of the integral,
we get
(5.24) =
1
(2πi)3
∮
Γ−1
dw
w + 1
∮
Γα−1,−w−2+α
dv
∮
Γ0,v
dz
et(w+1)wn
(w + 1)x1+n
(z + 1)x2+n
et(z+1)zn
× 2v + 2− α
(v − w)(v + w + 2− α)
(
1−
(
(w + 1− α)(w + 1)
(v + 1)(v + 1− α)
)M)
1
z − v
=
1
(2πi)3
∮
Γ−1
dw
w + 1
∮
Γ−w−2+α
dv
∮
Γ0,v
dz
et(w+1)wn
(w + 1)x1+n
(z + 1)x2+n
et(z+1)zn
× 2v + 2− α
(v − w)(v + w + 2− α)
1
z − v
− 1
(2πi)3
∮
Γ−1
dw
w + 1
∮
Γα−1
dv
∮
Γ0,v
dz
et(w+1)wn
(w + 1)x1+n
(z + 1)x2+n
et(z+1)zn
× 2v + 2− α
(v − w)(v + w + 2− α)
(
(w + 1− α)(w + 1)
(v + 1)(v + 1− α)
)M
1
z − v .
(5.26)
Here we used that in the first triple integral the pole v = α− 1 is no longer
present. Plugging in the remaining residue at v = −w − 2 + α yields then
(5.26) = K
(0)
n,M,t(x1, x2) +K
(1)
n,t (x1, x2). (5.27)
Next we define
K
(2)
n,t (x1, x2) :=
n+M∑
k=M+1
Ψn+M−k,tn+M−k (x1)Φ
n+M−k,t
n+M−k (x2). (5.28)
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Note that Φn+M−k is zero for k ≥ n +M + 1, thus
K
(2)
n,t (x1, x2) =
∞∑
k=M+1
1
(2πi)2
∮
Γ0
dz
∮
Γ−1
dw
w + 1
et(w+1)wn+M−k
(w + 1)x1+n
(z + 1)x2+n
et(z+1)zn+M−k+1
.
(5.29)
Assuming the contours are such that |w| > |z|, taking geometric series yields
K
(2)
n,t (x1, x2) =
1
(2πi)2
∮
Γ0
dz
∮
Γ−1,z
dw
w + 1
et(w+1)wn
(w + 1)x1+n
(z + 1)x2+n
et(z+1)zn
1
w − z .
(5.30)
Finally, it is straightforward to check that the contribution of the simple pole
at w = z is zero, so that we can drop it in the final expression of K
(2)
n,t .
Proposition 5.4. Let K
(0)
n,M,t, K
(1)
n,t , K
(2)
n,t be as in (4.44) and (5.22). Then,
for x1, x2 ≤ ℓ, we have the following bounds.
|K(0)n,M,t(x1, x2)| ≤ C ecx2qM
|K(1)n,t (x1, x2)| ≤ C ecx2
|K(2)n,t (x1, x2)| ≤ C ecx2
, (5.31)
with q ∈ [0, 1), c > 0 a constant, and C depends only on ℓ, n, t.
Proof. To bound |K(0)n,M,t(x1, x2)|, we set
Γ−1 = −1 + r1eis1 Γα−1 = α− 1 + r2eis2 Γ0,v = r3eis3 (5.32)
with r1 =
α2
10
, r2 =
α√
1.5
, r3 = 1 − α + r2 + |r1+r2−α|2 . It is straightforward to
check that (5.32) satisfy (5.25). We will bound the different parts of K
(0)
n,M,t.
First we note
q :=
maxΓ−1 |(w + 1)(w + 1− α)|
minΓ−1 |(v + 1)(v + 1− α)|
<
√
1.5|α(−1− α/10)|
10(1− 1/√1.5)) < 1
maxΓ0,v |(z + 1)x2+n|
minΓ0,v |et(z+1)zn|
≤ C (1 + r3)x2 ≤ Cecx2
(5.33)
The remaining parts can now be bounded by a constant:
maxΓα−1 |2v + 2− α|
minΓ−1,Γα−1 |(v − w)(v + w + 2− α)|
≤ α + 2r2
(r2 − r1)(α− α/
√
1.5− α2/10) < C
1
minΓ−1,Γ0,v |z − v|
< C,
maxΓ−1 |et(w+1)wn|
minΓ−1 |(w + 1)x1+n|
≤ C˜ r−x11 ≤ C,
(5.34)
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where the last estimate in (5.34) holds since 0 < r1 < 1 and x1 ≤ ℓ. Putting
these bounds together gives the estimate for K
(0)
n,M,t. Note that the contour
for z contains α−2−w. Therefore, in K(1)n,t we can choose the same contours
for z, w as before and use the estimates from (5.33), (5.34). Noting
min
Γ−1,Γ0,α−2−w
|z − (α− 2− w)|−1 ≤ C, (5.35)
one gets the same bound as for K
(0)
n,M,t, only without the q
M .
As for K
(2)
n,t , we can again choose the same contours for z, w as before.
Since |w−z| is bounded from below, we get the same estimate as forK(1)n,t .
Now we are ready to proof Proposition 4.9.
Proof of Proposition 4.9. Denote for clarity by xMn+M(t) the position of par-
ticle number n +M at time t in the system with M slow particles (defined
via (5.1) and (5.2),) and by xn(t) the position of particle n at time t in the
system with infinitely many slow particles (defined via (4.41) and (4.42)).
First we note that
lim
M→∞
P
(M)(xMn+M(t) > s) = P(xn(t) > s). (5.36)
This follows since xMn+M(0) = xn(0) and by the fact that in TASEP the
position of a particle up to a fixed time t depends only on finitely many
other particles with probability one, as is seen from a graphical construction
of it. Therefore, by Corollary 5.3, it remains to prove
lim
M→∞
det(1− χsKn+M,tχs)ℓ2(Z) = det(1− χsK˜n,tχs)ℓ2(Z), (5.37)
where we used the notation Kn+M,t = K
(0)
n,M,t +K
(1)
n,t +K
(2)
n,t .
By the bounds in (5.31), we know that K
(0)
n,M,t converges pointwise to
0. Thus, it remains to show that also the Fredholm determinant converges.
Consider the Fredholm series expansion
det(1−χsKn+M,tχs)ℓ2(Z) =
∑
m≥0
(−1)m
m!
∑
x1≤s
. . .
∑
xm≤s
det[Kn+M,t(xi, xj)]1≤i,j≤m.
(5.38)
By (5.31), we have∣∣∣∣(−1)nn! det (Kn+M,t(xk, xl))1≤k,l≤n
∣∣∣∣ ≤ 1n!ec(x1+···+xn)Cn(2+qM)nnn/2, (5.39)
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where nn/2 is the Hadamard bound for matrices with entries of absolute
value less or equal than 1. Since q < 1, we may replace 2 + qM by 3 to get
a summable uniform bound. Thus we may apply dominated convergence to
(5.38) to take the M →∞ inside the sum, which proves the result.
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