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Abstract
Driven by the needs to reduce the dependence of fossil fuels and the emis-
sions of conventional vehicles there has in recent years been an increasing
interest in battery-powered electrified vehicles (xEVs). In xEVs, the battery
pack, built from many small cells, is one of the most expensive components
in the powertrain. As a result, the battery lifetime is an important fac-
tor for the success of xEVs. However, the battery pack lifetime is severely
affected by the State-of-Charge (SOC) and thermal imbalance among its
cells, which is inevitable in large automotive batteries. Therefore, thermal
and SOC balancing is quite important to enhance their life-time.
In this thesis, the use of a multi-level converter (MLC) as an integrated
cell balancer and motor driver is investigated for application in xEVs. The
MLC has a special modular structure which distributes a large battery pack
into smaller units, enabling an independent cell-level control of a battery
system. This extra degree-of-freedom enables the potential non-uniform
use of cells, which along with brake regeneration phases in the drive cycle
is exploited by MLC to achieve simultaneous thermal and SOC balancing.
An MLC-based optimal control policy (OP) has been formulated, as-
suming dc machine as a load, which uses each cell in a battery submodule
according to its SOC and temperature to achieve thermal and SOC balanc-
ing by optimally redistributing the power losses among the cells. Results
show that OP reduces temperature and SOC deviations significantly com-
pared with the uniform use of all cells.
However, in applications involving three-phase ac machine, the MLC,
in addition to its great balancing potential, also poses serious issues of
extra battery heating and of extra ampere-hour throughput due to dc-link
current ripple. These extra effects may accelerate the battery ageing if
not compensated. A simple passive compensation method based on dc-link
capacitor has been investigated, but it turns out that the size of the required
capacitor is too big for automotive applications. Thus, it is concluded that,
from battery’s health viewpoint, it is unpromising to promote 3-φ MLC as
an integrated cell balancer and a motor driver in xEVs, unless some other
more advanced active compensation technique is used.
Keywords: Multilevel converter, Battery control, Cell balancing, Thermal
balancing, Convex optimization, Battery ripple, Hybrid electric vehicles.
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Part I
Introductory chapters

Chapter 1
Introduction
The discovery of fossil fuel in the late 19th century and the emergence of the
internal combustion engine (ICE) as a dominant design for automobiles and
industrial machines played a major role in significantly increasing CO2 emis-
sions into the environment during 20th century. There is now a consensus
about the negative impact of carbon emissions on the globe’s temperature.
Thus, driven by the needs to reduce the dependence of fossil fuels and the
environmental impact of transportation, many alternative technologies are
being investigated today for future transportation. These alternatives pri-
marily include battery powered electrified vehicles, hydrogen-powered ICE
vehicles, fuel-cell powered electric vehicles, bio-fuels and solar-powered ve-
hicles. All of these have their own pros and cons, but they are all strong
competitors. The tank-to-wheel emission of all these designs is significantly
lower than conventional ICE-based automobiles, but the big question in all
these designs is the well-to-wheel emissions. All the processes involved in
the development of these vehicles should be environmentally clean in order
to categorize them as pure green cars, but unfortunately we have not come
this far yet.
1.1 Electric Vehicles and Batteries
There has in recent years been an increasing interest in battery-powered
electrified vehicles. The battery is a key component in these vehicles which
helps to downsize or completely eliminate the ICE and may contribute to
save fuel cost and reduce emissions. In a conventional vehicle, the kinetic
(when going downhill) and braking energies of a vehicle get wasted. How-
ever, instead of wasting, the battery-powered electrified vehicles store these
regenerative energies in the battery and use it later for the propulsion. Thus,
the electrification of transportation is believed to have a positive social im-
1
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pact due to significant economic and environmental benefit.
There are various kinds of electrified vehicles, namely pure electric ve-
hicles (EVs), hybrid electric vehicles (HEV) and plug-in hybrid electric ve-
hicles (PHEV). The EV is purely electric without ICE, whereas HEVs and
PHEVs use both electric machine (EM) and ICE in a blended fashion to
power the wheels. The PHEV has one extra feature: it can be charged from
the grid. The mild electrification of vehicles ((P)HEVs) may not be a long-
term solution because of their dependence on fossil fuel which, according to
some predictions, will become very scarce by 2050. However, they can def-
initely be advocated as a viable solution during a transition phase between
fossil fuel era and post fossil fuel era. The (P)HEVs are, currently, more
sustainable designs compared to EVs, which are facing some serious issues
due to immaturity of battery technology, resulting in a lower life-time and
short electric-range problems. In EVs/HEVs/PHEVs (xEVs), the battery
pack, built from many small cells, is one of the most expensive components
in the powertrain, contributing largely to the total vehicle cost. As a re-
sult, the battery lifetime is an important factor for the success of xEVs.
Thus, enhancing the life-time of large battery pack in xEVs using active
control and performance optimization of the battery system will contribute,
at least for a short and intermediate term, to achieve the common goal of
cleaner environment and enhanced utility while reducing the consumption
of natural resources for sustainable future.
This thesis deals with the topic of cell balancing in large battery packs
which is an important topic in the emerging area of battery system and
control [1]. The battery pack lifetime is severely affected by the State-of-
Charge (SOC) and thermal imbalance among its cells. Therefore, to ensure
the uniform life-time of all cells in a large battery pack, it is important for
the battery management system to utilize each cell so that the SOC and
temperature of the cells remain almost balanced. SOC balancing can be
achieved using various types of dedicated SOC balancers [2], whereas ther-
mal balancing can be achieved using reciprocating coolant flow as suggested
in [3]. However, in this thesis, we particularly aim to investigate the perfor-
mance of a certain power electronic topology, known as cascaded h-bridge
multi-level converter (CHB-MLC), as an integrated cell balancer and motor
driver. The purpose is to drive an electric machine and to achieve simul-
taneous thermal and SOC balancing using single hardware. The MLC has
a special modular structure which distributes a large battery submodule
(BSM) into smaller cells and thus enables the independent cell-level control
of the BSM . This investigation highlights the potentials and pitfalls of this
modular topology for a BSM . The maximum potential of MLC-based cell
balancer, in a dc machine application, has been evaluated in Paper 1 by
2
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devising an optimal control policy using convex optimization approach. In
applications involving three-phase ac machines, the MLC due to its modu-
larity generates a low frequency dc-link current ripple. This poses serious
issues of extra battery heating and of extra ampere-hour throughput. These
issues have been investigated in detail in Paper 2 and Appendix A.
1.2 Need of Thermal and SOC Balancing
The battery pack of xEVs consists of long strings of hundreds of series-
connected cells in order to meet the traction power demand. Due to manu-
facturing tolerances, the cells used in these strings are not exactly identical
in terms of their performance characteristics like actual capacity and in-
ternal resistance. Even if the cells are exactly identical initially, they may
still develop differences due to their nonuniform ageing behavior, both dur-
ing storage and cycling, which is inevitable because of variability in their
operating conditions and the environment. These variations in cell actual
capacities, cell leakage currents, and operating conditions cause SOC im-
balance in cell strings. The SOC and capacity imbalance in turn results in
depth-of-discharge (DOD) imbalance. Similarly, variations in cell internal
resistance and temperature gradient in the coolant, which is not negligible in
the battery packs of xEVs [3–6], causes thermal imbalance in the string. The
SOC-level and temperature of each individual cell in a string during storage
and cycling has a great impact on its electrochemical ageing, whereas the
DOD affects the cycle life of a cell. The cells in a string being stored or
cycled at higher SOC, DOD and temperature age faster than those at lower
SOC, DOD, and temperature [7–12]. Thus, the battery pack of xEVs faces
a serious issue of nonuniform ageing due to SOC, DOD and thermal imbal-
ance. The pack may reach its end-of-life sooner due to premature failure of
only one cell in the string, regardless of the high state-of-health (SOH) of
other cells. The analysis of nonuniform ageing in lithium-ion battery packs
is given in [13]. The need of thermal and SOC balancing is also discussed
at length in Chapter 3.
The SOC and DOD imbalances are mitigated using external circuits
called cell SOC balancers, whereas the thermal imbalance may be reduced
using the reciprocating air-flow as suggested in [3]. There are two broad
classes of cell SOC balancers, namely passive and active cell balancers. The
passive balancer achieves cell balancing by burning the excess energy of cells,
which have higher SOC, using over-charge method. The active balancers
achieve SOC balancing by transferring the charge from cells having higher
SOC to cells having lower SOC through lossless switched energy storage
elements. Various topologies of switched capacitive and inductive circuits
3
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act as intermediate storage banks, see [2, 14–17] for more details. The sig-
nificance of cell SOC balancing in large BSMs has been thoroughly studied
in the literature, see [18–21].
The SOC imbalance has a detrimental impact not only on the BSM
ageing but also on its total capacity. This aspect has been thoroughly
discussed for unbalanced, passively balanced, and actively balanced BSMs
in Chapter 3. In short, the unbalanced BSM is the worst case, because the
total capacity of this BSM is a function of initial cell SOCs which can vary
a lot and thus can greatly reduce the total capacity of a BSM. The capacity
of a passively balanced BSM is entirely defined by the weakest cell in the
string. On the other hand, the capacity of an ideal actively balanced BSM is
always given by the mean value of the cell capacities. Therefore, the actively
balanced BSM would have higher total as well as remaining dischargeable
capacity at any time compared with both unbalanced and passively balanced
BSMs. Moreover, the cells of unbalanced and passively balanced BSMs
may cycle at different DODs contrary to the cells of actively balanced BSM
which cycle at the same DOD window regardless of their capacity variations.
Hence, the cells of both unbalanced and passively balanced BSMs also suffer
from non-uniform ageing, whereas the cells of actively balanced BSM age
more uniformly. Therefore, the actively balanced BSM is able to deliver
relatively higher Ah-throughput before its end-of-life. Thus, in order to
maximize the capacity and to decelerate the ageing of the BSM, the use of
an active balancer is desirable.
1.3 MLC—An Integrated Balancer and Driver
The previous section highlighted the importance of thermal and SOC bal-
ancing for enhancing the lifetime and usable capacity of a BSM. The SOC
balancing can be achieved using SOC balancers, whereas the thermal unifor-
mity can possibly be achieved using reciprocating air-flow (RF ). However,
as will be shown in our study, the RFalone cannot solve the problem of
temperature non-uniformity, especially in the long battery strings with cell
resistance variations. In our study, instead of using separate SOC balancer
and RF , we focus on achieving simultaneous thermal and SOC balancing
using a single active balancer. However, a special hardware technology
with modular architecture is needed to achieve these tightly coupled and
somewhat conflicting objectives. The MLC [22,23], which provides enough
degree-of-freedom to control the BSM at cell level, has been used in our
study for this purpose. The MLC, contrary to two-level converter, consists
of n series-connected power cells (PCs), where each PC contains an h-bridge
and the isolated battery cell. Each PC can be independently controlled us-
4
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ing three-level modulation to produce three different output voltage-levels.
The MLC provides a large redundancy in synthesizing the output voltage,
which gives extra degree-of-freedom in control. The MLC enables to dis-
tribute and modularize the BSM into smaller cells. Thus, the MLC cannot
only act as a driver to generate a smoother output voltage waveform for EM,
but it can also act as a balancer to simultaneously control the modularized
and distributed BSM on a cell level. This motivates the name integrated
balancer and driver. See Chapter 4 for more details on MLC.
Case 1: DC Applications
The MLC is commonly operated using phase-shifted pulse width modulation
(PS-PWM), which uniformly uses all cells of the BSM inside the MLC.
However, this scheme does not make the best use of the MLC for achieving
the objectives of thermal and SOC balancing. The optimal strategy is to
use each cell inside the BSM according to its internal state, resulting in a
nonuniform use of cells depending upon the degree of nonuniformity among
them. In Paper 1, we have formulated such an optimal policy, which uses
each cell in the BSM according to its SOC level and temperature. The
optimal policy is calculated in a convex optimization problem based on the
assumption of dc machine as a load and perfect information of the SOC
and temperature of each cell as well as of the future driving. A snapshot of
these results is presented in Chapter 5.
Case 2: Three-phase AC Applications
In xEVs, three-phase (3-φ) permanent magnet synchronous machine (PMSM)
is generally used, requiring a 3-φ voltage inverter. The 3-φ MLC has been
proposed as an alternative to 3-φ two-level converter1 to directly drive 3-φ
PMSM, [24]. The authors motivated for 3-φ MLC based on its benefits
of low-harmonics for EM, low inverter losses, and battery control due to
the modularity offered by the MLC. This modularity and extra degree-of-
freedom, similar to dc applications, can indeed be exploited to achieve cell
level control and optimization of battery packs in 3-φ applications. How-
ever, in this thesis we have shown that this modularity in 3-φ ac applications
has some other serious repercussions for the BSM. An ideal 3-φ inverter, for
a given load power, should only draw a constant dc current from the battery
pack as the ripple superimposed on the dc-level always increases losses in
the cells. For example, the 3-φ two-level converter under ideal conditions
draws almost constant power from a BSM, see [25], [26]. However, the
BSM modularity offered by 3-φ MLC brings with it a major disadvantage
1we will also use the term ‘inverter’ alternatively in the context of ac applications.
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of high-level low-frequency dc-link ripple which is a function of power factor
angle θ. This ripple cannot be easily filtered without using an unreasonably
big shunt-capacitor, which is infeasible for vehicle applications. Thus, this
ripple would cause significant additional losses inside each cell and increase
the overall temperature of the BSM. The ripple may also cause the flow of
bidirectional power between the BSM and the load and may thus accelerate
its capacity fading. Therefore, there is a big drawback of 3-φ MLC circuit
topology from battery’s point of view. These aspects have been investigated
in detail in Paper 2 and Appendix A. A short preview of these results is
also presented in Chapter 5.
1.4 Thesis Contributions
The main contributions of this thesis are in short:
• An average state-space electro-thermal model of a BSM under the
switching action of MLC has been developed. The model is presented
in Paper 1.
• The thermal and SOC balancing problem has been formulated as a
convex optimization problem, based on the assumption of perfect in-
formation of the SOC and temperature of each cell as well as of the
future driving. The convex optimization problem formulation and the
solution are given in Paper 1.
• The performance of MLC-based optimal policy under reciprocating
air-flow has been compared with that under unidirectional air-flow.
The conclusion is that using reciprocating air-flow has no significant
benefit when using MLC-based optimal policy. These results are also
presented in Paper 1.
• The issue of additional battery heating caused by the dc-link ripple
in the battery of three-phase MLC has been thoroughly analyzed and
the results have been compared to the case of three-phase two-level
converter. The dc-link current spectrum has been computed using
double Fourier series approach and the additional battery losses have
been analyzed with respect to various circuit parameters and operat-
ing conditions. The size of a shunt-capacitor for the passive compen-
sation has also been evaluated under nominal operating conditions.
These results are presented in Paper 2.
• The issue of additional battery capacity fading caused by the dc-link
ripple has also been thoroughly analyzed. These results are presented
6
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in Appendix A with a short preview in Chapter 5.
1.5 Thesis Outline
Part I of this thesis serves as an introduction and provides some background
information. Chapter 2 reviews the basic working principle of a lithium-ion
battery (LIB) and its equivalent circuit electro-thermal model. We also
discuss the LIB ageing mechanisms, common factors affecting the life-time,
and the cycle-life model. In Chapter 3, the need of thermal and SOC bal-
ancing is discussed in the context of its impact on LIB ageing and the total
capacity of a BSM . In Chapter 4 an overview of the functionality of MLC
is given, the switched and averaged electro-thermal models of the battery
under the action of MLC are presented, and the PS-SPWM algorithm is
discussed. Chapter 5 gives a preview of the balancing potential of MLC.
Chapter 6 gives a brief introduction to main mathematical tools that we
have employed in the analysis. The issue of additional capacity fading due
to dc-link ripple is analyzed in Appendix A with a short preview in Chap-
ter 5. Appendix B gives a review of some important battery related terms.
A summary of the scientific papers that constitute the base of this thesis is
provided in Chapter 7, while complete versions of the papers are appended
in Part II. Finally, Chapter 8 closes Part I with concluding remarks.
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Chapter 2
Lithium Ion Batteries
The electrical energy can be stored in various forms. A battery stores en-
ergy in the form of chemical energy contained in the atomic bonds of its
active materials and converts it to electrical energy by the mean of electro-
chemical redox reaction, which occurs on two electrodes when the external
circuit is connected between them [27]. The basic terminology and main
components of a battery are reviewed in appendix B. There are various
kinds of batteries with main differences in their active materials and per-
formance characteristics. The most common types of rechargeable batteries
are lead-acid, nickel-cadmium (NiCd), nickel-metal hydride (NiMH), and
lithium-ion (LIB) batteries. This chapter reviews only the LIB.
2.1 Automotive Batteries
The battery is a key to the success of electrification of vehicles. How-
ever, the batteries not only add significant extra cost, weight and volume
but they also introduce some new safety hazards due to their low thermal
stability especially during direct impact or some other abuse. Another dis-
advantage is the degradation in performance due to relatively fast ageing of
batteries which may cripple the whole vehicle and may add the significant
extra replacement cost during the life-time of a vehicle. Thus, the require-
ments for batteries in automotive applications are much more stringent than
those in consumer electronics. The US Advanced Battery Consortium (US-
ABC) has set separate performance goals for EVs(2020), HEVs(2010) and
PHEVs(2015) [28–30]. Some of these performance goals are listed in the
Table 2.1. These are quite high goals and only few battery chemistries of
today can meet some of them. Currently, both NiMH and LIB are being
used in commercial xEVs. Although none of these two meet all USABC re-
quirements today, these two have the potential to meet the requirements in
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future. The NiMH has been successfully employed in HEVs (Toyota Prius).
However, the LIB, due to its relatively higher specific energy, higher energy
density, and the long deep cycle-life, is surfacing as an alternative choice for
all kinds of xEVs, especially for PHEVs and EVs. See [30–33] for further
discussion on battery requirements for xEVs.
Table 2.1: USABC Battery Performance Goals for HEV, PHEV and EV
Goals at EOL HEV (10) PHEV (15) EV (20)
Cost ($/system) 500− 800 1700− 3400 4000
Pulse Disch. Power (kW) 25− 40 38− 50 80
Avail. Energy (kWh) 0.3− 0.5 3.5− 11.6 30− 40
Cycle-life 300000 3000− 5000 750
Calendar-life @30◦ (yrs) 15 15 10
Operat. Temp. (◦C) −30 to +52 −30 to +52 −40 to +50
Battery Sys. Wt. (kg) 60 70 200
Battery Sys. Vol. (L) 45 46 133
Max. Self-discharge 50Wh/day 50Wh/day < 15%/mon
2.2 Basic Working Principle
The LIB consists of negative and positive porous electrodes, also known
as anode and cathode respectively, the porous separator, the concentrated
solution of electrolyte, and the current collectors. The most commonly used
negative electrode is the lithiated graphite (LiC6) and the most commonly
used positive electrodes are metal oxides such as LiCoO2, LiMn204, and
LiFePO4 etc. The most commonly used electrolyte consists of the solution
of lithium salt (LiPF6) in a mixed organic solvent. This organic liquid elec-
trolyte is embedded into the porous electrode. The copper and aluminium
are commonly used as current collectors for negative and positive electrodes
respectively. The LIB works based on intercalation reaction, which is briefly
described below, see [1, 27, 34, 35] for details.
Intercalation reaction, a type of insertion reaction, is the process of mov-
ing guest ions (Li+ in the LIB case) into and out of the interstitial sites in
the host lattice. The electrodes which can store charged species through
intercalation process are called intercalation (or insertion) electrodes. The
intercalation electrodes commonly have layered structure and the charged
species gets sandwiched between these layers during the intercalation pro-
cess. In the LIB, the charged species which intercalates in the electrodes
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are lithium-ions (Li+) and that is why they are named as lithium-ion bat-
teries. The capacity of intercalation electrodes is limited by the number
of interstitial sites, which can be occupied by charged species, in their lat-
tice structure. Thus, the intercalation-based LIBs have less capacity than
lithium-metal batteries. However, the great advantage with LIBs is that
the host material does not suffer from any major structural changes during
intercalation process. Thus, LIBs have much higher cycle life compared to
lithium-metal batteries. Moreover, due to the absence of pure lithium metal
(which is highly reactive and inflammable) inside the cell, LIBs are much
safer than lithium-metal batteries.
In a LIB both electrodes can act as hosts to store lithium ions. During
charging process, the oxidation reaction occurs at the positive electrode and
consequently the lithium atom stored in the positive electrode increases its
oxidation state by losing an electron to the external circuit. The lithium-
ions move out of the interstitial sites of the positive electrode and travel,
through the electrolyte phase by the process of diffusion and ionic conduc-
tion, into the interstitial sites of the negative electrode and the electrons, on
the other hand, move through the external circuit to the negative electrode.
On the negative electrode, the lithium-ions get reduced and intercalated in
the graphite to form LiyC6. During discharging, the whole process is re-
versed. Thus, in the fully charged state all the lithium-ions are hosted in
the negative electrode and in the discharged state they are all hosted inside
the positive electrode. The total energy stored in the LIB at any time in-
stant is given by the difference in energy of intercalated lithium in positive
and negative electrodes. The following reactions occur at the electrodes
of any LIB. Note that, in these reactions, LiMO2 represents some lithium
metal oxide positive material such as LiCoO2 (M=Co) and C represents
some carbonaceous negative material such as graphite (C6).
Positive Electrode Reaction:
LiMO2
Charge−−−−−⇀↽ −
Discharge
Li1− xMO2 + xLi
+ + x e−
Negative Electrode Reaction:
C+ y L+ + y e−
Charge−−−−−⇀↽ −
Discharge
LiyC
Total Cell Reaction:
LiMO2 +
x
y
C
Charge−−−−−⇀↽ −
Discharge
x
y
LiyC + Li1− xMO2
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2.3 Electrical Modeling
There are two major types of battery models, namely physics-based electro-
chemical models and grey-box models. The physics-based dynamic models
are purely based on actual physical and chemical processes occurring inside
a cell, whereas in the grey-box type models, the input-output experimental
data of a cell is fitted to a parameterized model with known model struc-
ture. The concentration of lithium-ion in the electrodes is one of the states
in the physics-based models and thus they give more accurate picture of a
cell SOC. However, they pose very high computational burden, due to the
system of coupled partial differential equations, which renders them use-
less for real-time control applications. The enthusiastic reader is referred to
some great references [34–38] for further study on physics-based models. In
the following, we present one type of grey-box model, the equivalent circuit
models.
In most of battery management functions it suffices to know the re-
sponse of battery SOC and terminal voltage to changes of the external input
current. Therefore, the equivalent circuit modeling approaches commonly
suffice. The battery characteristics are distributed in nature. However, the
electrical I-V characteristics of a battery cell can be approximated fairly
well by using lumped component modeling approach. In this approach, the
various processes inside the battery are represented by lumped electrical
components. The enhanced Thevenin equivalent circuit model, see [39–41],
shown in Figure 2.1 is one such possible equivalent circuit representation of
any Celli in the BSM. The dynamic model of this circuit is given by
V˙i1 = −aei1Vi1 + bei1iBi (2.1)
V˙i2 = −aei2Vi2 + bei2iBi (2.2)
ξ˙i = −bei3iBi (2.3)
VBi = f(ξi)− Vi1 − Vi2 − briiBi (2.4)
where iBi is the current flowing through the battery Celli and ξi is the
normalized SOC of Celli. Note that ξi ∈ [0, 1] is a unit-less quantity. The
+
-
+ - + -
Voci
Rsi
Ri1
Ci1
Ri2
Ci2
iBi
VBi
Vi1 Vi2
Figure 2.1: Electrical Model of Battery Module
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voltages Vi1 and Vi2, across capacitors Ci1 and Ci2, and Vsi = iBiRsi models
the losses due to activation, concentration and ohmic polarization respec-
tively, and VBi is the output voltage of Celli. The SOC dependent open
circuit voltage is given by Voci = f(ξi) where f : [0, 1]→ R+0 is a function of
SOC. The parameter values are estimated based on the experimental battery
data logged under controlled test conditions. In general, these parameter
values are nonlinear functions of SOC and cell temperature. However, in
this thesis, they will be assumed constant.
2.4 Thermal Modeling
The cell temperature dynamics in an air-cooled battery pack depends on
many factors like coolant properties, cell material properties, cell place-
ment and pack configuration. The forced-convection cooled BSM has been
modeled in [3] using a lumped-capacitance thermal modeling and flow net-
work modeling (FNM) approach. The lumped-capacitance thermal model
assumes uniform temperature inside a cell and approximates the whole heat
generation inside a cell by a lumped thermal source. The FNM is a general
methodology that represents the flow system as a network of components
and fluid flow paths to approximate the temperature distribution inside
it [42]. The coolant flow inside the BSM has been modeled in [3] using the
network of fluid temperature nodes where each Celli exchanges heat with
the coolant fluid, in the upstream and the downstream direction, through
two fluid temperature nodes ‘i − 1’ and ‘i’ respectively whereas each tem-
perature node is shared between two consecutive cells. Now assuming that
the coolant flow direction is from Celli−1 to Celli, the dynamics of the Celli
temperature is given by [3]
T˙si = −asiTsi + bsii2Bi + asiTfi−1 (2.5)
where the coefficients asi and bsi are defined in Table 1 in Paper 1 and the
Tfi−1 is the temperature of upstream fluid node ‘i − 1’ of Celli and it is
related to the temperature Tfi of downstream fluid node ‘i’ of Celli by
Tfi =
(Tsi + βi Tfi−1)
αi
(2.6)
where αi and βi are defined in Table 1 of Paper 1. Given that Tf0 is a known
quantity, then by a forward recursion of equation (2.6), any Tfi can be
expressed as a function of inlet fluid temperature Tf0 and the temperatures
Ts1 to Tsi of Cell1 to Celli respectively.
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2.5 Cell Ageing
Lithium-ion batteries (LIBs), like all other battery types, age with time
both during storage and cycling. The ageing processes inside a cell result
in energy capacity fade, power fade, and increase in self-discharge rates
[1, 7, 12]. The capacity and power fades are defined below.
• Capacity fade is the loss of ability of an electrode’s active mass to
store or deliver the electrical charge. The capacity fade in LIBs is
primarily caused by the loss of cyclable active lithium and reduction
in interstitial sites in the lattice structure of the active material due
to structural degradation, mainly, of anode [12, 43].
• Power fade is primarily caused by the internal resistance growth of
a cell. There are various kinds of resistances in a cell and the re-
sistance increase may be in one or all of them. The resistance may
grow due to many mechanisms including degradation of current collec-
tors, degradation of coating (which is used for electronic conduction in
active mass), the degradation of binding interface between electrode
and current collectors, the growth of extra resistive passivation film
on electrodes, and loss of ionic conductivity in the electrolyte.
The capacity and power fade, though have some common electrochemical
and mechanical causes as well, however have different origins in general.
The actual degradation mechanisms behind these effects are very complex,
tightly coupled and still not very well understood. The ageing rate is highly
dependent on electrode materials and the properties of electrolyte and ad-
ditives.
2.5.1 Types of Ageing Mechanisms
The ageing mechanisms on anode and cathode are different [7]. There are
various reasons of ageing but one main cause is the electro-chemical side
reactions which occur inside a cell in addition to the main intercalation
reactions. These side reactions result in side-products, which consume the
active material of a cell [44]. Some of these side reactions are completely
reversible whereas others are irreversible. The irreversible side reactions
result in the permanent power and energy capacity fade of the battery and
occur both on anode and cathode. In the following, we give a brief overview
of the most important ageing mechanisms in anode and cathode and the
various factors that accelerate the cell ageing. For details see [7–11].
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Ageing Effects on Anode
The thermodynamical stability of anode is the most critical factor for bat-
tery ageing. The lithiated graphite (LiC6) anode lies below the lower limit
of thermodynamic stability window of organic electrolytes [44]. It results
in the strong reactivity between anode and the electrolyte which makes the
organic electrolyte solvents highly susceptible to side reduction reaction at
anode. This side reaction is on the form [8, 10, 45]
S + Li+ + e− −→ P (2.7)
where S refers to the solvent species and P is the product of this side reac-
tion. The side reaction (2.7) is irreversible and thus results in capacity fade
due to the loss of cyclable lithium. This side reaction occurs first during the
cell formation process and forms a passivation film by depositing P on the
solid-electrolyte interface (SEI) [10]. This initial passivation film is called
SEI layer. The thickness of SEI layer should not increase, as it increases
the ohmic resistance and results in power fade. In order to prevent the side
reaction (2.7) from continuing further, the electrons from anode must not
reach the molecules of electrolyte. Thus, the SEI layer must be fully perme-
able to lithium-ions but must act as a perfect electronic insulator. However,
due to defects in SEI layer, the side reaction may continue on anode. This
deposits precipitates on initial SEI layer and increases its thickness. This
extra resistive film on SEI layer results in power fade. The side reaction also
causes the corrosion of lithium in the anode which results in the capacity
fade due to irreversible loss of cyclable lithium. Thus, the side reaction
(2.7) is believed to be one of the main ageing mechanism on the negative
electrode. Therefore, the ageing and proper operation of a LIB is highly
dependent on the stability of SEI layer. The extra resistive film formed on
SEI has temporal and spatial variations. The film growth rate is a function
of cell SOC and the charging current [45]. Table 2.2 shows the main ageing
mechanisms on anode, their effects and the factors affecting ageing rates,
see [9] for further details.
Ageing Effects on Cathode
The ageing of positive electrode during cycling mainly occurs due to its
volume variations. The volume increases during intercalation and decreases
during de-intercalation of lithium. These repeated cycles of intercalation
and de-intercalation cause strain in the active material particles and they
may lose contact with the conductive additive network within the composite
electrode [8]. Thus, the structural degradation is believed to be the main
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Table 2.2: Main Ageing Mechanisms on Lithiated Carbon Anode, See [9] for details
Cause Effect Leads to Reduced by Enhanced by
Electrolyte reduction side reac-
tion (Electrolyte Decomposition)
Loss of Lithium,
Impedance rise
Capacity fade,
Power fade
Stability of SEI
layer
High Temperature,
High SOC
Decrease in accessible surface
area due to SEI film growth
Impedance rise Power fade Stability of SEI
layer
High Temperature,
High SOC
Changes in anode porosity due
volume changes and SEI film
growth
Impedance rise,
polarization losses
Power fade Stability of SEI
layer
High cycling rate,
High SOC
Contact loss of active material
particles due to volume changes
during cycling
Loss of active ma-
terial
Capacity fade — High cycling rate,
High DOD
Corrosion of Current Collector Impedance rise,
polarization losses
Power fade — Over-discharge,
Low SOC
Metallic lithium deposition and
subsequent decomposition of elec-
trolyte
Loss of lithium,
loss of electrolyte
Capacity fade,
Power fade
— Charging at low
temperatures,
High cycling rate
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ageing mechanism in cathode. In addition, the cathode also has strong oxi-
dizing properties against the electrolyte solvent. Thus, cathode ageing may
also occur due to electrochemical side oxidation reaction. The positive elec-
trodes in LIBs normally operate close to the upper limit of thermodynamical
stability of organic electrolytes. Since, during cell formation process, noth-
ing like SEI protective layer forms on positive electrode, even the slight
over-charge may trigger furious oxidation reaction between electrolyte sol-
vent and the cathode. This may result in fire and explosion due to gas
evolution, especially in lithium cobalt oxide based LIBs. The side oxida-
tion reaction between cathode and electrolyte decomposes the electrolyte
and forms the precipitates, which block the interstitial sites in the lattice
of positive electrode. This leads to capacity fade due to the loss of active
material in the cathode and electrolyte decomposition. The decomposition
of electrolyte also forms passivation film on cathode, which increases the
ohmic resistance and leads to power fade. The capacity and power fade in
cathode is accelerated at higher temperature and SOC.
2.5.2 Ageing Conditions
In the view of battery’s mode of utilization, the ageing can be divided into
two main categories: the calendar ageing and the cycle ageing as described
below. The ageing during cycling and rest are commonly considered addi-
tive, but complex interactions may occur as well [8].
Calendar Ageing
Calendar ageing is the proportion of irreversible capacity loss that occurs
with time especially during storage. During storage, the ageing is mainly
governed by the thermodynamical stability of electrodes and separator etc
in the electrolyte. The loss of cyclable lithium due to side reactions and
SEI film growth at anode have been reported as the main source of ageing
during storage [7, 46]. Cell ageing and self-discharge rate during storage
highly depends on storage conditions. Thus, the ageing of battery can be
controlled by choosing optimal storage conditions. The cell storage tem-
perature and SOC level are two main factors which strongly influence the
rate of calendar ageing. The higher storage temperature accelerates side
reactions on SEI and corrosion of current collectors whereas too low tem-
perature facilitates the lithium deposition on anode. Similarly, the higher
SOC level also facilitates side reactions on SEI. Thus, thermal and SOC
imbalance during storage will cause nonuniform ageing of cells in a BSM.
The effect of temperature and SOC on battery ageing is not additive [47,48].
The calendar ageing is a nonlinear function of time, temperature and SOC.
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Cycle Ageing
The ageing of a battery also occurs with each charge/discharge cycle, so
called cycle ageing. The main ageing mechanisms during cycling are changes
in the porosity of electrodes [8] and the contact loss of active material par-
ticles due to volume variations of both anode and cathode. On anode, the
SEI layer may crack due to volume changes during cycling, which is then
automatically repaired by consuming available lithium and thus results in
capacity fade [8]. On cathode, the volume variations induces the contact
loss between particles of active material and the conductive additive net-
work. Thus, the structural degradation of the active material is considered
the main cause of ageing during cycling [46]. The cycle ageing is greatly
influenced by battery operating temperature, SOC level, DOD, cycling fre-
quency (or rate), and c-rate. Higher values of these variables accelerate the
cycle ageing and thus reduce the cycle-life of a battery [7–9, 12].
2.5.3 Cycle-life Model
The estimation of battery ageing is quite challenging due to highly inter-
twined internal and external stress factors (temperature, SOC level, DOD,
c-rates etc). The ageing of batteries in real xEVs during operation is com-
plicated further by the varying operating environment and the utilization
mode. There are various estimation methods including phenomenological
approach, which uses electrochemical model of battery processes [10,49–51],
equivalent-circuit-model based approach [52], and the performance-based
approach [53]. The performance-based approach uses battery performance
metrics like energy capacity or the power capacity to assess the age of a
battery. The loss in performance is indicated by either capacity loss or
resistance growth (power loss). Here, we only present performance-based
cycle-life model as we need it later in our analysis. It is given by [12, 54]
∆E0 = B(c) · exp
(−Ea(c)
R · T
)
· (Ah)0.55 with B(c) = 10000
(
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c
)1/3
(2.8)
where ∆E0 is the percentage of energy capacity loss of the cell w.r.t the cell’s
initial capacity E0(0), Ea = (31700 − 370.3 × c)Jmol−1 is the electrode
reaction activation energy, c is the c-rate, R is the ideal gas constant, T
is the lumped cell temperature, Ah is an ampere-hour throughput which
represents the total amount of charge processed (delivered or absorbed)
by a battery during cycling and B is a c-rate dependent coefficient. The
capacity fade model given by eq. (2.8) can be used to predict the capacity
loss for a given Ah and c-rate.
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Thermal and SOC Balancing
The ageing of an individual cell, as discussed in the previous chapter, is
greatly affected by various factors like SOC, DOD, temeperature, and var-
ious other operating conditions. This chapter discusses battery pack level
issues resulting from the interconnection of individual cells. We will partic-
ularly focus on a string of series-connected cells, so-called BSM. Thermal
and SOC imbalances are two major factors which have a huge negative
impact on the BSM performance. Firstly, we will discuss their impact on
nonuniform ageing of BSM, secondly various types of SOC balancers and
their impact on BSM capacity will be discussed, thirdly causes of thermal
balancing and some possible solutions will be discussed, and finally we will
discuss the possibility of simultaneous thermal and SOC balancing.
3.1 Nonuniform Ageing of a BSM
The battery pack of xEVs consists of long strings of hundreds of series-
connected cells in order to meet the traction power demand. In this section,
we will discuss how the variations in the ageing of individual cells affect the
overall ageing of such cell strings. The nonuniform ageing of cells in these
strings mainly come from variations in cell parameters and performance
characteristics. The variations in cell parameters and performance charac-
teristics arise from manufacturing tolerances, which are inevitable, even for
a particular batch of cells from one manufacturer. The various specifica-
tions (like actual capacity, resistance, and self-discharge rate etc.) of cells
are generally assumed to have gaussian distribution [13]. The specifications
of any individual cell may lie anywhere in the distribution. Even if the cells
are exactly similar electrically, their ageing behavior, both during storage
and cycling, may still vary due to variability in their operating conditions
and the environment. The imbalance in cell characteristics may enhance
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further with time due to different rates of ageing for different cells. The
analysis of nonuniform ageing in LIB packs is given in [13].
These variations are not that significant for independent cells. However,
when these cells are connected in a long series string, like in the case of BSM,
then these variations may have significant impact on the performance of the
whole string. The variations in cell actual capacities, cell leakage currents,
and operating conditions cause SOC imbalance in cell strings. The SOC and
capacity imbalance in turn results in depth-of-discharge (DOD) imbalance.
Similarly, variations in cell internal resistance and temperature gradient in
the coolant, which is not negligible in the battery packs of xEVs [3–6], causes
thermal imbalance in the string. The SOC-level and temperature of each
individual cell in a string during storage and cycling has a huge negative
impact on its electrochemical ageing whereas the DOD affects the cycle life
of a cell (see table 2.2 on page 16 and section 2.5.2). The cells in a string
being stored or cycled at higher SOC, DOD and temperature age faster than
those at lower SOC, DOD, and temperature. It should also be noted that
nonuniform ageing and SOC and thermal imbalance are tightly coupled,
imbalance cause ageing which in turn cause even more imbalance. Thus, if
this situation continues unhindered it will severely affect the performance of
a BSM, resulting in its premature end-of-life. In addition, SOC imbalance
may also result in over-charge and over-discharge conditions for some cells
in the string, which is quite dangerous for lithium-ion cells as they may
explode under these conditions. Thus, the lithium-ion BSM faces serious
issues of nonuniform ageing and safety hazards and requires an intelligent
cell level battery management system (BMS) to address these issues.
3.2 SOC Balancing
The cell SOC balancing is one of the most important function of any ad-
vanced battery management system especially for long series string of cells.
It affects not only the non-uniform ageing of a BSM, but also its total ca-
pacity (this aspect will be discussed later in this section). The significance
of cell SOC balancing in large BSMs has been studied thoroughly in the
literature, see [18–21].
3.2.1 Types of SOC Balancers
There are two broad classes of SOC balancers [53]: chemical cell balancer
and physical cell balancer. In chemical cell balancing, the internal side
reactions of a battery are exploited to achieve balancing. For example, in
lead-acid and NiMH batteries the over-charging can be used to equalize
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all the cells. However, this approach is not suitable for LIB as it cannot
tolerate over-charge and may explode. The physical cell balancer requires an
external circuit to interact with each cell in a string. In this approach, the
external circuit can be dynamically reconfigured to provide the dissipative
or non-dissipative alternate paths for direct energy flow between various
cells in a string. In the following, we will discuss two main types of physical
SOC balancers.
Passive Cell Balancers (Dissipative)
The passive methods commonly achieve cell balancing during the end of
charging phase by dissipating the energy of a cell with highest SOC. The
passively balanced BSM is balanced only once, during a cycle, in its fully
charged state and is called a top balanced BSM. The passive balancing circuit
only consists of resistors without any switches and thus can not be actively
controlled externally. This method is very simple as it achieves balancing
by over-charging and burning in resistors the excess charge of cells. Thus, it
does not require any complicated control algorithm except charge control.
However, it is dissipative and thus less efficient. This method can only be
used for lead-acid and NiMH based batteries due to their tolerance against
over-charge condition [19].
Active Cell Balancers (Non-Dissipative)
The active cell balancers use external switched circuits to actively transfer
(shuttle, shuﬄe, shunt, or redistribute) the energy among cells of a BSM to
achieve SOC balancing. The active balancing network commonly consists
of semiconductor switches and some other circuit elements which provide
alternate paths for energy flow. Thus, the active cell balancer can be ac-
tively controlled externally using a controller. Even though the active cell
balancing method may be based on resistor shunting, the most commonly
used circuit elements are lossless energy storage elements like capacitor and
inductor. Therefore, the active cell balancers are commonly non-dissipative
(assuming ideal transistors and ideal energy storage elements) and have
high energy efficiency compared to passive cell balancers. However, the ac-
tive cell balancers generally require more advanced control algorithms which
may become quite complex for large battery packs. The active cell balancer
is the only solution for a LIB pack, because it cannot tolerate over-charging
based passive balancing method [2, 19, 55]. There are various active bal-
ancing methods like cell shunting, cell-to-cell, cell-to-pack, pack-to-cell and
cell-to-pack-to-cell, see [2,56] for further details on balancing hardware and
see [57] for optimization-based thorough performance evaluation of various
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balancing methods.
3.2.2 Impact of SOC Balancers on BSM Capacity
In this subsection, firstly we will show the negative impact of SOC imbalance
on the total capacity of a BSM and secondly we will discuss how passive
and active balancers can mitigate this impact. The capacity and SOC of
a BSM is a function of cell SOCs and their capacities. Let us consider a
BSM consisting of a series string of n cells, Cell1 to Celln, with different
capacities (C1 · · ·Cn) and SOCs (ξ1 · · · ξn). Let us also assume that the
leakage current of all cells is the same. Now, in the following, we will
discuss the BSM capacity and SOC for three different cases.
Case 1: BSM without Balancing
Let us first consider the case of an unbalanced BSM. Since the BSM has
no balancing device, it has SOC variations among its cells all the time as
shown in Figure 3.1. In this case, the charging is stopped when any cell in
the string reaches its fully charged state (or its EOCV) and similarly the
discharging is stopped when any cell in the string reaches its fully discharged
state (or its EODV). Thus, the chargeable capacity1 of an unbalanced BSM,
with unequal cell capacities, is given by [53, 58, 59]
CuBSM,C = min
i
((1− ξi)Ci) (3.1)
and the remaining dischargeable capacity of the unbalanced BSM is given
by
CuBSM,D = min
i
(ξiCi). (3.2)
Thus, the maximum possible capacity of the unbalanced BSM is given by
CuBSM = C
u
BSM,D + C
u
BSM,C = min
i
(ξiCi) + min
i
((1− ξi)Ci) (3.3)
and its SOC is given by
ξuBSM =
CuBSM,D
CuBSM
=
mini(ξiCi)
mini(ξiCi) + mini((1− ξi)Ci) (3.4)
The total capacity and SOC of the BSM given by eq. (3.3) and eq. (3.4)
respectively can not be easily related to the total capacity and SOC of any
single cell in the BSM. Thus, in order to simplify the expressions, let us
assume the BSM to be fully charged (ξuBSM = 1⇒ CuBSM,C = 0) and define
Cmin = min
i
{ξiCi|ξuBSM = 1}. (3.5)
1See appendix B for various definitions of capacities and other battery related terms.
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Now let us suppose that a certain Cellk, where k ∈ [1, · · · , n], satisfies the
eq. (3.5) then Cmin is the minimum dischargeable capacity of this Cellk in
the fully charged state of BSM. Now the total capacity of BSM, given in
eq. (3.3), is simplified to
CuBSM = Cmin (3.6)
Similarly, assuming uniform leakage current for all cells, the remaining dis-
chargeable capacity of the BSM is given by
CuBSM,D = Ck,D = ξkCk. (3.7)
where Ck,D = ξkCk is the remaining dischargeable capacity of Cellk at any
time ‘t’. Now, in terms of new definitions, SOC of the BSM, given in
eq. (3.4), is simplified to
ξuBSM =
CuBSM,D
CuBSM
=
Ck,D
Cmin
=
ξkCk
Cmin
(3.8)
Thus, under stated assumptions, the total capacity and SOC of the BSM de-
pends entirely on the total capacity and SOC of the Cellk that has minimum
dischargeable capacity in the whole string at fully charged state of the BSM.
Let us suppose ξk,0 = ξk(t0) is the initial SOC of a Cellk when BSM is in the
fully charged state. The total capacity of the BSM (CuBSM = Cmin = ξk,0Ck)
is, then, a function of ξk,0 and Ck. Thus, if a Cellk is not fully charged when
BSM is fully charged (i.e. ξk 6= 1 if ξuBSM = 1) then the total capacity of the
BSM will only be a fraction of Ck. For example, consider a BSM having
equal cell capacities but highly unbalanced SOCs (ξk,0 ≪ ξi,0 ∀i 6= k), the
total capacity of this BSM will be very low. Thus, the SOC imbalance can
greatly reduce the total capacity of a BSM. Also note that the cells, in the
unbalanced BSM, cycle at different DODs with some cells cycling at lower
DOD and others at higher DOD.
Case 2: BSM with Passive Balancing
Let us assume that the BSM is now being balanced by a passive cell balanc-
ing device as shown in Figure 3.2(a). In passive cell balancing, all the cells
in a BSM are commonly top balanced [21] and consequently a minimum
capacity cell goes through full charge and discharge cycle. Thus, the total
capacity of a passively balanced BSM is defined by a cell with the mini-
mum total capacity in the BSM. Let us suppose that a certain Cellk, where
k ∈ [1, · · · , n], is a cell with minimum total capacity in the BSM, then the
total capacity of the passively balanced BSM is given by [53, 58, 59]
CpBSM = Ck = min
i
(Ci) (3.9)
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Figure 3.1: Unbalanced BSM: Illustration of the impact of SOC imbalance.
Note variations in cell capacities (C3 < C2 < C1) and initial cell SOCs
(ξ2,0 < ξ3,0 < ξ1,0).
and the remaining dischargeable capacity of the BSM is given by
CpBSM,D = min
i
(ξiCi) (3.10)
where ξi is the SOC of Celli. Now, the SOC of the BSM is given by
ξpBSM =
CpBSM,D
CpBSM
=
mini(ξiCi)
mini(Ci)
=
mini(ξiCi)
Ck
(3.11)
Under the assumption of top balanced BSM and the same leakage current
for all cells, a cell with minimum total capacity will also have minimum
remaining capacity during the whole cycle of BSM. Thus, the eq. (3.10) is
simplified to
CpBSM,D = ξk
(
min
i
(Ci)
)
= ξkCk (3.12)
where ξk is the SOC of a Cellk with minimum total capacity. Now, eq. (3.11)
is simplified to
ξpBSM = ξk (3.13)
Thus, the total capacity and SOC of the passively balanced BSM is, respec-
tively, equal to the total capacity and SOC of a Cellk that has minimum
total capacity in the whole BSM. Because the passive balancer does not do
balancing all the time, cells will develop the SOC imbalance again during
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discharging of BSM, and when Cellk becomes empty the BSM will not dis-
charge further regardless of the charge left in other cells. Thus, the cells of
the passively balanced BSM also cycles at different DODs and are therefore
not fully utilized.
Case 3: BSM with Active Balancing
Now let us suppose that the BSM is perfectly balanced by a 100% efficient
active cell balancer as shown in Figure 3.2(b). The total capacity of an
actively balanced BSM is then equal to the mean of cell capacities and is
given by [53, 58, 59]
CaBSM =
1
n
n∑
i=1
Ci (3.14)
and the remaining dischargeable capacity of the BSM is given by
CaBSM,D =
1
n
n∑
i=1
(ξiCi) (3.15)
where ξi is the SOC of Celli. Now, the SOC of the BSM is given by
ξaBSM =
CaBSM,D
CaBSM
=
∑n
i=1(ξiCi)∑n
i=1Ci
(3.16)
For the case of ideal active cell balancer,
ξi(t) = ξj(t) = ξ¯(t), ∀t, ∀i, j ∈ {1, · · · , n}
so the remaining capacity of the BSM in eq. (3.15) is simplified to
CaBSM,D = ξ¯
(
1
n
n∑
i=1
(Ci)
)
(3.17)
and the SOC of BSM in eq. (3.16) is simplified to
ξaBSM = ξ¯ (3.18)
Thus, the total capacity of an ideal actively balanced BSM is equal to the
mean of all cell capacities and SOC of the BSM is equal to the SOC of
each cell in the BSM. Also note that the active balancer keeps all the cells
balanced all the time during charging and discharging which means cells be-
come full or empty simultaneously. Thus, the cells in actively balanced BSM
cycle at the same DOD and are utilized, in terms of the Ah-throughput,
according to their capacities. The active cell balancer achieves continuous
SOC balancing in such a way that a cell with lower capacity is utilized less
than a cell with higher capacity.
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Figure 3.2: BSM capacity under passive and active balancing.
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Summary
The unbalanced BSM is the worst case, because the total capacity of this
BSM is a function of initial cell SOCs which can vary a lot (if not monitored
and controlled) with battery ageing. Thus, it can greatly reduce the total
capacity of a BSM even when all the cells have equal and high capacities
individually. The capacity of a passively balanced BSM is entirely defined
by the weakest cell in the string. If all cells in the string have the same
capacities and leakage current then the total capacity of the passively bal-
anced BSM will not be reduced by their series connection, but some energy
will be wasted during balancing. On the other hand, the capacity of an
ideal actively balanced BSM is always given by the mean value of the cell
capacities. Therefore, the actively balanced BSM would have higher total
as well as remaining dischargeable capacity at any time compared with both
unbalanced and passively balanced BSM i.e.
CuBSM < C
p
BSM < C
a
BSM
Moreover, the cells in the unbalanced and passively balanced BSMs are
cycled at different DODs contrary to the cells of actively balanced BSM.
Thus, cells of unbalanced and passively balanced BSMs suffer from nonuni-
form ageing whereas cells in the actively balanced BSM age more uniformly.
Therefore, unbalanced and passively balanced BSMs may reach their end-
of-life sooner, whereas the actively balanced BSM is able to deliver relatively
higher Ah-throughput before its end-of-life.
Remark 3.1. The difference in cell leakage currents causes variation in cell
SOCs. Thus, a BSM with equal cell capacities and perfectly balanced SOCs
initially may become unbalanced with time even on the shelf. Therefore,
the difference in leakage current may also cause nonuniform ageing of the
BSM. When the assumption of uniform leakage current does not hold then
the relationships given by equations (3.2) and (3.10) in the last section will
not be applicable. The difference in leakage current affects the remaining
dischargeable capacity of the BSM. During cycling, a Celli with higher Ci,D
at some initial time may have lower Ci,D at some later time. Thus, the
relations given by equations (3.2) and (3.10) now must include the correction
factor for leakage current of each cell in order to correctly calculate the
remaining dischargeable capacity CBSM,D of the BSM.
3.3 Thermal Balancing
Thermal imbalance is another major problem in large BSMs which also
needs special attention. For a more detailed critical review of thermal issues
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in LIB packs in xEVs, the reader is referred to [3–5].
3.3.1 Causes of Thermal Imbalance
There are two main sources of thermal imbalance:
Variation in Cell Resistances
Fresh cells, even from the same batch, may differ in their ohmic resistance
due to manufacturing tolerances. When these cells are serially connected to
form a BSM, the difference may increase further with time due to nonuni-
form rate of resistance growth. The difference in ohmic resistance implies
difference in ohmic losses which leads to temperature differences among
cells.
Temperature Gradient in the Coolant
Consider a BSM consisting of n series connected cells. Now using the flow
network modeling of the coolant and the forward recursion of eq. (2.6), the
temperature Tfi of the coolant fluid node attached to any Celli in the BSM
is given by
Tfi = afi1 Ts1 + afi2 Ts2 + · · ·+ afii Tsi + bfi Tf0 (3.19)
where the coefficients are given by
afii =
(
1
αi
)
, bfi =
(∏i
k=1 βk∏i
k=1 αk
)
, ∀i ≥ 1 (3.20)
afij =
(∏i
k=(j+1) βk∏i
k=j αk
)
, ∀i > j, afij = 0, ∀i < j (3.21)
and the coefficients αi and βi are defined in Table 1 in Paper 1. Thus,
according to the above equation, the coolant in the BSM suffers from a
temperature gradient due to build up of additive heat from cells along the
coolant stream. It results in higher ambient temperature for downstream
cells (cells away from the coolant inlet). It has been reported in [6] that
the temperature gradient in xEV battery packs is not negligible. Thus, in
addition to SOC balancing, thermal balancing of xEV packs is necessary to
enhance their life-time.
Remark 3.2. In addition to cell-to-cell temperature variations, the negative
impact of temperature gradient within a single cell is also reported in [60]
and [6]. However, in our study we neglect the inhomogeneities within each
cell and only consider cell-to-cell variations.
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3.3.2 Potential Solutions
Thermal imbalance in large battery packs can potentially be mitigated using
following two approaches.
Reciprocating Coolant Flow
Unidirectional coolant flow (UF) is commonly used in battery packs. How-
ever, this cooling scheme cannot compensate thermal imbalance due to tem-
perature gradient in the coolant as shown in equation (3.19). Reciprocating
coolant flow scheme has been suggested in [3] to solve this issue. In this
scheme, the coolant flows back and forth in the battery pack at a fixed
reciprocating time period. This period can be tuned to improve the bal-
ancing performance to some extent. However, RF cannot solve imbalance
arising from variation in cell resistance or variation in its other parameters
like thermal resistance. The performance of RF under parameter variations
has been investigated in detail in Paper 1.
Load Balancing
Thermal balancing can also be achieved by load balancing/scheduling of
each cell in the string. In this method, each cell in the string is used ac-
cording to its thermal condition. Thus, this policy has a full potential to
compensate thermal imbalance due to both coolant temperature gradient
and parametric variations. However, this method requires a special hard-
ware which should enable to bypass the load current around each cell. This
thesis focuses on this method to achieve thermal balancing.
3.4 Goals of Thermal and SOC Balancing
In any large BSM, the temperature and SOC deviations among cells must
simultaneously stay within certain limits in order to meet the following two
major goals:
• Capacity Maximization of BSM : The SOC imbalance causes reduction
in the total capacity of BSM and the thermal imbalance deteriorates
it further. Thus, in order to maximize the total capacity of the BSM,
the ideal cell balancer should actively and simultaneously equalize both
temperature and SOC of all cells in the BSM.
• Ageing Deceleration of BSM : The second goal of thermal and SOC
balancing is to achieve more uniform ageing of cells in the BSM and
thus decelerate its overall ageing rate.
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3.5 Simultaneous Thermal and SoC Balancing
The last section highlighted the importance of thermal and SOC balancing
for enhancing the lifetime and usable capacity of a BSM. The SOC bal-
ancing can be achieved using dedicated SOC balancers whereas the thermal
balancing under parameter variations can potentially be achieved using load
scheduling of each cell. In our study, instead of using separate SOC and
thermal balancers, we focus on achieving simultaneous thermal and SOC
balancing using a single active balancer. Since SOC and thermal balancing
are two tightly coupled and somewhat conflicting objectives, the question
arises whether it is feasible at all to achieve both of these objectives si-
multaneously. Although, a theoretical feasibility analysis is still pending,
however, we have shown, through case studies, in our Paper 1 that by opti-
mally exploiting the brake regeneration phases in the drive cycle, both SOC
and thermal balancing can be achieved. However, to achieve this we need
an active balancing device with a very special underlying modular structure
that gives us sufficient DOF to independently control each cell in a BSM.
In next chapter we will present the MLC which has full potential to serve
this purpose.
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Cascaded Multilevel Converters
The previous chapter highlighted the importance of thermal and SOC bal-
ancing for enhancing the lifetime and total capacity of a battery pack. How-
ever, a special hardware technology with modular architecture is needed to
achieve these tightly coupled objectives. In this chapter, we will briefly
introduce one such technology– the cascaded H-bridge (CHB) multilevel
converter (MLC) which provides us enough degree-of-freedom to control
the BSM at cell level to achieve our set goals. The MLC synthesizes the
output voltage waveform from several dc voltage levels. We get smoother
output waveform with higher number of levels. There are various other
types of MLCs like neutral-point clamped (NPC) MLC, flying capacitor
(FC) MLC etc. However, these MLCs use one single battery pack and are
thus not suitable for battery control on a cell level. Thus, in this chapter we
will only briefly review the basic architecture, functionality, merits, demer-
its, and a common modulation strategy of CHB MLC. For a more detailed
treatment of this converter, the reader is referred to [22, 23, 61].
4.1 Two-level Converters
The two-level converter (TLC) is operated using two-level modulation (i.e.
a PWM signal switches between two voltage levels). The conventional
single-phase (1-φ) TLC consists of a single large BSM connected with a
single H-bridge (HB) as shown in fig. 4.1(b). The HB, consisting of two
half-bridges, can produce a four-quadrant controllable dc output using four
switches S1 , S2 , S¯1, S¯2. For high-voltage applications, the insulated-gate
bipolar transistors (IGBTs) are used for these switches inside TLC. Al-
though, the TLC can only switch the output voltage between positive and
negative poles, sinusoidal current and voltage waveforms in the output can
be achieved using sine-PWM (SPWM) and low pass filtering by the load.
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Figure 4.1: Block diagrams of 1-φ CHB MLC and TLC.
4.2 Basic Working Principle of MLC
The 1-φ CHB MLC, contrary to TLC, consists of n series-connected power
cells (PCs) where each PC contains an HB and the isolated cell as shown
in Figure 4.1(a). Each PCi can be independently controlled using three-
level modulation to produce three different output voltage-levels using four
switches Si1 , Si2 , S¯i1, S¯i2 as shown in Figure 4.1(a). The MLC enables to
split a single large high-voltage BSM (BP) into n smaller low-voltage cells
(BSMs) and distribute them into PCs. Thus, low-voltage MoSFETs can be
used for switches inside each PC of MLC. There are three different modes
(switching states) of operation of each PCi, depending on which switch pair
is turned-on. InMode–1 vLi > 0, inMode–2 vLi < 0 and inMode–3 vLi = 0.
The switching function si(t) for PCi (or alternatively for Celli) is defined
by
si(t) = si1(t)− si2(t) =


1, Mode–1
−1, Mode–2
0, Mode–3
(4.1)
where sij(t) = 1 for ON-State and sij(t) = 0 for OFF-State of switch Sij
where ‘i’ corresponds to PCi and j ∈ {1, 2} is used to denote one of the
two half-bridges in HB. Thus, all three modes of PCi can be defined in
terms of si(t). This allows us to independently control each PCi using si(t).
The input and output of ideal HBi inside each PCi are related through the
switching function si(t). Thus, the current through Celli, the voltage output
from each PCi, and the total voltage output from the MLC are given by
iBi(t) = iL(t)si(t), vLi(t) = VBi(t)si(t), vL =
n∑
i=1
vLi (4.2)
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If terminal voltages of all cells are equal then the MLC can generate L =
2n+ 1 different voltage levels (vL).
4.3 Features and Applications
The CHB-MLC has vast applications, for example in transportation, active
rectifiers, interface of several renewable energy sources to the utility grid
etc. The MLC has a modular structure and gives extra degree-of-freedom to
achieve tighter control of the battery pack at cell or BSM level. Other major
advantages are: it enables the replacement of IGBTs with low-voltage MoS-
FET in high-voltage applications and thus reduces the switching losses and
increases efficiency, reduces harmonic distortion in the output, may enable
to use the same cooling system for the battery pack and the inverter, and
reduces the electromagnetic interference due to low-level voltage switching
in each PCi. The main disadvantages compared to TLI are: the higher com-
ponent count and large dc-link ripple at second-order baseband harmonic
which cause extra losses in the battery (see Paper 2).
4.4 Switching and Averaged Models
The CHB MLC in our study has no dynamic state other than those of a
battery. In this section we will present the switching and average models
of each PCi. These models describe the switched and averaged behavior of
each Celli respectively.
Switching Model of PCi
Now using equations (4.2) in equations (2.1)–(2.5), we get the following
model of the switched battery behavior under the switching action of PCi
and alternatively call it a switched model of PCi.
T˙si = −asiTsi + bsii2Ls2i + asiTfi−1, (4.3)
V˙i1 = −aei1Vi1 + bei1iLsi, (4.4)
V˙i2 = −aei2Vi2 + bei2iLsi, (4.5)
ξ˙i = −bei3iLsi, (4.6)
VBi = f(ξi)− Vi1 − Vi2 − briiLsi (4.7)
The input-output relation for each PCi of MLC is now given by
vLi = VBisi = (f(ξi)− Vi1 − Vi2) si − briiLs2i . (4.8)
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and the instantaneous power delivered by each PCi (or Celli) is given by
Pi = vLiiL = (f(ξi)− Vi1 − Vi2) iLsi − brii2Ls2i . (4.9)
Averaged State-Space Model of PCi
The CHB MLC is a variable structure dynamical system. Each PCi has
three different possible circuit configurations depending on the value of si(t).
Thus the MLC circuit is a piece-wise linear dynamical system whereas for a
given discrete value of si(t) the system is linear time-invariant. In this study
the aim is to derive the optimal control policy using convex optimization
approach which need a model with real-valued control signal because such
models are far easier to handle in the optimization. In order to derive
the averaged-model from the switching model (4.3)–(4.9), it is required to
transform si(t) and its all dependent signals to real-valued, averaged signals.
The concept of averaging can be employed by assuming Fs ≫ fL, where Fs
is switching frequency and fL is bandwidth of the load, and then by using
the two-time scale separation principle, see [62–64]. In simple words, it
is assumed that the system response is determined predominantly by the
average of si(t). Before we derive averaged signals, we need three more
assumptions (cf. Assumptions 1 to 3 in Section III.B in Paper 1): si(t)
either belongs to {0, 1} or to {0, −1} during any switching period ∆t ∈
{t − Ts, t} (Assumption-1), the load current iL(t) and the battery internal
states remain fairly constant during any switching period ∆t (Assumption-2
and -3). Now, using Assumption-1, the duty-cycle of PCi defined by the
average of the switching function si(t) is given by
ui(t) = s¯i(t) =
1
Ts
∫ t
t−Ts
si(t)dt = ±Ton
Ts
(4.10)
where Ton ∈ [0, Ts] is the time duration for which si(t) is non-zero (i.e. ±1)
during any switching period. Now it can be clearly seen from (4.10) that
depending on the value of Ton, ui(t) can attain any continuous real value
in the interval [−1, 1]. Also note that ui ∈ (0 , 1] means switching between
Mode–1 and Mode–3 and ui ∈ [−1 , 0) means switching between Mode–2
and Mode–3 and ui = 0 corresponds to Mode–3. An example of averaging of
a switching function is shown in Figure 4.2. Now all other averaged signals
can be defined in terms of ui(t) and iL(t). The average current i¯Bi flowing
through Celli during interval Ts is given by
i¯Bi(t) =
1
Ts
∫ t
t−Ts
iBi(t)dt = ui iL (4.11)
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Figure 4.2: Averaging of switching function si(t).
Similarly using assumption-3 and equation (4.7), the average terminal volt-
age of Celli is given by
V¯Bi =
1
Ts
∫ Ts
0
VBidt = f(ξ¯i)− V¯i1 − V¯i2 − briiLui (4.12)
which is now interpreted as the average voltage output of Celli under the
flow of average cell current i¯Bi. The average output voltage from PCi during
period Ts of any switching cycle is now given by
v¯Li =
1
Ts
∫ Ts
0
VBisidt =
(
f(ξ¯i)− V¯i1 − V¯i2
)
ui − briiL|ui| (4.13)
and therefore the total output voltage from multi-level converter is given by
v¯L =
n∑
i=1
[(
f(ξ¯i)− V¯i1 − V¯i2
)
ui − briiL|ui|
]
(4.14)
In the switching thermal model (4.3), the quadratic quantity i2Bi(t) = i
2
Ls
2
i
is responsible for instantaneous heat generation inside the cell. For the
averaged-model, we need to compute the corresponding average quantity
which incurs the equivalent ohmic losses over one switching cycle. The
root-mean-square (rms) current iBri is that effective dc current given by
i2Bri =
1
Ts
∫ Ts
0
i2Bidt =
1
Ts
(∫ |ui|Ts
0
s2i i
2
Ldt+
∫ Ts
|ui|Ts
0 dt
)
and using the assumptions, the above expression simplifies to
i2Bri = |ui|i2L =
(
Ton
Ts
)
i2L (4.15)
Similarly, the average power being delivered by the PCi (or Celli) during
the switching period Ts is now given by
P¯i = v¯LiiL =
(
f(ξ¯i)− V¯i1 − V¯i2
)
iLui − brii2L|ui| (4.16)
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Now using the averaged quantities (4.11) and (4.15), we get the following
model of the averaged battery behavior in any PCi and alternatively call it
an averaged model of PCi.
˙¯Tsi = −asiT¯si + bsii2L|ui|+ asiTfi−1 (4.17)
˙¯Vi1 = −aei1V¯i1 + bei1iLui (4.18)
˙¯Vi2 = −aei2V¯i2 + bei2iLui (4.19)
˙¯ξi = −bei3iLui (4.20)
V¯Bi = f(ξ¯i)− V¯i1 − V¯i2 − briiLui (4.21)
The average input-output relation for each PCi of MLC is now given by
v¯Li =
(
f(ξ¯i)− V¯i1 − V¯i2
)
ui − briiL|ui| (4.22)
and the average power being delivered by each PCi (or Celli) is given by
P¯i =
(
f(ξ¯i)− V¯i1 − V¯i2
)
iLui − brii2L|ui|. (4.23)
4.5 Modulation Algorithms
The most common modulation strategies used for CHB MLC are multi-
level carrier phase-shifted sine pulse-width modulation (PS-SPWM), SHE-
PWM [23,65–67] and SV-PWM [22,23,25,68]. The modulation algorithms
generate the switching function sij(t) which gives the turn on/off timing
instants to control the behavior of two switches of each half-bridge ‘j’ in-
side PCi. The modulation algorithms use a reference signal (closed-loop
or open-loop) to generate these switching functions. The inverter switching
loss comparative analysis of these three modulation strategies for CHB MLC
is given in [69]. In this section, only the multilevel PS-SPWM (PS-PWM),
which is the most commonly used modulation algorithm for CHB-MLC in
AC (DC) applications, will be discussed.
4.5.1 Phase-shifted SPWM Algorithm
The PS-SPWM, as shown in fig. 4.3(a) for 1-φ CHB MLC, is a natu-
ral extension of classical SPWM method which is widely used to operate
TLCs. However, in contrast to TLCs (in which two-level modulation is
used), three-level modulation is used instead for each PCi of CHB MLC.
In the constant frequency three-level SPWM method, the SPWM signal is
generated for each half-bridge ‘j’ in each HBi by comparing an adjustable
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reference (modulating) sinusoidal signal vrj(t) with a constant frequency
triangular carrier signal vci(t) as follows
sij(t) = a+ b sgn(vrj(t)− vci(t)), ∀i ∈ {1, · · · , n}, ∀j ∈ {1, 2} (4.24)
where sgn is a signum function, a is a PWM dc-offset, b is a PWM scaling
factor, vrj(t) = Vr sin(ωrt + θrj) is a sinusoid with adjustable amplitude
Vr and frequency ωr, and vci(t) = Vcft(wct + θci) where ft is a triangular
function. In PS-SPWM scheme, the same set of vrj(t) are used for each PCi
with θrj given by
1
θrj =
{
0, for j = 1
−π, for j = 2 (4.25)
The carrier signals vci(t) for each PCi differ only in their phase shifts θci.
The θci for each PCi that gives the lowest distortion in the output stepped-
waveform is given by the following relation2 [23, 70, 71]
θci =
π(i− 1)
n
, ∀i ∈ {1, · · · , n} (4.26)
Thus, the complete switching function si(t) is simply calculated using equa-
tions (4.1), (4.24) and (4.26). The PS-SPWM based s1(t) for PC1 is shown
in fig. 4.3(b). Note that the frequency ωo of the output ac waveform will
be equal to frequency ωr of the reference waveform whereas the amplitude
Vo of the output will be proportional to the amplitude Vr of the reference
waveform. Thus, the reference waveform vrj(t) can be considered as an in-
termediate command or control signal. It is usually given by a high-level
control block that adjusts its amplitude and frequency using some feedback
information from the load. Note that in the case of dc applications, a dc-
voltage control signal is used as a reference instead of sinusoidal waveform
and the algorithm is called PS-PWM. Figure 4.4 shows the total output
voltage waveform synthesized by CHB MLC using PS-SPWM scheme.
Remark 4.1. Note that the PS-SPWM scheme uses a reference signal with
the same frequency and amplitude and a carrier signal with the same fre-
quency and amplitude for all PCs in each phase. In 3-φ applications ev-
erything else remains the same for all phases except the phase difference
of 2pi
3
between reference waveforms of three phases. Thus the total average
output power from CHB-MLC is evenly distributed among all PCs. In other
words, each PCi delivers/absorbs the same amount of average power during
each switching cycle. Thus all switches and cells/BSMs are uniformly
used. In this thesis, we alternatively denote PS-SPWM scheme as UDCO
(uniform duty cycle operation) policy.
1Note that θrj is denoted as θoj in Paper 2.
2Note that θci given by (6) in Paper 2 is incorrect, but it does not affect our results.
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Remark 4.2. In this study, the analysis is done based on the assumption
of natural sampling of the reference signal. The natural sampling assumes
the ideal analog implementation of mathematical signum function i.e. sij(t)
switches its sign instantaneously at the intersection of vrj(t) and vci(t). This
type of PWM is called the naturally-sampled SPWM.
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Figure 4.3: PS-SPWM Generation for 1-φ MLC.
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Figure 4.4: Output voltage synthesis in 5-level 1-φ MLC. Note that vL(t)
is the PS-SPWM modulated actual output waveform whereas v(1)L (t) is its
fundamental sinusoidal component seen by a load acting as a low-pass filter.
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Chapter 5
MLC as Integrated Cell Balancer
and Motor Driver
Thermal, SOC and DOD imbalances, as discussed in Chapters 2 and 3,
are inevitable in long strings of series-connected cells. Thus, thermal and
SOC balancer is very important for large battery packs of xEVs as they are
constructed from many such long strings of cells. In this thesis, we have
evaluated the MLC as an integrated cell balancer and motor driver. The
purpose is to drive the EM and to achieve simultaneous thermal and SOC
balancing of the BSM using single hardware. The potential benefits of MLC,
as an integrated cell balancer and driver, have been evaluated in particular
for an application involving dc machine as a load. This study shows a great
balancing potential of MLC. However, in applications involving three-phase
ac machine, the MLC, in addition to its great balancing potential, also poses
serious issues of extra battery heating and of extra capacity fading due to
dc-link ripple current. In the following, we will give a brief snapshot of these
two aspects.
5.1 DC Applications: Simultaneous Thermal
and SOC Balancing Potential
The CHB-MLC provides a large redundancy in synthesizing the output
voltage, which gives extra degree-of-freedom in control. The UDCO control
policy, discussed in the previous Chapter, uses all cells of a BSM uniformly.
However, this policy does not make the best use of extra degree-of-freedom
of MLC and is thus not optimal for achieving the objectives of thermal and
SOC balancing in a BSM with parametric variations. The optimal strategy
is to use each cell of the BSM according to its internal state (SOC, SOH, and
temperature etc.) by making the best use of the extra degree-of-freedom
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to achieve the objectives of balancing as well as the satisfaction of driving
constraints. This may result in a nonuniform use of cells depending on the
degree of nonuniformity among them. The first research task in this thesis
is to devise such an optimal feedback control policy (OP ). In Paper 1, we
have formulated an MLC-based OPwhich uses each cell in a BSM according
to its SOC level and temperature to keep SOC and temperature deviations
among cells within certain limits. The OP is computed by solving a con-
vex optimization problem based on the assumption of perfect information
of the SOC and temperature of each cell, as well as of the future driving.
The research task is to investigate if OPgives a significant benefit com-
pared to UDCO under both unidirectional and reciprocating coolant flow
(UFand RF ). For simplicity, in this first study the EM is assumed to be
a dc machine and the cells are modeled using equivalent circuit approach.
The mathematical tool of convex optimization is reviewed in Chapter 6.
5.1.1 Optimization Problem
The simultaneous thermal and SOC balancing problem has been formulated
as the following optimization problem.
minimize
∫ tf
0
n∑
i=1
n∑
j=1
αij
(
T¯si(t)− T¯sj(t)
)2
dt, ∀t ∈ [0, tf ], ∀ i, j ∈ {1, · · · , n}
subject to

˙¯Tsi(t) = −asiT¯si(t) + bsii2L(t)|ui(t)|+ asiTfi−1,
˙¯Vi1(t) = −aei1V¯i1(t) + bei1iL(t)ui(t),
˙¯Vi2(t) = −aei2V¯i2(t) + bei2iL(t)ui(t),
˙¯ξi(t) = −bei3iL(t)ui(t),
v¯L(t) =
n∑
i=1
[(
f(ξ¯i(t))− V¯i1(t)− V¯i2(t)
)
ui(t)− bri|ui(t)|iL(t)
]
= vLd(t),
−∆SOC ≤ (ξ¯i(t)− ξ¯j(t)) ≤ ∆SOC, ξ¯i(tf) = ξ¯j(tf), 0 ≤ ξ¯i(t) ≤ 1,
−∆Ts ≤
(
T¯si(t)− T¯sj(t)
) ≤ ∆Ts, T¯si(t) ≤ Tsmax,
ui(t) ∈ [−1, 1], i¯Bi(t) = iL(t)ui(t) ∈ [¯iBimin, i¯Bimax],
where iL(t), vLd(t) and Tfi−1 are known at each time instant.
(P-I)
with optimization variables T¯si(t), V¯i1(t), V¯i2(t), ξ¯i(t), and ui(t). Note that
αij is a penalty weight on each temperature deviation ∆T¯sij = T¯si− T¯sj and
v¯L(t) = vLd(t) defines an output voltage tracking constraint where vLd(t) is
the known demanded load voltage. The optimization problem (P-I) is orig-
inally non-convex. The non-convexity arises due to |ui(t)| term in the first
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and fifth equality constraints. The multiplication of optimization variables
in the fifth equality constraint is another reason for the non-convexity. The
problem has been convexified by pre-deciding the sign of ui(t) at each time
instant based on the sign of known vLd(t), by neglecting the activation and
concentration polarization losses (V¯i1(t) and V¯i2(t)) in the battery, and by
assuming the open-circuit voltage Voci = f(ξ¯i(t)) as constant.
Snapshot of Some Simulation Results
Some of the simulation results are shown in Figure 5.1. Note that the
internal resistance Rs5 of Cell5 is assumed in this simulation study to be
almost 50% higher than other cells due to some nonuniform ageing effects
in the BSM. Figure 5.1(a) shows the tracking response of average output
voltage v¯L(t), synthesized by the MLC, to changes of the demanded input
voltage vLd(t) of a dc machine. The Figure shows good tracking perfor-
mance with very small error. Figure 5.1(b) and 5.1(c) show temperatures
and SOC of all cells for OPunder unidirectional coolant flow (UF ). The av-
erage temperature T˘si =
1
N
∑N
k=0 T¯si(k) of each Celli over entire drive cycle
of length N as a function of increase in Rs5 is also shown in Figure 5.1(d).
From all these figures, it is clear that OPhas achieved good thermal bal-
ancing while keeping temperatures of all cells within ±2◦C zone and SOC
within ±10% from each other. Figure 5.1(e) shows the average duty cycle
u¯i =
1
N
∑N
k=0 ui(k) of each Celli over entire driving horizon. The horizontal
dashed black line shows the average duty u¯ui for UDCO policy and colored
vertical bars shows the optimal average duty cycle u¯oi for OP scheme. This
figure suggests that thermal and SOC balancing has been achieved by us-
ing just slight nonuniformity in the time-usage of cells. However, we can
get more accurate picture by looking at the normalized average power loss
per unit ohm (denoted by I¯i and defined by equation (45) in Paper 1) of
any Celli over the whole driving horizon as shown in figure 5.1(f). The
horizontal dashed black line shows the average unit power loss I¯uri across
Celli for UDCO policy and colored vertical bars show the optimal average
unit power loss I¯ori across Celli for OP scheme. This figure shows relatively
significant nonuniformity in the power loss distribution among cells. This
suggests that the OP in fact achieves thermal balancing by avoiding the use
of higher resistance Cell5 during peak power intervals and using the cell
more frequently during low power intervals. This policy is naturally opti-
mal as losses are quadratic in current. Thus, we can conclude that for ideal
cell balancing, the load scheduling of cells as per their states and operating
conditions is more important than just their nonuniform time-usage.
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Figure 5.1: Simulation results and comparison between OPand UDCO .
The plots show that despite the resistance (Rs5) of the most down stream
Cell5 being 50% higher compared to other cells, OPhas still successfully
achieved simultaneous thermal and SOC balancing among all cells whereas
uniform use of cells is naturally not optimal in this situation.
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5.2 Three-phase AC Applications: Issues of
DC-link Ripple
In xEVs, 3-φ permanent magnet synchronous machines (PMSM) are gener-
ally used, requiring 3-φ voltage inverter. An ideal 3-φ inverter, for a given
load power, should only draw a constant dc current from the battery pack
as the ripple superimposed on the dc-level always increases losses in the
cells. For example, an ideal 3-φ TLC draws almost constant power from a
battery pack, see [25], [26]. Reactive power also flows in 3-φ TLC, however,
the batteries do not see this reactive power by the virtue of topology and
the symmetrical fast switching in three phase-legs. Under ideal conditions
almost all the reactive power instantaneously shuﬄes between three phases
and hence the bidirectional fluctuating power never flows back and forth
between the battery pack and the load.
The 3-φ MLC has been proposed, as an alternative to 3-φ TLC, by [24]
to directly drive 3-φ PMSM. The authors motivated for 3-φ MLC based
on its benefits of relatively low harmonics for EM as well as its advantages
for battery control due to the modularity offered by the MLC. This mod-
ularity and extra DOF, similar to DC and 1-φ applications, can indeed be
exploited to achieve cell level control and optimization of battery packs in
3-φ applications.
However, in this thesis (see Paper 2 and Appendix A), we show analyt-
ically that the modularity in 3-φ MLC brings with it a big disadvantage of
fluctuating power flow from each cell. This has some serious repercussions
compared to the case of 3-φ TLC. The reason for this fluctuating power is
that each HBi inside PCi consists of only two phase-legs which are switched
180◦ apart electrically and thus the current drawn from the cell cannot be
constant. The fluctuating power from each Celli originates from dc-link
switching current ripple harmonics whose one major component lies at 2nd
baseband harmonic frequency. The 2nd baseband ripple frequency is a func-
tion of machine speed and it is superimposed on the constant dc current
level whose value is a function of power factor angle θ (see equation (5.5)
on page 45). The dc-link ripple, regardless of θ value, would always incur
additional losses in each Celli of the BSM and increase its temperature.
In addition to additional battery heating, ripple current also causes each
Celli to process extra Ah-throughput as soon as the fluctuating power out-
put from Celli becomes bidirectional for θ > 0. The magnitude of this extra
Ah-throughput is a function of θ and thus it becomes quite significant when
the EM has to operate at low power factor especially in the field weakening
region.
The battery operation at elevated temperature has detrimental impact
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on its life-time, see Chapter 2. Similarly, the extra Ah-throughput acceler-
ates the capacity fading as predicted by the cycle-life model (2.8). Therefore,
there is a big drawback of 3-φ MLC circuit topology for battery life. The
second research task in this thesis is to investigate how detrimental is this
ripple for battery in 3-φ MLC, see Paper 2 and Appendix A respectively
for detailed discussion on the impact of the ripple on battery heating and
capacity fading.
In order to investigate and exactly characterize the side effect of ripple in
the battery of 3-φMLC, the spectrum of the ripple has been calculated first
and then compensated using a dc-link capacitor. The machinery of double
Fourier series has been used to analytically calculate the dc-link harmonic
content. The method of double Fourier series is reviewed in Chapter 6.
DC-link Current Harmonic Analysis
In this subsection, we will give a short preview of some results of our in-
vestigation of issues related to dc-link ripple current. Let us consider a
three-phase permanent magnet synchronous machine being driven by a 3-φ
MLC. Assume the output load current in all phases is perfectly sinusoidal
with frequency ωo and the phase angle (also called power factor angle) θ
with respect to the phase-voltage. Thus, the current in phase-a is given by
(current in other two phases are phase-shifted by 2pi/3 and − 2pi/3)
ia(t) =
√
2Ia cos(xa(t)) (5.1)
where xa(t) = ωot + θ. Now using the double Fourier series representation
of a switching function si (obtained by applying eq. (6.4) in Chapter 6 for
each phase-leg 1 and 2 inside each PCi), the dc-link current in each PCi is
given by (see Paper 2 and Appendix A for detailed derivation.)
idci(t) = si(t)ia(t) =
MoIa√
2
cos(θ) +
MoIa√
2
cos(2ωot + θ)
+
2
√
2Ia
π
[ ∞∑
k=1
1
k
{
J1 (ak) sin (bk,1)
[
cos(kωct− θ) + cos
(
(kωc + 2ω0)t− θ
)]
+ J−1 (ak) sin (bk,−1)
[
cos(kωct+ θ) + cos
(
(kωc − 2ω0)t− θ
)]}
+
∞∑
k=1
∞∑
l=−∞
l 6=0
l 6=±1
l=odd
{
1
k
Jl (ak) sin (bk,l)
[
cos
(
(kωc + (l − 1)ω0)t− θ
)
+ cos
(
(kωc + (l + 1)ω0)t+ θ
)]}]
(5.2)
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where ak = (k
pi
2
Mo), and bk,l = (k + l)
pi
2
. Since ‘l’ is odd thus both ‘l − 1’
and ‘l+ 1’ are even integers. It means the total carrier side-band harmonic
energy is contained only by even carrier side-bands. In order to characterize
the carrier harmonics we note that the coefficient
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
= 0, ∀ (k + l) ∈ 2Z (5.3)
where Z is the set of all integers. Since ‘l’ is odd thus ‘k + l’ is even for all
odd k:s, thus
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
= 0, ∀k ∈ 2Z+ 1 (5.4)
Therefore, all odd carrier harmonics and their sidebands are zero. Now, it is
obvious from equations (5.2) and (5.4) that the dc-link current in any PCi
of 3-φ MLC consists of a dc component, large 2nd baseband harmonic, and
all even carrier harmonics along with their even sidebands1. Now, assuming
a very high switching frequency, all the carrier and sideband harmonics can
be easily filtered, using a very small capacitor, and can thus be neglected
in the analysis. Therefore, the equation (5.2) can be further simplified to
idci(t) ≈ I¯dci(θ) + i˜dci(t) = MoIa√
2
cos(θ) +
MoIa√
2
cos(2ωot + θ) (5.5)
where wo = 2ωm is the electrical angular frequency being fed to a two-pole
permanent magnet synchronous machine operating at the angular speed
ωm. Equation (5.5) shows that the dc-link current at the PCi input con-
sists of two components: the pure dc-component I¯dci and the pure ac-
component i˜dci(t), at second baseband harmonic frequency, with root-mean-
square (rms) value I˜dcir. Note that the amplitude of this ac-component is
equal to that of dc-component at θ = 0. The total dc-link current idci(t, θ) =
I¯dci(θ)+ i˜dci(t) is plotted in Figure 5.2 along with its dc-component (average
value) I¯dci(θ), and its rms value Idcir(θ) =
√
I¯2dci + I˜
2
dcir for various values of
power factor angle θ. The average and rms values of idci(t, θ) vary at dif-
ferent rates as a function of θ, as shown in the figure, resulting in increase
in their difference as θ increases. This also causes the flow of bidirectional
current in the battery (note micro-charging/discharging cycles in the fig-
ure) whose magnitude increases with increase of θ. The average value of
current does the actual work (or transfer the useful unidirectional power)
whereas the rms value incurs the ohmic losses. Thus, the dc-link ripple
current causes the MLC battery to generate extra heat and to process extra
1Note that the statement regarding carrier harmonics and sidebands was wrong in
Paper 2, but it does not affect results.
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Figure 5.2: Battery ripple without compensator. The total dc-link current
idci(t, θ) = I¯dci(θ) + i˜dci(t), its dc component (average value) I¯dci(θ), and its
rms value Idcir(θ) are shown as a function of power factor angle θ. Note the
micro-cycles and the difference in dc and rms values of current.
Ah-throughput (due to bidirectional current flow) relative to the amount of
useful work. One of these conclusions, i.e., the one regarding extra bat-
tery heating inside MLC, has also been validated experimentally in [72].
Therefore, this ripple must be compensated otherwise it would accelerate
the battery ageing as predicted by the cycle-life model (2.8)2. In Paper 2
and Appendix A, the effectiveness of a passive compensation based on a dc-
link shunt capacitor has been thoroughly investigated. The battery ripple
as a function of passive compensation network parameters and power factor
angle θ has been thoroughly analyzed. In particular, the impact of ripple
on the ageing of MLC battery due to its extra ampere-hour throughput is
discussed in Appendix A, which is an extension of results from Paper 2.
Remark 5.1. Note that the passive compensation based on dc-link capac-
itor, as shown in Paper 2, may not be feasible in vehicles due to the need
of unreasonably big dc-link capacitor. Thus, the dc-link ripple must be com-
pensated using some other methods before promoting it as an integrated cell
balancer and driver. We can use extra cooling power to compensate the ex-
tra heating generated inside battery due to the ripple. However, firstly this
approach may cost extra fuel and secondly it can not compensate the extra
capacity fading arising from extra Ah-throughput of the MLC battery.
2Note that this theoretical assessment requires a careful experimental validation to
ascertain the exact impact of this variable frequency ripple on battery ageing.
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Mathematical Tools
In this chapter, we will give a brief review of convex optimization and double
Fourier series methods, which are the two main mathematical tools used for
analyses in Paper 1 and 2, respectively.
6.1 Evaluation of Cell Balancing using MLC
The CHB-MLC can generate the demanded output voltage for EM at each
time instant using various combinations of modes of PCs. This extra DOF
may be exploited to simultaneously achieve the objective of thermal and
SOC balancing. However, the natural question that arises is how to make
the best use of this extra DOF. In the following we briefly review a mathe-
matical tool of convex optimization which answers this question. We have
employed this tool in Paper 1 to choose the best MLC circuit configuration
at each sampling instant, using full future driving information, to evaluate
the maximum cell balancing potential that MLC can offer while simultane-
ously satisfying the motor driving constraints.
6.1.1 Convex Optimization
Convex optimization is a mathematical tool that helps in making globally
optimal decisions. Before stating the standard form of the convex problem,
some related terms are defined as given below.
Convex Sets and Convex Functions
Definition 1. The set C ⊆ Rn is convex if for any x, y ∈ C and any θ ∈ [0, 1]
it holds that θx+ (1− θ)y ∈ C.
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Figure 6.1: Example of convex objective function and convex sets. Note
that each contour (or level curve) of f0(x) defines the boundary of a level
set. The level sets of convex functions are convex.
Definition 2. A function f : Rn → R is convex if dom f is a convex set
and if for all x, y ∈ dom f and θ ∈ [0, 1] the following inequality holds
f(θx+ (1− θ)y) ≤ θf(x) + (1− θ)f(y)
In simple terms, the convex set is a set of points such that if we connect
any two points in the set using line segment then each point on that line
segment should also be inside the set. The definition 2, in simple terms,
says that if we connect any two points x and y on a function curve using a
straight line then the chord defined by this line must be above or equal to
the function curve for each point on the chord. A strictly convex function
always has a global minimum and a positive curvature. An example of a
convex function f0(x) in 3D is shown in fig. 6.1. Each level set, Cα = {x ∈
C|f0(x) ≤ α}, of f0(x) is a convex set and is also shown in fig. 6.1 where
each contour (or level curve) of f0(x) defines a boundary of Cα.
Standard Form of a Convex Problem
A standard convex optimization problem is formulated on the following form
minimize f0(x)
subject to fi(x) ≤ 0, ∀i ∈ {1, · · · , m}
hj(x) = 0, ∀j ∈ {1, · · · , p}
x ∈ X
(P-I)
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where f0(x) is an objective function, fi(x) and hj(x) define inequality and
equality constraints respectively, x ∈ Rn is a vector of decision variables and
X ⊆ Rn is a domain of the problem i.e. the set of all decision vectors where
functions fi(x) and hj(x) are defined. The problem (P-I) is convex if X is
convex, fi(x), ∀i ∈ {0, · · · , m} are convex and hj(x), ∀j ∈ {1, · · · , p} are
affine in x. For example, in the MLC-based optimal cell balancing problem,
the decision vector consists of 3nN variables (2 states and 1 control for each
of n cells at each time instant) over the whole time horizon N , whereas the
constraints and objective function come from cell balancing and driving
requirements and the battery system dynamics.
Merits and Demerits of Convex Optimization
• Formulating and solving a convex optimization problem guarantees
global optimality.
• Convex optimization ensures very short computation time, which is
typically polynomial in the number of optimization variables.
• Convex optimization problem can be parameterized by component
design parameters like size of machine, battery etc.
• It is not always possible to transform all optimization problems to the
standard convex optimization form. In certain cases, some approx-
imations are done to convexify the original problem. For example,
we may have to simplify the model of a system or relax some hard
equality constraints.
• Since the set of integers is not convex, integer decision variables are
not allowed inside convex optimization problems. In some cases, these
variables can be pre-decided by heuristic methods and then the re-
maining problem is solved as a convex sub-problem [73]. In case of
binary variables, we can also employ the concept of boolean relaxation
in which instead of using the discrete set {0, 1}, we do relaxation and
use the real set [0, 1]. In MLC-based cell balancing problem, we use
the averaged state-space model in order to avoid the difficulty of han-
dling discrete switching function si(t) in convex optimization.
6.2 DC-link Ripple Analysis
In this section, the method of double Fourier series is reviewed. The method
has been used in Paper 2 to analytically characterize the nature of dc-link
harmonic content.
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6.2.1 Double Fourier Series Method
The double Fourier series method is a generalization of the conventional
Fourier series analysis (for single-variable functions) to two-dimensional
functions. The double Fourier series method was originally developed by
H.S. Black [74] for the analysis of modulation processes in communication
systems. This method was later adopted by S.R. Bowes et. al. [75] for the
analysis of harmonic spectrum of PWM signals and that of output voltages
in power converters. The double Fourier series analysis assumes a signal
waveform f(t) = f(x(t), y(t)) which is a function of two other independently
periodic signals x(t) and y(t). The signals x(t) and y(t) can be considered
as either being themselves periodic or the independent variables of other
periodic signals fc(x(t)) and fr(y(t)) respectively. The harmonic spectrum
of any f(x(t), y(t)) is given by the following general double Fourier series
representation [76]
f(x(t), y(t)) =
A00
2︸︷︷︸
DC Offset
+
∞∑
l=1
[
A0l cos(ly) +B0l sin(ly)
]
︸ ︷︷ ︸
Fundamental and Baseband Harmonics
+
∞∑
k=1
[
Ak0 cos(kx) +Bk0 sin(kx)
]
︸ ︷︷ ︸
Carrier Harmonics
+
∞∑
k=1
∞∑
l=−∞
l 6=0
[
Akl cos(kx+ ly) +Bkl sin(kx+ ly)
]
︸ ︷︷ ︸
Carrier Sideband Harmonics
(6.1)
where ‘l’ is the baseband harmonic index variable, ‘k’ is the carrier harmonic
index variable, and Akl and Bkl are Fourier coefficients given by
Akl =
1
2π2
∫ pi
−pi
∫ pi
−pi
f(x(t), y(t)) cos(kx+ ly)dxdy (6.2a)
Bkl =
1
2π2
∫ pi
−pi
∫ pi
−pi
f(x(t), y(t)) sin(kx+ ly)dxdy (6.2b)
In this study, the dc-link ripple analysis is done assuming the switches
being modulated using PS-SPWM scheme, see section 4.5.1. In PS-SPWM
algorithm, the switching function sij(t) = f(vci(t), vrj(t)) is a function of
two independently periodic signals namely sinusoidal reference signal vrj(t)
and triangular carrier signal vci(t) which are given by
vrj(t) = V¯r0 + Vr sin(yj(t)), vci(t) = V¯c0 + Vcft(xi(t)) (6.3)
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where xi = ωct + θci and yj = ωrt + θrj have been previously defined in
section 4.5.1, V¯r0 and V¯c0 are dc-offsets in the reference and carrier signals,
and ft ∈ [−1, 1] is a triangular function. Note that the dc-offsets are defined
depending on whether the PWM is unipolar or bipolar. In case of bipolar
PWM, the dc-offsets are zero. The calculation of Fourier coefficients Akl and
Bkl is generally a tedious process and depends on the type of PWM scheme.
However, the double Fourier series representation of a bipolar triangular
SPWM is now well known and is given by, see [76–78]
sij(t) =
Mo
2
cos(yj) +
2
π
∞∑
k=1
[
1
k
J0
(
k
π
2
Mo
)
sin
(
k
π
2
)
cos (kxi)
]
+
2
π
∞∑
k=1
∞∑
l=−∞
l 6=0
[
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
cos (kxi + lyj)
]
(6.4)
where Jl(ξk), shown in fig. 6.2 as a function of carrier harmonic index ‘k’,
is a Bessel function of the first kind with order l and argument ξk = kMo
pi
2
where Mo =
Vr
Vc
is the modulation index. We have used equation (6.4) in
Paper 2 to derive an expression for dc-link ripple current.
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Figure 6.2: Bessel function of first kind with order ‘l’.
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Chapter 7
Summary of Included Papers
This chapter provides a brief summary of the papers that constitute the
base for this thesis. Full versions of the papers are included in Part II. The
papers have been reformatted to increase readability and to comply with
the layout of the rest of the thesis.
Paper 1
F. Altaf, L. Johannesson, B. Egardt, "On Thermal and State-
of-Charge Balancing using Cascaded Multi-level Converters,"
Journal of Power Electronics, vol. 13, Issue 4, pp. 569-583,
2013.
In Chapter 3, we showed that thermal and SOC imbalance is detrimental
for battery pack lifetime and its total capacity. In Chapter 4, we proposed
to use CHB-MLC, which has a special modular structure and provides full
DOF in cell-level battery control, to achieve simultaneous thermal and SOC
balancing in the BSM. In Paper 1, we have investigated the potential bene-
fit of optimally using this extra DOF of MLC for simultaneous thermal and
SOC balancing of cells in an air-cooled BSM under both unidirectional and
reciprocating air-flow (UFand RF ). In this study, the electric machine is
assumed to be a DC machine, the cells inside the BSM are modeled using
equivalent circuit approach, and the simulation study is focused only on an
air-cooled BSM with 5 series-connected cells. The coolant flow is assumed
to be laminar with known inlet temperature and speed. Firstly, a control-
oriented averaged state-space electro-thermal model of an air-cooled BSM
is derived under the switching action of MLC. Secondly, an MLC-based
optimal control policy (OP ) is computed by solving a convex optimization
problem based on the assumption of perfect information of the SOC and
temperature of each cell, as well as of the future driving. The performance of
53
Chapter 7. Summary of Included Papers
MLC-based OPunder both UFand RF is investigated to evaluate its poten-
tial benefits compared to the control policy of uniform duty cycle operation
(UDCO ). These evaluations have been carried out through two simulation-
based case studies in which two variants of BSMs were used. In the first
variant, the higher resistance cell is located at the end of the string in the
downstream of the coolant fluid, and in the second variant it is located in
the middle of the string. In both variants, the resistance of the thermally
exposed cell was assumed to be almost 50% higher than that of other cells.
The simulation results showed that OP , contrary to UDCO policy, op-
timally uses the extra DOF of MLC and significantly reduces thermal and
SOC imbalance. In a nutshell, the OPachieves thermal balancing by opti-
mally redistributing the power losses among the cells, depending on their
resistance and positions in the BSM, by avoiding the use of higher resis-
tance cells during peak power intervals and using them more frequently
during low power intervals. Similarly, the SOC balancing is achieved by
optimally exploiting the brake regeneration phases. This study also shows
that the RFalone cannot achieve temperature uniformity under parameter
variations whereas MLC-based OPcan achieve this even with UF .
Paper 2
F. Altaf, L. Johannesson, B. Egardt, "Feasibility Issues of us-
ing Three-Phase Multilevel Converter based Cell Balancer in
Battery Management System for xEVs," In IFAC Symposium
on Advances in Automotive Control, pp. 390-397, Sep. 2013,
Tokyo.
In chapter 5, the possible drawback of extra heating of a BSM due to dc-link
current ripple in 3-φ MLC was discussed. Paper 2 thoroughly investigates
this issue and evaluates its practical consequences for the battery cells. A
detailed harmonic analysis has been done to exactly characterize the nature
of this issue and the magnitude of corresponding battery losses. Firstly, in
order to characterize the losses and the size of compensating capacitor, the
dc-link current is accurately computed using double Fourier series approach.
Secondly, the additional battery losses due to the ripple are computed and
analyzed. Thirdly, the size of the shunt-capacitor needed for the passive
compensation is discussed under nominal operating conditions and lastly,
the results are compared to the case of 3-φ TLC.
This study establishes that the ripple current on the dc-link inside each
power cell (PCi) of 3-φ MLC is significant. Consequently, a large dc-link
capacitor, which is impractical to install in each PCi, is required to filter the
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ripple. In the absence of this capacitor, each cell of the BSM will have to
provide significant extra power per unit dc power which would result in much
higher additional ohmic losses and accelerated capacity fading compared
to the case of 3-φ TLC, especially for low power factor operation. The
permanent magnet synchronous machine (PMSM), that is commonly used
in xEV drives, needs to operate in the field weakening region, where the
power factor may become quite small, to meet the demand of high speed
driving. Thus, it is concluded that, from battery’s health viewpoint, it is
unpromising to promote 3-φMLC as an integrated cell balancer and a motor
driver in xEVs unless, in addition to the dc-link capacitor, some other active
compensation technique is used in order to reduce the size of the capacitor
as well as the battery temperature.
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Chapter 8
Conclusions
Thermal and SOC balancing is quite important to enhance the life-time of
large battery packs in xEVs. SOC balancing can be achieved using vari-
ous types of dedicated SOC balancers, whereas thermal balancing can be
achieved using reciprocating coolant flow as suggested in the literature.
However, in this thesis, the use of an MLC as an integrated cell balancer
and motor driver has been investigated. The MLC has a special modular
structure which enables an independent cell-level control of a battery sys-
tem. This chapter concludes our investigation of using MLC for the said
purpose by pointing out the potentials and pitfalls of this technology.
8.1 Potentials and Pitfalls in DC Applications
An MLC-based optimal control policy (OP) has been formulated, which
uses each cell in a battery submodule according to its SOC and tempera-
ture to achieve thermal and SOC balancing. The OP is computed by solving
a convex optimization problem based on the assumption of dc machine as a
load and of perfect information on state of each cell and future driving. Re-
sults show that OP, while simultaneously satisfying the driving constraints,
reduces temperature and SOC deviations significantly compared with the
uniform use of all cells. It is also shown that the MLC-based OP has
enough degree-of-freedom to optimally redistribute power losses to achieve
good thermal balancing without the need of reciprocating coolant flow. In
addition to efficient balancing, the modularity of MLC also makes it possible
to completely bypass a faulty cell, saving a vehicle from complete crippling.
Thus, MLC has many attractive features which make it a suitable candi-
date for dc and single-phase ac applications1. However, it should be noted
1Note that MLC for the said purpose can also be advocated for single-phase ac applica-
tions because the issue of dc-link ripple in this case is comparable to two-level converters.
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that the MLC achieves balancing by redistributing the load current non-
uniformly among cells. Thus, it can not achieve balancing when vehicle is
at rest. The balancing at standstill is important, especially when vehicle
has to be parked for a long period, due to differences in self-discharge cur-
rent of cells. Moreover, the cell balancing works better at rest because of
improvement in SOC estimation. Thus, to achieve balancing at standstill,
a dummy load will be needed, which will waste some energy.
8.2 Potentials and Pitfalls in AC Applications
The potential benefits of MLC in dc applications are equally relevant in
applications involving three-phase ac machine. However, in this case, 3-φ
MLC poses a serious issue of extra cell heating due to dc-link current rip-
ple. In addition, each cell has to process extra ampere-hours due to the
demand of reactive power from a load. These effects become quite signif-
icant, especially at high speed driving when the electric machine needs to
draw a lot of reactive power. These effects, if not compensated, may ac-
celerate the battery capacity fading as predicted by the cycle-life model.
However, an experimental validation is still needed to ascertain this theo-
retical assessment. A simple passive compensation method based on dc-link
shunt-capacitor has also been investigated, but it turns out that the size of
the required capacitor is too big for automotive applications. Thus, it is
concluded that, from battery’s health viewpoint, it seems unpromising to
promote 3-φ MLC as an integrated cell balancer and motor driver in xEVs,
unless some other more advanced active compensation technique is used.
There are couple of possible solutions to mitigate the said issues. First
category of solutions is based on using alternative compensation methods.
For example, a dc-dc converter can be used in the dc-link to actively filter
the 2nd baseband ripple harmonic. However, this technique will require two
additional switches inside every power cell of MLC, which may not be a cost-
effective solution. We can also use extra cooling power to compensate the
extra battery heating. However, firstly this approach will cost extra fuel and
secondly it can not compensate the capacity fading due to extra ampere-
hour throughput. Second category of solutions is based on modifying the
configuration of the MLC balancer. For example, instead of using 3-φ MLC
as an integrated cell balancer and driver, single-phase MLC is used only as
a dedicated cell balancer in a battery pack, whereas 3-φ two-level inverter
(TLI) is used as a motor driver. However, this configuration may not be
cost effective due to high component count.
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Appendix A
Additional Analysis Related to
Paper 2
In this Appendix, the results from Paper 2 are extended by adding further
discussion and analysis to give some more insight to the problem of dc-link
ripple in 3-φMLC. A more clear picture of dc-link current spectrum is given
in terms of its all harmonic components. In addition, a more thorough dis-
cussion on battery ripple as a function of compensation network parameters
and power factor angle θ is added. In particular, the impact of ripple on the
ageing of MLC battery due to its extra ampere-hour throughput is discussed
at length.
A.1 DC-link Current Harmonic Analysis
Consider a three-phase permanent magnet synchronous machine being driven
by a 3-φ MLC. Assume that the load current in all phases is perfectly sinu-
soidal with frequency ωo and the phase angle θ (power factor angle). Thus,
the current in phase-a is given by
ia(t) =
√
2Ia cos(xa(t)) (A.1)
where xa(t) = ωot + θ. Now using the double Fourier series representation
of a switching function si (obtained by applying eq. (6.4) in Chapter 6 for
each phase-leg 1 and 2 inside each PCi), the dc-link current in each PCi is
given by (see Paper 2 for detailed derivation.)
idci(t) = si(t)ia(t) =
MoIa√
2
cos(θ) +
MoIa√
2
cos(2ωot+ θ)
+
[
4
π
∞∑
k=1
∞∑
l=−∞
l 6=0
l=odd
[
1
k
Jl (ak) sin (bk,l) cos (kωct+ lω0t)
]]√
2Ia cos(xa) (A.2)
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where ak = (k
pi
2
Mo), bk,l = (k + l)
pi
2
, and wo = 2ωm is the electrical angular
frequency being fed to a two-pole permanent magnet synchronous machine
operating at the angular speed ωm. Thus, it is obvious from (A.2) that dc-
link current in any PCi of 3-φ MLC consists of a dc component, a large 2nd
baseband harmonic, and some carrier harmonics. To exactly characterize
the nature of carrier harmonics and their side-bands, the last term in the
above expression is further expanded to get
idci(t) =
MoIa√
2
cos(θ) +
MoIa√
2
cos(2ωot+ θ)
+
2
√
2Ia
π
[ ∞∑
k=1
1
k
{
J1 (ak) sin (bk,1)
[
cos(kωct− θ) + cos
(
(kωc + 2ω0)t− θ
)]
+ J−1 (ak) sin (bk,−1)
[
cos(kωct+ θ) + cos
(
(kωc − 2ω0)t− θ
)]}
+
∞∑
k=1
∞∑
l=−∞
l 6=0
l 6=±1
l=odd
{
1
k
Jl (ak) sin (bk,l)
[
cos
(
(kωc + (l − 1)ω0)t− θ
)
+ cos
(
(kωc + (l + 1)ω0)t+ θ
)]}]
(A.3)
where bk,1 = (k + 1)
pi
2
, bk,−1 = (k − 1)pi2 . Since ‘l’ is odd thus both ‘l − 1’
and ‘l+ 1’ are even integers. It means the total carrier side-band harmonic
energy is contained only by even carrier side-bands. In order to characterize
the carrier harmonics we note that the coefficient
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
= 0, ∀ (k + l) ∈ 2Z (A.4)
where Z is the set of all integers. Since ‘l’ is odd thus ‘k + l’ is even for all
odd k’s, thus
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
= 0, ∀k ∈ 2Z+ 1 (A.5)
Thus, all odd carrier harmonics and their sidebands are zero. Now, it is
obvious from equations (A.3) and (A.5) that the dc-link current in any PCi
of 3-φ MLC consists of a dc component, large 2nd baseband harmonic, all
even carrier harmonics along with their even sidebands. Figure A.1 shows
the spectrum of kth carrier harmonic and its sidebands centered around
kωc.
Remark A.1. We did not discuss the dc-link ripple for single-phase MLC
because in case of single-phase applications the dc-link ripple at 2nd baseband
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Figure A.2: DC-Link ac equiva-
lent circuit.
frequency exists for both single-phase MLC and single-phase TLC. Thus,
both topologies are comparable in terms of low frequency harmonic content
in single-phase applications. However, the difference in 3-φ applications
becomes significant due to presence of additional 2nd baseband harmonic in
3-φ MLC contrary to 3-φ TLC.
A.2 DC-link Ripple Passive Compensation
Since the carrier harmonics and their side-bands commonly lie at very high
frequencies, they can be easily filtered using a small size capacitor. Hence,
the higher harmonics are neglected in the following analysis. The dc-link
current is now given by
idci(t) ≈ I¯dci(θ) + i˜dci(t) = MoIa√
2
cos(θ) +
MoIa√
2
cos(2ωot + θ) (A.6)
where I¯dci is a pure dc-component and i˜dci(t) is a pure ac-component with
rms value I˜dcir. Note that the amplitude of this ac-component is equal
to that of dc-component at θ = 0. The total dc-link current idci(t, θ) is
plotted in Figure A.3 along with its dc-component (average value) I¯dci(θ),
and its rms value Idcir(θ) =
√
I¯2dci + I˜
2
dcir for various values of power factor
angle θ. The average and rms values of idci(t, θ) vary at different rates
as a function of θ, as shown in the figure, resulting in increase in their
difference as θ increases. If the ripple is not compensated then it will cause
the flow of bidirectional current in the battery for all positive θ (note micro-
charing/discharging cycles in the figure) and its magnitude will increase with
63
Appendix A. Additional Analysis Related to Paper 2
0 pi/2 pi 3pi/2 2pi 5pi/2 3pi 7pi/2 4pi
−1
−0.5
0
0.5
1
1.5
2
 
 
C
u
rr
en
t
Time
DC-link Current: DC Component and 2nd Baseband Harmonic
idci(t, 0)
I¯dci(0)
Idcir(0)
idci(t, pi/6)
I¯dci(pi/6)
Idcir(pi/6)
idci(t, pi/3)
I¯dci(pi/3)
Idcir(pi/3)
idci(t, pi/2)
I¯dci(pi/2)
Idcir(pi/2)
Figure A.3: Battery ripple without compensator. The total dc-link current
idci(t, θ), its dc component I¯dci(θ), and its rms value Idcir(θ) are shown as
a function of power factor angle θ. Note the micro-charigng/discharging
cycles and the difference in dc and rms values.
increase of θ. The average value of current does the actual work (or transfer
the useful unidirectional power) whereas the rms value incurs the ohmic
losses. Thus, the dc-link ripple current causes the MLC battery to generate
extra heat and to process extra Ah-throughput (due to bidirectional current
flow) relative to the amount of useful work. Therefore, the dc-link ripple
must be compensated. In this study, we assume a passive compensation
network which consists of a dc-link shunt-capacitor.
A.2.1 Model of DC-link Compensation Network
In the next section, the impact of ripple on each Celli as a function of
compensation network parameters and the power factor angle θ will be
analyzed and for this a model of compensation network is needed. Let us
consider an ac equivalent circuit of the dc-link compensation network as
shown in Figure A.2. The state-space model of this compensation network
is given by
˙˜vci(t) = − 1
Ci(Rci +Rsi)
v˜ci(t) +
Rsi
Ci(Rci +Rsi)
i˜dci(t) (A.7)
i˜Bi(t) =
1
Rci +Rsi
v˜ci(t) +
Rci
Rci +Rsi
i˜dci(t) (A.8)
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where v˜ci(t) is capacitor voltage, i˜Bi(t) is battery ripple current, Rsi is the
series resistance of Celli, Ci is the capacitance of dc-link capacitor and Rci
is its effective series resistance (ESR). The transfer function model is given
below
Tdci(s) =
I˜Bi(s)
I˜dci(s)
=
1 +RciCi s
1 + Ci(Rci +Rsi) s
(A.9)
The compensation network acts as a low-pass filter with two corner frequen-
cies corresponding to pole and zero locations given by
pfi = − 1
Ci(Rci +Rsi)
(A.10)
zfi = − 1
CiRci
(A.11)
The amplitude and phase of the compensation network filter are, respec-
tively, given by
|Tdci(ω)| =
√(
1 + ω2R2ciC
2
i
1 + ω2(Rci +Rsi)2C2i
)
, (A.12)
φdci(ω) = ∠Tdci(ω) = arctan
( −CiRsiω
1 + C2i Rci(Rci +Rsi)ω
2
)
(A.13)
and the high frequency gain of this filter is given by
Ghf = lim
ω→∞
|Tdci(ω)| = 1
1 + Rsi
Rci
(A.14)
The filter has two corner frequencies. Note that modeling Rci is necessary
as it adds a zero and thus contributes in shaping the composite roll-off curve
of the filter for a given Ci. In order to reduce the ripple at ω = 2ωo in the
battery, the filter should have very low high-frequency gain with bandwidth
well below 2ωo. To ensure Ghf ≪ 1, the zero should be placed far away
from the pole in the left-half-plane which requires Rci ≪ Rsi. In addition,
the pole must be placed such that the first corner frequency is well below
2ωo. Thus, the condition to get desired behavior from the filter is
|pfi| ≪ 2ωo ≪ |zfi|
Remark A.2. It is pertinent to discuss the behavior of filter against various
dc-link network parameters. It should be noted that keeping other parameters
fixed and varying Ci affects both pole and zero locations. Also note that
increasing Rci may violate the above condition and consequently change the
shape (or slope) of filter roll-off curve around 2ωo. Therefore choosing a dc-
link capacitor with just high Ci, without giving any consideration to its ESR,
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is not sufficient for desired compensation. Similarly, note that filter gain is
higher for lower Rsi and vice versa. In addition, decreasing Rsi increases
the filter corner frequency and may consequently affect the shape of filter
roll-off curve. Thus, the selection of a capacitor with right combination of
Ci and Rci while keeping in consideration the value of Rsi is a key to achieve
better results with passive compensation method. The lower ESR capacitor
will in general give better compensation.
A.3 Impact of Ripple under Compensation
In this section, the impact of battery ripple is analyzed as a function of
passive compensation network parameters and the power factor angle θ.
Firstly, the ripple power processed by each Celli is determined. Secondly, the
additional battery losses due to ripple are analyzed for two extreme cases:
losses with no compensation capacitor and losses with infinite compensation
capacitor. Finally, the extra Ah-throughput that each Celli has to process
is calculated.
A.3.1 Ripple Power Processed by Celli
The pure ac ripple current dynamic response in each Celli is defined by
I˜Bi(s) = Tdci(s)I˜dci(s) (A.15)
with steady-state response given by
i˜Bi(t) = I˜Bim(ω) cos(2ωot + θ¯) (A.16)
where I˜Bim(ω) =
|Tdci|MoIa√
2
is the peak magnitude of battery ripple current
and θ¯ = θ + φdci(ω) where φdci(ω) is the phase-shift given by the dc-link
network. Thus, the total battery current at steady-state is given by
iBi(t) = I¯Bi + i˜Bi(t) (A.17)
with rms value IBir =
√
I¯2Bi + I˜
2
Bir where I¯Bi = I¯dci(θ) =
MoIa√
2
cos(θ) is the
battery dc current and I˜Bir =
I˜Bim(ω)√
2
= |Tdci|MoIa
2
is rms value of i˜Bi(t).
Similarly, the total battery terminal voltage at steady-state is given by
vBi(t) = V¯Bi + v˜Bi(t) (A.18)
where V¯Bi is the dc component (known battery nominal voltage) and v˜Bi(t)
is a pure ac ripple voltage superimposed on V¯Bi and is given by
v˜Bi(t) = i˜Bi(t)Rsi = V˜Bim(ω) cos(2ωot+ θ¯) (A.19)
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where V˜Bim(ω) = I˜Bim(ω)Rsi =
|Tdci|MoIaRsi√
2
is the peak magnitude of ripple
voltage. Now, using equations (A.17) and (A.18), the total power processed
(delivered or absorbed) by Celli at steady-state is given by
pBi(t) = vBi(t)iBi(t) = P¯Bi + p˜Bi(t) (A.20)
where
P¯Bi = P¯Bi1 + P¯Bi2 = V¯BiI¯Bi + P˜Bi1m (A.21)
p˜Bi(t) = p˜Bi1(t) + p˜Bi2(t), where (A.22)
p˜Bi1(t) = P˜Bi1m cos(4ωot + 2θ¯) (A.23)
p˜Bi2(t) = P˜Bi2m cos(2ωot + θ¯) (A.24)
are constant dc power and bi-directional fluctuating (ripple) power respec-
tively. The power p˜Bi(t) ∈ [−P˜−Bim,+P˜+Bim] is a non-sinusoidal fluctuation
around zero mean with P˜+Bim(t) = P˜Bi1m + P˜Bi2m as a positive peak mag-
nitude and P˜−Bim(t) = P˜Bi2m − P˜Bi1m as a negative peak magnitude where
P˜Bi1m =
V˜Bim(ω)I˜Bim(ω)
2
and P˜Bi2m = I˜Bim(ω)
(
V¯Bi + I¯BiRsi
)
are peak mag-
nitudes of p˜Bi1(t) and p˜Bi2(t) respectively.
A.3.2 Extra Losses in Celli
The pure ripple power loss in Celli is caused by the rms value I˜Bir of i˜Bi(t)
and the dc power loss is caused by dc current I¯Bi(θ). Note that under ideal
conditions, the battery in an ideal inverter (like an ideal 3-φ TLC) would
provide only the dc current and capacitor would deliver/absorb almost the
whole ripple power. Thus, in order to compare battery ripple performance
in 3-φMLC to an ideal situation, we define the ripple power loss per unit dc
(or real) power loss, as a function of network parameters and θ, as a figure
of merit as follows (see Section 6 in Paper 2 for derivation)
δPlBqi =
PlBqi
PlBai
=
(
1 + ω2R2ciC
2
i
1 + ω2(Rci +Rsi)2C2i
)
1
2 cos2(θ)
(A.25)
where Rsi is the series resistance of Celli, Ci is the capacitance of dc-link
capacitor and Rci is its effective series resistance (ESR). Now we compute
the value of δPlBqi under two extreme limits:
No DC-link Capacitor
When there is no capacitor we have
δP uclBqi = lim
Ci→0
δPlBqi =
1
2 cos2(θ)
=
1
2F 2p
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where Fp = cos(θ) is the power factor. Therefore, when Fp = 1 then
δP uclBqi = 0.5 and when
Fp → 0⇒ δP uclBqi →∞
Thus, in the absence of dc-link capacitor, each Celli will suffer from mini-
mum 50% additional losses, due to ripple power flow, compared to a case
when the cell had to deliver only real power.
Infinite DC-link Capacitor
When we have infinite capacitance then we have
lim
Ci→∞
δPlBqi =
(
R2ci
(Rci +Rsi)2
)
1
2F 2p
which means even for the case of unity power factor and infinite capacitance,
δPlBqi is governed by relative values of Rci and Rsi. If we have Rci ≪ Rsi
then δPlBqi → 0. Thus, a big, low ESR capacitor is needed to reduce the
losses due to 2nd baseband ripple harmonic. These requirements for dc-
link capacitor may not be easily realizable for vehicle applications. Thus,
the rise in battery temperature due to extra losses is inevitable. Since the
cyclic ageing is accelerated at elevated temperature (see table 2.2 on page
16 and section 2.5.2), the cycle-life of modular battery inside MLC will be
compromised.
Remark A.3. Since it is required to choose a dc-link capacitor with Rci ≪
Rsi, it may become quite challenging to meet the requirement of low ESR
capacitor for a battery with very low Rsi.
A.3.3 Extra Charge Processing in Celli
According to cycle-life model (2.8) (see section 2.5.3 on page 18), the capac-
ity of a battery fades as a function of its Ah-throughput Ah. In this section
we analyze the extra charge that each Celli has to process, due to dc-link
current ripple, as a function of network parameters and θ. The average
value P¯Bi of (unidirectional) battery power pBi(t), called real or dc power,
does the real work. The Celli has to unnecessarily process extra charge as
soon as the power pBi(t), defined in (A.20), becomes bidirectional. It can
be easily verified from equation (A.20) that pBi(t) will be unidirectional if
and only if the negative magnitude of p˜Bi(t) is not bigger than the dc power
P¯Bi i.e.
P˜−Bim
P¯Bi
≤ 1 (A.26)
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Now, in order to calculate the amount of extra charge that a cell inside each
PCi has to process during bidirectional power flow, we need to calculate the
times of zero crossings of iBi(t) as follows
I¯Bi + I˜Bim(ω) cos(2ωot+ θ¯) = 0
⇒ I¯Bi
(
1 +
( |Tdci(ω)|
cos(θ)
)
cos(2ωot+ θ¯)
)
= 0 (A.27)
Note that the last equation gives correct zero-crossing time only for cos(θ)|Tdci| ∈
[0, 1]. Now, using last equation, the first zero-crossing time (in seconds)
during a first cycle of battery ripple current is given by
t1 =
1
2ωo
[
π − arccos
(
cos(θ)
|Tdci|
)
− θ¯
]
(A.28)
and the second zero-crossing is given by
t2 =
π
2ωo
(A.29)
Now we can calculate the extra charge (in ampere-hours) that the battery
has to process during each cycle (of period T = pi/ω0) of ripple current
A˜h,i,T =
1
3600
∫ t2
t1
|iBi(t)|dt (A.30)
Now let us consider 3-φMLC driving an electric machine in xEV at constant
power factor Fp = cos(θ) over a whole drive cycle of length ∆TD (in hours).
Suppose, each Celli of MLC is processing Ncr number of ripple cycles during
full drive cycle then the total extra charge processed by Celli during ∆TD =
NcrT
3600
is given by
A˜h,i = NcrA˜h,i,T (A.31)
Similarly, the total dc charge processed by Celli during ∆TD is given by
A¯h,i = I¯Bi∆TD (A.32)
Now, we define another figure of merit given by
δAh,i =
A˜h,i
A¯h,i
(A.33)
which we will use to analyze an extra cyclic capacity fading of battery in 3-φ
MLC, compared with that of battery in an ideal 3-φ inverter, due to extra
ripple charge throughput of each Celli of MLC for a given power factor and
fixed compensation network.
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Case 1: Celli Capacity Fading vs θ for Fixed Ci
The δAh,i is computed, under the assumption of the fixed compensation
network with Ci = 10mF and Rci = 1mΩ, as a function of power factor
angle θ in the range [0, 70◦]. The result is plotted in Fig. A.4(a). The figure
shows that δAh,i is almost linear in θ for θ ∈ [0, 20◦] (where the power factor
Fp ∈ [0.94, 1]). However, for θ > 20◦ the δAh,i follows a trend of a quadratic
polynomial in θ and, especially for θ > 50◦, the additional Ah-throughput
of the Celli of MLC becomes significant compared to the case of battery in
an ideal inverter which has to process only the dc ampere-hours. Note that
δAh,i ≈ 0.22 at θ = 60◦ (where Fp = cos(θ) = 0.5). Thus, the cycle-life
model given by eq. (2.8) suggests that each Celli of MLC will lose higher
energy capacity compared to the case of battery connected to ideal 3-φ TLC.
Case 2: Celli Capacity Fading vs Ci for Fixed θ
In this case, δAh,i is computed as a function of Ci for fixed θ = 60◦ (Fp =
0.5) and Rci = 1mΩ. The result is shown in Fig. A.4(b). The figure
shows that even a capacitor as big as 100mF is not sufficient to bring
any significant reduction in δAh,i. Thus, it may be practically infeasible to
compensate the additional ampere-hours processed by Celli in MLC using
passive compensation.
Remark A.4. Although the cycle-life model (2.8) predicts the additional
capacity fading of MLC battery, but to ascertain its actual capacity loss re-
quires further careful experimental investigation based on post-mortem anal-
ysis of a cell micro-cycled under such conditions.
Remark A.5. In the above analysis, we assumed that the power factor
angle θ may vary in the range [0, 70◦]. It is motivated by the fact that
permanent magnet synchronous machine (PMSM), that is commonly used
in xEV drives, needs to operate in the field weakening region to meet the
demand of high speed driving cycles. However, for operating points in this
region, the PMSM needs to draw a lot of reactive power and the power factor
Fp = cos(θ) may easily fall below 0.5 [72]. Thus, during high speed driving,
assuming the maximum value of θ around 70◦ is not unrealistic.
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(a) Ripple ampere-hours per dc-ampere hours processed by
Celli as a function of power factor angle θ. We assumed a
fixed compensation network with Ci = 10mF and Rci =
1mΩ.
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(b) Passive compensation of additional Ah-throughput. The
figure shows the ripple ampere-hours per dc-ampere hours
processed by Celli as a function of Ci for fixed θ =
pi
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and
Rci = 1mΩ.
Figure A.4: Extra ampere-hours processed by each Celli of 3-φ MLC
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Battery Glossary
This appendix reviews the basic battery terminology, see [27] for details. In
section B.1 various classes of batteries are reviewed, main components of
any battery and the battery terminology are discussed in section B.2 and
B.3 respectively.
B.1 Classification of Batteries
The batteries can be classified in many ways. In the following, two types of
classifications are given.
B.1.1 Classification 1
This classification of cells is based on their power to energy ratio.
Power Cells or Energy Cells
There is always a trade-off between power and energy of cells. The batter-
ies can be either high-power or high-energy but not both. This limitation
comes from electrode material. A high-power cell needs a large number
of thinner electrodes and thicker current collector to ensure efficient elec-
tronic conduction whereas high-energy cell needs a small number of thicker
electrodes and thinner current collectors to achieve higher amount of active
material. The small number of thicker electrodes increase the over-all sur-
face area of electrodes which facilitates the large number of atoms of active
materials to take part in chemical redox reaction. The cell manufacturer
normally categorize their cells according to this classification.
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B.1.2 Classification 2
In this classification cells are classified according to their re-chargeability.
Primary Cells
Primary cells are not capable of being charged electrically. Energy is stored
inside them once during cell manufacturing and they are discarded when
they are fully drained. These cells normally have a quite high energy density
and shelf-life.
Secondary Cells
Secondary cells (also known as rechargeable cells) are capable of being
charged after they are fully drained. Secondary batteries are used for stor-
age of electrical energy and are thus also known as "storage batteries" or
"accumulators". The one of the most desired characteristic of secondary
batteries is the long cycle-life. In order to achieve long cycle-life, the charge
and discharge of battery should be highly efficient with minimum irreversible
capacity loss during transformation of chemical energy to electrical energy
and vice versa. In addition, secondary cells should also have other desired
characteristics like high energy and power density, high discharge rates,
low impedance, low leakage current (i.e. long shelf-life), and good perfor-
mance over wide temperature range. Due to all these stringent require-
ments there are only few materials which can be employed in secondary
cells. The most common types of secondary cells include lead-acid (PbA),
nickel-cadmium (NiCd), nickel-metal hydride (NiMH) and the lithium-ion
(LIB). The rechargeable batteries normally have higher power density com-
pared to primary batteries and are thus capable of handling relatively very
high discharge rates. However, the energy density and shelf-life of most sec-
ondary cells are lower than those of primary cells except rechargeable LIBs
which have very high energy density, shelf-life as well as very long cycle-life.
B.2 Main Components of a Battery
A cell consists of various parts which are briefly reviewed below [27].
Anode and Cathode
Strictly speaking, in electrochemical convention, the anode is an electrode
in a cell where oxidation takes place i.e. where atom loses electron and in-
creases its oxidation number. Thus during discharge, the negative electrode
is the anode whereas during charge the positive electrode is the anode.
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Similarly, the cathode is an electrode in a cell where reduction takes
place i.e. where atom gains electron and reduces its oxidation number.
Thus during discharge, the positive electrode is the cathode whereas during
charge the negative electrode is the cathode.
This strict naming convention may create confusion, therefore in most
of the battery literature the battery convention is followed where the names
of electrodes are fixed according to discharge process. Thus, the negative
electrode is commonly called anode and positive electrode is normally called
cathode.
Electrolyte
The medium inside the cell which provides the mechanism for transport of
ions between anode and cathode of a cell.
Electrolyte Additives
The side reactions between electrolyte and electrodes result in capacity loss.
The presence of impurity such as water inside electrolyte can also lead to
capacity loss. Moreover, electrolytes may be highly flammable, like for
example in LIB, and pose a great safety hazard. These problems can be
mitigated by using very high-purity electrolytes as well as by using some
organic or inorganic additives inside electrolytes.
Current Collectors
A part of the electrode which does not take part in chemical reaction but
is a very good electronic conductor. It is used to conduct electronic current
from the anode to cathode through the external circuit during discharge
and the reverse during charge.
Separator
The separator is a material which is placed inside the cell as a spacer between
anode and cathode to prevent the internal short-circuit between them. The
separator is electronically non-conductive but it has very high permeability
for ions.
B.3 Battery Terminology and Metrics
In this section, definitions of some battery related terms will be given.
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B.3.1 Cell, Sub-Modules, Modules and Packs
A cell is the most basic and smallest packaged form of a battery. The
voltage output from a cell normally ranges from 1.35V (NiCd) to 4V (LIB).
A battery sub-module (BSM) is collection of two or more cells connected
in series and a battery module (BM) is a collection of two or more BSMs
connected in series or parallel to get higher energy or power or both. A
battery pack (BP) is a collection of several BMs connected in series and
parallel to meet voltage, energy and power requirements.
B.3.2 Battery Basic Metrics
Cell Capacity
The total amount of charge, stored inside the active mass of electrodes,
that can be delivered by a cell under certain operating conditions. There
are various definitions of cell capacity. These definitions differ based on the
operating conditions (i.e. end-of-discharge-voltage (EODV), end-of-charge-
voltage (EOCV), rate of discharge, ambient temperature etc.) of a cell.
• The theoretical capacity Ct is the maximum number of ampere-hours
(charge) that can be theoretically extracted from a cell based only on
the amount of active material it contains. In this rating, we do not
consider the conditions under which battery is operating.
• The rated capacity Cr is the maximum number of ampere-hours that a
fully charged fresh cell can deliver under standard operating conditions
specified by a manufacturer (i.e. EODV, rate of discharge, ambient
temperature).
• The practical (or actual) capacity Cp is the maximum number of
ampere-hours (charge) that can be actually delivered by a fully charged
cell while discharging under non-standard discharge conditions to the
standard EODV.
• The dischargeable (or available or releasable) cell capacity Cd is the
portion of practical capacity that can be obtained from a cell at the
user defined discharge rates and other specified operating conditions
like initial SOC level and EODV.
• The chargeable capacity Cc of a cell is the used cell capacity that can
be charged. The chargeable cell capacity is also called absorbable or
used cell capacity.
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Cell Energy
Cell energy is obtained by multiplying cell output voltage with its capacity.
As we have various metrics for cell capacity thus we have various metrics
for cell energy as well like theoretical energy, rated energy, practical energy,
and available energy.
Battery Pack Capacity
The pack capacity is the maximum number of available ampere-hours that
can be released from a fully charged state of a Cellx in the battery pack to
a fully discharged state of the same or some other Celly in the battery pack
under specified operating conditions. In other words, the pack capacity can
also be defined as the sum of dischargeable and chargeable pack capacities
which are defined below.
• The maximum dischargeable (or available) capacity of a BP is given
by a cell in a pack with the minimum remaining cell capacity that can
be discharged.
• The maximum chargeable (or Used) capacity of a BP is given by a cell
in a pack with the minimum used cell capacity that can be charged.
Remark B.1. If the battery pack is assumed to be in the fully charged
state then the pack total capacity is simply given by that cell which has the
minimum dischargeable capacity in the whole fully charged pack.
Cell State-of-Charge
The cell SOC at any time ‘t’ refers to the dischargeable cell capacity as a
percentage of some reference. Most commonly, the total actual capacity of
a cell is used as a reference.
SOC(t) =
Cd(t)
Cp(t)
(B.1)
The SOC describes how the battery at time ‘t’ is different, in terms of its
currently available energy content, from that of its fully charged state. The
SOC of a fully charged cell, whether fresh or aged, is always equal to 1.
Cell Depth-of-Discharge
The depth-of-discharge (DOD) of a cell at a given time is a ratio between
the quantity of charge (ampere-hour) removed from a cell up to that time
instant and the actual capacity (in some literatures rated capacity is used as
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well) of a cell. It is expressed as a percentage (0% = full, 100% = empty).
A cell will be considered under a deep discharge when it is discharged to at
least 80% DOD.
Theoretical Cell Voltage
Theoretical cell voltage is the voltage output from a cell under equilibrium
conditions i.e. when no current is being drawn or delivered from a cell. It
is also called open-circuit or equilibrium voltage and is denoted by Voc.
Cell Polarizations and Losses
The cell polarization is the deviation of cell output voltage from its theo-
retical voltage. The measure of the magnitude of the polarization is called
over-potential. In a cell, ideally all the electrochemical energy should get
converted to electrical energy. However, some losses occur due to polariza-
tion effects when the external load current passes through the electrodes
and the electrochemical reactions (called electrode reactions) take place at
electrodes. The electrode processes consist of the electrode reaction and
the mass transport process (or charge transport). The electrode reaction is
a solid/electrolyte interfacial reaction that involves various process but the
main step is the charge transfer reaction. The polarization effects appear in
a cell due to kinetic limitations of these steps in electrode reaction. These
polarization effects inside a cell consumes some part of the chemical energy
stored inside electrodes and dissipate it as heat. Thus, all the theoretical
energy, which is calculated based on active materials in electrodes, of a cell
is not converted into electrical energy and therefore the cell performance is
degraded. Thus, the voltage output from a cell under operation is given by
VB = Voc − Vop − Vcp − Vap (B.2)
where Voc is open-circuit voltage, Vop is ohmic polarization (or over-potential),
Vcp is the concentration polarization, and Vap is the activation polarization
of the cell which are respectively defined as follows.
• The voltage drop inside a cell due to internal ohmic resistance is called
ohmic polarization. This voltage drop is proportional to load current
and thus follows the ohm’s law.
• The activation polarization appears due to limitation of charge-transfer
reaction kinetics. The activation polarization is dynamic in nature and
thus it does not develop or collapse instantly. In equivalent circuit cell
models, this behavior is modeled using a parallel RC branch.
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• The concentration polarization is the potential difference across the
diffusion layer on the electrode/electrolyte interface (interfacial re-
gion). It develops due to concentration gradient across the diffu-
sion layer. It develops due to limitation of charge-transport kinet-
ics. The concentration polarization is also dynamic in nature however
it has slower dynamics compared to activation polarization because
the charge-transport happens through the diffusion process which is
a slower process than charge transfer reaction. In equivalent circuit
approach, this behavior is also modeled using a parallel RC branch.
Battery Cycle
The full battery cycle is the discharge of a fully charged battery followed
or preceded by the charging process such that the battery is restored to
its original initial condition. The cycle is called deep-discharged cycle if at
least 80% of the battery energy is consumed otherwise it is called shallow
(or micro or flat) cycle.
C-Rate
The c-rate of a charing or discharging current is the ratio of the battery
current to the rated capacity of a cell
c =
IB
Cr
(B.3)
A cell discharging at 1 c-rate will be completely discharged in one hour.
Total Ah Throughput
The total amount of charge processed (delivered or absorbed) by a cell
before its EOL.
B.3.3 Battery Life-time and Ageing Terms
Cell ages when they are used. There are various metrics and terms which
are used in this context, some of them are defined below.
Calendar Life
Calendar ageing is the proportion of irreversible capacity loss that occurs
with time especially during storage. The expected lifespan (in time) of a
cell under storage (or periodic cycling) conditions is called calendar-life.
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Cycle Life
Cycle life is the number of charge/discharge cycles that a cell can undergo,
under specified conditions, before its end-of-life (EOL). Various performance
limits can be used to mark EOL. For example, when the practical cell ca-
pacity falls below minimum desired level of 80% of rated capacity.
State-of-Health
State-of-health (SOH) is a unitless quantity used to measure the current
condition of a cell relative to a fresh cell. There are various cell parameters
which vary with cell age and thus can be used to indicate the SOH of a cell.
However, the SOH based on capacity loss is normally used as given below
SOH =
Maximum capacity of an aged cell
Maximum capacity of a fresh cell
=
Cp
Cr
(B.4)
The SOH describes how a battery at time ‘t’ is different, in terms of its fully
charged energy content, from that of a fresh cell.
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Abstract
In this study, the simultaneous use of a multi-level converter
(MLC) as a DC-motor drive and as an active battery cell bal-
ancer is investigated. MLCs allow each battery cell in a battery
pack to be independently switched on and off, thereby enabling
the potential non-uniform use of battery cells. By exploiting this
property and the brake regeneration phases in the drive cycle,
MLCs can balance both the state of charge (SoC) and temper-
ature differences between cells, which are two known causes of
battery wear, even without reciprocating the coolant flow inside
the pack. The optimal control policy (OP) that considers both
battery pack temperature and SoC dynamics is studied in detail
based on the assumption that information on the state of each
cell, the schedule of reciprocating air flow and the future driv-
ing profile are perfectly known. Results show that OP provides
significant reductions in temperature and in SoC deviations com-
pared with the uniform use of all cells even with uni-directional
coolant flow. Thus, reciprocating coolant flow is a redundant
function for a MLC-based cell balancer. A specific contribution
of this paper is the derivation of a state-space electro-thermal
model of a battery submodule for both uni-directional and re-
ciprocating coolant flows under the switching action of MLC,
resulting in OP being derived by the solution of a convex opti-
mization problem.
1 Introduction
Although battery technology has evolved significantly during the last decade,
batteries of both plug-in hybrid electric vehicles (PHEVs) and electric ve-
hicles (EVs) contribute a large percentage of the total vehicle cost. Con-
sequently, the success of PHEVs and of EVs depends on the development
of a battery that will not wear out prematurely to avoid additional bat-
tery replacement during the expected lifespan of the vehicle. The battery
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pack (BP) of EVs/HEVs/PHEVs is built from a large number of small cells
connected in series and parallel to meet both the traction power demand
and the electric range requirement. Depth of discharge (DoD) is one of the
most important factors that determine degradation of battery cells, such as
battery operation at higher DoD shorten the cycle life and vice versa [1–4].
Therefore, the cycle life of a battery is significantly short when it under-
goes full charge-discharge cycles, whereas the cycle life becomes significantly
longer when it only undergoes partial charge-discharge cycles [5]. In a pack
with state of charge (SoC) and capacity deviations among its cells, some
of the cells undergo charge-discharge cycles at higher DoD than others.
Consequently, these cells may reach their end-of-life (EOL) sooner. Thus,
maintaining a perfect balance between SoC and DoD of each cell in the bat-
tery pack is crucial in prolonging battery life. This balance can be achieved
by either passive or active balancing schemes based on various topologies
of switched capacitive and resistive circuits, as illustrated in [6–9]. The
main principle of all active balancing schemes is to transfer the charge from
cells with higher SoC to cells with lower SoC by using switched capacitors
that act as intermediate storage banks. Passive balancing schemes typically
utilize differences in cell voltage to burn excess charge in resistor banks.
Aside from DoD, cell temperature is known to have a strong effect on
battery wear, such as hotter cells degrade more quickly than colder cells [10–
13]. More importantly, the presence of a few overheated cells can wear out
the entire battery prematurely. The temperature imbalance between cells
is due to variation in internal resistances, in the temperature gradient in
the coolant due to convective heat transfer inside the battery pack, and the
non-uniform external local thermal disturbances [13], [14]. The lifespan of a
Li-Ion cell is reportedly reduced by two months for each degree increase in
operating temperature from 30 to 40◦C [15]. However, when temperature
increases beyond 40◦C, the cycle life of a battery decreases drastically.
Forced convection cooling is typically used to maintain batteries within
the recommended temperature range. However, this method cannot com-
pensate for the temperature gradient along the coolant fluid stream. Cells
that are closer to the air inlet will be cooler than those further down the
coolant stream. Reciprocating air flow (RF) was proposed in [10] and in [14]
as a mean to reduce the effects of the temperature gradient in the coolant
stream. However, in the present study, it is shown that cells continue to
suffer from non-uniform local heated spots in the presence of parameter
variation and local disturbances.
Considering the aforementioned causes of battery wear, the battery man-
agement unit (BMU) should balance both SoC and temperature differences
between cells. Therefore, this paper investigates the MLC-based active cell
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balancing scheme that allows hot cells to be bypassed, consequently balanc-
ing both SoC and temperature without the need for RF.
Cascaded MLCs [16], [17] had been investigated for electric drives in
HEVs and in EVs in [18], [19]. MLC consists of n cascaded H-bridges (HBs)
with an isolated battery cell for each HB. In this paper, the combination
of HB and a battery cell is referred to as a power cell (PC). MLCs in
EV/HEV/PHEV application are intended to reduce inverter losses and total
harmonic distortion in the generated waveform for the electric machine.
The usual switching strategy in motor drive applications of MLCs is the
phase-shifted pulse width modulation (PS-PWM) technique that achieves
the uniform use of cascaded cells [16], [17].
However, MLC presents an additional advantage as the cells need not
be uniformly used over a time window of one or several voltage waveforms.
By non-uniformly using the cells and by exploiting the brake regeneration
phases in the drive cycle, an MLC cell balancer can balance both SoC and
temperature differences. In this study, the PS-PWM scheme is referred to as
the uniform duty cycle operation (UDCO), whereas the optimal scheme that
controls the duty cycle of each PC to balance both SoC and temperature
is referred to as optimal control policy (OP). The potential benefit of using
MLC to balance both SoC and temperature of battery cells under a uni-
directional flow (UF) has been thoroughly investigated and compared with
that of UDCO [20]. Thus, the main contribution of the current study is to
investigate OP under RF, and then to compare the results in detail with
those of OP under UF. OP is calculated based on the assumption of perfect
information of the SoC and the temperature of each cell, as well as of the
future driving. This paper examines whether OP provides more significant
improvements compared with UDCO under UF and RF and whether RF
presents any potential benefits for OP-based active cell balancing.
For simplicity, this study employs a DC machine as the electric machine
and models the cells by resistive circuits. Moreover, the simulation study
focuses on an air-cooled battery sub-module (BSM) with a string of five
series-connected cells. The coolant flow is assumed to be laminar with
known inlet temperature and speed. In [21], only one configuration of the
five-cell string was studied to evaluate the performance of the MLC-based
cell balancer. A similar method was adopted in the present study. However,
a more thorough analysis was conducted to carefully assess the performance
of the cell balancer. For purpose of evaluation, two different variants of the
five-cell string were studied. In the first variant, the higher resistance cell
is located at the end of the string in the downstream of the coolant fluid.
In the second variant, the higher resistance cell is located in the middle
of the string. The resistance of the thermally exposed cell was assumed
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to be almost 50% higher than that of others cells when comparing the
performance of UDCO and OP under both UF and RF.
Besides the simulation results and the evaluation of MLC as a cell bal-
ancer, another important contribution of this paper is the detailed deriva-
tion of a state-space electro-thermal model of BSM under the switching
action of MLC under UF and RF. The model was formulated in such a
way that a convex optimization problem yields OP under a perfectly known
future driving. This model can be used in future research in deciding the
duty cycle in a receding horizon model predictive control scheme [22] based
on the best available prediction of future driving.
The paper is organized as follows. Section 2 introduces the basic function
of MLC. Section 3 presents the detailed electro-thermal modeling of BSM
under the switching action of MLC. The optimization problem and the
numerical solution method are described in Section 4. Section 5 presents
the simulation results and the comparison between OP and the UDCO
schemes under both UF and RF. A detailed discussion on the simulation
results is provided in Section 6. The conclusions are given in Section 7.
2 Multi-level Converters Overview
This section provides a short introduction on single-phase MLC. In contrast
to two-level converters that consist of a single large battery connected with
a single HB, MLC as shown in Fig. 1 has several series-connected PCs in
which each PC contains an HB and the independent battery cell.
HB, which consists of two half-bridges, is a switch mode dc-dc power
converter [23] that produces a four-quadrant controllable dc output using
four switches, namely, Si1 , Si2 , S¯i1, S¯i2 as shown in Fig. 1. The MoSFETs
are normally used for these switches. To avoid a shoot-through problem,
only one of the switch pairs, (Si1 , S¯i2), (Si2 , S¯i1),(Si1 , Si2) or (S¯i1 , S¯i2) is
switched on at a time. (Si1 , S¯i2) generates positive output voltage vLi from
PCi, (Si2 , S¯i1) generates a negative vLi, and both (Si1 , Si2) and (S¯i1 , S¯i2)
generate vLi = 0. Therefore, the following three modes of operation can
be defined for each PCi depending on the switch pair that is switched on:
Mode–1 (vLi > 0), Mode–2 (vLi < 0), and Mode–3 (vLi = 0). To model
these three modes of operation, sij(t) = 1 is defined as the ON-State and
sij(t) = 0 is defined as the OFF-State of the switch Sij where ‘i’ corresponds
to PCi and j ∈ {1, 2} denotes one of the two half-bridges in HB. Therefore,
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Figure 1: Block diagram of a single-phase cascaded HB MLC.
the switching function si(t) for Celli can be defined as
si(t) = si1(t)− si2(t) =


1, Mode–1
−1, Mode–2
0, Mode–3
(1)
Thus all three modes of HB can be defined in terms of si(t). The switching
vector s(t) =
[
s1(t) · · · sn(t)
]T
contains the switching functions for all n
PCs inside the MLC. With the assumption of an ideal switch behavior, the
ohmic and the switching losses can be ignored. Therefore, the input and
the output of HB are related through the switching function si(t), as shown
in Fig. 2. Thus, the current in Celli is given by
iBi(t) = iL(t)si(t) (2)
As a result of the series connection, the same load current iL passes through
H-Bridge `i´
L
O
A
D
si(t)
Figure 2: Switching Model of HB
each PC. However, the direction of the current passing through Celli de-
pends on the selection of switches and on the direction of load current iL.
Similarly the voltage output from each PCi is defined by vLi(t) = VBi(t)si(t).
Hence, the total voltage output from MLC can be written as the sum of the
voltage output from each PCi as given below.
vL =
n∑
i=1
vLi =
n∑
i=1
VBi(t) si(t) (3)
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The number of voltage levels that MLC generates depends on the number
of PCs and on the terminal voltage VBi of Celli. If the terminal voltage of
all cells is the same, MLC can then generate L = 2n + 1 different voltage
levels (vL).
3 Modeling of Cell Balancing System with RF
The block diagram of the cell balancing system for RF and for UF is shown
in Fig. 3. MLC is capable of generating the same output voltage level
vL in several ways by using different combinations of the three modes for
various PCs, providing redundancy in generating the same load voltage
through numerous possible switch combinations. This redundancy adds an
extra degree of freedom (DoF) that is utilized in this paper to design the
optimal control signal ui for Celli. Consequently, SoC and temperature
differences between cells are kept within a certain zone, while satisfying all
other operating requirements. In this section, a switching model and an
averaged state-space model of a PC is derived based on the assumption
that the load is a DC machine. Finally, the complete state-space model for
n PCs is developed.
Multi-Level
Converter
LOAD
Optimizer
Modulator
B
S
Ms(t)
vL
iL
iL
Tf0
Ts1
VB1VBiVBn
MLC
L
Cell1
Celln
Tsn
Tfn−1
PLd Ts(0)ξ(0)
C
u(t)
M
s1
sn
iB1
iBn
Tfn
Figure 3: Conceptual block diagram of a battery cell balancing system with
RF. Ts(0) is a vector containing the initial temperature of all cells, and
ξ(0) is a vector containing the initial SoC of all cells, PLd is the demanded
power for load with the known voltage and current profile, and Tf0, · · · , Tfn
represent temperatures of temperature-nodes of the coolant fluid. The sub-
system inside the blue box represents BSM being balanced and the green
boxes contain the switching functions for the corresponding cell.
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3.1 Switching Model of a Power Cell
In this subsection, the electro-thermal model of a switched battery cell under
RF is derived. Each PCi is assumed to contain only one Celli. The dynamics
of cell temperature depends on several factors such as coolant properties,
cell material properties, cell placement and battery pack configuration. In
[14], the forced-convection cooled battery pack was modeled by the lumped-
capacitance thermal model and by the flow network model (FNM). In the
said study, the battery pack was configured as nsSnpP that represents np
parallel strings, with each string, called a battery module, containing ns
cells connected in a series. A sufficient amount of free space is present
between the cells to allow streams of laminar flow of the coolant (air). A
configuration of the battery pack, Li-Ion cells, and the air properties adopted
in the present paper are similar to those in [14]. Various coefficients for
the thermal and the physical properties of the cell and of the air used in
this study are listed in Table 1. Details are provided in [14]. CNi [Ah]
Table 1: Definition of Battery Parameters
Parameters Expression Parameters Expression
asi [
1
s
]
(
1
CsiRui
)
bri [Ω] Rsi
aei1 [
1
s
]
(
1
Ri1Ci1
)
αi [Unitless] Ruicf
aei2 [
1
s
]
(
1
Ri2Ci2
)
βi [Unitless] −1 + αi
bsi [
ΩK
W s
]
(
Rsi
Csi
)
bei2 [
V
sA
]
(
1
Ci2
)
bei1 [
V
sA
]
(
1
Ci1
)
bei3 [
1
As
]
(
1
3600CNi
)
represents the nominal capacity of Celli, and Rui [KW−1] the convection
thermal resistance for Celli that depends on the geometry of the battery
cell, on the coolant fluid properties, and on the Nusselt number, which, in
turn, depends on the Reynolds number.
The coefficient Csi = ρsicpsiVsi [JK−1] represents heat capacity (amount
of heat energy required to raise the temperature of Celli by 1 Kelvin),
where ρsi is the density, cpsi is the Specific Heat Capacity (heat capacity per
unit mass of battery), and Vsi [m
3] is the volume of Celli. The coefficient
cf = ρfcpf V˙f [WK
−1] is thermal conductance of the coolant fluid. All other
quantities are shown in Fig. 4.
In this paper, only one submodule (of the battery module) that consists
of n series-connected battery cells is studied. First, the thermal model is
derived separately for the coolant flow in each direction. The two models
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are then combined to create the model for RF. In this study, both RF
and UF are examined and compared. Hence, the case of forward flow (i.e.
from lower to higher cell index) is designated as UF for ease of reference.
The thermal model proposed in [14] does not consider any power electronic
switching of the battery cells. Thus, power electronic switching must be
incorporated into the current framework. The previous model was modified
by embedding the switching function si(t) and subsequently combining it
with the enhanced Thevenin equivalent electrical model, shown in Fig. 4 to
derive the switching electro-thermal model of PCi.
For forward flow, the dynamics of the surface temperature Tsi [K] of
Celli in terms of iL(t) and si(t), after substituting the value of iBi(t) from
equation (2) into the model proposed in [14], is given by
T˙si = −asiTsi + bsii2Ls2i + asiTfi−1, ∀i = {1, · · · , n} (4)
where the i2Ls
2
i represents the instantaneous ohmic power losses on Celli and
Tfi−1 [K] is the temperature of temperature node ‘i−1’ (of the fluid element
modeled by FNM) attached to Celli in an upstream direction. Equation (4)
is not that interesting in terms of control design because it explicitly depends
on the fluid node temperature Tfi−1 for Celli that is not directly known.
Therefore, this equation must be modified to remove this explicit depen-
dency. For control design purpose, the temperature dynamics of each cell
can be more appropriately modeled in terms of battery current iBi = iLsi
and of the temperature Tf in ∈ {Tf0, Tfn} of the coolant fluid at the inlet.
To achieve this Tfi−1 is eliminated from equation (4) as follows. According
to [14], the temperatures of the nodes ‘i− 1’ and ‘i’ are related by
Tfi =
(Tsi + βi Tfi−1)
αi
, ∀i (5)
where αi and βi are defined in Table 1. Given that Tf0 is a known quantity,
then by forward recursion of equation (5), any Tfi can be expressed as a
function of the inlet fluid temperature Tf0 and the temperatures Ts1 to Tsi
of the battery cells, such as
Tf1 =
(
1
α1
)
Ts1 +
(
β1
α1
)
Tf0,
Tf2 =
(
β2
α1 α2
)
Ts1 +
(
1
α2
)
Ts2 +
(
β1 β2
α1 α2
)
Tf0,
Tf3 =
(
β2 β3
α1 α2 α3
)
Ts1 +
(
β3
α2 α3
)
Ts2 +
(
1
α3
)
Ts3 +
(
β1 β2 β3
α1 α2 α3
)
Tf0,
(6)
and so on. Therefore, the general equation for any Tfi is written as follows:
Tfi = a
(1)
fi1 Ts1 + a
(1)
fi2 Ts2 + · · ·+ a(1)fii Tsi + b(1)fi Tf0 (7)
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where:
a
(1)
fii =
(
1
αi
)
, b
(1)
fi =
(∏i
k=1 βk∏i
k=1 αk
)
, ∀i ≥ 1 (8)
a
(1)
fij =
(∏i
k=(j+1) βk∏i
k=j αk
)
, ∀i > j, a(1)fij = 0, ∀i < j (9)
Using equation (7) in (4), the thermal dynamics of the battery cells can be
re-written as follows:
T˙si = a
(1)
ti1 Ts1 + · · ·+ a(1)tin Tsn + bsi i2L s2i + b(1)ti Tf0 (10)
where:
a
(1)
tii = −asi, ∀i ≥ 1 (11)
a
(1)
tij =
(∏(i−1)
k=(j+1) βk∏(i−1)
k=j αk
)
asi, ∀i > j, a(1)tij = 0, ∀i < j (12)
b
(1)
ti =
(∏(i−1)
k=1 βk∏(i−1)
k=1 αk
)
asi, ∀i ≥ 1 (13)
Analogous to the forward flow case, the thermal dynamics of Celli is derived
for reverse coolant flow ( i.e. from higher to lower cell index). The result is
given below
T˙si = a
(2)
ti1 Ts1 + · · ·+ a(2)tin Tsn + bsi i2L s2i + b(2)ti Tfn (14)
where Tfn is the temperature of the inlet fluid entering BSM from the Celln
side. The other coefficients are defined as follows:
a
(2)
tii = a
(1)
tii , ∀i ≥ 1, b(2)ti = b(1)t(n−i+1), ∀i ≥ 1 (15)
a
(2)
tij = a
(1)
tji , ∀i < j, a(2)tij = 0, ∀i > j (16)
The electrical equivalent model of a battery cell is shown in Fig. 4. This
model is an enhanced Thevenin Model with two time constant behavior
[24–26]. The dynamic model for this circuit is given by
V˙i1 = −aei1Vi1 + bei1iLsi, (17)
V˙i2 = −aei2Vi2 + bei2iLsi, (18)
ξ˙i = −bei3iLsi, (19)
VBi = f(ξi)− Vi1 − Vi2 − briiLsi (20)
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where iBi is the current flowing through Celli and ξi is the normalized SoC
of Celli. ξi ∈ [0, 1] is a unit-less quantity. Vi1 and Vi2 are the voltages
across capacitors Ci1 and Ci2, respectively, and VBi is the output voltage
of Celli. The SoC-dependent open circuit voltage is given by Voci = f(ξi)
where f : [0, 1] → R+0 is a function of SoC. Equations (10)–(20) describe
the switched behavior of the battery under the switching action of MLC, in
terms of the load current iL(t) and of the switching function si(t). Therefore,
this model can be considered as a switching model of PCi.
+
-
+ - + -
Voci
Rsi
Ri1
Ci1
Ri2
Ci2
iBi
VBi
Vi1 Vi2
Figure 4: Electrical model of a battery cell.
3.2 Averaged-State-Space Model of PC
Cell balancing can be formulated as an optimization problem using two
approaches. In the first approach, cell operation is optimized by directly
using the switching function si(t) as an optimization variable for Celli. The
switching function si(t) in equation (1) can only attain values from the
discrete set {−1, 0, 1}. Hence, the computed optimal control is a discrete-
valued signal. In this case, the system is normally modeled as a switched sys-
tem with various modes of operation, and the optimization problem there-
fore becomes combinatorial that is normally difficult to solve because of its
non-convex nature. However, the aim of this study is to evaluate OP, which
necessitates a model with a real-valued control signal because such models
are far easier to handle in optimization problems than those with discrete-
valued signals. Hence, the second control approach is used instead, wherein
the battery duty cycle ui ∈ [−1, 1], which is the average of the switching in-
put function si(t), is used as optimization variables for Celli. The optimizer
computes a control vector signal u that contains duty cycles ui ∈ [−1, 1]
for each PCi. Note that the negative duty cycle means operation in Mode–
2. The computed control u is then fed to the modulation block M, which
then generates an appropriate switching function si ∈ s(t) for each PC.
Given that the switching model (10)–(20) involves discrete-valued signals
si(t), these signals must be transformed into real-valued averaged signals to
modify the system model (10)–(20) accordingly. The use of averaging is jus-
tified by the fact that, in most cases, the switching frequency Fs inside the
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modulator M is significantly higher than the bandwidth fL of the system.
Thus, by assuming that Fs ≫ fL and by employing the two-time scale sep-
aration principle [27], the concept of averaging can be employed, [28], [29].
In other words, the system response is assumed to be determined predom-
inantly by the duty cycle ui(t) ∈ [−1, 1] or the average of the switching
input function si(t). In addition, careful derivation is required given that
the switching model involves certain bilinear and quadratic terms. In this
section, the averaged model is derived in detail by averaging each signal
over one switching cycle. The following assumptions are made in deriving
the average quantities:
Assumption 1.1. The switching function can only attain values either from
set {0, 1} or {0, −1} during any switching cycle of period Ts. This assump-
tion implies that it is not allowed to charge and to discharge the battery
cell during the same switching cycle.
Assumption 1.2. The load current iL(t) remains fairly constant during any
switching cycle. This assumption is justified based on the discussion above.
Assumption 1.3. All internal electrical states Vi1 = V¯i1, Vi2 = V¯i2, and
ξi = ξ¯i, as well as terminal voltage VBi, remains fairly constant during the
switching cycle.
Based on these assumptions, the average of the switching function si(t),
which is also called the duty-cycle, is given by
ui(t) = s¯i(t) =
1
Ts
∫ t
t−Ts
si(t)dt = ±Ton
Ts
(21)
where Ton is the ON time of a switch during any switching interval. This
equation shows that ui(t) can attain any continuous real value in the interval
[−1, 1], depending on the value of Ton. All other averaged signals can be
defined in terms of ui(t) and iL(t) as follows:
i¯Bi(t) = ui iL, i
2
Bri
= |ui|i2L (22)
v¯Li =
(
f(ξ¯i)− V¯i1 − V¯i2
)
ui − bri|ui|iL (23)
where i¯Bi is the average current flowing through Celli during interval Ts,
iBri is the root-mean-square (RMS) current that incurs equivalent ohmic
loss across Celli during one switching cycle, and v¯Li is the average output
voltage from PCi during period Ts of any switching cycle. [20] presents
the detailed derivation of all the averaged variables. Using the averaged
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quantities, the averaged-model of PCi is written as follows:
˙¯Tsi = a
(σ)
ti1 T¯s1 + · · ·+ a(σ)tin T¯sn + bsi i2L |ui|+ b(σ)ti Tf in (24)
˙¯Vi1 = −aei1V¯i1 + bei1iLui (25)
˙¯Vi2 = −aei2V¯i2 + bei2iLui (26)
˙¯ξi = −bei3iLui (27)
V¯Bi = f(ξ¯i)− V¯i1 − V¯i2 − briiLui (28)
where σ = 1 and σ = 2 designate the forward and the reverse coolant
flow, respectively and Tf in ∈ {Tf0, Tfn} is the known fluid temperature
in one of the two inlets depending on the direction of the coolant flow.
Given that |ui| in (24) is not continuously differentiable, ui and |ui| are
defined in terms of two new control variables ui1 and ui2 that are defined
as ui1 = max{0, ui} ∈ [0 , 1] and ui2 = max{0,−ui} ∈ [0 , 1], respectively.
Thus, ui = (ui1 − ui2) ∈ [−1 , 1] and |ui| = (ui1 + ui2) ∈ [0 , 1]. ui1 can then
be interpreted as the duty cycle for Mode–1, whereas ui2 can be interpreted
as the duty cycle for Mode–2. In this new context, ui1 and ui2 cannot be
both non-zero simultaneously (cf. assumption 1.1) at any time for safety
reasons, which if violated can cause a shoot-through problem. Based on
this newly defined control signal, the thermal subsystem of battery Celli for
reciprocating coolant flow is given by
X˙ti = a
(σ)
ti1 Xt1 + · · ·+ a(σ)tin Xtn + gˆti(xL) uˆi + b(σ)ti Tf in (29)
where Xti = T¯si ∈ R, gˆti(xL) =
[
bsix
2
L bsix
2
L
]
, uˆi =
[
ui1 ui2
]T ∈ R2, and
xL = iL. Similarly, the electrical subsystem of Celli is given by
X˙ei = AeiXei + gˆei(xL) uˆi (30)
where Xei =
[
Xei1 Xei2 Xei3
]T ∈ R3 with Xei1 = V¯i1, Xei2 = V¯i2, Xei3 =
ξ¯i and Aei = diag (−aei1, −aei2, 0) ∈ R3×3, gˆei(xL) =
[
beixL −beixL
] ∈
R
3×2 with bei =
[
bei1 bei2 −bei3
]T
.
3.3 Complete Averaged State-Space Model of n-Cell
MLC
An n–MLC can be represented in various state-space models depending on
the number of cells and on the configuration in which they are connected
inside each PCi. In this model, each PCi is assumed to contain only one
Celli. Using equations (29) and (30) as basic building blocks, the state-space
system for the thermal subsystem of n cells can be written as follows:
X˙t = A
(σ)
t Xt + Gˆt(xL) uˆ+W
(σ)
t Tf in, Y = CtXt (31)
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where A(σ)t ∈ Rn×n is the system matrix in which A(1)t is the lower triangular
matrix with coefficients a(1)tij defined by equations (11) and (12) for forward
coolant flow, A(2)t = (A
(1)
t )
T is the upper triangular matrix with coefficients
a
(2)
tij defined by equations (15) and (16) for reverse coolant flow, Gˆt(xL) =
diag (gˆt1(xL), · · · , gˆtn(xL)) ∈ Rn×2n is the load current-dependent input
matrix for the thermal subsystem, W (σ)t =
[
b
(σ)
t1 · · · b(σ)tn
]T
∈ Rn, with
coefficients b(σ)ti defined by equation (13) for σ = 1 and equation (15) for
σ = 2 is the scaling vector for the inlet fluid temperature, Ct = In ∈ Rn×n is
the output matrix, Xt =
[
Xt1 · · · Xtn
]T ∈ Rn is the thermal state vector,
uˆ =
[
uˆT1 · · · uˆTn
]T ∈ R2n is the input vector, Tf in ∈ R is the known fluid
temperature (Tf0 or Tfn) in one of two inlets depending on the direction of
the coolant flow, and Y ∈ Rn is the output vector. Similarly, the electrical
subsystem of n–cells is given by
X˙e = AeXe + Gˆe(xL) uˆ (32)
where Ae = diag (Ae1, · · · , Aen) ∈ R3n×3n is the system matrix, Gˆe(xL) =
diag (gˆe1(xL), · · · , gˆen(xL)) ∈ R3n×2n is the load current-dependent input
matrix for the electrical subsystem, Xe =
[
XTe1 · · · XTen
]T ∈ R3n is the
electrical state vector, and uˆ ∈ R2n is the input vector. Subsequently, the
two subsystems can be combined in diagonal form.[
X˙t
X˙e
]
︸ ︷︷ ︸
X˙
=
[
A
(σ)
t 0
0 Ae
]
︸ ︷︷ ︸
A(σ)
[
Xt
Xe
]
︸ ︷︷ ︸
X
+
[
Gˆt(xL)
Gˆe(xL)
]
︸ ︷︷ ︸
Gˆ(xL)
uˆ+
[
W
(σ)
t
0
]
︸ ︷︷ ︸
W (σ)
Tf in
X˙ = A(σ)X + Gˆ(xL)uˆ+W
(σ)Tf in, Y = CX (33)
where A(σ) ∈ R4n×4n is the system matrix, Gˆ(xL) ∈ R4n×2n is the load
current-dependent input matrix for complete system, C =
[
Ct 0
] ∈ Rn×4n
is the output matrix, X ∈ R4n is the state vector, uˆ ∈ R2n is the input
vector, and W (σ) ∈ R4n is the scaling vector for the inlet fluid tempera-
ture. The averaged state-space electro-thermal model under RF, as shown
in equation (33), is a piecewise affine (PWA) system.
Remark 1.1. The control signal ui can be used to determine the modes of
HBi and Celli inside each PCi at any time ‘t’. The mode in which HBi
inside any PCi is operating can be determined by algorithm 1. Similarly,
algorithm 2 can be used to determine the mode of Celli (i.e., whether it is
charging or discharging) inside any PCi.
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Algorithm 1 H-Bridge Mode Determination at any time ‘t’
ui =
[
1 −1] uˆi
if ui(t) > 0 then
HBi in Mode–1 at time ‘t’
else if ui(t) < 0 then
HBi in Mode–2 at time ‘t’
else
HBi in Mode–3 at time ‘t’
end if
Algorithm 2 Battery Mode Determination at any time ‘t’
ui =
[
1 −1] uˆi
if xL(t) ui(t) > 0 then
Celli is Discharging at time ‘t’
else if xL(t) ui(t) < 0 then
Celli is Charging at time ‘t’
else
Celli is Disconnected at time ‘t’
end if
4 Optimization Problem
In this section, an optimization problem is formulated for the OP scheme to
achieve cell balancing in terms of both temperature and SoC. The averaged
state-space model derived in the previous section is used along with an
objective function and certain constraints as described below.
4.1 Definition of Objective Function
The objective of this study is to equalize SoC of all cells at the final time and
to maintain both SoC and temperature deviations among the cells within a
certain zone during the entire drive cycle. These objectives will be specified
as constraints in the next subsection. Another aim is to minimize tem-
perature deviations among the battery cells, as specified in the following
objective function:
J(Y ) =
∫ tf
0
(Y1 − Y2)2 + · · ·+ (Yn−1 − Yn)2dt (34)
To transform J(Y ) on the quadratic form in X, Q = CT Q¯1Q¯T1C is defined
with Q¯1 = diag (q1, · · · , qn−1) ∈ Rn×(n−1), where qi =
[
1 −1]T . There-
fore, the objective function (34) can be rewritten as the following standard
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quadratic form:
J(X) =
∫ tf
0
XTQXdt (35)
4.2 Definition of Constraints
There are some hard (operational, safety and balancing) constraints that
need to be respected by OP. The objective of balancing SoC is defined in
terms of the following zone and terminal constraints. During run-time, SoC
of all cells must stay within a certain zone from each other, as given by
−∆SoC ≤ (Xei3(t)−Xej3(t)) ≤ ∆SoC,
∀t, ∀i, j ∈ {1, 2, · · · , n} (36)
and at the final time, SoC of all cells should be equal:
Xei3(tf ) = Xej3(tf) ∀i, j ∈ {1, 2, · · · , n} (37)
In addition, SoC of Celli must stay within following zone:
0 ≤ Xei3(t) ≤ 1 ∀t, ∀i ∈ {1, 2, · · · , n} (38)
To ensure tight thermal balancing, in addition to minimizing the deviations
of cell temperatures, a hard constraint maintains temperature deviations
among the cells in the following zone:
−∆Ts ≤ (Tsi(t)− Tsj(t)) ≤ ∆Ts ∀t, ∀i, j ∈ {1, · · · , n} (39)
Moreover, a safety constraint on the maximum operating temperature of
each cell is present.
Tsi(t) ≤ Tsmax ∀t, ∀i ∈ {1, 2, · · · , n} (40)
where Tsmax is the maximum operating temperature allowed for Celli. The
objective to track the demanded load voltage (vLd) can be written as the
following constraint:
vLd =
n∑
i=1
[(f(Xei3)−Xei1 −Xei2) ui − bri|ui| xL] (41)
where vLd is normally provided by the higher supervisory block called En-
ergy Management System (EMS) in the context of HEVs. ui =
[
1 −1] uˆi
represents the duty cycle of Celli. In this study, f(Xei3) is assumed to be
constant, while Xei1 and Xei2 are negligible, which are normal assumptions
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in developing EMS for (P)HEVs [30]. These assumptions preserve the con-
vexity of the problem. Moreover, a constraint is identified on the maximum
current that each battery cell can supply.
xL ui ∈ [¯iBimin, i¯Bimax] (42)
where i¯Bimin and i¯Bimax are the minimum and the maximum battery current
limits, respectively. Certain constraints are also present on the control signal
uˆi =
[
ui1 ui2
]T ∈ R2, which are given by
ui1 ∈ [0, 1], ui2 ∈ [0, 1], |ui| = (ui1 + ui2) ∈ [0 , 1],
and ui = (ui1 − ui2) ∈ [−1 , 1] (43)
Based on the definitions of ui1 and ui2 in the previous section, these values
cannot be nonzero simultaneously to avoid a shoot-through problem. Thus,
the following constraint is imposed to ensure safety:
ui1 ui2 = 0 (44)
However, the last constraint is non-convex and must be removed to preserve
convexity of the problem.
4.3 Definition of the Optimization Problem
The optimization problem can subsequently be written as follows:
J0 = min
uˆ
∫ tf
0
XTQXdt subject to

X˙ = A(σ)X + Gˆ(xL)uˆ+W
(σ)Tf in,
Constraints (36)− (44),
xL(t), Tf in and σ are known at each time step.
(P-I)
The optimization problem (P-I) is non-convex because of the non-convex
constraint ui1 ui2 = 0. In the next subsection, certain assumptions are
formulated to restore convexity and to simplify the problem.
4.4 Solving the Optimization Problem Using CVX
The problem (P-I) was solved by CVX, which is a MATLAB-based package
for specifying and for solving convex programs [31], [32] and uses a disci-
plined convex programming ruleset [33]. CVX transforms MATLABr into a
modeling language, allowing constraints and objectives to be specified using
standard MATLAB expression syntax.
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The non-convex constraint (ui1 ui2 = 0) must be removed prior to es-
tablishing the optimization problem (P-I) in CVX. In this study, cell balanc-
ing is achieved by assuming that the modes of all PCs belong either to set
{Mode–1 , Mode–3} or to {Mode–2 , Mode–3} but not to {Mode–1 , Mode–2}
at any time instant. In other words, it is not allowed at any time instant
to charge and to discharge cells simultaneously. Based on this assumption,
the sign of ui can be pre-decided based on the sign of a known demanded
load voltage (vLd). Therefore, at vLd ≥ 0, ui2 = 0 and ui = (ui1 − ui2) ≥ 0.
Otherwise ui1 = 0 and consequently, ui ≤ 0. Therefore, the non-convex
constraint (ui1 ui2 = 0) need not be specified. The system was discretized
using Euler’s approximation at sampling time h = 1 sec. The simulation
parameters are shown in Table 2, where R¯s is the nominal value of series re-
sistance Rsi of any Celli, N is the prediction (or driving) horizon in discrete
time, and τ is the reciprocation period or the period in which the coolant
completes one cycle of uniform forward and reverse flow.
Table 2: Simulation Parameters
Parameters Value Parameters Value
n 5 i¯Bimin −200A, ∀i
tf 12min i¯Bimax 200A, ∀i
h 1 sec ∆Ts 2
◦C
N tf/h = 720 ∆SoC 0.1
R¯s 6.2770mΩ Tsmax 40
◦C
Rs5 or Rs3 1.48R¯s = 9.29mΩ Tfin 20◦C
Tsi(0) 25
◦C, ∀i τ 60 sec
5 Simulation Results
A few variables must be introduced before the simulation results are pre-
sented. These variables are illustrated in plots for more clarity. X¯ti =
1
N
∑N
k=0Xti(k) is defined as the average temperature of Celli on the entire
driving horizon N and X¯tb =
1
n
∑n
i=1 X¯ti is the average temperature of BSM.
Similarly, the normalized average power loss per unit ohm across any Celli
on the entire driving horizon is given by
I¯i =
1
N
∑N
k=1 i
2
Bri
(k)
maxj
(
1
N
∑N
k=1(i
ou
Brj
(k))2
) (45)
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Figure 5: Drive Cycle: Demanded Power, Voltage, and Current Profile.
Two short duration high power peaks exist: (1) around 120 seconds and (2)
around 350 seconds.
where iouBrj is the RMS current through Cellj for OP under UF, as defined
by equation (22). The superscripts ‘o’ and ‘u’ distinguish the signals of
OP from UDCO, whereas the superscripts ‘u’ and ‘r’ represent UF and RF,
respectively. Fig. 5 shows the drive cycle data comprising the demanded
power, voltage, and current profiles used in the simulations. In the follow-
ing sections, the simulation results of two different cell configurations are
presented to thoroughly evaluate the effectiveness of the proposed OP. In
configuration-1, the cell with 50% higher resistance is assumed to be the last
downstream cell (Cell5) in the five-cell string, whereas in configuration-2,
the cell with higher resistance is assumed to be connected in the middle (i.e.,
at position of Cell3) of the string. Both string configurations are discussed
separately below to show the implications of OP.
5.1 Configuration-1: Downstream Cell5 has higher re-
sistance
In this subsection, the performances of UDCO and OP under both UF and
RF are evaluated. Cell5 is assumed to have almost 50% higher series resis-
tance because of aging or of some other effect. The temperature (Xti), SoC
(ξi), and the normalized average per unit power loss (I¯i) are plotted for each
cell. Note that the assumption about 50% increase in internal resistance is
not unrealistic as according to [34] the battery internal resistance may vary
significantly as a function of its cycle-life. The simulation results are shown
for both OP and UDCO in Fig. 7 for RF and Fig. 8 for UF.
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Figure 6: Tracking of demanded output voltage. The figure shows that
OP tracks the demanded output voltage with significantly small error. The
tracking performance is the same for string configurations 1 and 2.
OP versus UDCO under RF:
Fig. 6 shows the output voltage generated by MLC and the good tracking
performance with a significantly small error for OP. The temperatures of
all cells under RF are shown for OP in Fig. 1.7(a) and for UDCO policy
in Fig. 1.7(b). The temperature of Cell5 under RF for the UDCO policy is
significantly higher than that of OP. Moreover, OP achieved good thermal
balancing while maintaining the temperatures of all cells within ±2◦C and
SoC within ±10% from each other, as shown in Fig. 1.7(c). SoC for the
UDCO policy is not shown. However, a uniform decay is assumed for each
cell. Fig. 1.9(b) shows the normalized average unit power loss I¯i for each
cell under RF. The horizontal dashed black line illustrates the average unit
power loss I¯uri across each cell for the UDCO policy, whereas the colored
vertical bars illustrate the average unit power loss I¯ori across each cell for the
OP scheme. The internal resistance Rs5 of Cell5 is almost 50% higher than
that of other cells. Thus, as shown in Fig. 1.9(b), the naturally optimal
policy is the least use of Cell5 compared with others and Cell1, under best
thermal conditions, should be used most.
OP versus UDCO under UF:
The temperatures of all cells are shown for OP in Fig. 1.8(a) and for UDCO
policy in Fig. 1.8(b) under UF. Fig. 1.9(a) shows the normalized average
unit power loss for each cell under UF. OP again performs better than the
UDCO policy, as demonstrated in the figure. Similar to the RF case, OP
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simultaneously achieved good thermal and SoC balancing by using Cell5,
which is the most downstream cell with 50% higher resistance, least com-
pared with the others whereas Cell1 is used most. [20] presents a more
detailed comparison between OP and UDCO under UF.
Optimal Power Loss Distributions for UF and RF:
Fig. 1.9(a) and 1.9(b) demonstrate the normalized average unit power loss
for UF and RF cases, respectively. These figures demonstrate the effect of
the coolant flow scheme on optimal decisions of OP. The difference between
the average unit power loss in UF and that in RF should be noted, partic-
ularly the difference between the optimal power loss distributions for Cell5
in the two cases. In the RF case the Cell5, that is no longer a downstream
cell, can benefit from coolant reciprocation. Thus, OP decides to use it
almost 10% more (in terms of losses) than that of the UF case. Although
the optimal power loss distribution is different in both cases, the tempera-
ture increase of the cells is the same, as shown in Figures 1.8(a) and 1.7(a).
This similarity indicates that OP automatically handles the coolant flow
scheme and decides on the optimal power loss distribution over each cell
accordingly. OP likewise handles thermal imbalances caused by resistance
variation and by the temperature gradient in the coolant. Fig. 1.9(a) shows
that in the UF case, optimal power loss distribution between two adjacent
cells differs by almost 10% due to the temperature gradient in the coolant.
The difference in power loss distribution between two cells is almost 20%
because of the resistance variation. This finding indicates that although the
power loss difference due to resistance variations is large, power loss due to
the coolant temperature gradient is also not negligible. Thus, active ther-
mal balancing is still necessary to compensate for the temperature gradient
in the coolant though no resistance variation occurs in the battery string. In
recollection, no decision is ad hoc here, everything is handled systematically
by solving the model-based optimization problem (P-I).
5.2 Configuration-2: Middle Cell3 has higher resistance
In this subsection, the performances of UDCO and OP under both UF and
RF are evaluated for configuration-2 of the five-cell string. In this case, the
middle Cell3, instead of Cell5, is assumed to have almost 50% higher series
resistance. The temperature (Xti), SoC (ξi), and the normalized average
per unit power loss (I¯i) are plotted for each cell. Simulation results are
shown for both OP and UDCO in Fig.10 for RF and in Fig.11 for UF. The
drive cycle data is the same as those presented previously (Fig. 5).
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(c) Optimal SoC of each cell for OPunder
RF . The plot shows that OP has simulta-
neously achieved SoC and thermal balanc-
ing shown in Fig. 1.7(a).
Figure 7: Configuration-1 under RF : Simulation results and comparison
between OP and UDCO for RF with the most downstream Cell5 having 50%
higher resistance. The plots show that OP significantly performs better
than UDCO under RF. The uniform use of cells is naturally not optimal
in this situation because the resistance (Rs5) of the Cell5 is 50% higher
than that of the others. The plots also show that using RF is not highly
helpful for UDCO under parameter variation. RF only helps to reduce
temperature deviation in the cells with nominal resistance, while cells with
higher resistance still suffer from thermal run away.
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(c) Optimal SoC of each cell for OPunder
UF . The plot shows that OP has simulta-
neously achieved SoC and thermal balanc-
ing shown in Fig. 1.8(a).
Figure 8: Configuration-1 under UF : Simulation results and comparison
between OP and UDCO for UF with the most downstream Cell5 having 50%
higher resistance. The plots show that OP significantly performs better than
UDCO under UF. The uniform use of cells is naturally not optimal in this
situation because the resistance (Rs5) of the Cell5 is 50% higher than that
of others. Fig. 7 and 8 show that OP exhibits similar performance under
UF and RF. Thus, RF is redundant for an MLC-based active cell balancing
system when operated using OP.
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(c) Optimal instantaneous duty cycles for each cell during
high current intervals for OP with RF. The plot shows that
during high current intervals, OP least uses Cell5 compared
with other cells.
Figure 9: Configuration-1 UFversus RF : Optimal power loss distribu-
tion under UF and RF. These plots show that during high current intervals,
OP least uses Cell5 compared with other cells. Thus, Cell5 provides less cur-
rent during high current intervals and consequently, has less losses, as shown
in Fig. 1.9(b). This is naturally optimal as losses are quadratic in current.
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OP versus UDCO under RF:
Fig. 1.10(a) and 1.10(c) show the temperatures and SOC of all cells for
OP under RF. Fig. 1.10(b) exhibits the temperature for the UDCO policy
under RF. The temperature of Cell3 for the UDCO policy is significantly
higher under RF than that of OP in this configuration. Moreover, OP
simultaneously achieved good thermal and SoC balancing while satisfying
all constraints. Fig. 1.12(b) shows the normalized average unit power loss
I¯i that is optimally decided by OP for each cell. The internal resistance Rs3
of Cell3 is almost 50% higher than that of other cells. Thus, the natural
OP least uses Cell3 compared with other cells, and Cell1 and Cell5, under
the best thermal conditions for the RF case, are used more.
OP versus UDCO under UF:
Fig. 1.11(a) and 1.11(b) show the temperatures of all cells for OP and for
the UDCO policy, respectively. Fig. 1.12(a) presents the normalized average
unit power loss for each cell under UF. As shown in the figures, OP performs
better than UDCO. Similar to that in the RF case, OP simultaneously
achieved good thermal and SoC balancing for this cell configuration by
using Cell3 least and Cell1 the most compared with other cells, as shown in
Fig. 1.12(a).
Optimal Power Loss Distributions for UF and RF:
Fig. 1.12(a) and 1.12(b) display the normalized average unit power loss for
UF and for RF cases, respectively. These figures indicate the effect of the
coolant flow scheme on the optimal decisions of OP. The optimal power loss
distributions for Cell3 in this configuration are relatively similar in both UF
and RF cases. Given that Cell3 is the middle cell, reciprocation has a slight
influence on the optimal power loss decision of OP for this cell.
6 Discussion
In this section, some important implications of the simulation results are
discussed.
6.1 Benefits of Reciprocating Air Flow
In this section, UF and RF are compared for both OP and UDCO. The
temperatures of the cells for the UDCO policy under UF are shown in
Fig. 1.8(b) for configuration-1 and in Fig. 1.11(b) for configuration-2. The
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Figure 10: Configuration-2 under RF : Simulation results and compari-
son between OP and UDCO for RF with middle Cell3 having 50% higher re-
sistance. The plots show that OP significantly performs better than UDCO
under RF. The Fig. 1.10(b) shows that using RF is not very helpful for
UDCO under parameter variations.
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Figure 11: Configuration-2 under UF : Simulation results and compari-
son between OP and UDCO for UF with middle Cell3 having 50% higher re-
sistance. The plots show that OP significantly performs better than UDCO
under UF as well.
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Figure 12: Configuration-2 UFversus RF : : Optimal power loss dis-
tribution under UF and RF. These plots show that during high current
intervals, OP least uses Cell3 compared with other cells. Thus, Cell3 sees
less current during high current interval and consequently, has less losses,
as shown in Fig. 1.12(b). This is naturally optimal as losses are quadratic
in current.
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temperatures of the cells for the UDCO policy under RF are exhibited in
Fig. 1.7(b) for configuration-1 and in Fig. 1.10(b) for configuration-2. Simi-
larly, the temperatures of the cells for OP under UF are shown in Fig. 1.8(a)
for string configuration-1 and in Fig. 1.11(a) for string configuration-2. The
temperatures of the cells for OP under RF are shown in Fig. 1.7(a) for string
configuration-1 and in Fig. 1.10(a) for string configuration-2. These figures
clearly show that OP has no significant gain when using RF, particularly for
short series-connected battery string. The main purpose of RF is merely to
achieve temperature uniformity. Using RF with the UDCO policy minimizes
temperature deviations among cells with nominal resistance. However, it
is not that useful for Cell5 or Cell3 that has 50% higher resistance. These
figures clearly indicate that RF without OP can bring temperature unifor-
mity only in the string having cells with same resistances. Moreover, the
temperature gradient in the coolant under RF is negligible only for short
strings of cells. For long strings, RF generally cannot remove this gradient
completely. Thus, RF alone cannot solve the temperature non-uniformity
problem in battery packs of EV/HEV/PHEV because these battery packs
normally have long strings of cells with high possibility of having resistance
differences. However, the temperature uniformity under said conditions can
be achieved by optimally shifting the power losses among the cells using
MLC-based OP even under UF. Thus in the presence of OP, RF is a redun-
dant function.
6.2 Configuration-1 versus Configuration-2
In this subsection, the optimal power loss distribution for two string con-
figurations is compared. Fig. 1.9(b) and 1.12(b) show that changing the
position of the higher resistance cell in the string has slight influence on the
power loss distribution in the RF case. However, the influence may be more
noticeable in longer battery strings. In the case of UF, changing the position
of the higher resistance cell always influence optimal decisions on power loss
distribution. This finding can be validated by comparing the optimal power
loss distributions of Cell5 and Cell3 in figures 1.9(a) and 1.12(a). The differ-
ence in power loss compensates for the temperature gradient in the coolant
for the UF case.
A difference can be observed in the temperature dynamics for the two
configurations under the UDCO policy, as illustrated in Fig. 1.11(b) and
1.8(b). This difference is due to higher resistance Cell3 in the middle of
the string for configuration-2, thereby generating more heat that results in
higher temperature differential between Cell2 and Cell3. Meanwhile, tem-
peratures of Cell1 to Cell4 for configuration-1 are distributed in a staircase
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fashion because of uniform temperature gradient in the coolant. However,
the temperature evolution of the two configurations is almost the same un-
der OP, as shown in Fig. 1.11(a) and 1.8(a).
6.3 Working of OP in Nutshell
OP achieves thermal balancing by least using Cell5 (or Cell3) compared
with other cells during high current intervals, as shown in Fig. 1.9(c) (or
Fig. 1.12(c)). Thus, Cell5 (or Cell3) has less ohmic losses. This policy
is naturally optimal as losses are quadratic in current. In a nutshell, OP
achieves thermal balancing by avoiding the use of higher resistance cells
during peak power intervals and by using the cell more frequently during
low power intervals. Moreover, similarities can be observed between the
optimal duty cycles of the switches in two different string configurations, as
shown in Fig. 1.9(c) and 1.12(c).
7 Summary and Conclusions
This article investigated the potential benefit of optimally using the extra
DoF of MLC for simultaneous balancing of SoC and temperature of cells
under UF and RF. A complete state-space electro-thermal model was devel-
oped and a constrained convex optimization problem was formulated and
solved based on the assumption that the state of each cell and the schedule
of reciprocating air flow are perfectly known. The simulation results showed
that at 50% increase in internal resistance of any cell, OP optimally uses
the extra DoF of MLC, significantly reducing temperature deviation among
the cells compared with the ad hoc uniform duty cycle operation. In a nut-
shell, OP achieves thermal balancing by optimally shifting the power losses
among the cells depending on their resistance and positions in the string.
Thus, OP can also achieve temperature uniformity under parameter varia-
tions even with UF, whereas RF cannot maintain temperature uniformity
in such circumstances without OP. This study shows that using RF has no
significant benefit when using an MLC-based OP. Thus, RF is considered
a redundant function when an MLC-based active cell balancing system is
operated using OP.
8 Acknowledgement
The authors would like to thank Nikolce Murgovski, Anders Grauers, Os-
kar Josefsson and Torbjörn Thiringer for all the positive discussions while
121
Paper 1. On Thermal and State-of-Charge Balancing using...
developing this work. This work was supported by the Chalmers Energy
Initiative.
References
[1] I. Bloom, B. Cole, J. Sohn, S. Jones, E. Polzin, V. Battaglia, G. Henrik-
sen, C. Motloch, R. Richardson, T. Unkelhaeuser et al., “An accelerated
calendar and cycle life study of li-ion cells,” Journal of Power Sources,
vol. 101, no. 2, pp. 238–247, 2001.
[2] B. Kuhn, G. Pitel, and P. Krein, “Electrical properties and equalization
of lithium-ion cells in automotive applications,” in Vehicle Power and
Propulsion, 2005 IEEE Conference, sept. 2005, p. 5 pp.
[3] S. Lukic, J. Cao, R. Bansal, F. Rodriguez, and A. Emadi, “Energy
storage systems for automotive applications,” Industrial Electronics,
IEEE Transactions on, vol. 55, no. 6, pp. 2258 –2267, june 2008.
[4] K. Smith, T. Markel, K. Gi-Heon, and A. Pesaran, “Design of electric
drive vehicle batteries for long life and low cost,” Accelerated Stress
Testing and Reliability (ASTR), IEE Workshop on, Oct. 6-8 2010.
[5] T. Reddy, Linden’s Handbook of Batteries, 4th Edition, 4th ed.
McGraw-Hill Professional, 10 2010.
[6] W. C. Lee, D. Drury, and P. Mellor, “Comparison of passive cell bal-
ancing and active cell balancing for automotive batteries,” in Vehicle
Power and Propulsion Conference (VPPC), 2011 IEEE, sept. 2011, pp.
1 –7.
[7] J. Cao, N. Schofield, and A. Emadi, “Battery balancing methods: A
comprehensive review,” in Vehicle Power and Propulsion Conference,
2008. VPPC ’08. IEEE, sept. 2008, pp. 1 –6.
[8] W. Bentley, “Cell balancing considerations for lithium-ion battery sys-
tems,” in Battery Conference on Applications and Advances, 1997.,
12th Annual, jan 1997, pp. 223 –226.
[9] P. Krein, “Battery management for maximum performance in plug-in
electric and hybrid vehicles,” in Vehicle Power and Propulsion Confer-
ence, 2007. VPPC 2007. IEEE, sept. 2007, pp. 2 –5.
[10] C. Park and A. Jaura, “Reciprocating battery cooling for hybrid
and fuel cell vehicles,” ASME International Mechanical Engineering
122
References
Congress and Exposition (IMECE2003), Washington, DC, USA, pp.
425–430, november 2003.
[11] ——, “Dynamic thermal model of Li-Ion battery for predictive behavior
in hybrid and fuel cell vehicles,” SAE transactions, vol. 112, no. 3, pp.
1835–1842, 2003.
[12] ——, “Transient heat transfer of 42 V Ni-MH batteries for an HEV
application,” Future Car Congress, 2002.
[13] A. Pesaran and B. S. Vlahinos, A, “Thermal performance of EV and
HEV battery modules and packs,” Proceedings of the 14th International
Electric Vehicle Symposium, Orlando, Florida, December 1997.
[14] R. Mahamud and C. Park, “Reciprocating air flow for li-ion battery
thermal management to improve temperature uniformity,” Journal of
Power Sources, vol. 196, no. 13, pp. 5685 – 5696, 2011.
[15] C. Motloch, J. Christophersen, J. Belt, R. Wright, G. Hunt, T. Tar-
tamella, H. Haskins, and T. Miller, “High-Power Battery Testing Pro-
cedures and Analytical Methodologies for HEV’s,” SAE 2002-01-1950,
2002.
[16] J. Rodriguez, L. Franquelo, S. Kouro, J. Leon, R. Portillo, M. Prats,
and M. Perez, “Multilevel converters: An enabling technology for high-
power applications,” Proceedings of the IEEE, vol. 97, no. 11, pp. 1786
–1817, nov. 2009.
[17] M. Malinowski, K. Gopakumar, J. Rodriguez, and M. Pérez, “A survey
on cascaded multilevel inverters,” Industrial Electronics, IEEE Trans-
actions on, vol. 57, no. 7, pp. 2197 –2206, july 2010.
[18] L. Tolbert, F. Z. Peng, and T. Habetler, “Multilevel converters for large
electric drives,” Industry Applications, IEEE Transactions on, vol. 35,
no. 1, pp. 36 –44, jan/feb 1999.
[19] O. Josefsson, A. Lindskog, S. Lundmark, and T. Thiringer, “Assessment
of a multilevel converter for a PHEV charge and traction application,”
in Electrical Machines (ICEM), 2010 XIX International Conference
on, sept. 2010, pp. 1 –6.
[20] F. Altaf, L. Johannesson, and B. Egardt, “Evaluating the potential
for cell balancing using a cascaded multi-level converter using convex
optimization,” in IFAC Workshop on Engine and Powertrain Control,
Simulation and Modeling, 2012, Oct. 2012.
123
Paper 1. On Thermal and State-of-Charge Balancing using...
[21] ——, “Performance evaluation of multilevel converter based cell bal-
ancer with reciprocating air flow,” in Vehicle Power and Propulsion
Conference (VPPC), 2012 IEEE, Oct. 2012, pp. 706–713.
[22] J. Rawlings, “Tutorial overview of model predictive control,” Control
Systems, IEEE, vol. 20, no. 3, pp. 38–52, Jun.
[23] N. Mohan, T. M. Undeland, and W. P. Robbins, Power Electronics:
Converters, Applications, and Design, 3rd ed. John Wiley & Sons;
2003, 2003.
[24] F. Codeca, S. Savaresi, and G. Rizzoni, “On battery state of charge
estimation: A new mixed algorithm,” in Control Applications, 2008.
CCA 2008. IEEE International Conference on, sept. 2008, pp. 102 –
107.
[25] M. Chen and G. Rincon-Mora, “Accurate electrical battery model ca-
pable of predicting runtime and i-v performance,” Energy Conversion,
IEEE Transactions on, vol. 21, no. 2, pp. 504 – 511, june 2006.
[26] H. He, R. Xiong, X. Zhang, F. Sun, and J. Fan, “State-of-charge esti-
mation of the lithium-ion battery using an adaptive extended kalman
filter based on an improved thevenin model,” Vehicular Technology,
IEEE Transactions on, vol. 60, no. 4, pp. 1461 –1469, may 2011.
[27] H. Khalil, Nonlinear systems. Prentice Hall, NJ, 2002.
[28] J. Kassakian, M. Schlecht, and G. Verghese, Principles of Power Elec-
tronics. Addison-Wesley, 1991.
[29] S. Sirisukprasert, “The Modeling and Control of a Cascaded-Multilevel
Converter-Based STATCOM,” PhD Thesis, Virginia Tech, 2004.
[30] L. Guzzella and A. Sciarretta, Vehicle Propulsion Systems. Springer,
2005.
[31] M. Grant and S. Boyd, “CVX: Matlab software for disciplined convex
programming, version 1.21,” ../../cvx, Apr. 2011.
[32] ——, “Graph implementations for nonsmooth convex programs,” in
Recent Advances in Learning and Control, ser. Lecture Notes in Con-
trol and Information Sciences, V. Blondel, S. Boyd, and H. Kimura,
Eds. Springer-Verlag Limited, 2008, pp. 95–110, http://stanford.edu/
~boyd/graph_dcp.html.
124
References
[33] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge Uni-
versity Press, 2006.
[34] D. Andrea, Battery Management Systems for Large Lithium Ion Bat-
tery Packs, 1st ed. Artech House, 9 2010.
125
126
Paper 2
Feasibility Issues of using Three-Phase
Multilevel Converter based Cell Balancer in
Battery Management System for xEVs
Faisal Altaf, Lars Johannesson, Bo Egardt
IFAC Symposium on Advances in Automotive Control, pp.
390-397, Sep. 2013, Tokyo.
Comment: The layout of this paper has been reformatted in
order to comply with the rest of the thesis.

Feasibility Issues of using Three-Phase
Multilevel Converter based Cell Balancer in
Battery Management System for xEVs
Faisal Altaf, Lars Johannesson, Bo Egardt
Abstract
The use of a three-phase (3-φ) multilevel converter (MLC) as an
integrated cell balancer and motor driver is investigated for 3-φ
AC applications in EVs/HEVs/PHEVs. The paper analyzed an
issue of additional battery losses caused by the flow of reactive
and/or harmonic power from each power cell of the 3-φ MLC
battery system. The paper also investigates the size of shunt
capacitor required for compensation of the losses to acceptable
level. This study concludes that the size of the required capaci-
tor is too big for the vehicle application unless some other active
compensation is used as well. Another practical way to employ
the MLC as a cell balancer is to use it in a cascaded connection
with the conventional 3-φ two-level voltage source inverter how-
ever it may not be a cost-effective solution either due to high
component count.
1 Introduction
The battery pack in Hybrids (HEVs) and Electric Vehicles (EVs) is built
from a large number of small cells connected in series and parallel to meet
both the traction power demand and electric range requirement. The Depth-
of-Discharge, see [1], and the cell temperature, see [2], are the two most im-
portant factors that determine the degradation of the battery cells. Hotter
cells degrade more quickly than colder cells. Therefore, even a few over-
heated cells may result in shortening the lifetime of the whole battery pack.
Hence, the battery management system should ideally be able to both bal-
ance the state-of-charge (SoC) of the cells and keep the temperature differ-
ences between the cells less than 5◦C with a maximum temperature below
40◦C, see [2]. With the purpose of transfering charge from cells having
higher SoC to cells having lower SoC, there are several active and passive
cell balancing schemes based on various topologies of switched capacitive
and resistive circuits, see for example [3], and [4].
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In recent years cascaded MLCs, see [5], have been discussed for the
drive of the electric motor in HEVs, see [6] and [7]. The MLC consists of
n cascaded H-bridges (HBs) with an isolated battery cell for each HB. The
combination of an HB and a battery cell is here called a Power Cell (PC).
The MLC, other than reducing the total harmonic distortion in the gener-
ated waveform for the electric machine, also offers an additional advantage
of extra degree-of-freedom (DoF) to generate the load voltages. In most of
these motor drive applications of the MLCs, the usual strategy is to use a
phase shifted pulse width modulation technique to achieve the uniform use
of cascaded cells, see [5].
In [8] the MLC is proposed as both a cell balancer and a drive for
EV/HEV/PHEVs (xEVs) equipped with DC electric motors. The extra
DoF of the MLC is used to achieve simultaneous thermal and SoC balancing
among the battery cells. However, in almost all xEVs, a 3-φ AC machine is
used to power the wheels. Therefore, in [9] it is proposed to use the MLC as
a cell balancer for the 3-φ application. In the proposed configuration, the
single-phase MLC is used as a dedicated cell balancer in the battery pack
and is integrated with 3-φ TLI (Two-Level (voltage source) Inverter) in a
way such that the dc-link of 3-φ TLI is supplied by the cascaded MLC. This
configuration works very well as a cell balancer but the component cost is
likely too high. This would partly be alleviated by using the 3-φ MLC to
directly drive the 3-φ AC machine as proposed by [7].
This paper investigates the configuration proposed in [7], studying the
practical consequences for the battery cells when using the 3-φ MLC to
directly drive the 3-φ AC machine. The paper investigates in detail the
reactive/harmonic power flow which leads to a high level dc-link ripple cur-
rent causing significant additional ohmic losses in batteries. The extra losses
increase the operating temperature which accelerates the capacity fading of
batteries, see [10].
The main contributions of the current article are as follows: Issues of
using 3-φMLC as an integrated cell balancer and motor drive are thoroughly
studied and analyzed; in order to characterize the losses and the size of
compensating capacitor, the dc-link current is accurately computed using
double Fourier series approach, see [11], [12], and [13]; the additional battery
losses due to dc-link current ripple are computed and analyzed and the size
of shunt-capacitor needed for the passive compensation is evaluated under
normal operating conditions; and the results are compared to the case of
3-φ TLI.
The paper is organized as follows. Section 2 gives an overview of the
basic function of single-phase MLC for DC loads. The problem description
and the underlying assumptions for the analysis are given in section 3. The
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Figure 1: Block diagram of a single phase cascaded HB MLC.
dc-link current is computed based on double Fourier series approach in
section 4. The capacitor sizing based on computed dc-link ripple current
is done in section 5 and then the additional battery losses due to dc-link
ripple current are computed in section 6. Finally the conclusions are drawn
in Section 7.
2 Multi-level Converters
In this section, the single-phase MLC for a DC load is reviewed. In contrast
to two-level converters, consisting of a single large battery pack connected
with a single HB, the MLC consists of many series connected PCs where
each PC contains an HB and the independent battery cell as shown in Figure
1. The HB is a switch mode dc-dc power converter, see [14], that produces
a four-quadrant controllable dc output using four switches Si1 , Si2 , S¯i1, S¯i2
as shown in Figure 1. Therefore, depending on which switch pair is turned-
on, three modes of operation can be defined for each PCi. In Mode–1
vpi > 0, in Mode–2 vpi < 0 and in Mode–3 vpi = 0. To model these three
modes of operation, let’s define sij(t) = 1 for ON-State and sij(t) = 0
for OFF-State of switch Sij where ‘i’ corresponds to PCi and j ∈ {1, 2}.
Now the switching function si(t) for a PCi (or Celli) can be defined by
si(t) = (si1(t)− si2(t)) ∈ {1,−1, 0} corresponding to Mode–1, Mode–2 and
Mode–3 respectively. Thus all three modes of HB can be defined in terms
of si(t). The switching vector s(t) =
[
s1(t) s2(t) · · · sn(t)
]T
contains
switching functions for all n PCs inside the MLC. Assuming the ideal switch
behavior, the ohmic and switching losses can be ignored and, therefore, the
input and output of HB, as shown in Figure 1, are related through the
switching function si(t). Thus, the current through Celli is given by:
iBi(t) = si(t)iL(t) (1)
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where iL(t) is the load current. Note that due to the series connection, the
same current iL passes through each PC. However, the direction of current
passing through the battery Celli depends both on the selection of switches
and the direction of load current iL. Similarly the voltage output from each
PCi is defined by vpi(t) = VBi(t)si(t) and hence the total voltage output
from the MLC is given by vL =
∑n
i=1 vpi =
∑n
i=1 VBi(t) si(t) with the MLC
being able to generate L = 2n+ 1 different voltage levels (vL).
The MLC allows to independently switch ON/OFF each battery cell in
a battery pack . This extra DoF opens up many intriguing control research
problems which can be studied for various applications. In [8], the poten-
tial benefit of cell balancing using extra extra DoF of single-phase MLC
has been evaluated for DC loads by formulating it as a constrained convex
optimization problem. The results show that the optimal control policy, ex-
ploiting the full DoF of MLC, gives significant benefit in terms of reduction
in temperature and SoC deviations, especially under parameter variations,
compared to uniformly using all the cells.
Table 1: Nomenclature and List of Symbols
Symbols Definition
n, PCi Number of Power Cells, Power Cell i
Fp, ESR Power Factor, Effective Series Resistance
si(t) Switching function of PCi
vx(t) Instant. voltage of phase x where x = a, b, or c
ix(t) Instant. current in phase x = a, b, or c
θ Phase angle between vx(t) and ix(t) in phase x
ωo Fundamental frequency of output AC variables
ωm Mechanical (angular) speed of AC machine
np Number of pole pairs in AC machine: np = ωo/ωm
ωs/ωc Switching/Carrier frequency where ωs = ωc
Vr Amplitude of reference modulating signal in PWM
Vc Amplitude of carrier signal in PWM
Mo Modulation Index in PWM: Mo = Vr/Vc
3 Problem Description
The 3-φ MLC driving 3-φ balanced load is shown in Figure 2 for case of
n = 2. It has been noted that, for the case of 3-φ AC machine, which acts
as inductive load with lagging power factor, the 3-φ MLC has to supply
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Figure 2: 3-φ MLC for n = 2.
the bidirectional fluctuating power from each PC. Though one of the major
components of this fluctuating power from each PC is the reactive power
whose magnitude largely depends on the power factor angle θ however there
is a large contributions due to switching harmonics as well. In particular, the
flow of reactive power and the switching action generates a large dc-link (i.e.
DC input side of the HB) ripple current at 2nd order baseband harmonic
frequency. Ideally, to minimize losses, a constant dc current should flow
through the battery cell. However, the battery cells in the MLC are cascaded
in series and connected across dc-link in each phase. Thus, in the absence
of compensation, the battery cells at each dc-link get exposed to this very
high ripple current which incurs significant additional losses on the battery
cells and thus increases the battery temperature. The battery operation
at elevated temperature has detrimental effect on the battery lifetime and
therefore the large ripple current needs to be compensated by using a dc-link
capacitor in parallel with battery. In contrast to 3-φ MLC, the balanced
3-φ TLI provides almost constant power under ideal conditions, see [15],
[14]. Though the reactive power also flows in 3-φ TLI, the batteries do
not see this reactive power by virtue of the topology and the symmetrical
fast switching in three legs. Under ideal conditions almost all the reactive
power instantaneously shuﬄes between three phases and hence never flows
back to the battery pack. Thus, compared to 3-φ TLI, the 3-φ MLC, as an
integrated cell balancer and motor driver, faces some serious issues which
need to be carefully analyzed to check its feasibility for xEVs.
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3.1 Assumptions:
The following assumptions are outlined here which will be employed later
to calculate the dc-link current harmonics:
Assumption 2.1. Distortion is present only in voltage where- as the output
load current in all phases is assumed perfectly sinusoidal with frequency ωo
and power factor angle θ i.e.
ia(t) =
√
2Ia cos(ωot + θ) (2)
Assumption 2.2. Three-phase source (3-φ MLC or 3-φ TLI) is balanced i.e.
all three phases have same rms voltage V and frequency ωo. Moreover three
phases are symmetrical i.e. they are shifted exactly by 120◦ w.r.t. each other
and 3-φ source has counterclockwise rotating positive-sequence of phases a,
b, and c, see [16].
Assumption 2.3. Inverters are driving 3-φ balanced inductive load i.e. all
three loads connected in Y or ∆ configuration have same impedance. It
implies that there is no asymmetrical current flowing in the 3-φ circuit and
thus all phase currents are equal i.e. Ia = Ib = Ic.
Assumption 2.4. The switching (or carrier) frequency fs is infinite. Under
this assumption, all the carrier harmonics and their sidebands can be easily
filtered, using a very small capacitor, and thus can be neglected. See section
5.
Assumption 2.5. We assume Thevenin model for the battery Celli with
internal resistance Rsi = 6.3mΩ.
Assumption 2.6. It is assumed that naturally sampled sine-triangle PWM
(SPWM) is used as a modulation strategy for switches. The SPWM uses a
sinusoid, having amplitude Vr, as a reference modulating signal and a high
frequency triangular waveform, having amplitude Vc, as a carrier signal.
These two signals are compared to generate the PWM, see [12] for details.
Assumption 2.7. The permanent magnet synchronous machine (PMSM)
with two pole pairs is assumed in this study i.e. np = 2. Thus the me-
chanical speed of the machine and the fed electrical frequency are related
by ωo = 2ωm. In this study, the nominal operating speed of ωm = 6krpm is
assumed for PMSM, see [17].
Assumption 2.8. The dc-link capacitor is assumed to be non-ideal i.e. it
has effective series resistance (ESR) Rci. This assumption is made to stay
close to reality in terms of compensation potential of dc-link capacitor.
134
4. DC-Link Current Calculation Using Double Fourier Series Approach
4 DC-Link Current Calculation Using Double
Fourier Series Approach
The dc-link ripple current is the cause for additional battery losses. Though,
the harmonic content of dc-link current can also be determined using Fast
Fourier Transform analysis of time-varying switched waveforms of the sim-
ulated circuit but it is computationally very expensive especially for PWM
systems with a high switching frequency. Thus, in this section, to exactly
characterize the losses the dc-link current is analytically computed for both
3-φMLC and 3-φ TLI using double Fourier series approach, see [13], and [12]
for details. In high frequency PWM power converters, the dc-link current is
normally a product of a switching function and the load current as shown,
for example, in (2) for MLC. It is generally quite tedious to precisely de-
termine analytically the complex waveform of this dc-link current. The
determination of current waveform can be done more easily in frequency
domain. If frequency spectrums of si1(t), si2(t), and ia(t) are known then
convolution can be performed in frequency domain and then inverse fourier
transform is taken to recover the time-waveform of idci(t).
The spectral analysis of PWM processes is extensively researched in re-
cent years, see [12], [11], and the frequency spectrum of commonly used
switching functions is now well known from PWM theory. The switching
waveform generated by PWM process is not generally periodic and is nor-
mally a function of two other periodic time-waveforms so the machinery
of double Fourier series, see [13], is used to analyze the harmonic content
of this complex waveform. The general solution for any switching function
sij(t) of any switched phase-leg1 ‘j’ is given by, see [11]
sij(t) =
A00
2
+
∞∑
l=1
[
A0l cos(ly) +B0l sin(ly)
]
+
∞∑
k=1
[
Ak0 cos(kx) +Bk0 sin(kx)
]
+
∞∑
k=1
∞∑
l=−∞
l 6=0
[
Akl cos(kx+ ly) +Bkl sin(kx+ ly)
]
(3)
1It refers to a leg with a switch-pair inside 3-φ MLC or 3-φ TLI. It should not be
confused with the phase of 3-φ AC system.
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where Akl and Bkl are Fourier coefficients given by
Akl =
1
2π2
∫ pi
−pi
∫ pi
−pi
sij(t) cos(kx+ ly)dxdy (4a)
Bkl =
1
2π2
∫ pi
−pi
∫ pi
−pi
sij(t) sin(kx+ ly)dxdy (4b)
and x = ωct + θci, y = ωot + θoj where ωc is the carrier frequency, ωo is
the output fundamental frequency, θci is the carrier phase angle for PCi
and θoj is the phase angle of the fundamental sinusoidal waveform used as
a reference in PWM generation for each phase-leg ‘j’.
4.1 Double Fourier Series of SPWM
In this study we use SPWM (cf. assumption-2.6) for switching the switches.
The double Fourier series representation of SPWM is now well known and
is given by, see [12], [11]
sij(t) =
1
2
+
Mo
2
cos(y) +
2
π
∞∑
k=1
[
1
k
J0
(
k
π
2
Mo
)
sin
(
k
π
2
)
cos (kx)
]
+
2
π
∞∑
k=1
∞∑
l=−∞
l 6=0
[
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
cos (kx+ ly)
] (5)
where Jl(ξ) denotes a Bessel function of the first kind with order l and
argument ξ. The angle
θci =
2π(i− 1)
(n− 1) , ∀i ∈ {1, 2, · · · , n− 1} (6)
is the carrier phase angle, θoj is the phase angle of the fundamental sinu-
soidal waveform used as reference in PWM generation for each phase-leg,
and Mo is its modulation index. The frequency of this waveform is equal
to that of desired fundamental output and the value of phase-angle θoj nor-
mally depends on the number of phase-legs in the PC. Now comparing (5)
with (3) we get the following Fourier coefficients for SPWM:
A00 = 1, A01 =
Mo
2
and A0l = 0, ∀l > 1,
Akl =
[
2
kπ
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)]
, ∀k ∈ N+, ∀l ∈ Z,
Bkl = 0, ∀k ∈ N, ∀l ∈ Z (7)
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4.2 3-φ MLC: DC-Link Current in a Power Cell
In this subsection, the dc-link current in three-level PCi of 3-φ MLC is
calculated. Only phase-a of 3-φ MLC is considered. Due to stated assump-
tions, the result will be same for other phases. Let us now consider the
dc-link current, in PCi of phase-a, given by
idci(t) = si(t)ia(t) = [si1(t)− si2(t)] ia(t) (8)
where si1(t) and si2(t) are SPWM switching function for phase-leg-1 and
phase-leg-2 and ia(t) is the sinusoidal load current, as defined in (2), for
phase-a of 3-φ MLC. The phase switching functions are given by (5) with
angles θoj defined by
θoj =
{
0 if j = 1
−π if j = 2 (9)
Recall that in context of MLC, si(t) is considered as a switching function
for whole PCi. In the following, the expression for si(t) will be derived. For
notational convenience here we assume θci = 0 but it will not change the
form of final result.
Phase-leg 1:
In this case θo1 = 0. Now plugging in the values of x and y in (5) and doing
some simple manipulations, (5) can be rewritten as follows
si1(t) =
1
2
+
Mo
2
cos(ωot)
+
2
π
∞∑
k=1
[
1
k
J0
(
k
π
2
Mo
)
sin
(
k
π
2
)
cos (kωct)
]
+
2
π
∞∑
k=1
∞∑
l=−∞
l 6=0
l=even
[
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
cos (kωct + lω0t)
]
+
2
π
∞∑
k=1
∞∑
l=−∞
l 6=0
l=odd
[
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
cos (kωct+ lω0t)
]
(10)
Phase-leg 2:
In this case θo1 = −π is used in (5) and then using the fact that cos (α− lπ) =
cos(α), if l is even and cos (α− lπ) = − cos(α), if l is odd, we get the fol-
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lowing double Fourier series representation of SPWM for phase-leg 2
si2(t) =
1
2
− Mo
2
cos(ωot)
+
2
π
∞∑
k=1
[
1
k
J0
(
k
π
2
Mo
)
sin
(
k
π
2
)
cos (kωct)
]
+
2
π
∞∑
k=1
∞∑
l=−∞
l 6=0
l=even
[
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
cos (kωct + lω0t)
]
− 2
π
∞∑
k=1
∞∑
l=−∞
l 6=0
l=odd
[
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
cos (kωct + lω0t)
]
(11)
Now using (10) and (11), the overall switching function si of PCi is given
by
si(t) = si1(t)− si2(t) =
Mo cos(ωot) +
4
π
∞∑
k=1
∞∑
l=−∞
l 6=0
l=odd
[
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
cos (kωct+ lω0t)
]
(12)
Finally the dc-link current in PCi can be computed by direct multiplication
of (2) and (12) which gives
idci(t) =
MoIa√
2
cos(θ) +
MoIa√
2
cos(2ωot + θ)
+
[
4
π
∞∑
k=1
∞∑
l=−∞
l 6=0
l=odd
[
1
k
Jl
(
k
π
2
Mo
)
sin
(
[k + l]
π
2
)
cos (kωct+ lω0t)
]]
×
×
√
2Ia cos(ωot + θ)
(13)
Thus, it is obvious from (13) that dc-link current in any PCi of 3-φ MLC
consists of a dc component, large 2nd baseband harmonic, and all odd
carrier sidebands including triplen sideband harmonics.
4.3 3-φ TLI: DC-Link Current Harmonics
The 3-φ TLI consists of only one PC with six switches arranged in three
phase-legs. Since there is only one PC so subscript ‘i’ will be dropped
in the following mathematical development. The total dc-link current in
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any 3-φ TLI is given by adding dc-link current contributions from all three
phase-legs as follows
idc = idc1(t) + idc2(t) + idc3(t) (14)
According to [11], the dc-link current contribution from any phase-leg ‘j’
for 3-φ TLI is given by
idcj(t) =
Aˆ00
2
+
∞∑
l=1
[
Aˆ0l cos(lω0t + lθoj) + Bˆ0l sin(lωot + lθoj)
]
+
∞∑
k=1
[
Aˆk0 cos(kωct) + Bˆk0 sin(kωct)
]
(15)
+
∞∑
k=1
∞∑
l=−∞
l 6=0
[
Aˆkl cos ((kωct + lω0t) + lθoj) + Bˆkl sin ((kωct+ lω0t) + lθoj)
]
where θoj = 0 for j = 1 (phase-a), θoj = −2pi3 for j = 2 (phase-b), θoj = 2pi3
for j = 3 (phase-c), and the Fourier coefficients for all three phases are given
by:
Aˆ00 =
MoIj
4
cos(θ), Aˆ0l = Bˆ0l = 0, ∀l > 2, (16a)
Aˆ01 =
1
2
Ij cos(θ), Bˆ01 = −1
2
Ij sin(θ), (16b)
Aˆ02 =
Mo
4
Ij cos(θ), Bˆ02 = −Mo
4
Ij sin(θ), (16c)
Aˆkl =
Ij
kπ
cos
(
[k + l]
π
2
)
cos(θ) [Jl+1(·)− Jl−1(·)] , ∀k ∈ N+, ∀l ∈ Z, (16d)
Bˆkl =
Ij
kπ
cos
(
[k + l]
π
2
)
sin(θ) [Jl+1(·) + Jl−1(·)] , ∀k ∈ N+, ∀l ∈ Z (16e)
Now using above coefficients, the expression (15) for the jth phase-leg
switched current gets simplified to
idcj(t) =
MoIj
8
cos(θ) +
Ij
2
cos(θ) cos(ω0t+ θoj)− Ij
2
sin(θ) sin(ωot+ θoj)
+
MoIj
4
cos(θ) cos(2ω0t+ 2θoj)− MoIj
4
sin(θ) sin(2ωot + 2θoj)
+
∞∑
k=1
[
Aˆk0 cos(kωct) + Bˆk0 sin(kωct)
]
(17)
+
∞∑
k=1
∞∑
l=−∞
l 6=0
[
Aˆkl cos ((kωct + lω0t) + lθoj) + Bˆkl sin ((kωct+ lω0t) + lθoj)
]
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Using (17) for j = 1, 2, 3 in (14) gives a messy expression but it can be
simplified by first using assumption-2.3 and then identifying the following
two trigonometric identities.[
cos(x) + cos(x− l2π
3
) + cos(x+ l
2π
3
)
]
= 0,[
sin(x) + sin(x− l2π
3
) + sin(x+ l
2π
3
)
]
= 0,
∀x, ∀l = {±1,±2,±4,±5,±7, · · · }
(18)
Note that the above two identities are true for any angle x where x ∈
{ωot, 2ωot, (kωc+lωo)t} here. Applying these two identities, the expression
for total dc-link current is simplified to (19)
idc =
3MoIa
8
cos(θ) + 3
∞∑
k=1
[
Aˆk0 cos(kωct) + Bˆk0 sin(kωct)
]
+ 3
∞∑
k=1
∑
l∈L
[
Aˆkl cos(kωct+ lωot) + Bˆkl sin(kωct + lωot)
] (19)
where L = {−∞, · · · ,−6,−3, 3, 6, · · · ,∞}. From the expression (19) it is
quite obvious that the dc-link current in 3-φ TLI consists of dc-component,
carrier harmonics and triplen sidebands. Thus in 3-φ TLI, the fundamental,
baseband harmonics including second, and the non-triplen harmonics are all
cancelled. Thus compared to MLC the harmonic content on the dc-side of
3-φ TLI is much less which means the current ripple is very low in 3-φ TLI
compared to that in each PCi of 3-φ MLC.
5 Dc-link Ripple Current Compensation: Shunt
Capacitor Sizing
The objective is to reduce extra losses in the battery cell due to flow of
ripple current. Thus, in order to achieve this objective, a shunt-capacitor
with appropriate value need to be connected across Celli in the dc-link.
The capacitor acts as a compensator/filter for dc-link ripple current. In
this section, the size of capacitor is determined for both 3-φ TLI and for
each PCi in 3-φ MLC.
5.1 DC-Link Capacitor Size for each PCi in 3-φ MLC
The size of the dc-link capacitor depends either on the amount of ripple
current that is shunted by the capacitor or on the amount of energy it has
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Figure 3: DC-Link ac equivalent circuit.
to store over one cycle of fundamental frequency. With infinite capacitance
value, the whole oscillating power (including the reactive power) will be
supplied by the capacitor Ci and the battery will only supply the active
power. Since infinite capacitance is practically infeasible, some tolerable
level of current/voltage ripple is allowed to determine the finite capacitance
value. The ripple in the dc-link voltage appears due to the oscillating dc-
link current and the battery internal resistance. The amplitude of voltage
ripple depends on the amplitude of the oscillating component of the dc-
link current iBi(t) and the value of series resistance Rsi. To determine these
ripple variables, the dc-link ac equivalent circuit is drawn as shown in Figure
3. In the model, the capacitor is assumed to be non-ideal i.e. it has effective
series resistance (ESR). Now using phasor analysis and applying Kirchhoff’s
current law at node-A, the ac ripple current in the battery is obtained as
I˜Bi(ω) =
(
1 + sRciCi
1 + sRciCi + sRsiCi
)
I˜dci(ω) (20)
where s = jω and I˜dci(ω) is the pure ac-component of the dc-link current
given by (13). Under the assumption of infinite switching frequency, all the
carrier and sideband harmonics can be easily filtered, using a very small
capacitor, and thus can be neglected. Therefore, the equation (13) is sim-
plified to
idci(t) ≅
MoIa√
2
cos(θ)︸ ︷︷ ︸
Idci
+
MoIa√
2
cos(2ωot+ θ)︸ ︷︷ ︸
i˜dci(t)
(21)
where wo = 2ωm is the electrical angular frequency being fed to electrical
machine. From (21) it is quite evident that the dc-link current at the
PCi input consists of two components: the pure dc-component Idci and the
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pure ac-component i˜dci(t) at second baseband harmonic frequency. Note
that the amplitude of this ac-component is equal to dc-component. Using
this approximation, the expression (20) can be easily evaluated for peak
magnitude of the battery ripple current as given below
I˜Bim(ω) =
(√
1 + ω2R2ciC
2
i
1 + ω2(RciCi +RsiCi)2
) √
2MoIa
2
(22)
where ω = 2ωo = 4ωm is the dc-link ripple frequency. Note that in the
absence of dc-link capacitor, iBi(t) = idci(t). Only the dc-component trans-
fers the real power whereas the ac-component in the absence of capacitor
incurs extra losses in the internal resistance of the battery. It is well known
that this ac ripple current degrades the battery life-time, see [18]. Thus
it is quite important to take this thing into consideration while designing
the dc-link side of each PCi. Ideally battery should provide only the dc-
component and the ac ripple should be taken by capacitor. However, the
battery manufacturer normally allows certain maximum tolerable level of
ripple current above which battery’s life-time is significantly degraded. It is
normally recommended to limit the ripple current below 10% of the rated
current capacity of a battery cell, see [18]. Thus, for a graphical illustration
it is more useful to show battery ripple current peak magnitude per unit dc
current component as given below
δI˜Bim(ω) =
I˜Bim(ω)
I¯Bi
=
(√
1 + ω2R2ciC
2
i
1 + ω2(RciCi +RsiCi)2
)
1
cos(θ)
(23)
where I¯Bi = Idci =
MoIa√
2
cos(θ) is the dc component of dc-link current pro-
vided by the battery. The above relation clearly shows that the battery
ripple current depends not only on capacitor size, capacitor effective series
resistance (ESR) but also on the frequency ω of the ripple current compo-
nent under consideration. For sake of completeness, other ripple variables
are also determined as given below. The ripple current through the capaci-
tor is given by
ICi(s) =
( −sRsiCi
1 + s(RciCi +RsiCi)
)
I˜dci(s) (24)
Similarly, the ripple voltage across capacitor is given by
VCi(s) =
(
Rsi
1 + s(RciCi +RsiCi)
)
I˜dci(s) (25)
and the ac ripple in the dc-link voltage is given by
V˜dci(s) =
(
1 + sRciCi
1 + s(RciCi +RsiCi)
)
I˜dci(s)Rsi (26)
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Figure 4: Peak magnitude of battery ripple current per unit dc current versus
Ci and Rci.
where V˜dci(s) = V˜AB(s). Note that all the ripple signals involved here have
frequency ω = 2 ·ωo. Figure 4 shows the plot of δI˜Bim versus Ci and Rci for
nominal machine operation @fm = 100Hz(ωm = 6 krpm) which implies that
the ripple frequency f = 4fm = 400Hz. All other parameters are assumed
as fixed i.e. θ = 30◦, Mo = 0.9, and Rsi = 6.3mΩ. This plot clearly
shows that to achieve δI˜Bim < 0.1, very large value (> 1F ) of capacitor
with significantly low ESR value will be needed. The idea of the required
capacitor size can be perceived by the size 90×150 [mm] (D×L) of a typical
10mF, 350 V aluminium capacitor.
5.2 Capacitor Size for 3-φ TLI
Under ideal conditions, i.e. infinite switching frequency, balanced linear
load with harmonic free ac voltages and currents, (cf. assumptions), all the
carrier and sideband harmonics can be neglected and the dc-link current
given by equation (19) can then be approximated by
idc(t) ≅
3MoIa
8
cos(θ) (27)
The above equation shows that the dc-link current has only pure dc com-
ponent and there is no time-varying component of power output exactly
like in the case of ideal 3-φ ac systems. Thus, for ideal 3-φ TLI no dc-link
compensation capacitor is needed.
Remark 2.1. Note that under non-ideal conditions i.e. when harmonics
are present and/or switching frequency is finite then the dc-link current will
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contain harmonics and thus there will be a time-varying power component.
However, the dc-link current harmonics in this case will be present around
switching frequency fs which is much higher than the fundamental ac fre-
quency fo. In this case, the reactive power will shuﬄe from one phase to
another phase @fs. Thus even under non-ideal conditions, the capacitor has
to deliver time varying power for a very short time interval compared to the
case of dc-link capacitor in PCi of MLC. Thus the capacitor has to store
very small amount of energy and consequently the size will be very small
comparatively. This is the main advantage of 3-φ TLI.
6 Additional Battery Losses in 3-φ MLC
In this section, the additional power loss at the battery due to ripple current
is calculated as
PlBqi = I˜
2
BirRsi (28)
where I˜Bir is the rms value of the battery ripple current given by
I˜Bir =
(√
1 + ω2R2ciC
2
i
1 + ω2(RciCi +RsiCi)2
)
MoIa
2
(29)
Thus the power loss at the battery Celli, caused by the flow of ripple current
i˜Bi(t), is given by
PlBqi =
(
1 + ω2R2ciC
2
i
1 + ω2(RciCi +RsiCi)2
)
RsiM
2
o I
2
a
4
(30)
Similarly, the power loss at the battery Celli due to the flow of dc current
component I¯Bi corresponding to real power is given by
PlBai = I¯
2
BiRsi =
(
RsiM
2
o I
2
a
2
)
cos2(θ) (31)
Now for graphical illustration, the ripple power loss per unit real power loss
is computed
δPlBqi =
PlBqi
PlBai
=
(
1 + ω2R2ciC
2
i
1 + ω2(RciCi +RsiCi)2
)
1
2 cos2(θ)
(32)
Note that the above relation is only valid for Rsi 6= 0. The expression (32)
shows that in the absence of dc-link compensation capacitor (Ci = 0), the
additional power loss in the battery cell explicitly depends on the power
factor Fp = cos(θ) i.e.
δP uclBqi =
1
2 cos2(θ)
=
1
2F 2p
(33)
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The last relation (33) shows that for the uncompensated case as
Fp → 0⇒ δP uclBqi →∞ (34)
It is now quite obvious that for low power factor operation, battery cells
will see very high additional losses in the absence of a dc-link compensation
capacitor. Thus, for sake of saving batteries from additional losses, the dc-
link compensation capacitor is unavoidable. In the following, we will use
equation (32) and graphically illustrate the effect of various factors on the
losses.
6.1 Effect of Ci and Rci (ESR)
In figure 2.5(a), the per unit ripple power loss δPlBqi is plotted versus Ci
and Rci for fixed power factor angle θ = 30◦. It is assumed that electric
machine is operating at the fixed nominal speed of ωm = 6krpm. Under
these conditions, for Ci = 0, the battery cell will see almost 66% additional
losses. The figure shows that for any fixed value of capacitor, increasing
ESR will significantly increase the losses. The figure also shows that just
choosing a bigger capacitor without taking ESR into consideration may not
help to reduce the losses. Both capacitance and ESR value are equally
important and thus capacitor must be selected properly considering both
parameters. For example, to compensate for the additional losses under
stated conditions, we have to use here at least 0.5F capacitor with very low
ESR value (Rci ≤ 1mΩ).
6.2 Effect of Ci and Power Factor (Fp) Angle θ
The figures 2.5(b) and 2.5(c) show variation in δPlBqi as a function of Ci and
power factor angle θ where it is assumed that Rci = 10mΩ and the electric
machine is operating at the fixed nominal speed of ωm = 6krpm. The figure
2.5(b) shows that for Fp = 0.5 and Ci = 10mF , the battery will see almost
182% additional losses. Similarly figure 2.5(c) shows that for Fp = 0.2 and
Ci = 10mF , the battery will see 11 times more losses. These figures show
that for low power factor operation (Fp < 0.7, (θ > 45◦)), the additional
battery losses due to ripple current will be significantly high even when
using compensation capacitor with Ci = 10mF and Rci = 10mΩ. These
figures also show that even for unity power factor, battery cells will see 50%
more losses despite using 10mF capacitor with 10mΩ ESR.
Thus, the large dc-link ripple current in each PCi of 3-φ MLC causes
significant additional heating that results in rise of operating temperature of
cells which is well known to have a detrimental impact on a battery lifetime.
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(a) Ripple power loss δPlBqi versus Ci and Rci for
constant power factor angle θ = 30◦.
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(b) Per unit ripple power loss δPlBqi versus Ci and
power factor angle θ ∈ {0, 60◦}. Here it is assumed
that Rci = 10mΩ.
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(c) Per unit ripple power loss δPlBqi versus Ci and
power factor angle θ ∈ {0, 80◦}. Here it is assumed
that Rci = 10mΩ.
Figure 5: Per unit power loss due to ripple current and effects of various
factors on the losses.
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6.3 Capacitor Size Example
Let us assume that electric machine is operating at ωm = 6krpm with power
factor Fp = 0.9 and Rsi = 6.3mΩ. The objective is to reduce additional
losses δPlBqi below 10%. Now using equation (32), it is easy to verify that
the compensation capacitor with following specifications will be needed in-
side each PCi of 3-φ MLC to achieve the objective:
Ci = 132mF, Rci = 1mΩ (35)
Thus, all the figures and the above capacitor size example shows that a very
big capacitor with very low ESR is required inside each PCi of 3-φ MLC
to save battery cells from significant additional losses and the accelerated
capacity fading not only for low power factor but also for high power factor
operation.
7 Conclusions
In this study we have theoretically established that the ripple current on
the dc-link inside each PCi of 3-φ MLC is significantly high. Consequently,
a large dc-link capacitor is required to filter the ripple. It does not seem
practical to put such a big capacitor inside each PCi of MLC. We have also
shown that in the absence of this capacitor, the battery will have to pro-
vide significant extra power per unit real power which would result in much
higher additional ohmic losses and accelerated capacity fading compared to
the case of 3-φ TLI especially for low power factor operation. Thus it is con-
cluded that it is not feasible to use 3-φ MLC as an integrated cell balancer
and a motor driver for 3-φ AC applications in xEVs unless, in addition to
the dc-link capacitor, some other active filtering/compensation technique is
used in order to reduce the size of the capacitor and/or the battery tem-
perature. The alternative is to use single-phase MLC as a dedicated cell
balancer inside a battery pack with 3-φ TLI at front as a dedicated 3-φ AC
motor driver but such a solution does not seem cost-effective due to high
component count.
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