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2 RENCAI LU, AND KAIMING ZHAO
1. Introduction.
Let C be the field of complex numbers. The Virasoro algebra Vir := Vir[Z]
(over C) is the Lie algebra with the basis
{
c, di
∣∣ i ∈ Z} and the Lie bracket defined
by
[c, di] = 0,
[di, dj] = (j − i)di+j + δi,−j
i3 − i
12
c, ∀ i, j ∈ Z.
The structure theory of the Virasoro algebra weight modules with finite-dimensional
weight spaces is fairly well developed. For details, we refer the readers to [M], the
book [KR] and the references therein.
The centerless Virasoro algebra is actually a Witt algebra, and generalized Witt
algebras in positive characteristic and characteristic 0 were studied by many au-
thors, for instance, Zassenhaus [Z], Kaplansky [K], Ree [R], Wilson [W], Strade [St];
and Osborn [O], Djokovic and Zhao [DZ], Passman [P], Xu [X].
Patera and Zassenhaus [PZ] introduced the generalized Virasoro algebra
Vir[G] for any additive subgroup G of C. This Lie algebra can be obtained from
Vir by replacing the index group Z with G (see Definition 2.1). If G ≃ Zn, then
Vir[G] is called a rank n Virasoro algebra (or a higher rank Virasoro algebra
if n ≥ 2).
Representations for generalized Virasoro algebras Vir[G] have been studied by
several authors. Mazorchuk [Ma1] proved that all irreducible weight modules with
finite dimensional weight spaces over Vir[Q] are intermediate series modules (where
Q is the field of rational numbers). In [Ma2], Mazorchuk determined the irreducibil-
ity of Verma modules with zero central charge over higher rank Virasoro algebras.
In [HWZ], Hu, Wang and Zhao obtained a criterion for the irreducibility of Verma
modules over the generalized Virasoro algebra Vir[G] over an arbitrary field F of
characteristic 0 (G is an additive subgroup of F ). Su and Zhao [SZ] proved that
weight modules with all weight spaces 1-dimensional are some so-called interme-
diate series of modules. In [S1] and [S2], Su proved that the irreducible weight
modules over higher rank Virasoro algebras are divided into two classes: interme-
diate series modules, and GHW modules. In [BZ], Billig and Zhao constructed a
new class of irreducible weight modules with finite dimensional weight spaces over
some generalized Virasoro algebras.
The aim of this paper is to complete the classification of irreducible weight
modules with finite dimensional weight spaces over higher rank Virasoro algebras
Vir[G]. The result for n = 1 was obtained by Mathieu [M] by using a completely
different method.
This paper is arranged as follows.
In Section 2, we collect some known results. For any total order “ ≻ ” on
G, which is compatible with the group addition, and for any c˙, h ∈ C, we recall
the definition of the Verma module M(c˙, h,≻) over Vir[G] and some known facts
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about such modules (see [HWZ]). We recall from [BZ] the construction of a class
of irreducible weight modules with finite dimensional weight spaces over some gen-
eralized (including higher rank) Virasoro algebras. These modules are denoted by
V (α, β, b, G0) (see (2.5) for definition) for some α, β ∈ C, b ∈ G \ {0}, and a sub-
group G0 of G with G = Zb
⊕
G0. We also recall in Theorem 2.5 a useful result
from [S1].
In Section 3, we give a classification of irreducible weight modules with finite
dimensional weight spaces over Vir[G] for G ≃ Zn, i.e., any such module is either
an intermediate series module V ′(α, β,G) or V (α, β, b, G0) for suitable parameters
(Theorem 3.9). We show that all GHW modules (see the definition preceding
Theorem 2.5) over Vir[G] are isomorphic to modules V (α, β, b, G0). The main
technique we employ in this paper is to thoroughly study the weight set supp(V )
(sometimes also called the support) of nontrivial irreducible weight modules V with
finite dimensional weight spaces. We first spend a lot of effort to handle the case
n = 2 (Lemma 3.3-Theorem 3.7), and then use induction on n to deal with all other
cases. The induction turns out to be rather difficult.
We hope that our results will have some applications in physics since the Lie al-
gebras studied in the present paper have similar properties as the classical Virasoro
algebra which is widely used in physics.
Acknowledgement. The authors would like to thank sincerely Prof. Volodymyr
Mazorchuk and the referee for scrutinizing all steps in the old version of the paper,
pointing out several inaccuracies, and making valuable suggestions to improve the
paper. The second author likes to express his thanks to Prof. D. Z. Djokovic for
helping with the final version.
2. Weight modules over Generalized Virasoro algebras.
In this section we recall the construction of various modules and collect some
known results for later use.
Definition 2.1. Let G be a nonzero additive subgroup of C. The generalized
Virasoro algebra Vir[G] (over C) is the Lie algebra with the basis
{
c, dx
∣∣ x ∈ G}
and the Lie bracket defined by
[c, dx] = 0,
[dx, dy] = (x− y)dx+y + δx,−y
x3 − x
12
c, ∀ x, y ∈ G.
It is clear that Vir[G] ≃ Vir[aG] for any a ∈ C∗. For any x ∈ G∗ := G \ {0},
Vir[xZ] is a Lie subalgebra of Vir[G] isomorphic to Vir.
Fix a total order “≻” on G which is compatible with the addition, i.e., x ≻ y
implies x+ z ≻ y + z for any z ∈ G. Let
G+ :=
{
x ∈ G
∣∣ x ≻ 0}, G− := {x ∈ G ∣∣ x ≺ 0}.
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Then G = G+ ∪
{
0
}
∪G− and we have the triangular decomposition
Vir[G] = Vir[G]+ ⊕ Vir[G]− ⊕ Vir[G]0,
where Vir[G]+ = ⊕x∈G+Cdx, Vir[G]− = ⊕x∈G−Cdx, Vir[G]0 = Cd0 + Cc.
It is clear that either
#
{
y ∈ G
∣∣ 0 ≺ y ≺ x} =∞ ∀ x ∈ G+, (2.1)
or
∃ a ∈ G+, #
{
y ∈ G
∣∣ 0 ≺ y ≺ a} = 0. (2.2)
We say that the order is dense resp. discrete if (2.1) resp. (2.2) holds.
A Vir[G]-module V is called trivial if Vir[G]V = 0. For any Vir[G]-module V
and c˙, λ ∈ C, let Vc˙,λ :=
{
v ∈ V
∣∣ d0v = λv, cv = c˙v} denote the weight space of
V corresponding to a weight (c˙, λ). When c acts as the scalar c˙ on the whole space
V , we shall simply write Vλ instead of Vc˙,λ.
A Vir[G]-module V is called a weight module if V is the sum of its weight
spaces. For a weight module V we define supp(V ) :=
{
λ ∈ C
∣∣ Vλ 6= 0}, which is
generally called the weight set (or the support) of V .
For any Lie algebra L, we shall use U(L) to denote its universal enveloping
algebra. For any c˙, h ∈ C, let I(c˙, h,≻) be the left ideal of U := U(Vir[G]) generated
by the elements {
di
∣∣ i ∈ G+}⋃{d0 − h · 1, c− c˙ · 1}.
Then the Verma module with the highest weight (c˙, h) for Vir[G] is defined as
M(c˙, h,≻) := U/I(c˙, h,≻). This module has a basis consisting of the following
vectors
d−i1d−i2 · · ·d−ikvh, k ∈ N ∪ {0}, ij ∈ G+, ∀ j and ik ≥ · · · ≥ i2 ≥ i1 > 0,
where vh = 1+ I(c˙, h,≻) is the highest weight vector. Let V (c˙, h,≻) be the unique
irreducible quotient of M(c˙, h,≻). Let us recall
Theorem 2.2 ([HWZ, Theorem 3.1]). Let c˙, h ∈ C.
1) Assume that the order “≻” is dense. Then the Verma module M(c˙, h,≻) is
an irreducible Vir[G]-module if and only if (c˙, h) 6= (0, 0). Moreover,
M ′(0, 0,≻) :=
∑
i1,··· ,ik∈G+,k>0
Cd−i1 · · ·d−ikv0
is an irreducible submodule of M(0, 0,≻).
2) Assume that the order “≻” is discrete. Then the Verma module M(c˙, h,≻) is
an irreducible Vir[G]-module if and only if for the minimal positive element a ∈ G
with respect to “≻”, the Vir[aZ]-module Ma(c˙, h,≻) = U(Vir[Za])vh is irreducible.
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Now we give another class of Vir[G]-modules V (α, β,G) for any α, β ∈ C (see
[SZ]). These Vir[G]-modules all have basis {vx | x ∈ G} with actions given by the
following formula
cvy = 0, dxvy = (α+ y + xβ)vx+y , ∀ x, y ∈ G.
One knows from [SZ] that V (α, β,G) is reducible if and only if α ∈ G and
β ∈ {0, 1}. By V ′(α, β,G) we denote the unique nontrivial irreducible sub-quotient
of V (α, β,G). Then supp(V ′(α, β,G)) = α+G or supp(V ′(α, β,G)) = G\{0}. We
now recall
Theorem 2.3 ([SZ, Theorem 4.6]). Let V be a nontrivial irreducible weight
module over Vir[G] with all weight spaces 1-dimensional. Then V ≃ V ′(a, b, G) for
some a, b ∈ C.
Now we assume that G = Zb ⊕ G0 ⊂ C where 0 6= b ∈ C and G0 is a nonzero
subgroup of C. (Note that some G lack this property). We temporarily set L =
Vir[G]. For any i ∈ Z, we set
Lib = ⊕a∈G0Cdib+a,
L+ = ⊕i>0Lib, L− = ⊕i<0Lib, L0 ≃ Vir[G0].
For any α, β ∈ C, we have the irreducible L0-module V ′(α, β,G0). We extend the
L0-module structure on V
′(α, β,G0) to an (L++L0)-module structure by defining
L+V
′(α, β,G0) = 0. Then we obtain the induced L-module
M¯(b, G0, V
′(α, β,G0)) = Ind
L
L++L0
V ′(α, β,G0)
=U(L)⊗U(L++L0) V
′(α, β,G0).
(2.3)
As vector spaces, M¯(b, G0, V
′(α, β,G0)) ≃ U(L−) ⊗C V
′(α, β,G0). The L-
module M¯(b, G0, V
′(α, β,G0)) has a unique maximal proper submodule J . Then
we obtain the irreducible quotient module
M(b, G0, V
′(α, β,G0)) = M¯(b, G0, V
′(α, β,G0))/J. (2.4)
It is clear that this module is uniquely determined by α, β, b and G0; and that
supp(M(b, G0, V
′(α, β,G0))) = Z
+b+G0 or (Z
+b+G0) \ {0}. (2.5)
Note that b can be replaced by any element in b+G0.
To simplify notation, set
V = V (α, β, b, G0) =M(b, G0, V
′(α, β,G0)). (2.6)
It is clear that V = ⊕i∈Z+V−ib+α+G0 , where
V−ib+α+G0 = ⊕a∈G0V−ib+α+a, V−ib+α+a = {v ∈ V | d0v = (−ib+ α+ a)v}.
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Now we recall
Theorem 2.4 ([BZ, Theorem 3.1]). All weight spaces of the Vir[G]-module
V (α, β, b, G0), defined above, are finite dimensional. More precisely, dimV−ib+α+a
≤ (2i+ 1)!! for all i ∈ N, a ∈ G0.
From now on in this paper we assume that G ≃ Zn for some integer n > 1,
V = ⊕x∈GVa+x is an irreducible weight module over Vir[G] with finite dimensional
weight spaces (i.e., dimVa+x <∞ for all x ∈ C) where a ∈ C. If there exists N ∈ N
such that dimVa+x < N for all x ∈ C, we say that V is uniformly bounded. If
there exists a Z-basis B = {b1, · · · , bn} of G and vΛ0 ∈ VΛ0 such that
dxvΛ0 = 0, ∀ 0 6= x ∈ Z
+b1 + · · ·+ Z
+bn,
we say that V is a generalized highest weight module (GHW module for short)
with GHW Λ0 w.r.t. B (see [S1]). The vector vΛ0 is called a GHW vector with
respect to B, or simply a GHW vector. Finally we recall
Theorem 2.5 ([S1, Theorem 1.2]). Suppose that G ≃ Zn, n > 1 and V is a
nontrivial irreducible weight Vir[G]-module with finite dimensional weight spaces.
(a) If V is uniformly bounded, then V ≃ V ′(α, β,G) for suitable α, β ∈ C.
(b) If V is not uniformly bounded, then V is a GHW module.
3. Classification of weight modules.
In this section we give a classification of all irreducible weight modules with finite
dimensional weight spaces over higher rank Virasoro algebras. More precisely, we
prove that any such module is either V ′(α, β,G) or V (α, β, b, G0) (Theorem 3.9).
To this end, by Theorem 2.5, we need only study GHW modules.
Recall that G is an additive subgroup of C with G ≃ Zn and n > 1, and that
V = ⊕x∈GVa+x is an irreducible weight module over Vir[G] with finite dimensional
weight spaces.
By “≻ ” we denote the lexicographic order on Zn, i.e., (x1, · · · , xn) ≻ (y1, · · · , yn)
if and only if there exists s: 1 ≤ s ≤ n such that xi = yi for 1 ≤ i ≤ s − 1 and
xs > ys.
We write (x1, · · · , xn) > (y1, · · · , yn) if xi > yi for 1 ≤ i ≤ n; and (x1, · · · , xn) ≥
(y1, · · · , yn) if xi ≥ yi for 1 ≤ i ≤ n.
In this section, the letters i, j, k, l,m, n, p, q, r, s, t, x, y denote integers. For con-
venience, we set [p, q] = {x|x ∈ Z, p ≤ x ≤ q} and define similarly the infinite
intervals (−∞, p], [q,∞) and (−∞,+∞). For a ∈ G or S ⊂ G, we denote by Vir[a]
or Vir[S] the subalgebra of Vir[G] generated by {d±a, d±2a} or {d±a, d±2a|a ∈ S},
respectively.
Lemma 3.1. Suppose that B = (b1, b2, · · · , bn) is a Z-basis of G and n ≥ 2. Let
V be a nontrivial irreducible GHW Vir[G]-module with GHW Λ0 w.r.t. B.
a) For any v ∈ V , there exists p > 0 such that di1b1+i2b2+···+inbnv = 0 for all
(i1, i2, · · · , in) ≥ (p, p, · · · , p).
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b) If Λ0 + i1b1 + i2b2 + · · · + inbn ∈ supp(V ), then for any positive integers
k1, k2, · · · , kn, there exists m ≥ 0 such that {x ∈ Z | Λ0+ i1b1+ i2b2+ · · ·+ inbn+
x(k1b1 + k2b2 + · · ·+ knbn) ∈ supp(V )} = (−∞, m].
c) Let S be any subgroup of G of rank n, then any nonzero Vir[S]-submodule of
V is nontrivial.
d) There exists a Z-basis B′ = {b′1, b
′
2, · · · , b
′
n} of G such that
d1) V is a GHW module with GHW Λ0 w.r.t. B
′;
d2) (Λ0 + Z+b′1 + Z
+b′2 + · · ·+ Z
+b′n)
⋂
supp(V ) = {Λ0};
d3) (Λ0−Z+b′1−Z
+b′2−· · ·−Z
+b′n)
⋂
supp(V ) = Λ0−Z+b′1−Z
+b′2−· · ·−Z
+b′n;
d4) Λ0+k1b
′
1+k2b
′
2+· · ·+knb
′
n /∈ supp(V ), ∀ (k1, k2, · · · , kn) ≥ (i1, i2, · · · , in)
if Λ0 + i1b
′
1 + i2b
′
2 + · · ·+ inb
′
n /∈ supp(V );
d5) Λ0+k1b
′
1+k2b
′
2+· · ·+knb
′
n ∈ supp(V ), ∀ (k1, k2, · · · , kn) ≤ (i1, i2, · · · , in)
if Λ0 + i1b
′
1 + i2b
′
2 + · · ·+ inb
′
n ∈ supp(V );
d6) For any 0 6= (k1, k2, · · · , kn) ≥ 0 and (i1, i2, · · · , in) ∈ Zn, we have
{x ∈ Z|Λ0 +
∑n
l=1 ilb
′
l + x(
∑n
l=1 klb
′
l) ∈ supp(V )} = (−∞, m]
for some m ∈ Z.
Proof. For n = 2 a slightly weaker form of this lemma is a combination of several
lemmas in [S2].
a) Without loss of generality, we may assume that v = uvΛ0 , where
u = d
i
(1)
1 b1+i
(1)
2 b2+···+i
(1)
n bn
d
i
(2)
1 b1+i
(2)
2 b2+···+i
(2)
n bn
· · ·d
i
(m)
1 b1+i
(m)
2 b2+···+i
(m)
n bn
∈ U(Vir[G]).
Take p = max{−
∑
i
(s)
1 <0
i
(s)
1 ,−
∑
i
(s)
2 <0
i
(s)
2 , · · · ,−
∑
i
(s)
m <0
i
(s)
m } + 1. By induction
on m, and using the Lie bracket in Vir[G], we easily obtain
di1b1+i2b2+···+inbnv = 0, ∀ (i1, i2, · · · , in) ≥ (p, p, · · · , p).
b) Let J = {x ∈ Z | Λ0 +
∑n
l=1 ilbl + x(
∑n
l=1 klbl) ∈ supp(V )}.
Claim 1. For any nonzero v ∈ V , we have d−(k1b1+k2b2+···+knbn)v 6= 0.
Proof of Claim 1. Suppose that d−(k1b1+k2b2+···+knbn)v = 0 for some nonzero
v ∈ V . Let p be as in a). Then d−(k1b1+k2b2+···+knbn) and dbi+p(k1b1+k2b2+···+knbn)
for i ∈ [1, n] act trivially on v. Since Vir[G] is generated by these elements, we see
that Vir[G]v = 0, contradicting the fact that V is a nontrivial irreducible module.
Claim 1 follows.
It follows from this claim that J = (−∞, m] for some m ≥ 0 or J = Z.
Suppose that J = Z. For any x ∈ Z, let
λx = Λ0 + i1b1 + i2b2 + · · ·+ inbn + x(k1b1 + k2b2 + · · ·+ knbn).
We know that Vir[k] := Vir[k1b1+k2b2+· · ·+knbn] is a rank one Virasoro subalgebra,
and W = ⊕x∈ZVλx is a Vir
[k]-module. From a) and a well-known result in [M,
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Lemma 1.6] for any x ∈ Z there exists y ≥ x such that Vλy contains a Vir
[k]
primitive vector (a nonzero weight vector v such that dl(k1b1+k2b2+···+knbn)v = 0 for
all l ∈ N). So there are infinitely many nontrivial highest weight Vir[k]-modules
having the same weight λ0, which implies dimVλ0 = ∞. This contradiction yields
that J 6= Z. Hence b) is proved.
c) For any p, let I1 = (p + 1, p, · · · , p), I2 = (p + 2, p + 1, p, p, · · · , p), Ik =
I1 + (0, 0, δ3,k, · · · , δn,k) ∈ Zn, k = 3, · · · , n. Let
A =


I1
I2
I3
...
In

 . (3.1)
Then det(A) = 1. Suppose that there exists a rank n subgroup S of G and a nonzero
v0 ∈ V such that Vir[S]v0 = 0. Now take p as in a), that is, di1b1+i2b2+···+inbnv0 = 0
for all (i1, i2, · · · , in) ≥ (p, p, · · · , p). Let (b
∗
1, b
∗
2, · · · , b
∗
n) = (b1, b2, · · · , bn)A. Then
db∗i v0 = 0 for all i = 1, 2, · · · , n. Since G/S is a finite group, there exists some
i > 0, such that −i(b∗1 + b
∗
2 + · · · + b
∗
n) ∈ S. Clearly d−b∗1 , d−b∗2 , · · · , d−b∗n belongs
to the subalgebra generated by the elements: d−i(b∗1+b∗2+···+b∗n), db∗i , i = 1, 2, · · · , n;
and Vir[G] is generated by d±b∗i , i = 1, 2, .., n. Hence we have Vir[G]v0 = 0, a
contradiction to the fact that V is nontrivial.
d) By b) we can suppose that {x ∈ Z | Λ0+ x(b1+ b2+ · · ·+ bn) ∈ supp(V )} =
(∞, p−2] for some p ≥ 2. Take A as in (3.1), and (b′1, b
′
2, · · · , b
′
n) = (b1, b2, · · · , bn)A.
One can easily check d1)-d6) by using b) and Claim 1. We omit the details. 
To better understand the proof of Lemma 3.1 d) and the lemmas that follow it
might help if one draws a diagram in the Ob1b2-plane for n = 2 to describe those
sets. For instance, if λ = x1b1+x2b2 in the first quadrant, i.e., x1 > 0, x2 > 0, then
Λ0 + λ /∈ supp(V ) and Λ0 − λ ∈ supp(V ).
In the next lemma we do not assume the irreducibility of V .
Lemma 3.2. If V is a nonzero uniformly bounded weight module over Vir[G],
then V has an irreducible submodule.
Proof. Fix a ∈ supp(V ). Then ⊕g∈GVg+a is a Vir[G]-submodule. Thus it is enough
to prove the lemma for V = ⊕g∈GVg+a. We may assume that V does not have any
nonzero trivial submodules. So we can further assume that a 6= 0.
We shall prove the lemma by induction on dimVa.
If dimVa = 1, let W be the submodule generated by Va. We know that there
exists a maximal proper submodule W ′ of W not containing Va. So W/W
′ is
irreducible. By Theorem 2.5, we know that W/W ′ is a V ′(α, β,G). So W ′a = 0. If
W ′a′ 6= 0 for a
′ 6= a, then consider the Vir[a−a′]-module generated byW ′a′ . From the
Virasoro algebra theory, we see that a′ = 0, hence Vir[G]W ′ = 0, a contradiction.
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So W ′ = 0 and W itself is an irreducible Vir[G]-submodule. The lemma follows in
this case.
In general, for any nonzero v ∈ Va, let W be the submodule generated by v. By
Zorn’s Lemma, there exists a maximal proper submodule W ′ of W not containing
v. By Theorem 2.5,W/W ′ ≃ V ′(α, β,G) for some α, β ∈ C. IfW ′ = 0 we are done.
If W ′ 6= 0, then, applying the inductive hypothesis to W ′, we have an irreducible
submodule of W ′. The lemma is proved. 
In the rest of this section we further assume that V = ⊕g∈GVΛ0+g is a nontrivial
irreducible GHW Vir[G]-module with GHW Λ0 w.r.t. B = {b1, b2, · · · , bn}, where
Λ0 ∈ C, and B satisfies the properties of Lemma 3.1 d).
Lemma 3.3. If there exist (i1, i2, · · · , in), (k1, k2, · · · , kn) ∈ Zn with k1, · · · , kn
relatively prime, and (s1, · · · , sn) > 0 satisfying
{Λ0 +
n∑
t=1
itbt +
n∑
t=1
xtstbt|(x1, x2, · · · , xn) ∈ Z
n,
n∑
t=1
ktstxt = 0}
⋂
supp(V ) = ∅,
then V ≃ M(b′, G0, V
′(α, β,G0)) for some α, β ∈ C, and G = Zb′
⊕
G0, where
0 6= b′ ∈ C, G0 is a subgroup of G.
Remark. The above condition means that a lattice in some affine hyperplane
of Zn orthogonal to (k1, k2, · · · , kn) contains no weights of V .
Proof. As mentioned earlier, to understand the proof of this lemma better it may
be helpful to sketch in the Ob1b2-plane for n = 2 the sets used in the proof.
By Lemma 3.1 d6), we have ki > 0 for all i = 1, 2, · · · , n or ki < 0 for all
i = 1, 2, · · · , n. We may assume that (k1, k2, · · · , kn) > 0. Let
G0 = {
n∑
t=1
xtbt ∈ G |
n∑
i=1
kixi = 0}. (3.2)
Claim 1. There exists m0 ∈ Z such that
{Λ0 +
n∑
t=1
xtbt|(x1, x2, · · · , xn) ∈ Z
n,
n∑
i=1
kixi ≥ m0}
⋂
supp(V ) = ∅. (3.3)
Proof of Claim 1. Let At = sts1(−δ1,tk1 + kt,−δ2,tk1, · · · ,−δn,tk1) whose cor-
responding element in G is sts1(−k1bt + ktb1) ∈ G0. Note that k1 6= 0. One
may easily check that for any (z1, z2, · · · , zn) ∈ Zn with
∑n
t=1 ztkt ≥ 0, there exist
suitable lt ∈ Z, t = 1, 2, · · · , n, such that
(z1, z2, · · · , zn) = (z
′
1, z
′
2, · · · , z
′
n) +
n∑
t=1
ltAt, (3.4)
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where 0 ≥ z′t > −k1s1st for all t ∈ {2, 3, · · · , n}. Hence z
′
1 ≥ 0. Now let N =
max{k1s1s1, k1s1s2, · · · , k1s1sn}, and m0 =
∑n
t=1 kt(N + it). Then using (3.4), for
any (x1, x2, · · · , xn) ∈ Zn with
∑n
i=1 kixi ≥ m0 we have
(x1, x2, · · · , xn)− (i1 +N, i2 +N, · · · , in +N) = (x
′
1, x
′
2, · · · , x
′
n) +
n∑
t=1
ltAt,
where 0 ≥ x′t > −k1s1st, i.e.,
(x1, x2, · · · , xn) = (i1, i2, · · · , in)+ (N +x
′
1, N + x
′
2, · · · , N +x
′
n)+
n∑
t=1
ltAt. (3.5)
Let (y1, y2, · · · , yn) =
∑n
t=1 ltAt. We have
Λ0 +
n∑
t=1
xtbt = Λ0 +
n∑
t=1
itbt +
n∑
t=1
ytbt +
n∑
t=1
Z+bt.
Note that
∑n
t=1 ytbt =
∑n
t=1 y
′
tstbt with
∑n
t=1 y
′
tstkt = 0. From the assumption we
know that
Λ0 +
n∑
t=1
itbt +
n∑
t=1
ytbt /∈ supp(V ). (3.6)
By applying Lemma 3.1 d4) we obtain Λ0 +
∑n
t=1 xtbt /∈ supp(V ). The claim
follows. 
From Claim 1 we have a unique integer m with the following two properties:
1) {Λ0 +
∑n
t=1 xtbt ∈ supp(V ) | x1, x2, · · · , xn ∈ Z,
∑n
i=1 kixi ≥ m} = ∅, and
2) P := {Λ0 +
∑n
t=1 xtbt ∈ supp(V ) | xt ∈ Z,
∑n
i=1 kixi = m− 1} 6= ∅.
Fix some b′1 = t1b1 + t2b2 + · · · + tnbn with
∑n
i=1 kiti = 1. Since for any
g =
∑n
i=1 gibi ∈ G, we see that g − (
∑n
i=1 kigi)b
′
1 ∈ G0, then G = Zb
′
1 ⊕ G0. Fix
λ0 ∈ P . We have P = (λ0 + G0)
⋂
supp(V ). Let W=
⊕
λ∈λ0+G0
Vλ, which is a
Vir[G0]-submodule of V .
Claim 2. W is a uniformly bounded Vir[G0]-module.
Proof of Claim 2. Let 0 6= w ∈ Vλ for some λ ∈ P . Noting that (P + G0 +
b′1)
⋂
supp(V ) = ∅, and that for any a0 ∈ G0, the set {da+b′1 , d−a0−b′1 |a ∈ G0}
generates the Lie algebra Vir[b′1, G0] = Vir[G], we deduce d−a0−b′1w 6= 0 for any
a0 ∈ G0. Thus we obtain a linear injection d−a0−b′1 : Vλ+a0 −→ Vλ−b′1 . Thus
dimVλ+a0 ≤ dimVλ−b′1 for all a0 ∈ G0, i.e., W is uniformly bounded. Claim 2
follows. 
By Lemma 3.2, W has an irreducible Vir[G0]-submodule W
′. By Theorem
2.5, any irreducible uniformly bounded module is either trivial or isomorphic to
V ′(α, β,G0) for some (α, β) ∈ C2. Now the center c acts as zero on W ′. The
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Vir[G] = Vir[b′1, G0]-module V is generated by W
′ and dkb′1+a0W
′ = 0 for any
k ∈ N, a0 ∈ G0. So V is the unique irreducible quotient of M(b′1, G0,W
′). If
W ′ = Cv0 then V = Cv0. Since V is nontrivial, we have W ′ ≃ V ′(α, β,G0) for
some (α, β) ∈ C2 and V ≃M(b′1, G0, V
′(α, β,G0)). 
For any Z-basis B′ = {b′1, b
′
2, · · · , b
′
n} of G, we define the total order ”≻B′” on G
as follows: x1b
′
1+x1b
′
2+ · · ·+xnb
′
n ≻B′ y1b
′
1+y1b
′
2+ · · ·+ynb
′
n if (x1, x2, · · · , xn) ≻
(y1, y2, · · · , yn).
Corollary 3.4. Suppose that G ≃ Z2. For any (0, 0) 6= (c˙, h) ∈ C2, and
any Z-basis B′ = {b′1, b
′
2} of G, there exists λ ∈ supp(V (c˙, h,≻B′)) such that
dim(V (c˙, h,≻B′))λ =∞.
Proof. Suppose that for any λ ∈ supp(V (c˙, h,≻B′)) we have dim(V (c˙, h,≻B′))λ <
∞. It is easy to see that supp(V (c˙, h,≻B′)) ⊂ (h−Nb′1 + Zb
′
2)
⋃
(h−Z+b′2), hence
V (c˙, h,≻B′) is a GHW module with GHW h w.r.t. B
′. Note that
(h+ Nb′1 + Zb
′
2)
⋂
supp(V (c˙, h,≻B′)) = ∅, and
(h+ Zb′2)
⋂
supp(V (c˙, h,≻B′)) 6= ∅.
Using the same argument as in the proof of Claim 2 of Lemma 3.2, we see that
W =
⊕
λ∈Zb′2
V (c˙, h,≻B′)h+λ is a uniformly bounded Vir[b
′
2] module. Since W
contains the submodule W ′ = U(Vir[b′2])(vh) which is a highest weight module
with highest weight (c˙, h), W ′ (and W ) is not uniformly bounded. A contradiction.
Hence (c˙, h) = (0, 0). The corollary follows. 
Lemma 3.5. Suppose that G ≃ Z2. If there exist (k, l) 6= 0, (i, j) ∈ Z2, p, q ∈ Z
such that
{x ∈ Z|Λ0 + ib1 + jb2 + x(kb1 + lb2) ∈ supp(V )} ⊃ (−∞, p]
⋃
[q,∞),
then V ≃ M(b′1,Zb
′
2, V
′(α, β,Zb′2)) for some α, β ∈ C, and a Z-basis B
′ = (b′1, b
′
2)
of G.
Proof. From Lemma 3.1 d6), we see kl < 0. We may assume that l > 0. Let
(i0, j0) =
{
(i+ qk, j + pl), if p < q − 1,
(i, j), if p ≥ q − 1.
Denote L := {i0b1 + j0b2 + x(kb1 + lb2)|x ∈ Z}. If p < q − 1, write i0b1 + j0b2 +
x(kb1+ lb2) = ib1+ jb2+(x+ q)(kb1+ lb2)+ (p− q)l0b2 or ib1+ jb2+(x+p)(kb1+
lb2) + (q − p)k0b1 according to x ≥ 0 or x < 0. From Lemma 3.1 d5) we see that
all points in the set Λ0 + L are weights of V .
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Write (k, l) = s(k0, l0) with k0, l0 relatively prime, s ≥ 1. By replacing (i, j)
with (i0, j0 − (s − 1)l0), we may assume that p = q. Then similarly we have
L0:= ib1 + jb2 + Z(k0b1 + l0b2) ⊂ supp(V ). Using Lemma 3.1 d5) we see that
{Λ0 + xb1 + yb2|l0x− k0y ≤ l0i− k0(j0 − (s− 1)l0), (x, y) ∈ Z
2} ⊂ supp(V ),
i.e., all points under the line Λ0 − (s− 1)l0b2 + L0 are weights of V (It might help
if one draws a diagram on the Ob1b2-plane).
So we may assume that k, l are relatively prime, k < 0, l > 0, and there exists
an integer m0 such that
{Λ0 + xb1 + yb2|lx− ky ≤ m0, (x, y) ∈ Z
2} ⊂ supp(V ). (3.7)
Fix (k′, l′) ∈ Z2 with lk′− kl′ = 1. Denote b′1 = kb1+ lb2 and b
′
2 = k
′b1+ l
′b2. If
{Λ0 − kb1 + b
′
2 + tb
′
1|t ∈ Z}
⋂
supp(V ) = ∅,
then the lemma follows from Lemma 3.3. Hence we may assume that
{Λ0 − kb1 + b
′
2 + tb
′
1|t ∈ Z}
⋂
supp(V ) 6= ∅. (3.8)
Choose Λ0−kb1+b
′
2−sb
′
1 ∈ supp(V ), and a nonzero weight vector v ∈ VΛ0−kb1+b′2−sb′1 .
Let b′′1 = sb
′
1−b
′
2, b
′′
2 = (s+1)b
′
1−b
′
2. Since Λ0−kb1,Λ0−kb1+b
′
1 ∈ Λ0+Z
+b1+Z+b2,
we obtain
db′′1 v = 0, db′′2 v = 0.
Thus
dmb′′1+nb′′2 v = 0 ∀ m > 0, n > 0.
Using this, one sees that v is a GHW vector with respect to the Z-basis {b′′1 +
b′′2 , b
′′
1 + 2b
′′
2} of G. Now by Lemma 3.1 b) there exists some x0 such that
λ0 + b
′
2 + x((b
′′
1 + b
′′
2) + (b
′′
1 + 2b
′′
2)) /∈ supp(V ), ∀ x > x0. (3.9)
But
(b′′1 + b
′′
2) + (b
′′
1 + 2b
′′
2) = 2b
′′
1 + 3b
′′
2 = (2s+ 3(s+ 1))b
′
1 − 5b
′
2
= ((5s+ 3)k − 5k′)b1 + ((5s+ 3)l − 5l
′)b2,
l((5s+ 3)k − 5k′)− k((5s+ 3)l − 5l′) = −5(lk′ − kl′) = −5 < 0.
Hence for x sufficiently large we have
λ0 + b
′
2 + x((b
′′
1 + b
′′
2) + (b
′′
1 + 2b
′′
2)) ∈ {Λ0 + xb1 + yb2|lx− ky ≤ m0, (x, y) ∈ Z
2},
which is a contradiction to (3.7) and (3.9), hence (3.8) cannot occur. The lemma
follows. 
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Lemma 3.6. Suppose that G ≃ Z2. If there exist (i, j), (k, l) ∈ Z2 and x1, x2, x3 ∈
Z with x1 < x2 < x3, such that
Λ0 + ib1 + jb2 + x1(kb1 + lb2) /∈ supp(V ),
Λ0 + ib1 + jb2 + x2(kb1 + lb2) ∈ supp(V ), and
Λ0 + ib1 + jb2 + x3(kb1 + lb2) /∈ supp(V ),
then a). there exists x ∈ Z with x1 < x < x3 such that
Λ0 + ib1 + jb2 + x(kb1 + lb2) = 0,
and further, b). such a module V does not exist.
Proof. We may assume that k, l are relatively prime, and by Lemma 3.1 d6) we
see kl < 0. So we may assume that k < 0 and l > 0. Replacing x2 by the largest
x < x3 with Λ0 + ib1 + jb2 + x(kb1 + lb2) ∈ supp(V ), and then replacing x3 by
x2 + 1 and (i, j) by (i, j) + x2(k, l) we can assume that
x1 < x2 = 0, x3 = 1. (3.10)
Fix a nonzero weight vector v ∈ VΛ0+ib1+jb2 . Then (3.10) means
dkb1+lb2v = 0 = dx1(kb1+lb2)v,
which yields d±(kb1+lb2)v = 0. By Lemma 3.1 b) we can choose p, q > 0 such that
dpb1+qb2v = 0. Since kq − lp < 0, then S = {b
′
1 = kb1 + lb2, b
′
2 = pb1 + qb2} is
a Z-linear independent subset of G. Note that dmb′1+nb′2 for n > 0 belong to the
subalgebra generated by d±b′1 , db′2 . Thus
dmb′1+nb′2v = 0, ∀ n > 0, m ∈ Z.
Consider the Vir[b′1]-moduleW = U(Vir[b
′
1])v. By using the PBW basis of U(Vir[S])
we have
(Λ0 + ib1 + jb2 + Zb
′
1 + Nb
′
2)
⋂
supp(U(Vir[S])v) = ∅. (3.11)
Case 1: W is not uniformly bounded.
From Virasoro algebra theory we see that W has a nontrivial irreducible sub-
quotient Vir[b′1]-moduleW1/W2 which is a highest (or lowest) weight Vir[b
′
1]-module.
Using (3.11) and PBW Theorem, we know that W ′ = U(Vir[S])W1/U(Vir[S])W2
is a highest weight Vir[S]-module w.r.t. the lexicographic order determined by
{b′1, b
′
2} with highest weight not equal to (0,0). Now by Corollary 3.4, W
′ has a
weight space of infinite dimension. So does S. This case does not occur.
Case 2: W is uniformly bounded.
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First we can easily see that the center c acts as zero on V . From the fact that
supp(V ′(α, β,Zb′1)) = α + Zb
′
1 or Zb
′
1 \ {0} and the assumption (3.10), we know
that W ⊂ V0, the weight space with 0 weight. We deduce a).
It is clear that W = V0 = Cv0. Denote by W ′′ the Vir[S]-module generated
by W , which is a Vir[S]-submodule of V . Now by (3.11), Vir[S]-module W ′′ is a
quotient module ofM(0, 0,≻B′), andW
′′ is nontrivial (from Lemma 3.1 c)), so W ′′
is reducible. If d−b′2+s0b′1v0 = 0 for some s0, from
d−b′2+sb′1v0 = (−b
′
2 + (2s0 − s)b
′
1)
−1[d−b′2+s0b′1 , dsb′1−s0b′1 ]v0 = 0,
and the fact that {d−b′2+sb′1 |s ∈ Z} generates {d−tb′2+sb′1 |s ∈ Z, t ∈ N}, combining
with (3.11) we deduce that W ′′ is a trivial Vir[S]-submodule, a contradiction to
Lemma 3.1 c). So we have d−b′2+sb′1v0 6= 0 for any s ∈ Z. Thus {−b
′
2+sb
′
1|s ∈ Z} ⊂
supp(V ). Now by lemma 3.5, we have V ≃M(b′2,Zb
′
1, V
′(α, β,Zb′1)) for some α, β ∈
C, and a Z-basis B′ = (b′1, b
′
2) of G. It is easy to see that M(b
′
2,Zb
′
1, V
′(α, β,Zb′1))
does not satisfy Condition a). Thus such a module V does not exist.
This completes the proof. 
The idea of Claims 1 and 2 in the proof of the next theorem comes from the
proof of [S2, Theorem 1.1] for n = 2.
Theorem 3.7. Suppose that B = (b1, b2) is a Z-basis of the additive subgroup
G ⊂ C. If V is a nontrivial irreducible weight module with finite dimensional
weight spaces over the higher rank Virasoro algebra Vir[G], then V ∼= V ′(α, β,G)
or V ∼= M(b′1,Zb
′
2, V
′(α, β,Zb′2)) for some α, β ∈ C, and a Z-basis B
′ = (b′1, b
′
2) of
G.
Proof. To the contrary, we suppose that V ≇ V ′(α, β,G) orM(b′1,Zb
′
2, V
′(α, β,Zb′2))
for any α, β ∈ C, and any Z-basis of B′ = (b′1, b
′
2) of G. From Theorem 2.5 we may
assume that V is a GHW module with GHW Λ0 w.r.t. the basis B = {b1, b2} for
G. We need to prove that V ∼= M(b′1,Zb
′
2, V
′(α, β,Zb′2)) for proper parameters.
We still assume that B satisfies Lemma 3.1 d). By Lemmas 3.3, 3.5 and 3.6, for
any (i, j), 0 6= (k, l) ∈ Z2, there exists p ∈ Z such that
{x ∈ Z|Λ0 + ib1 + jb2 + x(kb1 + lb2) ∈ supp(V )} = (−∞, p] or [p,∞). (3.12)
Then for any i ∈ N, there exist xi, yi ∈ Z+ such that
(−∞, yi] = max{y ∈ Z|Λ0 − ib1 + yb2 ∈ supp(V )},
(−∞, xi] = max{x ∈ Z|Λ0 + xb1 − ib2 ∈ supp(V )}.
By lemma 3.1 d5) we know that yi+1 ≥ yi ≥ 0, xi+1 ≥ xi ≥ 0. Let j, t ∈ N, if
yjt ≥ t(yj + 1), then t > 1 and Λ0,Λ0 + t(−jb1 + (yj + 1)b2) ∈ supp(V ), and by
(3.12), Λ0 + (−jb1 + (yj + 1)b2) ∈ supp(V ), contrary to the definition of yj . So
ytj < t(yj + 1), ∀ t, j ∈ N. (3.13)
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Since Λ0+b2 /∈ supp(V ) and Λ0−jb1+yjb2 = Λ0+b2+(−jb1+(yj−1)b2) ∈ supp(V ),
then (3.12) yields Λ0 + b2 + t(−jb1 + (yj − 1)b2) ∈ supp(V ) for all t > 0. Hence
ytj ≥ t(yj − 1) + 1, ∀ t, j ∈ N. (3.14)
Using (3.13), (3.14) we obtain
j(yi − 1) + 1 ≤ yij < i(yj + 1) ∀ i, j ∈ N.
From j(yi − 1) + 1 < i(yj + 1) and the one with i, j interchanged, we deduce
yj
j
−
i+ j − 1
ij
<
yi
i
<
yj
j
+
i+ j − 1
ij
, ∀ i, j ∈ N. (3.15)
This shows that the following limits exist:
α = lim
i→∞
yi
i
, β = lim
i→∞
xi
i
, (3.16)
where the second equation is obtained by symmetry. Note that (3.12) implies that
there exists some j0 ∈ N such that yj0 > 1 (otherwise (Λ0+2b2+Zb1)∩supp(V ) = ∅).
Hence by (3.14) we deduce
ytj0
tj0
≥
yj0 − 1
j0
+
1
tj0
>
yj0 − 1
j0
> 0,
thus α > 0. Similarly β > 0.
Claim 1. α = β−1 is an irrational number.
Proof of Claim 1. Suppose that α > β−1. Choose s, q ∈ N with s, q relatively
prime and α > s
q
> β−1. Applying (3.12) to Λ0 + t(−qb1 + sb2), by the definition
of α, we have Λ0+ t(−qb1+ sb2) ∈ supp(V ) for all sufficiently large t. From (3.12),
hence, for all sufficiently large t we have Λ0−t(−qb1+sb2) /∈ supp(V ), which implies
that β = limt→∞
xst
st
≤ q
s
, i.e , β−1 ≥ s
q
, a contradiction. So we have α ≤ β−1, and
similarly we have α ≥ β−1. Thus α = β−1.
Assume α = q
s
is a rational number, where s, q ∈ N are relatively prime. By
(3.12), there exists some m0 ∈ Z such that Λ0− b2+m0(sb1− qb2) /∈ supp(V ). Say
m0 > 0. Since Λ0 ∈ supp(V ), by (3.12) again, we deduce
Λ0 + i(−m0sb1 + (m0q + 1)b2) ∈ supp(V ), ∀ i ∈ [0,∞].
However α = q/s = limi→∞
yim0s
im0s
≥ m0q+1
m0s
> q/s, a contradiction. Hence α is an
irrational number, and Claim 1 follows. 
We define a total order >α on G as follows:
ib1 + jb2 >α kb1 + lb2 ⇐⇒ iα+ j > kα + l.
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LetG+= {ib1+jb2 ∈ G|ib1+jb2 >α 0}. If λ ∈ supp(V ) satisfies (λ+G
+)
⋂
supp(V )
= ∅, then V is a nontrivial highest weight module w.r.t. “<α”. Since the order “<α”
is dense, from Theorem 2.2 we see that V is a Verma module, which contradicts
the fact that all weight spaces of V are finite dimensional. So for any λ ∈ supp(V )
we have
(λ+G+)
⋂
supp(V ) 6= ∅. (3.17)
Claim 2. If Λ0 + g ∈ supp(V ) for some g = ib1 + jb2 ∈ G
+ then
Λ0 + kb1 + lb2 ∈ supp(V ) ∀ kb1 + lb2 <α ib1 + jb2.
Proof of Claim 2. If there exists some kb1+ lb2 <α ib1+jb2 such that Λ0+kb1+
lb2 /∈ supp(V ), (3.12) implies
Λ0 + ib1 + jb2 + t((k − i)b1 + (l − j)b2) /∈ supp(V ), ∀ t ∈ N.
If k−i < 0 (then l−j ≥ 0), from (k−i)b1+(l−j)b2 <α 0 we see that −(l−j)/(k−i) <
α. On the other hand,
α = lim
t→∞
yt(i−k)−i
t(i− k)− i
≤ lim
t→∞
j + t(l − j)
t(i− k)− i
=
l − j
i− k
,
a contradiction. If k−i > 0, from (k−i)b1+(l−j)b2 <α 0 we know that (l−j) < 0,
and −(k − i)/(l − j) < α−1. Similarly, α−1 = limt→∞
xt
t
≤ −(k − i)/(l − j), again
a contradiction. If k − i = 0, by Lemma 3.1 d5) we have (l − j) > 0, but by
(k − i)b1 + (l − j)b2 <α 0, we have l − j < 0, which is also a contradiction. So we
have Claim 2. 
Claim 2 implies that for any Λ ∈ supp(V ), we have
Λ−G+ ⊂ supp(V ). (3.18)
Claim 3. d−gvλ 6= 0 for any g = ib1 + jb2 ∈ G
+ and any nonzero weight vector
vλ ∈ Vλ.
Proof of Claim 3. Suppose that d−gvλ = 0 for some g = ib1 + jb2 ∈ G
+ and
0 6= vλ ∈ Vλ. By (3.12) and (3.18), we see that dsgvλ = 0 for all sufficiently large
s > 0. Hence dgvλ = 0. By Lemma 3.1 b) we can choose g1 = pb1 + qb2 such that
dg1vλ = 0 and S = {g, g1} is a Z-linearly independent subset of G. Consider the
Vir[g]-module W= U(Vir[g])vλ. Using the PBW basis of U(Vir[S]) we have
(λ+ Zg + Ng1)
⋂
supp(U(Vir[S])vλ = ∅.
By (3.12) and (3.18) there exists some s0 such that λ+sg /∈ supp(V ) for all s > s0.
Hence any irreducible Vir[g]-subquotient ofW is a highest weight module. IfW has
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a nontrivial irreducible Vir[g]-subquotient, using the arguments, analogous to those
used in Case 1 in the proof of Lemma 3.6, we get a contradiction. So we deduce
that W = Cvλ with λ = 0. With a similar discussion as in Case 2 in the proof
of Lemma 3.6 we obtain that λ+ Zg − g1 ⊂ supp(U(Vir[S])vλ), which contradicts
(3.12). Hence Claim 3 follows. 
Fix Λ0 + ib1 + jb2 ∈ supp(V ), where ib1 + jb2 ∈ G
+. We are going to show that
dimVΛ0+ib1+jb2 = ∞. For a given n > 0, let ε =
1
n
(j + iα) > 0. Since the order
“ <α ” is dense, we can choose p, q ∈ Z with 0 < q + pα < ε. Hence we obtain
0 <α pb1 + qb2 and npb1+ nqb2 <α (ib1 + jb2). Then from Claim 2 we deduce that
Λ0 +m(pb1 + qb2) ∈ supp(V ) ∀ m ≤ 0.
By (3.12) we assume that m0 is the maximal integer such that Λ0+m0(pb1+qb2) ∈
supp(V ), so m0 ≥ n. Let
M = {g ∈ G+|0 6= Λ0 +m0(pb1 + qb2) + g ∈ supp(V )}.
By (3.17) M is an infinite set. Denote g = pb1 + qb2.
Claim 4. There exist g0 ∈M such that for any k : 1 ≤ k ≤ n, the k vectors
dk−1
−g d−gv, d
k−2
−g d−2gv, · · · , d−gd−(k−1)gv, d−kgv
are linearly independent, where v ∈ VΛ0+g0+m0g \ {0}.
Proof of Claim 4. We will prove the Claim by induction on k.
Suppose that v ∈ VΛ0+g+m0g \ {0} for g ∈M .
If k = 1, from dgvΛ0+g+m0g = 0, we deduce that
dgd−gv = (−2g(Λ0 + g +m0g) +
g3 − g
12
c)v.
Let h1(g) := −2g(Λ0 + g +m0g) +
g3−g
12 c. Then the set M1 = {g ∈ M |h1(g) 6= 0}
is infinite and d−gv 6= 0 for any g ∈M1.
Suppose that k > 1 and there exist an infinite set Mk−1 ⊂ M such that
dk−2
−g d−gv, d
k−3
−g d−2gv, · · · , d−gd−(k−2)gv, d−(k−1)gv are linearly independent for
any v ∈ VΛ0+g+m0g \ {0} and g ∈Mk−1.
Now we consider k. If the vectors
dk−gv, d
k−2
−g d−2gv, · · · , d−gd−(k−1)gv, d−kgv
are linearly dependent for some g ∈ Mk−1. Then there exist a1, · · · , ak ∈ C, not
all zero, such that
wk = a1d
k
−gv + a2d
k−2
−g d−2gv + · · ·+ akd−(k)gv = 0.
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Using [dg, d
k
−g] = −kg(2d0 + (k − 1)g −
g2−1
12 c)d
k−1
−g , we deduce that
0 = dgwk
= −a1kg(2(Λ0 + g + (m0 − k + 1)g) + (k − 1)g −
g2−1
12
c)dk−1
−g v
+ a2(−k + 2)g(2(Λ0 + g + (m0 − k + 1)g) + (k − 3)g −
g2−1
12 c)d
k−3
−g d−2gv
− 3a2gd
k−1
−g v + · · ·
+ ak−1(−1)g(2(Λ0 + g + (m0 − k + 1)g)−
g2−1
12
c)d−(k−1)gv
+ (−k)ak−1gd−gd−(n−2)gvΛ0+g+(m0−k+1)g
+ ak(−k − 1)gd−(k−1)gv.
This together with the inductive hypothesis yields that
ai = a1fi(g), ∀ i = 1, 2, · · · , k, (3.19)
where fi(X) is a polynomial of degree i − 1 in X . Using (3.19) and the following
computations
0 = dkgwk
= a1(−k − 1)g(−k)g · · · (−3)g(−2g(Λ0 + g +m0g) +
g3−g
12 c)v
+ a2(−k − 1)g(−k)g · · · (−4)g(−4g(Λ0 + g +m0g) +
(2g)3−2g
12
c)v
+ · · ·
+ ak−1(−k − 1)g(−2(k − 1)g(Λ0 + g +m0g) +
((k−1)g)3−(k−1)g
12 c)v
+ ak(−2kg(Λ0 + g +m0g) +
(kg)3−kg
12 c)v
= a1hk(g)v,
where hk(X) is a polynomial of degree k in X . Then Mk = {g ∈Mk−1|hk(g) 6= 0}
is infinite and the vectors in Claim 4 are linearly independent for g0 ∈Mk. Hence
Claim 4 follows. 
From Claim 4 we know that dimVΛ0+g0+(m0−n)g ≥ n for some g0 ∈ M and for
all n ∈ N. Noting that g0, g¯ ∈ G+, by Claim 3 we deduce that dimVΛ0 ≥ n for
all n ∈ N. Hence dimVΛ0 = ∞. This proves that (3.12) cannot occur, and the
theorem follows. 
Lemma 3.8. Suppose that G = Zb′1
⊕
G0. Then supp(M(b
′
1, G0, V
′(α, β,G0)) =
supp(V ′(α, β,G0))
⋃
(α+G0 − Nb′1).
Proof. It is clear that
supp(M(b′1, G0, V
′(α, β,G0)) ⊂ supp(V
′(α, β,G0))
⋃
(α+G0 − Nb
′
1),
supp(V ′(α, β,G0)) ⊂ supp(M(b
′
1, G0, V
′(α, β,G0)).
Suppose that there exists d = α + g0 − sb
′
1 /∈ supp(M(b
′
1, G0, V
′(α, β,G0)), where
s > 0 and g0 ∈ G0.
Choose α + g1 ∈ supp(V
′(α, β,G0)) \ {0}. Let d
′ = g1 − g0 + sb
′. We see that
α + g1 ∈ supp(V ). Fix v ∈ V
′(α, β,G0)α+g1 . Let W be the Vir[d
′, b′1]-submodule
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generated by v. Then we have an irreducible sub-quotient module W ′ of W with
α+ g1 ∈ supp(W
′), and α+ g1± d
′ /∈ supp(W ′). We get a contradiction to Lemma
3.6. This completes the proof of the lemma. 
From the lemma above we see that supp(M(b′1, G0, V
′(α, β,G0)) equals either
α− Z+b′1 +G0 or (−Z
+b′1 +G0) \ {0}. Finally we can handle the general case.
Theorem 3.9. If V is a nontrivial irreducible weight module with finite di-
mensional weight spaces over the higher rank Virasoro algebra Vir[G] for G ≃ Zn
(n ≥ 2), then V ≃ V ′(α, β,G) or V ≃ M(b′1, G0, V
′(α, β,G0)) for some α, β ∈ C,
b′1 ∈ G \ {0}, and a subgroup G0 of G with G = Zb
′
1
⊕
G0.
Proof. From Theorem 2.5 we may assume that V is a nontrivial irreducible GHW
module with GHW Λ0 w.r.t. B = {b1, b2, · · · , bn} over Vir[G], where B is a Z-basis
of the additive subgroup G of C, then we need to prove that V ≃
M(b′1, G0, V
′(α, β,G0)). We still assume that B satisfies Lemma 3.1 d).
We shall prove this by induction on n. For n = 2 this is Theorem 3.7. Now
suppose that the theorem holds for any n ≤ N − 1 where N ≥ 3. We shall prove
V ≃M(b′1, G0, V
′(α, β,G0)) for n = N .
If there exist g ∈ G and a corank 1 subgroup G0 of G such that (Λ0 + g +
G0)
⋂
supp(V ) ⊂ {0}, then the theorem follows from Lemma 3.3. (Indeed, If
(Λ0 + g + G0)
⋂
supp(V ) = {0}, suppose that G0 = Za1 + · · · + ZaN−1. We may
assume that Λ0 + g = 0. Then (a1 + Z2a1 + · · ·+ Z2aN−1)
⋂
supp(V ) = ∅. Using
Lemma 3.3 we have the theorem). So we may assume that for any g ∈ G and any
corank 1 subgroup G0,
(Λ0 + g +G0)
⋂
supp(V ) * {0}. (3.20)
Hence the Vir[G0] module VΛ0+g+G0 =
⊕
x∈G0
VΛ0+x+g has a nontrivial irreducible
sub-quotient. By Lemma 3.8, Theorem 2.5 and the inductive hypothesis, for any
corank 1 subgroup G0 and any g ∈ G there exist a subgroup G0,1 of G0, λ
′
0 ∈
Λ0 + g +G0 and g0,1 ∈ G0 \ {0} with G0 = Zg0,1
⊕
G0,1 such that
λ′0 +G0,1 − Ng0,1 ⊂ supp(V ). (3.21)
Note that some other elements in λ′0 + G0 can also be in supp(V ). Next we are
going to show that under the assumption (3.21) such a module V does not exist.
Claim 1. There are no λ0 ∈ supp(V ), t0 ∈ Z, g0, g1 ∈ G \ {0} or subgroups
G′1 ⊂ G
′
0 ⊂ G with G = Zg0 ⊕G
′
0 and G
′
0 = Zg1 ⊕G
′
1 satisfying
λ0 − Z
+g1 +G
′
1, λ0 + t0g1 + Z
+g1 +G
′
1 ⊂ supp(V ).
(If t0 ≤ 0, then λ0 +G
′
0 ⊂ supp(V ).)
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Proof of Claim 1. Suppose that there exist λ0 ∈ supp(V ), t0 ∈ Z, g0, g1 ∈ G\{0}
and subgroups G′1 ⊂ G
′
0 ⊂ G with G = Zg0 ⊕G
′
0 and G
′
0 = Zg1 ⊕G
′
1 satisfying
λ0 − Z
+g1 +G
′
1, λ0 + t0g1 + Z
+g1 +G
′
1 ⊂ supp(V ).
Choose 0 6= (k1, · · · , kN ) ∈ ZN , ki relatively prime, such that G′0 =
{
∑N
i=1 xibi|
∑N
i=1 kixi = 0}.
If there exist i, j such that kikj ≤ 0, then there exists b
′ ∈ G′0 \ {0}, b
′ ≥ 0
with {xλ0 − g1 + xb
′ ∈ supp(V )} = (−∞, m0], a contradiction to the assumption
(consider whether b′ ∈ G′1). Then kikj > 0 for all i, j ∈ [1, N ]. Hence we may
assume that ki > 0 for all i ∈ [1, N ]. Let g0 =
∑N
i=1 s
(N)
i bi. Since G
′
0 ⊕ Zg0 = G
we have
∑N
i=1 s
(N)
i ki = ±1. By replacing g0 with −g0 if necessary, we may assume
that
∑N
i=1 s
(N)
i ki = 1. Choose a basis of G
′
1, say {b
′
1, b
′
2, · · · , b
′
N−2}. Take b
′
N−1 =
g1, b
′
N = g0, then B
′ = {b′1, b
′
2, · · · , b
′
N} is a basis of G.
Subclaim For any N0 > 0 there exists m0 ∈ N such that [m0,∞) ⊂
{
∑N
i=1 kixi|xi ≥ N0, i = 1, 2, · · · , N}.
Proof of Subclaim. Note that
∑N
i=1 s
(N)
i ki = 1. Choose n0 ∈ N such that
n0 + s
(N)
i ≥ 0 for all i. Note that k1 > 0. Take m0 =
∑N
i=1 ki(N0 + k1n0). Noting
that
m0 + tk1 = (
N∑
i=1
ki(N0 + k1n0)) + k1t, ∀ t > 0, and
m0 + tk1 + i = (
N∑
i=1
ki(N0 + k1n0 + is
(N)
i )) + tk1, for 0 ≤ i < k1,
we have proved the subclaim. 
Denote b′N−1 = g1 =
∑N
i=1 s
(N−1)
i bi. Choose N0 ∈ N such that N0+t0s
(N−1)
i > 0
for all i, then choose m0 for this N0 as in the subclaim above. By the subclaim
for any m ≥ m0, there exists (x1, x2, · · · , xn) ≥ (N0, N0, · · · , N0), such that m =∑N
i=1 kixi. Then using the choice of (k1, · · · , kN ) one can easily verify that mb
′
N −∑N
i=1 xibi ∈ G
′
0. Using this we can write λ ∈ λ0 −mb
′
N +G
′
0 as
λ = λ0 + h0 −
N∑
i=1
xibi, λ = λ0 + h0 + t0g1 − ((
N∑
i=1
xibi) + t0g1),
where h0 ∈ G
′
0. Noting that
∑N
i=1 xibi, ((
∑N
i=1 xibi) + t0g1) ∈
∑N
i=1 Z
+bi, and the
fact that λ0 + h0 ∈ supp(V ) or λ0 + h0 + t0g1 ∈ supp(V ), using Lemma 3.1 d5) we
deduce
λ0 −m0b
′
N +G
′
0 − Z
+b′N ⊂ supp(V ). (3.22)
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Fix some λ′0 ∈ Λ0 + (
∑N
i=1Nb
′
i) such that
λ′0, λ
′
0 ± b
′
i, λ
′
0 ± b
′
i − b
′
N ∈ Λ0 +
N∑
i=1
Z+bi for all i ∈ [1, N ]. (3.23)
Applying (3.21) to λ′0 and G
′
0 (replace G0 by G
′
0), since N > 2 we have i0 ∈
[1, N − 1] and s0 ∈ Z such that
λ′0 + s0b
′
i0
∈ supp(V ). (3.24)
Denote b′′i = −s0b
′
i0
− b′i for all i ∈ [1, N ]\i0 and b
′′
i0
= −(s0 + 1)b
′
i0
− b′N . Fix a
nonzero vλ′0+s0b′i0
∈ Vλ′0+s0b′i0
. It is easy to see that {b′′1 , · · · , b
′′
N} forms a Z-basis
of G. By (3.23) we have
db′′
i
vλ′0+s0b′i0
= 0 for all i ∈ [1, N ].
So we have
dbvλ′0+s0b′i0
= 0 for all b ∈ (Z+b′′1 + Z
+b′′2 + · · ·+ Z
+b′′N ) \ (
N⋃
i=1
Z+b′′i ). (3.25)
Hence vλ′0+s0b′i0
is a highest weight vector w.r.t. B′′′ = {2b′′1 + b
′′
2 , b
′′
1 + b
′′
2 , b
′′
1 +
b′′3 , · · · , b
′′
1 + b
′′
N} which satisfies Lemma 3.1 d). Now by lemma 3.1 b) there exists
x0 such that for any x > x0,
λ′0+s0b
′
i0
+x((2b′′1 +b
′′
2)+(b
′′
1 +b
′′
2)+(b
′′
1 +b
′′
3)+ · · ·+(b
′′
1 +b
′′
N )) /∈ supp(V ). (3.26)
Write (2b′′1 + b
′′
2) + (b
′′
1 + b
′′
2) + (b
′′
1 + b
′′
3) + · · · + (b
′′
1 + b
′′
N ) = h0 − l
′b′N , λ
′
0 =
λ0 −m0b
′
N + g0 + lb
′
N where g0, h0 ∈ G
′
0, l, l
′ ∈ Z, l′ > 0 (since G′0 =
∑N−1
i=1 Zb
′
i).
Then for sufficiently large x,
λ′0 + s0b
′
i0
+ x((2b′′1 + b
′′
2) + (b
′′
1 + b
′′
2) + (b
′′
1 + b
′′
3) + · · ·+ (b
′′
1 + b
′′
N ))
∈ λ0 −m0b
′
N + (l − l
′x)b′N +G
′
0 ⊂ λ0 −m0b
′
N +G
′
0 − Nb
′
N , (3.27)
which contradicts (3.22). Thus Claim 1 follows. 
Denote G¯t = tb1 + Zb2 + Zb3 + · · ·+ ZbN for t ∈ Z.
Claim 2. If for λ0 ∈ Λ0 + G, g1, g
′
1 ∈ G¯0 \ {0}, and subgroups of G¯0: G1, G
′
1
with G¯0 = Zg1
⊕
G1, G¯0 = Zg′1
⊕
G′1, we have
λ0 − Ng1 +G1, λ0 − Ng
′
1 +G
′
1 ⊂ supp(V ),
then G1 = G
′
1.
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Proof of Claim 2. Suppose that G1 6= G
′
1. Fix 0 6= f1 =
∑n
i=1 uibi ∈ G¯0 (then
u1 = 0) satisfying
f1 ∈ −Ng1 +G1 and
n∑
i=1
uixi = 0
for all (x1, · · · , xN ) ∈ Zn with
∑n
i=1 xibi ∈ G1, and fix 0 6= f
′
1 =
∑n
i=1 u
′
ibi ∈ G¯0
satisfying
f ′1 ∈ −Ng
′
1 +G
′
1 and
n∑
i=1
u′ixi = 0
for all (x1, · · · , xN ) ∈ Zn with
∑n
i=1 xibi ∈ G
′
1. (We simply write f ⊥ G1, f
′ ⊥
G′1). Since G1 6= G
′
1 we see that Zf
′
1 ∩ Zf1 = {0}. Hence we can choose a base
B′ = {b′1, b
′
2, · · · , b
′
N−1} of G¯0 as follows: Fix b
′
1 =
∑N
i=1 s
(1)
i bi ∈ G¯0 such that
s
(1)
1 , s
(1)
2 , · · · , s
(1)
N are relatively prime,
N∑
i=1
uis
(1)
i > 0, and
N∑
i=1
u′is
(1)
i < 0, (3.28)
and extend it to a Z basis B′ = {b′1, b
′
2, · · · , b
′
N−1} of G¯0. By replacing b
′
j(j > 1)
with b′j +mb
′
1, m≫ 0 if necessary, we may assume that b
′
j =
∑N
i=1 s
(j)
i bi satisfies
N∑
i=1
s
(j)
i ui > 0 and
N∑
i=1
s
(j)
i u
′
i < 0 for all j ∈ [1, N − 1]. (3.29)
Since f ⊥ G1, f
′ ⊥ G′1, we see that
b′i ∈ −Ng1 +G1 and b
′
i ∈ Ng
′
1 +G
′
1, for all i ∈ [1, N − 1]. (3.30)
Take b′N = b1. Hence B
′ = {b′1, b
′
2, · · · , b
′
N} is a basis of G. Fix
λ′0 = λ0 + t0b
′
N + g¯0, (3.31)
where t0 > 0, g¯0 ∈ G¯0 are such that
λ′0, λ
′
0 ± b
′
i, λ
′
0 ± b
′
i − b
′
N ∈ Λ0 +
N∑
i=1
Z+bi for all i ∈ [1, N ].
So
λ′0, λ
′
0 ± b
′
i, λ
′
0 ± b
′
i − b
′
N /∈ supp(V ) for all i ∈ [1, N ]. (3.32)
Now applying (3.21) to λ′0 and G¯0, since N > 2 we see that there exist some
i0 ∈ [1, N − 1] and s0 ∈ N such that
λ′0 + sb
′
i0
∈ supp(V ) for all s ≥ s0, (3.33)
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or λ′0 + sb
′
i0
∈ supp(V ) for all s ≤ −s0.
We may assume that (3.33) holds (if λ′0 + sb
′
i0
∈ supp(V ) for all s ≤ −s0, then the
remaining arguments are exactly the same, using G1). Denote b
′′
i = −s0b
′
i0
− b′i for
all i ∈ [1, N ]\i0 and b
′′
i0
= −(s0 + 1)b
′
i0
− b′N .
From (3.30) we see that
b′′1 + · · ·+ b
′′
N ∈ −
N∑
i=1
b′i − s0nb
′
i0
− Nb1 ⊂ −Ng
′
1 +G
′
1 − Nb1. (3.34)
Fix a nonzero vλ′0+s0b′i0
∈ Vλ′0+s0b′i0
. It is easy to see that {b′′1 , · · · , b
′′
N} forms a
Z-basis of G and
db′′
i
vλ′0+s0b′i0
= 0 for all i ∈ [1, N ]. (3.35)
So we have
dbvλ′0+s0b′i0
= 0 for all b ∈ (Z+b′′1 + Z
+b′′2 + · · ·+ Z
+b′′N ) \ (
N⋃
i=1
Z+b′′i ). (3.36)
Hence vλ′0+s0b′i0
is a highest weight vector w.r.t. B′′′ = {2b′′1 + b
′′
2 , b
′′
1 + b
′′
2 , b
′′
1 +
b′′3 , · · · , b
′′
1 + b
′′
N}. Now by Lemma 3.1 b) there exists some x0 such that for any
x > x0 we have
λ′0 + s0b
′
i0
+ x(b′′1 + b
′′
2 + · · ·+ b
′′
N ) /∈ supp(V ). (3.37)
From (3.31) we can write λ′0 = λ0 + t0b
′
N + lg
′
1 + h where h ∈ G
′
1, l ∈ Z. Using
(3.34), for sufficiently large x we have
λ′0 + s0b
′
i0
+ x(b′′1 + b
′′
2 + · · ·+ b
′′
N ) ∈ λ0 − Ng
′
1 +G
′
1 − Nb1 ⊂ supp(V ) (3.38)
since λ0 − Ng′1 +G
′
1 ∈ supp(V ). This is a contradiction to (3.37). Hence G1 = G
′
1
and Claim 2 follows. 
Denote VΛ0+G¯t =
⊕
b∈G¯t
VΛ0+b for t ∈ Z. It is easy to see that VΛ0+G¯t is a
Vir[b2, · · · , bN ]-module. For any 0 6= λ ∈ supp(VΛ0+G¯t) (we refer to (3.21) for the
existence), λ is a weight of a nontrivial irreducible Vir[b2, · · · , bN ]-subquotient of
VΛ0+G¯t . From the inductive hypothesis and Claim 1, we know that such a non-
trivial irreducible Vir[b2, · · · , bN ]-module is isomorphic to M(gt, Gt, V
′(αt, βt, Gt))
for suitable αt, βt ∈ C, and gt, Gt with G¯0 = Zgt
⊕
Gt. Thus from Lemma 3.8, if
0 6= λ ∈ supp(V )∩ (Λ0 + gt + G¯0), then there exists a corank 1 subgroup Gλ of G¯0
such that
λ+Gλ ⊂ supp(V )
⋃
{0}. (3.39)
Combining this with Claims 1 and 2, we deduce that for any t ∈ Z there exist a
corank 1 subgroup Gt in G¯0, αt ∈ Λ0 + G¯t and gt ∈ G¯0 such that G¯0 = Zgt
⊕
Gt
and
supp(VΛ0+G¯t) \ {0} = (αt − Z
+gt +Gt) \ {0}. (3.40)
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In particular,
αt − Ngt +Gt ⊂ supp(VΛ0+G¯t). (3.41)
Lemma 3.1 d5) and Lemma 3.8 ensure that
αt+1 − b1 − Ngt+1 +Gt+1, αt − Ngt +Gt, ⊂ supp(VΛ0+G¯t).
It follows from Claim 2 that Gt = Gt+1 for all t ∈ Z. Thus there exist a corank 1
subgroup G0 in G¯0, αt ∈ Λ0 + G¯t and g0 ∈ G¯0 with G¯0 = Z+g0
⊕
G0 such that
either
supp(VΛ0+G¯t) \ {0} = (αt + Z
+g0 +G0) \ {0}, or
supp(VΛ0+G¯t) \ {0} = (αt − Z
+g0 +G0) \ {0}. (3.42)
If there exists t ∈ Z such that
supp(VΛ0+G¯t) \ {0} = (αt − Z
+g0 +G0) \ {0},
supp(VΛ0+G¯t+1) \ {0} = (αt+1 + Z
+g0 +G0) \ {0}.
Similarly we have λ1, λ2 ∈ Λ0 + G¯t such that
λ1 − Ng0 +G0, λ2 + Ng0 +G0 ⊂ supp(V ),
which contradicts Claim 1. So we may assume that
supp(VΛ0+G¯t) \ {0} = (αt − Z
+g0 +G0) \ {0}, ∀ t ∈ Z. (3.43)
Hence we may assume that αt ∈ Λ0 + Zg0 + Zb1. Then for any λ ∈ supp(V ), we
have
λ+G0 ⊂ supp(V )
⋃
{0}. (3.44)
Consider the Vir[g0, b1]-module VΛ0+Zg0+Zb1 where g0 ∈ G0\{0} as before. From
(3.43), VΛ0+Zg0+Zb1 has a nontrivial irreducible Vir[g0, b1]-subquotient (we refer to
the last paragraph in the proof of Lemma 3.2). Hence there exist some λ′0 ∈
Λ0 + Zg0 + Zb1 and a basis b′0, g
′
0 of Zg0 + Zb1 such that
λ′0 + Zg
′
0 ⊂ supp(VΛ0+Zg0+Zb1).
From (3.43) with t = 0 we know that g′0 /∈ Zg0. Hence by (3.44) λ
′
0 + Zg
′
0 +
G0 ⊂ supp(V )
⋃
{0}, and Zb′0 + (Zg
′
0 + G0) = G, which contradicts Claim 1. This
completes the proof of the theorem. 
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