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1 Introduction
Bifurcations, the qualitative change in dynamics produced by varying parameters, are fun-
damental to the analysis of any family of dynamical systems but are notoriously difficult
to describe in any generality. This paper makes a significant step towards a complete de-
scription of the bifurcations of the global topological structure of the integral curves of the
complex polynomial vector fields
ξP = P(z)
d
dz
, z ∈ C, (1)
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or equivalently, the maximal solutions γ(t,z) to the associated autonomous ordinary differ-
ential equation (ODE)
z˙= P(z), γ(0,z) = z, z ∈ C, t ∈ R, (2)
where P(z) = zd+ad−2z
d−2+ · · ·+a0 is a monic and centered polynomial of degree d ≥ 2.
Namely, we characterize the multiplicity-preserving bifurcations, i.e. bifurcations where the
multiplicities of the equilibrium points (the zeros of P) are preserved under small perturba-
tion. For significant work on parabolic bifurcations (which do not preserve multiplicities) of
complex vector fields, see [21], [10], and [26].
Complex polynomial ODEs of the form (2) are a subset of the R2 systems
x˙= u(x,y)
y˙= v(x,y), x, y, t ∈ R, (3)
whose global qualitative structure in general remains a fundamental open problem in dy-
namics. Famously, part of Hilbert’s 16th problem inquires to the number and configurations
of limit cycles in the plane for each degree d polynomial system in two real variables. Even
though holomorphic vector fields, which lack limit cycles (e.g. [29,23]), may seem dis-
tant from Hilbert’s 16th problem, experts in this area have shown that a significant class of
perturbations to study are non-holomorphic perturbations of holomorphic polynomial vector
fields with centers [1], [20], [3]. Creating a complete description of bifurcations for complex
polynomial vector fields would not only answer a fundamental question about holomorphic
systems in their own right, but understanding the holomorphic perturbations may reduce the
complexity of the analysis of non-holomorphic perturbations.
Complex vector fields are also linked to other areas of mathematics. In particular, the
properties of single-variable complex vector fields have been utilized in proving prominent
results in iterated complex dynamics, including the study of parabolic bifurcations (e.g.
[28], [5], [25], [9]) and in the proof that there exist quadratic polynomial Julia sets of pos-
itive Lebesgue measure [8]. Single-variable complex vector fields are being used to study
higher dimensional complex systems [27], as well as quadratic and Abelian differentials on
Riemann surfaces. The integral curves of holomorphic vector fields on Riemann surfaces
foliate the Riemann surface, and they are similar in structure to the trajectories of these dif-
ferentials. Understanding the bifurcations of complex ODEs may contribute to one of these
fields in a way that has not yet been explored.
Even when restricting to the study of holomorphic or meromorphic planar systems in
their own right, a comprehensive study of the bifurcations remains elusive. Researchers
have made headway by considering lower-degree polynomial systems so that the bifurca-
tion diagram can be visualized [15,20,27], or describing bifurcations induced by rotations
of vector fields [22]. The aim of this paper is to make to make a significant step towards
a comprehensive analysis of all global bifurcations for polynomial vector fields in C of ar-
bitrary degree by characterizing the bifurcations where the multiplicity of the equilibrium
points is preserved.
This paper is organized as follows. Sections 2 and 3 review basic properties of complex
ODEs and introduce parameter space and bifurcations for the systems under consideration.
Section 4 describes deformations in rectifying coordinates and proves that these are enough
to study the multiplicity-preserving bifurcations. Rank k bifurcations are defined in Section
5, and the first main theorem of this paper is proved:
Theorem 3 Every multiplicity-preserving bifurcation can be realized as a composition of
rank 1 bifurcations.
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Section 6 characterizes the rank 1 bifurcations to show that they are all essentially the
same type. The informal statement of the second main theorem in this paper is:
Theorem 4 (informally) Every rank 1, multiplicity-preserving bifurcation is of the type
where a sequence of n ≥ 1 homoclinic separatrices (satisfying some technical conditions)
break, and n−1 (specified) homoclinic separatrices form under perturbation.
2 Preliminaries
The complex ODEs (2) inherit the general properties of the real planar ODEs (3), including
existence and uniqueness of solutions, dependence on initial conditions, Hartman-Grobman
theorem (linearization), and long-term behavior described by the Poincare-Bendixon theo-
rem.
Equilibrium points Classification of the local dynamics of holomorphic vector fields near an
equilibrium point, a zero ζ of P, is known to depend only on the order of the zero and the dy-
namical residue Res(1/P,ζ ) [19,4,7,14,16,17,18,29]. The simple equilibrium points come
in three types: sink (attracting), center (rotational), and source (repelling). There can not be
saddle points in the usual sense, since the Cauchy-Riemann equations force the eigenvalues
of the Jacobian to be of the form λ = α ± iβ , which can not have real parts with oppo-
site sign. Near zeros of multiplicity m > 1, there are m− 1 attracting and m− 1 repelling
directions and 2(m−1) elliptic sectors. See Figure 1 for an example.
Poles Another type of singularity for the systems (2) is the pole at infinity. In more general
families, e.g. rational vector fields, there may be more than one pole. The local dynamics
near a pole only depends on the order of the pole. Indeed, the phase portrait of a vector field
in the neighborhood of a pole of order m ∈N is shown in Sverdlove [29] to be topologically
equivalent to the phase portrait of the differential equation
z˙=
λ
zm
, λ ∈ C∗, m ∈ N, (4)
in a neighborhood of z= 0, and Garijo, Gasull, and Jarque [14] extend the result to confor-
mal (biholomorphic) conjugacy. Even though holomorphic vector fields can not have saddle
points in the usual sense, the local behavior of Equation (4) resembles that of a saddle point
in the following way. It has m+1 attracting and m+1 repelling straight trajectories meeting
at z= 0, alternating in orientation, and the other trajectories of (4) in neighborhood of z= 0
are hyperbolic in form [23] (see Figure 1).
No limit cycles A marked difference between holomorphic and general real planar vector
fields is that there can not be isolated periodic trajectories, hence no limit cycles, for the for-
mer, due to the identity theorem of complex analysis: consider a period T solution γ(t,z0).
Since γ(T,z)− z is holomorphic in z and = 0 on an arc of γ , it is identically 0 in a neighbor-
hood of z0.
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Separatrices The global structure of the integral curves up to topological equivalence is de-
termined by the separatrices, the maximal trajectories that are incoming to or outgoing from
the poles [24,2]. Therefore, unsurprisingly, the separatrices will play a vital role in under-
standing the bifurcations. The reader may refer to Figure 1 to guide his or her understanding
of the details below which are needed for this paper. Polynomials of degree d > 2 have a
pole of order d−2 at the point at infinity, hence there are 2(d−1) separatrices. Separatrices
for monic polynomials have asymptotic directions ℓpi/(d − 1), ℓ = 0, . . . ,2d− 3 at infin-
ity. The separatrices come in two types for polynomial vector fields: landing separatrices,
which have α- or ω-limit at an equilibrium point for t →−∞ or t → +∞ respectively; and
homoclinic separatrices which join infinity to itself and are defined for t in a finite interval.
Separatrices sℓ are labelled according to their asymptotic directions. Outgoing separatrices
are denoted sk with odd k, incoming separatrices are denoted s j with even j. Homoclinic
separatrices are labelled sk, j, with odd k and even j corresponding to its outgoing and in-
coming asymptotic directions at infinity. Near infinity, the complement of the separatrices
has 2(d− 1) connected components, which define 2(d− 1) accesses to infinity. The ends
can informally be thought of as 2(d−1) points at infinity, counted as distinct from within
each access. Formally, the ends eℓ, ℓ = 0, . . . ,2d− 3 are the principal points of the prime
ends (in the sense of Carathe´odory) of these regions. The label is chosen such that the ac-
cess corresponding to eℓ is between the separatrices with labels ℓ− 1 and ℓ mod 2(d− 1)
(again, see Figure 1 for an example). The separatrix structure can be represented in a sepa-
∞ s0
s1,2
s3
s4
s5
s0
s1,2
s3
s4 s5
e0
e1e2
e3
e4
e5
e0
e1
e2
e3
e4
e5
Fig. 1 View of the separatrix graph at ∞ (left) and in the disk model (right) for a degree d = 4 monic and
centered complex polynomial vector field. There is one center, one sink, and one double equilibrium point.
There is a pole of order d− 2 = 2 at ∞, so there are 2(d− 1) = 6 separatrix directions, labelled by their
asymptotic directions ℓpi/3, ℓ = 0, . . . ,5. The separatrices s0, s3, s4, and s5 are landing separatrices, and
s1,2 is a homoclinic separatrix, labelled by its two asymptotic directions at ∞. There are 6 ends eℓ, principal
points of the prime ends (in the sense of Carathe´odory) defined by the complement of the separatrices in a
neighborhood of infinity. The ends are labelled such that eℓ is between sℓ−1 and sℓ mod 2(d−1).
ratrix disk model, by blowing up the point at infinity to S1, labelling the points exp
(
2pi iℓ
2d−2
)
,
ℓ = 0, . . . ,2d− 3 on S1 by sℓ, and embedding the separatrix graph in the disk (see again
Figure 1).
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2.1 Rectifying Coordinates and Transversals
The separatrices as explained above provide a decomposition of the dynamical plane into
open sets, called zones, whose boundaries contain a union of separatrices. The results in this
paper rely on decomposing the dynamical plane into these zones, which are building blocks
that glue together to give a polynomial vector field. We will look at deformations of these
glued building blocks to understand the nearby polynomial vector fields, i.e. the bifurcations.
The key players here are the rectifying coordinates, elaborated on below. Technical details
are given in this subsection for self-contained reading, but the main points which are needed
for this paper are:
1. there are three zone types for polynomials: strip, cylinder, and half-plane; and
2. to understand the statement of Theorem 4, one needs to understand the labelling of
separatrices on the boundaries of these strips, cylinders, and half-planes as in Remark 1.
Rectifying Coordinates It is well-known that for polynomials, the connected components of
C minus the separatrix graph (called zones) come in three types: center zones, sepal zones,
and αω-zones. In the last case, there are exactly two singular points on the boundary of the
zone, and all trajectories inside the zone have their α-limit at one singular point and ω-limit
at the other. These three zone types are isomorphic to half-planes, strips, or cylinders via
the rectifying coordinates Φ(z) =
∫ z
z0
dw
P(w) (called the distinguished or natural parameter in
the literature on quadratic differentials [19]). Under Φ , trajectories are pushed forward to
horizontal lines (see Figures 2, 3, and 4).
The basin of a center, called a center zone, is isomorphic to an upper or lower half-
infinite cylinder by the rectifying coordinates Φ (see Figures 2 and 5). Trajectories are
pushed forward under Φ to horizontal circles on the cylinder. The boundary of a center
zone consists of a sequence sk1, j1 ,sk2, j2 , . . . ,skn, jn of one or several homoclinic separatrices,
together with the ends between them. A counterclockwise center zone is isomorphic to an
upper half-infinite cylinder (as in Figure 2) with the rectified homoclinic separatrices on
the lower boundary. The indices of the ski, ji on the boundary satisfy ki+1 = ji + 1, where
subindexes i are i = 1, . . . ,n mod n, and indices k, j = 0, . . . ,2d− 3 are mod 2(d− 1). A
clockwise center zone is isomorphic to a lower half-infinite cylinder with the sequence of
homoclinics on the upper boundary. The indices of the ski, ji on this upper boundary satisfy
ki+1 = ji−1. For a center zone, the first separatrix sk1, j1 in the sequence is not well-defined,
since the sequence of homoclinics closes to a circle. The order is otherwise well-defined by
the orientation of the separatrices.
A sepal zone, i.e. an elliptic sector, is isomorphic to an upper or lower half-plane by Φ
(see Figure 3). Trajectories are pushed forward under Φ to horizontal lines. The boundary of
a sepal zone consists of a sequence of separatrices s j0 , sk1, j1 ,sk2, j2 , . . . ,skn, jn , sk0 and the ends
between them. The separatrices s j0 and sk0 are landing, and between them are n≥ 0 homo-
clinic separatrices. An upper half-plane has the rectified separatrices on the lower boundary,
whose indices satisfy ki+1 = ji+ 1, i = 0, . . . ,n− 1 and k0 = jn+ 1, ki, ji = 0, . . . ,2d− 3
mod 2(d− 1). A lower half-plane (as in Figure 3) is similar except the index relationship
of separatrices on the upper boundary follows the rule ki+1 = ji− 1, i = 0, . . . ,n− 1 and
k0 = jn−1. The order of the separatrices on the boundary is well-defined by the orientation
of the separatrices in rectifying coordinates, left to right.
A region with distinct α- and ω-limit points on the boundary is isomorphic to a hori-
zontal strip under Φ (see Figure 4). Trajectories are pushed forward under Φ to horizontal
lines. The boundary of a strip zone has two components. The upper component consists of a
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k1 = j3+1
j1
k2 = j1+1
j2
k3 = j2+1
j3
Φ
sk1, j1 sk2, j2 sk3, j3
Fig. 2 The basin of a center, called a center zone (left), is isomorphic to an upper or lower half-infinite cylin-
der by the rectifying coordinates Φ(z) =
∫ z
z0
dw
P(w) (right). The light gray dots in the disk model on the left
represent unspecified dynamics in that region. The vertical dashed lines on the right-hand side are identified
by horizontal translation, giving a half-infinite cylinder. Trajectories are pushed forward under Φ to hori-
zontal lines (circles, under identification of vertical dashed lines). The boundary of a center zone consists
of a sequence sk1 , j1 ,sk2 , j2 , . . . ,skn , jn of one or several homoclinic separatrices and the ends between them. A
counterclockwise center zone gives an upper half-infinite cylinder (as pictured) with the rectified homoclinic
separatrices on the lower boundary, whose indices satisfiy ki+1 = ji + 1, where subindexes are i = 1, . . . ,n
mod n, and k, j = 0, . . . ,2d− 3 are mod 2(d− 1). A clockwise center zone gives a lower half-infinite cylin-
der with the sequence of homoclinics on the upper boundary, whose indices satisfy ki+1 = ji− 1. The first
separatrix sk1 , j1 in the sequence is not well-defined, but the order is otherwise well-defined by the orientation
of the separatrices.
j0
k1 = j0−1
j1
k2 = j1−1
j2
k0
s j0 sk1, j1 sk2, j2 sk0
Φ
Fig. 3 A sepal zone, i.e. an elliptic sector, is isomorphic to an upper or lower half-plane by Φ . The
light gray dots in the disk model on the left represent unspecified dynamics in that region. Trajectories
are pushed forward under Φ to horizontal lines. The boundary consists of a sequence of separatrices s j0 ,
sk1 , j1 ,sk2 , j2 , . . . ,skn , jn , sk0 of two landing separatrices, zero or more homoclinic separatrices, and the ends be-
tween them. An upper half-plane has the rectified separatrices on the lower boundary, whose indices satisfy
ki+1 = ji + 1, i = 0, . . . ,n− 1 and k0 = jn+ 1, with ki, ji = 0, . . . ,2d− 3 mod 2(d− 1). A lower half-plane
(as pictured) has separatrices on the upper boundary whose indices satisfy ki+1 = ji−1, i = 0, . . . ,n−1 and
k0 = jn−1. The order of the separatrices on the boundary is well-defined by the orientation of the separatrices
in rectifying coordinates, left to right.
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sequence of separatrices s+j0
, s+k1, j1
,s+k2, j2 , . . . ,s
+
kn, jn
, s+k0
of two landing separatrices, n≥ 0 ho-
moclinic separatrices, and the ends between them. Similarly, the lower boundary component
consists of a sequence of separatrices s−j0
, s−k1, j1
,s−k2, j2 , . . . ,s
−
km, jm
, s−k0
, m≥ 0. The relationship
between the indices on the upper boundary component is k+i+1 = j
+
i −1, i= 0, . . . ,n−1 and
k+0 = j
+
n −1, and on the lower boundary component is k
−
i+1 = j
−
i +1, i = 0, . . . ,m−1 and
k−0 = j
−
m +1. The order of the separatrices on each boundary component is well-defined by
the orientation of the separatrices in rectifying coordinates, left to right.
j−0
k−1 = j
−
0 +1 j−1
k−0 = j
−
1 +1
j+0
k+1 = j
+
0 −1
j+1 k
+
2 = j
+
1 −1
j+2
k+0 = j
+
2 −1
s+j0 s
+
k1, j1
s+k2, j2 s
+
k0
s−j0 s
−
k1, j1
s−k0
Φ
Fig. 4 A region with distinct α- and ω-limit points on the boundary is isomorphic to a horizontal strip under
Φ . The light gray dots in the disk model on the left represent unspecified dynamics in that region. Trajectories
are pushed forward under Φ to horizontal lines. The boundary of a strip zone has two components. The upper
component consists of a sequence of separatrices s+j0
, s+k1, j1
,s+k2 , j2 , . . . ,s
+
kn , jn
, s+k0
of two landing separatrices,
zero or more homoclinic separatrices, and the ends between them. The lower boundary component consists
of a sequence of separatrices s−j0
, s−k1 , j1
,s−k2 , j2 , . . . ,s
−
km , jm
, s−k0
. The indices on the upper boundary component
satisfy k+i+1 = j
+
i − 1, i = 0, . . . ,n− 1 and k
+
0 = j
+
n − 1, and the indices on the lower boundary component
satisfy k−i+1 = j
−
i + 1, i = 0, . . . ,m− 1 and k
−
0 = j
−
m + 1. The order of the separatrices on each boundary
component is well-defined by the orientation of the separatrices in rectifying coordinates, left to right.
Remark 1 The index relationship of the sequence of separatrices on the boundary of a zone
does not depend on the type of zone (center, elliptic, or strip). It only depends on whether
the sequence is on an upper boundary or lower boundary. Omitting details that can be found
in the paragraphs above, the relationship can be summarized as: ki+1 = ji−1 on an upper
boundary, and ki+1 = ji+1 on a lower boundary.
Transversals There are a number of geodesics inC\{equilibrium points} that join the point
at infinity to itself, with respect to the metric with length element
|dz|
|P(z)| . This is seen in
rectifying coordinates as straight line segments which connect ends to ends. There are s+
h among these that are singled out: the h homoclinic separatrices and the s distinguished
transversals Tk, j. The distinguished transversals are a unique and well-defined choice of one
transversal for each of the s strips. This choice is the transversal Tk, j which joins ek to e j,
where ek is the right-most end on the lower boundary of the strip and e j is the left-most end
on the upper boundary of the strip (see Figures 4 and 5). The reason for this choice is not
needed in this paper, but it is explained in detail in [11].
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2.2 Classification and Pseudo-Invariants
Classification One way to classify the polynomial vector fields, i.e. define a complete set
of realizable invariants, is to express the topological structure via an admissible gluing of
strips, cylinders, and half-planes, and the geometry by the analytic invariants
(α,τ) =
(∫
Tk, j
dz
P(z)
, . . . ,
∫
sk, j
dz
P(z)
)
∈Hs×Rh+, (5)
where the set of sk, j and Tk, j are the homoclinic separatrices and the distinguished transver-
sals for ξ . That is, assign h real numbers τ =
∫
sk, j
dz
P(z) > 0 to the homoclinics and s complex
numbers α =
∫
Tk, j
dz
P(z) ∈ H to the distinguished transversals (see [13] and [6] for more de-
tails). The analytic invariants τ ∈ R+ that correspond to homoclinic separatrices are the
Euclidean lengths of the rectified homoclinic separatrices on the boundaries of the strips,
cylinders, and half-planes; and the analytic invariants α ∈ H+ are complex numbers that
record the height and shear of each strip (the complex ”length” of Tk, j). There are other
ways to present the classification of polynomial vector fields which will not be explained in
this paper.
ζ1
ζ2
ζ3
ζ4
ζ5
s0
s1,2s3
s5,4 s7,6
T3,0 s0
s0
s3
s3
s1,2
s5,4s7,6
T3,0
e0
e1
e2e3
e4
e5
e6 e7
e0 e6 e4
e1 e3
Fig. 5 (Left) The disk model of a degree 5 polynomial vector field, with a sink (ζ3), a source (ζ1), and three
centers (ζ2, ζ4, ζ5). The two landing separatrices (s0 and s3) and three homoclinic separatrices (s1,2, s5,4,
s7,6), are labelled by their asymptotic directions at infinity. The diagonal dashed line segment T3,0 is a distin-
guished transversal, labelled by the ends it connects (e3 and e0). (Right) The same separatrix configuration in
rectifying coordinates. There is one strip, and there are three half-infinite cylinders. The cylinders appear as
half-infinite vertical strips (right), where the vertical dashed lines are identified. The boundary of each zone
consists of homoclinic and/or landing separatrices, together with the ends. If the separatrices are on the upper
(resp. lower) boundary of a strip (as pictured), a half-plane, or a cylinder, then the odd k and even j labels
satisfy ki+1 = ji− 1 (resp. ki+1 = ji+ 1) mod 2(d− 1), reading left to right. The analytic invariants τ ∈ R+
that correspond to homoclinic separatrices are the Euclidean lengths of the rectified homoclinic separatrices,
and the analytic invariant α ∈ H+ corresponds to the complex number that gives the height and shear of the
strip.
The implication of the classification that is required for this paper is that it provides
a decomposition into strips, cylinders, and half-planes, identified along their boundaries
in the appropriate way, and conversely, any (admissible) gluing of strips, cylinders, and
half-planes gives rise to a polynomial vector field [6]. This construction of a polynomial
vector field from gluings of the building blocks is (briefly) as follows. The strips, cylinders,
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and half-planes are glued together to construct a Riemann surface which is conformally
equivalent to the Riemann sphere minus punctures, and endowing the strips, cylinders, and
half-planes with the vector field d
dz
leads to a polynomial vector field on Riemann sphere,
with equilibrium points at the punctures. We will understand perturbations (bifurcations) of
polynomial vector fields by analyzing perturbations in this construction. While the invariants
(5) change discontinuously under perturbation (to be explained), one can show that certain
perturbations of the building blocks, preserving the original gluing, give rise to polynomial
vector fields that are nearby the initial one. This will be explained in further detail in the
paragraph below and in Theorem 2.
Pseudo-invariants The analysis in this paper relies heavily on deformations of the building
blocks (strips, cylinders, and half-planes) in rectifying coordinates. More specifically, let
ξ0 ∈ Ξd be the vector field to be perturbed. The classification gives a configuration of half-
planes, strips, and cylinders, whose boundaries consist of rectified separatrices and where
the vector field is d
dz
. Next, the rectified zones are deformed (as sets) by piecewise linear
mappings given by sending horizontal segments corresponding to the rectified sk, j for ξ0 to
non-horizontal segments (see Figure 6). As sets, the configuration of the gluing of the recti-
sk, j
sk, j
sk, j
Aτ
Aτ
Aτ
Fig. 6 A vector field ξ ∈ Ξd determines a configuration of half-planes, strips, and cylinders and analytic
invariants (α,τ)∈Hs×Rh+ which are the lengths on the boundaries. Deforming the rectified zones by piece-
wise linear mappings corresponds to changes in pseudo-invariants (α˜, τ˜) that allow the τ˜ to be non-real.
fied zones has not changed, but endowing the distorted zones with d
dz
will, to be explained
by Theorem 2, results in another ξ ∈ Ξd close to ξ0, but where ξ has qualitatively different
dynamics Even though the configuration of rectified zones has not changed as sets, when
the dynamics are considered, the zones have changed type (e.g. Figure 8 shows a deformed
cylinder that becomes part of a strip zone dynamically). In terms of (α0,τ0), this corre-
sponds to allowing one or more of the τ0 to move off the positive real axis. However, we can
not use (α,τ) to denote the perturbation of (α0,τ0), since the qualitative change means the
distinguished transversals Tk, j and homoclinic orbits sk, j change and hence by definition,
the analytic invariants (5) will change discontinuously. This leads us to define the correct
quantities to consider to correspond to deformations in rectifying coordinates:
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Definition 1 The pseudo-invariants of ξ with respect to ξ0 are
(α˜, τ˜) =
(∫
γ1
dz
Pξ (z)
, . . . ,
∫
γs+h
dz
Pξ (z)
)
∈Hs×V h+, (6)
where V+ is an ε neighborhood of R+, γ1, . . . ,γs+h are the curves (as sets) in C which
coincide with the s distinguished transversals and h homoclinic orbits for ξ0 and are fixed
under perturbation, and Pξ is a perturbation of P0.
We emphasize that (α˜, τ˜) are in general not the analytic invariants for the perturbed
vector field (credit is due to the referee for pointing out this important distinction). They
do correspond to deformations in rectifying coordinates since the initial configuration of
half-planes, strips, and cylinders are from the topology of ξ0, and this configuration as sets
has not changed under deformation, corresponding to fixing the curves γ1, . . . ,γs+h under
perturbation. Note that the pseudo-invariants are only locally defined.
3 Parameter Space and Bifurcations
This section reviews known results on the space Ξd of degree d monic, centered complex
polynomial vector fields and its decomposition into loci of qualitatively same dynamics.
The ideal question to be answered is stated, as well as the restricted question that will be
answered in this paper, i.e. describing the multiplicity-preserving bifurcations. Then we re-
view a result proving the manifold structure of each locus, where the construction of the
proof shows that deformations in rectifying coordinates give ”nearby” vector fields.
Combinatorial Classes To understand the possible bifurcations, we examine the space Ξd of
degree d monic, centered complex polynomial vector fields and partition Ξd into combina-
torial classes C such that all ξ ∈ C have the same (labelled) separatrix graph with labelling
of the asymptotic directions. Using the (labelled) separatrix graph as the equivalence rela-
tion is dynamically meaningful since it implies topological equivalence of all ξ ∈ C , i.e.
there is a homeomorphism which sends trajectories of ξ ∈C to trajectories of ξ ′ ∈C which
respects the orientation of but not necessarily the parameterization by time. Adding the fur-
ther restriction that the labelling must be the same, there are generally distinct combinatorial
classes C1 and C2 where all ξ1 ∈ C1 are topologically equivalent with all ξ2 ∈ C2.
The space Ξd ∼= C
d−1 since the monic, centered polynomials P(z) = zd + ad−2z
d−2 +
· · ·+a0 can be parameterized by the coefficients (a0, . . . ,ad−2) ∈ C
d−1.
Since the separatrix structure gives topological equivalence of trajectories, a change in
separatrix structure under small perturbation therefore gives a bifurcation. Understanding
bifurcations is therefore about understanding how the classes C fit together in parameter
space. This leads us to ask the following question:
Question 1 For every ξ ∈ Ξd , what are the C that intersect every neighborhood of ξ?
In this paper, the author has chosen to express the answer to this question by showing that
each bifurcation is a composition of a finite number of ”moves,” that is, simpler bifurcations
whose types are characterizable.
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Stability The structurally stable vector fields in Ξd , i.e. those that do not change qualita-
tively under perturbation, are those with neither homoclinic separatrices nor multiple equi-
librium points [13,12] and are of full dimension in parameter space. The bifurcation locus
in Ξd consists of all vector fields with at least one homoclinic separatrix or multiple equilib-
rium point [13,12]. One can see this intuitively by imagining a multiple equilibrium point
splitting into several equilibrium points or a homoclinic separatrix breaking under perturba-
tion.
Bifurcations of (2) can only involve breakings of homoclinics and/or splittings of mul-
tiple points due to the following result from [12], which proves that landing separatrices are
stable. In other words, an equilibrium point can not ”lose” a landing separatrix under small
perturbation, as long as its multiplicity is preserved.
Theorem 1 (Dias, Tan) Let ζ 0 be an equilibrium point for ξ0 ∈ Ξd , and let ζ be an equi-
librium point for ξ ∈ Ξd in a sufficiently small neighborhood of ξ0 such that mult(ζ
0) =
mult(ζ ) and lim
P→P0
ζ = ζ 0. If the separatrix sℓ for ξ0 lands at ζ
0, then the separatrix sℓ (same
ℓ) for ξ lands at ζ .
Multiplicity-preserving Bifurcations The bifurcations which allow splitting of multiple equi-
librium points are more complicated than the multiplicity-preserving bifurcations, and not
only because they involve the variation of more parameters. For splitting bifurcations, the
possible changes in topological structure may depend on the initial analytic data, in addi-
tion to the initial topological data [12]. The bifurcations with this added complexity are to
be studied in a future paper; the aim in this paper is to analyze the restricted question:
Question 2 Given any point ξ ∈ Ξd in the bifurcation locus, what are the possible bifurca-
tions such that the multiplicities of the equilibrium points are preserved?
Such bifurcations are called multiplicity-preserving bifurcations.
Definition 2 Let ζ 0i , i= 1, . . . ,N be the equilibrium points for ξ0 ∈ C0, not counting multi-
plicity. The local multiplicity-preserving set of ξ0, denoted LMP(ξ0), is the set of all vector
fields ξ ∈ Ξd \C0, in a sufficiently small neighborhood of ξ0 ∈ Ξd such that mult(ζi) =
mult(ζ 0i ), i= 1, . . . ,N.
Definition 3 The multiplicity-preserving set of ξ0, denoted MP(ξ0), is the set of all combi-
natorial classes C whose intersection with LMP(ξ0) is non-empty.
Note that the notation above differs from that in [12].
Remark 2 If ξ has at least one homoclinic separatrix, then MP(ξ ) is non-empty.
Remark 3 Since the multiplicities are preserved, LMP(ξ0) can be locally parameterized by
the N roots (not counting multiplicity), and in fact can be locally parameterized by N− 1
roots due to centering of the polynomial.
3.1 Deformations Give Bifurcations
In this subsection, we recall a result from [12], which proves that each C is a manifold.
While the result as stated is of minor importance for this paper, the construction in the proof
implies that piecewise-linear deformations in rectifying coordinates do give ”nearby” vector
fields in our space Ξd , and these deformations are (locally) parameterized by the pseudo-
invariants (6).
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Parameterizing a Class Within a class C , vector fields have the same zone types (strip, half-
plane, cylinder) with the same labelling, but the analytic invariants αi ∈H+, i= 1, . . . ,s, and
τi ∈R+, i= 1, . . . ,h, will be different (see Figure 7). This idea is formalized in the following
α
α
τ1 τ1
τ1 τ1
τ2 τ2
τ3 τ3
τ4
τ4
τ4
τ4
τ5
τ5
τ6
τ6
Fig. 7 Two vector fields ξ1 ∈ C (left) and ξ2 ∈ C (right). They have the same zones with the same labelling,
but the analytic invariants αi ∈H+, i = 1, . . . ,s, and τi ∈ R+, i= 1, . . . ,h, are different.
theorem from [12].
Theorem 2 (Dias) There exists a real analytic isomorphism F :Hs×Rh+ → C , which is C-
analytic in the first s coordinates and R-analytic in the last h coordinates. It is the restriction
of a holomorphic mapping in (s+h) complex variables: F˜ :Hs×V h+ → Ξd , where V+ is an
ε neighborhood of R+.
In particular, F˜ : (α˜, τ˜) 7→ ξ(α˜,τ˜) ∈ Ξd is holomorphic (in s+h variables) in a neighbor-
hood of (α0,τ0) ∈H
s×Rh+ ⊂ C
s+h.
The proof of Theorem 2 is briefly summarized for its use in this manuscript. For details,
see [12]. A vector field ξ ∈ Ξd is in a combinatorial class C and has a corresponding set of
analytic invariants (α,τ) ∈ Hs×Rh+. This determines a glued configuration of half-planes,
strips, and cylinders, in which the vector field is d
dz
. The rectified zones (as sets) are de-
formed by piecewise linear mappings given by allowing the τ to leave the real axis (see
Figure 6), corresponding to a set of pseudo-invariants (α˜ , τ˜). The gluing gives a Riemann
surface conformally isomorphic to the Riemann sphere with punctures. Endowing the de-
formed zones with d
dz
leads to a polynomial vector field ξ(α˜,τ˜) ∈ Ξd on the Riemann sphere
with equilibrium points at the punctures. The holomorphic dependence of parameters in the
Measurable Riemann Mapping Theorem gives that ξ(α˜,τ˜) depends holomorphically on the
(α˜, τ˜).
4 Deformations in Rectifying Coordinates
The results in the above section show that deformations in rectifying coordinates correspond
to bifurcations in the family Ξd , in particular, those where homoclinic separatrices break in
various ways. We will see in examples below that the resulting change in separatrix structure
can be read from the deformed rectifying coordinates. We will prove in this section that these
deformations ”cover” the local multiplicity-preserving set, meaning that every multiplicity-
preserving bifurcation can be seen as a deformation in rectifying coordinates.
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Example 1 - The Breaking of one Homoclinic Separatrix Consider the example depicted in
Figure 8. The top row corresponds to a combinatorial configuration (in the disk and in recti-
fying coordinates) in Ξ3 which has one sink, one source, and one center. The separatrices s2
and s3 are landing, and there is one homoclinic separatrix s1,0. Perturbing the single real an-
alytic invariant τ to have non-zero imaginary part results in breaking the single homoclinic
separatrix. The center becomes a sink or source, and one can see where the separatrices now
land by looking in the rectifying coordinates.
*
*
*
*
* *s1,0s2
s3
s0
s1
s2
s3
s0
s1
s2
s3
s1,0
s2
s2
s3
s3
s0
s1
s2
s2
s3
s3
s0
s1
s2
s2
s3
s3
Fig. 8 The top row corresponds to a combinatorial configuration (in the disk and in rectifying coordinates)
in Ξ3 before perturbation. The equilibrium points are one sink, one source, and one center. The cylinder
corresponding to the basin of the center is depicted in rectifying coordinates as a vertical half-infinite strip,
with identification of the dashed lines shown by the asterisks. The separatrices s2 and s3 are landing, and
there is one homoclinic separatrix s1,0. There is one real analytic invariant τ corresponding to this homoclinic
separatrix. The second and third rows of the figure correspond to two possible combinatorial configurations
after perturbing the initial. The second (resp. third) row corresponds to allowing τ˜ ∈ H+ (resp. τ˜ ∈ H−). In
the first case, the perturbed center equilibrium point becomes a source, and in the second case it becomes a
sink. Notice that s2 and s3 must continue to land at their respective equilibrium points by Theorem 1.
We explain the general situation when exactly one homoclinic separatrix sk, j breaks.
A homoclinic separatrix sk, j is on the boundary of exactly two zones: one ”upper” and
one ”lower” (in rectifying coordinates). Allowing the single τ˜ corresponding to sk, j to vary
holomorphically causes the separatrices sk and s j to land after perturbation. If τ˜ ∈ H+, the
separatrix sk lands at the equilibrium point on the boundary of the lower zone, and s j lands
at the equilibrium point on the boundary of the upper zone. If τ˜ ∈H−, the separatrix sk lands
at the equilibrium point on the boundary of the upper zone, and s j lands at the equilibrium
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point on the boundary of the lower zone. The equilibrium point at which sk (resp. s j) lands
after perturbation is either a sink (resp. source) or multiple equilibrium point, depending on
whether the zones having sk, j on the boundary are vertical half-strips or strips in the first
case, or in the latter case, a half-plane.
Example 2 - Forming a New Homoclinic Separatrix If more than one pseudo-invariant τ˜
vary at the same time, more complicated things can happen. In particular, new homoclinic
separatrices can form. Figure 9 shows an example of a degree d = 4 combinatorial configu-
ration before perturbation (left) and after perturbation (right), in the disk model (top) and in
rectifying coordinates (bottom). Before perturbation, there is one double equilibrium point,
receiving two landing separatrices s2 and s3, and two centers, whose boundaries consist of
one homoclinic separatrix each: s1,0 and s5,4 with lengths τ1 and τ2 respectively. In rectify-
ing coordinates, this corresponds to two half-planes (only one is shown) and two cylinders
(the dashed vertical half lines should be seen as identified under horizontal translation). Per-
turbing such that ℑ(τ˜1)+ℑ(τ˜2) = 0 (right), s1,0 and s5,4 both break, and a new homoclinic
separatrix s1,4 forms. The separatrices s0 and s5 land after perturbation at a source and a sink
respectively, which were centers before perturbation.
*
*
**
s1,0
s2
s3
s5,4
s1,0s2 s3s5,4
s0
s5
s1,4
s2
s3
s0 s5
s1,4s2 s3
Fig. 9 An example of a degree d = 4 combinatorial configuration before perturbation (left) and after pertur-
bation (right), in the disk model (top) and in rectifying coordinates (bottom). Before perturbation, there is
one double equilibrium point, receiving two landing separatrices s2 and s3, and two centers, whose bound-
aries consist of one homoclinic separatrix each: s1,0 and s5,4 with lengths τ1 and τ2 respectively. In rectifying
coordinates, this corresponds to two half-planes (only the lower half-plane is shown) and two cylinders (the
dashed vertical half lines should be seen as identified as depicted by the asterisks). Perturbing such that
ℑ(τ˜1)+ℑ(τ˜2) = 0 (right), s1,0 and s5,4 both break, but a new homoclinic separatrix s1,4 forms. The separatri-
ces s0 and s5 land after perturbation at the equilibrium points which used to be centers, and become a source
and a sink respectively.
We now describe the general requirement for a homoclinic separatrix to form under
perturbation. In order to understand this situation, we need to define H-chains.
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Definition 4 An H-chain of length n is a sequence of n homoclinic separatrices {ski, ji},
i = 1, . . . ,n, such that for each i = 1 ≤ n− 1, either ki+1 = ji + 1 or ki+1 = ji − 1 mod
2(d−1) (see Figure 5, where {s7,6,s5,4} is an H-chain of length 2).
That is, for each i = 1, . . . ,n−1, the pair ski, ji and ski+1, ji+1 are on the boundary of the
same zone and are consecutive on the boundary reading left to right in rectifying coordinates
(see Figure 10). The H-chains tell us exactly which homoclinic separatrices can form under
sk1, j1
sk2, j2
sk3, j3
sk4, j4
sk1, j1 sk2, j2 sk3, j3 sk4, j4
Fig. 10 An H-chain is a sequence of homoclinic separatrices {ski , ji}, i = 1, . . . ,n, such that for each i =
1, . . . ,n−1, either ki+1 = ji+1 or ki+1 = ji−1 mod 2(d−1). Shown in the disk model (left) and in rectifying
coordinates (right). In the figure, k2 = j1+1, k3 = j2−1, and k4 = j3+1 mod 2(d−1). The vertical dashed
lines on the right are not (necessarily) to be seen as identified as in Figures 5, 8, and 9. They represent a piece
of any of the three types of zones (see Remark 1). E.g. sk1 , j1 and sk2 , j2 could be on the lower boundary of
a strip, sk2, j2 and sk3 , j3 could be on the upper boundary of a half-plane, and sk3 , j3 and sk4 , j4 could be on the
lower boundary of a cylinder. The same remark holds for the vertical dashed lines in Figures 11, 12, 13, 14,
and 17.
perturbation, as explained in the proposition below.
Proposition 1 Let ξ0 ∈ Ξd have at least two homoclinic separatrices, and let ξ ∈ Ξd be a
perturbation of ξ0. Suppose sk, j0 and sk0, j are two homoclinic separatrices for ξ0. The sepa-
ratrix sk, j for ξ , where k and j are the same as in sk, j0 and sk0, j, can form under perturbation
if and only if sk, j0 and sk0, j belong to a common H-chain where sk, j0 comes before sk0, j in
the H-chain.
For an example, see Figure 12 where s5,4 and s13,12 have an H-chain in common before
perturbation, and s5,12 forms after perturbation.
Proof. Without loss of generality, we may assume the H-chain is of the form
sk, j0 = sk1, j1 , sk2, j2 , . . . ,skn, jn = sk0, j, n≥ 2. (7)
For i= 2, . . . ,n, there is a sequence Ii of length n−1 with elements in {+,−} corresponding
to whether ki+1 = ji+1 or ki+1 = ji−1, i= 1, . . . ,n−1 (I1 not defined). If there are q sign
changes in this itinerary, then there are q+1 zones that sk needs to pass through to reach s j
(see Figure 11). The separatrix sk, j will form under perturbation if the following conditions
on perturbations of the associated τi, i= 1, . . . ,n are satisfied: For i= 1, . . . ,n−1,
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– if Ii+1 =+, then
i
∑
j=1
ℑ(τ˜ j)< 0;
– if Ii+1 =−, then
i
∑
j=1
ℑ(τ˜ j)> 0;
– and
n
∑
j=1
ℑ(τ˜ j) = 0,
(see again Figure 11). These conditions on the partial sums ensure that the new separatrix
will not leave a zone before it is desired.
If there is no H-chain where sk, j0 comes before sk0, j, then there is no overlapping se-
quence of zones in rectifying coordinates through which sk can have access to s j. The con-
verse then follows from Proposition 2 below, which proves that any multiplicity-preserving
bifurcation can be realized as a deformation in rectifying coordinates.
+ + +
− −
+
Fig. 11 An H−chain sk, j0 = sk1 , j1 , sk2, j2 , . . . ,sk7 , j7 = sk0 , j . In this example, the sequence Ii for i = 2, . . . ,n
is I = +,+,+,−,−,+ (I1 is not defined). A new homoclinic separatrix sk, j can form if the appropriate
conditions are satisfied. In the figure, we require τ˜1 < 0, τ˜1+ τ˜2 < 0, τ˜1+ τ˜2+ τ˜3 < 0, τ˜1+ τ˜2+ τ˜3+ τ˜4 > 0,
τ˜1+ τ˜2+ · · ·+ τ˜5 > 0, τ˜1+ τ˜2+ · · ·+ τ˜6 < 0, and τ˜1+ τ˜2+ · · ·+ τ˜7 = 0. The vertical dashed lines in rectifying
coordinates are not (necessarily) to be seen as identified as in Figures 5, 8, and 9. They represent a piece of
an unspecified zone that has those homoclinic separatrices on its lower or upper boundary. The same remark
holds for the vertical dashed lines in Figures 10, 12, 13, 14, and 17.
In general, several homoclinic separatrices can form simultaneously under perturbation,
if the conditions on the partial sums as in Proposition 1 are all satisfied (see Figure 12).
4.1 Deformations in Rectifying Coordinates Cover the Local Multiplicity-preserving Set
We prove that all multiplicity-preserving bifurcations can be seen by deformations in the rec-
tifying coordinates. In other words, we want to prove that varying the τ˜ covers all multiplicity-
preserving bifurcations.
Proposition 2 Let N be the number of equilibrium points of ξ0, not counting multiplic-
ity. The map (α˜1, . . . , α˜s, τ˜1, . . . , τ˜h) 7→ (ζ1, . . . ,ζN−1) ∈ LMP(ξ0), the local multiplicity-
preserving set at ξ0, is locally surjective.
Proof. Due to centering, only N−1 roots are independent, hence one can locally parame-
terize the local multiplicity-preserving set by N−1= s+h of the roots. It is enough to show
that the map (ζ1, . . . ,ζN−1) 7→ (α˜1, . . . , α˜s, τ˜1, . . . , τ˜h) is (locally) well-defined and contin-
uous for all (ζ1, . . . ,ζN−1) ∈ LMP(ξ0), the local multiplicity-preserving set of ξ0. This is
trivially true by noting that by Definition 6,
(α˜1, . . . , α˜s, τ˜1, . . . , τ˜h) =
(∫
γ1
dz
Pξ (z)
, . . . ,
∫
γs+h
dz
Pξ (z)
)
. (8)
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s6 s6
s7 s7
s10 s10s11 s11
s3,8
s3,8
s5,4
s5,4
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s13,12
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Fig. 12 (Left) An initial separatrix configuration in the disk model and in rectifying coordinates. (Right) One
possible bifurcation where two new homoclinic separatrices form simultaneously. The vertical dashed lines
in rectifying coordinates are not (necessarily) to be seen as identified as in Figures 5, 8, and 9. They represent
a piece of an unspecified zone that has those homoclinic separatrices on its lower or upper boundary. The
same remark holds for the vertical dashed lines in Figures 10, 11, 13, 14, and 17.
These integrals are locally well-defined and depend continuously on the (ζ1, . . . ,ζN−1).
Therefore, to understand the multiplicity-preserving bifurcations, it is enough to analyze
deformations in rectifying coordinates.
5 Multiplicity-preserving Bifurcations Can Be Decomposed into Compositions of
Rank 1 Bifurcations
In this section, it is proved that every multiplicity-preserving bifurcation can be realized as
a composition of simpler bifurcations, the rank 1 bifurcations (to be defined). The rank 1
bifurcations will be characterized in Section 6, showing they can not be arbitrarily compli-
cated.
5.1 Dimension and Codimension of a Class
Note that Theorem 2 gives the (real) dimension of a combinatorial class.
Proposition 3 For a combinatorial class C ∈ Ξd , with s strips, h homoclinic separatrices,
and m∗ = ∑i(mult(ζi)−1),
dimR(C ) = 2s+h, and codimR(C ) = 2m
∗+h. (9)
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Proof. Since Ξd ≃C
d−1, it follows dimR(Ξd) = 2d−2. A combinatorial class C is analyti-
cally isomorphic toHs×Rh+, giving dimR(C ) = 2s+h. Let N be the number of equilibrium
points not counting multiplicity. Then m∗ = d−N. Putting this together with s+h= N−1
gives s = d −m∗− 1− h. Therefore, the (real) codimension of each class as a subset of
parameter space is
codimR(C ) = 2d−2− (2s+h)
= 2d−2−2(d−m∗−1−h)−h
= 2m∗+h. (10)
Definition 5 The boundary ∂C of a combinatorial class C is defined in the usual sense:
the closure C in Ξd , minus C .
The following lemma proves a statement crucial to the proof of Theorem 3. Namely,
for multiplicity-preserving sets, if one class intersects the boundary of another, then it must
be entirely contained in the boundary. This does not generally hold for bifurcations which
allow splitting of multiple points and would not be directly applicable to that case.
Lemma 1 Let ξ0 ∈ C0 ⊂ Ξd have at least one homoclinic separatrix so that MP(ξ0) is
non-empty. For every C ⊂MP(ξ0), it holds that C0 ⊂ ∂C .
Proof. Necessarily C0∩∂C 6= /0. Then C0 ⊂ ∂C , since by Theorem 2 the combinatorics of
the multiplicity-preserving bifurcations do not depend on initial homoclinic length, but only
the relative imaginary parts of the perturbed (α˜1, . . . , α˜s, τ˜1, . . . , τ˜h).
Corollary 1 It follows that C0 has strictly greater codimension than all C ⊂MP(ξ0).
5.2 Rank k Bifurcations
The following notation will be used: a subscript of 0 denotes before perturbation, and a
subscript of 1 denotes after perturbation.
Definition 6 A rank k bifurcation is a bifurcation from ξ0 ∈C0 to ξ1 ∈C1 such that dimR(C1)−
dimR(C0) = k.
Remark 4 The author prefers the terminology ”rank” over ”codimension” of a bifurcation,
since bifurcations of complex polynomial vector fields that allow splitting of multiple points
(to be analyzed in a future paper) can have ”rank 0” bifurcations, i.e. two loci with the same
dimension can be adjacent, and using the terminology ”codimension 0” would suggest that
no bifurcation occurs in this case.
The rank k bifurcations can be loosely characterized as follows by using the codimen-
sion. Recall that for all vector fields in a combinatorial class C , s is the number of strips,
h is the number of homoclinic separatrices, and m∗ = ∑i(mult(ζi)− 1), where s, h, m
∗ ∈
{0, . . . ,d−1}. Proposition 3 states that dimR(C ) = 2s+h and codimR(C ) = 2m
∗+h. For
analyzing multiplicity-preserving bifurcations, the codimension proves more useful. Using
Proposition 3, a rank k bifurcation is when 2(m∗0−m
∗
1)+(h0−h1) = k. Since multiplicities
are constant, i.e. m∗0 = m
∗
1, this simplifies to h0 − h1 = k. In words, the number of homo-
clinic separatrices before bifurcation is k greater than the number of homoclinic separatrices
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after bifurcation. Therefore, a rank k multiplicity-preserving bifurcation is such that h ≤ h0
homoclinic separatrices break and h− k new homoclinic separatrices form.
The behavior can be further narrowed down by the following proposition.
Proposition 4 There are no rank k ≤ 0 multiplicity-preserving bifurcations.
Proof. There can not be more homoclinic separatrices after perturbation than existed ini-
tially, i.e. h1 ≤ h0. This is because there is a fixed number 2(d−1) of asymptotic directions
and landing separatrices are stable when multiplicities are fixed by Theorem 1. Therefore,
there can be no rank k < 0 multiplicity-preserving bifurcations. There can be no rank k = 0
multiplicity-preserving bifurcations, since Corollary 1 implies that the dimension of C0 is
strictly less than the dimension of C1.
5.3 Compositions of Rank 1 Bifurcations
By Definition 6, a rank 1 bifurcation is a bifurcation from ξ0 ∈ C0 to ξ1 ∈ C1 such that
dimR(C1)− dimR(C0) = 1. The multiplicity-preserving, rank 1 bifurcations are the bifur-
cations such that h0−h1 = 1, meaning that h≤ h0 homoclinic separatrices break and h−1
new ones form. See Figures 8, 9, 13, and 14 for examples.
k1
j1 k2
j2
k3
j3
k4
j4 k5
j5
sk1, j2
sk2, j3
sk3, j4
sk4, j5
Fig. 13 An example of a rank 1 bifurcation in the disk model (left) and in rectifying coordinates (right). The
black arcs represent an H-chain sk1 , j1 , sk2, j2 , sk3 , j3 , sk4 , j4 , and sk5 , j5 that a vector field has before perturba-
tion. The small black arrows on the rest of the circle indicate that there are other separatrices between, with
unspecified behavior. The blue curves represent a change in the separatrix configuration after perturbation.
In this example, the five homoclinic separatrices sk1 , j1 , sk2 , j2 , sk3, j3 , sk4 , j4 , and sk5 , j5 break, and four new
homoclinics form: sk1 , j2 , sk2 , j3 , sk3 , j4 , and sk4 , j5 . The vertical dashed lines in rectifying coordinates are not
(necessarily) to be seen as identified as in Figures 5, 8, and 9. They represent a piece of an unspecified zone
that has those homoclinic separatrices on its lower or upper boundary. The same remark holds for the vertical
dashed lines in Figures 10, 11, 12, 14, and 17.
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Fig. 14 An example of a rank 1 bifurcation in the disk model (left) and in rectifying coordinates (right). The
black arcs represent an H-chain sk1 , j1 , sk2 , j2 , sk3 , j3 , sk4 , j4 , sk5 , j5 , and sk6 , j6 that a vector field has before pertur-
bation. The small black arrows on the rest of the circle indicate that there are other separatrices between, with
unspecified behavior. The blue curves represent a change in the separatrix configuration after perturbation. In
this example, the three homoclinic separatrices sk1 , j1 , sk4 , j4 , and sk6, j6 break, and two new homoclinics form:
sk1 , j4 and sk4 , j6 . There are homoclinic separatrices in the initial H-chain that did not break under perturbation:
sk2 , j2 , sk3 , j3 , and sk5 , j5 . The vertical dashed lines in rectifying coordinates are not (necessarily) to be seen as
identified as in Figures 5, 8, and 9. They represent a piece of an unspecified zone that has those homoclinic
separatrices on its lower or upper boundary. The same remark holds for the vertical dashed lines in Figures
10, 11, 12, 13, and 17.
Theorem 3 Every multiplicity-preserving bifurcation can be realized as a composition of
rank 1 bifurcations.
The idea of the proof is to show that every multiplicity-preserving bifurcation is acces-
sible through a sequence of rank 1, multiplicity-preserving bifurcations. To do this, we will
show the existence of a sequence of classes such that
1. all are contained in the multiplicity-preserving set,
2. each class is contained in the boundary of the next, and
3. each differs in dimension by 1 (see Figure 15).
We first prove that if C ⊂MP(ξ0), then all of C ’s relevant boundary components are also
in the multiplicity-preserving setMP(ξ0).
Lemma 2 For all C ⊂MP(ξ0), it holds that every component C1 of ∂C with ξ0 ∈ ∂C1,
C1 ⊂MP(ξ0).
Proof. It will prove to be almost trivially true by the observation that equilibrium points
can not coalesce under small perturbation. The contrapositive is proved: for every C ⊂ Ξd
with ξ0 ∈ ∂C , and for every C1 such that C1 ∩ ∂C 6= /0 and ξ0 ∈ ∂C1, if C1 6⊂MP(ξ0),
then C 6⊂MP(ξ0). Assume C1 intersects the boundary of C , and they both have ξ0 in the
boundary. If C1 is in the splitting set of ξ0, then it means that any vector field in C1 has
more zeros than ξ0. Since C1 intersects (or is contained in) the boundary of C , then there
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C
C0
C1
C2
Fig. 15 The idea of the proof of Theorem 3 is to show that for every C ⊂MP(ξ0), there exists a sequence
of classes Ci, i = 1, . . . ,k− 1 such that Ci ⊂MP(ξ0) and ∂C ⊃ Ck−1, . . . ,∂C2 ⊃ C1,∂C1 ⊃ C0 and Ci−1
to Ci and Ck−1 to C are rank 1 bifurcations. The figure is schematic only and not representative of the actual
geometry of the combinatorial classes.
are points of C arbitrarily close to points in C1. Hence the number of zeros for a vector
field in C must be greater than or equal to the number of zeros of a vector field in C1 since
equilibrium points can not merge under perturbation. Therefore, the number of zeros in C
are greater than the number in ξ0, proving that C belongs to the splitting set of ξ0.
Now we can finish the main proof.
Proof of Theorem 3. We will show that for every C ⊂MP(ξ0), there exists a sequence of
classes Ci, i= 1, . . . ,k−1 such that Ci ⊂MP(ξ0) and ∂C ⊃Ck−1, . . . ,∂C2 ⊃C1,∂C1 ⊃C0
and Ci−1 to Ci and Ck−1 to C are rank 1 bifurcations. Specifically, it will be proved that for
every C with ξ0 ∈ ∂C and dimR(C )−dimR(C0) = k, k> 1, there exists C1 ⊂MP(ξ0) such
that:
1. dimR(C )> dimR(C1)> dimR(C0), and
2. C1 ⊂ ∂C .
Let V0 be a neighborhood of ξ0 in Ξd . The set C0 can not be a dense subset of ∂C ∩V0 by
the assumption that dimR(C )−dimR(C0)> 1. There must therefore be some other C1 such
that ∂C ∩C1 6= /0 and ξ0 ∈ ∂C1. Next, C1 ⊂MP(ξ0) by Lemma 2, and item 2. follows from
Lemma 1. Finally, C1 ⊂ ∂C implies dimR(C1)< dimR(C ) by Corollary 1.
6 Characterization of the Rank 1 Multiplicity-preserving Bifurcations
The result of Theorem 3 is not helpful if the rank 1 bifurcations can be arbitrarily compli-
cated. We characterize the rank 1 bifurcations in this section to show that this is not the case.
It will be proved that all rank 1 bifurcations are of essentially the same type as the examples
in Figures 13 and 14. We first characterize that type.
Definition 7 A chained homoclinic breaking is a bifurcation where a sequence sk1, j1 , ...,skn, jn
of n≥ 1 homoclinic separatrices break such that
1. for each i= 1, . . . ,n−1, ski, ji and ski+1, ji+1 are on the boundary of the same zone before
perturbation,
2. n−1 homoclinic separatrices form: sk1, j2 ,sk2, j3 , ...,skn−1, jn ,
3. s j1 lands at the α-limit (equilibrium) point on the boundary of the zone to the right of
sk1, j1 , and skn lands at the ω-limit (equilibrium) point on the boundary of the zone to the
left of skn, jn if τ˜k1, j1 ∈H− (similar for τ˜k1, j1 ∈H+), and
4. the separatrix graph is otherwise unchanged.
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Interestingly, one can also see that this type of bifurcation inserts a strip zone with the
new homoclinics on its boundary (see Figures 13 and 14).
We can now present the second main theorem of this paper.
Theorem 4 Every rank 1, multiplicity-preserving bifurcation is a chained homoclinic break-
ing.
In order to prove this theorem, we will build new objects: homoclinic graphs (H-graphs,
for short). These graphs are to be defined such that an admissible path in the H-graph corre-
sponds to a homoclinic separatrix that can appear under perturbation, and the vertices of this
path correspond to the homoclinic separatrices that must break to form that new homoclinic.
6.1 H-graphs
H-graphs are directed graphs, based on the initial homoclinic separatrix configuration, to
help organize the possible multiplicity-preserving bifurcations. They are to be defined such
that:
– an admissible path (to be defined) corresponds to a homoclinic separatrix that can appear
under perturbation, and
– the vertices of this path correspond to the homoclinic separatrices that must break in
order for the new homoclinic to form.
E.g. a single admissible path using k+1 vertices corresponds to a rank k bifurcation, since
k+1 homoclinics break and only one new one forms.
s7,0
s1,2
s5,6
s9,8
s11,10
s17,12
s13,16
Fig. 16 (Left) The initial separatrix configuration in the disk model; only the homoclinic separatrices are
labelled. (Right) The H-graph embedded in the disk model. Looking at the component with s5,6, s7,0, and
s1,2 on the boundary, there is an edge directed from s5,6 to s1,2 since there is an H-chain s5,6, s7,0, s1,2 which
contains both and where s5,6 comes before s1,2. For this same component, there is not an edge directed
from s1,2 to s5,6 since there is no H-chain which contains both where s1,2 comes before s5,6. Looking at the
component in the middle, there are two directed edges between s7,0 and s17,12 since there is an H-chain s7,0,
s17,12 which gives the edge s7,0 → s17,12, and there is an H-chain s17,12, s11,10, s9,8, s7,0 which gives the edge
s17,12 → s7,0.
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Definition 8 An H-graph (see Figure 16) corresponding to a combinatorial class C is a
directed graph which is embedded in the combinatorial disk model such that:
1. The vertices of the H-graph correspond to the homoclinic separatrices for C .
2. Each edge is contained in a connected component of the disk minus the homoclinic
separatrices
3. There is an edge directed from v1 to v2 if there is an H-chain containing both correspond-
ing homoclinic separatrices, where the homoclinic for v1 comes before the homoclinic
for v2.
Remark 5 Within a connected component that does not correspond to a cylinder, all of the
directed edges of the H-graph in that component must run in the same direction as the
H-chain on the boundary (see the component in Figure 16 with s5,6, s7,0, and s1,2 on the
boundary). In a component that does correspond to a cylinder, some edges in the H-graph
may run contrary to the orientation of the H-chain, since one can ’wrap around’ the cylinder
(see Figure 16 where the directed edge s7,0→ s17,12 runs in the same direction as the H-chain
along the boundary, and the directed edge s17,12 → s7,0 runs contrary to the orientation of
the H-chain on the boundary).
Admissible Paths Consider the case where a homoclinic separatrix can form from homo-
clinics on the boundary of a single zone. Though more homoclinics may break under pertur-
bation, only two are required to break for this new homoclinic to form (see Figure 14). If a
homoclinic forms from an H-chain that involves more than one zone, two homoclinic sepa-
ratrices from each zone are required to break since in total: the start homoclinic separatrix,
the end homoclinic separatrix, and all the homoclinic separatrices in between that join the
consecutive zones (one to enter the zone, one to leave the zone) must break (see Figures 11
and 12). These observations lead us to define admissible paths in the H-graph (see Figure
17).
Definition 9 An admissible path is a path in the H-graph such that it respects the orientation
of the edges of the H-graph and uses only one edge per connected component of the disk
minus the homoclinic separatrices.
E.g. the path in Figure 16 from s5,6 → s7,0 → s1,2 would not be an admissible path since
it uses two edges in a single connected component.
Simultaneous Paths The H-graph was designed so that paths correspond to single homo-
clinic separatrices that can appear under perturbation. To consider the possibility when more
than one homoclinic may form at once, simultaneous paths in the H-graph need to be consid-
ered (see Figure 17). Union path graphs are defined as allowed unions of admissible paths.
Definition 10 A union graph is a union of admissible paths such that:
– No pair of paths can share a start or end vertex, i.e. there can not be a vertex which is a
start vertex for two paths or an end vertex for two paths (see Figure 18).
– Each vertex in the union of these admissible paths has a well-defined direction through
it, explained further in the following. Consider the vertex in question of the union of
admissible paths. This vertex corresponds to a homoclinic separatrix in the initial con-
figuration, and there are two connected components (zones) in the disk that have this
homoclinic on the boundary. By ”well-defined direction” through the vertex, we mean
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s7,0
s5,6
s9,8
s17,12
s13,16
s5,6 s7,0
s17,12
s13,16
s11,10 s9,8
Fig. 17 Two admissible paths (see Definition 9) in the H-graph (left) and the corresponding homoclinic
separatrices in rectifying coordinates (right). The union of these two paths is also a valid union graph, since
the two paths neither begin or end at the same vertex, and the direction through each vertex is well-defined
(see Definition 10). The vertical dashed lines in rectifying coordinates are not (necessarily) to be seen as
identified as in Figures 5, 8, and 9. They represent a piece of an unspecified zone that has those homoclinic
separatrices on its lower or upper boundary. The same remark holds for the vertical dashed lines in Figures
10, 11, 12, 13, and 14.
that in one connected component, all edges of the union of paths must be incoming to
the vertex, and in the other connected component, all edges of the union of paths must
be outgoing from that vertex (see Figure 19 for a violation of this criterion).
We explain the need for the two conditions in the definition. If two paths shared a
start (resp. end) vertex, it would be the same as saying sk, j1 and sk, j2 (resp. sk1, j and sk2, j)
could form simultaneously, but it is not possible for two homoclinic separatrices to share
an asymptotic direction. If the vertices do not have a well-defined direction through them,
it corresponds to a single τ˜ taking on a value in H+ and H− simultaneously, which is not
possible (see Figures 19 and 18).
Remark 6 We do not claim that every union graph defined as above corresponds to a possi-
ble simultaneous formation of homoclinic separatrices, only that a simultaneous formation
of homoclinics must be of that form.
Proposition 5 The union graph contains neither directed nor undirected cycles.
Proof. Suppose the union graph does contain a cycle. Pick a vertex v in the cycle and let e1
and e2 be the edges in the cycle that meet at v.
Case I: The cycle contains a vertex v such that e1 is incoming to v and e2 is outgoing from v
(see left of Figure 20). Now e1 and e2 must be on opposite sides of the homoclinic that goes
through v, otherwise this would violate direction flow (the second condition in Definition
10). Since each homoclinic must traverse the entire disk, it must cut the cycle somewhere
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p1
p2
p1
p2
Fig. 18 A union graph (see Definition 10) is a union of admissible paths that satisfies the following two
criteria. 1. There can not be a vertex which is a start vertex for two paths or an end vertex for two paths (as
is pictured on the left). 2. Each vertex in the union of these admissible paths has a well-defined direction
through it (see Definition 10). An example of a violation of this criterion is pictured on the right and in Figure
19.
p1
p2
sk, j
p1
sk, j
left to right, τ˜ ∈H+
p2
sk, j
right to left, τ˜ ∈H−
Fig. 19 If the vertices of the union graph do not have a well-defined direction through them, it corresponds
to a single τ˜ taking on a value in H+ and H− simultaneously, which is not possible. In the example above,
consider two paths p1 and p2 which have opposite orientation through the vertex corresponding to sk, j . If p1
is a path, then necessarily the τ˜k, j ∈ H+. To see this, note that p1 crosses from the left of sk, j to the right of
sk, j . Looking at this in rectifying coordinates (right), one can see that τ˜k, j ∈H+. Similarly, if p2 were a path,
τ˜k, j ∈H−, so clearly both p1 and p2 can not occur simultaneously.
v
v
e1
e2
e1
e2
Fig. 20 (Left) There can not be a cycle in the union graph that contains a vertex v such that e1 is incoming to
v and e2 is outgoing from v. This would imply that e1 and e2 are on opposite sides of the homoclinic that goes
through v, otherwise this would violate direction flow. Since each homoclinic must traverse the entire disk, it
must cut the cycle somewhere else besides at v. We arrive at a contradiction since a homoclinic can not cross
two vertices, nor can it cross an edge in the H-graph. (Right) If the union graph had a cycle, it would have to
have an even number of edges with alternating orientation and would have to be entirely contained in a single
connected component.
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else besides at v. We arrive at a contradiction since a homoclinic can not cross two vertices,
nor can it cross an edge in the H-graph (see left of Figure 20). Therefore, there can be no
cycles in the union graph with such a vertex. This eliminates the possibility of a cycle having
an odd number of edges or exactly two edges, which would necessarily have such a vertex.
Case II: For all vertices v in the cycle, either both e1 and e2 are incoming to v or both are
outgoing from v (since not in Case I). This implies there are an even number of edges in the
cycle, and the orientation of the edges is alternating (see right of Figure 20). Furthermore,
any such cycle would have to be entirely contained in a single connected component of
the disk minus the initial homoclinic configuration. Otherwise, a homoclinic would cross
its interior, and this is impossible by the same argument as in Case I. The orientation of all
homoclinics on the boundary of the connected component is the same (connected component
to the left of all homoclinics, or the connected component is to the right of all homoclinics on
the boundary). In fact, this connected component must be a cylinder zone, since the cycle has
alternating orientation of edges and therefore must contain edges contrary to the orientation
of the H-chain on the boundary (see Remark 5). We will use two edges in the cycle which
have ’opposite’ orientation to the orientation of the H-chain on the boundary to arrive at a
contradiction. There must exist at least two such edges in every cycle with an even number
of edges greater than 2 or we would be in Case I (see Figure 21). In particular, any such
sN
s1m between
n between
ℓ between
sm+1
sm+n+1 sm+n+ℓ+1
Fig. 21 If the union graph contained a cycle, then it would be entirely contained in a single connected com-
ponent of the disk model and the orientation of the edges would be alternating. Any such cycle contains a
segment of three edges in the H-graph, where the first and third are contrary to the orientation of the H-chain
on the boundary and the second has the same orientation as the H-chain on the boundary.
cycle contains a segment of three edges in the H-graph, where the first and third are contrary
to the orientation of the H-chain on the boundary and the second has the same orientation
as the H-chain on the boundary (see Figure 21). We will focus on the two contrary edges in
such a segment. Each of those two edges corresponds to two different new homoclinics that
form, since no single path in the H-graph can contain two edges from the same connected
component (see Definition 9). Pick one edge that has opposite orientation to the H-chain
(e.g. sm+1 → s1 in Figures 21 and 22), and cut the corresponding cylinder in rectifying
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coordinates such that the first homoclinic in the H-chain is the starting homoclinic (vertex)
for that edge in the H-graph (see top of Figure 22 where the cut is made at sm+1). If this
b
c
sm+1 sm+n+1
sm+n+ℓ+1 sN
s1
sm+n+ℓ+1
sN s1 sm+n
sm+n+1
Fig. 22 If the union graph contained a cycle, the cycle must be contained in a single connected component
which is a cylinder zone, and the cycle has edges which alternate in orientation (see Figure 21 which depicts
a clockwise cylinder). Any such cycle contains a segment of three edges in the H-graph, where the first and
third are contrary to the orientation of the H-chain on the boundary and the second has the same orientation
as the H-chain on the boundary (see Figure 21). For each of the two edges that have opposite orientation
to the H-chain, cut the cylinder in rectifying coordinates such that the first homoclinic in the H-chain is the
starting homoclinic for that edge in the H-graph. Above is shown two different cuts in rectifying coordinates
of the same cylinder, seen as lower half-infinite strips with identified dashed vertical lines. The cuts are
made at sm+1 (top) and sm+n+ℓ+1 (bottom), corresponding to the start vertices of the contrary directed edges
sm+1 → s1 and sm+n+ℓ+1 → sm+n+1 in Figure 21. In order for the new homoclinic to pass through the first
and last homoclinic separatrices corresponding to these directed edges in the union graph, the ordered partial
sums from left to right of the analytic invariants for the H-chain need to satisfy a set of inequalities. These
two sets of inequalities lead to a contradiction.
edge (sm+1 → s1) is in the union graph, it corresponds to a new homoclinic (path in H-
graph) which enters the cylinder at sm+1 and leaves the cylinder at s1 (possibly beginning at
sm+1 and/or stopping at s1). In order for the new homoclinic (path in H-graph which contains
the edge sm+1 → s1) to pass through sm+1 and s1 without leaving the cylinder in between,
the ordered partial sums from left to right of the analytic invariants for the H-chain need to
all be greater than b ≥ 0, the height of the new homoclinic relative to the first vertex in the
cut cylinder (b would be determined by the sums of the other analytic invariants in earlier
parts of the chain), and the final partial sum needs to be less than or equal to b (see the top of
Figure 22). The same condition must apply to the other opposite oriented edge in the cycle
segment. This will lead to a contradiction. Let sm+1 and s1 be the corresponding start and end
homoclinics for an opposite oriented edge in the H-graph (see Figure 21). Let am+1, . . . ,a1
be the imaginary parts of the corresponding analytic invariants after perturbation. For the
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directed edge sm+1 → s1 to be realized, we need
am+1 > b
am+1+am+2 > b
. . .
am+1+am+2+ · · ·+am+n+1 > b
. . .
am+1+am+2+ · · ·+am+n+1+ · · ·+am+n+ℓ+1 > b
. . .
am+1+am+2+ · · ·+am+n+1+ · · ·+am+n+ℓ+1+ · · ·+aN > b
am+1+am+2+ · · ·+am+n+1+ · · ·+am+n+ℓ+1+ · · ·+aN +a1 ≤ b.
Now consider the other opposite oriented edge in the cycle segment with starting and ending
homoclinics sm+n+ℓ+1 and sm+n+1 respectively (see Figure 21). Let c ≥ 0 be the height of
the new homoclinic relative to the first vertex in this cut of the cylinder. Than for directed
edge sm+n+ℓ+1 → sm+n+1 to be realized, we need
am+n+ℓ+1 > c
. . .
am+n+ℓ+1+ · · ·+aN +a1 > c
. . .
am+n+ℓ+1+ · · ·+aN +a1+ · · ·+am+n > c
am+n+ℓ+1+ · · ·+aN +a1+ · · ·+am+n+am+n+1 ≤ c.
By the first set of inequalities that am+1 + · · ·+ am+n+ℓ > b, and by the second set of in-
equalities, am+n+ℓ+1 + · · ·+ aN + a1 > c. Then the last inequality in the first set becomes
(> b)+(> c)≤ b, a contradiction.
of Theorem 4. Assume throughout the rest of the proof that only rank 1, multiplicity-preserving
bifurcations are considered.
In order for a rank 1 bifurcation to occur, there must be n admissible (simultaneous)
paths that altogether use n+ 1 vertices. The union graph for rank 1 bifurcations must be
connected, since any two (or more) disjoint paths would require at least 4 vertices, corre-
sponding to rank 2 or more. The union graph is therefore a tree since it has no cycles by
Proposition 5. The union graph for rank 1 bifurcations must actually be a path itself (only
two leaves) by the following (see Figure 23). Each homoclinic separatrix has two asymptotic
directions: one outgoing from infinity (odd), and one incoming to infinity (even). It follows
that if n+ 1 homoclinics break, and n are to form, only one odd and one even asymptotic
direction can be lost in total. There can only be two leaves since each leaf of the union
tree corresponds to a lost asymptotic direction. Furthermore, all the vertices besides the two
leaves in the union of paths must be both the end of a path and the beginning of a (differ-
ent) path. Since each vertex has a well-defined direction through it, the union path has an
orientation. Choose the leaf that is the tail of a directed edge – it is the beginning of a path.
This path can only consist of one edge, since the second vertex must have a path end there
and it can not come from the other direction because of the orientation of the union path.
Unless the second vertex is also the last vertex of the union path, a second path must start at
the second vertex, and end at the third vertex for the same reason. The same argument must
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Fig. 23 (Left) The union graph for rank 1, multiplicity-preserving bifurcations must itself be a directed path,
consisting of n+1 vertices and n paths of length 1. (Right) Such a union graph corresponds to the bifurcations
as in the statement of Theorem 4.
hold for subsequent vertices, so all paths must be of length 1. This corresponds exactly to
the type of bifurcation as described in the statement of the theorem.
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