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Abstract
This paper focuses on the problem of constructing time-varying feedback laws
that asymptotically stabilize a given part of the state variables for nonlinear control-
affine systems. It is assumed that the class of systems under consideration sat-
isfies nonlinear controllability conditions with respect to the stabilizable variables.
Under these assumptions, a time-periodic feedback control is constructed explicitly
by using the inversion of the matrix composed of the control vector fields and their
Lie brackets. The proposed control design scheme is applied to solving the leader-
following problem for nonlinear multi-agent systems. These results are illustrated
with two examples of nonholonomic control problems: the partial stabilization of a
rolling disc and the leader-following task for two unicycles.
1 Introduction
The development of control algorithms for nonholonomic mechanical systems attracts
attention of many researchers because of numerous engineering applications and sig-
nificant mathematical challenges. A principal challenge in the stabilization of nonholo-
nomic systems is caused by their underactuated structure and essentially nonlinear
dynamical properties. However, it should be noted that the requirement of asymptotic
stability is redundant in many applied problems, while only the stability with respect
to some part of the state variables characterizes the desired behavior of the closed-
loop system. For example, such partial stability problems arise from the single axis
stabilization of satellites [1, 2], tracking tasks for robotic manipulators with redundant
kinematics [3–5], multi-agent coordination and synchronization tasks.
The stability property with respect to a part of variables was first rigorously intro-
duced by A. M. Lyapunov and further studied, e.g., in [1, 6–11]. A detailed survey
of partial stability results can be found in [12]. Despite significant progress in this
area, there are only a few results on the partial stabilization of nonholonomic systems.
In particular, the paper [6] examined the relation between partial stability and stabil-
ity with respect to all variables for nonholonomic mechanical systems and proposed
partial stability conditions. A partial stabilization problem for Lagrangian systems has
been considered in [13, 14]. Finite-time partial stabilization problem for chained-form
and cascade systems has been studied, e.g., in [15, 16]. A more general class of
nonlinear control system has been analyzed in [9, 17]. The proposed sufficient partial
∗Institute of Mathematics, Alpen-Adria University of Klagenfurt, 9020 Klagenfurt am Wo¨rthersee, Aus-
tria viktoriia.grushkovska@aau.at
∗∗Max Planck Institute for Dynamics of Complex Technical Systems, Magdeburg, Germany
zuyev@mpi-magdeburg.mpg.de
ar
X
iv
:2
00
3.
11
04
7v
2 
 [m
ath
.O
C]
  2
2 M
ay
 20
20
stability conditions rely on the assumption that the system admits certain Lyapunov-
like function, whose time derivative is negative definite with respect to a given part of
variables. However, the problem of partial stabilization remains open for general non-
holonomic systems, for which the required Lyapunov-like function cannot be effectively
constructed.
In [18], we have proposed practical partial asymptotic stability conditions for control-
affine systems, whose averaged system has partially asymptotically stable equilibrium.
The present paper addresses the problem of explicit construction of partially stabilizing
feedback laws for nonlinear control-affine systems, whose vector fields satisfy certain
Lie algebra rank condition. We will propose a family of time-periodic feedback laws
for partial stabilization of such systems and apply the obtained results to nonlinear
multi-agent systems. Note that, although there exist numerous results on multi-agent
coordination (see, e.g., [19,20] for a survey), the development of feedback control algo-
rithms for nonholonomic agents has been addressed so far for specific systems only,
such as kinematic or dynamic unicycle models [21–30], chained-form systems [31],
and manipulators [32–34].
The contribution of this paper is twofold. First, we introduce a novel approach for
partial stabilization of nonlinear controllable systems by means of time-varying feed-
back laws. Unlike other results on partial stabilization of nonholonomic systems, our
controllers ensure exponential convergence of the trajectories (see Section 2.B). Sec-
ond, we adapt these control strategies for the leader-following problem in Section 2.C.
The stability proof is presented in Section 3, and the efficiency of the proposed con-
trollers is illustrated by numerical simulations in Section 4.
Basic notations. Throughout this paper, we will use the following notations:
0n, 0m×n – n-dimensional zero column vector and m × n-dimensional zero matrix,
respectively;
1n – n-dimensional column vector with all entries being equal to 1;
Im×n – m × n-dimensional matrix with entries Iii = 1 and Iij = 0 whenever i 6= j
(i = 1,m, j = 1, n);
δij – Kronecker delta: δii = 1 and δij = 0 whenever i 6= j;
‖ · ‖ – the Euclidian norm in Rn;
dist(x, S) = infξ∈S ‖x− ξ‖ – the distance between a point x ∈ Rn and a set S ⊂ Rn;
Bδ(x
∗) – δ-neighborhood of an x∗ ∈ Rn with δ > 0;
∂S, S – the boundary and the closure of a set S ⊂ Rn, respectively; S = S ∪ ∂S;
|S| – the cardinality of a set S;
Lgf(x) – the directional derivative of a vector field f : Rn → Rn in the direction of
g : Rn → Rn at a point x ∈ Rn, Lgf(x) = lim
s→0
f(x+ sg(x))− f(x)
s
;
[f, g](x) – the Lie bracket of vector fields f, g : Rn → Rn evaluated at a point x ∈ Rn,
[f, g](x) = Lfg(x)− Lgf(x).
2 Main Results
2.1 Problem statement
Consider a nonlinear control-affine system of the form
x˙ = f0(t, x) +
m∑
k=1
fk(x)uk, (1)
2
where x = (x1, . . . , xn)> ∈ D ⊆ Rn is the state vector and u = (u1, . . . , um)> is the
control. We will split the components of the state vector as x = (y>, z>)> ∈ Rn with
y ∈ Rn1 and z ∈ Rn2, n1 + n2 = n. With a slight abuse of notations, the column x
will be also identified with x = (y, z). The main goal of this paper is to present an
explicit control strategy for stabilizing system (1) with respect to its y-variables. For this
purpose, we will exploit the notion of partial asymptotic stability [1,7,8].
Definition 1. For y∗ ∈ Rn1, the set D∗ = {x = (y, z) ∈ Rn : y = y∗} ⊂ D is y-
asymptotically stable for the system
x˙ = f(t, x), x ∈ Rn, t ≥ 0, f : R+ × Rn → Rn, (2)
if it is y-stable and y-attractive, i.e.:
− y-stability: for every ∆ > 0, there exists a δ > 0 such that, for any t0 ≥ 0 and
x(t0) ∈ Bδ(y∗) × Rn2, the corresponding solution x(t) = (y(t), z(t)) of (2) is uniquely
defined for t ≥ t0, and y(t) ∈ B∆(y∗) for all t ∈ [t0,∞);
− y-attractivity: for some δ>0 and for every ∆>0, there exists a t1≥0 such that, for any
t0≥0, z(t0) ∈ Rn2,
if y(t0) ∈ Bδ(y∗) then y(t) ∈ B∆(y∗) for all t ∈ [t0 + t1,∞).
If the attractivity property holds for any δ>0 then y∗ is called to be globally y-asymptotically
stable for system (2).
With the above definition, the main problem considered in this paper can be formu-
lated as follows.
Problem 1. Given y∗ ∈ Rn1, find a feedback law v(t, y, z) such that the set D∗ = {x =
(y, z) ∈ Rn : y = y∗} is y-asymptotically stable for the closed-loop system (1) with
u = v(t, y, z).
If m ≥ n1 and the matrix F (x) = In1×n · (f1(x), f2(x), ..., fm(x)) is of full rank for all
x, then a natural approach for solving the above problem leads to defining stabilizing
controls from the pseudo inversion of F (x). However, Problem 1 becomes much more
challenging if the number of controls is smaller than the number of y-variables. In this
paper, we will present partial stabilization results for system (1) under certain bracket
generating assumptions in case m < n1. Under these assumptions, we will extend
the control design scheme from [35–37] and formulate sufficient conditions for partial
stabilizability of system (1). Similarly to the above papers, we will define solutions of
the corresponding closed-loop system in the sense of sampling.
Definition 2. Given a time-varying feedback law u = v(t, x), v : R+ ×D → Rm, ε > 0,
and x0 ∈ D, a piε-solution of system (1) corresponding to x0 ∈ D and v(t, x) is an
absolutely continuous function x(t) ∈ D, defined for t ∈ R+, such that x(0) = x0 and
x˙(t) = f0
(
t, x(t)
)
+
m∑
k=1
fk
(
x(t)
)
vk(t, x(τj)), t ∈ [τj, τj + ε),
with τj = jε for j = 0, 1, 2, . . . .
3
2.2 Partially stabilizing control laws
In this subsection, we propose a control design scheme for partial stabilization of sys-
tem (1) whose vector fields satisfy certain controllability condition. For the clarity of
presentation, we rewrite system (1) as
y˙ = g0(t, x) +
m∑
k=1
gk(x)uk, z˙ = h0(t, x) +
m∑
k=1
hk(x)uk, (3)
where gk : Rn → Rn1 , hk : Rn → Rn2, g0 : R+ × Rn → Rn1, h0 : R+ × Rn → Rn2, so the
vector fields of system (1) are represented as
f0(x) =
(
g0(t, x)
h0(t, x)
)
, fk(x) =
(
gk(x)
hk(x)
)
, k = 1,m.
We assume that the controllability rank condition for these systems involves control
vector fields and their Lie brackets. Namely, let D1 ⊆ Rn1 and D2 ⊆ Rn2 be domains,
and let D = {(y, z) ∈ Rn : y ∈ D1, z ∈ D2}. Assume that fk ∈ C2(D;Rn) and that the
following rank condition holds for all x ∈ D ⊂ Rn:
span
{
gi(x), In1×n[fi1 , fi2 ](x)
}
= Rn1 , (4)
where i ∈ S1 ⊆ {1, . . . ,m}, (i1, i2) ∈ S2 ⊆ {1, . . . ,m}2, |S1| + |S2| = n1. Equivalently,
this means the invertibility of the following n1 × n1-matrix:
F(x) =
((
gi(x)
)
i∈S1 In1×n
(
[fi1 , fi2 ]
)
(i1,i2)∈S2
)
for x ∈ D. (5)
For this case, we adopt the family of controls [37]:
uεk(t, x) =
∑
i∈S1
φki (t, x) +
1√
ε
∑
(i1,i2)∈S2
φki1i2(t, x), k = 1,m, (6)
where ε > 0 is a small parameter, φki (t, x) = δkiai(x), and φki1i2(t, x) are time-periodic
functions,
φki1i2(t, x) = 2
√
piκi1i2|ai1i2(x)|
(
δki1 cos
(2piκi1i2t
ε
)
+ δki2sign(ai1i2(x)) sin
(2piκi1i2t
ε
))
.
Here κi1i2 are pairwise distinct positive integers, and the vector
a(x) =
(
(ai(x))i∈S1 (ai1i2(x))(i1,i2)∈S2
)>
∈ Rn1
of state-dependent coefficients is defined as
a(x) = −γF−1(x)(y − y∗), (7)
where γ > 0, and F−1(x) is the inverse matrix for F(x). The main idea behind this
choice of coefficients is to ensure that the y-component of the solutions of (3) behaves
similarly to the trajectories of the system ˙¯y = −γ(y¯ − y∗) (for which, obviously, y∗ is the
globally exponentially stable equilibrium). To ensure that system (3) can be stabilized
in an arbitrary small neighborhood of the set D∗, we impose the following assumptions.
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Assumption 1. We suppose that:
A1 For any interval I = [t0, t1) ⊆ R+ and any solution x(t) of system (3) defined on I
with some control u ∈ C(I;Rm), the following property holds:
inf
t∈I
dist(y(t), ∂D1)>0⇒ inf
t∈I
dist(z(t), ∂D2)>0.
A2 There is an α > 0 s.t. ‖F−1(x)‖ ≤ α for all x ∈ D.
A3 The functions gk ∈ C2(D;Rn1), k = 1,m, g0 ∈ C2(R+ × D;Rn1), h0 ∈ C(R+ ×
D;Rn2); furthermore, the functions g0(t, x) and h0(t, x) are Lipschitz continuous
with respect to x uniformly in t, and, for any compact set D˜1 ⊂ D1, the functions
‖g0(t, x)‖,
∥∥∥∂g0(t, x)
∂t
∥∥∥, ∥∥∥Lfj1gj2(t, x)∥∥∥, and ∥∥∥Lf0Lfk1gk2(x)(t, x)∥∥∥ are bounded uni-
formly in t, for all y ∈ D˜1, z ∈ D2, t ≥ 0, j1, j2 = 0,m, k1, k2 = 1,m.
To ensure the exponential convergence of the trajectories of system (3), we will addi-
tionally assume that
A4 for any compact set D˜1 ⊂ D1, there exist αl, Lg ≥ 0 (l = 0, 4) such that
‖g0(t, x)− g0(t, x˜)‖ ≤ L0‖y − y˜‖,
‖g0(t, x)‖ ≤ α0‖y − y∗‖,
∥∥∥∂g0(t, x)
∂t
∥∥∥ ≤ α1‖y − y∗‖ν ,
max
{∥∥∥Lf0gk(t, x)∥∥∥, ‖Lfkg0(t, x)∥∥∥} ≤ α3‖y − y∗‖ν−1,∥∥∥Lf0g0(t, x)∥∥∥ ≤ α4‖y − y∗‖ν , ∥∥∥Lf0Lfigj(x)(t, x)∥∥∥ ≤ α5,
with some ν ≥ 2, for all y, y˜ ∈ D˜1, z, z˜ ∈ D2, t ≥ 0, i, j = 1, n.
Remark 1. Assumption A1 is similar to the classical assumption on z-extendability of
solutions in partial stability theory (see, e.g., [1]). For the case D2=Rn2, this means that
z(t) cannot escape to infinity in finite time whenever y(t) remains bounded. Such an
assumption is usually satisfied for well-posed mathematical models without blow-up.
The basic result of this paper is as follows.
Theorem 1. Let the vector fields of system (3) satisfy the rank condition (4), and let
Assumptions A1–A3 hold. If the functions uεk(t, x) are defined by (6)–(7) then, for any
δ > 0 and ρ > 0, there exist ε¯, γ, ζ, λ > 0 and t1 ≥ 0 such that, for any x0 ∈ Bδ(y∗)×D2
and ε ∈ (0, ε¯], the corresponding piε-solution of the closed-loop system (3) with uk = uεk
and x(0) = x0 is well-defined on t ∈ [0,+∞) and
‖y(t)− y∗‖ ≤ ζ‖y0 − y∗‖e−λt + ρ for t ∈ [0, t1),
and ‖y(t)− y∗‖ ≤ ρ for t ∈ [t1,+∞).
(8)
If, additionally, A4 is satisfied and γ > α0, then
‖y(t)− y∗‖ = O(e−λt) as t→∞. (9)
The proof of Theorem 1 is given in Section 3.
Remark 2. The proposed approach can be extended to systems with higher degrees
of nonholonomy. In particular, if the rank condition has the form
span
{
gi(x), [gi1 , gi2 ](x),
[
gj1 , [gj2 , gj3 ]
]
(x)
}
= Rn1
with i ∈ S1, (i1, i2) ∈ S2, (j1, j2, j3) ∈ S3 ⊆ {1, . . . ,m}3, |S1| + |S2| + |S3| = n1, then we
can take the controls from [37, Eqs. (5)–(7)].
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2.3 Leaderfollowing formation control
In this subsection, we will show an application of the obtained results to multi-agent
systems. Let us emphasize that we only present a simplified problem setup due to
space limits. Consider a system of N + 1 heterogeneous nonholonomic agents:
x˙` =
m∑`
j=1
f `j (x
`)u`j, ` = 1, N, (10a)
x˙L = f(t, xL), (10b)
where x` = (x`1, . . . , x`p) ∈ D1 ⊆ Rp, f `j : D1 → Rp, u` = (u`1, . . . , u`m`)> ∈ Rm` represent
the state vector, vector fields, and controls of the `-th agent, ` = 1, 2, . . . , N ; xL =
(xL1 , . . . , x
L
p ) ∈ D1 and f : R+ ×D1 → Rp are the state vector and the vector field of the
leader. In this section, we consider the leader-following control problem:
Problem 2. Given d` ∈ Rp, ` = 1, 2, . . . , N , the goal is to construct controls u`(t, x`, xL)
for system (10) such that ‖x`(t)− xL(t)− d`‖ → 0 as t→∞.
Let each subsystem of (10a) satisfy the rank condition (4):
span
{
f `i (x
`), [f `i1 , f
`
i2
](x`)
}
= Rp, ` = 1, N, (11)
with i ∈ S`1 ⊆ {1, . . . ,m`}, (i1, i2) ∈ S`2 ⊆ {1, . . . ,m`}2, |S`1| + |S`2| = p. To apply results
of the previous section, we introduce the variables y` = x` − xL − d`, ` = 1, N . Then
Problem 2 can be formulated as a partial stabilization problem for
y˙` =
m∑`
k=1
f `k(y
` + xL + d`)u`k − f(t, xL), ` = 1, N,
x˙L = f(t, xL),
(12)
with respect to the y`-variables. System (10) can be treated as a system of the type (3)
with y = (y1>, . . . , y`>)> ∈ Rn1 , z = xL ∈ Rn2, n1 = Np, n2 = p, n = (N + 1)p,
m =
∑N
`=1m`,
uk = u
`k
k−m`k−1 , gk(x) =
(
0(`k−1)p
f
`k
k (y
`k + xL + d`k )
0(N−`k)p
)
, fk(x) = 0,
g0(t, x) = −1n1f(t, xL), h0(t, x) = f(t, xL),
where `k ∈ {1, . . . , N} and m`k ∈ {m1, . . . ,mN} are such that k ∈ [m`k + 1,m`k +m`k+1]
(m0 := 0). Condition (11) implies that
span
{
gi(x), In1×n[gi1 , gi2 ](x)
}
= Rn1
with i ∈ S1 = S11 ∪ · · · ∪ SN1 , (i1, i2) ∈ S2 = S12 ∪ · · · ∪ SN2 , |S1|+ |S2| = n1. Furthermore,
matrix (5) can be represented in the block-diagonal form:
F(x) =

F1(x) 0p×p . . . 0p×p
0p×p F2(x) . . . 0p×p
...
... . . .
...
0p×p 0p×p . . . FN(x)
 ,
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F`(x) =
((
f `i (y
`+x`+d`)
)
i∈S`1
(
[f `i1 , f
`
i2
](y`+x`+d`)
)
(i1,i2)∈S`2
)
, ` = 1, N.
Since
∂gk(x)
∂y`
=
∂gk(x)
∂xL
and because of the special structure of the drift term, Assump-
tion 1 can be rewritten as follows.
Assumption 2. We suppose that:
B1 Any maximal solution xL(t) ∈ D1 of system (10b) with the initial data xL(t0) ∈ D1
is defined for all t ≥ t0.
B2 There exists an α > 0 such that ‖F−1` (x)‖ ≤ α for all x ∈ D1, ` = 1, N .
B3 The functions ‖f(t, xL)‖,
∥∥∥Lff(t, xL)∥∥∥, and ∥∥∥∂f(t, xL)
∂t
∥∥∥ are bounded for all xL ∈
D1, uniformly in t ≥ 0.
Under these assumptions, we express controls (6) with respect to the original vari-
ables in the following form:
u`j = u
`,ε
j (t, x
`, xL) =
∑
i∈S`1
φ`,ji (x
`, xL) +
1√
ε
∑
(i1,i2)∈S`2
φ`,ji1i2(t, x
`, xL), (13)
φ`,ji (x
`, xL) = δ`jiai(x
`, xL),
φ`,ji1i2(t, x
`, xL) = 2
√
piκ`i1i2|a`i1i2(x`, xL)|
(
δji1sign(a
`
i1i2
(x`, xL)) cos
(2piκ`i1i2t
ε
)
+δji2 sin
(2piκ`i1i2t
ε
))
,
a`(x`, xL) = −γ`F−1` (x`)(x` − xL − d`), γ` > 0, (14)
and the positive integers κ`i1i2 are such that κ
`
i1i2
6= κ`j1j2 whenever (i1, i2) 6= (j1, j2).
Thus, each control depends only on the vector fields of the corresponding agent and
its distance to the leader. The following result is a direct consequence of Theorem 1.
Theorem 2. Let the vector fields of each subsystem of (10a) satisfy the rank condi-
tion (11), and let Assumption 2 hold. If the functions u`j, ` = 1, N , j ∈ 1,m`, are defined
by (13)–(14) then, for any δ > 0 and ρ > 0, there exist ε¯, ζ`, λ` > 0 and t`1 ≥ 0 such that,
for any ε ∈ (0, ε¯], the piε-solutions x`(t) of each subsystem (10a) with the initial data
x`(0) = x0,` ∈ Bδ(xL(0)) are well-defined on t ∈ [0,+∞) and
‖x`(t)− xL(t)− d`‖ ≤ ζ`‖x0,` − xL(0)− d`‖e−λ`t + ρ` for t < t`1,
‖x`(t)− xL(t)− d`‖ ≤ ρ for t ∈ [t`1,∞),
provided that γ` >
1
ρ
sup
t≥0,xL∈D2
‖fL(t, xL)‖.
3 Proof of Theorem 1
The proof is conceptually similar to the proof of [37, Theorem 1]. Below we describe
its main idea and highlight the main differences caused by possibly unbounded be-
havior of the z-component of trajectories of the closed-loop system. Throughout the
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proof, we define the solutions of system (3) in the sense of Definition 2. We will prove
assertion (9) of Theorem 1 and briefly outline the proof of (8) due to lack of space.
First we define several constants and sets which will be exploited throughout the
proof. Let δ > 0 be such that Bδ(y∗) ⊂ D1, and let us take a compact D˜1 such that
D0 = Bδ(y∗) ⊂ D˜1 ⊆ D1, so d = dist(∂D0, ∂D˜1) > 0. Assume x0 = (y0, z0) ∈ D˜ = {x =
(y, z) ∈ Rn : y ∈ D0, z ∈ D2} and denote U(x0) = max
0≤t≤ε
∑m
i=1 |uεi (t, x0)|. Using Ho¨lder’s
inequality and formula (7), one can show that, for any x0 ∈ D˜,
U(x0) ≤ cu
√
‖y0 − y∗‖
ε
, (15)
where cu =
√
α
(|S1|(αγ‖y0−y∗‖)2/3 +2√2pi∑(i1,i2)∈S2 κ2/3i1i2)3/4 is monotonically increas-
ing with respect to ε and ‖y0 − y∗‖.
Now we come to the main part of the proof, which we begin by showing that the
solutions of system (3) in D are well-defined on the time interval [0, ε] with some ε > 0.
For this purpose we estimate the components of solutions of (3) with x0 ∈ D˜ by the
following integral representations:
‖y(t)− y0‖ ≤t
(
α0‖y0 − y∗‖+ U(x0)Mg
)
+ U(x0)Lg
∫ t
0
‖z(s)− z0‖ds
+
(
L0 + U(x
0)Lg
)∫ t
0
‖y(s)− y0‖ds,
‖z(t)− z0‖ ≤t(Mh0 + U(x0)Mh) +
(
Lh0 + U(x
0)Lh
)∫ t
0
‖x(s)− x0‖ds,
where α0, L0 are defined from A4,
Mg = sup
x∈D˜
1≤k≤m
‖gk(x)‖, Mh = sup
x∈D˜
1≤k≤m
‖hk(x)‖, Mh0 = sup
x∈D˜
t∈[0,∞)
‖h0(t, x)‖,
and Lg, Lh0, Lh are Lipschitz constants of the functions g0, h0, and h in D˜, respectively.
After applying the Gro¨nwall–Bellman inequality, the above estimates take the form:
‖y(t)− y0‖ ≤
(
t(α0‖y0 − y∗‖+ U(x0)Mg)
+ U(x0)Lg
∫ t
0
‖z(s)− z0‖ds
)
e
(
L0+LgU(x0)
)
t, (16)
‖z(t)− z0‖ ≤(t(Mh0 + U(x0)Mh)
+
(
Lh0 + U(x
0)Lh
)∫ t
0
‖y(s)− y0‖ds)e(Lh0+U(x0)Lh)t. (17)
By substituting (17) into (16), integrating by parts the appearing expressions, and
applying again the Gro¨nwallBellman inequality, we conclude that
‖y(t)− y0‖ ≤ t
(
U(x0)
(
Mg + Lgt
(
Mh0 + U(x
0)Mh
)
e(Lh0+U(x
0)Lh)t
)
+ α0‖y0 − y∗‖
)
× e
t
L0+LgU(x0)
1+ t
2
(Lh0+U(x0)Lh)e
t(L0+LgU(x0)+(Lh0+U(x0)Lh))

.
Thus, for any ε > 0 and any t ∈ [0, ε],
‖y(t)− y0‖ ≤ cy
√
ε‖y0 − y∗‖, (18)
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where
cy =
(
cu
(
Mg + Lg
√
ε
(
Mh0
√
ε+ cuMh
)
e(Lh0
√
ε+cuLh)
√
ε
)
+ α0
√
‖y0 − y∗‖
)
ecy1
√
ε,
cy1=
√
εL0+Lgcu
√
‖y0−y∗‖
(
1+
√
ε
2
(
Lh0
√
ε+cuLh
)
eεL0+
√
ε(Lh0
√
ε+cuLh)+Lgcu
√
ε‖y0−y∗‖
)
.
Let us underline that the above parameters are monotonically increasing with respect
to ε and ‖y0 − y∗‖. From (18), one can explicitly determine such an ε1 > 0 that, for any
ε ∈ [0, ε1], the y-component of the solution of system (3) with controls (6) and initial
conditions x(0) ∈ D˜ remains in D˜1 for t ∈ [0, ε1]. Together with the assumption A1 this
implies the well-posedness of the whole solution x(t) in D˜ for t ∈ [0, ε1].
The next step is to analyze the value y(ε). For this purpose we expand the solution
of system (1) into the Chen–Fliess series with taking into account (6) and consider its
y-component:
y(ε) = y0 + εF(x0)a(x0) + εg0(0, x0) + σ1(ε, x0) + r0(ε) + r1(ε), (19)
σ1(ε, x
0) =− εF(x0)a(x0) +
m∑
k=1
gk(x
0)
ε∫
0
uk(s1)ds1
+
m∑
k1,k2=1
In1×nLfk2fk1(x
0)
ε∫
0
s1∫
0
uk1(s1)uk2(s2)ds2ds1,
r0(ε) =
ε∫
0
s1∫
0
(
Lf0g0(s2, x(s2)) +
∂g0(s2, x(s2))
∂s2
+
m∑
k=1
(
Lfkg0(s2, x(s2))uk(s2) + Lf0gk(s2, x(s2))uk(s1)
)
ds2ds1,
r1(ε) =
m∑
k1,k2=1
ε∫
0
s1∫
0
s2∫
0
(
Lf0Lfk2gk1(x(s3)) +
m∑
k3=1
Lfk3Lfk2gk1(x(s3))uk3(s3)
)
× uk1(s1)uk2(s2)ds3ds2ds1.
Using the proposed formula for the control functions and exploiting estimate (18) to-
gether with assumptions A2–A3, one can show that there exist cσ1 , c0, c1 ≥ 0 such that
‖σ1(ε, x0)‖ ≤ cσ1
(
ε‖y0 − y∗‖)3/2,
‖r0(ε)‖ ≤ c0ε3/2‖y0 − y∗‖ν/2,
‖r1(ε)‖ ≤ c1
(
ε‖y0 − y∗‖)3/2.
Assume that ε <
1
γ
and γ > α0. Exploiting the above estimates together with for-
mula (7), we deduce that
‖y(ε)− y∗‖ ≤(1− ε(γ − α0))‖y0 − y∗‖+ (cσ1 + c1)
(
ε‖y0 − y∗‖)3/2 + c0ε3/2‖y − y∗‖ν/2.
For any λ ∈ (0, γ − α0), let
ε2 =
1
δν−2
(
γ − α0 − λ
(cσ1 + c1)
√
δ3−ν + c0
)2
.
9
Then, for any ε ∈ (0, εˆ = min{ε1, ε2, γ−1}), we have
‖y(ε)− y∗‖ ≤ (1− ελ)‖y0 − y∗‖.
Thus, y(ε) ∈ D0 and, furthermore, for any t ∈ [0, ε]:
‖y(t)− y∗‖ ≤ ‖y0 − y∗‖+ ‖y(t)− y0‖ ≤ ‖y0 − y∗‖+ cy
√
ε‖y0 − y∗‖,
what follows from the triangle inequality and estimate (18). Summarizing all the above,
we end up with the following intermediate result: for any ε ∈ (0, εˆ), the solutions x(t) of
system (3) with controls (6) and initial conditions y0 ∈ Bδ(y∗), z0 ∈ D2 are well-defined
in D˜ for t ∈ [0, ε1] and, furthermore,
‖y(ε)− y∗‖ ≤ ‖y0 − y∗‖ ≤ δ.
Since all the parameters defined throughout the proof do not increase with decreasing
‖y0 − y∗‖ and ε, the latter inequality yields that the solutions x(t) of system (3) are
well-defined in D˜ also for t ∈ [0, 2ε], and
‖y(2ε)− y∗‖ ≤ (1− λε)2‖y0 − y∗‖ ≤ e−2λε‖y0 − y∗‖.
Iteration of the above argumentation for x0 ∈ D˜ gives the following time-periodic decay
rate estimate:
‖y(Nε)− y∗‖ ≤ ‖y0 − y∗‖e−Nλε for N ∈ N.
Similarly to the proof of [37, Theorem 1], one can show that
‖y(t)− y∗‖ ≤ ‖y0 − y∗‖e−λ(t−ε) + cy
√
ε‖y0 − y∗‖e−λ(t−ε).
This estimate proves assertion (9).
Similarly, to prove assertion (8) we show that there exist ζ1, ζ2 ≥ 0, λ˜, ε˜ > 0 such
that, for all ε ∈ (0, ε˜),
‖y(ε)− y∗‖ ≤ (1− ελ)‖y0 − y∗‖+ ζ1ε,
‖y(t)− y∗‖ ≤ ‖y0 − y∗‖+ ζ2
√
ε for t ∈ [0, ε].
These estimates imply that, for any δ, ρ > 0, there exists an εˆ > 0 such that, for all
ε ∈ (0, εˆ), the y-component of the solutions of system (3) with controls (6) and initial
conditions y0 ∈ Bδ(y∗), z0 ∈ D2, enters the ρ-neighborhood of y∗ after a finite time, and
remains there.
4 Examples
4.1 Position stabilization of a rolling disk
Consider the control system describing the motion of a unit disc rolling on the horizontal
plane (cf. [38]):
x˙ = f1(x)u1 + f2(x)u2, x ∈ R4, u = (u1, u2)> ∈ R2, (20)
where f1(x) =
(
cosx3, sinx3, 0, 1
)>, f2(x) = (0, 0, 1, 0)>. Here (x1, x2) are the position
coordinates, the angle x3 characterizes the orientation of the disc with respect to the x1-
axis, and x4 denotes the angle between a fixed radial axis on the disk and the vertical
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Figure 1: Projection of the trajectory of system (20), (21) on the (x1, x2)-plane (left) and
time-plots of x3(t) and x4(t) (right).
axis. The controllability condition for this system involves first- and second order Lie
brackets of the vector fields f1 and f2:
span
{
f1(x), f2(x), [f1, f2](x),
[
[f1, f2], f2
]
(x)
}
= R4
for all x ∈ R4. However, if only the position stabilization is required, then one can
design stabilizing controls based on the rank condition with first order Lie brackets
only. Namely, denoting y = (x1, x2)>, z = (x3, x4)>, we obtain the system of the type (3)
with g0(t, x) = h0(t, x) ≡ 0, g1(x) =
(
cosx3, sinx3
)>, g2(x) = (0, 0)>, h1(x) = (0, 1)>,
h2(x) =
(
1, 0
)>, n1 = n2 = 2. The rank condition (4) holds with S1 = {1}, S2 = {(1, 2)},
i.e.
span
{
g1(x), I2×4[f1, f2](x)
}
= R2 for all x ∈ R4.
To stabilize the set D∗ = {x = (y, z) ∈ R4 : y = 0} with respect to the y-variable, we
apply control laws (6) with κ12 = 1:
u1 = a1(x) + 2
√
pi|a12(x)|
ε
cos
(2piκ12t
ε
)
,
u2 = 2
√
pi|a12(x)|
ε
sign(a12(x)) sin
(2piκ12t
ε
)
,
(21)
where a1(x) = −γ
(
x1 cosx3 + x2 sinx3
)
and a12(x) = −γ
(
x1 sinx3 − x2 cosx3
)
. Figure 1
illustrates the behavior of system (20)–(21) with the initial condition x(0) = (2, 1, 0, pi)>
and parameters ε = 1, γ = 5. Note that, since the constructed controls tend to 0 as
x(t)→ D∗, the solution components x3(t), x4(t) tend to constant values.
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4.2 Leader-following strategies.
To illustrate Theorem 2, consider Problem 2 for a system consisting of two unicycles,
one of which (the leader) moves along the figure eight. The system dynamics is de-
scribed by
x˙1 = f1(x
1)u11 + f2(x
1)u12, x
1 ∈ R3, u1 = (u11, u12)> ∈ R2,
x˙L1 = 0.2 cos(0.1t), x˙
L
2 = −0.2,
x˙L3 = −
0.2 sin(0.1t)
(
cos2(0.1t) + 0.5
)
4 cos4(0.1t)− 3 cos2(0.1t) + 1 ,
(22)
where f1(x1) =
(
cos(x13), sin(x
1
3), 0
)>, f2(x1) = (0, 0, 1)>. It is easy to see that condi-
tion (11) is satisfied with S11 = {1, 2}, S12 = {(1, 2)}:
span
{
f1(x
1), f2(x
1), [f1, f2](x
1)
}
= R3 for all x ∈ R3.
Then we apply Theorem 2 with
u11 = a
1
1(x
1, xL) +
√
4pi|a112(x1, xL)|
ε
cos
2pit
ε
, (23)
u12 = a
1
2(x
1, xL) + sign(a112(x
1, xL))
√
4pi|a12(x, γ)|
ε
sin
2pit
ε
,
a11(x
1, xL) = (x11 − xL1 ) cosx3 + (x12 − xL2 ) sinx13,
a2(x
1, xL) = x13 − xL3 ,
a12(x
1, xL) = (x11 − xL1 ) sinx13 − (x12 − xL2 ) cosx13.
Figure 2 depicts the results of simulations for ε = 0.1, γ = 10, d1 = (0.1, 0.1, 0), x1(0) =
(1, 0.5, 0)>, xL(0) = (0, 0,
pi
4
)>.
Figure 2: Projections of the trajectory of system (22) on the (x11, x12)- and (xL1 , xL2 )-planes
(left) and time-plots of x3(t) and d(t) = ‖x1 − xL − d1‖ (right).
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5 Conclusions
As one can see from Figure 2, the proposed partially stabilizing controllers perform
quite well for solving the coordination problem for nonholonomic agents. Although
we have considered rather simple formulation of the leader-following problem in Sec-
tion 2.3 and Section 4, we anticipate that the results of this paper will form a basis for
further treatment of the general coordination problem for multi-agent systems under
essentially nonlinear controllability conditions.
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