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Abstract
The Wiener index W (G) of a connected graph G is defined as the sum of distances between all pairs of vertices. The Wiener
polynomial H(G, x) has the property that its first derivative evaluated at x = 1 equals the Wiener index, i.e. H ′(G, 1) = W (G).
The hyper-Wiener polynomial HH(G, x) satisfies the condition HH ′(G, 1) = WW (G), the hyper-Wiener index of G. In this
paper we introduce a new generalization W (G, y) of the Wiener index and H(G, x, y) of the Wiener polynomial. One of the
advantages of our definitions is that one can handle the Wiener and hyper-Wiener index (respectively polynomial) with the same
formula, i.e. W (G) = W (G, 1), WW (G) = W (G, 2), H(G, x) = H(G, x, 1) and HH(G, x) = H(G, x, 2).
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1. Introduction
A topological index is a real number related to a molecular graph. Many topological indices have been defined
and several of them have found applications as a means for modeling chemical, pharmaceutical and other properties
of molecules [12]. The Wiener and hyper-Wiener indices are the most studied topological indices, both for algebraic
aspects and applications. Let G be an undirected connected graph without loops or multiple edges with n vertices,
denoted by 1, 2, . . . , n. The topological distance between a pair of vertices i and j , which is denoted by di j , is the
number of edges of the shortest path joining i and j . In 1947 Harold Wiener [13] defined the Wiener index W (G) as
the sum of distances between all vertices of the graph G:
W (G) =
∑
i< j
di j .
This index has many physicochemical and biological applications (see for example [2,13]). Also many publications
have shown the mathematical properties of W (G) (see [4,5]). In 1988 Hosoya [7] introduced the Wiener polynomial
(some authors call this polynomial the Hosoya polynomial) of the graph G as
H(G, x) =
l∑
t=1
d(G, t)x t
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where d(G, t) is the number of pairs of vertices in the graph G that are distance t apart, and l is the maximum value
of the t . It is easy to see that the first derivative of H(G, x) at x = 1 equals the Wiener index:
W (G) = d
dx
H(G, x)
∣∣∣∣
x=1
.
Randic´ [11] introduced an extension of the Wiener index for trees, and this has come to be known as the hyper-
Wiener index. Klein et al. [8] generalized this extension to cyclic structures as
WW (G) = 1
2
W (G)+ 1
2
∑
i< j
d2i j ,
or equivalently
WW (G) = 1
2
∑
i< j
(di j + d2i j ).
One can see [1] there are the following relations between WW (G) and H(G, x):
WW (G) = 1
2
d2
dx2
[xH(G, x)]
∣∣∣∣
x=1
,
WW (G) = d
dx
H(G, x)
∣∣∣∣
x=1
+ 1
2
d2
dx2
H(G, x)
∣∣∣∣
x=1
.
There are many works that have tried to generalize the Wiener index and Wiener polynomial according to these
relations. In [1] Cash has defined the hyper-Wiener polynomial
HH(G, x) =
l∑
t=0
t + 1
2
d(G, t)x t
with the property that the value of its derivative at x = 1 isWW (G). For other generalizations of theWiener and hyper-
Wiener indices we refer the reader to [6,9]. In this paper we give new definitions for W (G, y) and H(G, x, y), for the
Wiener index and Wiener polynomial. We obtain the results of Cash in the general case. According to our definitions
we have W (G) = W (G, 1), WW (G) = W (G, 2), H(G, x) = H(G, x, 1) and HH(G, x) = H(G, x, 2). In fact the
hyper-Wiener index (respectively polynomial) is a special case of the Wiener index (respectively polynomial). In our
definitions, Wiener and hyper-Wiener indices can be obtained directly but other generalizations of the Wiener index
have sequence form and are obtained as the derivatives of the Wiener polynomial.
2. Wiener index and Wiener polynomial
First we need a real valued function which coincides with the factorial function on positive integers. The well
known Gamma function is suitable for our purpose. Recall that the Gamma function is defined as
0(x) =
∫ +∞
0
t x−1e−t dt.
Remember that the Gamma function has the following properties:
(I) 0(x + 1) = x0(x).
(II) If k is a nonnegative integer, then 0(k + 1) = k!.
Definition 1. Let y be a positive real number and G be a graph. Then W(G,y), the y-Wiener index of G, is defined as
follows:
W (G, y) =
∑
i< j
0(di j + y)
y0(di j )
.
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Taking y = 1 in the Definition 1 we see that the 1-Wiener index is the Wiener index:
W (G, 1) =
∑
i< j
0(di j + 1)
0(di j )
=
∑
i< j
di j0(di j )
0(di j )
=
∑
i< j
di j = W (G),
and also taking y = 2 we see that the 2-Wiener index is the hyper-Wiener index:
W (G, 2) =
∑
i< j
0(di j + 2)
20(di j )
=
∑
i< j
(di j + 1)di j
2
= WW (G).
Note that Definition 1 is equivalent to
W (G, y) =
l∑
t=1
0(t + y)
y0(t)
d(G, t).
This equation leads us to the following definition:
Definition 2. Let y be a positive real number and G be a graph. Then H(G, x, y), the y-Wiener polynomial of G, is
defined as follows:
H(G, x, y) =
l∑
t=1
0(t + y)
y0(t + 1)d(G, t)x
t .
Taking y = 1 in the Definition 2 we see that the 1-Wiener polynomial is the Wiener polynomial:
H(G, x, 1) =
l∑
t=1
0(t + 1)
0(t + 1)d(G, t)x
t = H(G, x).
Also taking y = 2 we have
H(G, x, 2) =
l∑
t=1
0(t + 2)
20(t + 1)d(G, t)x
t =
l∑
t=1
t + 1
2
d(G, t)x t .
The value of the first derivative of H(G, x, y) at x = 1 is W (G, y):
∂
∂x
H(G, x, y)
∣∣∣∣
x=1
= W (G, y).
The hyper-Wiener polynomial HH(G, x) of the Cash definition has the property that the first derivative of HH(G, x)
at x = 1 is WW (G). Note that H(G, x, 2) has also the same property. So we can consider H(G, x, 2) as the hyper-
Wiener polynomial. In addition by Hosoya’s original definition of H(G, x) the constant term was zero (summation
over 1 ≤ t ≤ l), but some later authors [2, p. 78] allowed summation over 0 ≤ t ≤ l. So if we consider the original
form, it is natural to consider H(G, x, 2) as the hyper-Wiener polynomial.
In the following lemma we give an important relation between H(G, x, y) and H(G, x, y + 1).
Lemma 3. For each positive real number y we have
x
∂
∂x
H(G, x, y)+ yH(G, x, y) = y + 1
y
H(G, x, y + 1). (1)
Proof. We compute
x
∂
∂x
H(G, x, y)+ yH(G, x, y) = x
l∑
t=1
t0(t + y)
y0(t + 1)d(G, t)x
t−1 + y
l∑
t=1
0(t + y)
y0(t + 1)d(G, t)x
t
=
l∑
t=1
0(t + y)(t + y)
y0(t + 1) d(G, t)x
t
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=
l∑
t=1
0(t + y + 1)
y0(t + 1) d(G, t)x
t
= y + 1
y
l∑
t=1
0(t + y + 1)
(y + 1)0(t + 1)d(G, t)x
t
= y + 1
y
H(G, x, y + 1).
So the proof is complete. 
Using Lemma 3 we have the following Corollary which generalizes the result of Cash [1].
Corollary 4. For each positive real number y we have
yW (G, y)+ y
y + 1
∂2
∂x2
H(G, x, y)
∣∣∣∣
x=1
= W (G, y + 1).
Proof. The derivative of (1) with respect to x is
(1+ y) ∂
∂x
H(G, x, y)+ x ∂
2
∂x2
H(G, x, y) = y + 1
y
∂
∂x
H(G, x, y + 1).
Now by multiplying the above equation by yy+1 and taking x = 1 we can obtain the result. 
Example 5. Let G = Pn be a path with n vertices. Then it is easy to see that l = n − 1 and d(G, t) = n − t , where
1 ≤ t ≤ n − 1. Then for each positive real number y we have
W (G, y) =
n−1∑
t=1
0(t + y)
y0(t)
(n − t) = 0(n + y + 1)
y(y2 + 3y + 2)0(n − 1) , (2)
and
H(G, x, y) =
n−1∑
t=1
0(t + y)
y0(t + 1) (n − t)x
t .
One can easily prove, by induction on n, that
n−1∑
t=1
0(t + y)
0(t)
= (n − 1)0(n + y)
(y + 1)0(n)
n−1∑
t=1
0(t + y)t
0(t)
= (yn − y + n)0(n + y)
(y + 2)(y + 1)0(n − 1) .
Hence we have
n−1∑
t=1
0(t + y)(n − t)
y0(t)
=
n−1∑
t=1
0(t + y)n
y0(t)
−
n−1∑
t=1
0(t + y)t
y0(t)
= n(n − 1)0(n + y)
y(y + 1)0(n) −
(yn − y + n)0(n + y)
y(y + 2)(y + 1)0(n − 1)
= 0(n + y + 1)
y(y + 2)(y + 1)0(n − 1) .
So (2) holds.
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Fig. 1. A zigzag polyhex nanotorus lattice with p = 16 and q = 6.
Example 6. Let G = Cn be a cycle with n vertices. Then we have l = [ n2 ] (where [a] is the least positive integer less
than or equal to a). If n is odd then for each 1 ≤ t ≤ l, d(G, t) = n. So in this case, by (2), we have
W (G, y) =
[ n2 ]∑
t=1
0(t + y)
y0(t)
n = n0([
n
2 ] + y + 1)
y(y + 1)0([ n2 ] + 1)
and
H(G, x, y) =
[ n2 ]∑
t=1
n0(t + y)
y0(t + 1) x
t .
If n is even then for each 1 ≤ t ≤ l − 1, we have d(G, t) = n and for t = l, d(G, t) = n2 . So in this case, by (2), we
have
W (G, y) =
l−1∑
t=1
0(t + y)
y0(t)
n + 0(l + y)
y0(l)
n
2
= n(n + y − 1)0(
n
2 + y)
2(y + 1)y0( n2 )
.
The following example generalizes a theorem of Stevanovic´ [10].
Example 7. Let G1 and G2 be two graphs. The join G1∇G2 is
V (G1∇G2) = V (G1) ∪ V (G2);
E(G1∇G2) = E(G1) ∪ E(G2) ∪ {(u1, u2) | u1 ∈ V (G1), u2 ∈ V (G2)}.
By the proof of Theorem 2 of [10] we have
H(G1∇G2, x, y) =
[( |V (G1)|
2
)
+
( |V (G2)|
2
)
− (|E(G1)| + |E(G2)|)
]
0(y + 2)
2y
x2
+ [|V (G1)| |V (G2)| + (|E(G1)| + |E(G2)|)]0(y + 1)y x .
Example 8. Let G = HC6[p, q] denote an arbitrary zigzag polyhex nanotorus in terms of the circumference p and
the length q . In [3] Diudea calculated the Wiener polynomial of G. Since the extended Wiener index of G has a very
large formula, we only compute the extended Wiener index of G := HC6[16, 6] (see Fig. 1). The Wiener polynomial
of G is
H(G) = 48x11 + 192x10 + 384x9 + 528x8 + 576x7 + 672x6 + 720x5 + 576x4 + 432x3 + 288x2 + 144x .
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So d(G, 1) = 144, d(G, 2) = 288, . . . , d(G, 11) = 48. Hence, easy computations show that
W (G, y) =
11∑
t=1
0(t + y)
y0(t)
d(G, t)
= 0(6+ y)
75 600y(y + 1)(y + 2)
(
y7 + 83y6 + 2797y5 + 49 265y4 + 483 514y3
+ 2657 132y2 + 7512 168y + 5745 600
)
.
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