Background: Development of the speech audit tool Cleft Audit Protocol for Speech Augmented (CAPS-A) facilitated intercenter comparison of speech outcomes following cleft palate repair. The CAPS-A protocol recommends consensus listening by 3 speech and language therapists, 2 of whom must be CAPS-A trained. Allowing 15 minutes per sample, 15 to 20 samples can be assessed each day. Centers typically have resources to audit 15 to 75 samples per year but not to report speech outcomes of larger data sets for research. This 3-phased outcome study examines how the implementation of the CAPS-A protocol might be modified without compromising reliability.
Background
Speech is one of the most important parameters to assess when determining the outcome of cleft palate repair or related velopharyngeal surgeries. Perceptual assessment of speech is therefore of great importance in this patient population and a central component in evaluating the effects of surgery (Sommerlad et al., 2002; Mehendale and Sommerlad, 2003; Pereira et al., 2008) . Achieving reliable and valid perceptual speech assessment is, however, beset with multiple challenges. Sell (2005) has described a detailed account of such complexities and issues. The importance of standardized speech samples to enable reliable audit and clinical research has been emphasized in many studies. The Great Ormond Street Speech Assessment (GOS.SP.ASS'98) was developed in 1994 (Sell et al., 1994) , subsequently compared with other assessment tools and then revised by Sell et al. (1999) . Since then it has been recognized as a standardized systematic and replicable speech assessment tool in the United Kingdom for use in the clinical setting where detail and context are essential. The assessment form facilitates the listener process by providing clear specification of parameters, structured speech repetition tasks, and a cleft palatespecific section with ratings and categories for all cleft-related features of cleft speech. The form also records contributing factors to abnormal speech allowing collection of relevant patient information in a single consultation. The purpose of GOS.SP.ASS'98 has been to guide future surgical and therapeutic management planning by giving a rapid, reliable, and comparable speech assessment in the context of a history of cleft palate or velopharyngeal dysfunction (VPD). GOS.-SP.ASS'98 does this by evaluating nasal resonance, nasal emission, turbulence, grimace, articulation patterns, and phonation through spontaneous speech, rote speech, and a set of standardized sentences. UK clinicians agree that the speech tool fulfils a well-specified clinical purpose but it was considered to be too detailed for clinical audit (John et al., 2006) .
Consequently, the Cleft Audit Protocol for Speech Augmented (CAPS-A) was principally derived from GOS.SP.ASS'98 specifically for the purpose of collecting, analyzing, and reporting speech outcomes (John et al., 2006; Sell et al., 2009 ). However, the measurement of some of the VPD-associated parameters on the CAPS-A form are based on the Temple Street Scale . When using GOS.-SP.ASS'98 in a clinical context clinicians collect the same standardized speech sample as for use with CAPS-A, but transcription and ratings for each parameter are not restricted to the prescribed data set. All observations of additional utterances can be recorded, transcribed, and taken into consideration for the purposes of differential diagnosis and intervention. In contrast, the CAPS-A audit process restricts data collection and recommends analysis of at least 2 minutes of spontaneous speech, counting 1 to 20 and 60 to 70, reciting a nursery rhyme, and sentence repetition. Transcription and ratings are undertaken on specific parts of the sample. This focused approach to speech assessment has been developed in order to facilitate replicability and satisfactory levels of interrater reliability for speech outcome reporting (John et al., 2006) . Following adoption of this protocol by all UK centers, it has been possible to collate national speech audit results for cleft palate births since 2005 (Britton et al., 2014; Medina et al., 2015) . Although GOS.SP.ASS'98 has been nationally accepted in everyday clinical practice it has not been validated by the same rigorous psychometric analyses as CAPS-A, and the data collection and listening procedures are not standardized to the same extent as they are in CAPS-A assessment.
This protocol for reporting speech outcomes has provided surgeons and speech therapists with a tool that can be utilized to validate primary and secondary surgical techniques aimed at speech improvement. The CAPS-A tool was originally validated using statistical analysis of independent ratings by multiple raters. Subsequently, a consensus listening approach for CAPS-A was developed for the purpose of reporting speech outcomes. This consensus listening protocol involves 3 or more CAPS-A-trained listeners independently rating each speech sample and then using a structured approach for resolving any discrepancies between their ratings in order to agree the categorization of transcriptions and ratings for each parameter. Consequently, the addition of a consensus listening process did not only provide more validity to results, it also calibrated clinicians' listening skills and reduced the risk of measurement errors (Shriberg et al., 1984) . This practice of consensus listening while following the CAPS-A listening protocol is now the recommended approach in the United Kingdom (John et al., 2006; Sell et al., 2009; Britton et al., 2014) and hereafter referred to as the "CAPS-A consensus listening protocol."
However, this recommended listening protocol is both time consuming and costly, a burden on specialist speech and language therapy resources that, for most centers, is only manageable for mandatory audit of 5-year-olds with repaired cleft palate in the United Kingdom. In the Cambridge-based cleft center, the team set out to add to the current evidence base by evaluating the outcome of 120 patients who had undergone buccinator flap surgery for treating VPD, a technique pioneered by Mukherji (1969) . The largest published case series at the start of this phased study was based on 32 patients (Hens et al., 2013) . The CAPS-A consensus listening protocol would have been manageable for a cohort of 32 patients but not for the proposed cohort of 120 patients involving 240 separate speech recordings. This posed a major logistical problem. It was not possible to fund the time for an external listener for 60 hours (nearly 2 working weeks) while also releasing 2 internal specialist speech and language therapy members of staff for the same amount of time. The resource-intensive approach of consensus listening for the proposed review of surgical intervention imposed a need to modify the recommended CAPS-A listening protocol. Although it was not expected that GOS. SP.ASS'98 records would be as reliable as results from consensus listened CAPS-A assessed speech, there was no existing evidence to discount the validity of live GOS.-SP.ASS assessments as an outcome measure. Three alternative timesaving methodologies were tested in a phased series of studies, and the findings from each protocol are reviewed in this paper.
Aims
1. To report and to compare 3 different analytical approaches used in the various phases of the project. 2. To establish whether the full CAPS-A speech sampling and consensus listening approach can be modified without compromising the reliability of the results. 3. To compare results derived from the recommended consensus listening approach with retrospective analysis of original live clinical records, in order to demonstrate the difference in reliability and validity in the eventuality that future studies report results from live clinical records.
Methodology and Results
The methodology and results for each phase is presented together. The ethical principles outlined in the Declaration of Helsinki were followed throughout this study. Cases treated surgically with a buccinator flap alone or a combined large oral Z-plasty with a buccinator flap between 2003 and 2012 (Ahl et al., 2012) were identified through a search on the institutional cleft database (Cleft.Net.East). "Speech surgery" was undertaken to eliminate speech signs of VPD in patients with a repaired cleft palate or with noncleft VPD. A case note evaluation examined demographic, surgical, and pre-and postoperative clinical data. Speech recordings carried out by the center's 6 speech and language therapists (SLTs) had been obtained pre-operatively, as close to the operation date as possible, and post-operatively, between 6 and 12 months following surgery. Pre-operative video recordings taken at the center using a high-definition digital camcorder with an external Rode microphone were stored on mini DV tapes. Post-operative recordings were made at a number of different local centers, some without external microphones and a few with different cameras. All recordings were digital video and audio format. The study was carried out in 3 phases using 3 different methodologies (see Figure 1) . The recorded speech samples used across all phases of the study were based on the same contents adhering to a standardized protocol of sentences, nursery rhyme, and counting. The only factor in the nature of the speech samples that differed between phases was the inclusion/exclusion of spontaneous speech. Spontaneous speech samples were included for CAPS-A intelligibility ratings in phase 1 but not in phase 2 or 3. All sections of the speech tool forms were completed for each patient; however, analysis of pre-and postoperative VPD was based on those parameters recognized as core indicators of VPD by the SLT Standards outcome reporting document (Britton et al., 2014) : hypernasality, audible nasal emission (ANE), nasal turbulence, and passive cleft speech characteristics. Data sets were excluded from analysis if the patient had been unable to produce enough speech for listeners to make these ratings, for example, very young patients who, because of their age, could only produce a small number of words which were insufficient for assessment.
Statistical Analysis
Correlational analysis was carried out using single measure intraclass correlation coefficient (ICC) and Cohen's weighted kappa statistic (Sim and Wright, 2005) . These were used for each CAPS-A parameter to determine levels of interrater reliability between listeners and to assess correlation between the same parameters using different speech tools. Both tests are reported in this paper to enable comparison with previous literature.
Phase 1: CAPS-A Video Analysis With 2 External Listeners Listening Independently

Aim
The aim of phase 1 was to assess the reliability of using 2 independent external listeners in order to evaluate the effect of surgery on speech.
Listening Protocol
In phase 1, 21 patients who had undergone speech-related surgical procedures between 2009 and 2011 were identified. Ages of the patients at time of operation ranged between 2 and 42 years with a median age of 4 years and 8 months. After collation of pre-and post-operative speech videos 42 speech samples were included in the analysis. In order to minimize the risk of patient recognition and possible listener bias samples were randomized and split into 2 different data sets such that no patient's pre-and post-operative speech samples appeared in the same set. Using CAPS-A, speech assessments were carried out independently by 2 blinded and external cleft specialist SLTs: Listener A and Listener B. The listeners were in separate locations and consensus listening was therefore not carried out. Since the data sets included 2 recordings of each child, 1 pre-and 1 post-secondary surgery, in order to minimize the risk of bias caused by listener recognition of patients when seen a second time there was an interval of at least 4 weeks between rating 'Speech Dataset 1' and 'Speech Dataset 2'.
Analysis of Speech Data
The raw data for each VPD-associated CAPS-A parameter was categorized according to severity, using the 'traffic-light' system developed for CAPS-A, in order to enable data to be summarized into 'moderate, 'mild' and 'no' signs of VPD (John et al., 2006; Sell et al., 2012) . Consequently, the pre-and postoperative speech recordings were scored for each individual VPD parameter (see Table 1 ) and the scores were then conflated into an 'overall VPD severity score'. The overall VPD severity score was the highest rating observed across ratings of hypernasality, nasal airflow and passive cleft speech characteristics (eg, if a sample had ratings of moderate hypernasality, mild ANE, mild nasal turbulence, and no signs of passive cleft speech characteristics an overall VPD score would be based on the resonance rating, ie, moderate). This interpretation of the data provided a single outcome to reflect overall degrees of change in VPD post-operatively.
Results
The separate results from the 2 specialist CAPS-A trained listeners' ratings were compared and interrater reliability was calculated for the 4 VPD parameters to assess level of agreement (Table 2 ). On average, the level of agreement between the 2 external listeners was moderate. Interrater reliability using ICC and Cohen's weighted kappa for CAPS-A parameters obtained a mean value of 0.57 and 0.49, respectively. Agreement between the 2 listeners regarding the overall VPD score of the assessed patients was also found to be moderate. Although this approach to outcome reporting provided results regarding the 2 listeners' interrater reliability across the different parameters, there was no established method for consolidating the 2 data sets into a single set of speech outcomes for each speech sample.
Phase 2: Consensus Listening Process and Calibration of a Single External Listener
Aim
The aim of phase 2 was to assess the reliability of combining the recommended consensus listening approach with sole listening by one of the "consensus listening" listeners.
Listening Protocol
In phase 2, speech outcomes were reported using CAPS-A with a proportion of consensus listened speech samples. Data for 70 surgical cases whose operation had been carried out between 2003 and 2012 were included. This data set included all surgical cases identified in phase 1 and 49 additional cases. The ages of the patients at time of operation ranged between 2 and 52 years with a median age of 5 years 10 months. A total of 140 pre-and post-operative speech videos were prepared for external video analysis. In order to reduce the listeners' burden for this expanded data set, the videos were edited to exclude the initial phase of spontaneous speech such that only the standardized sentences, nursery rhyme, and counting were included. The 140 samples were randomized into 4 groups of 35 speech samples such that no patient's pre-and post-operative speech videos appeared in the same data set. Speech analysis of each group of mixed pre-and post-operative samples were undertaken with intervals of 18 to 21 days to minimize the influence of patient face and voice recognition. All sections of the CAPS-A form except "intelligibility/distinctiveness" were completed for each speech sample.
The first group of 35 (25%) speech samples were rated using CAPS-A consensus listening by 2 external, blinded, and independent SLTs: listener B (same listener as in phase 1) and listener C (new to this study). Listener B had previously seen and analyzed the speech of 30% of the total 140 recordings, however, there had been an interval of a year between the first and second phases, and the 30% were distributed across the 4 groups of speech samples in order to minimize the risk of recognition. Each listener made preliminary independent ratings of a speech sample, and then the 2 listeners compared their ratings, discussed their differences, and agreed on a single rating or transcription for every parameter of each sample according to the CAPS-A consensus listening protocol.
Analysis of Speech Data
The 35 speech samples represented 25% of the full data set, which was considered to be an adequate percentage for calibrating listeners B and C. Listener C subsequently rated the remaining 75% of the video samples independently. The interrater reliability between the 2 listeners was calculated from their initial independent ratings made prior to consensus discussions about each sample. The final ratings from consensus listening, together with the 75% of samples rated by listener C only, were used to compare pre-and post-operative speech, which provided the surgeon with a measure of the effectiveness of the buccinator flap surgery. These raw data were categorized according to the "traffic-light" system outlined in the phase 1 methodology.
Results
Interrater reliability demonstrated extremely high correlations for 3 of the 4 parameters with an average of 0.91 and 0.88 for ICC and Cohen's weighted Kappa, respectively (Table 3 ). The weakest level of correlation was seen for audible nasal emission although still reaching levels of "good" agreement. There was no significant difference in correlation when comparing 
Listening Protocol
In our center, the 2 speech assessment tools are based on the same speech samples; however, the process of rating is different. The GOS.SP.ASS'98 tool is rated live in the clinical setting and carried out by any of the team's 6 SLTs, whereas the CAPS-A tool is based on video-recorded speech samples and rated in a formal setting usually with 3 CAPS-A-trained listeners using consensus listening. There were 2 main reasons for wanting to analyze speech assessment data from live GOS. SP.ASS'98 records: (1) to accelerate the outcome reporting process making preliminary results available to surgeons more speedily and (2) to calculate whether results from the highly specified and resource-heavy CAPS-A consensus listening protocol differ from live clinical assessment results. For the purposes of comparing speech outcomes for audit, CAPS-A ratings would have more validity because multiple listeners have reached a consensus on the assigned rating (Shriberg et al., 1984) . Consequently, if the results differed, it would be concluded that the CAPS-A consensus listening protocol yields more replicable data for outcome reporting than analysis of live GOS.SP.ASS'98 data.
Analysis of Speech Data
Comparison of data between GOS.SP.ASS'98 and CAPS-A was based on the raw data of each parameter (ie, rated speech parameters were not grouped according to severity as outlined in Table 1 prior to correlational analysis). Most VPD-associated parameters could be directly compared because they had the same number of points on each scale (eg, ANE could be rated as 0, 1, or 2 in both GOS.SP.ASS'98 and CAPS-A). The exception was hypernasality, which is rated as 0, 1, 2, or 3 on the GOS.SP.ASS'98 scale but as 0, 1, 2, 3, or 4 on the CAPS-A scale. To enable comparison between hypernasality scores, the 2 rating scales were integrated as outlined in Table 4 . The rationale for the mapping of scales was based on matching the definitions of each score as described in GOS.SP.ASS'98 and CAPS-A publications (Sell et al., 1994; Sell et al., 1999; John et al., 2006) . The severity categorization applied to CAPS-A scores in phase 1 (Table 1) could not be directly transferred to the GOS.SP.ASS'98 scores as GOS.SP.ASS'98 lacks a recognized color code system, where green, amber, and red represent increasing levels of abnormal speech. Consequently, it was not possible to compare overall VPD severity scores between CAPS-A and GOS.SP.ASS'98.
Results
Listener C's ratings for the 140 CAPS-A speech samples from phase 2 were compared with their corresponding GOS. SP.ASS'98 clinical records. Live GOS.SP.ASS'98 records were incomplete for 16 of the 140 samples and thus after exclusions 124 speech samples were available for data analysis. The degree of correlation between the 2 assessment methods is outlined in Table 5 . Audible nasal emission showed fair correlation with an ICC and weighted kappa of 0.32 and 0.24, respectively, and is consequently the parameter that demonstrated the lowest level of agreement. Mean ICC and weighted kappa scores of the 4 parameters were 0.52 and 0.47, respectively.
Discussion
The aims of this 3-phase study have been threefold: to compare 3 different methodologies for reporting speech outcomes; to explore to what extent it might be possible to modify the recommended CAPS-A consensus listening protocol without compromising the reliability of the data reported; and to determine whether retrospective analysis of clinical records can be used as an alternative to the CAPS-A assessment protocol.
Phase 1 Methodology
In phase 1, 2 external listeners rated speech samples independently generating 2 separate data sets without a statistical method for combining the two into a single set of outcome data. In view of this, correlation between the ratings made by the 2 listeners using ICC and weighted kappa statistic were calculated, resulting in a mean value of 0.57 and 0.49, respectively. This demonstrated that agreement between the listeners was, on average, moderate. The 2 parameters with the highest level of correlation were hypernasality (ICC 0.72 and kappa 0.55) and passive cleft speech characteristics (ICC 0.65 and kappa 0.54), whereas nasal turbulence demonstrated the lowest results (ICC 0.40 and kappa 0.39). The main problem with the phase 1 method of outcome reporting was that there was no means of deciding which listener was most accurate, which is a problem in the context of evaluating the effect of surgery on speech. A possible solution to this problem might have been inclusion of sample repetition, which would have enabled assessment of intrarater reliability and identified whether one listener was more reliable than the other. Without some indication of intrarater reliability or a method by which the listeners' ratings could be combined, it is debatable whether there was any real benefit in using 2 independent external listeners.
Phase 2 Methodology
In the light of findings from phase 1, the methodological approach for phase 2 was amended and a protocol was developed in which 2 external specialist listeners agreed to a single set of outcomes. The 2 expert listeners viewed each sample and completed CAPS-A forms independently before they discussed their findings and reached consensus agreement for each parameter on the form. This consensus listening approach was undertaken for 25% of all speech samples. Each clinician's preliminary assessments of each speech sample were retained for subsequent analysis. Interrater reliability for these 2 listeners' preliminary independent ratings demonstrated extremely high correlation ranging between 0.72 and 0.98. The mean correlation for ICC and the kappa statistic was 0.91 and 0.88, respectively. Based on these figures, it was concluded that either of these listeners could continue as the "single listener" for the remaining 75% of speech recordings without compromising the reliability of the data. Calculation of intrarater reliability is normally considered standard practice, but it could not be included in this study as speech samples had not been randomly repeated throughout the data sets. The authors recognize that limited resources for editing video recordings and lack of research funding may preclude inclusion of an intrarater reliability component to speech outcome reporting. However, in future studies, sample repetition to provide evidence of intrarater reliability could be combined with calibration of 2 expert listeners on 25% of a data set with consensus listening. This process would validate a decision for the listener with the highest intrarater correlation to carry out independent ratings of the remaining 75% of the speech samples. When accounting for the high levels of interrater agreement in phase 2, it was noted that both the external listeners were highly experienced specialist speech and language therapists with extensive experience of listening to large data sets. Previous studies have shown that clinical experience has a positive effect on interrater reliability, and the experience of the listeners should be taken into consideration when reporting speech results (Lewis et al., 2003; Chapman et al., 2016) . This variable is likely to have had an effect on the interrater correlation throughout this study and may account for observed differences in phase 1 where the relative inexperience of listener A compared to listener B might explain the low ICC of 0.40 for nasal turbulence (Table 2 ) compared to an ICC of 0.97 for the same parameter in phase 2 (Table 3) .
Phase 3 Methodology
Because the core speech sample and the recommended recording procedures are the same for GOS.SP.ASS'98, the clinical assessment, as for CAPS-A, the audit assessment, it should in principle be possible to apply the CAPS-A analysis to all recordings of clinical speech assessments as well as to "audit" recordings. Phase 3 tested the hypothesis that speech outcomes from the CAPS-A consensus listening protocol might be matched sufficiently closely by clinical speech assessment records for results to be derived from clinical speech assessment records. This phase compared 124 of the 140 phase 2 CAPS-A records with the corresponding clinical GOS. SP.ASS'98 records. Analysis shows 3 main findings as summarized in Table 5 : the best correlation reached was a value of 0.68 for nasal turbulence, on average the VPD parameters only showed moderate agreement with a mean ICC score of 0.52 and a mean weighted kappa of 0.48, and audible nasal emission continued to show the lowest level of agreement, reaching only a fair level. A kappa value of at least 0.6 (ie, good or very good agreement) is considered an adequate level of correlation (Viera and Garrett, 2005) . The results of this study therefore suggest that clinical GOS.SP.ASS'98 records show insufficient correlation with CAPS-A for clinical records to be viewed as equivalent to CAPS-A results. Two previous studies have evaluated interrater reliability between different listeners using CAPS-A as the speech assessment tool (John et al., 2006; Chapman et al., 2016) . John et al. (2006) found that the mean ICC value across VPD parameters was 0.76, and the Americleft project (Chapman et al., 2016) found a mean agreement of 0.72 for ratings of British speech samples and 0.66 for ratings of North American samples using CAPS-A. These interrater reliability values can be used as a benchmark for the results of the current study: the above correlations all showed a better level of agreement than was achieved in phase 3, confirming that the CAPS-A protocol provides a more reliable external assessment of speech than the use of clinical GOS.SP.ASS'98 records alone. It should, however, be borne in mind that some of the differences between ICC values may be accounted for from the variable/inconsistent use of single or average ICC measures. Despite the limitations of this imperfect study, to our knowledge phase 3 was the first study to attempt to demonstrate the difference between findings derived from the highly structured, labor-intensive CAPS-A protocol and findings from a low-cost analysis of records from live clinical assessments.
Learning From Limitations for Future Studies
A number of factors that might have affected the results of this study could inform future studies, and therefore warrant discussion.
Both this study and John et al. (2006) found that audible nasal emission was the parameter with the lowest ICC scores. This raises the question about the reliability of ANE as a CAPS-A parameter. The current results suggest that ANE might not be picked up reliably from recordings. Thus, factors such as variation in the specification of recording and playback equipment could explain its poor correlation when comparing the parameter between CAPS-A ratings based on video recordings and GOS.SP.ASS'98 ratings made during live speech assessment. The precise position and specification of the microphone, the resolution of the video/audio format, and the amplification system used for playback could account for differences between live and recorded ratings of mild ANE. Although all recordings in the present study were digital video/audio format, some variability in the quality of recordings was inevitable. Such logistics will not, however, have affected interrater reliability between external listeners in phase 1 as their assessments were based on the same video recordings. In phase 3, variations in the sensitivity of the recording equipment to minor degrees of nasal emission may have led to differences in live ratings of nasal emission on the GOS.SP.ASS'98 forms versus ratings based on video-recorded data. Recordings might not be sensitive enough or may slightly amplify small bursts of nasal airflow that was inaudible in a live transcription. Phase 3 therefore further supports the recommendation that ratings of nasal emission based on recordings should be interpreted with caution, especially if strict recording procedures are not in place to ensure consistent sound capture. It has been suggested that visual analog scaling (VAS) or direct magnitude estimation (DME) might be more reliable and appropriate measures than equal-appearing intervals (EAIs) for rating audible nasal emission and hypernasality (Whitehill et al., 2002; Baylis et al., 2015) . It is also possible that degrees of nasal emission might be the most difficult speech characteristic to define and to perceive. The results in this and previous studies support the need for future research around this speech parameter.
The second issue relates to the impact of bias in the context of comparing retrospective analysis of live clinical records and formal ratings of video recordings. Ratings based on recorded speech are more likely to be replicable than records from live assessments, which inherently contain more variability. This is, however, a complex issue and it is worth reflecting on the possibility that findings from speech recordings are not necessarily more accurate than live clinical ratings as the rating of speech in the clinical setting reflects a whole session and not simply a limited sample. One ought to consider that the CAPS-A consensus listening protocol has been developed for formal speech outcome reporting, not for determining clinical management. Assessing the correlation between GOS.SP.ASS'98 and CAPS-A is therefore of interest. Although the results from phase 3 suggest that the 2 speech tools cannot be considered equivalent, one needs to interpret the results with caution. This is due to the inherent differences in the nature of speech samples. One significant difference is the knowledge of whether the patient's speech sample is collected pre-or post-operatively. Although the listener using GOS.SP.ASS'98 possessed this knowledge, the listener using CAPS-A was blinded to this piece of information. Consequently, this difference risks introducing listener bias. Additionally, the speech recordings used for CAPS-A assessments excluded spontaneous speech in this study, but this was not possible for the GOS.SP.ASS'98 records, which were based on an all-encompassing picture across an entire speech session. Although there is a standardized GOS.SP.ASS'98 form for use by the assessing clinician, the fact that the clinician also hears spontaneous speech might have affected ratings, thereby limiting the comparability between some of the GOS.SP.ASS'98 and CAPS-A ratings. Another pertinent consideration is that the validity of the CAPS-A protocol has not been tested with children under the age of 5 years, and therefore special attention to the nature of the speech sample and the transferability of analytical procedures for use with data from children 3 years and below would strengthen future studies.
The third issue relates to the effect of clinician variables on results. Although the CAPS-A assessments were carried out by CAPS-A-trained clinicians, GOS.SP.ASS'98 records will have been completed in clinic by the center's 6 SLTs with different levels of skill and experience. The aspect of listener training may have influenced ratings. Although CAPS-A listeners have gone through rigorous audit training, GOS.SP.ASS'98 listeners may not have had this specific experience. Additionally, the live assessments had not included a period of training prior to assessments being carried out. Listener training has become standard practice in consensus listening protocols because experience alone is often considered insufficient (Sell et al., 2001; Chapman et al., 2016) . Although most studies support the beneficial effect of listener training, there is not yet consensus on how, or to what extent, training influences results (Gooch et al., 2001; Brunnegård et al., 2009) . Bearing in mind the extremely high correlations outlined in Table 3 , however, the potential impact of training is less relevant in the current study. Nonetheless, the authors recognize the lack of training as a potential weakness that could affect results. Furthermore, as mentioned in phases 1 and 2, there was no inclusion of speech sample repetition and consequently no chance for calculation of intrarater reliability. This is a limitation of the study. If resources permit, intrarater calculations are recommended as it eliminates an aspect of uncertainty and helps establish listener stability and therefore reliability in studies. We also recognize that comparing clinical records from live speech assessments that have not been recorded and analyzed in a standardized way limits the reliability and validity of the final outcomes (Lohmander, 2008) .
Finally, the scale differences in the hypernasality parameter where it is rated on a 4-point scale in GOS.SP.ASS'98 but on a 5-point scale in CAPS-A also warrants discussion. The strategy for mapping a 5-point nasal resonance scale to a 4-point scale was, inevitably, somewhat arbitrary, and hence comparison of results of hypernasality from the 2 approaches needs careful interpretation. The difficulty with using a formulaic approach for mapping between protocols as suggested by Henningsson et al. (2008) lies in the lack of definitions in relation to the scalar points for each protocol (see Figure 1 in Henningsson et al., 2008) . Consequently, the process of mapping between 2 scales will, no doubt, have affected correlational analysis in this study. Future researchers may identify more robust strategies for rating nasal resonance, but in the meantime it is concluded that comparison of findings from different scales and definitions in this study will have contributed toward the moderate correlation for hypernasality outlined in Table 5 . A further weakness in statistical analysis of this type of data is the reduced sensitivity of the kappa statistic for parameters with short rating scales. This phenomenon will not have been a significant issue for hypernasality which is rated using values between 0 and 4 but may be of bigger impact on nasal airflow parameters with rating scales of restricted range (Sim and Wright, 2005) . Additionally, there is no recognized approach to collapsing categories in order to ascribe an overall VPD severity. The subject has previously been broached by Lohmander et al. (2009) , who outlines an alternate method. The method chosen in this study was experimental and has yet to be tested against clinical work. The intention was to identify the strongest speech indicators of VPD and the potential need for secondary surgery. This area of speech assessment for surgical evaluation represents a knowledge gap in the literature.
Recommendations for Future Work and Clinical Practice
In order to minimize the risk of having to exclude some substandard recordings, future studies might benefit from routine editing and archiving of clinical and audit recordings on the day of the recording so that any substandard recordings can be rerecorded within an agreed time frame. Another modification to some local protocols might be to ensure that the name of the clinician completing the speech assessment is recorded on the form. With the listener's permission, clinician ID would allow calculations relating to listener variability.
Another reflection on the evolution of the methodology was the external listeners' appreciation of the speech sample length by excluding the conversational speech sample and not rating intelligibility. This part of the sample was often labored with many clinician questions and short answers from the child that were not necessarily representative of natural conversational speech. The variability of the number and length of utterances in the spontaneous speech sample restricted the comparability of intelligibility ratings. Ratings were also affected by topic familiarity and listener responses. Reduction of the sample length to include counting 1 to 20, 60 to 70, rhymes, and sentence repetition was reported to achieve a considerable increase in efficiency, allowing listeners to stay fully focused on the relevant parameters. Listeners also commented on the clinicians' supportive and encouraging elicitation techniques and on the composition of video images with well-lit faces in an optimal orientation on the screen for viewing the speakers' articulation patterns. These are important methodological points here because clarity of the speech sample to be analyzed eliminates ambiguity and thereby increases the potential for listener agreement. In view of these listener comments and current diverse opinions about the validity of intelligibility ratings in all their different configurations (Sell, 2005; McLeod et al., 2012) , it is recommended that the practice of collecting spontaneous speech samples in order to make intelligibility ratings should be reviewed. Exclusion of spontaneous speech from recordings and listener ratings enabled external listeners to consensus listen to 35 of 140 speech samples in one extended working day. It is important to note, however, that speech assessments which are fulfilling the dual purpose of a clinical review as well as audit data collection may usefully include a spontaneous speech sample and other speech material that would not be viewed by the audit listeners.
Conclusion
This 3-phased study demonstrates application of 3 different approaches to reporting outcomes with an accumulating data set of pre-and post-operative speech records. The phased approach to the study's large data set facilitated exploration of possible modifications and adaptations to the CAPS-A consensus listening protocol for reporting speech outcomes. Comparison between analysis of GOS.SP.ASS'98 records and findings from the CAPS-A protocol has provided definitive evidence that the records of live GOS.SP.ASS'98 assessment is not a suitable substitute for the CAPS-A consensus listening protocol. The results outlined here do, however, support the hypothesis that speech outcomes for large CAPS-A data sets can be evaluated and reported using a modified consensus listening approach, where only 25% of the speech data is consensus listened. Modifications to the CAPS-A consensus listening protocol have been successfully developed and trialed with substantial savings in the resources needed. Given that speech evaluation for large-scale surgical studies is inevitably time-consuming and costly, forward planning with the specialist speech and language therapy team is essential. We hope this study will inform research planning in other teams. 
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