Knowledge of the response of the primary visual cortex to the various spatial frequencies and orientations in the visual scene should help us understand the principles by which the brain recognizes patterns. Current information about the cortical layout of spatial frequency response is still incomplete because of di culties in recording and interpreting adequate data. Here we report results from a study of the cat primary visual cortex, in which w e employed a new imageanalysis method that allows improved separation of signal from noise, and which we used to examine the neuro-optical response of the primary visual cortex to drifting sine gratings over a range of orientations and spatial frequencies.
Introduction
The primary visual cortex has the apparatus to sort out the ingredients needed to perform a variety of visual functions. An important example is that of perceptual invariance: the ability to recognize a pattern as itself after its size or orientation have b e e n c hanged. It has long been known from single cell recordings that cortical neurons are selective for both orientation and spatial frequency. Hubel and Wiesel 1, 2] rst reported the systematic arrangement of neurons with similar orientation preference, and subsequent optical imaging studies 3, 4] have reported consistent results about the cortical layout of orientation selective cells. Studies of the primate visual cortex led DeValois and DeValois 5] to propose a polar architecture of spatial frequency selectivity ( see also 6]) tied to the cytochrome oxidase blobs. The issue has been re-examined in recent optical imaging work 7, 8] , but no consensus has been reached.
Here we address these issues with two new technical developments. The rst is the use of the recently published method of indicator functions, 9]. Our second technical development is the extraction of a small basis set of images from a collection of optical response pictures taken under a variety o f s t i m ulus conditions. To this end we ask if there is a small set of images which could serve a s a set of coordinates in the sense that, added together in appropriately weighted combinations, they can beused to reconstruct the response images obtained from the various stimuli. In the present study, w e nd that two basis pictures su ce to essentially reconstruct the orientation response when spatial frequencies are pooled, and another set of two pictures reconstructs the spatial frequency response when orientations are pooled. This approach yields a compact quantitative description of the optical response of cortex to both orientation and spatial frequency. Our method con rms the consensus of previous studies regarding cortical response to stimulus orientation, and does so without recourse to the implicit assumption that lies in the method of vector summation 3, 4] . However our method directly applies also to the response of primary visual cortex to various spatial frequencies, where it provides an additional insight.
Methods

Surgery and Imaging
The experiments were carried out on six adult (2-5 kg) cats (Felis domestica). Anesthesia was induced with intramuscular injections of Xylazine (Rompun, 2 mg kg ;1 ) and Ketamine (Ketaset, ). The state of anesthesia was carefully monitored and maintained in accordance with the NIH guidelines. The animal was mechanically respired and the end-expiratory concentration of CO 2 was kept at 3.5-4%. Blood pressure, EEG, ECG, and core body temperature were monitored and maintained within normal physiological ranges. The eyes were protected with gas permeable, hard contact lenses, and corrective l e n s e s w e r e u s e d t o f o c u s t h e e y es at the distance at which the CRT monitor was placed, usually 57 cm. Each eye viewed the stimuli through a 3 mm arti cial pupil, and translucent shutters permitted presentation of either a pattern or di use illumination to either eye. A craniotomy and durotomy exposed a region of V1 corresponding to 2 -8 eccentricity in the visuotopic representation. A cylindrical, stainless steel, glass-topped chamberwas attached to the skull with screws and plumbersepoxy (Propoxy 20, Hercules), and lled with inert silicone oil. The cortex was illuminated uniformly with 600 nm light and imaged through a tandem-lens con guration 10] using a cooled 12-bit CCD (PXL, Photometrics, 536 389 pixels) that was synchronized to the cardiac and respiratory cycles 4].
Visual stimuli
All stimuli consisted of drifting sinusoidal gratings of spatial frequencies between 0.02 and 2.28 cycles per degree (c/d), each presented at 4 orientations (0 , 45 , 90 and 135 ) in a pseudorandom sequence. The 6 spatial frequencies we used were 0.07, 0.14, 0.28, 0.57, 1.14, 2. 
Image Analysis
We brie y describe the mathematical procedures used in the data analysis. The discussion is phrased in terms of orientations but exactly analogous procedures were used for the spatial frequency data.
Indicator functions: We used indicator functions, which constitute a recent improvement in the extraction of weak image changes 9]. This method exploits conditional averaging, along with the fact that an orderly picture exhibits substantial inter-pixel correlations, which are absent f r o m disorderly noise.
As an initial step in the data processing, from each frame recorded after a presentation of a stimulus we subtracted the average re ectance of three response images collected just before the presentation of that stimulus. Next we performed principal components analysis 11] on the entire data set, which t ypically exceeded ten thousand images, taken under all stimulus conditions. Only the rst 50-100 principal components contained information related to the visual response, and a linear combination of these relevant principal components was used to construct the indicator function. As in the di erence of averages method 4], the generation of indicator functions depends on a comparison of images collected during two contrasting stimulus conditions. An indicator function is a new picture generated from the raw images such that its inner product (which is proportional to correlation) with images from a particular orientation, say 1 , is as close as possible to +1, and its inner product with images from the contrasting orientation, say 2 , is as close as possible to ;1. In other words, if we denote by f (t x ) images (with pre-stimulus frames subtracted) collected in response to orientation , where x is a pixel location and t indexes the images, then the indicator image, (x), is the image that best satis es, in a variational sense, the following criteria:
(f(t x 1 ) (x)) = +1 (f(t x 2 ) (x)) = ;1 where (f ) is the spatial inner product (summed products of pixel values) of images f and .
We performed extensive image-extraction experiments on simulated data sets, in which we have buried known images under sequential frames of noisy laboratory data, and con rmed our technique's ability to extract a quality approximation of the input image under signal-to-noise conditions where the usual methods fail 9, 12]. Under su ciently clean signal-to-noise conditions our method and the usual methods give similar results.
Since the indicator function method depends on contrasting responses to stimuli that are similar in all respects except for the variable under investigation, and since it gives similar results to di erential imaging when the signal/noise ratio is large, it is convenient to think of the method as an enhanced di erencing procedure.
Pairwise Indicator Functions: Each of our 24 stimuli (4 orientations, each at 6 spatial frequencies) was presented 20 times. The resulting data, for each c a t , w ere divided into 4 subsets according to orientation. These 4 subsets were paired in all 6 possible pairs, then indicator functions ij (x) were found for all pairs of stimulating angles i and j i 6 = j . In an exactly analogous manner pairwise indicator functions were generated to contrast all 15 possible pairs of the 6 spatial frequency responses. All pairs were di erenced, rather than just orthogonal pairs. This was done (1) to avoid introducing a possible artifact through orthogonal selection and (2) to follow a procedure which can beapplied when spatial frequency, rather than orientation, is the variable. Although stimuli with di erent orientations elicit strongest responses at di erent locations on the cortex, the magnitude of the overall response is approximately the same for all orientations. However, the magnitude (as well as the location) di ers for stimuli of di erent spatial frequencies, since very low and very high spatial frequencies elicit little response (frames g in Figure 1 ). The even-handed use of all di erence pairs avoids some artifacts which arise, for example, when both strong and weak individual responses are di erenced against a single \cocktail" superposition of strong and weak responses in such di erences the weakest responses are overwritten by the negatives of the strongest contributors to the \cocktail".
A Second Principal Components Analysis: The question of \how m a n y pictures are required to generate all pairwise average di erence images or indicator images" was addressed by a second principal components analysis, this time applied to the set of pairwise images 11]. More speci cally, we sought basis functions or images, n (x), which span the subspace of the neuro-optical responses. In a least-squares sense, the optimal bases are generated by this principal components analysis.
Results
We studied six adult cats, and illustrate our results with data from two cats. The results from the remaining cats were consistent with these. Figure 1 is divided into two panels that show data from the two cats. Frames a show a region of primary visual cortex, including blood vessels and within the outline, the area of detailed analysis. To explain the present t e c hnique we will rst discuss its application to orientation response, and we then apply it to the spatial frequency response.
Orientation: Principal components analysis found two principal components or basis images, n (x), which contributed signi cantly to the generation of the 6 pairwise di erence images or indicator functions. Therefore, the cortical response to any oriented stimulus may be described in terms of just these two basis pictures. Frames b and c are the two basis pictures, color coded to show bothpositive and negative values, and which resemble the orientation columns imaged by other investigators 4].
In order to nd out how much each basis picture (principal component) contributes to the response at a particular stimulus orientation, we h a ve carried out the following procedure. At each stimulus orientation, , we have \projected" (or \correlated") each response image against each of the two basis pictures, 1 (x) and 2 (x), (that is, we multiplied each pixel in a response image by the corresponding pixel in a basis picture, and summed over pixels). We then averaged over response pictures at that orientation, to nd the corresponding two average weighting coe cients a 1 ( ) a n d a 2 ( ), of the basis picture in the orientation response at that orientation. Thus a n ( ) = (F (x ) n (x)), where F (x ) is the average of all images collected at orientation . The data points on the two smooth curves, in frames d, show the values that these coe cients have for stimulus orientations of =0 , 45 , 90 , 135 , and for 180 that are the same points as at 0 . The smooth curves have been interpolated through those points the interpolated curves in frames d and j prove insensitive to the interpolation method. As a consequence of our construction, at any orientation where one of these curves passes through zero, the spatial distribution of the optical orientation response is proportional to the complementary basis picture: at intermediate orientations the response is the sum of the basis functions, weighted by the coe cients a n ( ).
As we noted above, only two principal components or basis pictures are su cient t o represent the orientation response. The two principal components together account for 89% (cat I) and 84% (cat II) of the variance in all of the pairwise di erence images. The third principal component accounts for only 6.5% (cat 1) and 7% (cat 2) of the variance, and makes no signi cant di erence to the conclusions below. However, both of the rst two basis functions are essential for a faithful representation of the orientation response. Using either one alone completely misses the intrinsically two-dimensional nature of the response. Previous work has tacitly assumed this two-dimensionality: here we p r o vide direct evidence that the cortex is so organized.
Frames b and c are each constructed from a list of numerical pixel-values, and they may be regarded as two v ectors in a space whose dimension is equal to the number of pixels. As principal component vectors they have the property that they are orthogonal vectors, in the sense that the summed product of their pixel values is zero (their cross-correlation is zero). Together they de ne a two-dimensional plane within the high-dimensional pixel space. The orientation-response images, as weighted combinations of the two basis pictures, correspond to points in that plane. Representing frames b and c by horizontal and vertical vectors in the plane of frames e, w e use the two w eightingcurves, a 1 ( ) a n d a 2 ( ), of frame d to construct (on the plane of e) the locus of orientation-response images represented as vectors in that plane. Thus as the stimulus orientation sweeps clockwise through 360 the orientation response is represented as traveling twice around the locus. The locus is circle-like, with data points almost equidistantly spaced along it these conditions would be exactly ful lled if the two curves of d were exactly sine and cosine. It is the neural organization of the visual cortex which has both restricted the optical response images, conceived of as vectors in pixel space, to a two dimensional plane, and produced the simple geometric relation in that plane shown in frame e. This result is independent of the particular choice of orientations, as con rmed by other experiments.
T h e d a t a w e show here permit us to nd the stimulus orientation that elicits the best response at each cortical location. Frames b and c assign to each pixel two response intensity v alues, whose weighted sum, taken from the curves of frame d, states the response amplitude for that pixel as a function of orientation angle. This information, in turn, tells us the orientation angle at which that pixel gives its maximum response. In frames f we have color-coded the bestresponse angle at each cortical location, and we see an orderly progression with changing cortical position. The \pinwheel axles", where all colors come together, are the locations where the response amplitudes in both frames b and c go through zero.
Our analysis is quite di erent from the commonly-applied procedure of \vector summation" which is used to extract orientation \pinwheels" from image data 3, 4] (see also 13]). The application of \vector summation" to our starting orientation responses gives a picture in good agreement with frame f. We observe that in form the two curves in d together beara striking resemblance to sine and cosine indeed, to a fair approximation where either curve crosses zero its companion achieves an extremum. This result is a consequence of the nature of the orientation response, and has not been imposed by our data analysis. Vector summation assumes a priori that the cortical response conforms to a two-dimensional model, in which the weighting curves are sine and cosine, so that the locus (frames e) w ould be a circle. It is not hard to argue from the natural periodicity of grating stimuli, with increasing angle, that something qualitatively like this should occurand the good t of data to maps generated by vector summation provides additional evidence for the two-dimensional model. Here we p r o vide direct evidence of the validity of the assumptions implicit in vector summation.
Spatial Frequency: The same analysis procedure that we have applied to orientation can also address changes in the spatial frequency of the visual stimuli. To con rm that our data contain e ects of such change, in frame g we show, at several spatial frequencies, the amplitude of the optical response in the indicator image from stimuli at right-angles. There are two curves: one shows vertical versus horizontal stimuli and the other the di erence of opposite diagonal stimuli. The two experiments shown in panels I and IIcover somewhat di erent spatial frequency ranges, but bothinclude a maximum responsiveness at essentially the same spatial frequency near 0.15 cycles per degree (a reasonable maximum for cats 14]).
In the analogous manner to the analysis of orientation data, we have paired the 6 data sets at di erent spatial frequencies in all 15 possible pairs, and derived their 15 pairwise indicator images. A principal components analysis of those pairwise images once again yields two dominating basis pictures, which account for 74% and 63% of the variance in the 15 di erence images. These spatial frequency columns, which are shown in frames h and i, are fairly similar to the orientation columns of frames b and c. While it is a consequence of our analysis that the images h and i are mutually orthogonal to (uncorrelated with) each other, each of them is also almost orthogonal (the closest correlation is 0:1) to images b and c, and that is a consequence of cortical organization.
As we did with orientation, we h a ve calculated the weighting-coe cients for the admixtures of images h and i in the optical response at each spatial frequency, and these are shown in frame j. The fact that the 2 basis pictures h and i su ce to span the averaged spatial frequency responses again implies that these responses lie in a 2-dimensional plane in pixel space. Their locus in that plane is shown in frame k increasing spatial frequencies move counterclockwise on the curve. Once again, we emphasize that two basis pictures are necessary for a faithful description of the cortical response to spatial frequency. Adding a third basis function makes only a small di erence in our results, in e ect bending the locus of responses slightly out of the plane. On the other hand, using only one basis picture gives a severely distorted reproduction of the response.
At v ery low a n d v ery high spatial frequencies the visual system is unresponsive and, as frames g show, the cortical response falls o . One could hardly expect, therefore, that the curves of frames j would be sinusoidal. Nonetheless, we again see that where either curve crosses zero its companion tends to have a nearby extremum. In fact in the locus-plot of frame k, the part of the curve de ned by the four mid-range data points, which spans a factor of 8 in spatial frequency, m a y be described as roughly an arc of a circle, and the data points (which correspond to equal logarithmic steps in stimulus magni cation) cut the arc into three segments of about equal length.
The optimal spatial frequency at each pixel is color-coded in frames l. Here, unlike frames f where the continuity in orientation induces a smooth change of color everywhere, the low-frequency (deep blue) and high frequency (deep red) ends of the spatial frequency range lead to discontinuities. Spatial frequency pinwheel axles appear again where the response goes through zero in both frames h and i. We have recorded from cortical neurons in the regions that we imaged, and validated the spatial frequency selectivity of the clusters our analysis here identi ed (Prashanth, Everson, Knight, Sirovich & Kaplan, in preparation).
Discussion
Our data (frames g) show non-zero responses over the full range of spatial frequencies used in our study. Currently there are two contrasting views of the representation of spatial frequency in the primary visual cortex. One holds that there are two complementary cortical regions, one selective for low and the other for high spatial frequency 7, 15] . The other view suggests that all spatial frequencies are separately represented, in a graded fashion, across the cortex (for example, 16, 17, 18] 14] indicates that all spatial frequencies are continuously represented in the cortex. Our study also supports the continuous representation view, since the two-stream alternative would yield only a single signi cant basis picture, and the locus in frame k would be reduced to a horizontal straight line. We emphasize that like the orientation response, the spatial frequency response requires at least two dimensions for its representation. An attempt to reconstruct spatial frequency data from one basis picture, rather than two, leads to major degradation in the accuracy of the reconstruction, and fundamentally changes the nature of the modeled response. The recent report of Shoham et. al. 7] , which supported the two-stream hypothesis, used mainly data from kittens the di erence between their observations and what we report here may re ect post-natal developmental changes in the cat visual cortex.
The major share of variance in our data is accounted for by a t wo-dimensional subspace, but the remaining variance may still be of signi cance. However, in all instances, we h a ve found the signal corresponding to the additional variance to beheavily contaminated by noise. We may speculate that other dimensions could ne tune and sharpen the orientation and spatial frequency responses curves.
A c o m m e n t is in order concerning the mathematical structure of the cortical organization which has beenshown here, in as much as mathematical structure often has proven a valuable guide to understanding neural function. The set of changes in stimulus orientation, and the set of changes in stimulus scale, may each be regarded as a one-parameter symmetry group of transformations. Our analysis has exploited the fact that a change in stimulus induces a change in an optical response image that may be regarded as a vector in a conceptual \pixel space". Such an action of a symmetry group upon vectors (if some consistency demands are ful lled) is known as a group representation. The simplest of non-trivial group representations are two-dimensional which conforms to what we have presented here. To the extent that the curves in frames d are sine and cosine, the locus in frames e technically displays the action of a mathematically familiar two-dimensional representation of the 1-parameter rotation group. In the case of stimulus rotations, this bit of group representation theory simply formalizes data manipulations to which i n vestigators already have b e e n l e d b y g o o d common sense. Some elementary arguments have been given 20] which indicate that we may indeed expect the cortex to have a l a yout that conforms to a two-dimensional representation of the rotation group.
In the case of scale-changes what we should expect to nd in the cortex is less evident and the mathematical structure may behelpful for understanding function. In fact the group of scale changes likewise has two-dimensional representations in which the action of its elements carries a vector around the plane in a circular locus. The angle-change induced by a group element is proportional to the logarithm of its scale change. In the mid-range of grating sizes we see that the same features emerge from our data analysis (frames j ). For the data of either cat shown in the gure, a half-cycle is achieved with about a factor of 16 in scale-change. Roughly speaking, an immediate physiological implication is that if a visually centered object is presented at two scales which lie within the midrange here, equal areas of cortex (whose locations serve to index The 2-dimensional representations are irreducible with real coe cients. With complex coe cients they can be split once more, the result which texts commonly quote. the di erent size scales) will be activated. This fact is also apparent from the approximately equal numbers of pixels devoted to logarithmic spatial frequency in frames l. We note that frames f and l together assign two colors to each pixel, which implies an assignment of both orientation and scale to each cortical location.
In a more speculative v ein, we note that primary visual cortex has sorted out the raw materials needed to perform a very important visual function. When a portrait (or the page before the reader) is rotated through a modest angle, it is immediately recognized as the same portrait. Subjectively its sameness stands out far more than the fact of its changed orientation this is the phenomenon of perceptual rotation invariance. If the portrait is moved away b y a modest factor (two or three), again its sameness is subjectively more salient than its reduction in size this is perceptual scale invariance. These two cases, of the separation of the intrinsic features of the observed object itself from the variables of viewing condition, are substantial challenges in pattern recognition, which somehow the visual cortex solves well. Our study shows that neurons that deal with these two elements of perceptual invariance are clustered in similar spatial arrangements and that the primary visual cortex represents orientation and spatial frequency in ways which are mathematically and structurally similar. 
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