LOUD Computing has had a huge commercial impact and has attracted the interest of the research community. Public clouds allow their customers to outsource the management of physical resources, and rent a variable amount of resources in accordance to their specific needs. Private clouds allow companies to manage on-premises resources, exploiting the capabilities offered by the cloud technologies, such as using virtualization to improve resource utilization and cloud software for resource management automation. Hybrid clouds, where private infrastructures are integrated and complemented by external resources, are becoming a common scenario as well, for example to manage load peaks.
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Cloud applications are hosted by data centers whose size ranges from tens to tens of thousands of servers, which raises significant challenges related to energy and cost management. It has been estimated that the Information and Communication Technology (ICT) industry alone is responsible for 2-3 percent of the global greenhouse gas emissions. Therefore, we must find innovative methods and tools to manage the energy efficiency and carbon footprint of data centers, so that they can operate and scale in a cost-effective and environmentally sustainable manner. These methods and tools are often categorized as Data Center Infrastructure Management (DCIM) to monitor, control, and optimize data centers with extensive automation. DCIM must also effectively manage the quality of service provided by the data center, since cloud customers require high reliability, availability, usability, and low response times. While significant advancements have been made to increase the physical efficiency of power supplies and cooling components that improve the Power Usage Effectiveness (PUE) index, such improvements are often circumscribed to the huge data centers run by large cloud companies. Even stronger effort is needed to improve the data center computational efficiency, as servers are today highly underutilized, with typical operating range between 10 and 30 percent. In this respect, advancements are needed both to improve the energy-efficiency of servers and to dynamically consolidate the workload on fewer, and better utilized, servers.
This special issue has offered the scientific and industrial communities a forum to present new research, development, and deployment efforts in the field of green and energy-efficient Cloud Computing. Indeed, the special issue attracted a large number of good quality papers. After two or, in some cases, three rounds of reviews-each involving at least three expert reviewers-18 papers have been selected for publication among the 44 initially submitted. The accepted papers have been split into two issues of this journal. The present issue includes nine papers that focus on the opportunities offered by the modern virtualization technology for reducing energy consumption and carbon emissions, through techniques and methods that aim to achieve optimal allocation and scheduling of virtual machines (VMs), both in single platforms and in geographically distributed scenarios involving multiple data centers. A forthcoming issue will include nine papers that are more specifically devoted to the efficient management of the physical infrastructure of data centers and cloud facilities.
K. Li in [1] develops a queuing model for a multicore system with workload-dependent dynamic power management. The author derives for that model the necessary and sufficient conditions that allow the average task response time to be minimized. The most impressive result of this work is the establishment that the power consumption reduction, constrained by the performance guarantees, can be studied in a similar way as performance improvement (average task response time reduction) subject to power constraints. The work also reports several speed schemes to demonstrate the fact that for the same average power consumption, it is possible to design a multicore processor so that the average task response time is shorter than a multicore processor with uniform clock rate.
In [2] , an eco-aware approach is presented that relies on the definition, monitoring and utilization of energy and CO 2 metrics combined with the use of innovative application scheduling and runtime adaptation techniques. The aim is to optimize energy consumption and CO 2 footprint of cloud applications as well as the underlying infrastructure. The authors have developed a layered approach for the definition of usage and power/energy metrics at three different layers, the application layer, the VM layer and the infrastructure layer. Starting from the real-time analysis of those metrics, they have defined an eco-aware scheduler that drives the allocation and execution of VMs within a single site as well as in federated cloud infrastructure, and is capable of obtaining reduction of carbon emissions up to 80 percent.
While there is a vast literature on the efficient management of cloud platform at the virtualization level, there is still much room for improving the environmental impact through a better management at the application level. For example, the correlation between the characteristics of applications and the behavior of the VMs that host the applications should be better investigated and exploited. This is the intent of the study presented in [3] : the authors propose an approach to control the applications during their life-cycle, from design to execution. At design time, the approach suggests the optimal set of VMs to be deployed according to the application profile; at run time, a set of adaptation strategies are enacted to reduce CO 2 emissions. These strategies are based on the information available at the application level to reduce the environmental impact once the applications are deployed in a virtualized infrastructure. The potential for improvement, when using the presented approach, can lead to a 60 percent reduction of CO 2 emissions, without degrading performance.
Tracking energy consumption and CO 2 footprint of cloud applications becomes even more difficult when applications are complex and span multiple cloud computing platforms. The authors of [4] focus on the energy-efficient execution of scientific workflows that need to be deployed across multiple data centers due to their large-scale characteristics. The optimal allocation of virtual machines must consider that workflow tasks have dependencies and communication constraints which make them differ significantly from unrelated tasks. The solution presented in the paper, EnReal, addresses such challenges by leveraging the dynamic deployment of virtual machines: an energy consumption model is devised, and a corresponding energy-aware resource allocation algorithm is proposed for virtual machine scheduling. The approach has been evaluated through a wide set of simulation experiments executed over the CloudSim framework.
The energy-efficient management of geographically distributed data centers is also the subject of [5] . The authors focus on the significant impact of "geotemporal inputs", i.e., the time-and location-dependent factors that may impact energy consumption. Among such factors, they consider realtime electricity pricing enabled by the deregulated electricity market, the cooling efforts needed at different sites and different times, and the availability of renewable energy. The difficult problem of scheduling the VMs in a geographical context is tackled through a two-stage approach, which combines best-effort global optimization, driven by genetic algorithms, with deterministic local optimization for constraint satisfaction. A reported simulation study based on real traces of temperatures and electricity prices shows that considerable energy cost savings, of up to 28.6 percent, are achievable compared to a baseline control method that applies VM consolidation without considering geotemporal inputs.
In [6], the classical problem of VM consolidation, i.e., reduce the energy consumption of a data center by packing the running VM instances to as few physical machines as possible, is considered. Since VM consolidation is an applied form of the NP-hard bin packing problem, it cannot be solved in large data centers using classical centralized approaches. In [6], the problem is tackled using an original approach, partly inspired by the state-of-the-art in the peerto-peer field. Specifically, the physical machines of the data center self-organize in a hypercube overlay network, and each host autonomously decides if some VMs should be offloaded to improve the consolidation ratio. In this case, hypercube connections are used to choose the target hosts and migrate the VMs. The benefits of the approach, in terms of energy-efficiency and scalability, derive from the properties of the overlay structure, i.e., low number of connections, reduced number of exchanged messages and strong resilience to high churn rates.
Dai et al. also investigate the problem of energy-aware placement of VMs onto a subset of (active) servers in [7] . They formulate the problem using integer programming, prove that it is NP-hard, and propose two greedy approximation algorithms to reduce the energy consumption while satisfying the tenants' service level agreements (SLAs). Their results demonstrate that the algorithms efficiently produce placements that are close to optimal in terms of energy consumption, while satisfying all SLAs.
In a similar context, Goudarzi and Pedram propose a scalable solution to the VM placement problem in [8] . Specifically, they propose a hierarchical placement framework that accounts for both server and cooling power in seeking lower operational costs. The results show that their hierarchical resource manager computes VM placements significantly faster than centralized solutions, while also lowering operational costs.
In [9], Luo et al. propose eCope, a general framework for adapting the power state of hardware components, according to the system's workload characteristics. They demonstrate the use of eCope for three systems: the Taobao distributed file system, the MySQL database, and the Apache Web server. Their results show significant dynamic power savings at the cost of only a slight performance degradation.
We hope that this special issue will help the community understand the state of the art, determine future goals, and define architectures and technologies that will foster the adoption of greener and more efficient cloud resources. We would like to thank all the researchers who submitted papers, and all the reviewers who helped improve the quality of the published papers. Finally, we also warmly thank the TCC administrator, Ms. Joyce Arnold, and the Journals Coordinator, Ms. Erin Espriu, for supporting the special issue.
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