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for Median-Unbiased Estimators 
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Harvard University 
Communicated by the Editors 
A generalized Cramer-Rao analogue for median-unbiased estimators having 
continuous joint density functions is given by defining a dispersion measure, joint 
diffusivity, analogous to the generalized variance in mean-unbiased estimation 
and extending the usual definition of median-unbiasedness to the multivariate case. 
The resulting inequality is valid for multivariate distributions with a vector 
parameter. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
Sung, Stangenhaus, and David [3] have introduced an analogue of the 
Cramer-Rao inequality for median-unbiased estimators with continuous 
density functions depending upon a single real-valued parameter, in which 
the usual mean-unbiasedness is replaced by median-unbiasedness, variance 
is replaced by diffuusiuity, and the Fisher information is replaced by the 
absolute moment of the sample score; here, diffuusiuity is defined to be the 
reciprocal of twice the median-unbiased estimator’s density height 
evaluated at its median point. 
The present paper extends the Cramer-Rao analogue given by Sung 
et al. [3] to the case of multivariate observations with vector-valued 
parameter, with a restriction on the form of the parametric functions of 
interest, and compares the resulting inequality to the generalized 
Cramer-Rao inequality. 
Let X= (X,, . . . . X,) be a random vector of n i.i.d. random variables 
having a joint density function f(x; 0), 8 E 0, where x stands for the obser- 
vations x,, . . . . x, and 8 for the parameters 8,) . . . . 0,. The parameter space 
0 is either the Euclidean r-space Rr or a rectangle in R’. Let zj(0) be a 
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real-valued function on 0, which is partial-differentiable with respect to ei, 
i= 1, . . . . r, j= 1, . . . . k. Let Y= (6,(X), . . . . 6, (X)) be an estimator of r(8) = 
(T,(e), ***, r/c(@). 
The generalized Cramer-Rao inequality states that, under certain 
regularity conditions (cf., Zacks [4, p. 194]), 
z-( r; e) - c(e) r-l(e) c(e) (1) 
is non-negative definite for all t)E 0, where Y is mean-unbiased for r, 
C( r; 0) is the covariance matrix of Y, Z(0) = (Z,(e)),,, is the information 
matrix with Z,(0) = E,[(~/iXli) log f(X; 0) . (a/86,) log f(x; e)], and 
c(e) = w,m,, is the matrix of partial derivatives C,(e) = (8/aej) ri( 0); 
the non-negativity of (1) implies, when C(0) is nonsingular, that the 
generalized variance det(,?J r; t?)> of Y is bounded below by 
Cdet{C(e)}12/det{Z(e)}. (2) 
The above discussion of the generalized Cramer-Rao inequality in terms 
of scalar observations also holds true for vector observations, as was 
pointed out by Anderson [ 1, p. 801. 
In order to develop an analogue of (2) for median-unbiased estimators, 
as given in Section 2, a generalized definition of median-unbiasedness and 
an analogue of the generalized variance in mean-unbiased estimation are 
required. 
Let X, = (X,, , . . . . X,,), a = 1, . . . . n, be a random sample of size n from a 
p-variate distribution, with joint density f(xi, . . . . x,; t9), where x, stands 
for the ath observation (x,i, .,., x,), tl= 1, . . . . n, and 0= (e,, . . . . 0,) E 
OCR’. 
Consider the problem of estimating parametric functions 
w = h(e), . . . . wm 
where ri(0) is a real-valued function on 0. We shall denote an estimator 
of w, 
y= (6, (Xl, ***, x,1, .*., Jk(X,, . . . . X,)), 
by Y= (8, (X), . . . . S,(X)), where X=(X,, . . . . X,). 
For the sake of brevity, let A = [X: 6, (X) < r1 (e), 6,(x) < 
t2 w, . . . . b,(X) c r,(e)], and let subscript(s) denote the anlogues of A with 
the corresponding “less than” sign(s) changed to “greater than” sign(s). 
For example, A, = [X:6,(X) > ti (e), 6,(X) < r,(B), . . . . 6,(X) < r,(0)], and 
A 1,2,...,r = [X:6, w > 5 w, 6,~) > t,(e), . . . . 6,(x) > de)i. 
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DEFINITION 1. Y = (6, (X), . . . . 6,(X)) is called median-unbiased for z(O) 
if, for all 8 E 0, 
Pr, [A] = Pr, [A,] = ... = Pr, [AJ 
=Pr,CA,,,]= ... =Pr,[A,-,,,I 
= . . . 
= pre CA,,,, . . . kl. (3) 
For the case of p = k = r = 1, Definition 1 reduces to the usual definition 
of median-unbiasedness. If the joint density of Y is of continuous type, then 
each probability in (3) has the value 1/2k, and Definition 1 implies that 
Prs[6j(X) > z,(O)] = Pr, [S,(X) < r,(O)] = l/2 
for all j= 1, . . . . k and for all 8 E 0. 
Since the criterion of median-unbiasedness cannot be met exactly for 
discrete distributions, we assume from now on that the joint density of Y 
is continuous. 
We now extend the notion of diffusivity given by Sung et al. [3] to the 
case of a continuous joint density function with several parameters. 
DEFINITION 2. Let Y = (Y,, . . . . Yk) be a random vector having a 
continuous joint density function g( yi, . . . . y,; 6J), where 8 = (0,) . . . . 0,) E 
0 c R’. Assume that Y is median-unbiased for (zi (O), . . . . r&q). Then 
i/2kgh ce), z2(e)3 . ..? zk(e); e, 
is the joint diffusivity of Y. 
When k = 1, Definition 2 reduces to the definition of diffusivity given by 
Sung et al. [3]. 
2. A GENERALIZED CRA~R-RAO ANAL~GUE 
In the present section we develop an analogue of (2) using extended 
median-unbiasedness and joint diffusivity. 
We assume that Y= (6, (X), . . . . 6,(X)) is median-unbiased for z(O) = 
h (w, . . . . s,(O,)) and that Y has a continuous joint density g( y; O), where 
Y = (Yl, ***3 y,) and 8 = (0,) . . . . 0,) E 0. rj(ej) is assumed to be a real-valued 
differentiable function of f?,, j= 1, . . . . r. 
Note that we restrict attention to the case where zi is a function of only 
GENERALIZED CRAMkR-RAO ANALOGUE 207 
Oi, i= 1, 2, . . . . r, and the number of parametric functions of interest is the 
same as the number of unknown parameters. These two restrictions will be 
required in the sequel. 
Suppose that the following regularity conditions hold: 
(i) tarMel . . .%I,) f(x; 0) exists for all 0 E 0. 
(ii) 0 < EB If(X; 0))‘(P/L@, . . f 83,) f(X; 0)l < cc for all 6 E 0. (4) 
THEOREM. Under the regularity conditions (4), 
Note that the Cramer-Rao analogue presented by Sung et al. [3] is a 
special case of (5) in which p = r = 1. 
Proof The critical part of the proof is to take the rth difference of g 
at its median (r,(er), . . . . ~~(0,)). For convenience, let y= (y,, ,,,, y,), 
dy = n:= I dyj, dx = n: =, I-If= I dx,i, and 8 + A0 = (8, + de,, . . . . 8, + A@,), 
where Aej belongs to a neighborhood to 0, j= 1, . . . . r. 
We consider the probability: 
s 
r,(& + A&) 
. . . 
G(&) s 
TIC& + AR) 
g(y;e+Ae)dy. (6) 
r,(@,) 
Note that the jth integral sign in (6) can be decomposed in two ways as 
s 




s 3 (7) q@,) -m -cc 
and 
where only (7) is used initially; if we apply the decomposition given in (7) 
to all integral signs in (6) and use the fact that the following equality holds 
for all j= 1, . . . . r, such that 
I s T,(ej+ A ,). . . .-. g(y; . .) 19, + Aej, . ..) dy -00 
=I-j’“‘...jg(y; . . . . 0, ,... )dy, 
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then it can be shown that (6) is equivalent to 
-j-(x; 8, f de,, e,, . . . . e,) + . . . 
+ (- w-(X; 8, + de,, . . . . 8, + de,)] dx, (9) 
where A = [X: 6, (X) < z1 (e), . . . . 6,(X) CT,]. 
By the mean-value theorem, relation (6) can be written as 
for some Lj such that 0 < ij < 1, j = 1, . . . . r. 
Now we divide (9) and (10) by l-J;= 1 At), and take absolute values, 
moving the absolute value operation inside the integral in (9); this leads to 
+ 4 w, + de,) - w9i; e + 4 
6 
II A ~f(x;el,...,e,)-f(x;e,,...,e,~,,e,+de,)- . . 
-j-(x; 8, +de,, e2, . . . . e,)+ . 
(11) 
As a second step, we apply the decomposition (8) to only one of the 
integral signs in (6), say, the first integral sign for y, while the other 
integral signs are decomposed according to (7). Then we obtain the same 
inequality as (11) except that the region of integration is changed to 
CX: 6, (4 < z1 (elk . . . . a,- ,(x) < rr-, (0,- 1), 6,(x) > t,(e,)]. This step 
generates (;) inequalities. 
As (v - 1) further steps, we repeat this procedure until all integral signs 
in (6) are decomposed by (8). Of course the last step gives an integral 
whose region of integration involves inequality signs that are all the same: 
cx:6, (4 > z1 vu, . . . . d,(x)>z,(e,)], just as in (11). 
Eventually we can express the probability (6) in 2’ ways and each way 
gives the same inequality as (11) except for the region of x on which the 
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integral is evaluated. Such 2’ regions of x are disjoint and the union of all 
such regions of x is the appropriate Cartesian product. 
Hence adding all 2’ inequalities together and letting Aej+ 0 for all 
j = 1, . ..) r, we obtain 
We identify the right-hand side of (5) as an analogue of the generalized 
Cramer-Rao lower bound (2) for the problem of simultaneous median- 
unbiased estimation of functions of a vector parameter, though the 
generalization has a limitation in the form of parametric functions that can 
be treated. An important special case, of course, is the estimation of 
e = (e, , . . . . t9,) itself, which has the form required in theorem can be met. 
The case r = 2 allows a form of the bound reminiscent of the form of the 
usual 2-parameter Cramer-Rao bound: 
1 
a* log j-(x; e) + a log j-(x; e) a i0g j-(x; e) 
ae, ae, ah ae2 
(12) 
In mean-unbiased estimation, the lower bound of the generalized variance 
for r = 2 is given by 
17;(R,)-7;(e2~,‘~(E~[a~og~~;e)12E,[alog~~;e)]2). 
i [ 
ai0gfwvi0gf(x;e) 2 _ E 
e 
ah 11) ae2 (13) 
Comparing the denominator of (12) to that of (13), one might interpret the 
former as the “median-unbiased” analogue of generalized two-dimensional 
information. 
EXAMPLE 1. Let X, = (Xalr . . . . X,,), CL = 1, . . . . n, be observations of p 
characteristics on a random sample of size n from a p-variate normal 
distribution 
fx,,, .._, Xap(~al~ . . . . xapP) = (lPnY’* exp 
i 
-$ (XCP42}? 
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where E,,Xni=pi, i= 1, . . . . p. Let Xi be the sample mean of the ith charac- 
teristic. Since X;s are independent, (Xi, .,., XP) has a p-variate normal 
density 
h,, ,_., x~(Y,, . . . . Y,) = W27P w {-b/2) i cyi-PJ2}. 
i=l 
Obviously (X,, . . . . Xp) is median-unbiased for (pi, ,.., pp) and has the mode 
at (h, . . . . pP). Henc its joint diffusivity is given by (2n/n)-p/2. Also, the 
right-hand side of (5) becomes (flip= i E,, (Cz= I (XNi-- pJl)-', since 
Cz= 1 (xai- Pi), i= 1, -, p are independent. But Ci = I (Xxi - pi) - N(0, n) 
for all i. Therefore the right-hand side has the value (2/q’%&-P = 
(2n/7~-~/~. Hence (X,, . . . . XP) attains its lower bound. 
EXAMPLE 2. Let (Xi, Y,), . . . . (X,,, Y,) be a sample from a bivariate 
normal population with parameters pi, p2, p, a:, gi. Assume that pi and 
pL2 are unknown, p is a fixed constant such that Ip] < 1, and cr: = a:= 1. - - - - 
(X, Y) is median-unbiased for (p, , p2), since (X, Y) is bivariate normal 
with parameters pi, p2, p, l/n, l/n. Its diffusivity is given by rr Jm/2n. 
It can be easily shown that the denominator of the right-hand side of (12) 
can be expressed as nE~p/(l-p2)-(pU2-(1+p2)UV+pV2)/(1-p2)2~, 
where (U, V) is bivariate normal with parameters 0, 0, p, 1, 1. A summary 
of computation of the left-hand side (LHS) and the right-hand side (RHS) 
of (12) for given values of p is shown below. The rightmost column 
indicates the ratio of LHS to RHS. 
IPI n(LHS) n(RHS) Ratio 
0.0 1.57 1.57 1 .oo 
0.1 1.56 1.53 1.02 
0.2 1.54 1.44 1.07 
0.3 1.50 1.32 1.14 
0.4 1.44 1.16 1.24 
0.5 1.36 0.99 1.37 
0.6 1.26 0.81 1.56 
0.7 1.12 0.61 1.83 
0.8 0.94 0.41 2.29 
0.9 0.68 0.21 3.32 
- - 
If p = 0, (X, Y) attains its lower bound as shown in Example 1. 
EXAMPLE 3. Let Xl,..., X, be i.i.d. N(p, 0’) random variables, where 
both p and cr2 are unknown parameters. The sample mean X is a median- 
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unbiased estimator of p since X-N@, a’/n). Let S* = C?=, (Xi-x)*. 
Since S2/a2 - xi - 1, S*/xi - 1,0,5 is median-unbiased for G*, where xZ,~,~ 
denotes the median of the chi-square distribution with u degrees of 
freedom. For convenience let T= x and Q = S*/xi_ I 0,5. Note that Q and 
T are functions of the jointly minimal sufficient statistic (1, S2) and are 
independent. Hence the joint diffusivity is a product of diffusivity of T and 
diffusivity of Q and the reciprocal of the joint diffusivity is given by 
This expression can be evaluated easily since the median value of xi- ,,0.5 
can be obtained from the table of the chi-square distribution. Now the 
denominator of the right-hand side of (12) can be expressed as 
G@-’ j_“, . ..I_“. I(~~i)(~~~-n-2)lexp( -;~i/2)dz,--a.. 
.I 
where zj=(xi-p)/(r, i= 1,2, . . . . n. This integral can be evaluated 
approximately by use of the sample-mean Monte Carlo algorithm for small 
values of n. A summary of the computation is shown below. The ratio of 
the value of the left-hand side of the inequality to that of the right-hand 
side is also given. 
n a3(LHS) a3(RHS) Ratio 
2 2.08 0.80 2.58 
3 1.04 0.58 1.79 
4 0.70 0.46 1.53 
5 0.53 0.38 1.40 
6 0.43 0.32 1.32 
The median-unbiased estimator ($ S*/& ,,0,5) of (p, 0’) does not attain 
its bound. But the ratio decreases as n increases. Note that even in mean- 
unbiased estimation, the generalized variance of the uniformly minimum 
variance mean-unbiased estimator (,Y, S’/(n - 1)) of (,u, 0’) does not attain 
the Cramer-Rao lower bound, either. 
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