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Abstract
We find the statistical weight of excitations at long times following a quench in the Kondo
problem. The weights computed are directly related to the overlap between initial and final states
that are, respectively, states close to the Kondo ground state and states close to the normal metal
ground state. The overlap is computed making use of the Slavnov approach, whereby a functional
representation method is adopted, in order to obtain de finite expressions.
1 Introcution
The Bethe ansatz method, when applicable, typically allows for a full description of the equilibrium
thermodynamics of certain strongly interacting quantum systems. The extension of the method to non-
equilibrium, is rather an open problem. In this paper we shall apply the Bethe ansatz approach to the
Kondo problem, an epitomic example of a quantum integrable system. We shall treat that system out
of equilibrium, but close to the ground state. Such a setting is achieved by considering, for example,
the long time Loschmidt echo following a quench from the normal metal ground state to the Kondo
state.
The Loschmidt echo can be written as a the following object:
L(γ) =
∑
k
e−γ |〈i|Ek〉|2, (1.1)
where γ is imaginary time.
In the Bethe ansatz approach, the states |Ek〉 are enumerated by solutions of the Bethe ansatz
equations [1–4]. The Bethe ansatz equations are a nonlinear set of equations for a set of complex
numbers, called rapidities. These describe the spins of the electrons. Indeed, in the Kondo approach
charge and spin may be treated separately. The charge sector is equivalent to a set of spinless fermions,
while the spin sector is described by the Bethe ansatz of a non-homogeneous Heisenberg system. In
the thermodynamic limit, the complex rapidities of the spin sector form line densities on the lines
ı
2nR, where n ∈ Z. The system of densities on these lines is denoted by σ . In addition, one requires
a set of integers n to describe the eigenstate of the charge system. These numbers are related to the
spinless fermion charge sector momenta . We shall, from now on, then write |σ,n〉 instead of |Ek〉,
for an eigenstate of the full Kondo problem. For more details on this procedure one may consult
Refs. [1–4] . In addition, Ref. [5] provides details of the current non-equilibrium formal approach
using the same notations.
One can then pass from a sum over eigenstates to an integral over all possible line densities of the
rapidities, σ. The price is, as to be expected, an entropy term. The result is that the Loschmidt echo,
for example, is expressed as:
L(γ) =
ˆ
exp [S − γE +A]DσDn, (1.2)
where the entropy S, and the energy E are functionals of the rapidity density, σ. The logarithm of
the modulus square of the overlap between the initial state and the eigenstate |Ek〉 becomes also a
functional of σ, which is denoted by A:
A = 2 log |〈i|σ,n〉|. (1.3)
The quantities S and E are familiar from equilibrium and are thus well-known functionals of σ, due
to their appearance already in equilibrium thermodynamics, and their expression in this context are
given in Refs. [1–4] , while a discussion of the computation of A in general in the Kondo problem
was a subject of Ref. [5]. Here we shall concentrate on the case where i is close to the ground state of
the normal metal, while σ is close to the ground state of the Kondo problem
Since the number of particles is large, the integral in (1.2) is dominated by the saddle point. The
saddle point equations read
δF
δσ
= γ−1
δA
δσ
, (1.4)
where F = E − γ−1S. The relation (1.4) was first noted in [6–8], and was termed the quench action
approach. The focus of this paper is to find the right hand side of this equation in the problem described
above.
2 Bethe Ansatz Description of Low-lying States
As mentioned in the introduction, we shall use the Bethe ansatz description of the initial and final
states in a quench. To do so, we shall need to recount some facts about the Bethe-ansatz diagonaliza-
tion of the Kondo problem [1–4] .
First we note that an eigenstate of the Kondo problem can be obtained by first writing an eigenstate
for the spin system associated with the electron. This state is written as |σ〉, where σ is the density
distribution of rapidities that determines the spin state. Once the spin state has been determined the
charge sector is described by spinless free fermions, which undergo a phase shift at the impurity, the
magnitude of which depends on the spin system, such that we write δ(σ) for this phase shift. The
expression for the phase shift may be found in [1–5]. To stress this fact we write |n, δ(σ)〉 for the
charge system, where n denotes a set of integers n = {ni}Ni=1, which are related to the wave vectors
of the spinless electrons through ki =
2pini
L . Spin charge separation is embodied in the relation:
|σ,n〉 = |σ〉 ⊗ |n, δ(σ)〉. (2.1)
The spin-state |σ〉, is a highest state in a spin multiplet. Two states must be in the same multiplet
and have the same spin projection to have an overlap. The rapidities inσ arrange themsleves in strings.
We shall be interested only in the case where the strings are of length 1, such that all rapidities in σ
are actually arranged on the real axis. The distribution of rapidities may have holes. If the initial state
is of that form then the final state is also of that form. This is the case, for example, when one applies
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a small magnetic field. The ground state with a magnetic field is a state where holes are introduced
into the ground state. If the number of electron is N and there are M rapidities then the spin of the
state is N −M .
We denote by v the set of rapidities vi of the initial, normal, and u the set of rapities, ui, of the
final Kondo state
v = {vi}M+1i=1 , u = {ui}M+1i=1 . (2.2)
The free fermion problem is described in the Kondo approach by setting
vM+1 = −g−1 − ı
2
+ δ (2.3)
and letting δ tend to 0 at the end, while the rest of the rapidities {vi}Mi=1, obey the non-interacting
Bethe ansatz equations. In fact, we shall denote by σ(0) the distribution of the normal state rapidities
for M = N2 , namely for a singlet state (from now on N, the number of electrons, is assumed to be
even for convenience). The density, σ(0), is given by:
σ(0)(x) =
N
2 cosh pix
, (2.4)
We also define the set of rapidities v(0) as the set of rapidities corresponding to a density given by
(2.4)
The addition of the impurity causes an order 1 change in the density describing the distribution of
the rapidities, as well as the addition of any order 1 number of holes in the distribution of rapidities,
such that all distributions of rapidities on the real axis in question in this paper are given by σ(0) of
Eq. (2.4), to leading order (namely to order N ), and all deviations from this distribution are of order
1.
We shall also be interest in the function fδσ which denotes the shift in the location of the final
state rapidities due to the variation of the density:
δvi = fδσ(vi). (2.5)
Varying the density is required to compute the variation derivative on the RHS of (1.4). The shift of
the location of the rapidities, fδσ, under such a variation of the rapidity distribution is related to the
change in the line density of the rapidities in the following fashion:
δσ(u)(x) = −∂x(σ(u)(x)fδσ(x)). (2.6)
Since δσ ∼ 1 and σ ∼ N then fδσ ∼ 1/N .
We shall also need the set (with repetitions) of inhomogeneities, z, which is given by
z =
( ı
2
− 1
g
,
×N︷ ︸︸ ︷
ı
2
, . . . ,
ı
2
)
. (2.7)
We define four sets (with repetitions), c(i),where i can take one of four values i ∈ {NK,KK,NN, 0}:
c
(i) = lim
u′→u,v′→v,v′(0)→v(0)


u ∪ v i = NK
u
′ ∪ u i = KK
v
′ ∪ v i = NN
v′(0) ∪ v(0) i = 0
, (2.8)
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For any set with repetitions , S, we define the polynomial QS, as the monic polynomial with zeros on
the set S and only on S:
QS(x) =
∏
x∈S
(z − x). (2.9)
3 Bethe Ansatz Description of the Overlaps and Norms
The overlaps and norms are given by a Slavnov determinant [9] given here in a form due to Kostov
and Matsuo in Ref. [10] :∏
j
(−Qz(bj + ı)Qz(aj))−1 detB(a∪b) = 〈a|b〉, (3.1)
where the matrix B is given by:
B
(c)
kj = δi,j −
Qz(ck)Qc(ck + ı)
Qc(ck)Qz(c
(i)
k + ı)
1
ck − cj + ı . (3.2)
This particular form of B was given in Ref. [11]. We shall naturally denote:
B(i) ≡ B(c(i)). (3.3)
Computing the inverse of B(i) allows to compute the variation of the logarithm of the determinant,
which is the object we are interested in. The inverse is encoded inR(i) as follows:
R(i)(z, c(i)k ) =
∑
k
(B(i)−1)jk
z − c(i)k
. (3.4)
It was established in [5] that R so defined solves the following integral equation:
R(i)(z, w) −
˛
e−Nϕ
(i)(z′)R(i)(z′ + ı, w)dz′
2piı(z′ − z) =
1
z − w −
γ(i)(w)
z + ı2 + g
−1 . (3.5)
where:
e−Nϕ
(i)(z) =
Q
c(i)
(z + ı)
Qz(z + ı)
Qz(z)
Q
(i)
c (z)
(3.6)
and the contour of integration surrounds here and below the real axis. Here the contour of integration
also surrounds the point w. (In Ref. [5], the contour of integration surrounded also the lines cN+1, but
we adopt a different convention here and make the requisite adjustments associated with this change.)
The function γ(NK)(w) is to compensate for the fact that the contour integral in (3.5) does not
surround the rapidity cN+1 = −g−1 − ı2 + δ. As such this function is given by:
γ(NK)(w) = − Res
z→cN+1
e−Nϕ(z)R(NK)(cN+1 + ı, w). (3.7)
For i = KK there is nothing to compensate for and the contour surrounds all rapidities, as such
γ(KK) = 0.
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A more useful property that allows to compute γ(NK)(w) is that the following condition must be
satisfied (see Ref. [5]):
R(NK)(−g−1 + ı
2
, w) = 0. (3.8)
As we shall see below this condition allows to compute γ(NK) more readily than (3.7), since the
former may be applied after δ → 0, while the limit procedure must be applied explicitly to make use
of the latter.
4 The Integral Kernel
We shall want to find a form for e−Nϕ
(0)(z) valid in the thermodynamic limit. To that aim, we first
find the function whose jump discontinuity is (2.4) up to a constant multiplicative factor. Namely we
look for the following integral:
ˆ ∞
−∞
1
(z − x′) cosh(pix′) . (4.1)
The solution of this integral is facilitated by making use of the Hopf decomposition of the secant
function:
2pi
cosh(pix)
= ψ(0)
(
ıx
2
+
3
4
)
− ψ(0)
(
ıx
2
+
1
4
)
+ ψ(0)
(
− ıx
2
− 3
4
)
− ψ(0)
(
− ıx
2
− 1
4
)
, (4.2)
where ψ(0)(x) = ddx log(Γ(x)). As a function of z, the integral in (4.1) is analytic in the entire space
except at the real axis where it has a jump discontinuity of −2piıcosh(pix) . In view of (4.2) such a function
is given by the right hand side of:
ˆ ∞
−∞
1
(z − x′) cosh(pix′) = ı×
{
ψ(0)
(− ız2 + 14)− ψ(0) (− ız2 + 34) Im(z) > 0
ψ(0)
(
+ ız2 +
3
4
)− ψ(0) (+ ız2 + 14) Im(z) < 0 . (4.3)
Which gives
exp
(ˆ z ˆ ∞
−∞
1
(z − x′) cosh(pix′)
)
= C ×


Γ2(− ız2 + 34)
Γ2(− ız
2
+ 1
4
)
Im(z) > 0
−Γ
2( ız2 +
3
4)
Γ2( ız
2
+ 1
4
)
Im(z) < 0
, (4.4)
for some unimportant constant, C .
We thus find:
ϕ(0)(z) = log
(
z + ı2
)(
z − ı2
)−
− 2 log


Γ(− ız2 + 14)Γ(− ız2 + 54 )
Γ2(− ız
2
+ 3
4
)
Im(z) > 0
Γ(− ız2 + 54)Γ( ız2 + 14 )
Γ(− ız
2
+ 3
4
)Γ( ız2 +
3
4)
−ı < Im(z) < 0
Γ2( ız2 +
1
4)
Γ( ız
2
− 1
4
)Γ( ız2 +
3
4)
Im(z) < −ı

 . (4.5)
Note that ϕ(0)(x− ı0+) is real on the real axis.
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4.1 Fourier Transform of Kernel
The function e−Nϕ
(0)(z) (or rather this function up toO(1) corrections in the exponent) appears as the
Kernel in the main integral equation Eq. (3.5) we need to solve. It turns out that working in Fourier
space facilitates solving this equation. We thus define G˜ through the Fourier transform of the jump
discontinuiy of e−Nϕ
(0)(z), where the jump discontinuity is defined as the value of e−Nϕ
(0)(z) just
below the real axis minus the value just above, respectively. Explicitly, we define e−NG˜
(0)(P ) as:
e−NG˜
(0)(P ) =
˛
e−N(ϕ
(0)(z)+ızP ) dz
2pi
, (4.6)
where the integral is to be taken counterclockwise around the real axis. The variable P is related to
the usual Fourier space variable, p, by:
P =
p
N
. (4.7)
When referring to the contribution of the Fourier integral (4.6) only above or below the real axis
to e−NG˜
(0)
we shall make use of e−NG˜
(0)
± , respectively:
e−NG˜
(0)
± (P ) = ∓
ˆ ∞±ı0+
−∞±ı0+
e−N(ϕ
(0)(z)+ızP ) dz
2pi
. (4.8)
We shall also denote as ϕ
(i)
± (z) as the analytical continuation of ϕ
(i)(z) from above or below the real
axis, respectively.
After defining the Fourier transform we now proceed to study its behavior.
The Fourier integral may be performed by the saddle point method. We first take care of the part
of the contour integral above the real axis. For large P we find three saddle points, two of which are
related to the expansion of ϕ
(0)
+ around the points ± ı2 . These saddle points are:
z
(A)
∗ = ı
(
1
2
− 1
P
+ . . .
)
, z
(B)
∗ = −
(
ı
2
+
1
P
+ . . .
)
(4.9)
A third saddle point, z
(C)
∗ , has a larger negative imaginary value, and is irrelevant to the calculation
since the steepest descent contour does not pass through it.
It can be ascertained that the steepest descent contour passes through z
(B)
∗ , which we denote
simply by z+∗ . This produces a large and positive G˜+, for large P :
G˜
(0)
+ (P ) = ϕ
(0)(z∗) + ız+∗ P + · · · = P + log
(
− pi
2
e4P 3
)
+ . . . (4.10)
For P negative it is possible to deform the contour to infinity in the upper half plane without
obstruction, where the integrand of the Fourier integral tends rapidly to zero, so the G˜
(0)
+ (P ) may be
considered positive and infinite for negative P . In fact, G˜
(0)
+ (P ) , diverges as P tends to zero from
above. For small positive P , the saddle point turns out to be at large z. Indeed, for
z
(j)
∗ =
( ı
P
) 1
3
=
sign(P )
|P |1/3 e
ı(pi6+(j−1) 2pi3 ), (4.11)
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the saddle point condition ∂zϕ
(0) = −ıP is satisfied approximately, and z is large. Here j runs from
1 to 3 . The value of the action at these saddle points is given by:
ϕ
(i)
+ (z
(j)
∗ (P )) + ıPz
(j)
∗ (P ) =
3|P |2/3
2
eı
2pi
3
j . (4.12)
The steepest descent contour passes through z
(0)
∗ , where action diverges to positive infinity as P tends
to zero from above.
As P decreases from infinity, the saddle points z
(A,B)
∗ continue moving on the real axis until
some critical P at which point a bifurcation occurs. Before this point, at the value P+∗ = 2pi, where
z
(B)
∗ (P∗) = 0 (one can ascertain from (4.5) that indeed ϕ
′(0)
+ (0) = −2piı) the function G˜ obtains a
minimum, as can be seen by expanding G˜(P∗(z)) = ϕ(0)(z)+ızP (z) z around z = 0. One can check
that this is a global minimum by further studying the function G˜(P ). The expansion of the Fourier
action , ϕ(0)(z) + ızP , around P = 2pi and z = 0 is as follows:
ϕ
(0)
+ (z) + ızP = −d0 + ı(P − 2pi)z + 4(2G − 1)z2 + . . . , (4.13)
where
d0 = 2 log
[
Γ(14 )Γ(
5
4)
Γ2(34 )
]
(4.14)
and G is Catalan’s constant:
G =
∞∑
k=0
(−)k
(2k − 1)2 = 0.951597 . . . . (4.15)
Note that
0 < d0 ≃ 1.56638 . . . . (4.16)
Eq. (4.13) allows one to conclude that:
z+∗ (P ) = ı
2pi − P
8(2G − 1) + . . . (4.17)
Putting this result back in the Fourier action gives:
e−N(ϕ
(0)
+ (z
+
∗ (P ),P )+ız
+
∗ (P )P ) = e
Nd0−N(P−2pi)
2
16(2G−1) . (4.18)
Such that the saddle point approximation for e−NG
(0)
+ is given by:
e−NG˜
(0)
+ (P ) =
1
4
√
piN(2G − 1)e
Nd0−N(P−2pi)
2
16(2G−1) , (4.19)
Now we look at the part of the Fourier contour integral below the real axis. The action behaves
around the points ± ı2 as follows:
ϕ
(0)
− (z) + ıPz ≃ ∓
ıpi
2
+ log
(
z ∓ ı
2
)
+ ıPz. (4.20)
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Such that the saddle point for large P behave as:
z
(1,2)
∗ = ± ı
2
+
ı
P
(4.21)
If P is positive the steepest descent contour passes through z
(2)
∗ and otherwise it passes through z
(1)
∗ ,
such that the action at the relevant saddle point, which we denote simply by z−∗ , is given by:
ϕ
(0)
− (z∗) + ız
−
∗ P =
|P |
2
− log(P ) + ıpi
2
∓ ıpi
2
. . . (4.22)
Namely, the action is large and positive both at large positive and negative P . A global minimum
of the action occurs at P−∗ = 0. at which point z
(±)
∗ (0) = 0 (one can ascertain from (4.5) that
indeed ϕ
′(0)
− (0) = 0). The fact that the function G˜ obtains a minimum can be seen by expanding
G˜−(P∗(z)) = ϕ
(0)
− (z) + ızP (z) around z = 0. One can check that this is a global minimum by
further studying the function G˜−(P ). The Fourier action then looks around z = 0 and P = 0 as
follows:
ϕ
(0)
− (z) + ızP = −d0 + ıPz + 4(2G − 1)z2 + . . . , (4.23)
giving:
z+∗ (P ) = −ı
P
8(2G − 1) + . . . (4.24)
One may now compute the saddle point approximation of e−NG˜
(0)
− just as before. In fact one may
incorporate the result already obtained for e−NG˜
(0)
− into the final result the encompasses both G˜+ and
G˜−:
e−NG˜
(i)(P ) =
1
4
√
piN(2G − 1)
∑
±
e
Nd±
i
−N(P−P
±
∗ )
2
16(2G−1) , (4.25)
where
d±i = d0 −∆ϕ(i)(0± ı0+). (4.26)
In this equation we further defined
∆ϕ(i) ≡ ϕ(i) − ϕ(0) (4.27)
and
P+∗ = 2pi, P
−
∗ = 0. (4.28)
The Gaussian function behaves as a delta function for P which varies on a scale of order 1 or more
(or, equivalently, p varies on a scale of N or more):
e−NG˜
(i)(P ) ∼ 1
N
∑
±
eNd
±
i δ(P − P±∗ ), (4.29)
for small P , namely for P ≪ 1√
N
(or equivalently p ≪ √N )the function e−NG˜(i)(P ) hardly varies
and we may write:
e−Nϕ
(i)
± (x) ∼ δ±,−eNd
−
i δ(x). (4.30)
This approximation is valid when x varies on a scale larger than 1√
N
.
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5 Solution of the Integral Equation
We define e−NS˜(P,w) as a function that solves the following equation
e−NS˜
(i)(P,w) −
ˆ ∞
0
NdQe−N [G˜
(i)(P−Q)+S˜(Q,w)+Q] = χP>0e−ıNPw, (5.1)
an equation which is closely related to the Fourier transform of (3.5). Indeed, we shall later relate the
solution of (5.1) to the solution of (3.5).
We solve Eq. (5.1) by positing the following leading order expressions for e−NS˜
(i)(P,w) for posi-
tive P of order 1:
e−NS˜
(i)(P,w) =
{
e−N [ıP (w+ı)−ϕ
(i)
− (w)] + . . . 0 < P < Re[Λ(w)]
e−NıPw + . . . P > Re[Λ(w)]
, (5.2)
where here
Λ(w) = −ϕ(i)− (w). (5.3)
To keep Λ(w) real we must take w to be away from the real axis. The deviation from real w is small
and of order 1N , since ϕ
(0)
− (x) is real for x real.
To ascertain that (5.2) provides a solution to (3.5) note that the Q integral in Eq. (5.1) allows the
integrand to pass through the saddle point. Indeed, assuming Eq. (5.2), the integrand for P < ReΛ(w)
is the exponent of the following expression, up to terms independent of Q˜ , which is defined as
Q˜ = P −Q:
−N [G˜(0)(Q˜)− ıQ˜w]. (5.4)
We have taken i = 0, without loss of generality since corrections to that choice are of order 1N . The
integral is to be performed over Q˜ < P . For w real the saddle point lies at imaginary Q˜, due to the
symmetry G˜(0)(Q) = G˜(0)(−Q), which is due in turn to the fact that ϕ(0)− is real on the real axis. This
entails that G˜(0) is real on the imaginary axis, where the saddle point is to be found. The integral may
now be performed by noting that if the integral is not restricted to positive Q˜ < P we have:
N
ˆ
dQ˜e−N [G˜
(i)(Q˜)−ıQ˜w] = e−ϕ
(i)(w) (5.5)
and the restriction to Q˜ < P does not matter in the saddle point approximation, since the saddle point
on the imaginary axis is reached by deforming the path of integration of Q˜ for positive P .
Now we shall consider the case left out in Eq. (5.2), namely P < 0 and of order 1. We have:
e−NS˜
(i)(P,w) =
ˆ ∞
0
NdQe−N [G˜
(i)(P−Q)+S˜(Q,w)+Q], P < 0. (5.6)
Note that the right hand side of this equation may be computed once S˜(P,w) is known for positive P ,
e.g., by using Eq. (5.2) for Q of order 1. Nevertheless, the integral in (5.6) does not pass through the
saddle point, and thus always give a subdominant contribution. The outcome is that it will not appear
in the calculation below.
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Given e−NS˜
(i)(P,w) for arbitrary w, we may easily construct a solution of (3.5). First, given S˜, we
constructM as follows:
M(i)(z, w) = 1
z −w +
ˆ ∞
−∞
NdP
(
e−NS˜
(i)(P,w) − χP>0e−NıPw
)
, (5.7)
or in Fourier space:
M(i)(P,w) = −χP<0e−NıPw + e−NS˜(i)(P,w), (5.8)
where it is assumed the w is on the real axis.
The functionM solves the equation:
M(i)(z, w) −
˛
C
e−Nϕ
(i)(z′)M(i)(z′ + ı, w)dz′
(z − z′)2piı =
1
z − w. (5.9)
Thus R is given by
R(i)(z, w) =M(i)(z, w) − γ(i)(w)M(i)
(
z,−g−1 − ı
2
)
, (5.10)
where γ(KK) = 0, while γ(NK) is given by:
γ(NK)(w) =
M(NK)(−g−1 + ı2 , w)
M(NK) ( −g−1 + ı2 ,−g−1 − ı2) (5.11)
such that Eq. (3.8) is satisfied.
Now we consider the case where |P | ≪ 1. In this case we may treat e−Nϕ−(z) as a delta function
concentrated around z = 0 (see Eq. (4.30)):
e−Nϕ
(i)
− (z) = eNd
−
i δ(z) (5.12)
and thus we have the following solution of Eq. (5.9) forM:
M(i)(z, w) = 1
z − w + ı
1− 2pie−Nd−i
z(w − ı) . (5.13)
6 Computation of the Nonequilibrium Sources
In [5] we wrote a form for the variation of the logarithm of the determinant in Eq. (3.1), but we shall
use here a different form of this variation, which we derive below in the first subsection, while in the
next subsection we shall used the derived expression in order to compute the non-equilibrium sources.
The nontrivial part of this calculation is the logarithm of the determinant in Eq. (3.1), to which we
shall devoted our attention.
First, let us note that we are interested in computing:
δσ(u) log
|〈u|v〉|√
|〈u|u〉||〈v|v〉| , (6.1)
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where δσ(u) relates to the variation of the rapidities vi. This variation is given, through Eq. (3.1), by
the following:
δσ(u) log
|〈u|v〉|√|〈u|u〉||〈v|v〉| = Re limu′→u tr
[
(δσ(u)B
(u∪v))B(u∪v)−1 − (δσ(u)B(u
′∪u))B(u
′∪u)−1
]
.
(6.2)
For brevity, using the notation of Eq. (3.3), we shall write this as:
δσ(u) log
|〈u|v〉|√
|〈u|u〉||〈v|v〉| = Re tr
[
(δσB
(i))B(i)−1
]i=NK
i=KK
. (6.3)
In fact, the . . .i=NKi=KK will always denote subtracting the result of . . . when KK is substituted for i
from the result when NK is substituted from i, and the variation δσ will always suggest a variation
of u, where for i = KK a limiting procedure is implied as above. Namely, u and u′ are first to be
employed, then the variation is to be taken and finally u′ is to be let to tend to u.
6.1 Variation of the Logarithm of the Determinant
To find trace appearing in (6.3), we first note that we are interested in the trace of the following object:
(δB(l)B(l)−1)ik =
∑
j
δσ
(
Q
(l)
c (ci + ı)
Qz(ci + ı)
Qz(ci)
Q
′(l)
c (ci)
1
ci − cj + ı
)
B
(l)−1
jk (6.4)
(to avoid confusion we remark that B(l)−1 is the inverse of B(l), where B(l) is given in Eq.(3.3)).
More explicitly, making use of Eqs. (3.2) and (3.4) we may write:
(δB(l)B(l)−1)ik = R(l)(ci + ı, ck)δσQ
(l)
c (ci + ı)
Qz(ci + ı)
Qz(ci)
Q
′(l)
c (ci)
+ (6.5)
+
Q
(l)
c (ci + ı)
Qz(ci + ı)
Qz(ci)
Q
′(l)
c (ci)
(
δciR′(l)(ci + ı, ck) +
˛
fδσ(s)R(l)(s, ck)
(ci + ı− s)2
ds
2piı
)
,
where R′(z, w) ≡ ∂zR(z, w).
We compare (6.5) with the following double contour integral where the w contour surrounds the
z contour, which surrounds the real axis, we drop the superscript (l) for brevity for this calculation:
‹
dwdz
(2piı)2(w − z)R(z + ı, w)δσe
−Nϕ(z) = (6.6)
=
˛
dw
2piı
δσ
˛
dz
2piı(z − w)R
(σ′)(z + ı, w)e−Nϕσ(z)
∣∣∣∣
σ′=σ
Taking the variation with respect to σ explicitly, one obtains:‹
dwdz
(2piı)2(w − z)R(z + ı, w)δσe
−Nϕ(z) = (6.7)
=
∑
i
˛
dw
2piı
R(ci + ı, w)
w − ci δσ
Q
(i)
c (ci + ı)
Qz(ci + ı)
Qz(ci)
Q
′(i)
c (ci)
+
Q
(i)
c (ci + ı)
Qz(ci + ı)
Qz(ci)
Q
′(i)
c (ci)
δci∂ci
R(ci + ı, w)
w − ci ,
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where the sum is only over those i’s for which ci is on the real axis. Namely, excluding cN+1 if
l = NK . The w integral may now be performed to obtain:
‹
dwdz
(2piı)2(w − z)R(z + ı, w)δσe
−Nϕ(z) = (6.8)
=
∑
i
R(ci + ı, ci)δσQ
(i)
c (z + ı)
Qz(z + ı)
Qz(z)
Q
′(i)
c (z)
+
Q
(i)
c (ci + ı)
Qz(ci + ı)
Qz(ci)
Q
′(i)
c (ci)
δci∂ciR(ci + ı, ci)
where the integral over w surrounds the integral over z and R′ denotes a derivative ofR with respect
to the first argument.
Let us now compute the variation related to the diagonal N + 1 element in the case where B(i) in
question is B(NK). The rapidity cN+1 in this case is cN+1 = −g−1 − ı2 + δ. Namely, this rapidity
does not lie on the real axis and,and is thus missed in the treatment above. A similar calculation to the
one just performed, keeping in mind that the N + 1 rapidity is kept fixed ( δcN+1 = 0) gives:
(δσB
(NK)B(NK)−1)N+1,N+1 = Res
z→cN+1
e−Nϕ(z)
(
−Nδσϕ(cN+1)R(NK)(cN+1 + ı, cN+1)+
+
˛
fδσ(s)R(NK)(s, cN+1)
(cN+1 + ı− s)2
ds
2piı
)
(6.9)
Here it is implied that the limit δ = cN+1− z1+ ı→ 0 has not been taken. The integral on the second
line is order 1 and can be dismissed, as we shall see that the leading order correction is of order N .
To see that the integral on the second line is indeed only of order 1 consider that a factor of order N
can only come from large momenta, of order N (p ∼ N or P ∼ 1) of the numerator in the integrand.
fδσ is assumed to have only low momentum content, then the large momenta can come only from R.
However, such large momentum cannot be offset against any other term in the integral and thus there
is no such contribution.
We now turn to the first term in (6.9). Due to Eq. (3.7) it may be recognized as:
Nδσϕ(cN+1)γ
(NK)
(
−g−1 − ı
2
)
(6.10)
Since γ(NK)
(−g−1 − ı2) = 1 we conclude that to leading order :
(δσB
(NK)B(NK)−1)N+1,N+1 = Nδσϕ(cN+1) (6.11)
Comparing (6.5,6.8) and (6.11) one obtains
trδσB
(i)B(i)−1
∣∣∣i=NK
i=KK
=
‹
dwdz
(2piı)2(w − z)R
(i)(z + ı, w)δσe
−Nϕ(z)+
−
‹
dwdze−Nϕ
(i)(z)
(2piı)2(w − z)
[
fδσ(z)∂wR(i)(z + ı, w) −
˛
ds
2piı
fδσ(s)R(i)(s,w)
(z + ı− s)2
]i=NK
i=KK
+
+Nδσϕ
(0)
(
− ı
2
− g−1
)
, (6.12)
to leading order, which as we shall confirm later is O(N). The w integral surrounds the z integral
which surrounds, in turn, the s integral.
12
6.2 Computation
Having the variation of the determinant in terms of R and a solution for R, we proceed to compute
the variation of the determinant. To this purpose, we first define
m(i)(w,P ) = e
−N
[
S˜(P,w)−ıP (w+ı)+ϕ(i)− (w)
]
. (6.13)
From (5.2) we have that
m(i)(w,P ) =
{
1 0 < ϕ(i)(w) − P ∼ 1
0 0 < P − ϕ(i)(w) ∼ 1 . (6.14)
and
m(i)(w,P ) = m(0)(w,P −∆ϕ(i)(w)), (6.15)
for P,P −∆ϕ(i)(w) > 0 and ∆ϕ is defined in (4.27).
From which one may conclude
ˆ ∞
0
m(i)(w,P )dP = ϕ(i)(w) + c, (6.16)
where c ≪ 1, according to (6.14). We can also compute the following integral which will appear
later: ˆ ∞
0
m(i)(w,P )PdP =
ˆ ∞
max(0,∆ϕ(i))
m(0)(w,P −∆ϕ(i)(w))PdP = (6.17)
=
ˆ ∞
0
m(0)(w,P )(P +∆ϕ(i)(w))dP + o(1/N) =
= ϕ
(0)
− (w)∆ϕ
(i)
− (w) + c˜+ o(1/N),
where c˜ is independent of i and thus an unimportant constant, as will become apparent later.
First concentrate on the contribution to (6.12) obtained by substitutingM(i)(z, w) forR(i)(z, w),
reserving for later the substitution of γ(i)(w)M(i)(z,−g−1 − ı) , which from Eq. (5.10) constitutes
the second part of R(i)(z, w). We have for the contribution currently under consideration:
N
˛
dw
(2piı)2
ˆ
m(i)(w,P )dP
ˆ
dz
e−Nϕ
(i)
− (z)
w − z × (6.18)
×
[
N
δϕ
(i)
− (z)
δσ
− ∂zfδσ(z + ı)− fδσ(z)∂w
]
eN [ıP (z−w)+ϕ
(i)
− (w)]
∣∣∣∣∣
i=NK
i=KK
=
= N2
ˆ
dz
2piı
ˆ
m(i)(z, P )dP
[
δϕ
(i)
− (z)
δσ
− fδσ(z)ϕ′(i)− (z) + ıP (fδσ(z)− fδσ(z + ı))
]∣∣∣∣∣
i=NK
i=KK
.
Here we have taken z integration to be solely under the real axis. This is because the momentum con-
tent of e−Nϕ
(i)
+ (z) lies around P = 2pi, whereM(i) already decays, thus giving a negligible contribu-
tion. The part of the integration contour of z which is below the real axis where e−Nϕ
(i)
+ (z)contributes
non-trivially to the double integral as we shall see.
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We can further use Eq. (6.17) and (6.16) to write the following expression for the contribution
under current consideration:
N2
ˆ [
ϕ
(i)
− (x)
[
δσϕ
(i)
− (x)− fδσ(x)ϕ′(i)− (x)
]
+ ϕ
(0)
− (x)ϕ
(i)
− (x)(fδσ(x)− fδσ(x+ ı))
]i=NK
i=KK
dx.
(6.19)
We have kept only terms of order N (the integral is of order 1/N after taking the difference between
i = NK and i = KK). It is at this point at which one observes that terms related to c˜ of Eq. (6.17)
drop out to leading order in N .
We should also check for the low P behavior of the same contribution, but when inserting (5.13)
forM one obtains an expression which is only of order 1 and thus negligible as compared to (6.19):
N
ˆ
dz
2piı
ˆ
dw
2piı
eNd
−
i
z − wδσdiδ(z)
[
1
z + ı− w + ı
1− 2pie−Nd−i
(z + ı)(w − ı)
]i=NK
i=KK
= (6.20)
= N δσdi|i=NKi=KK = O(1).
We now turn to γ(i)(w)M(i)(z,−g−1 − ı) . The integral thus obtained has the following form in
the low P limit:
ˆ
dz
2piı
ˆ
dw
2piı
eNd
−
i δ(z)
w − z δσd
−
i
M(NK)(−g−1 + ı2 , w)M(i)
(
z + ı,−g−1 − ı2
)
M(NK) ( −g−1 + ı2 ,−g−1 − ı2) =
= N
ˆ
dz
(2piı)2
eNd
−
i δσdi
M(NK)(−g−1 + ı2 , 0)M(i)
(
ı,−g−1 − ı2
)
M(NK) ( −g−1 + ı2 ,−g−1 − ı2) =
= O(e−Nd
−
i ). (6.21)
The large P limit similarly has an exponentially small contribution and is also discarded.
Our main result then is:
δσ(u) log
|〈u|v〉|√|〈u|u〉||〈v|v〉| = NRe
[
δσϕ
(0)
(
− ı
2
− g−1
)
+ (6.22)
+ N
ˆ
dx (fδσ(x)− fδσ(x+ ı) + δσ − fδσ(x)∂x)ϕ(0)− (x)ϕ(i)− (x)|i=NKi=KK
]
,
where we have added to (6.19) the last term in (6.12).
7 Conclusion
The purpose of this paper is to obtain the behavior after a quench from an initial normal metal state to
the Kondo state at long times. As explained in the introduction, to find this behavior, Eq. (1.4) must
be solved. An expression for the left hand side of that equation is familiar from equilibrium physics.
The right hand side, namely the functional derivative δAδσ , must be calculated, whereupon it serves
as a source term in the equilibrium equation. The functional derivative, δAδσ , was computed here to
be given by Eq. (6.22), the main result of this paper, plus a source term associated with the charge
sector, which is much simpler to compute and may be obtained by looking up Ref. [5]. To make use
of the result of this equation, Eq. (6.22), one must first compute the postulate a change of density
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δσ associated with an excitation over the Kondo ground state. After postulating δσ the motion of the
individual rapidities, which is described by fδσ, must be calculated. This is facilitated by the relation
between δσ and fδσ given in Eq. (2.6) . With these at hand, all the elements of the right hand side
(6.22) are given, and one may proceed to solve Eq. (1.4).
We leave the solution of Eq. (1.4), for different initial states and for different values of γ to future
work, restricting the purpose of this paper to obtaining the more general equations from which such
solutions may be obtained.
Our approach may be compared to other approaches. For example one may in particular study
the similarities to the developments presented in Refrs. [12–15], which are based on the axiomatic
approach. It seems that the approach presented here may be complimentary to approach presented in
the latter references. A thorough comparison, which will also serve to validate the current approach
is left to future work. Nevertheless, we note that the current approach has the potential of being
generalizable to other cases in which the initial and final states may not be close to the ground state.
In such a case, the solution of the integral equation central to our approach, Eq. (3.5), has to be of
course reconsidered for the particular case at hand. The current paper then serves as a starting point
for such investigations.
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