This paper considers an inverse problem for wave propagation in a perturbed, dissipative half-space. The perturbation is assumed to be compactly supported. This paper shows that in dimension three, the perturbation is uniquely determined by knowledge of the Dirichlet-to-Neumann map on an open subset of the boundary.
Introduction
In this paper, we consider an inverse problem for wave propagation modeled by the equation (r 2 + q(x))u(x) = 0 ; (1) where x is in R 3 and q can be complex-valued. This equation arises in the propagation of electromagnetic [1] , [3] and acoustic [5] , [8] waves.
We consider the problem in the half-space x 3 < 0. In the lower half-space, q(x) diers from the constant q only in a region of compact support. Here the imaginary part of q(x) and q are assumed to be non-negative.
For this wave propagation problem we consider an inverse boundary value problem for the lower half-space. In particular, we specify Dirichlet data on the top surface: uj x 3 =0 = f; (2) together with an outgoing radiation condition in the lower half-space. We assume that the boundary data f is in the Sobolev space H For boundary data in this space, it is known that the boundary value problem (1), (2), together with radiation conditions, has a unique solution [1] .
Thus the normal derivative @u=@x 3 on the surface x 3 = 0 is uniquely determined. The mapping from H 1=2 to H 1=2 : u j x 3 =0 7 ! @u @x 3
is called the Dirichlet-to-Neumann map. Such maps have been used a great deal recently in the study of inverse problems [13] , [7] , [10] , [9] , [11] . Knowledge of the Dirichlet-to-Neumann map is equivalent, in a certain sense, to scattering data [1] .
The inverse boundary value problem is to determine q(x) in the lower halfspace from knowledge of . In the case in which the Dirichlet-to-Neumann map is dened on the boundary of a compact region, it is known [13] that knowledge of uniquely determines q(x). The purpose of this paper is to extend this result to the half-space geometry. For the case in which q is purely real, the half-space uniqueness question was studied in the unpublished manuscripts [14] and [4] . Here we consider the complex case.
The theorem and proof
We consider two equations of the form (1). We denote the two qs b y q 1 and q 2 , and we will use subscripts to denote the corresponding associated solutions, Green's functions, Dirichlet-to-Neumann maps, etc.. We assume that the general region of space containing the possible perturbations q 1 and q 2 is known. We denote by B a large open set containing the supports of q 1 and q 2 . W e also assume that the perturbation is strictly contained in the lower half-space, so that the closure of B does not intersect the boundary x 3 = 0 .
The proof of the theorem will make use of the Dirichlet Green's function, which can be dened as follows by the method of images. We use a tilde to denote the image point, so thatỹ is the point obtained by reecting y across the y 3 = 0 plane. First we recall that the free-space outgoing Green's function corresponding to the medium parameters in the lower half-space is 
Proof. We apply the divergence theorem and radiation condition (7) Proof. The proof involves a series of ve lemmas. The rst two show that knowledge of the Dirichlet-to-Neumann map suces to determine the Dirichlet Green's function outside the perturbation in q. The third and fourth lemmas establish a version of the Green's theorem identity that is often used for uniqueness arguments. The last lemma, which is roughly based on the uniqueness proof in [6] , shows that linear combinations of the Dirichlet Green's functions can be used to approximate the Sylvester-Uhlmann solutions. Here the second equality follows because w vanishes outside B, which implies the vanishing of the boundary terms arising from integrating by parts. 2
The proof of the theorem concludes with the observation that Lemma 2.6 guarantees that we can use linear combinations of the functions G D to approximate the Sylvester-Uhlmann solutions [13] , which are of the form to approximate j = (x; j ) with 1 + 2 = , and thus on the left side of (10) obtain the Fourier transform of q 1 q 2 . Since this Fourier transform can be made arbitrarily close to zero, q 1 = q 2 : 2
