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Abstract: Since the early eighties, computer technology has become increasingly relevant to 
lexicography. Computer science will probably not be the only technological discipline which may 
have implications for future computerized lexicography. Some developments in the fields of lan-
guage technology, information technology and knowledge engineering, may support lexico-
graphical practice and enhance the quality of the resulting dictionary. The present paper discusses 
how the analysis and interpretation of electronic corpus data by the lexicographer may be 
improved by automatic linguistic analYSiS, by better access to the corpus, and by a more flexible 
communication with the computer system. As a frame of reference, first an indication of the state of 
the art in computerized leXicography will be given, by a concise discussion of three projects at the 
Institute for Dutch Lexicology INL considered in an international context: the conversion of the 
Woordenboek der Nederlalldsche Taal WNT (Dictionary of the Dutch Language Based on Historical 
Principles) to electronic form, the compilation of the Vroegmiddelllederlands Woordellboek (Dictionary 
of Early Middle Dutch) in a computerized lexicographer's workbench, and the INL Taalbank (INL 
Language Database). Although the topic of this paper is technology, focus is on functional rather 
than technical aspects of compu terized lexicography. 
Keywords: COMPUTERIZED LEXICOGRAPHY, ELECTRONIC DICTIONARY, ELEC-
TRONIC TEXT CORPUS, LEXICOGRAPHER'S WORKBENCH, INTEGRATED LANGUAGE 
DATABASE, AUTOMATIC LINGUISTIC ANALYSIS, INFORMATION RETRIEVAL, USER 
INTERFACE 
Samenvatting: Sinds het begin van de tachtiger jaren, is de computertechnologie in toene-
mende mate relevant geworden voor de lexicografie. Maar de computertechnologie zal waarschijn-
lijk niet de enige technische discipline zijn die implicaties heeft voor de toekomstige, computer-
ondersteunde lexicografie. Ontwikkelingen in de taaltechnologie, informatietechnologie en kennis-
technologie zijn van belang voor de ondersteuning van de lexicografische praktijk en daarmee de 
verhoging van de kwaliteit van het woordenboek. In dit artikel \;Vordt besproken hoe de analyse en 
interpretatie van electronische corpusgegevens door de lexicograaf kan worden verbeterd door 
automatische linguistische analyse, door betere toegang tot het electronische tekstcorpus en door 
een flexibeler communicatie met het computersysteem. AIs referentiekader wordt eerst een indruk 
gegeven van de huidige stand van zaken met be trekking tot gecomputeriseerde lexicografie, door 
een beknopte bespreking van drie projecten van het Instituut voor Nederlandse Lexicologie, 
geplaatst in een internationale context: de ornzetting van het Woordenboek der Nederlandsche 
Taal WNT in elektronische vorm, de vervaardiging van het Vroegmiddelnederlands Woordenboek 
in een geautomatiseerde lexicografische werkomgeving en de INL Taalbank. Hoewel het onder-










































118 J.G. Kruyt 
werp van dit artikel technologie betreft, valt de nadruk niet op de technische, maar op de functio-
nele aspecten van de gecomputeriseerde lexicografie. 
Trefwoorden: COMPUTERONDERSTEUNDE LEXICOGRAFlE, ELECTRONISCH WOOR-
DENBOEK, ELECTRONISCH TEKSTCORPUS, LEXICOGRAFISCH WERKST ATION, GEINTE-
GREERDE TAALBANK, AUTOMATISCHE L1NGUISTISCHE ANALYSE, INFORMATION 
RETRIEVAL (GEEN NEDERLANDS EQUIVALENT), GEBRUlKERSINTERFACE 
1. Introduction 
Since the early eighties, computer technology has become of increasing impor-
tance for lexicography. The compilation of dictionaries is being more and more 
computerized (d. Clear 1987 vs. Glassman et a1. 1992). Electronic dictionaries 
have obvious advantages over printed dictionaries with respect to access to the 
dictionary information and reusability of the product (e.g. Harteveld 1991). For 
this reason, comprehensive reference works are converted from printed to elec-
tronic form (e.g. the Oxford English DictionalY OED; Simpson 1986). A variety of 
topics concerning machine-readable dictionaries is covered by a new 
specialism: computational lexicography (d. Magay and Zigany 1988; Boguraev 
and Briscoe 1989). The advances over the past years have been relevant to three 
projects at the Institute for Dutch Lexicology INL. The Woordenboek der Neder-
landsche Taal WNT, the Dutch counterpart of the Oxford English DictionalY OED, 
is being converted to electronic form and will be available on CD-ROM, proba-
bly in autumn 1995. For the compilation of the Vroegmiddelnederlands Woorden-
boek VMNW (Dictionary of Early Middle Dutch), an automatized lexicogra-
pher'S workbench has been developed, which ensures immediate storage of 
compiled entries into a dictionary database. The INL Taalbank (lNL Language 
Database), originally a closed electronic text cOIpus intended for lexicographi-
cal purposes only, is being developed towards a dynamic multifunctional lan-
guage database. 
Converting printed reference works into electronic products is, of course, 
a passing activity, as new reference works will directly be produced in electro-
nic form. For reasons of quality (d. Sinclair 1987), new dictionaries will be 
based on the analysis of large electronic text corpora rather than on introspec-
tive methods only. This also applies to commercial dictionaries, as is evident 
from the corpus-based Collins Cobuild English Language DictionalY (1987) and 
Longman Language Activator (1993). Computerized compilation of dictionaries, 
which improves at least consistency in the dictionary, will become more effi-
cient by faster and more powerful computers. But computer science will proba-
bly not be the only technological discipline which may have implications for 
future computerized corpus-based lexicography. Some promising develop-
ments in language technology (in a broad sense, including computational lin-










































Technologies in Computerized Lexicography 119 
eering may support lexicographical practice and enhance the quality of the 
resulting dictionary. The present paper will discuss how the analysis and inter-
pretatio~ of co~us data by the lexicogr~phe~ ~ay be improved by. automatic 
linguistIc analysls, by better and more dlverSlfied access to electroruc text cor-
pora as well as to electronic reference works, and by a more flexible communi-
cation with the computer system (section 3). These developments will be 
related to future INL projects in section 4. The paper concludes with a discus-
sion of more general implications for the lexicographer's knowledge and skills. 
As a frame of reference, first an indication of the state of the art in computer-
ized lexicography will be given by a concise discussion of the above-mentioned 
!NL projects in an international context (section 2). Although the topic of this 
paper is technology, focus will not be on technical issues but on the functional 
aspects of computerized. lexicography relevant to the lexicographer. 
2. Computerization at the Institute for Dutch Lexicology INL 
2.1 Introduction 
The INL has a long tradition in corpus-based lexicography. The Woordenboek der 
Nederlandsche Taal WNT is based on a large corpus of written quotations, just 
like its counterparts OED, Deutsches Wdrterbuch, and other dictionaries 
originating in the nineteenth century. The long tradition implies that the tradi-
tional corpus-based activities are well-known and, in spite of the lexico-
grapher's liberties, more or less standardized. Basically, this is a good condition 
for computerizing the lexicographical process. The compilation of the Dictio-
nmy of Early Middle Dutch VMNW in an automatized environment, is an exam-
ple of computerized traditional lexicographic practice (2.3). 
In line with the institute's policy of corpus-based lexicography, the INL 
started building a large electronic text corpus of present-day Dutch in the early 
eighties, in view of a dictionary of 20th and 21st century Dutch, planned after 
completion of the WNT. As a consequence of the growing global interest in 
large electronic text corpora in the past few years, this corpus will be a compo-
nent of a multifunctional collection of electronic texts, rather than used for lexi-
cographical purposes only (2.4). 
The reason for converting the WNT into an Electronic WNT (2.2) is not only 
to have flexible and fast access to the wealth of informatiori included in this 
dictionary. It will also be an easy accessible, valuable reference work during the 
compilation of the envisaged dictionary of 20th and 21st century Dutch. The 
Electronic WNT, covering the Dutch language from the 16th-20th century, will 
additionally be an important component of the future INL Integrated Language 
Database of 12th-21st Centwy Dutch (4). 
In these projects, the computer is used in essentially three types of proces-










































120 J.G. Kruyt 
ment, carried out by computer scientists. The linguistic encoding of text cor-
pora belongs to the field of language technology, more specifically natural lan-
guage processing (3.1), and is carried out by computer linguists, whereas com-
puter scientists are responsible for the implementation of the encoded corpora 
into storage and retrieval systems. The development of the Electronic WNT is 
first of all a matter of text technology. By text technology, we mean processing 
of text (rather than language) by the computer mainly based on characteristics 
of the (typo)graphical form and textual structure of a text. In the Electronic 
WNT project, text technology more specifically concerns the automatic assess-
ment of the information categories (contents) of text fragments, on the basis of 
the graphical form and structure of the dictionary text as well as the lexico-
graphical structure of the entries (form) (2.2). This job requires a special com-
bination of linguistic and programming expertise. Most software for the INL 
projects was developed in-house. 
2.2 Electronic Woordenboek der Nederlandsche Taal WNT 
The Electronic WNT project started in 1984, a little later than its model project, 
the New OED project (Simpson 1986). Mainly due to limiting financial condi-
tions, the project has not yet resulted in an Electronic WNT. Cooperation with 
the Dutch electronic publishing firm AND in the past two years, will result in 
the publication of a CD-ROM, probably in autumn 1995. The basis for it will be 
a WNT-text file encoded for information categories. That is, the running WNT-
text will be interrupted by tags specifying the type of information conveyed by 
a text fragment. The encoding enables the user to have multi-path access to the 
information in the electronic dictionary. Not only the headword, traditionally 
the entry to dictionary information, but each encoded information category can 
be used in queries, either separately or in combination (d. Kruyt 1989). 
The conversion of the printed dictionary text into an encoded text file 
requires essentially three steps. First, the printed text is to be converted into its 
equivalent in machine-readable form. Ideally, the corrected machine-readable 
text file should be the input for the automatic encoding for information catego-
ries. In practice, this is not feasible, due to structural ambiguity in the dictio-
nary entries and to 'lexicographical economy', i.e. all means applied by the lexi-
cographer for reasons of economy of space, such as abbreviations, dashes 
replacing words, incomplete references to repeated sources, etc. A prior text 
revision supporting the automatic encoding, is required. This may be done 
during the conversion to machine-readable form (the first step), or as an inter-
mediate second step (d. Kruyt and Van der Voort van der Kleij 1992-93). 
Except for some minor points, this approach is similar to the one followed in 
the New OED project (d. Berg et a1. 1988). 
Since 1982, text processing facilities have been utilized in the production 










































Technologies in Computerized Lexicography 121 
Ca. 69.000 columns of dictionary text were available in printed form only, and 
were to be converted to machine-readable form. Initially this was done by 
retyping the dictionary text, followed by manual correction, later on by optical 
character recognition (OCR) with computer-aided correction (Kruyt and Van 
der Voort van der Kleij 1992, 1993), and most recently by retyping the dictio-
nary text twice, the correction being supported by the automatically detected 
differences between the two versions. The conversion and textual revision 
steps were carried out by different partners in the course of the project. As a 
consequence, the input texts for the automatic encoding differ with respect to 
the supporting text revisions. But this is not the only factor complicating the 
preparation of a uniformly encoded WNT-text file. The quality of the first Elec-
tronic WNT on CD-ROM will mainly be determined by characteristics of the 
dictionary itself (inconsistency caused by lexicographers' liberties, revised lexi-
cographical methods, etc.; d. Moerdijk 1994) and the feasibility to compensate 
for that. 
The Electronic WNT project differs from the NEW OED project in some 
respects. Due to limiting financial conditions, our project has become a long-
standing project, which subsequently caused the project to be less attractive for 
external funding by commercial firms. This, of course, also applies to similarly 
comprehensive, rather ambitious and financially risky projects. As a con-
sequence, the project structure and the choices to be made could not always be 
the most desirable ones. This is the major reason for the different methods 
applied by the various institutions involved, referred to above. On the other 
hand, limiting conditions stimulated us to achieve the largest possible effi-
ciency. The conversion to machine-readable form by OCR at the time, though 
dismissed in the New OED project (Berg et al. 1988) and still a controversial tool 
for computerizing large scale resources (Doom et al. 1993), resulted in a con-
siderable reduction of costs per column, to a considerable saving of time for the 
subsequent text revision process, and to a higher quality of the output, due to a 
high degree of computerization of the whole process at our institute (Kruyt and 
Van der Voort van der Kleij 1992-93). ' 
The WNT is not yet completed. In view of the complete Electronic WNT, 
the question arises how to compile the remaining volumes. The traditional way 
implies a similar conversion and encoding process as described above. Going 
over to compilation in a database structure, as has been done in the Woordeboek 
van die Afrikaanse Taal WAT project (Harteveld 1991, 1994), implies a funda-
mental revision of the lexicographer's working method. The question was 
hardly relevant to our institute. The financial basis for progress and continuity 
of the Electronic WNT project was insufficiently firm, and the date of comple-











































122 J.G. Kruyt 
2.3 Lexicographer's workbench for the Dictionary of Early Middle Dutch 
VMNW 
The compilation of the Dictionary of Early Middle Dutch VMNW, covering the 
Dutch language of the 13th century, started in 1988. The dictionary is based on 
an electronic corpus of Early Middle Dutch texts (mainly the Corpus Gysseling), 
containing ca. 1,6 million word forms. The corpus has interactively been 
encoded for part of speech, inflection, and present-day Dutch head word. 
Characteristics of the dictionary and the corpus are described in Pijnenburg 
(1991). 
From 1989 up to 1993, the Electronic Data Processing (EDP) department at 
the INL developed a lexicographer's workbench for the VMNW project. This is 
an information system in which the electronic corpus, the lexicographer's 
working environment and the lexicographical database are mutually linked 
subsystems integrated into a relational database system. Compilation is com-
puterized to a large extent. The four lexicographers have on-line access to the 
database system through workstations in a local area network. The system 
allows the lexicographers to select text materials from the corpus (basically but 
not exclusively the headword instances) and to copy it to their working envi-
ronment. The lexicographer's analysis and interpretation of the text materials is 
supported by different views on the data, mainly tables and concordances 
(selected word forms in their local context), as well as by various sorting and 
rearranging options according to the parameters identified in the database sys-
tem. For the word forms, these parameters are the above-mentioned linguistic 
categories and position in the document, and for the documents, date and place 
of origin, and text genre. The linguistic encoding allows for queries addressing 
both word form and part of speech level, separately and in combination. The 
system enables the analyzing and interpreting lexicographer to classify concor-
dances according to lexicographical criteria (e.g. the headword's meaning) by 
marking them with a code. Subsequently, these codes become parameters for 
selection, sorting and rearrangement actions, in addition to the just-mentioned 
parameters already identified in the database system. The result of the lexi-
cographer's investigations is recorded into skeleton template entries displayed 
on the screen, with separate fields for the various information categories in the 
dictionary. Consistency and efficiency are enhanced by some built-in system 
fadlities. For example, specific fields, such as part of speech, are immediately 
checked by the system for their formal contents. Selected quotations are 
directly copied from the corpus subsystem to the lexicographical database. The 
printed version of the dictionary is derived from the lexicographical database. 
For a more detailed description from the lexicographer's point of view, we refer 
to Schoonheim (in press). 
When compilation started in 1988, it was not obvious to what extent and 
how the computer could be utilized in the project. At the time, the Cobuild pro-










































Technologies in Computerized Lexicography 123 
phy (Clear 1987). Due to technical limitations, the Cobuild lexicographers 
worked off-line for reasons of convenience and economy. Concordances were 
analyzed on the basis of paper copies. The template entries were completed in 
written form, then converted to machine-readable form by keyboarding, and 
finally loaded into a relational database. At the beginning of 1987, Clear stated: 
"it is still the case that the technology of microcomputers and network commu-
nications is unable to offer an economically competitive system which will 
allow a large team of lexicographers to compile dictionary entries without 
using pen and paper" (Clear 1987: 47). The feaSibility of a comprehensive lexi-
cographer's workbench was also topic of a lively debate among lexicographers 
and technicians, during the European Science Foundation Summer School on 
"Computational Lexicology and Lexicography", in Pisa, in 1988. Obviously, the 
technicians had an optimistic view, whereas the lexicographers were very scep-
tical about it. Against this background, the decision to develop a comprehen-
sive lexicographer's workbench for the compilation of the VMNW in 1988, may 
be called rather progressive. 
A similar integrated system for corpus-based lexicography was built in the 
Hector project, a feasibility study on high-tech corpus lexicography performed 
by Oxford University Press and Digital Equipment Corporation from 1990/91 
up to mid 1993 (Glassman et a1. 1992; Atkins 1992-93). The main difference is 
corpus size: 17,3 million words in the Hector project versus 1,6 million words in 
the VMNW project. Minor differences concern the use of three versus one 
screen by the lexicographer, the distribution of tasks over the system 
components, and access to other reference works in the Hector system. Both 
projects show the present technical limits. Handling large amounts of data, 
complex sorting and rearrangement actions and other technically complex 
processes result in unbearable performance, frozen screens, locking problems, 
etc. But the overall impression is that the lexicographer's work was faster, more 
thorough, more consistent, and "infinitely more fun" (Atkins 1992-93:6). 
2.4 INL Language Database 
In 1980, the INL started building a large, electronic text corpus of present-day 
Dutch for lexicographical purposes. A corpus-based dictionary of present-day 
Dutch is envisaged after completion of the WNT (Van Sterkenburg 1983). In 
accordance with the lexicographic views at the time, the corpus should be a 
representative sample of the Dutch (written) language (Martin et al. 1985). As 
machine-readable text was hardly available, most texts were converted from 
printed to machine-readable form by OCR (Van der Voort van der Kleij 1986). 
The so-called '50 Million Words Corpus' now consists of ca. 1600 full texts, with a 
total amount of ca. 50 million word forms (tokens), corresponding with ca. 
700.000 different word forms (types). With a few exceptions, the texts date from 










































124 J.G. Kruyt 
30%) and a broad variety of topics, representing the main domains in society 
and science, within the category non-fiction (ca. 70%). An on-line retrieval 
program enables the user to define subcorpora on the basis of the parameters 
author, title or character string in title, and text number, both prior to and after 
the formulation of a query. As a consequence, queries may concern the whole 
corpus or a user-defined subcorpus. Queries are still at the level of word form. 
However, the corpus is being linguistically encoded and retrieval on headword 
and part of speech is currently developed for part of it. Output data include 
tables with type / token frequencies and distribution of word forms over the 
sources, concordances with the keyword in a user-defined context, and the 
keyword in an electronic version of the traditional quotation slip. The analysis 
of the output concordances is supported by several sorting options. 
Recent developments at a European level have resulted in a revised view 
on the function of the 50 Million Words Corpus and other electronic text collec-
tions at the INL. The 50 Million Words Corpus is one of the large electronic cor-
pora of a national language, started in the early eighties for lexicographical 
purposes (d. Zampolli and Cappelli 1983). The recent international interest in 
very large electronic text corpora (d. 3), made the national language corpora 
attractive for broader application than for lexicographical purposes only. The 
European Commission, aiming at a European infrastructure for language tech-
nology, supported a preparatory study into the feasibility of a network of har-
monized text corpora of the national languages, which could meet the needs of 
diverse (including commercial) user groups (NERC-project). This study has a 
follow-up in the PAROLE-project, in which thirteen academic and industrial 
participating partners, representing eleven language areas, aim at the specifi-
cation and implementation of the envisaged corpora network. Participation of 
the INL in the European projects has intensified the awareness of the need for 
an approach that is more oriented towards the external user, rather than 
towards the institutional lexicographers only. This is relevant to the further 
development of the INL corpora (Kruyt 1995; Van Sterkenburg and Kruyt in 
press). In addition to the closed and static 50 Million Words Corpus, an open-
ended and dynamic collection of corpora is aimed at, which can be used for a 
wide range of research and applications. Focus will be on external access to 
specific corpora selected by the user. For a flexible selection of user-defined 
subcorpora, the texts at the INL need to be classified according to as many as 
possible meaningful parameters. The retrieval of linguistic data requires the 
texts to be linguistically encoded. Access to the corpora and the linguistic data 
should be facilitated by user interfaces that are as user-friendly as possible, 
even for non-experienced users. 
A major result of these developments is the facility of on-line access by 
Internet to the on-line retrieval program developed for a new, linguistically 
encoded INL corpus, the 5 Million Words Corpus 19941. A total of seventeen text 
sources, most of them dating from 1989-1994, have been classified according to 










































Technologies in Computerized Lexicography 125 
to topic (politics, journalism, leisure, linguistics, environment, business and 
employment). These classifications, as well as bibliographic refe_rences to the 
texts, have been implemented in the retrieval program as parameters for the 
definition and selection of subcorpora. The texts have been automatically 
encoded for headword and part of speech by linguistic software developed at 
the INL, and have subsequently been loaded into the on-line retrieval program 
developed for this corpus (Van der Voort van der Kleij et al. 1994). The user can 
search for single words or word patterns, including a set of predefined syntac-
tic patterns that can be customized by the user. Queries concern the levels of 
word form, headword and part of speech, separately or in combination by use 
of Boolean operators and proximity searches. Output data include intermediate 
tables with the possibility of selecting specific items, and ultimately concor-
dances of the searched items in a user-defined context size. Under limitations 
due to copyright, the output data can be transferred to the user's computer by 
e-mail. Other facilities include a variety of sorting options. For 1995, two more 
corpora accessible in a similar way are planned: a newspaper corpus (27 mil-
lion words) and a diversified corpus, the latter with extended linguistic 
encoding. 
The European user-oriented multifunctional approach determines corpus 
development at the INL in the short term. The user group will, of course, 
include the INL lexicographers. But unlike the corpus in the VMNW project, 
the function and development of the present-day INL corpora is no longer 
exclusively determined by an internal dictionary project. In the longer term, the 
INL aims at the integration of its linguistic resources into an INL Integrated Lan-
guage Database of 12th-21st Centwy Dutch. Which characteristics this language 
database may have and how its relationship with the envisaged dictionary 
project may be, is topic of section 4. First, we will outline some recent interdis-
ciplinary developments that may have significance for lexicography, including 
the INL projects. 
3. Recent interdisciplinary developments 
3.1 Introduction 
In the past decade, machine-readable dictionaries and electronic text corpora 
have become relevant to specialisms in the fields of computational linguistics, 
information technology, and knowledge engineering. These specialisms have a 
common key problem: how to provide computer systems with linguistic 
knowledge and with world or specific-domain knowledge, in order to improve 
them. This knowledge is needed by computer systems that process (i.e. 'under-
stand' or 'produce') natural (human) language for some purpose, such as 
machine-translation, automatic text summarizing, man-machine communi-










































126 J.G. Kruyt 
relevant documents from a large text database. Machine-readable dictionaries 
and electronic text corpora are resources from which, to some extent, 
knowledge can be extracted for building a computational lexicon, which is con-
sidered a major bottleneck for natural language processing NLP (Zernik 1991), 
or for building a lexical knowledge base, which not only contains lexical infor-
mation but also has a conceptually based organisation and an inference mech-
anism (Boguraev and Levin 1990). Very large electronic text corpora are addi-
tionally used for empirical and statistical methods of automatic language ana-
lysis (Church and Mercer 1993). They contain sentence and word usage infor-
mation that was difficult to collect until recently, and consequently was largely 
ignored by linguists. 
A discussion of the various approaches in the different fields is outside the 
scope of this paper (for a historical review of NLP, see Sparck Jones 1995). 
Here, it is relevant that the automatic analysis of language has become an inter-
disciplinary topic of interest, and that some developments may have relevance 
to corpus analysis and computerized corpus-based lexicography. We particu-
larly refer to the need for sophisticated means for access to and analysis of the 
huge amounts of corpus data. We will give some examples of promising 
developments. 
3.2 Linguistic analysis 
At the level of word form, the lexicographer's analysis of corpus data may be 
supported by statistical tools. Church et al. (1991) show how mutual informa-
tion statistics (the probability of observing two words together compared with 
the probability of observing them independently) and the t-test can be used as 
measures of similarity and dissimilarity, respectively, of the words 'strong' and 
'powerful'. They argue that the use of statistics of this kind may support the 
lexicographer to sharpen the focus of definitions, highlighting salient facts and 
omitting remote possibilities, and to formulate explicit rules for choosing 
among near synonyms. These tools have been implemented in the Hector pro-
ject (Atkins 1992-93). Other examples of tools based on statistics are 'Collocate' 
and 'Typical', being developed by Sinclair (1994, 1995). 'Collocate' evaluates the 
Significance of the individual collocate in concordances. The output is a list of 
word forms with significance scores for their co-occurrence with a particular 
keyword. The tool demonstrated that eye is mostly associated with the meta-
phorical uses, with collocates such as caught, naked, evil, whereas eyes was used 
more in the physical sense with collocates such as brown, nan'ow, blue. 'Typical' 
is intended to find 'typical' citations for a certain word form and sorts con-
cordance lines in order of the combined significance value of the collocates in a 
line. The output shows a grouping of concordance lines which contain the same· 
collocate, provided with the significance value, and ordered from high to low 










































Technologies in Computerized Lexicography 127 
words in use, and it also appeared to be helpful for disambiguating different 
senses of words. For a different approach for automatic selection of the most 
representative concordances, we refer to Collier (1994). 
The analysis at other language levels than word form requires a corpus 
encoded for linguistic features. Up to now, the encoding has often been done 
manually or interactively (d. 2.3, VMNW). With the present-day multi-million 
words corpora, this is no longer feasible. In the framework of improving NLP 
(3.1), much effort is spent in developing software for automatic morphological 
analysis, part of speech tagging, lemmatizing and syntactic parsing, in particu-
lar for the English language (see issues of e.g. Computational Linguistics, Literary 
and Linguistic Computing, Computer and the Humanities). For several languages, 
automatic part-of-speech taggers and morphological analyzers have been 
developed. Lemmatizers are not yet available at a large scale. Automatic syn-
tactic parsing of unrestricted text is feasible at the level of phrasal groupings; 
the quality at the sentence level is still rather poor, even for English. Automatic 
semantic tagging and knowledge-based approaches are less developed (d. 
Pustejovsky et a1. 1993). From the point of view of the lexicographer, these 
efforts are relevant to the automatic linguistic encoding of corpora. A corpus 
encoded at whatever linguistic level, allows retrieval on the encoded linguistic 
parameters (d. 2.3, 2.4). Statistic devices can be applied on encoded linguistic 
features as well. For example, Church et a1. (1991) compute lexical preferences 
among subjects, verbs and objects, and they suggest that tables of SVO associa-
tions could be used for partitioning concordance lines into senses. 
The kind of tools discussed here support the analysis of corpus data by the 
lexicographer, firstly by allowing queries at various linguistic levels, secondly 
by computing lexical patterns that are not easily observable by human analysis, 
and finally by the facility of concordance sorting according to relevance. If 
implemented in a lexicographer's workbench, the tools provide the lexicogra-
pher with the facility to have different views on large amounts of corpus data 
with a speed and flexibility that is inconceivable within the traditional method 
of manually arranging quotation slips. Another application of the tools may be 
the classification of corpus texts on the basis of internal linguistic characteristics 
(d. Biber 1993), rather than on the more common external parameters (topic, 
bibliographic data etc.; d. 3.3). 
3.3 Access to data: information retrieval 
With the increasing availability of electronic reference works and other textual 
information that may have relevance to lexicography, the lexicographer (as 
many other people) is dependent on research in information retrieval (IR). The 
aim of IR is to provide the user with exactly the information he needs from the 
huge amounts of electronic data nowadays created. The effectiveness of a docu-










































128 J.G. Kruyt 
ments available that has actually been found) and its precision (the fraction 
from all found documents that actually is relevant). Most IR systems require 
the documents in a textual database to be 'indexed', i.e. provided with an 
abstract representation that reflects the contents of the document as good as 
possible. Different techniques have been developed (for an evaluation, see 
Wiesman 1995). In most current systems, the document representation consists 
of a number of words from the text which are considered to be representative 
for that text. The majority of IR systems only extract single word forms. This 
gives some serious problems affecting the effectiveness: (1) the user is forced to 
formulate a query using words that are Literally present in the texts,. (2) the user 
is not able to formulate a query starting off with a vague notion of what he is 
looking for, and (3) the system does not take into account that words may have 
several meanings and that many terms may have more or less the same 
meaning, being a characteristic of the natural language used both in the text in 
the documents and by the user (Karssen et al. 1994; d. Wiesman 1995). The 
relationship with the problems in NLP is evident. In addition to statistical tech-
niques, resources Like machine-readable dictionaries and phrase Lists, and rela-
tively simple NLP-techniques Like tagging and partial parsing, have proven to 
be useful contributors to improving IR effectiveness, while more sophisticated 
techniques are still in an experimental stage (Smeaton 1994). Future IR is 
expected to be concept-based. 
The development of new, multilingual concept-based IR techniques is the 
aim of a European research project described by Karssen et al. (1994). The text 
in the documents and the query stated in natural language by the user is trans-
lated into concepts denoting the meaning of the natural-language utterances (at 
the level of phrases in the sentence). Indexing consists of determining the con-
cepts that denote the meaning of the texts, while retrieval comes down to trans-
lating the query into representative concepts and matching these concepts with 
the ones representing the documents. This should be realized by the following 
method. After preprocessing, the texts' are annotated with tags denoting the 
lemma and morphological category of each word, by use of a lexicon. Then, a 
syntactic analyzer eliminates possible morphological ambiguities of words by 
deducing the syntactic role they play. The parse-structure of each utterance, 
denoting the morphological and syntactic categories of all its words, is input 
for a module that extracts meaningful chunks of text, phrases representing 
important notions of the text. After these fairly standard techniques have been 
applied, the chunks are input for a semantic analyzer which generates their 
representing concepts by calculating the right word sense (i.e. disambiguating 
the meaning of each of the individual words). The semantic analyzer makes use 
of a conceptual structure already available as a product, consisting of 25.000 
concepts organizing some 100.000 word meanings. It should be noted that this 
approach is not yet implemented into an operational system. The project, 
funded by the European Commission and carried out by universities and com-
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Progress in IR is relevant to lexicography not only for reasons of easy and 
accurate access to electronic reference works available at libraries or, for exam-
ple, the World Wide Web. A major concern in IR is to determine as good as 
possible what a text is about (the indexing stage). This is exactly what 
publishing houses and corpus builders do when they classify texts according to 
topic. The better the IR methods, the higher the quality of text classification 
according to topic, which is important for the user-defined selection of subcor-
pora (2.4). 
3.4 Access to data: user interface 
Another aspect of IR relevant to lexicographers, is the user interface, roughly 
speaking the way in which a computer system communicates with the user. 
One aspect of the lexicographer's scepticism with respect to a computerized 
lexicographer's workbench concerns the rather poor possibilities to keep a good 
overview of the data. Not only lexicographers, but also many other users these 
days are non-experts in the field of computers and are growing accustomed to 
user-friendly systems. This has led to research into methods for supporting the 
user in his queries. Wiesman (1995) evaluates some systems that have an 
intelligent search-intermediary between the user and the proper retrieval 
system, helping the user formulate and reformulate his queries. We mention 
here two techniques applied in search-intermediaries: a natural language 
interface, which allows the user to formulate a query in his own language 
rather than in a formal language, and a thesaurus or knowledge base with 
domain knowledge, by which the query can be expanded or restricted by 
replacing the concept by a more general or more specialistic concept, respec-
tively. A concept-based system additionally allows the user to fuzzily describe 
what he is looking for and then comes up with suggestions corresponding to 
the user's notion (Karssen et al. 1994). NLP and knowledge banks are appa-
rently relevant to this specialism as well. 
De Smedt et al. (1994), in a tentative project proposal in the field of medi-
cal information science, focus on a user-oriented presentation of information. 
Their aim is twofold. The contents of the information to be presented by the 
system should automatically be customized for the individual user. Secondly, 
depending on the type of information to be presented, the system should pre-
sent the information as text or as picture, text and pictures being coherently 
combined in the output of the system. The approach is a knowledge-based one. 
User characteristics and various types of information are joined in a knowledge 
graph, which is the internal representation of the message to be communicated. 
The output messages, being different depending on user-characteristics, are 
derived from the same abstract knowledge representation in the system. Essen-
tially four processes are involved in the information system envisaged. The 










































130 J.G. Kruyt 
fragment of the information to be presented. The 'generate expression' process 
generates Dutch sentences in a visual format suitable for communicative pur-
poses. The 'generate graphics' process produces the pictures. In the 'format 
multimodal text' process, the sentences and pictures are integrated and struc-
tured in a way required by the input message. 
A final aspect discussed here is access to several databases rather than to a 
single one. The VMNW-system contains three subsystems integrated in one 
database system. When various linguistic databases are available at an institute 
or even at other places, integration of different databases into one database 
may be no longer feasible or efficient. This implies the need for an flrchitecture 
which allows the user to retrieve information from several databases by use of 
a uniform interface. Merz and King (1994) describe a query facility for hetero-
geneous, non-integrated databases, from a technical point of view. The 
databases differ in their models (e.g. relational vs. hierarchical) and other tech-
nical aspects. These differences are maintained. A multi-database query lan-
guage provides a uniform interface for retrieving data from different databases. 
The multi-database query is decomposed into subqueries with operators sup-
ported by the individual database management systems. The global query exe-
cution relies on a relational database manager. From the linguistic point of 
view, Calzolari (1991) discusses the idea of accessing different types of lin-
guistic data and tools available at the institute, in a lexicographic workstation 
which is conceived as a central module able to link a number of different com-
ponents. Christ (in press), started the implementation of a modular architecture 
of a corpus query system, which accesses data originating from different 
sources, also remote ones. 
Most of the methods reported here are still in an experimental or proto-
type stage and much fundamental research is still needed for their implementa-
tion into real systems (d. De Smedt et al. 1994). The studies however demon-
strate that the developers of computer systems start getting more attention for 
user-friendly systems for use by the non-technical, unexperienced user. 
3.5 Concluding remarks 
In this section, some interdisciplinary developments have been outlined that 
may lead to more sophisticated means for access to and analysis of the huge 
amounts of corpus data in a lexicographical workbench or in a corpus system 
interface. In the mid-eighties, there was a discussion at our institute about how 
to reduce the amount of concordances retrievable from the 50 Million Words 
Corpus for words with a high frequency, in order to keep the collection of con-
cordances manageable for lexicographical analysis. At the time, statistic-based 
random reduction seemed to be most feasible. In this section, we have shown 
that the lexicographer can in principle investigate the whole amount of corpus 
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defined by the lexicographer, by grouping concordances along linguistic crite-
ria (head word, part of speech, collocates etc.), and by sorting them according 
to relevance (d. 3.1). This, of course, is a much better method than the random 
reduction. 
The developments outlined in this section may increasingly enhance the 
linguistic analysis of corpus data. Prior classification of texts for retrieval pur-
poses may become unnecessary if this activity could be replaced by high-
quality on-line information retrieval. If computers would ever succeed in inter-
preting text at a semantic level in some way, then the corpus system could even 
provide the lexicographer with preliminary interpretations of concordances. 
However, research in automatic machine-translation, for example, has demon-
strated that we have no reason for being optimistic about the term in which this 
might be feasible. Even with respect to the present results and the tools 
available, the question always is what is actually ready for implementation into 
rather complex corpus query systems and lexicographer's workbenches. 
4. Towards an INL Integrated Language Database of 12th-21st Century 
Dutch 
The developments outlined in the previous section are important to future !NL 
objectives. Within a few years, after completion of the WNT and the VMNW 
dictionaries, the !NL will have a rich collection of electronic dictionaries, text 
corpora, and lexical databases, covering many centuries of the Dutch language: 
the linguistically encoded Corpus Gysseling and the electronic Dictionary of Early 
Middle Dutch VMNW covering the 12th century (d. 2.3), the electronic Dictio-
nary of the Dutch Language based on Historical Principles WNT covering the 16th 
up to the 20th century (2.2), linguistically encoded present-day corpora (2.4), as 
well as electronic lexica (word lists with lexical information) such as the CELEX 
data for Dutch, and the Dutch spelling guide Herziene Woordenlijst Nederlandse 
Taal (1990). The period of Middle Dutch is covered by the Dictionary of Middle 
Dutch (Verwijs en Verdam 1885-1929), which will be available in electronic 
form when the concrete plans to digitize the dictionary will be realized. 
Given these collections and given the international recognition of a multi-
functional use of electronic corpora and lexica (2.4), it is not surprising that the 
INL aims at making the data collections reusable for a wider range of users 
than the INL lexicographers only, by integrating the data into an INL Integrated 
Language Database of 12th-21st Century Dutch. Although detailed linguistic and 
technical concepts for the integrated language database are not yet available, 
some basic outlines are clear. The database will be two-dimensional. One is the 
time dimension; data cover the 12th-21st century. The other is the linguistic 
dimension; for each century (or whatever period), various types of linguistic 
data are available: texts (including the quotations in the WNT dictionary), dic-










































132 J.G. Kruyt 
chronological, regional and subdomain information, etc.) and various types of 
linguistic data (e.g. morphological analyses, elaborate morpho-syntactic infor-
mation, etc.). All these data will be linked in a linguistically well-founded way 
along the two dimensions. The database will additionally include the types of 
features and relationships established in thesauruses and knowledge bases. 
The envisaged integrated language database will be a kind of knowledge base 
from which the user can easily retrieve information at different linguistic levels 
and in different representations, about the Dutch language (and culture) over 
many centuries. To illustrate this, we give two conceivable examples of poten-
tial queries. The user enters a meaning description, and the system returns all 
words that have, or had that meaning in modem or older Dutch, with infor-
mation about their etymology, domain of use, their use in collocations, etc. Or, 
a user formulates a query for a modem Dutch word, selects a particular 
meaning, and, on request, the system provides him with lists of modem or 
older Dutch synonyms, antonyms, hyponyms, etc., or words with a similar 
feature (e.g. animate, abstract, tool), whether or not presented in their natural 
textual contexts derived from texts dating from various periods of time speci-
fied by the user. The timing for a feasible implementation of the concept will be 
dependent on, among other things, the results obtained in the specialisms out-
lined in section 3. The language database will be useful for diachronic and syn-
chronic, literary and linguistic research, as well as for historians, lawyers, and, 
last but not least, lexicographers. 
The lexicographers of the planned dictionary of present-day Dutch will, of 
course, have access to the Integrated Language Database. In view of its broader 
purpose, it is however unlikely that the language database will become a sub-
component of the lexicographer's workbench in a similar way as in the VMNW 
project. More probably, a separate lexicographer's workbench will be 
developed which meets the very specific needs imposed by the character of the 
lexicographer's work (cf. 2.3). When the dictionary will have been completed, it 
will become an additional component of the Integrated Language Database. 
5. Conclusion and discussion 
The quality of future computerized corpus-based lexicography will rely on 
progress not only in the more or less traditionally related fields of linguistics 
and computer technology, but also in the fields of language technology, infor-
mation technology and knowledge engineering. Compared to the present state 
of the art (section 2), the efficiency of dictionary compilation and the quality of 
future dictionaries may be improved by advanced means supporting the 
analysis and interpretation of corpus data, as well as by flexible access to a 
variety of electronic resources of information (section 3). Here, we left aside the 
potentially favourable effects of the attempts to bridge the gap between dictio-
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the makers of dictionaries for human use and those making computational 
lexica on the other (d. SwanepoeI1994). More than ever before, lexicography is 
influenced by other disciplines. 
These developments have implications for the basic knowledge, skills and 
interests of the lexicographer, traditionally being a linguist. Experience (also at' 
our institute) has shown that no good system can be built by system developers 
(technical specialists) alone. Users have an important contribution in specifying 
the functional requirements the system will have to meet, and in evaluating 
prototypes of the system. Applied to a lexicographer's workbench for comput-
erized corpus-based lexicography, this implies that lexicographers need at least 
be interested in developments such as those sketched in section 3. In addition 
to the development of a lexicographic concept for the dictionary, they should 
preferably contribute to the concept for its implementation into the workbench, 
including the dictionary database. This tends to require more than superficial 
interest. 
Even when the interest and knowledge are present, it will be difficult to 
get to grips with the new developments in the different fields and their rele-
vance to lexicography. How to select relevant information from the huge flows 
of information and keep an overview? How to assess relevance to lexicography 
and feasibility? How to apply new developments in a project running over 
many years (d. 2.2) ? How to provide colleagues with actual relevant know-
ledge, etc. This requires a thorough understanding of relevant developments in 
the other diSciplines, and ... a lot of time. Should all this be the task of a 
speCialist in theoretical lexicography (d. Swanepoel 1994: 13, 14)? Or will the 
present interdisciplinary efforts applied to lexicography lead to a new 
specialism within language technology: lexicographic technology? 
Notes 
1. In order to get free on-line access to the INL 5 Million Words Corpus 1994 for non-commer-
cial purposes, a personal user agreement has to be signed. An electronic user agreement form 
can be obtained from our mailserver "Mailserv@Rulxho,LeidimUniv.NL". Type in the body of 
your e-mail message: "SEND [5mIn94]agreemntuse" (without the quotes), Please make a 
hard copy of the agreement form, sign it, keep a copy yourself, and return a Signed copy to 
Institute for Dutch Lexicology INL, P,O. Box 9515, 2300 RA Leiden, The Netherlands. Fax: 31 
71 272115, After receipt of the signed user agreement, you will be informed about your user 
name and password. If you need additional information, please send an e-mail to 
"Helpdesk@Rulxho,LeidenUniv.NL", 
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