In this work, we introduce bidirectional collision detection -a new algorithmic tool that applies to the collision problems that arise in many isomorphism problems. For the group isomorphism problem, we show that bidirectional collision detection yields a deterministic n (1/2) log n+O(1) time algorithm whereas previously the n log n+O(1) generator-enumeration algorithm was the best result for several decades. For the hard special case of solvable groups, we combine bidirectional collision detection with methods from the author's previous work to obtain a deterministic square-root speedup over the best previous algorithm. We also show a deterministic square-root speedup over the best previous algorithm for testing isomorphism of rings. We can even apply bidirectional collision detection to the graph isomorphism problem to obtain a deterministic T
Introduction
In an isomorphism problem, we are given two algebraic or combinatorial objects and must decide if they have the same structure. In this work, we study several different isomorphism problems and show speedups over the best previous deterministic algorithms.
We start with the group isomorphism problem where we are given multiplication tables representing two groups G and H of order n and must decide if G ∼ = H. While polynomial-time algorithms are known for a number of special cases of group isomorphism [13, 17, 18, 11, 10, 15, 2, 8, 6, 3] , the n log p n+O (1) generator-enumeration algorithm [9, 13] (cf. [14] ) has been the most efficient method for testing isomorphism of general groups since its discovery in the 1970's. The algorithm is based on the fact that every group of n elements has an ordered generating set g of size at most log p n (where p is the smallest prime dividing the order of the group). Since any isomorphism from G to H can be specified by the images of the elements of any ordered generating set of G, one can determine if G and H are isomorphic by considering each of the n log p n maps from g into H and testing in polynomial time if it specifies an isomorphism. Improving the generator-enumeration algorithm for general groups was recently noted as a longstanding open problem [12] .
In previous work [16] , the author showed a relationship between group isomorphism and collision detection and utilized it to obtain a randomized square-root speedup over the generatorenumeration algorithm 1 . In this work, we introduce the bidirectional collision detection framework -a new technique for deterministically obtaining square-root speedups for isomorphism problems. Since bidirectional collision detection in particular applies to the class of collision problems that arise in group isomorphism, we obtain a deterministic square-root speedup over the best previous algorithm for general groups.
Theorem 1.1. General group isomorphism is in n
(1/2) log p n+O (1) deterministic time where p is the smallest prime dividing the order of the group.
The main result of [16] was a deterministic square-root speedup over the generator-enumeration algorithm for the hard special case of solvable group isomorphism; the present paper extends the improved bound of [16] to general groups. Since the techniques used in [16] are independent from our bidirectional collision detection method, we can combine them with bidirectional collision detection to obtain a deterministic fourth-root speedup over the generator-enumeration algorithm for the class of solvable groups.
Theorem 1.2. Solvable-group isomorphism is in n
(1/4) log p n+O(log n/ log log n) deterministic time where p is the smallest prime dividing the order of the group.
Bidirectional collision detection can also be applied to the ring isomorphism problem to obtain a square-root speedup over the natural analogue of the generator-enumeration algorithm for rings.
In the case of graph isomorphism, bidirectional collision detection can used to obtain a deterministic T 1/ √ 2 speedup over the previous best algorithm [4] . While most algorithms for isomorphism problems can be implemented in polynomial space, our algorithms require space roughly equal to their runtimes. By breaking the underlying bidirectional collision problem up into blocks, we show that the generator-enumeration algorithm and our algorithm are extreme points of the time-space tradeoff T S = n log p n+O (1) for general group isomorphism. We also generalize Theorem 1.2 to obtain a time-space tradeoff of T S = n (1/2) log p n+O(log n/ log log n) for solvable groups. While randomized analogues of our algorithms exist, there is currently no benefit to using randomness as the time and space requirements are the same. On the other hand, using a modification of the quantum algorithm for collision detection [7] , we obtain quantum time-space tradeoffs of T √ S = n (1/2) log p n+O(1) for general groups and T √ S = n (1/4) log p n+O(log n/ log log n) for solvable groups. Analogous time-space tradeoffs exist for rings and graphs.
We start by describing our bidirectional collision-detection speedup in Section 2. In Section 3, we combine bidirectional collision detection with the generator-enumeration algorithm to obtain our deterministic square-root speedup for general group isomorphism. In Section 4, we discuss a deterministic speedup for the ring isomorphism problem. We show a deterministic fourth-root speedup for solvable-group isomorphism in Section 5. In Section 6, we show our speedups for the graph isomorphism problem. We generalize our algorithms by giving time-space tradeoffs in Section 7. We conclude with the current state of the art and open problems in Section 8.
Bidirectional collision detection
In this section, we describe a class of collision problems for which a square-root speedup can be obtained deterministically over the naive brute force algorithm. Later in our paper, we shall show how this speedup can be used to obtain faster deterministic algorithms for several isomorphism problems.
Collision detection as a game
Consider a game in which Alice and Bob have access to a tree T with root r via separate oracles. For each node x, Alice and Bob have labels λ a (x) and λ b (x). Assuming Alice knows her label λ a (x) for a node x, she can compute her labels for the children of x using her oracle; similarly, if Bob knows his label λ b (x) for a node x, he can compute his labels for the children of a node x using his oracle. In our game, Alice and Bob each start with their label for the root node. Alice then selects a set A of simple paths from the root to the leaves specified in terms of her labels for the nodes. Similarly, Bob selects a set B of simple paths from the root to the leaves specified using his labels for the nodes. No communication is allowed between Alice and Bob at any time. Alice and Bob win if the sets A and B contain a common path (i.e., there exist (v 1 , . . . , v m ) ∈ A and (u 1 , . . . , u m ) ∈ B such that each
. It is easy for Alice and Bob to win by choosing all possible paths from the root to the leaf nodes; however, they wish to win while also keeping the total number of paths |A| + |B| as small as possible.
We consider a winning strategy for Alice and Bob. First, we define several parameters that allow us to characterize the trees for which our strategy is efficient. Let N be the number of nodes in the tree T and let T 1 be the subtree of T consisting of nodes at a distance of at most d from the root of T . Suppose that T has the properties that (a) there is at least one node in T at a distance of d from the root, (b) there are at most f (N ) nodes in the subtree T 1 and (c) every subtree T 2 rooted at a node of distance d from the root contains at most g(N ) nodes
For such trees, we show a winning strategy for Alice and Bob such that |A|+|B| ≤ f (N )+g(N ). We call our method bidirectional collision detection due to an analogy with bidirectional search 2 .
2 Bidirectional search is a method for finding a path which searches from both the source and destination vertexes Alice starts by computing the set of all simple paths to leaf nodes of the subtree T 1 ; she then extends each of these paths to a simple path to a leaf node of T arbitrarily. Placing the resulting paths in A, we see that |A| ≤ f (N ). Bob starts by selecting a simple path v = (v 1 , . . . , v d ) from the root to any node v d at distance d. Clearly, v d is in the subtree T 1 . Bob proceeds by collecting all possible simple paths of minimal length from v d to leaf nodes of T into the set B ′ . By concatenating v with each path in B ′ , he obtains a set B of paths from the root of T to its leaves; B has the property that |B| ≤ g(N ).
We now argue that Alice and Bob have a path in common. It is clear that the path v used by Bob as a prefix of each of his paths agrees with one of Alice's paths u = (u 1 , . . . , u m ) on the first d nodes since Alice considers all simple paths from the root to the leaf nodes of T 1 . Let T 2 be the subtree of T rooted at v d . Since Bob considers all possible minimal length simple paths from v d to the leaves of T , it is clear that one of his paths will agree with Alice's path u. We have already seen that |A| + |B| ≤ f (N ) + g(N ). Later, we shall see in Section 3 how bidirectional collision detection can be applied to obtain a square-root speedup for general group isomorphism.
We note that as described above, it is implicitly assumed that there is always a common path in Alice and Bob's labelings of the tree T . In the problems we consider in this paper, Alice and Bob have labelings for the trees T a and T b respectively and are promised that either T a and T b have disjoint sets of leaf nodes or T a = T b . As we shall see, this corresponds precisely to determining if there is an isomorphism. Our task is therefore to decide if T a = T b . We accomplish this using the strategy described above. If T a = T b , then the sets A and B contain a common path. Otherwise, the sets A and B are disjoint. We can thus decide if T a = T b by checking which of these is the case.
A deterministic time-space tradeoff for collision-detection
We now discuss time-space tradeoffs for collision problems. First of all, it suffices to store only the leaf node at which each of the paths in A and B terminates and then test if the resulting sets of leaf nodes are disjoint; this yields a small reduction in the amount of space required. The arguments of the preceding subsection then imply an O((f (N ) + g(N ))s) time algorithm (where s is the amount of space required to store Alice or Bob's label for a node in the tree) for any collision problem that fits into the tree framework described. (We shall henceforth refer to this as the bidirectional collision detection algorithm.) Since f (N ) and g(N ) will typically be O( √ N poly(s)), this constitutes a square-root speedup over the naive brute-force algorithm for many problems. However, since bidirectional collision detection must store all of the leaf nodes that correspond to the paths in the sets A and B, it requires O((f (N ) + g(N ))s) space whereas the brute-force algorithm typically needs only poly(s) space (which will normally be much smaller).
Both the naive brute-force algorithm and the bidirectional collision detection algorithm are special cases of a general time-space tradeoff. Here, one arbitrarily breaks the sets A and B up into chunks of ∆ elements; we then test if A and B contain a common element by checking if any of the at most
pairs of chunks contain a common element. This takes
poly(s). Here, we have assumed that enumerating the sets A and B can be done at a cost of poly(s) per element; this will be the case in all of the problems considered in this paper. Since the amount of space required is S = ∆s, we obtain a deterministic time-space tradeoff of T S = f (N )g(N )poly(s) where S ≤ min{f (N ), g(N )}. Both bidirectional collision detection and the brute-force algorithm are special cases of this time space tradeoff if we neglect small differences in the runtime (which and meets in the middle.
correspond to lower order terms in the problems we consider).
We remark that there is currently no advantage for randomized algorithms over deterministic algorithms due to our bidirectional collision detection techniques. The next model of computation to consider is therefore quantum algorithms.
A quantum time-space tradeoff for collision detection
One can also obtain a quantum time space tradeoff for collision problems that fit into the tree framework. Quantum algorithms for collision detection typically assume that there are many collisions whereas in our bidirectional collision detection strategy we only have a single collision. We remedy this by considering the full tree for both Alice and Bob. Fortunately, the N 1/3 poly(s, log N ) runtime of this quantum algorithm [7] is in terms of the size N of a single tree rather than all pairs of nodes. Thus, the quantum algorithm inherently handles the two separate copies of the tree without any degradation in performance. While this algorithm uses O(N 1/3 poly(s, log N )) space, modifying the algorithm to use only S space in the obvious way results in a runtime of T = N/Spoly(s, log N ) where S ≤ N 1/3 . Thus, we have a time-space tradeoff of T √ S = √ N poly(s, log N ) for quantum algorithms.
Bidirectional generator enumeration
In the author's previous paper [16] , a relationship between group isomorphism and the collision problem was given. Once adapted to the present setting, this result may be stated as follows. 
Then we can construct a deterministic algorithm that decides if two groups G and H are isomorphic in t(n)poly(n) time.
Our goal shall therefore be to exhibit an algorithm that satisfies the conditions of Lemma 3.1 and runs in n (1/2) log p n+O(1) time where p is the smallest prime which divides the order of the group. We accomplish this by applying bidirectional collision detection to the problem of constructing an ordered generating set. Consider two groups G and H and let p be the smallest prime which divides the order of the groups. We note that the crucial condition in Lemma 3.1 is (c); moreover, to satisfy (c), it suffices to consider the case where G ∼ = H. We may view this as the case where there is an abstract group K that is isomorphic to the groups G and H (which are specified by their multiplication tables). We now relate this to the bidirectional collision framework given in Section 2 by defining the variables used in that section with respect to the present context. We start by setting the distance parameter d = (1/2) log p n. The nodes of the tree T correspond to ordered generating sets of subgroups of K. The root node of T is the empty ordered generating set (); the children of the node (x 1 , . . . , x j ) ∈ K j are the vectors (x 1 , . . . , x j+1 ) with
In this way, descending from the root node of T corresponds to constructing an ordered generating set of K.
Algorithm 1 An algorithm for general group isomorphism Input: Two groups G and H specified by their multiplication tables Output: Either decide if G ∼ = H or return sets A and B that satisfy the conditions of Lemma 3.
Let p be the smallest prime that divides n 3:
if G has a generating set of size at most d then
5:
return GENERATOR-ENUMERATION(G, H)
else if H has a generating set of size at most d then
end if
9:
A ′ := {} 10:
A := {}
12:
for g 1 ∈ A ′ do 13:
repeat
15:
Choose an arbitrary g ∈ G \ g 16:
g := g 1 : g 2
18:
until G = g
19:
Insert g into A
20:
end for 21:
Choose an arbitrary h ∈ H \ h 1 24:
end for 26:
INSERT-EXTENSIONS(h 1 , H, B, 0, ∞)
28:
Output A and B 29: end function As in Section 2, the nodes of the tree T are not directly accessible. However, we have access to T through Alice and Bob's labelings λ a : K * → G * and λ b : K * → H * . Here, there are isomorphisms
Note that there are less than f (n) = n (1/2) log p n+O(1) nodes at a distance of at most d from the root of T . Similarly, each subtree T 2 rooted at a node at distance d from the root contains at most g(n) = n (1/2) log p n+O(1) nodes. The argument of the previous section then implies that bidirectional collision detection yields sets A and B that satisfy the requirements of Lemma 3.1. In this way we obtain an n (1/2) log p n+O(1) algorithm for testing isomorphism of general groups. The pseudocode for computing A and B is shown in Algorithm 1; the symbol : denotes vector concatenation.
Algorithm 2 An algorithm for computing all extensions of a generating set Input: A vector g 1 = (g 1 , . . . , g k ) of elements of a group g, a set A, the number j of elements added to g 1 so far and a limit m on the maximum number of elements to add to the vector g 1 Ensure: All vectors of the form g = g 1 : g 2 where ℓ ≤ m and g 2 = (g k+1 , . . . , g k+ℓ ) is a vector of elements in G with the property that g 1 , g k+1 , . . . , g k+j < g 1 , g k+1 , . . . , g k+j+1 for all 0 ≤ j < ℓ are added to the set
if g 1 < G and j < m then 3: for g ∈ G \ g 1 do
4:
INSERT-EXTENSIONS(g 1 : (g), G, A, j + 1, m) Proof. In order to prove this result, we show that Algorithm 1 satisfies the conditions of Lemma 3.1. It is clear that if Algorithm 1 returns before reaching line 9 then it returns the correct result. From now on, suppose that it reaches line 9. In this case, we see that Algorithm 1 returns a set A containing ordered generating sets for G and a set B containing ordered generating sets for H. Thus, conditions (a) and (b) are satisfied for some t(n). We also know that every generating set for the groups G and H has size greater than (1/2) log p n.
Suppose that φ : G → H is an isomorphism and consider condition (c) of Lemma 3.1. Consider the value of h 1 = (h 1 , . . . , h d ) after the loop on line 22 terminates. Since h 1 is of length d, and satisfies the property that h 1 , . . . , h k < h 1 , . . . , h k+1 for all k < d, the INSERT-EXTENSIONS call on line 10 will insert some g 1 = (g 1 , . . . , g d ) into the set A ′ such that φ(g 1 ) = h 1 . The loop on line 12 constructs a new set A from A ′ by extending each vector g 1 in A ′ to an ordered generating set g = g 1 : g 2 where g 2 = (g d+1 , . . . , g ℓ ) is such that g 1 , . . . , g k < g 1 , . . . , g k+1 for all k < ℓ. Then the call to INSERT-EXTENSIONS on line 27 will insert some h = h 1 : h 2 into the set B such that φ(g) = h. Thus, condition (c) of Lemma 3.1 is satisfied.
Since all the conditions of Lemma 3.1 are satisfied, we obtain an algorithm for group isomorphism. The only issue that remains is to determine its runtime. Lines 2 -8 can be performed using brute force in n d+O(1) time. The call to INSERT-EXTENSIONS on line 10 also takes n d+O (1) time. The loop on line 12 takes polynomial time for each element of the set A ′ which contains at most n d elements; thus it requires at most n d+O(1) time. The loop on line 22 takes only polynomial time. Finally, the call to INSERT-EXTENSIONS on line 27 again takes at most n d+O(1) time. The runtime of Algorithm 1 is therefore n d+O(1) = n (1/2) log p n+O (1) . By Lemma 3.1, the overall algorithm for group isomorphism also takes n (1/2) log p n+O(1) time.
Bidirectional collision detection for ring isomorphism
We now consider the ring isomorphism problem. Here the rings are specified by tables describing the addition and multiplication relations and we must decide if they are isomorphic. As usual, we assume that the two rings have the same order and let n denote the number of elements in each of the rings. While addition in a ring is always commutative, we do not require that the multiplication operation is commutative. We start by describing a naive method for solving ring isomorphism. Let R and S be rings and let p be the smallest prime dividing the order of R. We fix an ordered generating set r of size at most log p n for the additive group of the ring R and then consider each ordered generating set s of size at most log p n for the additive group of the ring S. For each such s, we check if the mapping from r to s induces ring isomorphism between R and S. Since we have the naive bound of at most n log p n choices for s, this yields an n log p n+O(1) algorithm for testing isomorphism of rings. By applying bidirectional collision detection, we obtain a square-root speedup which yields an n (1/2) log p n+O(1) algorithm for testing isomorphism of rings. Replacing bidirectional collision detection with quantum claw detection [7] yields an n (1/3) log p n+O (1) time quantum algorithm for testing ring isomorphism.
Theorem 4.2. Ring isomorphism is in n
(1/3) log p n+O(1) quantum time where p is the smallest prime dividing the order of the ring.
Bidirectional collision detection for p-groups and solvable groups
In this section, we show deterministic fourth-root speedups over the generator-enumeration algorithm for p-groups and solvable groups; this improves on the author's previous work [16] which gave a square-root speedup. We start by formulating the conditions that must be satisfied in order for us to obtain a fourth-root speedup. To this end, we present the following lemma which is a consequence of results in [16] . Then we can construct deterministic algorithms that can decide isomorphism of • p-groups in n c log n+O(1) time.
• solvable groups in n c log p n+O(log n/ log log n) time where p is now the smallest prime dividing n.
The main difference here from the analogous Lemma 3.1 for general groups is the requirement in condition (b) that the algorithm runs in n c log p n+O(1) time. While similar results hold when the algorithm satisfies the much weaker condition that its runtime is submultiplicative, the assumption we have chosen allows us to obtain a slightly better runtime for p-groups. We remark that Lemma 5.1 is much more difficult to prove than Lemma 3.1 (see [16] ). For the present paper, it suffices to focus on obtaining an algorithm that satisfies the conditions of Lemma 5.1. We accomplish this by applying bidirectional collision detection to the process of constructing a composition series that we used in [16] to obtain a square-root speedup over the generator-enumeration algorithm. We start by reviewing this method. Consider a group G. The socle of G is a direct product of the minimal normal subgroups of G which are in turn direct products of simple groups. These simple groups are minimal normal subgroups of the socle so we see that the socle of G can be expressed as a direct product of its simple minimal normal subgroups. By adding a single simple minimal normal subgroup at each step, we obtain a composition series for the socle of the following form.
where each S i is a simple minimal normal subgroup of the socle of G. An important insight of [16] is that one only has to choose each intermediate product Ś j i=1 S i of simple minimal normal subgroups of the socle rather than choosing the simple minimal normal subgroups themselves. One can then show that the number of composition series of the form of (1) is at most |soc(G)|
(1/2) log p |soc(G)|+O (1) where p is the smallest prime dividing the order of G and s = |soc(G)|.
To extend this bound to composition series for the full group G, we first compute a composition series for soc(G) and recursively compute a composition series for G/soc(G); we then obtain a composition series for G by lifting the composition series for G/soc(G) back to subgroups of G using the canonical map. One then shows that the number of composition series for G that can be constructed in this manner is at most n (1/2) log p n+O(1) . Let G and H be p-groups. In order to obtain an algorithm that satisfies the conditions of Lemma 5.1 and is as efficient as possible, we reformulate the problem of constructing a composition series in terms of the bidirectional collision detection notation of Section 2. As before, we only need to consider the case where G ∼ = H. We again think of G and H as groups which are isomorphic to an abstract group K via the isomorphisms φ a : K → G and φ b : K → H. The tree T now corresponds to the choices made in constructing a composition series for K as described in the previous paragraph. The root node corresponds to the series 1; its children are the series 1 ⊳ S 1 where S 1 is a simple minimal normal subgroup of soc(K). Consider the node in T that corresponds to the series 1 ⊳ S 1 ⊳ · · · ⊳ Ś j i=1 S i where each S i is a simple minimal normal subgroup of soc(K); these are the series 1 ⊳ S 1 ⊳ · · · ⊳ Ś j+1 i=1 S i where S j+1 is a simple minimal normal subgroup of soc(K). We remark that there is only one node for different simple minimal normal subgroups of the socle that result in the same series; in other words, if
are equal and therefore correspond to the same node in T . The children of a node that corresponds to a composition series 1 ⊳ S 1 ⊳ · · · ⊳ Ś k i=1 S i = soc(K) for the socle of K are defined recursively according to the process of constructing a composition series for K/soc(K). Each node is denoted by the series obtained by recursively taking the preimages of the subgroups chosen thus far under the corresponding canonical maps.
As usual, we do not have direct access to T but must rely instead on Alice and Bob's labeling functions. Consider a series K 0 = 1 ⊳ K 1 ⊳ · · · ⊳ K j that corresponds to some node in the tree
for ℓ ∈ {a, b}. The distance parameter d is no longer equal to a natural quantity. Instead, we define it to be the smallest natural number such that the subtree T 1 corresponding to the nodes within a distance of d of the root contains at least n (1/4) log p n nodes. Since there are at most n simple minimal normal subgroups, each node in T has at most n children and T 1 therefore contains at most f (n) = n (1/4) log p n+O (1) nodes. One can show that each subtree T 2 rooted at a node at distance d from the root also contains at most g(n) = n (1/4) log p n+O (1) nodes. Thus, we have an n (1/4) log p n+O(1) algorithm for computing the sets A and B for Lemma 5.1. Let us denote by ϕ : G → G/soc(G) the canonical map; the pseudocode is given in Algorithms 3 -5. ALL-CHOICES is a routine that takes a call to a nondeterministic algorithm and returns the set of all outputs that can be obtained for some choice of the nondeterministic bits. MINIMAL-NORMAL-SUBGROUPS is a subroutine that returns the set of all minimal normal subgroups and SIMPLE-SUBGROUPS is a subroutine that returns the set of all simple minimal normal subgroups.
The following lemma is essential for proving the correctness of our improved n (1/4) log p n+O (1) deterministic algorithms for p-groups and solvable groups.
Lemma 5.2. Let G and H be groups, let φ : G → H an isomorphism and let t a natural number. Set A = COMPOSITION-SERIES-ALICE(G, t) and B = COMPOSITION-SERIES-BOB(H, t).
Then there exist composition series S in A and S ′ in B such that φ is an isomorphism from S to S ′ if and only if G ∼ = H.
Proof. The fact that Algorithms 3 and 4 return sets of composition series already follows from the correctness proof of the algorithm for constructing a composition series from the author's previous paper [16] . Consider an isomorphism φ : G → H and a natural number t and set A and B accordingly. Observe that since A is a set of composition series for G and B is a set of composition series for H, if G ∼ = H then there are not any isomorphic composition series S and S ′ in A and B. Thus, we suppose that G ∼ = H and argue that there exist S ∈ A and S ′ ∈ B such that φ is an isomorphism from S to S ′ . The proof is by induction on the number of recursive calls to COMPOSITION-SERIES. The base case is when no recursive calls are made; this occurs when either G is simple or soc(G) = G. If G is simple then so is H since G ∼ = H; we see that A = {1 ⊳ G} and B = {1 ⊳ H} and we are done. Suppose that soc(G) = G. We start by considering the call to COMPOSITION-SERIES in Algorithm 4; let 1⊳S ′ 1 ⊳· · ·⊳ Śt i=1 S ′ i be the prefix of each composition series S ′ for H which corresponds to the arbitrary choices made on line 12 of Algorithm 5 (note that this is independent of the nondeterministic choices and is therefore well-defined). Now consider the call to COMPOSITION-SERIES in Algorithm 3. Since φ : G → H is an isomorphism, one choice for the first simple minimal normal subgroup is
. Let us suppose that some combination of nondeterminstic choices on line 10 leads to the prefix 1
S i for all q ≤ r after the first r choices have been made. Since S ′ r+1 is a simple minimal subgroup of soc(H), φ −1 [S ′ r+1 ] is a simple minimal normal subgroup of soc(G). Now initially (before any simple minimal normal subgroups were chosen), the set T contained all simple minimal normal subgroups of soc(G); in particular, it contained φ −1 [S ′ r+1 ]. Since lines 17 -23 only remove redundant simple minimal normal subgroups from T and do not affect the set of direct products that can be formed, there exists S r+1 in T such that
It therefore follows by induction that some combination of nondeterministic choices in the call to COMPOSITION-SERIES in Algorithm 3 yields a prefix 1
This takes care of all nondeterministic choices in the call to COMPOSITION-SERIES in Algorithm 3 so all the remaining choices will be made arbitrarily.
) be the resulting composition series for G.
We now return to the call to COMPOSITION-SERIES in Algorithm 4; recall that we have selected the prefix 1
This prefix corresponds to all arbitrary choices on line 12 of Algorithm 5. The remaining choices to be made are all nondeterministic. As we mentioned before, lines 17 -23 only remove redundant simple minimal normal subgroups and do not affect the set of direct products that can be formed. It follows that there exists
; applying this argument inductively shows that for some set of nondeterministic choices yields a composition series
) for H such that φ is an isomorphism from S to S ′ . This proves the basis case.
For the inductive case, the argument used in the basis case implies that for some combination of nondeterministic choices, we obtain composition series 1
for soc(G) and soc(H) in both top-level calls to COMPOSITION-SERIES in Algorithms 3 and 4 that are isomorphic under φ. Let us consider the isomorphism φ G/soc(G) : G/soc(G) → H/soc(H) induced by φ between the factor groups. The inductive hypothesis implies that for some nondeterministic choices in the first-level recursive calls to COMPOSITION-SERIES, we obtain composition series for G/soc(G) and H/soc(H) that are isomorphic under φ G/soc(G) ; the inverse images of these composition series under the canonical maps are also isomorphic under φ. It follows that we obtain a composition series S for G and a composition series S ′ for H that are isomorphic under φ for some combination of nondeterministic choices.
Algorithm 3 An algorithm for computing a set A of composition series for G Input: A group G specified by its multiplication table and a natural number t Output: A set A of composition series for G obtained by choosing the first t simple minimal normal subgroups nondeterministically and choosing the rest arbitrarily 1: function COMPOSITION-SERIES-ALICE(G, t)
2:
return ALL-CHOICES(COMPOSITION-SERIES(G, 1, t, 0)) 3: end function Algorithm 4 An algorithm for computing a set B of composition series for H Input: A group H specified by its multiplication table and a natural number t Output: A set B of composition series for H obtained by choosing the first t simple minimal normal subgroups arbitrarily and choosing the rest nondeterministically
return ALL-CHOICES(COMPOSITION-SERIES(H, t + 1, ∞, 0)) 3: end function
In order to prove efficiency, it is convenient to make use of the following result from our previous work (which we reformulate to fit the current setting). S := (1, G) ⊲ The composition series for G will be stored here 3:
if G is not simple then 6:
K := 1 8:
Nondeterministically choose L ∈ T 11:
Arbitrarily choose L ∈ T
13:
end if 14:
Insert K into S
16:
j := j + 1 17:
Insert L into T ′
21:
22:
end for
23:
T := T ′
24:
end while
25:
Label soc(G) as "socle" in S
26:
if soc(G) = G then 27:
28:
for i = 1, . . . , m − 1 do 29: The following will be used to derive the runtime of our algorithm. Proof. We select t(G) so that COMPOSITION-SERIES-ALICE(G, t(G)) makes close to n (1/4) log p n nondeterministic choices. Let ℓ be the number of subgroups which are labelled "socle" in the composition series obtained when we run COMPOSITION-SERIES-A(G, 0); we define F 0 = G and F i+1 = F i /soc(F i ) and observe that the last subgroup labelled "socle" is soc (F ℓ−1 ) . Let m i be the number of simple minimal normal subgroups required to express soc(F i−1 ) as a direct product. (To see that this is well-defined, separate the socle into its Abelian and non-Abelian simple minimal normal subgroups and recall that there is at most one way to express a group as a direct product of non-Abelian simple groups.) Let us define N i = m i −1 j=0 (s i /p j ) where s i = |soc(F i−1 )|; this is an upper bound on the number of possible ways to construct the composition series for the i th socle. We let N = ℓ i=1 N i ; this is an upper bound on the total number of choices in constructing a composition series for the full group G. We choose the largest r such that
j=0 (s r /p j ) n, we see that
) therefore results in √ N nondeterministic choices up to a factor of n. Since N = n (1/2) log p n+O(1) (see [16] and Lemma 5.3), this call requires √ N poly(n) = n (1/4) log p n+O(1) time. We note that computing t(G) required only polynomial time.
For the call COMPOSITION-SERIES-BOB(G, t(G)), we note that
N i is an upper bound on the number of nondeterministic choices made in the call COMPOSITION-SERIES-BOB(G, t(G)), we see that this call also takes at most √ N poly(n) = n (1/4) log p n+O(1) time. Finally, let H be a group isomorphic to G. We note that t(G) depends only on the smallest prime p that divides the order of G, the number ℓ of subgroups labelled "socle" and the composition length m i of each F i . Since all of these are isomorphism invariant, we see that t(G) = t(H).
The fourth-root speedups now follow easily.
Theorem 5.5. p-group isomorphism is in n (1/4) log n+O(1) deterministic time.
Proof. We start by computing t(G) and t(H) using Lemma 5.4. If t(G) = t(H), then G ∼ = H; otherwise, we set t = t(G) = t(H) and compute A = COMPOSITION-SERIES-ALICE(G, t) and B = COMPOSITION-SERIES-BOB(H, t). By Lemma 5.2, φ : G → H is an isomorphism if and only if there exist composition series S in A and S ′ in B such that φ is an isomorphism from S to S ′ . This takes care of conditions (a) and (c) of Lemma 5.1. For condition (b), we note that by Lemma 5.4, n (1/4) log p n+O (1) is an upper bound on the runtime of the procedure described so far. The result is then immediate from Lemma 5.1.
The same argument yields a fourth-root speedup for solvable groups.
Theorem 1.2. Solvable-group isomorphism is in n
(1/4) log p n+O(log n/ log log n) deterministic time where p is the smallest prime dividing the order of the group. 6 A T
1/ √ 2 speedup for graph isomorphism
We start by recalling the high-level structure of the best known algorithm for graph isomorphism [4] . The first step involves reducing the original graph isomorphism problem to n 4n/d instances of graph isomorphism problems where the graphs have color-degree 3 at most d. Moreover, we can deterministically compute in polynomial time a sequence of 4n/d nodes x 1 , . . . , x m in X such that P (X; x 1 , . . . , x m ) has color-degree at most d.
To obtain an algorithm for graph isomorphism, we compute a sequence of 4n/d nodes x 1 , . . . , x m in X such that P (X; x 1 , . . . , x m ) has color-degree at most d; we then consider all n 4n/d possible sequences y 1 , . . . , y m of 4n/d nodes in Y and check if P (X; x 1 , . . . , x m ) ∼ = P (Y ; y 1 , . . . , y m ) for one of these sequences. This occurs if and only if X ∼ = Y . By combining with an n cd/ log d algorithm [4] for testing isomorphism of graphs of color-degree at most d, we obtain an n 4n/d+cd/ log d+O(1) algorithm for graph isomorphism where d is a parameter that we choose. Minimizing the runtime over d yields the best known algorithm for graph isomorphism.
Theorem 6.2 (Babai, Kantor and Luks [4]). Graph isomorphism can be decided in exp(O(
√ n log n)) deterministic time.
Optimizing the constant in the exponent of the theorem, we obtain a runtime of 2 (4 √ 2c) √ n log n+O(log n) . Our contribution in this section is to note that bidirectional collision detection can be applied to choose n 2n/d sequences of 4n/d nodes x 1 , . . . , x m and y 1 , . . . , y m in both X and Y such that for some pair of sequences, P (X; x 1 , . . . , x m ) ∼ = P (Y ; y 1 , . . . , y m ) if and only if X ∼ = Y . Some care is required as not all sequences of 4n/d nodes result in a graph of color-degree at most d. However, the polynomial-time algorithm of Lemma 6.1 (for constructing a sequence of nodes that result in a graph of color-degree at most d) can be modified to make certain nondeterministic choices such that every combination of nondeterministic choices results in a graph of color-degree at most d. Moreover, if two graphs X and Y are isomorphic, then every colored graph resulting from some combination of nondeterministic choices for X is isomorphic to a colored graph resulting from some set of nondeterministic choices for Y (and the reverse holds as well). We use bidirectional collision detection to choose sets of n 2n/d sequences x 1 , . . . , x m and y 1 , . . . , y m of 4n/d nodes in both X and Y ; then we compute the canonical form of each of the graphs P (X; x 1 , . . . , x m ) and P (Y ; y 1 , . . . , y m ) in n cd/ log d time [5, 4] and sort the results. This enables us to check if a pair of sequences that result in isomorphic graphs exist in n 2n/d+cd/ log d+O(1) time. Since it is easy to see that the exponent is minimized up to constant factors when d = c ′ √ n log n, we obtain a runtime of 2 2(1/c ′ +cc ′ ) √ n log n+O(log n) . Since c ′ > 0 is a constant that we choose, we can further optimize the exponent by minimizing 2(1/c ′ + cc ′ ) with respect to c ′ . This yields a final runtime of 2 4 √ c √ n log n+O(log n) . We summarize this result in the following theorem.
Theorem 6.3. Graph isomorphism can be decided in 2 4
√ c √ n log n+O(log n) deterministic time where c is the constant in the exponent of the n cd/ log d time algorithm [5, 4] for computing canonical forms of graphs of color-degree at most d. This is a T 1/ √ 2 speedup over the previous best runtime of 2 (4 √ 2c) √ n log n+O(log n) .
Time-space tradeoffs
In Section 2, we mentioned time-space tradeoffs for collision detection problems that fit into the tree framework introduced in that section. We now apply this idea to obtain time-space tradeoffs for group isomorphism problems. We start by noting that although the bidirectional generatorenumeration algorithm of Section 3 solves general group isomorphism in only n (1/2) log p n+O(1) time where p is the smallest prime dividing the order of the group, it requires n (1/2) log p n+O (1) space; on the other hand, the generator-enumeration algorithm can be implemented in polynomial space but requires n log p n+O(1) time. Both of these algorithms may be regarded as extreme points of a more general deterministic time-space tradeoff obtained using the argument of Subsection 2.2. If one is willing to allow quantum computation, then more efficient time-space tradeoffs are possible. The same arguments can also be applied in order to obtain time-space tradeoffs for solvable-group isomorphism and the other isomorphism problems considered in this paper.
Let G and H be groups such that p is the smallest prime dividing the order of G. Using Algorithm 1, we can compute sets A and B of size at most n (1/2) log p n+O(1) in time n 
and S ≤ n (1/2) log p n+O (1) .
The quantum algorithm follows via the argument of Subsection 2.3. 
and S ≤ n (1/4) log p n+O (1) .
For solvable-group isomorphism, we obtain deterministic and quantum time-space tradeoffs using the same techniques.
