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Abstract
Locally recoverable (LRC) codes provide ways of recovering erased coordinates of the codeword without having
to access each of the remaining coordinates. A subfamily of LRC codes with hierarchical locality (H-LRC codes)
provides added flexibility to the construction by introducing several tiers of recoverability for correcting different
numbers of erasures. We present a general construction of codes with 2-level hierarchical locality from maps between
algebraic curves and specialize it to several code families obtained from quotients of curves by a subgroup of
the automorphism group, including rational, elliptic, Kummer, and Artin-Schreier curves. We further address the
question of H-LRC codes with availability, and suggest a general construction of such codes from fiber products of
curves. Detailed calculations of parameters for H-LRC codes with availability are performed for Reed-Solomon- and
Hermitian-like code families. Finally, we construct asymptotically good families of H-LRC codes from curves related
to the Garcia-Stichtenoth tower.
I. INTRODUCTION
Locally recoverable (LRC) codes form a family of erasure codes motivated by applications in distributed storage
that support repair of a failed storage node by contacting a small number of other nodes in the cluster. While in
most situations repairing a single failed node restores the system to the functional state, occasionally there may
be a need to recover the data from several concurrent node failures. Addressing this problem, several papers have
constructed families of LRC codes that locally correct multiple erasures [11], [23]. In this paper we consider the
intermediate situation when the code corrects a single erasure by contacting a small number r2 of helper nodes,
while at the same time supporting local recovery of multiple erasures. This gives rise to LRC codes with hierarchy,
originally defined in [19]. We observe that the hierarchical locality property arises naturally in constructions of
algebraic geometric LRC codes, leading to a general construction of such codes from covering maps in towers of
algebraic curves.
Paper [19] obtained an upper bound on the distance of H-LRC codes in terms of the dimension and locality
parameters. Codes that meet this bound with equality are called (distance)-optimal. Optimal H-LRC codes with 2-
level locality over Fq of length n ď q´1 were constructed in [19], expanding on the construction of Reed-Solomon
subcodes in [23]. Another generalization of the construction in [23] builds upon a geometric view of these codes,
and expands it to codes obtained from covering maps of algebraic curves [3]. Using that approach, several follow-up
papers constructed a number of families of LRC codes on curves [2], [8], [10], [12], [13]. In this paper we further
extend the basic construction of LRC codes on curves to construct LRC codes with hierarchy. Our main result is a
general construction of such codes from covering maps, and we use it to obtain families of H-LRC codes based on
quotient curves and other well-known towers of curves, including quotients of elliptic, Kummer, and Artin-Schreier
curves. We also construct H-LRC codes of unbounded length from curves related to the Garcia-Stichtenoth tower
[4], observing that they yield an asymptotically good family of codes. Finally, we briefly consider H-LRC codes
with multiple recovering sets, addressing the so-called availability problem [18], [23] in the hierarchical setting.
A preliminary version of this work was presented at the 2018 IEEE International Symposium on Information
Theory [1]. At the same time, most of the material in Sections VI-VIII was not included in [1] and appears here
for the first time.
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2II. DEFINITIONS
A code is LRC if every coordinate of the codeword is a function of only a small number of other coordinates.
Formalizing this concept, we obtain the following definition.
Definition II.1 (LRC codes, [6]). A code C Ă Fnq is locally recoverable with locality r if for every i P t1, 2, . . . , nu
there exists an r-element subset Ii Ă t1, 2, . . . , nuztiu and a function φi : Frq Ñ Fq such that for every codeword
x P C we have
xi “ φipxj1 , . . . , xjr q, (1)
where j1 ă j2 ă ¨ ¨ ¨ ă jr are the elements of Ii.
For a given coordinate i P t1, . . . , nu the set Ii is called the recovering set of i. We denote the restriction C|tiuYIi
of the code C to the coordinates in tiuY Ii by Ci, and we call the set tiuY Ii a repair group. Note that the length
of Ci is r ` 1.
In this paper we study only linear LRC codes. For them the above definition can be phrased as follows: For
every i P t1, 2, . . . , nu there exists a punctured code Ci :“ C|tiuYIi such that dimpCiq ď r and distance dpCiq ě 2.
Since Ci corrects one erasure, every coordinate in the repair group tiu Y Ii can be locally recovered.
In this form, the definition of LRC codes is easily extended to local correction of more than one erasure.
Following [11], we say that a linear code has locality pr, ρq if for every i P t1, 2, . . . , nu there exists a subset
Ii Ă t1, . . . , nuztiu such that the code Ci “ C|iYIi has dimension dimpCiq ď r and distance dpCiq ě ρ. In this
case any ρ´ 1 erasures can be locally corrected, and we again refer to the set tiu Y I as a repair group. Although
this is not needed in this definition, earlier works assumed that |Ii| “ r ` ρ, and that dimpCiq “ r, dpCiq “ ρ` 1,
i.e., that the code Ci is maximum distance separable (MDS); see for instance [3], [23].
Let C be an LRC code of length n, cardinality qk, and distance d (briefly, an rn, k, ds code) with locality pr, ρq.
The minimum distance of C is bounded above as follows [11]:
d ď n´ k ` 1´
´Qk
r
U
´ 1
¯
pρ´ 1q. (2)
For correction of a single erasure, this result reduces to the Singleton-type bound of [6]: The distance of an LRC
code with locality r is bounded above as
d ď n´ k ` 2´ rk{rs. (3)
We say that a code with locality pr, ρq is optimal if its parameters meet the bound (2)-(3) with equality.
In the following definition, due to [19], we introduce linear codes with hierarchical locality, which form the main
subject of our paper.
Definition II.2 (H-LRC codes [19]). Let ρ2 ă ρ1 and r2 ď r1. A linear code C is H-LRC and parameters
ppr1, ρ1q, pr2, ρ2qq if for every i P t1, . . . , nu there is a punctured code Ci such that i P supppCiq and
1) dimpCiq ď r1,
2) dpCiq ě ρ1, and
3) Ci is an pr2, ρ2q LRC code.
The intuition behind this definition is that any ρ2 ´ 1 erasures can be recovered using the local correction
procedure of the code Ci (i.e., using recovering sets of size r2 within the support supppCiq), and any larger number
of erasures up to ρ1 ´ 1 can be recovered using the entire set of coordinates of the code Ci. Below we call the
codes Ci the middle codes and denote their length by ν. Thus, Ci is a rν, r1, ρ1s LRC code with locality r2, and
in all our constructions ρ2 “ 2 which corresponds to local correction of a single erasure (but see Proposition IV.3
and the related discussion). In all of our constructions the coordinate set rns will be partitioned into disjoint groups
of size ν, and thus, the codes Ci coincide for all i within each of the groups, and have disjoint supports otherwise.
For the purposes of this paper, we could incorporate this property into the definition of the H-LRC code.
This definition can be extended by induction to any number of levels of hierarchy in an obvious way, and we
denote the set of parameters of a τ -level H-LRC code by pri, ρiq, i “ 1, . . . , τ. A bound on the distance of a τ -level
H-LRC code that extends (2) to all τ ě 1, takes the following form [19]:
d ď n´ k ` 1´
´Q k
rτ
U
´ 1
¯
pρτ ´ 1q ´
τ´1ÿ
j“1
´Q k
rj
U
´ 1
¯
pρj ´ ρj`1q. (4)
An H-LRC code whose parameters meet this bound with equality will be called optimal throughout.
3In this work we extend constructions of optimal LRC codes in the sense of (2)-(3) to the hierarchical case. There
are several constructions of optimal LRC codes in the literature [9], [11], [14], [16], [20], [23], [25]. Among them
we single out the construction of [23] which isolates certain subcodes of Reed-Solomon (RS) codes that have the
locality property. This code family relies on an algebraic structure of LRC codes that affords an extension to codes
on algebraic curves. The theory of algebraic geometric codes with locality, introduced in [3] and further developed
in [2], [10], [13] provides a framework for our study here, and we describe it in the next section.
III. LRC CODES ON ALGEBRAIC CURVES
The following construction of LRC codes from covering maps of algebraic curves was introduced in [3] and is
based on the approach in [23] (even though the authors of [23] did not phrase their results in geometric language).
Let φ : X Ñ Y be a rational separable map of smooth projective absolutely irreducible curves of degree r`1 over
a finite field k and let φ˚ : kpY q Ñ kpXq be the corresponding map of the function fields. Since φ is separable,
the primitive element theorem implies that there exists a function x P kpXq such that kpXq “ kpY qpxq. Let
S “ tP1, . . . , Pmu be a set of k-rational points on Y and let Q8 be a positive divisor whose support is disjoint
from S (typically we choose supppQ8q Ă π´1p8q for a projection π : Y Ñ P1
k
). For each i, let tPiju be the
collection of points on X in the preimage of Pi, i.e. tPiju “ φ´1pPiq. We assume that each Pi splits completely
in the function field kpXq, and therefore |φ´1pPiq| “ r` 1 for some fixed integer r and all i “ 1, . . . ,m. Finally,
define the set of points
D “
mď
i“1
r`1ď
j“1
Pij Ă Xpkq
that will serve the evaluation points of the code that we are constructing.
Let tf1, . . . , ftu be a basis of the linear space LpQ8q, where t :“ dimpLpQ8qq. These functions can be thought
of as functions in kpXq by the embedding of function fields φ˚, and each of these functions is constant on the
fibers of φ. Let V be the subspace of kpXq of dimension rt spanned over k by the functions
tfjxi, i “ 0, . . . , r ´ 1, j “ 1, . . . , tu. (5)
The code CpD,φq is defined as the image of the map
evD :V Ñ kpr`1qm
v ÞÑ pvpPijq, i “ 1, . . . ,m, j “ 1, . . . , r ` 1q.
(6)
The code CpD,φq is locally recoverable with repair groups of size r ` 1. Denote by cij the position in the
codeword that corresponds to the point Pij . The recovering set for cij is formed by the r positions given by the
points tPil, l ‰ ju. Recovery of cij proceeds by polynomial interpolation. Properties of the codes generated by this
construction are well-studied and for more information about their parameters and basic examples of such codes
we once again refer the reader to [3].
A. The case of the projective line and the construction of [23]
A particular case of this construction that arises when both X and Y are taken to be projective lines P1
k
, gives
rise to the RS-type LRC codes constructed in [23]. These codes are constructed as evaluations of functions from
the k-dimensional linear space V Ă Fqrxs spanned by tφjxi, j “ 0, 1, . . . , k{r ´ 1, i “ 0, 1, . . . , r ´ 1u, where
φ P Fqrxs is a polynomial of degree r ` 1 that is constant on the repair groups of size r ` 1. As in [23], let
us assume that pr ` 1q|n and r|k. Applying the general definition (5)-(6) in this case, we obtain optimal LRC
codes whose parameters meet the bound in (3) with equality. Indeed, the maximum degree of a polynomial in V
is pk
r
´ 1qpr ` 1q ` pr ´ 1q “ k r`1
r
´ 2, and therefore, dminpCq ě n´ k r`1r ` 2.
Moreover, increasing the degree of φ from r ` 1 to r ` ρ´ 1, ρ ě 2 and using the same construction as above
with repair groups of size r ` ρ ´ 1, we obtain a class of LRC codes whose repair groups are resilient to up to
ρ´ 1 erasures. For a chosen value of ρ ě 2 and for pr ` ρ´ 1q|n the parameters of these codes meet the bound
in (2) with equality.
4IV. H-LRC CODES ON ALGEBRAIC CURVES
In this section we present a natural extension of the construction from the previous section that gives rise to
LRC codes with hierarchy. Let X,Y, and Z be smooth projective absolutely irreducible curves over a finite field
k. Consider the following sequence of maps:
X
φ2ÝÑ Y φ1ÝÑ Z, (7)
where φ1 and φ2 are rational seperable maps of degree s ` 1 and r2 ` 1, respectively, where s ě 2, r2 ě 1.
Define ψ :“ φ1 ˝ φ2. Let φ˚2 : kpY q Ñ kpXq and φ˚1 : kpZq Ñ kpY q be the corresponding maps of the
function fields. Let x P kpXq and y P kpY q be primitive elements of their respective algebraic extensions, i.e.,
suppose that kpXq “ kpY qpxq and kpY q “ kpZqpyq. Let S “ tP1, . . . , Pmu be a collection of points on Zpkq
that split completely on X , i.e., |ψ´1pPiq| “ pr2 ` 1qps ` 1q. Let D “
Ťm
i“1 ψ
´1pPiq, n :“ |D|, and let Q8
be a positive divisor on Z with support disjoint from S. We will assume that suppppyq8q X φ´12 pSq “ H and
suppppxq8q X ψ´1pSq “ H, where p¨q8 is the polar divisor.
As before, let tf1, ¨ ¨ ¨ , ftu be a basis for the space LpQ8q. Let V be the vector space of functions over k
spanned by
tfiyjxk|1 ď i ď t, 0 ď j ď s´ 1, 0 ď k ď r2 ´ 1u. (8)
Let ν :“ ps ` 1qpr2 ` 1q and note that n “ mν. As in (6), define the code CpD, tφ1, φ2uq as the image of the
evaluation map
evD :V Ñ kn
v ÞÑ pvpP q, P P Dq. (9)
Below in Sec. IV-A we give a simple example of the above construction, taking X,Y, and Z to be projective lines
P
1 and constructing C as a subcode of an RS code with hierarchical locality. We also illustrate erasure recovery by
the local and middle codes. Note that the supports of the middle codes are formed by the preimages of the points
in S on the curve X . This is illustrated in Fig. 1.
P
S
φ´1
1
pP qĂ
Y pkq
φ´1
1
ψ´1pP q Ă Xpkq
φ´1
2
Fig. 1: The point P P Zpkq is lifted to the curve X . The preimage ψ´1pP q forms the support of a
middle code Cα. This code is LRC with locality pr2, 2q, and its repair groups are formed by the fibers
of the covering X
φ2ÝÑ Y. Univariate interpolation accounts for local repair of a single erasure by
accessing the coordinates within its fiber, while bivariate interpolation over the entire set of nonerased
locations in ψ´1pP q recovers up to ρ1´1 erasures. The example below in this section shows detailed
calculations for the case of projective lines.
Let degpxq and degpyq be the degrees of the maps x : X Ñ P1 and y : Y Ñ P1. Recall that [3] assumed that
the function x is injective on the fibers tPij , j “ 1, . . . , r ` 1u (see Sec. III), and that this assumption holds in
all the examples considered there. In our setting here, x may not be injective on fibers of the map ψ :“ φ1 ˝ φ2.
Denote by degψpxq the largest number of zeros of the function x : X Ñ P1 on any single fiber of ψ.
5Proposition IV.1. The code C “ CpD, tφ1, φ2uq is a 2-level H-LRC code of length n “ mν with parameters
ppr1, ρ1q, pr2, ρ2 “ 2qq, where the middle codes are of length ν “ ps ` 1qpr2 ` 1q, dimension r1 “ r2s, and
distance
ρ1 ě maxp2pr2 ` 1q ´ degψpxqpr2 ´ 1q, 4q. (10)
We also have
dimpCq “ tr2s ě r1pdegpQ8q ´ gZ ` 1q (11)
dminpCq ě n´ pdegpQ8qps` 1q ` degpyqps´ 1qqpr2 ` 1q ´ degpxqpr2 ´ 1q, (12)
where gZ is the genus of Z and t “ dimpLpQ8qq.
Proof: The set D of n points is naturally partitioned into subsets of size ν, given by the fibers of the covering map
ψ and each of them supports a code Cα, α “ 1, . . . , n{ν of length ν. The support of each of the codes Cα is further
partitioned into repair groups of size r2 ` 1 each of which is formed of the coordinates contained in a particular
fiber of the map φ2. Restricted to such a fiber, the functions f1, . . . , ft and y are constant, and any function in
V becomes a polynomial in x of degree ď r2 ´ 1. Therefore, C restricted to a fiber of φ2 is an r2-dimensional
code with minimum distance ρ2 determined by the maximum degree of such a polynomial in x, which is r2 ´ 1.
The length of the restricted code is r2, so it is a single parity check code with distance ρ2 “ 2. Furthermore, this
implies that each of the codes Cα (i.e., C restricted to the fibers of ψ) is an LRC code with parameters pr2, 2q.
It remains to determine the parameters of the codes Cα. First note that the functions f1, . . . , ft are constant on
these fibers, and therefore, V restricted to each of them becomes an r1-dimensional space of functions spanned by
tyjxk, j “ 0, 1, . . . , s´ 1; k “ 0, 1, . . . , r2 ´ 1u.
The minimum distance of Cα is determined by the maximum number of zeros of a non-zero function in V, restricted
to a fiber of ψ :
ρ1 ě ν ´ ps´ 1qpr2 ` 1q ´ degψpxqpr2 ´ 1q,
which gives the first term under the maximum in (10). Suppose that ρ1 ą 4. The code Cα can correct ρ1 ´ 1
erasures by performing bivariate polynomial interpolation over some r1 nonerased independent coordinates.
If the first term in (10) is trivial, we can show ρ1 ě 4 by proving that the code Cα corrects any three erasures.
Indeed, if they are located in different repair groups of size r2`1, they can be recovered using the LRC properties
of Cα. Suppose that at least two of them fall in the same repair group. The restriction of the function f (9) to
the support of the code Cα is a bivariate polynomial with at most r1 “ r2s nonzero coefficients. On each of the
remaining s repair groups (fibers of φ2), the function y is a constant, and we are left with a univariate polynomial
of degree r2 ´ 1. Its coefficients can be recovered from r2 independent evaluations on the fiber; thereby, we can
recover the entire function f restricted to the fiber of the mapping ψ.
Finally, the bounds in (11), (12) are obtained by the same arguments applied to the code C in its entirety. 
A. A family of optimal RS-like H-LRC codes
Using the above ideas, we show how the construction of RS-like codes in [23] can be extended to yield optimal
two-level H-LRC codes. Let k “ Fq and let r2, r1, and n ď q be such that r1 “ sr2, pr2 ` 1q|ν, and ν|n.
To construct the code we start with choosing a subset D of n points in k and partition it into disjoint subsets
Dα of size ν each. Each of the subsets Dα will support an LRC code of dimension r1 and distance r2 ` 3. The
repair groups of this LRC code are of size r2 ` 1. Assume that there is a polynomial y P krxs of degree r2 ` 1
that is constant on these repair groups1. Further, we choose a polynomial f P krxs of degree ν that is constant on
each of the subsets Dα.
For a positive integer t, let V Ď krxs be the tr1-dimensional space spanned by
tfkyjxi, i “ 0, . . . , r2 ´ 1, j “ 0, . . . , s´ 1, k “ 0, . . . , t´ 1u. (13)
To connect this equation to (8), we note that the powers fk in (13) form a basis of the space Lppt ´ 1q8q and
correspond to fi, i “ 1, . . . , t in (8). Let us construct a code C by evaluating these functions at the points in D as
described in (9). For any k, the function fk is constant on each of the sets Dα, and therefore, the functions in V
1A way to construct such polynomials is presented in [23], and we do not discuss it here.
6restricted to each of these sets have degree at most ps´ 1qpr2 ` 1q ` r2 ´ 1. This implies that the distance of Cα
is at least
dminpCαq ě ν ´ ps´ 1qpr2 ` 1q ´ r2 ` 1
“ r2 ` 3
which meets the bound (3) with equality.
The dimension of the code C is dimpV q “ tr1 and the distance is found by counting the maximum degree of a
function in V, and is bounded below as
dminpCq ě n´ tpr1 ` r2 ` 1` sq ` r2 ` 3 (14)
meeting the upper bound in (4). We conclude with the following proposition.
Proposition IV.2. Let n ď q, t ě 1 and let r1, r2 be such that r1 “ sr2 for some s ą 1 and pr2 ` 1q|ν, ν|n. The
parameters of the code C are rn, tr1, dmin “ n´ tpr1` r2` 1` sq` r2` 3s. Furthermore, C is an optimal H-LRC
code with two levels of hierarchy and locality parameters pr1, r2 ` 3q, pr2, 2q. The middle codes Cα are optimal
rν, r1, r2 ` 3s LRC codes.
The code family in this proposition is originally due to [19], where it was obtained as an extension of [23], with
no connection to the geometric interpretation. Making this connection enables us to increase the code length to
n “ q ` 1 in the next section.
Example: The following example is very much in the spirit of the main construction of [23]; see also Example 1
in [3]. Let q “ 37,k “ Fq, and let X,Y, Z be copies of the projective line P1 with function fields kpxq,kpyq,kpzq,
respectively. Suppose that φ2 : x ÞÑ x4, φ1 : y ÞÑ y3, then
kpxq φ
˚
2Ð kpyq φ
˚
1Ð kpzq,
where y4 ´ z “ 0 and x3 ´ y “ 0. Take n “ 36, ν “ 12, r2 “ 3, r1 “ 6, t “ 2, then dimpCq “ 12 and dmin “ 18
from Eq. (14), and thus the code C has parameters [36,12,18] and is distance-optimal. The code is constructed as
follows. Observe that
φ´1
1
p1q “ t1, 26, 10u, φ´1
1
p10q “ t7, 34, 33u, φ´1
1
p26q “ t16, 9, 12u.
These 9 points form the set of points on Y used in the construction. Lifting them further to X , we obtain the fibers
of the map ψ´1 as follows:
D1 “ pBp1q1 “ t1, 6, 36, 31uq Y pBp1q2 “ t8, 11, 29, 26uqY pBp1q3 “ t27, 14, 10, 23uq
D2 “ pBp2q1 “ t2, 12, 35, 25uqY pBp2q2 “ t16, 22, 21, 15uqY pBp2q3 “ t17, 28, 20, 9uq
D3 “ pBp3q1 “ t3, 18, 34, 19uqY pBp3q2 “ t24, 33, 13, 4uqY pBp3q3 “ t7, 5, 30, 32uq.
The subset Dα, α “ 1, 2, 3 is the evaluation set of the middle code Cα with parameters r12, 6, 6s and locality 3.
Finally, let us construct the set of functions (13). Let f “ x12, y “ x4, then the basis of functions is given by
F :“ tf iyjxk “ x12i`4j`k ; i “ 0, 1, j “ 0, 1, k “ 0, 1, 2u.
The code is defined by the linear map k12 Ñ k36 that sends a vector pvijk, i “ 0, 1, 2; j “ 0, 1; k “ 0, 1q to the
set of evaluations of the polynomial vpxq :“ ři,j,k vijkx12i`4j`k at the points a P F˚q . The code C can correct up
to 17 erasures by interpolating the polynomial vpxq over 12 points outside the erased set.
At the same time, any 5 erasures can be corrected using a local repair procedure. In the worst case, these erasures
are located within a single fiber of ψ : X Ñ Z , say D1. The polynomial vpxq restricted to D1 has at most 6 nonzero
coefficients, and since the code C1 “ C|D1 has distance 6, it can be interpolated from its values at 6 (or fewer)
points in D1 outside the erased subset. Finally, any single erasure can be recovered from the 3 nonerased points in
its repair group B
pαq
i because the restriction of the code C to B
pαq
i is a r4, 3, 2s RS code obtained by evaluating a
polynomial of degree ď 2.
To give an example, suppose that all vijk “ 1, then vpxq “ p1` x` x2qp1 ` x4qp1 ` x12q. On the set D1 this
polynomial evaluates to c1 :“ p12, 24, 4, 13, 20, 4, 7, 0, 4, 17, 0, 30q, where the order of locations is the same as in
the set |Bp1q
1
|Bp1q
2
|Bp1q
3
|. Suppose that the value 20 is erased, which corresponds to location 8 in the set Bp1q
2
. The
restriction of the polynomial vpxq to the set Bp1q
2
is of degree 2, say a1 ` a2x` a3x2, and we can find a1, a2, a3
7from the nonerased values in this set of positions. We obtain pvpxqq|
B
p1q
2
“ 17p1` x` x2q and recover the erased
value by taking x “ 8.
Now suppose that the first 5 coordinates in the vector c1 are erased. The restriction of vpxq to the set D1 is of
the form a1 ` a2x` a3x2 ` pa4 ` a5x` a6x2qx4. Since x4 is constant on Bp1qi , finding the coefficients amounts
to recovering two copies of a quadratic polynomial. We can find them from the sets B
p1q
i , i “ 2, 3, each of which
contains 3 independent evaluations, and we obtain pvpxqq|D1 “ 2p1 ` x ` x2qp1 ` x4q. Finally, we correct the
erasures by evaluating this polynomial at the erased locations.
Note that taking the set of functions in the form F1 :“ tx4j`i, j “ 0, 1, 2, 3; i “ 0, 1, 2u, we would obtain a
r36, 12, 22s code with locality 3 that belongs to the code family of [23]. By changing the functional basis from F1
to F , we reduce the distance to 18 in exchange for adding the hierarchical locality property.
By increasing the degree of the map φ2 we can increase the distance ρ2 from 2 to larger values so that each
small repair group is resilient to more than one erasure. More specifically, let ρ2 ě 2, and let r1, r2 be such that
r1 “ sr2 and pps`1qpr2`ρ2´1qq|n. Let φ1, φ2 P krxs be polynomials constant on their respective repair groups,
and let degpφ2q “ r2`ρ2´1 and degpφ1q “ pr2`ρ2´1qps`1q. Define the set of functions V “ span
k
pφk
1
φ
j
2
xiq
where the indices vary as in (13). Finally, construct the code C as the set of evaluations of the functions in V on
the points in D. The properties of C are summarized in the following form.
Proposition IV.3. The code C has length n, dimension tr1 and distance
dminpCq “ n´ tr1 ` 1´ pt´ 1qpr2 ` ρ2 ´ 1q ´ pts´ 1qpρ2 ´ 1q.
It is an optimal H-LRC code with two levels of hierarchy and locality parameters pr1, r2 ` 2ρ2 ´ 1q, pr2, ρ2q. The
middle codes Cα are optimal rps` 1qpr2 ` ρ2 ´ 1q, r1, r2 ` 2ρ2 ´ 1s LRC codes.
It is also possible to increase the degree of the map φ1 thereby increasing the distance of the codes Cα while
still keeping the distance ρ2 “ 2. Finally, it is possible to increase the degrees of both the maps φ1, φ2, thereby
increasing both ρ1 and ρ2. As is easily checked, the resulting codes still retain the optimality properties.
V. H-LRC CODES FROM AUTOMORPHISMS OF CURVES
While the previous section introduced a general construction of H-LRC codes on algebraic curves, so far we
gave only one concrete example that relies on maps between projective lines. To construct a class of examples, we
develop the ideas put forward in a series of recent works in [10], [13], constructing towers of curves in the form of
(7) from automorphism groups of curves. Let G be a subgroup of AutpXq with subgroup H such that |H | “ r2`1
and |G| “ ν. Let kpXqH be the set of H-invariant functions in kpXq and let kpXqG be the same for G. Consider
the following tower of function fields:
kpXq φ
˚
2ÐÝÝ kpXqH φ
˚
1ÐÝÝ kpXqG, (15)
where φ˚
1
, φ˚
2
are the embedding maps of the function fields. Let g1 and g2 be primitive elements of the extensions
kpXqH{kpXqG and kpXq{kpXqH , respectively. Choose places Q “ tQ1, . . . , Qmu of kpXqG that split completely
in kpXq (i.e., there are ν “ ps` 1qpr2` 1q places in kpXq above each Qi), and let Q8 be a positive divisor with
support disjoint from Q. Let D be the collection of places in kpXq above the places in Q.
Since (15) is a particular case of (7), the general construction in (9) applies. Using it, we obtain a code
CpD, tφ1, φ2uq with parameters rn, k, ds determined by Proposition IV.1. Specifically,
n “ mν, k “ r2st, t :“ dimpLpQ8qq ě 1, (16)
the distance d is bounded in (12), and the locality parameters equal psr2, ρ1q, pr2, 2q, where ρ1 is given in (10).
In what follows we give some specific examples.
A. Automorphisms of rational function fields
Let kpXq “ kpxq be a rational function field. Let us assume that r2 and s are such that there exists a subgroup
G of AutpXq “ PGL2pqq of order pr2` 1qps` 1q. We apply the construction (15) above to get a tower of rational
curves
X
φ2ÝÑ Y φ1ÝÑ Z.
8By construction, both the degrees of x and y are 1. We obtain an H-LRC code C with parameters ppr2s, ρ1q, pr2, 2qq
where on account of (10),
ρ1 ě ν ´ ps´ 1qpr2 ` 1q ´ pr2 ´ 1q “ r2 ` 3,
Note that this is in fact an exact equality because of the upper bound (2). Moreover, as is easily checked, the code
C as a whole meets the upper bound (4) with equality. We obtain:
Proposition V.1. Let n ď q be a multiple of pr2 ` 1qps ` 1q. Using construction (15) for the subgroups of
the automorphism group of the rational function field, we obtain optimal rn, k, ds H-LRC codes with parameters
ppsr2, r2 ` 3q, pr2, 2qq.
These codes are in fact from the same family as the codes constructed in Prop. IV.2. However, we can extend
this construction to optimal H-LRC codes of length q ` 1 relying in part on the ideas in [10]. Assume that
G ă PGL2pqq, |G| “ ν|pq ` 1q, then there exists a subset S of m :“ pq ` 1q{ν rational places of kpXqG
that split completely in kpXq. Let S “ pQ1, . . . , Qmq Ă Zpkq and let H ă G, |H | “ r2 ` 1. Let P8 be the
infinite place in kpXq. W.l.o.g. we can assume that P8|Q1. Let pyq8 be the polar divisor of y and assume that
suppppyq8q X φ´12 pSq “ H. As above, let the set of evaluation points be D “ Ymi“1ψ´1pQiq, and let the fiber
above Q1 be P11 “ P8, P12, . . . , P1,ν . The code C is constructed by evaluating the functions in (8) at the points
in D. Specifically, C is the image of the following map:
f P V ÞÑ ppx´r2`1fqpP11q, fpP12q, . . . , fpPmνqq P kq`1.
The idea of constructing codes on curves whose set of evaluation points D includes the support of Q8 (by
multiplying by an appropriate degree of the uniformizing parameters) has appeared in the literature, e.g., [26,
p.194].
Proposition V.2. The locality parameters of the code C are psr2, r2` 3q, pr2, 2q, making it into an optimal 2-level
q-ary H-LRC code of length q ` 1.
Proof. We only need to check that the small (size-pr2`1q) recovering set that contains P11 supports local correction.
If the erased coordinate is P11, then its value can be found by regular polynomial interpolation. Otherwise, observe
that the function f on this set has the form fpxq “ řr2´1k“0 akxk, where ak’s are constants. Observe that ar2´1 “
px´r2`1fqpP11q. The remaining r2 ´ 1 coefficients of f can be found by Lagrange interpolation from the other
r2 ´ 1 evaluations of f in this set.
For instance, one can take n “ q ` 1 “ 28, obtaining an optimal r28, 6t, d “ 37 ´ 14ts H-LRC code over F33
with locality parameters pr1 “ 6, ρ1 “ 9q, pr2 “ 6, ρ2 “ 2q. Nontrivial examples arise when t “ 1, 2, and we
obtain codes with the parameters r28, 6, 23s, r28, 12, 9s that meet the bound (4).
VI. H-LRC CODES OF LENGTH n ą q ` 1 CONSTRUCTED FROM ELLIPTIC CURVES
A. LRC codes from quotients of elliptic curves
Li et al. [13] introduced a construction of optimal LRC codes on elliptic curves obtained from quotients of the
elliptic curve by subgroups of automorphisms. We present this construction in this section and extend to H-LRC
codes in the next one.
Let E be an elliptic curve over k “ Fq and let G be a subgroup of the automorphism group AutpEq. Note
that the automorphism group is the largest for charpFqq “ 2, 3, and therefore examples given in [13] are given
for these cases. In the H-LRC case, since two levels of hierarchy are required, most useful examples arise in the
characteristic 2 case when the automorphism group is of size 24 [21].
Let us assume that |G| “ r`1 “ 2s. Denote the coordinate functions of the automorphisms in G by σippx, yqq “
pfipx, yq, gipx, yqq. Assume that the set of x-coordinate functions fi has size s (in the case of odd characteristic
this can be achieved by including in G the negation map on y, i.e., the automorphism σ : px, yq Ñ px,´yq). Let us
index the automorphisms G “ tσ1, ¨ ¨ ¨ , σr`1u so that to ensure that fi`spx, yq “ fipx, yq. Finally, let us assume
that there is a point P “ pa, bq on E such that the points Pi “ σipP q are distinct, i.e., P is contained in a totally
split fiber of the covering map φ : E Ñ E{G.
Let us define a function
zpx, yq “
sź
i“1
1
fipx, yq ´ a .
9First we note that σipzq “ z for all 1 ď i ď r ` 1. This means that z can be thought of as a function in kpE{Gq.
More importantly, this implies that z is constant on fibers of the covering map φ. Powers of the function z will
take the place of the functions in the Riemann-Roch space LpDq in the general construction of Sec. IV. Also note
that the divisor of z is
pzq “ pr ` 1q8 ´ P1 ¨ ¨ ¨ ´ Pr`1.
Define functions w0 “ 1 and wi, i “ 1, . . . , r´ 1 in Li “ LpP1 ` ¨ ¨ ¨ ` Pi`1q such that Li “ spant1, w1, ¨ ¨ ¨ , wiu
for 1 ď i ď r ´ 1. Such a choice is always possible by the Riemann-Roch theorem. Define the space of functions
used to construct the code as follows:
V “ spantpzt, wizjq | i “ 1, . . . , r ´ 1, 0 ď j ď t´ 1u.
Let Q “ tQ1, . . . , Qnu be a union of totally split fibers of the covering map φ that does include the fiber formed
by the points Pi. The LRC code is obtained from the evaluation map
ev :V Ñ kn
f ÞÑ pfpQ1q, . . . , fpQnqq
As shown in [13], the resulting codes are optimal with respect to (3). The recovering sets of the code are coordinates
contained in the same fiber of φ. Restricted to a fiber of φ, a function in V becomes just a linear combination of
the r linearly independent functions wi, enabling one to recover the missing coordinate.
Remark: Even though [13] did not go beyond the genus 1 case, the above construction can be extended to curves
of genus 2 with a only few changes to the definition of the wi’s. Namely, take w0 “ 1 as before and let wi to be
a nontrivial function in Li “ LpP1 ` ¨ ¨ ¨ `Pi`2q such that Li “ spantw0, . . . , wiu The advantage in applying this
construction to genus 2 curves is that they can have larger automorphism groups and more rational points, allowing
greater flexibility in choices of the parameters. In particular, paper [13] gives examples of the above construction
for maximal elliptic curves that result in optimal LRC codes of length close to q`2?q. With genus two curves we
can easily construct optimal LRC codes of length n close to q ` 4?q, which constitute a family of optimal LRC
codes of length larger than reported in the literature (apart from the case of d “ 3, 4 in [15]). At the same time, so
far we have not been able to extend this observation to the case of H-LRC codes.
B. H-LRC Codes from quotients of elliptic curves
Let E, G, tPiu, tQiu and z be as above. Additionally choose a subgroup H ď G of order r2` 1. Let P¯i be the
point on E{H below Pi. Let m`1 :“ pr`1q{pr2`1q and suppose the Pi are enumerated such that P¯1, . . . , P¯m`1
are all distinct.
If E{H is of genus 1, we take w0 “ 1 and wi to be a function in L¯i “ LpP¯1 ` ¨ ¨ ¨ ` P¯i`1q for 1 ď i ď m´ 1
such that L¯i “ spant1, w1, . . . , wiu as before. Otherwise, if the genus of E{H is 0, we take w0 “ 1 and wi to be
a function in L¯i “ LpP¯1` ¨ ¨ ¨` P¯i`1q for 1 ď i ď m´ 1 such that L¯i “ spant1, w1, . . . , wi, w1iu, where w1i is any
additional linearly independent function in the Riemann-Roch space L¯i. Note that none of the wi’s have poles at
P¯m`1.
Let Pm`1,1, . . . , Pm`1,r2`1 be the points on E above P¯m`1. Take y0 “ 1 and yi to be a function in Li “
LpPm`1,1 ` ¨ ¨ ¨ ` Pm`1,i`1q such that Li “ spant1, y1, . . . , yiu. For clarity, we will define the space of functions
in two steps. Define V 1 and V as follows:
V 1 “ spantwm´1, wjyk|0 ď j ď m´ 2, 0 ď k ď r2 ´ 1u
V “ spantzt, zig|0 ď i ď t´ 1, g P V 1u
Once again the code C is obtained by evaluating the points in Q at all the functions in V . Construct the code C
evaluating the functions in V at the points in Q (cf. (9)).
Proposition VI.1. The code C constructed above is an rn, k, ds H-LRC code with locality parameters ppr1, ρ1q, pr2, ρ2 “
2qq where
r1 “ r2pm´ 1q ` 1
r2 ` 1 ď ρ1 ď 2r2 ` 2
k “ tpr2pm´ 1q ` 1q ` 1
d ě n´ ptpm` 1qpr2 ` 1q ´ pr2 ` 1qq.
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Proof. The middle codes have length ν “ pm ` 1qpr2 ` 1q and dimension r1 “ dimpV 1q “ r2pm ´ 1q ` 1 since
the function z is constant on the fibers of E Ñ E{H . Also, restricted to a fiber, the functions in V 1 are contained
in LpP¯1 ` ¨ ¨ ¨ ` P¯mq YLpP¯1 ` ¨ ¨ ¨ ` P¯m´1 ` P¯m`1q. This implies that the minimum distance of the middle codes
satisfies ρ1 ě ν ´mpr2 ` 1q “ r2 ` 1. The upper bound on ρ1 follows from the Singleton bound (3).
The value of the dimension k follows directly from the construction. Finally, since V Ď LptpP1` ¨ ¨ ¨`Pr`1q´
P¯m`1q Y LptpP1 ` ¨ ¨ ¨ ` Pr`1q ´ P¯mq we have
d ą n´ ptpm` 1qpr2 ` 1q ´ pr2 ` 1qq.
C. Examples:
For any even m there exists γ P F2m such that the elliptic curve E : y2`y “ x3`γ is maximal in the sense that
the number of rational points on E meets the Hasse-Weil bound [13, Lemma 3.3]. The automorphism group of E is
of order 24, which is also maximal since an elliptic curve can have at most 24 automorphisms. The automorphisms
are given by the following coordinate functions:
σxpx, yq “ u2x` s, σypx, yq “ y ` u2sx` t,
where u3 “ 1, s4 ` s “ 0, t2 ` t` s6 “ 0. The subgroup G of AutpEq given by restricting s to be 0 or 1 is order
12 and we take H to be the order 4 subgroup of G given by further restricting u to be 1. By the Riemann-Hurwitz
[21, p.37] formula we have
2gpEq ´ 2 ě 2gpE{Gq ´ 2`
ÿ
PPEpKq
peP ´ 1q,
where gpEq and gpE{Gq are the genus of E and of E{G, respectively, and eP is the ramification index of the
point P . Note that we use the Riemann-Hurwitz formula in the inequality form because in characteristic 2 some
of the points are wildly ramified. For instance, let us take q “ 64. Since the point at infinity is totally ramified,
the above equation implies that in the worst case there are 13 additional ramified affine points on E and therefore,
there are at least 67 unramified points. Since the order of G is 12, this implies that there are in fact at least 72
unramified points. This results in at least 60 evaluation points on E. The general code construction in this case
gives an rn “ 60, k “ 4t` 1, ds H-LRC code with locality parameters pp4, ρ1q, p3, 2qq where 4 ď ρ1 ď 7 and
d ě n´ 12t` 4, 1 ď t ď 5.
Note that we do not have enough information to determine the distance of the “middle” codes C1, making it difficult
to compare the value of d with the upper bound (4). Substituting ρ1 “ 4, we obtain
t k d
1 5 52 ď d ď 53
2 9 40 ď d ď 46
3 13 28 ď d ď 38.
To obtain examples of length n ą q, we should take a larger-size field, for instance let us take F256. Applying the
same arguments as above, we obtain H-LRC codes with parameters r264, 4t ` 1, ds and locality pp4, ρ1q, p3, 2qq
where 4 ď ρ1 ď 7 and
d ě n´ 12t` 4, 1 ď t ď 22.
VII. SOME FAMILIES OF CURVES AND ASSOCIATED H-LRC CODES
While Proposition IV.1 gives a general approach to constructing H-LRC codes, estimating the parameters for a
given curve is a difficult question, in particular because controlling the multiplicity degψpxq in (10) is not immediate.
The largest distance ρ1 is obtained if the function x is injective on the fibers of ψ, i.e., if degψpxq “ 1. In this section
we present two general constructions that make this possible using properties of the automorphism groups of curves.
Thus, all the H-LRC code families constructed below in this section share the property of having distance-optimal
middle codes.
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A. Kummer curves
The simplest and at the same time rather broad class of examples arises when G ă AutpXq is a cyclic group of
order not divisible by the characteristic, i.e., when X is a Kummer curve.
Recall that a Kummer curve X over k “ Fq is defined by the equation
ym “ fpxq, (17)
where m|pq´ 1q and fpxq P K :“ Fqpxq [22, pp.122ff.], [26, p.168]. The field L :“ Fqpx, yq is a degree m cyclic
extension of K , and any cyclic extension of degree m can be written in this form. The following examples of
Kummer curves are maximal and lead to H-LRC codes with good parameters.
1) The Hermitian curve X : yq0`1 “ xq0 ` x over the field Fq, q “ q20 is a maximal Kummer curve.
2) The Giulietti-Korchma´ros curves [5] are given by the affine equation
yq
3
0
`1 “ xq30 ` x´ pxq0 ` xqq20´q0`1,
and have genus g “ 1
2
pq30 ` 1qpq20 ´ 2q ` 1. They are maximal over Fq for q “ q60 .
3) (The Moisio curves [17]) Let h P t0, . . . , lu, let m|pql
0
` 1q and let q “ qn
0
. Let L be an Fq0-subspace of
dimension h in Fq and suppose that
ź
αPL
px´ αq “
hÿ
i“0
aix
qi
0 .
Let
Rpxq “
hÿ
i“0
a
q
2n´i
0
i x
q
h´i
0 .
Then the curve given by ym “ Rpxq is maximal over Fq2 of genus pm´ 1qpqh0 ´ 1q{2, so
|XpFqq| “ q2l0 ` pm´ 1qpql`h0 ´ ql0q ` 1.
Let G0 “ GalpL{Kq be the cyclic group of order m. The action of G0 on the curve X is given by px, yq ÞÑ
px, αyq, where α P Fq, αm “ 1. If m is well-decomposable, say m “ pa ` 1qpb ` 1qc, then one can easily find
subgroups H ă G ă G0 Ď AutpXq with desirable properties. Indeed, let m be as above and let α be a generator of
G0. Then we can take G “ xαcy, H “ xαpb`1qcy, |G| “ pa`1qpb`1q, |H | “ a`1. It is clear that the invariants of
any subgroup of G0 are generated by powers of y, for instance, from (17), y
a`1 is fixed by any power of αpb`1qc,
etc.
Specializing the construction (15), we obtain
kpXq “ kpx, yq Ðâ kpXqH “ kpx, ya`1q Ðâ kpXqG “ kpx, ypa`1qpb`1qq
Now it is clear that the primitive element y is injective on the fibers of φ : X Ñ X{G, and we can use the general
code construction with degψpyq “ 1.
Using the general construction of Proposition IV.1 for the curves listed above, we obtain several families of
H-LRC codes. The case of Hermitian curves is analyzed below in Section VIII in the context of power maps (see
Example VIII.3).
Turning to the Giulietti-Korchma´ros curves, we observe that the total number of rational points on the curve
|XpFqq| equals q80´q60`q50`1 (which meets the Hasse-Weil bound NpXq ď q`1`2
?
qg). Setting aside the point
at infinity, we observe that the projection map on x is ramified in at most q30 places, leaving n ě q80 ´ q60 ` q50 ´ q30
totally split places which form the evaluation set D. Now we use Proposition IV.1 to claim the existence of H-LRC
codes with the following parameters:
n ě pq50 ´ q30qpq30 ` 1q, k “ dimpLpQ8qqab
d ě n´ degpQ8qpa` 1qpb` 1q ´ q30pab` b´ 2q
r2 “ a, ρ2 “ 2
r1 “ ab, ρ1 “ a` 3.
(note that degpyq “ q30). To obtain specific examples, we may take q0 “ 4, getting a “ 4, b “ 12, c “ 1 or q0 “ 17,
in which case the decomposition q30 ` 1 “ 2 ¨ 27 ¨ 7 ¨ 13 leaves multiple options for the localities of the codes, etc.
We note that the distance of the middle codes is the largest possible, meeting the bound (2) with equality.
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For the Moisio curves, the size of the ramification set is at most qh
0
, leaving at least q2l
0
`pm´1qpql`h
0
´ql
0
q´qh
0
points for the evaluation set D. The codes from the Moisio curves are constructed over Fq2 and have the following
parameters:
n ě q2l
0
` pm´ 1qpql`h
0
´ ql
0
q ´ qh
0
, k “ dimpLpQ8qqab
d ě n´ degpQ8qpa` 1qpb` 1q ´ qh0 pab` b´ 2q
r2 “ a, ρ2 “ 2
r1 “ ab, ρ1 “ a` 3.
For instance, we can take q0 “ 2, l “ 5, and then taking m “ ql0 ` 1, we obtain H-LRC codes with localities
r1 “ 10, r2 “ 20, etc.
B. Artin-Schreier curves
Let q “ qe
0
for some e P N. A curve with the affine equation
yq0 ´ y “ fpxq (18)
for fpxq “ Fqpxq is called an Artin-Schreier curve [22, pp.127ff.], [26, p.173]. More generally, a generalized
Artin-Schreier curve is given by the equation
P pyq “ fpxq,
where P pyq “ auyqu0 `au´1yqu´10 `¨ ¨ ¨`a0y, a0 ‰ 0 is a linearized polynomial whose roots form a linear subspace
of Fq. Such a curve X forms a Galois covering of the projective line with the Galois group G0 :“ GalpX{P1q –
LpP q where LpP q is a linear space of roots of P pyq in Fq0 (thus, for coverings of the form (18), G0 – F`qu
0
). The
group G0 acts on the points of X by px, yq ÞÑ px, y`αq for α P G0. Artin-Schreier covers give many examples of
curves that are either maximal or close to maximal. Examples of maximal curves include the following families.
1) The Hermitian curves given by the equation yq ` y “ xq`1 over Fq2 ,
2) The Moisio curves (to see that they are Artin-Schreier, interchange x and y in their definition).
These examples are maximal in the sense that they attain the Hasse-Weil bound on the number of points.
(3) The Suzuki curves given by
Sq : y
q ` y “ xq0pxq ` xq
where q0 “ 2n, q “ 22n`1 [7]. The genus gpSqq “ q0pq´1q and the number of Fq-points is NpSqq :“ |X{Fq| “
q2 ` 1 (i.e., they fill the entire affine plane over Fq). The Suzuki curves are maximal because NpSqq meets the
Oesterle´ bound for their genus. The full group AutpSqq is the Suzuki group (hence the name), and it contains
a subgroup isomorphic to F`q which acts as before by y ÞÑ y ` α.
In each of the cases (1)-(3) above we have
AutpXq Ě G – pZ{pZqe2 Ą H – pZ{pZqe1
for q “ pe ě 9 and some exponents e, e1, e2.
Determining the primitive elements of the extensions in (15) with the above choice of G and H is generally not
an easy question. We limit ourselves to two simple examples.
1) Let
X : yq ´ y “ fpxq (19)
where q “ r2, r “ pm ě 3, and let G – pZ{pZq2m, H – pZ{pZqm. In this case G acts on kpx, yq by fixing
kpxq, i.e., we have Z “ P1 in (7) or kpx, yqG “ kpxq in (15). Let H be a copy of pZ{pZqm in F`q with the
property that αr “ ´α for all α P H. In other words, G – F`r ‘αF`r , H – αF`r , where αr “ ´α. Further, let
z “ yr ` y, then z is invariant under the action y ÞÑ y ` α :
py ` αqr ` py ` αq “ yr ` y “ z.
Further,
zr ´ z “ pyr ` yqr ´ pyr ` yq “ yq ´ y “ fpxq,
and thus, kpx, yqH “ kpx, zq, and (15) takes the form kpx, yq Ą kpx, zq Ą kpxq.
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On account of (16), we obtain a family of 2-level rn, k, ds H-LRC codes, where n “ mν, k “ r2st, and
ν “ r2, r2 “ s “ r ´ 1, r1 “ pr ´ 1q2, ρ1 “ r ` 2, ρ2 “ 2.
2) Let us again takeX in the form (19) where this time q “ r3, r “ pm ě 3, and letG – pZ{pZq3m, H – pZ{pZqm.
Let z “ yr ´ y and note that z is fixed by the action of H on kpx, yq, and thus kpx, yqH “ kpx, zq. Further,
zr
2 ` zr ` z “ yq ´ y “ fpxq.
The tower (15) has the form kpx, yq Ą kpx, zq Ą kpxq since G fixes the rational function field in kpx, yq.
On account of (16), we obtain a family of 2-level rn, k, ds H-LRC codes, where n “ mν, k “ r2st, and
ν “ r3, r2 “ r ´ 1, s “ r2 ´ 1, r1 “ sr2, ρ1 “ r ` 1, ρ2 “ 2.
This example can be further generalized to the curve X of the form (19), where q “ rh, r “ pm and G –
F
`
q , H – F`r . The tower (15) that gives rise to the code family, has the form kpx, yq Ą kpx, zq Ą kpxq, where
z “ yr ´ y and
zr
h ` zrh´1 ` ¨ ¨ ¨ ` z “ yq ´ y “ fpxq
We obtain a family of 2-level H-LRC codes with the parameters ν “ rh, s “ rh´1 ´ 1, r2 “ r ´ 1, r1 “
sr2, ρ1 “ r ` 2, ρ2 “ 2.
Remark VII.1. One can consider “mixed” Artin-Schreier–Kummer curves of the form P pymq “ fpxq over Fq
where P is a linearized polynomial and m|pq ´ 1q, and apply arguments similar to the above. However, we are
not aware of good examples of such curves although is it likely that they exist.
Remark VII.2. It is also clear that the above construction can be generalized to more than two levels of hierarchy.
Accomplishing this depends on the factorization of q´ 1 for the Kummer case and does not require new algebraic
ideas. A similar observation applies to the Artin-Schreier case.
VIII. H-LRC CODES FROM THE GARCIA-STICHTENOTH TOWER
In this section we use the general construction of H-LRC codes for curves in the GS tower. We begin by directly
applying the idea of Section IV and consider mappings between the curves two levels apart in the tower, viz. (7).
This approach meets a complication in that it is not easy to find the multiplicity degψpxq. We circumvent this
difficulty using power maps in Section VIII-B, which are related to the constructions from Kummer covers in the
previous section.
A. Naive construction
Let q “ q2
0
be a square and k “ Fq. For any l ě 2 define the curve Xl inductively as follows:
x0 :“ 1, X1 “ P1,kpX1q “ kpx1q;
Xl : z
q0
l ` zl “ xq0`1l´1 , where for l ě 3
xl´1 :“ zl´1xl´2 .
,/.
/-
(20)
The curves Xl, l ě 2 form a tower of asymptotically maximal curves [4].
The authors of [3] constructed LRC codes from covering maps between consecutive curves in this tower. Similarly,
we will construct H-LRC codes with 2-fold hierarchy by extracting sub-towers of 3 curves from the full tower. Let
φl : Xl Ñ Xl´1 be the natural projection on the coordinates xi, i “ 1, . . . , l ´ 1. Consider the following subtower
of curves with their projection maps:
Xj`2
φj`2ÝÝÝÑ Xj`1 φj`1ÝÝÝÑ Xj . (21)
Let x “ xj`2 and y “ xj`1 be primitive elements such that kpXj`2q “ kpXj`1qpxq and kpXj`1q “ kpXjqpyq
(see (7)). In this case degpyq “ qj
0
and degpxq “ qj`1
0
are the degrees of the mapsXj`i Ñ P1, i “ 1, 2, respectively.
Let S be formed of all the affine points of Xjpkq that map to k˚ under the map φ1 ˝¨ ¨ ¨˝φj . Let nj “ qj´10 pq20´1q
be the size of S, i.e., number of points above k˚ on Xj , j “ 1, 2, . . . . Let Q8,j to be the point at infinity on Xj
and let t “ dimpLpℓQ8,jqq, where gj ď ℓ ď nj and gj is the genus of Xj . Finally, denote ψj`2 “ φj`1 ˝ φj`2.
Using the general construction of Sec. IV for the tower of curves described in (21), it is possible to obtain a
family of linear H-LRC codes with two levels of hierarchy.
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Proposition VIII.1. For any j ě 1 there exists a family of H-LRC codes with the parameters rn, k, ds and locality
pr1, ρ1q, pr2, ρ2 “ 2q, where
n “ qj`1
0
pq2
0
´ 1q
k “ tpq0 ´ 1q2 ě pℓ´ gj ` 1qpq0 ´ 1q2
d ě n´ ℓq2
0
´ 2qj`1
0
pq0 ´ 2q
and r1 “ pq0 ´ 1q2, r2 “ q0 ´ 1,
ρ1 ě maxp2q0 ´ degψj`2pxqpq0 ´ 2q, 4q.
Proof. Apply the construction of Proposition IV.1 to the curves in Eq. (21). The length of the obtained code equals
the size of the evaluation set D, which is taken to be |XpFqq| ´ 1 ´ qj`10 , accounting for removing the point at
infinity as well as the q
j`1
0
ramified points above 0 P P1 on X. All the other parameters are found directly from
Proposition IV.1.
The shortcoming of the above construction is that it is unclear how to choose the primitive element x such that
degψj`2pxq is small enough to guarantee a large value of the minimum distance of the middle code ρ1. It would
be preferable if we could limit degψj`2 to 1 since this would force the middle code to be an optimal LRC code
by itself.
B. H-LRC codes from power maps
To overcome the shortcomings of the previous construction, in this section we present a construction of H-LRC
codes from the curves in the GS-tower for which the primitive element x of the map constructed is naturally
injective on the fibers of the map ψ : X Ñ Z where X “ Xj is a GS curve and Z is a quotient curve that we are
going to construct. Define the curve Xj,c by its function field
kpXj,cq “ kpxc1, x2, . . . , xjq,
where the variables xi are defined as above in (20). Now let a, b ě 2 be positive integers such that pa ` 1qpb `
1q|pq0 ` 1q. Consider a tower of curves
Xj
φ2ÝÑ Xj,a`1 φ1ÝÑ Xj,pa`1qpb`1q.
Applying the construction of Section IV with x1 and x
a`1
1
as the primitive elements of φ1 and φ2 respectively, we
obtain the following result, proved directly from Proposition IV.1. We again rely on the notation t “ dimpLpℓQ8,jqq,
where gj´1 ď ℓ ď nj´1.
Proposition VIII.2. For any j ě 1 there exists a family of H-LRC codes with parameters rn, k, ds and locality
pr1, ρ1q, pr2, ρ2 “ 2q, where n “ qj´10 pq20 ´ 1q, k “ tab
d ě n´ degpQ8qpa` 1qpb` 1q ´ qj´10 pab` b´ 2q
r2 “ a, ρ2 “ 2
r1 “ ab, ρ1 “ a` 3.
Note that the middle codes in this construction are optimal LRC codes, something that was not attainable with the
construction of Prop. VIII.1. Further, taking j “ 1 in this proposition, we recover codes constructed of Prop. V.1,
where n is taken to be q ´ 1.
Example VIII.3. Let q “ q2
0
where q0 is a prime power and let X be the Hermitian plane curve of genus
g0 “ q0pq0 ´ 1q{2 with the affine equation:
X : xq0 ` x “ yq0`1.
Note that this curve coincides with the curve X2 from the Garcia-Stichtenoth tower. The size of the evaluation set
equals q3
0
´ q0 which corresponds to removing the q0 points above 0 P P1 on the curve. Applying the above power
map construction to the case q0 “ 8 and a “ b “ 3 gives a Hermitian H-LRC code defined over F64. We obtain a
family of codes with parameters rn “ 504, k “ 9t, ds H-LRC code and locality p9, 6q, p3, 2q where:
d ě n´ 16t´ 80, 1 ď t ď 26.
15
In particular, we obtain codes with the following parameters:
t k d
1 9 408 ď d ď 494
2 18 392 ď d ď 478
3 27 376 ď d ď 462
. . .
11 99 248 ď d ď 334
12 108 232 ď d ď 318
. . .
where the upper bound on d is found from (4).
C. H-LRC codes from fiber products
The result of Prop. VIII.2 affords a generalization based on fiber products of curves. Let us recall the definition
of the fiber product of curves X and Y over a curve Z. Suppose that φ : X Ñ Z and ψ : Y Ñ Z are k-covering
maps. The set X ˆZ Y :“ tpx, yq P X ˆY |φpxq “ ψpyqu is called a fiber product of X and Y . In general this set
does not always form a smooth algebraic curve, but we will assume this in our discussion below.
Consider a tower of projective smooth absolutely irreducible curves over a finite field k
X
φ2ÝÑ Y φ1ÝÑ Z
where as before degpφ2q “ ab and degpφ1q “ b. Let us also assume that kpXq “ kpZqpxq for some primitive
element x P kpXq that is injective on fibers of φ1 ˝φ2. Choose a curve C that forms a k-cover of Z and such that
X ˆZ C and Y ˆZ C are both smooth and absolutely irreducible curves. Then x is injective on the fibers of
X ˆZ C Ñ Cp– Z ˆZ Cq
Applying the construction of Section IV, we obtain the following result.
Proposition VIII.4. Consider codes constructed using the tower
X ˆZ C φ2ÝÑ Y ˆZ C φ1ÝÑ C.
The parameters of the codes are rn, k, ds, where n is determined by the number of totally split points on X ˆZ C
and the distance d satisfies the same condition as in Prop. VIII.2. The locality parameters are pr1, ρ1q, pr2, ρ2 “ 2q,
where
r2 “ a, ρ2 “ 2
r1 “ ab, ρ1 “ a` 3.
The middle code has the length pa` 1qpb` 1q and is an optimal LRC code with respect to the bound (3).
This construction specializes to Proposition VIII.2 with the choices X,Y and Z such that kpXq “ kpx1q,
kpY q “ kpxa`1
1
q and kpZq “ kpxpa`1qpb`1q
1
q, and C “ Xj,pa`1qpb`1q, j ě 1.
Fiber products of Artin-Schreier curves, developed in [27], look especially promising for constructing H-LRC
codes because they give curves with many points, including many maximal curves.
D. H-LRC Codes with availability
In this section we consider a generalization of codes with locality wherein local correction of erasures can be
performed by accessing several disjoint groups of codeword’s coordinates. In the literature on LRC codes (without
hierarchical structure) this generalization is called the availability problem [18], [23], [3], [8]. We begin with the
definitions and general expressions of the parameters of the codes, and then give two examples, which form the
main contents of this section.
Let us first define an LRC code with the availability property (and no hierarchy of recovering sets). The following
definition is a slight extension of the definition in [18].
Definition VIII.5. A linear code C is LRC with locality prj , ρjq1ďjďτ and availability τ if for every i P rns there
are τ punctured codes Ci,1, . . . , Ci,τ such that for every j P rτ s,
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1) i P supppCi,jq,
2) dimpCi,jq ď rj ,
3) dpCi,jq ě ρj
4) The set
ˇˇ
supppCi,jqz
Ť
kPrτ s
k‰j
supppCi,kq
ˇˇ
contains dimpCi,jq linearly independent coordinates of the code Ci,j .
It may seem unnecessary to allow different parameters of the codes Ci,j , but the examples that we construct
below are of this form. Moreover, we found it difficult to construct examples of codes from curves which do not
use this generalization. The number of erasures that can be corrected in parallel by the codes Ci,j , j P rτ s equals
minj ρj ´ 1.
Let us define H-LRC codes with availability. They generalize both LRC codes with locality pr, ρq and LRC codes
with availability from the cited works.
Definition VIII.6 (H-LRC codes with availability). Let τ1, τ2 ě 1 and let ρ2,j2 ă ρ1,j1 and r2,j2 ď r1,j1 for
j1 P rτ1s, j2 P rτ2s. A linear code C is H-LRC and parameters ppr1,j1 , ρ1,j1q, pr2,j2 , ρ2,j2qq and availability τ1, τ2 if
1) it has locality pr1,j1 , ρ1,j1q, j1 P rτ1s and availability τ1,
2) each of the codes Ci,j1 , i P rns, j1 P rτ1s is an LRC code with locality pr2,j2 , ρ2,j2q, j2 P rτ2s and availability
τ2.
Remark This definition can be specialized to the case when availability is required only for local recovery at the
level of the entire code C (in this case τ2 “ 1), or only at the level of the middle codes (in this case τ1 “ 1).
To generate H-LRC codes with availability we use a construction inspired by the LRC codes with availability
introduced in [3] and developed in [8].
Example VIII.7. Hermitian function fields, already mentioned above, provide an easy example of the fiber product
construction of LRC codes with availability (see [3], Sec.V.A, V.B). Let k “ Fq, q “ q20 , and let X,Y, Z be
isomorphic to P1
k
. Let X “ kpx, yq, where xq0 ` x “ yq0`1, let Y1 “ kpxq, Y2 “ kpyq, and let Z “ kpuq, where
u “ xq0 ` x, u “ yq0`1 as shown in the following diagram:
X
Y1 Y2
Z
.
Then X “ Y1 ˆZ Y2, and the function y is constant on the fibers of the map X Ñ Y1, while x is constant on
the fibers of the map X Ñ Y2. This supports the univariate interpolation that underlies the local erasure recovery
in LRC codes with availability.
We will focus on the example where the availability on both levels of hierarchy is τ1 “ τ2 “ 2 (even though
it is possible to make it more general, already availability 2 results in cumbersome calculations, see the examples
below). Consider the diagram of curves given below where we assume that all the arrows correspond to separable
maps between projective curves over a fixed finite field k.
Suppose that Z is an absolutely irreducible smooth curve. The curve Y is constructed as the fiber product of
two curves over Z and the curve X is constructed as the fiber product of two curves over Y . Suppose that there
are c points on Z such that
(i) there are t1 points of Y1 above each of these points of Z;
(ii) there are t2 points of Y2 over each of these points of Z .
Now consider the points on Y obtained as pairs of the points on Y1, Y2 described in (i)-(ii). Suppose that for each
of these points
(iii) there are s1 points of X1 above each of these points of Y ;
(iv) there are s2 points of X2 above each of these points of Y,
where gcdps1, s2q “ 1 and gcdpt1, t2q “ 1.
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X “ X1 ˆY X2
X1 X2
Y “ Y1 ˆZ Y2
Y1 Y2
Z
ψX1 ψX2
s1 s2
ψY1 ψY2
t1 t2
Fig. 2: Diagram of covering maps for the construction of codes with availability
Let D “ tpQ1, Q2qu Ă X, where Q1 runs over the points of X1 constructed in (iii) and Q2 over the points
of X2 constructed in (iv). Note that the size of the set D is n “ cs1s2t1t2. Choose a positive divisor Q8 on Z
with LpQ8q “ span tf1, . . . , fmu and choose primitive elements x1, x2, y1, and y2 such that kpXiq “ kpY qpxiq
and kpYiq “ kpZqpyiq, i “ 1, 2. Assume that the degrees of x1, x2 considered as maps from X to P1 are
hx1 :“ degpx1q, hx2 :“ degpx2q and the degrees of y1, y2 as maps from Y to P1 are hy1 , hy2 . Further, let h1i,j be
the maximum possible number of zeros of xi on a fiber of the map X Ñ Yj , i, j “ 1, 2. (this is similar to degψpxq
defined before Proposition IV.1). Therefore, h1ii “ si, i “ 1, 2 and, if the fibers of these maps are transversal, then
also h112 “ h121 “ 1. Let V be the space of functions given by
V “ spantfixj11 xj22 yk11 yk22 | i “ 1, . . . ,m; jl “ 0, . . . , sl ´ 2, kl “ 0, . . . , tl ´ 2; l “ 1, 2u
Define the code C as the image of the evaluation map
ev :V Ñ kn
v ÞÑ pvpPiq|Pi P Dq.
The code C is supported on all the n points in D. Each of the middle codes Ci,1 (Ci,2) is supported on the fibers
of the map X Ñ Y1 (resp., X Ñ Y2). The length of the codes is ν1 “ s1s2t2 and ν2 “ s1s2t1, respectively. The
bases of function spaces that give the codes Ci,j, j “ 1, 2 are
V1 “ txj11 xj22 yk11 | jl “ 0, . . . , sl ´ 2, l “ 1, 2; k1 “ 0, . . . , t1 ´ 2u
V2 “ txj11 xj22 yk22 | jl “ 0, . . . , sl ´ 2, l “ 1, 2; k2 “ 0, . . . , t2 ´ 2u.
These codes are LRC with repair groups of size s2 for j “ 1 and s2 for j “ 2. Local correction of a single erasure
can be performed in parallel along the corresponding fibers of the maps X Ñ Xj , j “ 1, 2 (cf. Fig. 1).
The properties of the code C are collected in the following proposition.
Proposition VIII.8. The code C is an rn, k, ds H-LRC code with parameters
n “ cs1s2t1t2
k “ mps1 ´ 1qps2 ´ 1qpt2 ´ 1qpt2 ´ 1q
d ě n´ degpQ8qs1s2t1t2 ´ phy1pt1 ´ 2q ` hy2pt2 ´ 2qqs1s2 ´ hx1ps1 ´ 2q ´ hx2ps2 ´ 2q,
availability 2, and locality pr11, ρ11q, pr12, ρ12q, where
r11 “ ps1 ´ 1qps2 ´ 1qpt1 ´ 1q
ρ11 ě maxps1s2pt2 ´ t1 ` 2q ´ h111ps1 ´ 2q ´ h121ps2 ´ 2q, 4q
18
r12 “ ps1 ´ 1qps2 ´ 1qpt2 ´ 1q
ρ12 ě maxps1s2pt1 ´ t2 ` 2q ´ h112ps1 ´ 2q ´ h122ps2 ´ 2q, 4q.
The middle codes Ci,1, Ci,2 are H-LRC(2) codes with locality parameters ps2 ´ 1, 2q and ps1 ´ 1, 2q, respectively.
Proof: The parameters of the codes follow directly from the construction. Specifically, the code length is
obtained from the count of points and the dimensions are found by counting the size of the corresponding functional
bases in V, V1, V2. The estimates of the distances of the codes d, ρ11, ρ12 are found from the bounds on the largest
possible number of zeros of the functions in the bases. For instance,
ρ11 ě s1s2t2 ´ ps1s2pt1 ´ 2q ` h111ps1 ´ 2q ` h121ps2 ´ 2qq,
where the terms in the parenteses bound above the maximum number of zeros of a function in V1.
The lower bounds ρ1,˚ ě 4 in the estimates of ρ11, ρ12 is justified exactly as in Prop. IV.1.
We note that for the bounds on ρ11 and ρ12 to be simultaneously greater than 4, is is necessary that |t1´ t2| ď 1.
This is somewhat restrictive, but still possible to account for in examples, see the next section.
E. Families of H-LRC codes with availability
While the description in the previous section relies on the bottom-up construction that starts with the curve Z ,
examples are easier to obtain using a top-down approach.
1) Construction from RS codes: In this section we construct a family of H-LRC codes, extending the construction
of Sec. IV-A above. Let Fq be a finite field with generating element g, and suppose that q´ 1 “ cs1s2t1t2, where
gcdps1, s2q “ 1, gcdpt1, t2q “ 1. We will take D “ F˚q and construct codes of length n “ q ´ 1. Consider the
following subgroups of the cyclic group F˚q :
G1 “ xgt1ly, H1 “ xgs2t1t2ly
G2 “ xgt2ly, H2 “ xgs1t1t2ly.
The groups H1 and H2 define a pair of mutually orthogonal partitions of the set rns (meaning that the blocks of
the partitions intersect on at most one point).
Referring to Fig. 2, we obtain a diagram of curves (defined by their function fields) as follows:
X : kpxq
X1 : kpx1q
x1 “ xs2
X2 : kpx2q
x2 “ xs1
Y : kpx1q X kpx2q “ kpxs1s2q
Y1 : kpxt21 q X kpx2q
“ kpxs1s2t2q
Y2 : kpx1q X kpxt22 q
“ kpxs1s2t1q
Z : kpxt2
1
q X kpxt1
2
q “ kpxs1s2t1t2q
The covering maps Ψ are defined in an obvious way, and are of degrees degpΨXlq “ sl and degpΨYlq “ tl, l “
1, 2.
The codewords are obtained by evaluating functions of the following form:
v “
ÿ
i¯
vi¯fix
j1
1
x
j2
2
yk1
1
yk2
2
,
where i¯ “ pi, j1, j2, k1, k2q, y1 “ xs2t22 , y1 “ xs1t11 , and the summation runs over the range
1 ď i ď m
0 ď jl ď sl ´ 2, 0 ď kl ď tl ´ 2, l “ 1, 2.
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The value of m “ degpQ8q`1 is a parameter of the construction, and it is chosen so that the estimates of the other
parameters do not trivialize. Once it is fixed, the values of k, d and locality are obtained directly from Proposition
VIII.8, where we have hy1 “ t2, hy2 “ t1, hx1 “ s2t1t2, hx2 “ s1t1t2, and h111 “ s1, h122 “ s2, h112 “ h121 “ 1. In
particular,
d ě pc´m´ 3qs1s2t1t2 ` 2ps1s2pt1 ` t2q ` t1t2ps1 ` s2qq
ρ11 ě s1s2pt2 ´ t1 ` 2q ´ s1ps1 ´ 2q ´ ps2 ´ 2q (22)
ρ12 ě s1s2pt1 ´ t2 ` 2q ´ ps1 ´ 2q ´ s2ps2 ´ 2q (23)
To give a numerical example, let q “ 412, then we can take s1 “ 7, s2 “ 3, t1 “ 4, t2 “ 5, c “ 4. Taking
m “ 1, we obtain k “ 144, d ě 778 and for the middle codes the parameters rν1 “ 105, r11 “ 36, ρ11 ě 26s and
rν2 “ 84, r12 “ 48, ρ12 ě 13s.
In conclusion we note that a one-level version of this construction (LRC codes with two disjoint recovering sets,
but with no hierarchical structure) was given in [23, Sec. IV].
2) Construction from Hermitian curves: Let X be a Hermitian curve over k “ Fq, q “ q20 , given by the affine
equation
X : xq0 ´ x “ yq0`1.
As in Example VIII.7, we view X as a fiber product. To implement the construction in Fig. 2, we need the following
data. Consider a natural projection XpFqq Ñ P1 given by px, yq ÞÑ x. Let M :“ tx P Fq : xq0 ` x “ 0u and
take the point set D “ FqzM. The set D will be the evaluation set of points of the constructed code, and thus,
n “ |D| “ q30 ´ q0. Let q0 “ s22, where s2 “ p3, t2 “ p2, p “ chark and let q0 ` 1 “ s1t1c1. Let n “ cs1s2t1t2,
where
c “ n
s1s2t1t2
“ c1 q0pq
2
0
´ 1q
pq0 ` 1qs2t2 “ c
1ppq0 ´ 1q.
Overall with this choise of the parameters, we obtain n “ q0pq20 ´ 1q.
As above, assume that gcdps1, s2q “ gcdpt1, t2q “ 1. Define
v1 “ xs2 ´ x, v2 “ ys1
u1 “ vp1 ` v1, u2 “ vt12 .
Let
X1 : v
s2
1
` v1 “ yq0`1
kpX1q “ kpv1, yq
X2 : x
q0 ´ x “ vt1c1
2
kpX2q “ kpx, v2q.
We have X “ X1 ˆY X2 and kpXq “ kpx, yq “ kpX1qpxq and kpXq “ kpX2qpyq, where the curve Y with the
function field kpY q “ kpv1, v2q is defined as
Y : vs2
1
` v1 “ vt1c
1
2
This curve is a fiber product of the curves Y1, Y2 over Z , where
Y1 : u
p2
1
´ up
1
` u1 “ vt1c
1
2
kpY1q “ kpu1, v2q
Y2 : v
s2
1
` v1 “ uc12
kpY2q “ kpu2, v1q
Z : u
p2
1
´ up
1
` u1 “ uc12
kpZq “ kpu1, u2q.
This completes the desired commutative diagram. The primitive elements of the field extensions are px1, x2, y1, y2q “
py, x, v2, v1q and their degrees are given by
hx1 “ q0 ` 1, hx2 “ q0, hy1 “ t2, hy2 “ t1
20
h1
11
“ s1, h122 “ s2, h112 “ h121 “ 1.
The expressions for the code parameters are obtained directly from Propostion VIII.8, including (22)-(23). To give
an example, let q0 “ 64, p “ 2, c1 “ 1, s1 “ 8, s2 “ 13, t1 “ 5, t2 “ 4. The parameters of the code C depend on the
choice of degpQ8q and can vary. The parameters of the middle codes are ν1 “ 416, r11 “ 336, ν2 “ 520, r12 “ 252.
From (23) we obtain ρ12 ě 163, and for ρ11 we can only claim the lower bound of 4 (the true distance is likely
higher).
Observe that this construction affords many versions, and we give one of the simplest possible of them.
In conclusion we note that it is possible to extend this example to the tower of Garcia-Stichtenoth curves, obtaining
asymptotically good sequences of H-LRC codes with availability.
IX. ASYMPTOTIC PARAMETERS
In this section we consider asymptotic parameters of H-LRC codes. In the setting that we adopt, the code length
nÑ8, and we call the codes asymptotically good if the limits of the rate R :“ p1{nq logq |C| and relative distance
δ :“ d{n both are bounded away from 0 as nÑ8. The parameters of the middle code rν, r1, ρ1s are constant and
do not depend on n.
A. Asymptotically good families of H-LRC codes
Let us compute the asymptotics of the code parameters in Prop. VIII.1. Recall that gj ď njq0´1 [4]. We have
d
n
` k
n
q20
pq0 ´ 1q2 “ 1´
2pq0 ´ 2q
q2
0
´ 1 ´
q20gj
n
` q
2
0
n
ě 1´ 3
q0 ` 1 `
q2
0
n
. (24)
We obtain the following code family.
Proposition IX.1. Let q “ q20 . There exists a family of linear q-ary 2-level H-LRC codes with locality pppq0 ´
1q2, ρ1q, pq0´1, 2qq, where ρ1 satisfies the bound of Proposition VIII.1, and such that the rate and relative distance
satisfy the inequality
R ě
´q0 ´ 1
q0
¯2´
1´ δ ´ 3
q0 ` 1
¯
. (25)
The bound (25) is obtained by letting j Ñ8 and passing to the limit in (24).
To add flexibility to the parameters of the code family, we can decrease the maximum degrees of x, y in the
functions in (8) from s´1 to s1´1 and from r2´1 to r12´1, where 2 ď s1, r12 ď q0´1. This gives the following
extension of Proposition IX.1.
Proposition IX.2. There exists a family of linear q-ary 2-level H-LRC codes with locality
ppr1 “ r2s, ρ1q, pr2, ρ2 “ q0 ` 1´ r2qq, 2 ď s, r2 ď q0 ´ 1
and
R ě sr2
q2
0
´
1´ δ ´ q0 ` s` r2 ´ 1
q2
0
´ 1
¯
.
Observe that, while the code families in the previous two propositions are asymptotically good, the distance
of the middle codes ρ1 does not have an explicit expression. This can be remedied by using the code family of
Proposition VIII.2, and performing a calculation similar to (24). We obtain the following theorem which gives a
fully explicit set of parameters for an asymptotically good family of H-LRC codes.
Theorem IX.3. Let q “ q20 and suppose that ν :“ pa ` 1qpb ` 1q|pq0 ` 1q. There exists a family of linear q-ary
2-level H-LRC codes with locality pr1 “ ab, ρ1 “ a ` 3q, pr2 “ a, ρ2 “ 2qq and the rate and relative distance
satisfying the asymptotic bound
R ě abpa` 1qpb` 1q
´
1´ δ ´ q0 ` ab` b´ 1
q2
0
´ 1
¯
. (26)
The rν, r1, ρ1s middle codes in the construction are distance-optimal in that they satisfy the bound (2) with equality.
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Proof. From Proposition VIII.2 we obtain:
d
n
` k
n
pa` 1qpb` 1q
ab
ě 1´ ab` b ´ 2
q2
0
´ 1 ´
pgZ ´ 1qpa` 1qpb` 1q
n
(27)
where gZ is the genus of the curve Xj,pa`1qpb`1q. Recalling the Riemann-Hurwitz formula [26, p.102], we obtain
the relation gj ě 1` pa` 1qpb` 1qpgZ ´ 1q, which gives
pgZ ´ 1qpa` 1qpb` 1q
n
ď gj ´ 1
n
Substituting this in (27), we continue as follows:
d
n
` k
n
pa` 1qpb` 1q
ab
ě 1´ ab` b´ 2
q2
0
´ 1 ´
gj ´ 1
n
Since
gj
n
Ñ 1
q0´1 , we obtain (26) upon rearranging.
To get an idea of the bound (26), assume that a “ b « q0. Assuming large q0 and ignoring small terms, we find
that the right-hand side of (26) is approximately 1´ δ ´ 2?
q
and is in fact better than the bound (25).
B. A random coding argument
As in [3], let us also compute a bound on the set of achievable pairs pR, δq obtained by a random coding argument,
calling it a Gilbert-Varshamov (GV) type bound. Consider a sequence of q-ary H-LRC codes Cpiq of length ni with
locality ppr1, ρ1q, pr2, ρ2qq. Suppose that di is the distance of the code Cpiq and let dini Ñ δ as iÑ8.
Proposition IX.4. (GV BOUND) Assume that there exists a q-ary rν, r1, ρ1s linear LRC code D with locality
pr2, ρ2q and let BDpsq be the weight enumerator of the code D. For any R ą 0, δ ą 0 that satisfy the inequality
R ă r1
ν
´min
są0
´1
ν
logq BDpsq ´ δ logq s
¯
, (28)
there exists a sequence of H-LRC codes with asymptotic rate R and relative distance δ.
Proof. The ideas in the following calculation extend the approach to a Gilbert-Varshamov bound for LRC codes
derived in [3], [24], so we only outline the argument. Let C be an rn, k “ Rn, d “ δns linear H-LRC code with
locality parameters r “ ppr1, ρ1q, pr2, ρ2qq as given in Def. II.2. Its parity-check matrix can be taken in the form
H “ pH1|H0qT , where the submatrices are as follows. The part H1 is a block-diagonal matrix with blocks given
by the parity-check matrix of the code D. The matrix H0 is formed of random uniform independent elements of
the field Fq chosen independently of each other. The matrix H1 contains npν ´ r1q{ν rows and the matrix H0
contains n r1
ν
´ k rows.
The number of vectors of weight w “ 1, . . . , n in the null space of H1 is given by minsą0 s´wBDpsqn{ν , and
the probability that each of them is also in the null space of H0 is q
´np r1
ν
´Rq. By the union bound,
P pdminpCq ď δnq “ δnq´np
r1
ν
´Rqmin
są0
s´wBDpsqn{ν .
If this probability is less than one, there exist codes with distance dmin ě δn. Upon taking logarithms, we now
obtain (28).
Numerical comparison of the bounds obtained above, including (26) and (25), with the GV bound is difficult
because (28) is not easy to compute. Indeed, we need to find the weight distribution of the code D (for instance,
a code in the family constructed in [23], see Sec. III-A); however this is not easy even for moderate values of
q0. It is possible to replace (28) with a weaker bound by observing that the codes of [23] are subcodes of certain
Reed-Solomon codes (more specifically, a q-ary rν, r1, ρ1s code D is a subcode of the rν, ν´ ρ1` 1, ρ1s RS code),
and therefore, their weight distributions are bounded above by the weight distribution of RS codes for which an
explicit expression is available. Thus, we can use this expression to evaluate a lower estimate for the right-hand
side of (28). Following this route, we have computed numerical examples, observing that (26) indeed improves
upon this version of the GV bound. One such example is as follows.
Let q0 “ 19, a “ 3, b “ 4, then ν “ 20, r1 “ 12, ρ1 “ 6. Using the weight numerator of the r20, 15, 6s RS code
over F192 on the right-hand side of (28), we find that rate R “ 0.198 is attainable for the relative distance δ “ 0.5.
For the same δ the bound (26) produces a higher value R ě 0.243.
We note again that this example does not imply that the bound (26) improves upon the actual GV bound which
even for the above parameters is not easily computable.
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