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Abstract. We study analytically the equilibrium properties of the spherical
hierarchical model in the presence of random fields. The expression for the critical
line separating a paramagnetic from a ferromagnetic phase is derived. The critical
exponents characterising this phase transition are computed analytically and compared
with those of the corresponding D-dimensional short-range model, leading to conclude
that the usual mapping between one dimensional long-range models andD-dimensional
short-range models holds exactly for this system, in contrast to models with Ising spins.
Moreover, the critical exponents of the pure model and those of the random field model
satisfy a relationship that mimics the dimensional reduction rule. The absence of a
spin-glass phase is strongly supported by the local stability analysis of the replica
symmetric saddle-point as well as by an independent computation of the free-energy
using a renormalization-like approach. This latter result enlarges the class of random
field models for which the spin-glass phase has been recently ruled out.
PACS numbers: 75.10.Nr, 64.60.F-, 64.60.ae
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1. Introduction
Random field models are ferromagnetic systems of spins with a random field at each
site. They have been introduced by Imry and Ma [1] and, despite many years of
studies, their critical behaviour is still not completely understood, even in the simplest
situation where the random fields are uncorrelated. The study of their critical behaviour
is strictly related to a property called dimensional reduction, according to which the
critical exponents of a random field model in D dimensions is equivalent to those of the
corresponding pure model in D−2 dimensions. This property has been deeply analysed
using different methods [2, 3, 4], and it has been shown that dimensional reduction does
not hold at low dimensions [5]. The reason for this behaviour is not entirely clear, and
different scenarios have been proposed to explain the critical behaviour of random field
models (see [6] and references therein).
Some years ago it has been suggested that the main reason for the breakdown
of dimensional reduction could be the presence of an equilibrium spin-glass phase
between a high temperature paramagnetic and a low temperature ferromagnetic phase
[7]. However, this intermediate spin-glass phase has been rigorously ruled out in a large
class of random field models [8, 9], which do present a breakdown of the dimensional
reduction property. These kind of models are defined in terms of pairwise interacting
spins placed on the vertices of arbitrary graphs, where spins are of the Ising type [8].
This result has been recently extended to the case of a scalar field theory [9].
Another interesting class of models consists of those in which the couplings
are arranged in an hierarchical structure. The prototypical example is the Dyson
hierarchical model [10], introduced a long time ago to study phase transitions in one-
dimensional models with interactions decaying as a power-law of the inter-site distance.
The Dyson hierarchical model has been intensively studied [11, 12, 13], mostly because
of its remarkable properties from the renormalization group point of view, which can
be shown to be deeply connected with the approximate recursion formula derived by
Wilson [14, 15], allowing to efficiently compute critical exponents [13, 16].
One of the main reasons why the Dyson hierarchical model has attracted a lot of
attention is that it can be used to investigate non-mean-field critical behaviour. In fact,
short-range D-dimensional systems are well described by mean-field theory for D large
enough and a particular dimension separates mean-field from non-mean-field critical
behaviour. Dyson hierarchical models exhibit qualitatively a similar phenomenology,
with the dimension D replaced by an exponent τ , the latter being responsible for
controlling the power-law decay of the interactions as a function of the inter-site distance.
Although this intuitive analogy has been recently exploited to study quenched disorder
systems in the non-mean-field sector [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29],
it is not clear to which extent there is a clear mapping between the spatial dimension
D and the exponent τ [25, 26, 27, 29]. Indeed, a strict mapping holds in the mean-field
region, whereas it does not give satisfying results for low enough dimensions [27, 29].
Here we focus on a spherical version of the Dyson hierarchical model in the presence
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of random fields, in which the spins are continuous variables and the phase space is
constrained to the surface of a sphere. The ferromagnetic spherical model was introduced
a long time ago by Berlin and Kac [30] and its hierarchical counterpart has been
considered in references [31, 32]. The main motivation to study spherical models lies in
their exactly solvable nature [33], which renders a full analytical study of the critical
properties possible, even in the presence of quenched disorder. Although the random
field spherical model with short-range interactions in D dimensions has been previously
studied [34], the Dyson hierarchical version constitutes an interesting testing ground
to address at once different issues, such as the dimensional reduction problem, the
existence of a spin-glass phase and the aforementioned relationship between the critical
properties of short-range and long-range systems. We point out that the D-dimensional
short-range counterpart of our model always displays a non-zero Edwards-Anderson
order-parameter [34]. This is probably not related to the existence of a spin-glass phase,
but simply reflects the presence of non-zero local magnetisations due to the quenched
random fields. A more refined analysis is certainly needed in order to probe the existence
of spin-glass states in the spherical model with random fields.
In this work we perform a thorough study of the equilibrium properties of the
spherical hierarchical model in the presence of random fields, showing that the system
undergoes a phase transition between a paramagnetic and a ferromagnetic phase. Exact
analytical results for the critical exponents are derived in the mean-field as well as in
the non-mean-field regime. By comparing our results with those of references [31, 34],
we show that there is an exact mapping between the critical exponents of the spherical
hierarchical model and those of the corresponding D-dimensional short-range system.
Contrary to the case of Ising spins [25, 26, 27, 29], such mapping is exact here, even
in the non-mean-field regime. We also show that the critical exponents of the random
field model and those of the corresponding pure model obey a certain relation, proposed
in [27], which is analogous to the dimensional reduction property. In particular, this
property holds for any value of τ , in contrast to the hierarchical model with Ising
spins [27], where dimensional reduction breaks down in the non-mean-field regime. The
free-energy of the spherical hierarchical model is computed exactly using two different
methods: a recursive approach [13], based on the invariance of the Hamiltonian under
a renormalization-like transformation, and the standard replica method [35]. Finally,
we show that the replica symmetric saddle-point is locally stable in the whole phase
diagram, which strongly supports the absence of a spin-glass phase.
The rest of the paper is organised as follows. In the next section we define the
hierarchical spherical model with random fields, while in section 3 we explain how the
free-energy and the equation of state for this model are derived using both the recursive
method and the replica method. The phase diagram and the absence of a spin-glass
phase are discussed in section 4. In section 5 we discuss the computation of the critical
exponents and in section 6 we comment on these results. Some conclusions are presented
in section 7.
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Figure 1. Pictorial representation of the interactions between spins in the hierarchical
model defined by the Hamiltonian of eq. (3) with n = 3 levels. The coupling between
Si and Sj is defined by Jij . For instance, the interactions between S1 and the other
spins are explicitly given by J12 = b1 + b2 + b3, J13 = J14 = b2 + b3 and J1,j = b3, for
5 ≤ j ≤ 8.
2. The spherical hierarchical model with random fields
We study a one-dimensional model composed of N = 2n real-valued spins {Si}i=1,...,N ,
with an external field hi = h + ri acting on each spin Si. The quantity h denotes the
uniform part of the field, while {ri}i=1,...,N are drawn independently from the Gaussian
distribution
p(r) =
1√
2πσ2
exp
(
− r
2
2σ2
)
. (1)
The system is governed by the following Hamiltonian
H(S) = −1
2
N∑
ij=1
JijSiSj −
N∑
i=1
hiSi , (2)
where Jij denotes the coupling between Si and Sj . The set of all couplings {Jij}i,j=1,...,N
can be accommodated in the symmetric interaction matrix J , with Jii = 0 for
i = 1, . . . , N .
Here we follow the original work of Dyson [10] and we consider a model where the
couplings are organised in a hierarchical block structure. The hierarchy of interacting
spins contains a total number of n levels, where p = 1 and p = n are, respectively, the
lowest and the highest level. The system is divided into 2n−p distinct groups or blocks
of spins at a certain level p, each group containing 2p mutually interacting spins. The
coupling between a pair of spins within a given block of level p is defined as bp. These
definitions lead naturally to a matrix J where the off-diagonal elements are arranged
in a block structure, with blocks of dimension 1, 2, 22, . . . , 2n−1. These matrix elements
are given explicitly by Jij =
∑k
p=1 bp , where k = 1 + ⌊log2 |i− j|⌋, and ⌊x⌋ denotes the
largest integer not greater than x. Substituting the explicit form of J in eq. (2), the
Hamiltonian reads
H(S) = −1
2
n∑
p=1
bp
2n−p∑
r=1
(
2p∑
i=1
S(r−1)2p+i
)2
+
An
2
2n∑
i=1
S2i −
2n∑
i=1
hiSi , (3)
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where bp = 2
−τp, with τ > 1. As we will see below, the latter condition is required to
obtain a bounded spectrum for the matrix J in the limit N →∞. The term including
An =
∑n
p=1 bp removes the self-interactions of the model. A schematic representation of
the hierarchical block structure of the model is displayed on figure 1.
The coupling between two spins separated by a distance of O(N) scales as
O(1/N τ), and the hierarchical model exhibits the same long-distance behaviour as
a one-dimensional model with interactions decaying as a power-law of the inter-site
distance. By varying the exponent τ , this class of one-dimensional models interpolates
between systems with long-range or mean-field interactions and systems with short-range
interactions, typical of models defined on finite-dimensional lattices. The hierarchical
arrangement of the couplings has an extra advantage: the Hamiltonian preserves its
structure under renormalization transformations, which usually leads to exact iterative
methods of solution.
The matrix J has n+ 1 different eigenvalues given by
λ(n)p =
2−τn − 1
2τ − 1 +
1− 2−(τ−1)(p−1)
2τ−1 − 1 , p = 1, . . . , n+ 1 . (4)
For p < n + 1, the eigenvalue λ
(n)
p has a degeneracy factor of 2n−p, which comes from
the symmetry between the blocks at level p. The largest eigenvalue, obtained by setting
p = n + 1 in eq. (4), has a degeneracy factor equal to 1. In the thermodynamic limit,
we can introduce the spectral density
ρ(λ) =
∞∑
p=1
2−pδ(λ− λp) , (5)
where λp = limn→∞ λ
(n)
p . The spectrum of J is clearly bounded provided τ > 1, with
the largest eigenvalue defined, for n→∞, as follows
λ∞ = lim
p→∞
λp = λ1 +
1
2τ−1 − 1 , (6)
with λ∞ representing an accumulation point of the spectrum, since the difference
λp+1 − λp vanishes exponentially as a function of p.
The partition function of the system in equilibrium at temperature T = β−1 reads
ZN =
∫
dS δ
(
N − |S|2) exp [−βH(S)] , (7)
where S = (S1, . . . , SN) and dS =
∏N
i=1 dSi. The Dirac delta function imposes the
spherical constraint by restricting the above integral to the global configurations that
fulfill
∑N
i=1 S
2
i = N . Due to this spherical constraint, an arbitrary real parameter a can
be introduced in ZN , which allows us to rewrite eq. (7) as follows
ZN =
∫
dS
∫
∞
−∞
ds
2π
exp
[−βH(S) + (a + is) (N − |S|2)] , (8)
where we have used the Fourier integral representation of the Dirac delta function. As
will be clearer below, the introduction of the regularizer a is convenient to guarantee
the convergence of the integral over S.
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Our primary aim consists in computing the free-energy per spin in the
thermodynamic limit
f = − lim
N→∞
1
βN
lnZN , (9)
from which we have access to the thermodynamics of the model and, eventually, to its
critical behaviour.
3. Solution of the model
In this section we present two different methods to compute the partition function in
the limit N → ∞. The recursive method explores the hierarchical structure of the
model and the trace over the spins is calculated iteratively by making a sequence of
renormalization-like transformations on the partition function. This method is rather
flexible, in the sense that it allows to calculate the trace over the spins for a single,
finite instance of the random fields. In a subsequent stage, one needs to employ the
saddle-point method to evaluate lnZN for N →∞, and the statistical properties of the
random fields become important.
The second approach is the well-known replica method [35], where the average of
lnZN over the random fields is computed by replicating the system q times. In the replica
setting, the limit q → 0 can be only performed by assuming a particular structure for
the order-parameters. Here we show that the simplest assumption, namely the replica
symmetric ansatz, yields the same averaged free-energy and the same equation of state
as obtained through the recursive approach, provided the distribution of fields p(r) is
given by eq. (1).
3.1. The recursive method
In this section we show how to compute the trace over the spins using a simple change of
integration variables combined with the model hierarchical structure. Such approach has
been employed to study hierarchical models in the context of interacting spin systems
(see [36] and references therein) and Anderson localisation [37, 38, 39].
By substituting eq. (3) in eq. (8) and choosing a sufficiently large, we assure that
the integral over S in eq. (8) is convergent, which allows us to interchange the order of
the dS and ds integrations
ZN =
∫
∞
−∞
ds
2π
exp [(a + is)N ]Tn(b1,...,n, An, h1,...,2n | s) , (10)
where Tn(b1,...,n, An, h1,...,2n | s) is the trace over the spins of a model with n levels
Tn(b1,...,n, An, h1,...,2n | s) =
∫
dS exp
[
β
2n∑
i=1
hiSi −
(
a+
βAn
2
+ is
) 2n∑
i=1
S2i
]
,
× exp
[
β
2
Ln(S1,...,2n , b1,...,n)
]
(11)
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and Ln(S1,...,n, b1,...,n) encodes the hierarchical interactions of the Hamiltonian
Ln(S1,...,2n, b1,...,n) =
n∑
p=1
bp
2n−p∑
r=1
(
2p∑
i=1
S(r−1)2p+i
)2
. (12)
The shorthand notation x1,...,S ≡ (x1, . . . , xS) has been introduced to denote sets of
variables.
The central idea consists in deriving a recursion equation between the trace of a
system with n levels and the trace of a system with n− 1 levels, but with renormalized
parameters. This is achieved by making the following change of integration variables in
eq. (11)
S±i =
1√
2
(S2i−1 ± S2i) , i = 1, . . . , 2n−1, (13)
which allows us to compute explicitly the Gaussian integrals over {S−i }i=1,...,2n−1 ,
provided a is chosen such that a > −βAn/2. The fulfillment of the latter condition
ensures the convergence of the integrals over {S−i }i=1,...,2n−1 . The number of degrees of
freedom is reduced by one half after integrating {S−i }i=1,...,2n−1 out, and the variables
{S+i }i=1,...,2n−1 enter in the definition of a function Tn−1, which has the same formal
structure as eq. (11), but with renormalized parameters. Consequently, one can
apply the above change of integration variables ℓ times in a consecutive way, obtaining
the following relation between Tn(b1,...,n, An, h1,...,2n | s) in the original system and
Tn−ℓ(b
(ℓ)
1,...,n−ℓ, A
(ℓ)
n , h
(ℓ)
1,...,2n−ℓ
| s) in a system with n− ℓ levels
Tn(b1,...,n, An, h1,...,2n | s) = Tn−ℓ(b(ℓ)1,...,n−ℓ, A(ℓ)n , h(ℓ)1,...,2n−ℓ | s)
× exp

β2
8
ℓ∑
p=1
1(
a+ is + β
2
A
(p−1)
n
) 2n−p∑
r=1
(
h
(p−1)
2r−1 − h(p−1)2r
)2
× exp
[
−1
2
ℓ∑
p=1
2n−p ln
[
1
π
(
a + is+
β
2
A(p−1)n
)]]
, (14)
where the renormalized parameters fulfill
b(ℓ)p = 2
ℓbp+ℓ , (15)
A(ℓ)n = An −
ℓ∑
p=1
2pbp , (16)
h
(ℓ)
i =
1
2
ℓ
2
2ℓ∑
j=1
h2ℓi+1−j , i = 1, . . . , 2
n−ℓ . (17)
By setting ℓ = n in eq. (14), its right hand side depends on the trace T0(A
(n)
n , h
(n)
1 | s)
of a renormalized single-spin problem. Since T0 is defined in terms of a Gaussian integral
over a single spin variable, this object can be computed in a straightforward way, leading
to an explicit expression for Tn(b1,...,n, An, h1,...,2n | s) as a function of the renormalized
parameters. Substituting this explicit form of Tn in eq. (10), expressing the renormalized
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parameters in terms of those of the original model through eqs. (15-17), and changing
the integration variable from s to z = (2/β)
(
a + is− βλ(n)n+1/2
)
, we obtain
ZN = β
4πi
∫ Rez+i∞
Rez−i∞
dz exp [NΦN (z | h1,...,2n)] , (18)
with
ΦN (z | h1,...,2n) = 1
2
ln
(
2π
β
)
+
β
2
(
z + λ
(n)
n+1
)
− 1
2
n∑
p=1
1
2p
ln
(
z + λ
(n)
n+1 − λ(n)p
)
− 1
2N
ln z +
β
2z
(
1
N
N∑
i=1
hi
)2
+
β
2N
n∑
p=1
1
2p
(
z + λ
(n)
n+1 − λ(n)p
) 2n−p∑
r=1
[
2p−1∑
i=1
(
h(2r−1)2p−1+1−i − hr2p+1−i
)]2
. (19)
All Gaussian integrals over the spin variables, involved in the derivation of eqs. (18)
and (19), are convergent provided a > −βA(n)n /2. From eqs. (4) and (16), one can
show that A
(ℓ)
n = −λ(n)ℓ+1 (ℓ = 0, . . . , n). The condition a > βλ(n)n+1/2 is also found in the
approach based on the diagonalization of J [33]. We point out that eqs. (18) and (19)
are completely general in the sense that they hold for a finite realisation of the random
parts r1, . . . , r2n of the local fields h1, . . . , h2n, independently of their distribution p(r).
In order to make further progress, let us assume that {ri}i=1,...,N are independently
drawn from eq. (1). In this case, we have checked numerically that the standard
deviation of the random part of eq. (19) is of O(1/
√
N) for N ≫ 1. Hence, the function
ΦN (z | h1,...,2n) is a self-averaging quantity, i.e., it converges, in the limit N →∞, to its
average value
Φ (z) =
1
2
ln
(
2π
β
)
+
β
2
(z + λ∞) +
βh2
2z
− g(z) + βσ2∂g(z)
∂z
, (20)
where g(z) is written in terms of the density of eigenvalues given in eq. (5):
g(z) =
1
2
∫
dλ ρ(λ) ln (z + λ∞ − λ) . (21)
It follows that the integral of eq. (18) can be solved, in the limit N →∞, through the
saddle-point method, leading to the free-energy
f(z) = − 1
β
Φ (z) , (22)
with the order-parameter z satisfying the saddle-point equation
β
2
(
1− h
2
z2
)
=
∂g(z)
∂z
− βσ2∂
2g(z)
∂2z
. (23)
The magnetisation per spin m is obtained from the derivative of eq. (22) with respect
to h
m =
h
z
. (24)
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The substitution of z = h/m in eq. (23) yields the equation of state for this model.
In the next subsection we explain how the same results are derived using the replica
method.
3.2. The replica method
In the replica method, the average of the free-energy over the quenched disorder is
computed using the following identity
lnZN = lim
q→0
∂
∂q
(ZN )q , (25)
where (. . .) denotes the average over the distribution of the random fields. The strategy
consists in calculating (ZN )q for integer q, which corresponds to averaging the product
of the partition functions of q identical copies or replicas of the system. After the
thermodynamic limit is performed, q is continued analytically to real values and finally
to zero. In the problem at hand, we will show that the replica symmetric (RS) ansatz
for the saddle-point leads, in the limit q → 0, to the same free-energy as that computed
with the recursive method.
Substituting eq. (2) in eq. (8) and performing the average of the replicated partition
function (ZN)q over the random variables {ri}i=1,...,N , we obtain
(ZN)q =
∫ ( q∏
α=1
dSα
)∫ ( q∏
α=1
dsα
2π
)
exp
[
N
q∑
α=1
(a + isα)−
q∑
α=1
(Sα)T .V (sα)S
α
]
× exp
[
β
q∑
α=1
uT .Sα +
β2σ2
2
q∑
α,β=1
(Sα)T .Sβ
]
, (26)
where (Sα)T = (Sα1 , . . . , S
α
N) is the global state vector in a given replica α, while
uT = (h, . . . , h) is the N -dimensional vector including the uniform part of the external
fields. The matrix V (sα) is defined as follows
V (sα) = (a + isα) I − β
2
J , (27)
with I denoting the N ×N identity matrix.
Let us define the set of normalised eigenvectors and eigenvalues of V (sα) by
{φk}k=1,...,N and {vk(sα)}k=1,...,N , respectively. The eigenvectors are independent of
the replica index α, since they are the same as the eigenvectors of J . The insertion of
the completeness relation for {φk}k=1,...,N in each term of eq. (26) yields the following
expression
(ZN)q =
∫ ( q∏
α=1
N∏
k=1
dP αk
)∫ ( q∏
α=1
dsα
2π
)
exp
[
N
q∑
α=1
(a+ isα)
]
×
N∏
k=1
exp
[
−1
2
q∑
α,β=1
P αk A
αβ
k (sα)P
β
k + β yk
q∑
α=1
P αk
]
, (28)
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where the scalar projections P αk = (S
α)T .φk and yk = u
T .φk onto the eigenvectors
{φk}k=1,...,N have been introduced. The elements of the q-dimensional matrix Ak(s1,...,q)
in the replica space are given by
Aαβk (sα) = 2vk(sα)δαβ − β2σ2 . (29)
As usual in the replica method, the original model with quenched random fields has been
converted in a pure system composed of replicated variables P 1k , . . . , P
q
k that interact
through the off-diagonal elements of Ak(s1,...,q), as can be noted from eq. (28). By
assuming a > βλ
(n)
n+1/2 + β
2σ2/2, we can integrate over P αk and derive
(ZN)q = (2π)
Nq
2
∫ ( q∏
α=1
dsα
2π
)
exp [NW (s1,...,q)] , (30)
where we have introduced the action in the replica space
W (s1,...,q) =
q∑
α=1
(a+isα)− 1
2N
N∑
k=1
ln detAk(s1,...,q)+
β2
2N
N∑
k=1
y2k
q∑
α,β=1
[
A−1k (s1,...,q)
]
αβ
.(31)
In order to obtain the free-energy we make the replica symmetric ansatz, i.e., we
assume that sα = s for α = 1, . . . , q, from which one can show that
detAk(s) = [2vk(s)]
q
[
1− qβ
2σ2
2vk(s)
]
,
[
A−1k (s)
]
αβ
=
1
2vk(s)
δαβ +
β2σ2
2vk(s) [2vk(s)− qβ2σ2] . (32)
The correctness of the RS assumption will be justified through a local stability analysis
in the following section. The insertion of the above two equations in eq. (30) reads
(ZN)q = (2π)
Nq
2
∫
ds
2π
exp
[
Nq (a + is) +
β2q
2
N∑
k=1
y2k
2vk(s)− qβ2σ2 −
q
2
N∑
k=1
ln [2vk(s)]
]
× exp
[
−1
2
N∑
k=1
ln
(
1− qβ
2σ2
2vk(s)
)]
. (33)
By noting that u =
√
NhφN , with φN = N
−1/2(1, . . . , 1) representing the uniform
eigenvector of J corresponding to the largest eigenvalue λ
(n)
n+1, we have that yk =√
NhδN,k, which follows from the orthogonality among the eigenvectors. This implies
that only the term with k = N survives in the contribution involving {y2k}k=1,...,N .
The last step consists in inserting the explicit form of {vk(s)}k=1,...,N , given in terms
of the eigenvalues {λ(n)p }p=1,...,n+1 of J , with the corresponding degeneracy factors
as defined just below eq. (4), and to make the change of integration variable z =
(2/β)
(
a+ is− βλ(n)n+1/2
)
, to obtain
(ZN)q = β
4πi
∫ Rez+i∞
Rez−i∞
dz exp
[
NΦNq (z)
]
. (34)
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In the limit N → ∞, the sums ∑Nk=1(. . .) in eq. (33) may be replaced by averages
with the density of eigenvalues ρ(λ), and the function ΦNq (z) converges to the following
well-defined limit
Φq (z) =
q
2
ln
(
2π
β
)
+
qβ
2
(z + λ∞) +
qβh2
2 (z − qβσ2) − qg(z)− gq(z) , (35)
where g(z) is defined by eq. (21), and gq(z) reads
gq(z) =
1
2
∫
dλρ(λ) ln
[
1− qβσ
2
(z + λ∞ − λ)
]
. (36)
The integral in eq. (34) is computed, in the limit N → ∞, through the saddle-point
method, and the free-energy reads
f(z) = − 1
Nβ
lnZN = − 1
β
lim
q→0
∂Φq (z)
∂q
= − 1
β
Φ (z) , (37)
where Φ (z) is defined by eq. (20) and z fulfills the saddle-point equation (23). The
magnetization is computed in the replica method as follows
m =
1
Nβ
∂
∂h
lnZN = 1
β
∂
∂h
lim
q→0
∂Φq (z)
∂q
=
h
z
. (38)
Equations (37) and (38) are the same as those derived in the previous section by means
of the recursive approach.
4. Phase diagram and the stability of the RS saddle-point
In this section we discuss the properties of the equation of state and the local stability
of the RS assumption of the previous section. These studies allow us to provide a rather
complete characterisation of the phase diagram.
4.1. Phase diagram
The thermodynamics of the model is governed by two parameters: β and σ. In order
to study the phase diagram, we express the free energy, given in eq. (37), in terms of
the magnetisation m = h/z
f(m, h) = fpure(m, h)− σ2g′
(
h
m
)
, (39)
where g′(z) = ∂g(z)
∂z
, and fpure(m, h) is the free-energy f(m, h) calculated at σ = 0:
fpure(m, h) = − 1
2β
ln
(
2π
β
)
− 1
2
(
h
m
+ λ∞
)
− hm
2
+
1
β
g
(
h
m
)
. (40)
The equation of state is obtained by writing the saddle-point equation (23) in terms
of m and h
1−m2 = 2
β
g′
(
h
m
)
− 2σ2g′′
(
h
m
)
. (41)
In the ferromagnetic phase, where |m| > 0, we can safely send h to zero in eq. (41),
obtaining an equation in terms of g′(0) and g′′(0), which depends on the magnetisation
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Figure 2. Phase diagram of the hierarchical spherical model with random fields for
different values of τ . The system is in a paramagnetic or in a ferromagnetic phase
depending if the parameters are chosen above or below the critical line, respectively.
The inset displays the critical standard deviation of the random fields as function of τ
at zero temperature.
m. The resulting equation is satisfied at the critical values βc and σc, by definition,
if m = 0. Thus, the critical line separating the ferromagnetic from the paramagnetic
phase on the σ − β reads
βc
2
= g′(0)− σ2cβcg′′(0) . (42)
Equation (42) is a self-consistent equation that gives a value of the critical variance
σ2c for each value of the temperature Tc = 1/βc, and vice versa. However, the existence
of a solution of this equation depends on the value of τ , which governs the analyticity
properties of the functions g′(z) and g′′(z) around z = 0. In the appendix, we show that
g′(0) and g′′(0) are finite provided τ < 2 and τ < 3/2, respectively. This means that,
for τ < 3/2, a solution σ2c (T ) ≥ 0 exists, and there is a critical line that connects
the zero temperature critical point σ2c (0) with the finite temperature critical point
βc(σ
2 = 0) = 2g′(0) of the pure model. For σ2 > 0, the critical line shrinks to the
T axis when τ → 3/2, so that no phase transition is present for τ ≥ 3/2. For σ2 = 0,
the model has a finite critical temperature which goes to zero when τ → 2.
The phase diagram is reported in Fig. 2. Below the critical line, the system is
in a ferromagnetic phase, where the magnetisation is different from zero. Although
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we have m = 0 above the critical line, an intermediate spin-glass phase can not be
excluded. It has been shown rigorously in [8, 9] that certain random field models undergo
a transition between a paramagnetic and a ferromagnetic phase, without the appearance
of any intermediate spin-glass phase. Despite these results, we cannot exclude a priori
an intermediate spin-glass phase, since the present model does not belong to the class
of systems studied in [8, 9]. In the following we will show that the replica symmetric
solution is locally stable. This result, combined with the fact that we obtain the same
free-energy through the recursive and the replica method, strongly supports the absence
of a spin-glass phase.
4.2. Stability of the RS ansatz
In this section we study the stability properties of the matrix that governs the small
fluctuations around the RS saddle-point. This is important in order to see if there is
the possibility of a spin-glass phase with replica symmetry breaking. Let us consider
the action defined by eq. (31). The small fluctuations around the RS saddle-point are
controlled by the eigenvalues of the stability matrix [40]
Mαβ =
∂2W
∂sα∂sβ
∣∣∣
RS
, (43)
where (. . .)|RS means that the second derivatives are calculated at the RS saddle-point,
characterised by sα = s for α = 1, . . . , q.
Equation (29), combined with the explicit form for the eigenvalues vk(sα), allows us
to show that ∂ (Ak)αβ /∂sγ = 2iδαβδαγ . By using this result and the following general
relations
∂
(
A−1k
)
αβ
∂(Ak)γδ
= − (A−1k )αγ (A−1k )δβ , ∂∂(Ak)αβ ln detAk =
(
A−1k
)
βα
, (44)
one can derive the expression for the second derivative
∂2W
∂sγ∂sω
= − 2
N
N∑
k=1
(
A−1k
)
γω
(
A−1k
)
ωγ
− 2β
2
N
N∑
k=1
y2k
q∑
α,β=1
(
A−1k
)
αω
(
A−1k
)
ωγ
(
A−1k
)
γβ
− 2
N
N∑
k=1
q∑
α,β=1
(
A−1k
)
αγ
(
A−1k
)
γω
(
A−1k
)
ωβ
. (45)
We need to compute the stability matrix at the RS solution. In this case, the inverse
A−1k is given by eq. (32), and the elements of the stability matrix at the RS saddle-point
assume the form Mαβ = M1δαβ +M2, where
M1 = − 1
2N
N∑
k=1
A
(k)
D
[
2β2y2k
(
A
(k)
D + qA
(k)
F
)2
+ A
(k)
D + 2A
(k)
F
]
, (46)
M2 = − 1
2N
N∑
k=1
A
(k)
F
[
2β2y2k
(
A
(k)
D + qA
(k)
F
)2
+
(
A
(k)
F
)2]
, (47)
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with the coefficients
A
(k)
D =
1
2vk(s)
, A
(k)
F =
β2σ2
2vk(s) (2vk(s)− qβ2σ2) , (48)
which are the diagonal and the off-diagonal parts of
(
A−1
)
αβ
, as can be seen from eq.
(32).
The eigenvalues of the stability matrix are given by
λ1 = M1 + qM2 , λ2 = M1 . (49)
The degeneracy of λ1 is 1 while the degeneracy of λ2 is q − 1. We want to compute, in
the limit q → 0, the eigenvalues λ1 and λ2 at the solution z of the saddle-point equation
(23). In the limit h → 0 of vanishing external field, z tends to a value z0 and one can
show that z0 = 0 in the ferromagnetic phase, while z0 > 0 in the paramagnetic phase
(see the next section). Thus, in the absence of external field, the eigenvalues vk(s),
expressed as a function of z0, are given by vk(z0) = (β/2)(z0 + λ
(n)
n+1 − λ(n)k ) ≥ 0, which
implies that A
(k)
D and A
(k)
F are positive quantities for q → 0. As a consequence, the
functions M1 and M2, defined by eqs. (46) and (47), are negative in the limit q → 0.
Thus, the eigenvalues λ1 and λ2 of the stability matrix are negative in the whole phase
diagram, implying the local stability of the RS solution.
5. Critical exponents
In order to compute the critical exponents, we need to study eq. (23) close to the critical
line. Let us define K = β/2. As h→ 0+, the l.h.s. of eq. (23), Lh(z) = K (1− h2/z2), is
more and more close to the constant value K, while the r.h.s. Rh(z) = g
′(z)−2Kσ2g′′(z)
is a smoothly decaying function. Let us define z0 = limh→0 z
∗(h), where z∗(h) is the
intersection point between Lh(z) and Rh(z). The function Rh→0+(z = 0) determines
whether or not m > 0: for Rh→0+(z = 0) > K, z0 is finite and positive, and thus m = 0,
while for Rh→0+(z = 0) < K, z0 is zero, and thus m > 0. We are going to use eq. (23)
to compute the critical exponents.
In this model the critical point may be approached following different directions in
the (T, σ) phase diagram. We limit ourselves to discuss the situations when we vary σ
at a fixed value of T , and vice versa. The critical behaviour does not depend on this
choice. Since the critical exponents depend crucially on the behaviour of the solution
z0 of eq. (23) close to the critical line, we first study such behavior coming from the
paramagnetic phase and approaching the critical line.
Let us first study the case when T is fixed and we vary σ2. The critical value σ2c (T )
reads
σ2c (T ) =
g′(0)−K
2Kg′′(0)
. (50)
In the paramagnetic phase, we have that z0 > 0 and the limit h→ 0 can be safely taken
in eq. (23) to obtain
K = g′(z0)− 2Kσ2g′′(z0) . (51)
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Close to the critical line, we have to study the behaviour of g′(z0) and g
′′(z0) for small
z0. We focus on the region where τ < 3/2, which is the relevant one for the random
field model, namely for σ2 > 0. The behaviour of z0 depends crucially on the value of
τ . In fact, by using the results presented in the appendix, we can show that for τ < 4/3
we have
z0 ∼ (σ2 − σ2c (T )) , (52)
while for τ > 4/3 the equation of state becomes
0 = (σ2 − σ2c (T ))g′′(0) + σ2C1z
3−2τ
τ−1
0 , (53)
with C1 denoting an unimportant constant. For τ > 4/3, g
′′′(0) does not exist, but
g′′(z) is given by g′′(0) +C1z
3−2τ
τ−1 (at the leading order in z ≪ 1), because its derivative
g′′′(z) is proportional to z
4−3τ
τ−1 . For σ → σc(T ), this means that
z0 ∼
{
[σ − σc(T )] if τ < 43 ,
[σ − σc(T )]
τ−1
3−2τ if 4
3
< τ < 3
2
.
(54)
By repeating exactly the same analysis for fixed σ2, one can show that, for K → Kc(σ),
z0 behaves as follows
z0 ∼
{
[K −Kc(σ)] if τ < 43 ,
[K −Kc(σ)]
τ−1
3−2τ if 4
3
< τ < 3
2
.
(55)
For the pure model, where σ2 = 0, the r.h.s. of eq. (23) is well defined in a larger
domain τ < 2 and, in a similar way, we obtain, for K → Kc(σ = 0), the following result
z0 ∼
{
[K −Kc(σ = 0)] if τ < 32 ,
[K −Kc(σ = 0)]
τ−1
2−τ if τ > 3
2
.
(56)
The critical behaviour of the pure model is, in general, different with respect to the case
σ2 > 0. The only critical exponent that has the same value in the random field model
and in the pure model is β, as we will show in the sequel. We will further see that eqs.
(54) and (55) imply that the critical exponents for σ2 > 0 do not depend on the direction
that the critical line is crossed. Moreover, the critical exponents for T > 0 present the
same values as in the regime T = 0. This is a well established property of random field
systems, whose reasons can be found using renormalization group arguments [41].
5.1. Calculation of β
The critical exponent β is defined, in the limit h → 0+, by the vanishing of the
magnetisation as the critical line is approached from the ferromagnetic phase [33]. Let
us consider the case where T is held at a fixed value and σ2 is the control parameter.
Using eq. (50), equation (23) reduces, in the ferromagnetic phase, to the form
m2 = 2g′′(0)[σ2c (T )− σ2] , (57)
from which we obtain that, for T ≥ 0, the magnetisation vanishes as
m ∼
√
σ2c (T )− σ2 . (58)
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In the above derivation, we have used that g′′(0) is finite for τ < 3/2, as can be seen
from the results shown in the appendix. We can also study the behaviour of m as a
function of T for fixed σ2. Using the fact that
βc(σ) =
2g′(0)
1 + 2σ2g′′(0)
, (59)
eq. (23) reduces, in the ferromagnetic phase, to the form
m2 =
1 + 2σ2g′′(0)
β
[β − βc(σ)] , (60)
from which we have that, for σ2 ≥ 0, the magnetisation vanishes according to
m ∼
√
β − βc(σ) , (61)
where we have used again that g′′(0) is finite for τ < 3/2. From equations (58) and (61),
we obtain the critical exponent β = 1/2. This is also the value of β in the pure model,
as can be noted from eq. (61).
5.2. Calculation of γ
The critical exponent γ is defined from the divergence of the zero-field susceptibility,
defined as χ = limh→0+ ∂m/∂h, as we approach the critical line from the paramagnetic
phase [33]. The magnetisation is given by m = h/z, so that
χ =
1
z0
− lim
h→0+
h
z2
∂z
∂h
, (62)
where z here is the short hand notation for z∗(h), namely the solution of eq. (23) for
h > 0. In the paramagnetic phase, z0 has a finite value that vanishes as we approach
the critical line. Using the equation of state, it can be shown that
h
z2
∂z
∂h
=
2Kh2
2Kh2/z3 − g′′(z)− z2β2g′′′(z) . (63)
From the results of the appendix, the above equation vanishes for h → 0+ within the
paramagnetic phase, which implies that χ = 1/z0. Thus, by considering the behaviour
of z0 close to the critical line, we derive the following results for the critical exponent γ
γ =
{
1 if τ < 4
3
τ−1
3−2τ
if 4
3
< τ < 3
2
. (64)
Equation (64) holds whatever direction we choose to cross the critical line, including
the case of T = 0. A similar analysis can be done for the pure model. Using eq. (56),
we get the result obtained in reference [31]:
γ =
{
1 if τ < 3
2
τ−1
2−τ
if τ > 3
2
. (65)
Statistical mechanics of the spherical hierarchical model with random fields 17
5.3. Calculation of α
The critical exponent α is defined, for h = 0, from the divergence of the specific heat at
the critical line [33]. If u(m, h, T ) denotes the energy density as a function of T at fixed
σ2, then α can be computed from
u(m, 0, Tc(σ) + ε/2)− u(m, 0, Tc(σ)− ε/2) ∼ |ε|1−α , (66)
with |ǫ| → 0. In the case where the energy density is a function of σ for fixed T , the
exponent α is defined in an analogous way. The function u is calculated above and
below the critical line from the free energy as u = ∂(βf)/∂β. Dropping the dependency
on T or σ, we use eqs. (39) and (40) to obtain
u(m, h) = upure(m, h)− σ2g′
(
h
m
)
− βσ2g′′
(
h
m
)
∂z0
∂β
, (67)
where upure = ∂(βfpure)/∂β. Note that upure is not the energy density of the pure model,
since the saddle-point value of m depends on σ2. Equation (67) allows us to compute
u above and below the critical line, employing the results from the appendix combined
with eqs. (54) and (55). As a result, we obtain the values of the critical exponent α:
α =
{
0 if τ < 4
3
4−3τ
3−2τ
if 4
3
< τ < 3
2
. (68)
This result holds whatever direction we cross the critical line, including the case of
T = 0. A similar analysis, together with eq. (56), leads to the following result for the
pure model
α =
{
0 if τ < 3
2
3−2τ
2−τ
if τ > 3
2
. (69)
5.4. Calculation of δ
The critical exponent δ is obtained from the vanishing of the magnetisation as a function
of h at the critical line according to m ∼ h1/δ [33]. From eqs. (41) and (42), we obtain
that h2 ∼ z30 if τ < 4/3, while h2 ∼ z1/(τ−1)0 if τ > 4/3. Thus, eqs. (54) and (55) lead to
the results
δ =
{
3 if τ < 4
3
1
3−2τ
if 4
3
< τ < 3
2
, (70)
whatever direction we choose to cross the critical line. For the pure model, a similar
analysis combined with eq. (56) yields
δ =
{
3 if τ < 3
2
τ
2−τ
if τ > 3
2
. (71)
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6. Considerations on the critical exponents
From the results presented above, it is clear that τ ∈ (1, 3/2) is the interesting interval
of τ . For τ > 3/2, no phase transition occurs when σ2 > 0. The threshold τ = 3/2
is called the lower critical value. The value τ = 4/3, referred to as the upper critical
value, plays a central role: for τ ∈ (1, 4/3), the mean-field theory is valid and the critical
exponents assume their classical values, whereas for τ ∈ (4/3, 3/2) the critical exponents
are non-trivial, in the sense that they are, in general, functions of τ . In the pure model,
the upper and lower critical values are given, respectively, by τ = 3/2 and τ = 2. We
remark that the same lower and upper values of τ have been found in the hierarchical
model with Ising spins in the pure case [16] as well as in the presence of random fields
[27, 42]. This situation is different from the D−dimensional short-range counterpart,
where the spherical model and the model with Ising spins have different lower critical
dimensions, given by D = 4 and D = 3, respectively [1, 34].
Differently from the spherical model, it is commonly not possible to derive, within
the non-mean-field region, analytical expressions for the critical exponents in the Ising
counterpart of the present model. An exception is the exponent δ. Let us define δPure(τ)
and δRF (τ) as the exponents for the pure and the random field model, respectively. In
the hierarchical model with Ising spins [16, 27], the exponents δRF (τ) and δPure(τ) have
exactly the same values as presented in eqs. (70) and (71), respectively. Thus, one
can conclude that the relation δRF (2 − 1/τ) = δPure(τ) is fulfilled in the respective
non-mean-field regimes of hierarchical models with spherical as well as with Ising spins.
It is a natural question to ask if a similar mapping between the critical properties
of the pure and the random field case holds for the other critical exponents. In the
hierarchical model with Ising spins, it has been shown, using perturbation theory, that
the relation γRF (2− 1/τ) = γPure(τ) holds near the corresponding upper critical values
of τ , but fails in the non-mean-field region [27]. In the spherical model, instead, this
is not the case. From the results of the previous section, we see that this mapping is
satisfied for all critical exponents, for any value of τ in the non-mean field sector.
It has been suggested that the critical properties of one-dimensional long-range
models and D-dimensional short-range ones can be connected through the relation
[18, 19, 25, 26, 29]
D =
2
τ − 1 , (72)
which gives the equivalent dimension D of the short-range model with the same critical
behaviour as the one-dimensional long-range model parametrised by the interaction
potential J(r) ∼ r−τ . For models with Ising spins, such relation breaks down in the non-
mean-field region [27, 29]. In contrast, for models with spherical spins, one can substitute
τ in terms of D on the critical exponents obtained in the previous section: the resulting
expressions are the same as those derived in references [31] and [34], showing that in
this case there is an exact mapping between the critical behaviour of the hierarchical
model and that of D-dimensional short-range systems. A possible reason for this can be
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found in reference [29], where it has been shown that, under a certain super-universality
hypothesis, a different relation between D and τ can be derived, which should improve
eq. (72) and extend its validity to the non-mean-field regime. This relation involves
the critical exponent ηSR(D), such that eq. (72) is recovered for ηSR = 0. Since an
explicit computation in the D-dimensional spherical model leads to ηSR = 0, equation
(72) holds exactly in this case.
7. Conclusion
We have studied the equilibrium properties of a spherical version of the Dyson
hierarchical model in the presence of random fields using two independent methods:
a recursive computation of the partition function, based on a renormalization-like
transformation, and the standard replica approach. Both methods give exactly the
same free-energy and the same equation of state, from which it follows that the model
undergoes a paramagnetic-ferromagnetic phase transition on the (σ2, T ) plane, with
σ2 denoting the variance of the random fields and T the temperature. By tunning
a parameter τ , responsible for controlling the power-law decaying interactions, the
hierarchical model interpolates smoothly between a mean-field and a non-mean-field
regime. We have computed analytically the critical exponents in both regimes and their
values do not depend on the direction that the critical line is crossed on the phase
diagram.
Two interesting results emerge from the calculation of the critical exponents. First,
there is an exact mapping between the critical behaviour of the pure model and that of
the random field model. In fact, we have shown that, contrary to the Ising version of the
present model [27], the relation yRF (2 − 1/τ) = yPure(τ) holds in the whole non-mean-
field sector, where y denotes one of the critical exponents considered here. Such relation,
which has been proposed in reference [27], plays the role of the dimensional reduction
rule for one-dimensional long-range systems. Second, there is an exact mapping, given
by eq. (72), between the critical properties of the spherical hierarchical model in the
presence of random fields and the corresponding D-dimensional model with short-range
interactions. This conclusion follows from the comparison of our results for the critical
exponents with those of references [31, 34]. In contrast to the Ising version of the
hierarchical model, eq. (72) is valid here for any value of τ .
Finally, from the local stability analysis of the replica symmetric solution we have
shown that the model does not display a spin-glass phase. Although the emergence
of spin-glass states through a discontinuous transition can not be definitely excluded,
the absence of a spin-glass phase in this model is also reinforced by the fact that the
free-energy obtained from the recursive approach is precisely the same as the replica
symmetric free-energy. This result extends those of references [8, 9], where it has been
shown rigorously that random field systems composed of Ising spins [8] or defined in
terms of a scalar field theory [9] do not exhibit a spin-glass phase.
The present paper opens some interesting perspectives of future works. Since
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spherical models are recovered as the m→∞ limit of O(m) vectorial models in the pure
case [43], it would be interesting to investigate perturbatively how eq. (72) is modified
in vectorial models with m very large, but finite. Such study could lead to additional
insights on the mechanism at work in the breakdown of eq. (72), which generally occurs
in low dimensional systems. We point out that the connection between O(m) vectorial
models and spherical models holds in the pure case, but it is not obvious in systems with
quenched disorder. Thus, our results on the critical exponents of the random field model
and on the absence of a spin-glass phase may not trivially hold for the hierarchical model
with vectorial spins in the limit of a large number of components. Another interesting
perspective is the extension of our work to hierarchical spherical models with random
couplings. We leave this for future work.
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Appendix A. Some useful results to calculate the critical exponents
In this appendix we study the function g′(z) and its derivatives for small values of z,
which are important in the evaluation of the critical exponents. Moreover, we compute
g′(0) and g′′(0), which are needed in the computation of the critical line, see eq. (42).
The function g(z) is defined in eq. (21), and its derivative g′(z) reads
g′(z) =
1
2
∫
dλ
ρ(λ)
z + λ∞ − λ =
1
2
lim
n→∞
n∑
p=1
2−p
z + λ∞ − λp . (A.1)
We note that λ∞−λp is a positive quantity. This means that the function g′(z) contains
a sequence of simple poles on the negative part of the real z axis and the point z = 0
is an accumulation point for such poles. In what follows we assume z ≥ 0, because we
know from the equation of state that this is the physical relevant case. For z > 0, the
series in eq. (A.1) is always convergent because the ratio between the p+ 1-th and the
p-th term is smaller than one. For z = 0, the series converges to the value
g′(0) =
1
2τ (λ∞ − λ1)
[
1
1− 2−(2−τ) − 1
]
, (A.2)
provided τ < 2.
Statistical mechanics of the spherical hierarchical model with random fields 21
We want to understand the behaviour of the above series for τ > 2, in the regime
of small and positive z. Let us define π(z) as the value of p that satisfies the following
equation
z
λ∞ − λπ(z) = 1. (A.3)
Defining p˜(z) = ⌊π(z)⌋, where ⌊x⌋ denotes the largest integer not greater than x, the
behaviour of p˜, for z → 0, is such that 2−(τ−1)p˜ ∼ z. Thus we obtain
∞∑
p=1
2−p
z + λ∞ − λp =
p˜∑
p=1
2−p
z + λ∞ − λp +
∞∑
p=p˜+1
2−p
z + λ∞ − λp . (A.4)
The first term in the sum is given by
p˜∑
p=1
2−p
z + λ∞ − λp = c1z
2−τ
τ−1 +O(z), (A.5)
while the second one reads
∞∑
p=p˜+1
2−p
z + λ∞ − λp ≤ c2z
2−τ
τ−1 . (A.6)
Thus, for τ > 2 and z → 0, we get
g′(z) ∼ Az 2−ττ−1 , (A.7)
with c1, c2 and A representing positive constants.
Let us now consider g′′(z)
g′′(z) = −1
2
∞∑
p=1
2−p
(z + λ∞ − λp)2 . (A.8)
For τ < 3/2 the series is convergent. In particular, we have
g′′(0) = − 1
22τ−1(λ∞ − λ1)2
[
1
1− 2−(3−2τ) − 1
]
. (A.9)
As before, we want to study the case of τ > 3/2, with z positive and small. The function
g′′(z) is always convergent for z > 0, but we expect a divergence as z → 0 when τ > 3/2.
By repeating the same argument as for g′(z), in this situation we derive the expression
g′′(z) ∼ Bz 3−2ττ−1 . (A.10)
On the same lines we can get the behaviour of g′′′(z)
g′′′(z) =
∞∑
p=1
2−p
(z + λ∞ − λ1)3 . (A.11)
The above series is always convergent. For τ < 4/3, we have a finite value for g′′′(0),
while we obtain that, for z → 0 and τ > 4/3, the behaviour of g′′′(z) is given by
g′′′(z) ∼ Cz 4−3ττ−1 . (A.12)
To summarise, we have the following asymptotic behaviours
• limz→0 g′(z) ∼ z
2−τ
τ−1 for τ > 2, while it is finite for τ < 2;
• limz→0 g′′(z) ∼ z
3−2τ
τ−1 for τ > 3
2
, while it is finite for τ < 3
2
;
• limz→0 g′′′(z) ∼ z
4−3τ
τ−1 for τ > 4
3
, while it is finite for τ < 4
3
.
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