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Abstract
Alzheimer patients face difficulty to remember the identity of persons and performing daily life activities. This paper pre-
sents a hybrid method to generate the egocentric video summary of important people, objects and medicines to facilitate the 
Alzheimer patients to recall their deserted memories. Lifelogging video data analysis is used to recall the human memory; 
however, the massive amount of lifelogging data makes it a challenging task to select the most relevant content to educate 
the Alzheimer’s patient. To address the challenges associated with massive lifelogging content, static video summarization 
approach is applied to select the key-frames that are more relevant in the context of recalling the deserted memories of the 
Alzheimer patients. This paper consists of three main modules that are face, object, and medicine recognition. Histogram 
of oriented gradient features are used to train the multi-class SVM for face recognition. SURF descriptors are employed to 
extract the features from the input video frames that are then used to find the corresponding points between the objects in 
the input video and the reference objects stored in the database. Morphological operators are applied followed by the optical 
character recognition to recognize and tag the medicines for Alzheimer patients. The performance of the proposed system 
is evaluated on 18 real-world homemade videos. Experimental results signify the effectiveness of the proposed system in 
terms of providing the most relevant content to enhance the memory of Alzheimer patients.
Keywords Alzheimer · Education · Egocentric data · Healthcare · Video summarization
1 Introduction
Technological advancement in digital video recording 
devices provide a motivation for the users to capture and 
record videos on daily basis. The evolution in digital cap-
turing devices specifically wearable cameras, i.e., Looxcie, 
SenseCam, etc. nowadays make the users eager to capture 
their daily life activities frequently. Most of the data cap-
tured from the wearable cameras consist of unstructured, 
lengthy and redundant content. There exists a dire need to 
summarize this redundant video content into a concise rep-
resentation that can provide only the relevant information to 
the users. Video summarization techniques are being applied 
to produce a succinct representation of a full-length video 
that must contain its most informative segments.
Existing video summarization approaches (Grauman 
and Lu 2013; Lee and Grauman 2015) generate the output 
either in the form of static images as key-frames (Lidon et al. 
2017) or a dynamic representation as video skims (Lee and 
Grauman 2015; Javed et al. 2016). Egocentric video sum-
marization provides a compact representation of the input 
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video captured from a wearable camera that offers a first-
person view of the world. Egocentric video summarization 
has many practical applications in various domains such 
as healthcare (Grauman and Lu 2013), surveillance (Song 
et al. 2016), sports (Aghdam et al. 2015), media (Varini et al. 
2015a, b), etc. Egocentric video summarization approaches 
have been proposed to solve various problems in the health-
care industry (Zhang et al. 2016a, b). Alzheimer is a com-
mon disease associated with memory loss, physiological 
and inventive abilities. Patients suffering from Alzheimer’s 
face difficulties in remembering and performing daily life 
activities. It is difficult for Alzheimer patients to remember 
the identity of persons (even their family members), objects, 
things and so on. In the proposed research work, egocentric 
video summarization approach is presented to educate the 
Alzheimer’s patients to learn and memorize their deserted 
memories. Existing techniques (Doherty et al. 2008; Zhang 
et al. 2016a, b) have used egocentric videos to propose the 
health care systems for various diseases, i.e., autism, obe-
sity, and depression etc. Karaman et al. (2014) proposed 
a technique based on two-level Hidden Markov Model to 
recognize the daily-life activities of dementia patients cap-
tured through the egocentric camera. Doherty et al. (2008) 
proposed a technique for video summarization, where key-
frames are selected based on the face and objects detection. 
The limitation of this approach (Doherty et al. 2008) is that 
the relationships between key-frames are completely ignored 
while generating the video summary. Meditskos et al. (2018) 
used the technique of multi-sensory data analysis along-
with egocentric video recording from a bracelet to aid the 
dementia patients by recognizing the daily living activities. 
This technique was used to better understand the human 
behaviours captured through wearable devices. Nguyen 
et al. (2016) proposed an object recognition technique using 
wearable cameras to facilitate the daily life activities of older 
people. This method has a limitation of recognizing only 
limited objects and unable to accurately classify between 
similar objects. Zhang et al. (2018b) proposed an object-
oriented video summarization technique using the unsuper-
vised learning approach. This method detects the key motion 
of objects available in the online videos to extract the key-
frames followed by summarizing the content in unsupervised 
manner. Method proposed by Zhang et al. (2018a) used the 
query-conditioned three pair generative adversarial network 
to learn the user queries and video contents. Three-pair loss 
was used to generate more compact summaries of the daily 
life videos.
Existing techniques for egocentric video summariza-
tion can be classified into two classes (1) learning-based 
approaches (Grauman and Lu 2013; Varini et al. 2015b; 
Zhang et al. 2016a, b; Bolanos et al. 2017), and (2) non-
learning-based approaches (Lidon et al. 2017; Blighe et al. 
2008). Grauman and Lu (2013) proposed a learning-based 
approach for story-based summarization. The input video 
was partitioned into small shots using a static-transit group-
ing approach. Each video shot was analysed to detect the 
selected objects in the input video frames. The worth of each 
shot and its influence on the other shot was determined and 
energy function of each shot was optimized to examine the 
significance of preserving the important events. Zhang et al. 
(2016a, b) proposed a learning-based subset selection crite-
ria approach to generate the summarized video. Detrimen-
tal point process (DPP) was used for structured problems 
due to its accuracy as compared to other graphical models. 
Su and Grauman (2016) used ego-motion cues to develop 
a learning-based technique to detect the engagement of the 
camera wearer with other objects using the ego-motion cues.
Non-learning-based techniques (Lidon et al. 2017; Blighe 
et al. 2008) have been proposed to address the limitations of 
the learning-based methods (Varini et al. 2015b; Zhang et al. 
2016a, b). For example, Lidon et al. (2017) used a semantic 
relevance criterion to generate the summary of egocentric 
photo streams captured through a wearable camera. CNN 
was applied to remove the non-informative images from the 
input stream. Semantic diversity was obtained by ranking the 
images according to the relevance. Finally, images were re-
ranked to filter those images that represent the most diverse 
characteristics thereby reducing the redundancy while pre-
serving the semantic information. Blighe et al. (2008) pro-
posed an approach to compute the similarity index between 
the input video frames to identify the key-frames for video 
summarization. This approach selects the key-images within 
an event using a combination of MPEG-7 and Scale Invari-
ant Feature Transform (SIFT) features. Similarly, Lu (1995) 
used textual features to develop an optical character recogni-
tion technique that can isolate and detect the characters from 
the words and robust to broken and overlapping characters.
An effective egocentric video summarization technique 
is proposed to detect and recognize the objects, persons, 
and medicines to aid the Alzheimer’s patients. It has been 
observed that existing summarization techniques for Alz-
heimer’s or dementia patients generate the summary in the 
form of video skims (concise videos). The main limitation of 
video skims to aid the Alzheimer patients is the difficulty of 
memorizing the provided content, i.e., person, object, event, 
etc. Based on this observation, a static video summariza-
tion approach is proposed to provide the most relevant key-
frame that facilitates the Alzheimer patient to easily learn 
and memorize the identity of persons, objects or events. 
Moreover, the proposed method captures and processes the 
egocentric videos at real-time, therefore a light-weight and 
effective system is developed to generate the static video 
summaries through selecting the most relevant video frames.
The proposed research work comprises of face recog-
nition, object recognition, and medicine recognition that 
educate the Alzheimer patients to memorize the daily life 
activities. Face recognition is used to recognize the iden-
tity of persons related to Alzheimer patients. Face recogni-
tion is implemented in two stages. Firstly, haar classifiers 
are extracted to train a classifier to detect and localize the 
face segments from the input video frames. Secondly, HoG 
features are extracted from these localized face segments 
to train the multi-class SVM classifier for face recognition. 
Finally, the recognized faces are tagged to determine the 
relationship with the patient. For object recognition, SURF 
descriptor is applied to detect the specific objects used by 
the Alzheimer patients. The recognized objects are then 
tagged with a complete description regarding the use of each 
object. This feature is provided to facilitate the Alzheimer 
patients in terms of memorizing the identity and usage of 
any object. For medicine recognition, morphological image 
analysis and OCR are used to recognize the medicine names 
of Alzheimer patients. Moreover, the complete prescription 
of the recognized medicine is also provided along-with the 
reminder to take the correct dose of medicines at regular 
intervals. Performance of the proposed system is evaluated 
on the homemade egocentric video dataset of three different 
categories.
The paper is organized as follows. Section 2 describes the 
proposed method. Performance evaluation of the proposed 
method is provided in Sect. 3. Section 4 concludes the pro-
posed research work.
2  Proposed method
The proposed technique is divided into three main modules 
that are face recognition, object recognition, and medicine 
recognition. The block diagram of the proposed framework 
is presented in Fig. 1.
2.1  Face recognition
It is very common for Alzheimer patients to forget the iden-
tity of family members, friends and relatives. To overcome 
this issue, face recognition is performed in the proposed 
work to educate the Alzheimer patients to memorize the 
identity of their closed ones (i.e., family, friends, etc.).
Face detection is commonly employed initially in the 
input video frame to localize the faces that are further 
processed for various applications, i.e., face tracking, face 
recognition, etc. In the proposed work, face detection is 
performed to localize the faces that are then used for face 
recognition in the input video frame. It is a common obser-
vation that the eyes region in the face is darker than the 
cheeks region. Therefore, for face detection, we employed 
haar-based features (Viola and Jones 2004) to train a classi-
fier. Haar features consist of a set of two adjacent rectangles 
that lie above the eye and cheek region. The location of these 
adjacent rectangles is defined relative to a detection win-
dow that acts as a bounding box to the target object. Integral 
Fig. 1  Block diagram of pro-
posed system
image representation is used to compute the features effi-
ciently. Adaboost algorithm is applied for face detection and 
the detected faces are localized as shown in Fig. 2.
The localized face segments in the input video frames are 
then analysed to recognize the relatives of Alzheimer patients. 
For this purpose, we have used histograms of oriented gradi-
ent (HoG) descriptor to extract the features on the localized 
face segment to represent a 70 × 4680 feature vector that is 
used to train the SVM classifier. Seventy images (seven images 
per class) are used to train the classifier. In experiments, 70% 
of the images are used for training, whereas, remaining 30% 
images are used for testing. HoG features encode the edge 
information along with its direction that makes it very effective 
in terms of extracting the texture of an object.
Face recognition is a multiclass classification problem 
where one label is selected among more than two class labels. 
We employed the SVM classifier face recognition. SVM is 
commonly used for binary classification problems, however 
SVM can also be used to address the multi-class classifica-
tion problem. We employed the Error correcting output codes 
(Dietterich and Bakiri 1995) that is an ensemble method 
designed to solve a multi-class problem by dividing it into a 
collection of two-class problems. A separate SVM base clas-
sifier is trained to solve each two-class problem. For error 
correcting output codes (ECOC) we trained 15 binary SVM 
classifiers to recognize the 10 test subjects. We adopted the 
one versus one approach to design the multi-class SVM in 
ECOC framework. We tested different SVM kernels, i.e., 
linear, quadratic, cubic, Gaussian RBF. It has been observed 
during experiments that the Gaussian RBF kernel achieves 
superior classification accuracy as compared to others. There-
fore, Gaussian RBF kernel is used in the proposed SVM-based 
ECOC framework for face recognition that is represented as:
where yi − y2j  represents the Euclidean distance between the 
two feature vectors.
Ten class classification problem is illustrated in Table 1. 
From the table, it can be clearly observed that a 15-bit error 
correcting output code is created for a ten-class classifica-
tion problem. A unique binary string/codeword of length 
15 is allocated to each face class. One binary classifier is 
trained for each column so 15 binary classifiers are trained 
in this manner. We evaluated 15 binary classifiers against 
each given input face image to acquire a 15-bit codeword. 
Finally, the input face image is assigned to a class whose 
codeword is closest to the 15-bit codeword of the 10 face 
classes. Once the faces are recognized then the correspond-
ing name and relation of the recognized person is tagged as 
shown in Fig. 3. In this way we recognize the identities of 
the relatives of Alzheimer patients.
2.2  Object recognition
Object recognition module is designed to detect and rec-
ognize specific objects related to the Alzheimer’s patient. 












Fig. 2  Face detection
Table 1  Error correcting output 
code for ten class classification
Code word
Class C0 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14
Face 1 1 1 0 0 0 0 1 0 1 0 0 1 1 0 1
Face 2 0 0 1 1 1 1 0 1 0 1 1 0 0 1 0
Face 3 1 0 0 1 0 0 0 1 1 1 1 0 1 0 1
Face 4 0 0 1 1 0 1 1 1 0 0 0 0 1 0 1
Face 5 1 1 1 1 1 0 1 1 0 0 1 0 0 0 1
Face 6 0 1 0 0 1 1 0 1 1 1 0 0 0 0 1
Face 7 1 0 1 1 1 0 0 0 0 1 0 1 0 0 1
Face 8 0 0 0 1 1 1 1 0 1 0 1 1 0 0 1
Face 9 1 1 0 1 0 1 1 0 0 1 0 0 0 1 1
Face 10 0 1 1 1 0 0 0 0 1 0 1 0 0 1 1
memorize the use of objects (Bay et al. 2006). We proposed 
a light-weight non-learning-based method for object recogni-
tion due to the constraints of real-time video processing. The 
proposed method detects the specific objects based on finding 
the point correspondence between the reference and the target 
image. Reference objects correspond to the dataset images 
containing few objects relevant to the Alzheimer’s patient. 
The proposed method is robust to variations in scale and illu-
mination, in-plane and out-of-plane rotation, and occlusions.
The input egocentric video is pre-sampled by process-
ing every 10th frame followed by the transformation into 
grayscale. Speeded up robust features (SURF) are used to 
extract the feature points from the input video frame where 
multiple objects exist in a cluttered scene. To this end, fea-
ture points of the stored images and the input frames are 
computed to detect an object of the class. The strongest fea-
ture point value determines the object from the referenced 
image. In the given input frame 300 strong feature points 
are extracted. Feature points are also extracted against each 
object image of the dataset and 100 strong feature points are 
selected. Feature descriptors are extracted at these interest 
points for both the input video frame and object images of 
the dataset to determine the corner locations in the images. 
Each object image in the dataset is matched with the given 
input video frame to get the matching points that are used 
to recognize the objects from the dataset. These matching 
points include the outliers as well, beside the object points. 
Geometric transformation is applied to remove the outliers 
and localize the object(s) in the input video frame. Each 
recognized object is tagged by assigning the name and use 
of that object. Process flow of the object recognition method 
is shown in Fig. 4.
2.3  Medicine recognition
Medicine prescription, recognition, and reminder setting for 
medicine intake is the best way to help Alzheimer patients 
to memorize their medicines and intake time. This module 
is specifically designed to educate the Alzheimer patients to 
remember the names, quantity, and intake time of medicines. 
The proposed egocentric video summarization method pro-
cesses each frame to detect and localize medicine names that 
are then recognized using the optical character recognition 
(OCR) method. The corresponding frames of the input video 
where medicines are recognized are marked as key-frames. 
Fig. 3  Process flow of face recognition
Fig. 4  Process flow of object recognition
These marked key-frames are then used to generate the static 
summary of the input egocentric video.
The input video frames are transformed into grayscale 
images by applying the weighted average scheme on each 
colour channel as follows:
where I(i)
gs




 , and I(i)
b
 rep-
resents the red, green, and blue components of the colour 
video frame respectively. The grayscale frames are trans-
formed into binary images as follows:
where I(i)
bin
 represents the binary frame,(i) and (i) represents 
the mean and standard deviation of the gray-scale frame.  
is a parameter.
We have applied few pre-processing steps on these gray-
scale frames to transform input video frames in a way that are 
more suitable to be processed by the OCR. For this purpose, 
morphological operators are applied to enhance the image 
before feeding it into the OCR algorithm. Morphological ero-




 is the morphed image obtained after applying 
erosion, S is the structuring element, and ϴ is the erosion 
operator. The shape of structuring element S is set to disk for 
faster processing as the morphological operations using disk 
approximations run much faster. The size of the structuring 
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Morphological erosion creates small gaps in characters 
that reduce the accuracy rate of OCR. To resolve the issue of 




 is the dilated image, and ⊕ represents the dilation 
operator. S is used with the same settings (disk shape, 3 × 3 
size) to effectively bridge the gaps between characters and 
preserving the fine details of each character.
Optical character recognition algorithm (Smith 2007) 
is applied on this dilated image to recognize the name of 
medicines. The recognized words obtained from the OCR 
is compared with the names of Alzheimer patients medi-
cine already stored in the database. In case, the recognized 
word from the input video frame matches with any of the 
patient’s medicine then the medicine name is tagged in the 
corresponding input video frame as shown in Fig. 5. The 
recognized medicines are then prescribed for the patient. 
A prescription consisting of the details of the medicines, 
i.e., quantity, time etc. is displayed for patient’s reference. A
reminder is also set to notify the Alzheimer patients regard-
ing the time of medicine intake at regular intervals. The
process flow of the medicine recognition approach is shown
in Fig. 5.
3  Performance evaluation
We evaluated the performance of the proposed video sum-
marization system on a video dataset consisting of 18 real-
world homemade videos. Objective evaluation is used to 
measure the performance of the proposed method. Precision, 




Fig. 5  Process flow of medicine recognition
recall, accuracy, error rate, and F-1 measure are used for 
performance evaluation. This section provides the details of 
different experiments performed along-with a comprehen-
sive discussion on the obtained results. The proposed video 
summarization system is implemented in MATLAB.
3.1  Dataset
A dataset consisting of 18 real-world homemade videos of a 
total duration of 10 h is created for performance evaluation. 
The dataset videos are captured via Looxcie wearable cam-
era mounted on the ear. Each recorded video in the dataset 
has a frame resolution of 640 × 480 pixels and a frame rate 
of 30 fps. The dataset videos contain the family members, 
medicines, and various objects of interest for Alzheimer’s 
patient. Some frames of the dataset are provided in Fig. 6.
For face recognition a dataset consisting of images of ten 
persons is created. Ten images of each subject are collected 
at different poses and emotions for this purpose. Some snap-
shots of face dataset are shown in Fig. 7.
3.2  Results and discussion
The proposed video summarization method is evaluated 
on each video of the dataset to measure its effectiveness in 
terms of recognizing persons, medicines and various objects 
related to the Alzheimer patients. In this section we provided 
the details of the evaluation metrics and results of different 
experiments along-with the discussion.
3.2.1  Evaluation metrics
Precision, recall, accuracy, error, and F-1 measure are com-
puted in the first experiment to measure the detection perfor-
mance of face, object, and medicine recognition.
Precision for face recognition represents the correctly 
tagged face, to the total detected faces; and similarly, in case 
of object recognition, it is computed as the ratio of correctly 
labelled objects to total number of detected objects and same 
is for medicines. Precision is computed as follows:
where TP represents the True Positive values, and FP rep-
resents the false positive values in terms of face, object or 
medicine frame recognition from the videos. Recall repre-
sents the ratio of true recognition and tagging of faces in 
case of face recognition against the total number of face 
frames in the videos. In case of object and medicine recogni-
tion, recall represents the ratio of correctly detected objects 
and medicines against the total number of objects and medi-
cine frames in the videos. Recall is computed as follows:
where TP represents the True Positive values and FN repre-
sents the false negative values. False Negatives are the faces, 
objects and medicine frames in the video that are misclassi-
fied or wrongly labelled. F-1 score or F-measure represents 
the weighted average of precision and recall. Some methods 
have higher precision and lower recall and vice versa. So, to 
overcome the situations where precision and recall amongst 
the relative methods are overlapping, we have computed the 
F-1 score. F-1 score is computed as follows:
Accuracy is the ratio of correctly identified and tagged 
face/non-face frames, correctly detected and labelled object/
non-object frames and rightly labelled medicine/non-medi-
cine frames to the total number frames in each of the video. 













Fig. 6  Snapshots of dataset
Fig. 7  Snapshots of face dataset
where P represents the total count of positive frames/sam-
ples and N represents total count of negative samples. Error 
is computed as the ratio of False positive and False negative 
frames, i.e., mislabelled face, object and medicine frames 
to the total number of frames in a video. We computed the 
error rate as follows:
3.2.2  Detection results
The recognition performance of the proposed method 
against each input video of the dataset is shown in Table 2. 
The proposed method effectively recognizes the impor-
tant persons, medicines, and objects relevant to Alzhei-
mer patients. More specifically, the proposed method 
achieves an average precision, recall, accuracy, error rate 
and F-measure of 0.93%, 0.87%, 0.89%, 0.11% and 0.89%, 
respectively for all videos. We achieved the average accu-
racy of 90% and 91% for face and medicine recognition 
which shows the effectiveness of the proposed techniques 
to recognize the face and medicines. Whereas the average 




decrease in the performance of the object recognition mod-
ule is due to the fact that majority of the selected egocentric 
videos contain visually similar objects. In addition, some 
objects are also similar in color of the background and often 
remains undetected. However still the proposed object rec-
ognition method achieves better recognition accuracy. From 
the results presented in Table 2, we can clearly observe 
that the overall performance of proposed system is remark-
able in terms of recognizing the faces, medicines and other 
objects relevant to Alzheimer patients.
3.2.3  Performance comparison with existing methods
Performance of the proposed system is compared against 
the existing state-of-the-art recognition methods. Precision, 
recall, and F-1 measure are used for performance compari-
son. For this purpose, we compared the performance of the 
proposed method against existing techniques of face, object, 
and text recognition. The statistical comparison of the pro-
posed and existing methods is provided in Table 3. From the 
results it can be observed that the proposed method provides 
superior recognition performance as compared to the exist-
ing state-of-the-art methods.
Table 2  Recognition Performance




Precision Recall Accuracy Error F-measure
Face 1 88 13 0 7 1 0.9 0.92 0.08 0.94
Face 2 36 2 0 4 1 0.9 0.90 0.1 0.94
Face 3 25 4 3 5 0.89 0.83 0.85 0.15 0.84
Face 4 7 31 1 3 0.87 0.7 0.90 0.1 0.76
Face 5 10 46 2 3 0.83 0.76 0.91 0.09 0.79
Face 6 30 10 1 1 0.96 0.96 0.95 0.05 0.95
Average 0.92 0.84 0.90 0.1 0.87
Med 1 19 28 3 2 0.86 0.90 0.92 0.09 0.87
Med 2 32 15 1 5 0.96 0.86 0.92 0.11 0.90
Med 3 25 20 2 4 0.92 0.86 0.88 0.11 0.88
Med 4 36 1 1 2 0.97 0.94 0.92 0.07 0.95
Med 5 20 36 2 1 0.9 0.95 0.94 0.05 0.92
Med 6 24 49 2 4 0.92 0.85 0.92 0.07 0.88
Med 7 19 23 1 2 0.96 0.90 0.93 0.06 0.92
Med 8 36 37 3 4 0.92 0.9 0.91 0.08 0.90
Average 0.92 0.85 0.91 0.10 0.90
Object 1 33 1 1 6 0.97 0.84 0.82 0.18 0.89
Object 2 23 3 1 3 0.95 0.88 0.86 0.14 0.91
Object 3 20 10 2 1 0.90 0.95 0.90 0.1 0.92
Object 4 15 14 1 1 0.93 0.93 0.93 0.07 0.92
Average 0.93 0.90 0.87 0.13 0.91
Average recognition 0.93 0.87 0.89 0.11 0.89
3.2.4  Confusion matrix analysis
In this experiment we evaluated the performance of the pro-
posed method using the confusion matrix analysis as shown 
in Table 4. Confusion matrix analysis is used to depict the 
classification accuracy of the proposed method in terms of 
recognizing face, medicine, and objects. As we can observe 
from Table 4 that our face recognition method achieves true 
positives of 90% and falsely assigns the face to object class for 
only 10%. In addition, medicine recognition method is more 
superior and accurately recognizes the objects 91% whereas, 
only 9% falsely recognize as other objects. Finally, object 
recognition achieves true positives of 87%. The classification 
accuracy of the proposed method for face, objects, and medi-
cine recognition is remarkably well. We can argue from these 
results that the proposed method can reliably be used to gener-
ate the static summaries of egocentric videos.
3.2.5  ROC curve analysis
Performance of the proposed method is also evaluated using 
receiver operating characteristic (ROC) curve analysis. ROC 
curves of the proposed method for face, object, and medicine 
recognition is presented in Fig. 8. ROC curves are plotted 
against the true positive rate and false positive rate. It can be 
observed from the area under the ROC curves that the pro-
posed method is very effective in terms of recognizing faces, 
objects, and medicines to facilitate the Alzheimer patients.
4  Conclusion
We have proposed an effective method for video sum-
marization to aid the Alzheimer’s patients to recall their 
blurred memories. The proposed method provides a static 
summary of the egocentric video data to educate the Alz-
heimer patients in terms of recognizing the identities of 
persons (i.e., family, friends, etc.), objects and their usage, 
and medicines along with the required information of dos-
age and intake time. Our method is robust to illumination 
conditions and camera jitters and successfully recognize 
the persons, objects, and medicines for videos containing 
severe illumination variations and shaky movements. A 
diverse dataset of real-world homemade wearable camera 
videos is used to measure the performance of the proposed 
method. The average recognition accuracy of 89% illus-
trates the effectiveness of the proposed method.
Table 3  Performance comparison with existing state-of-the-art methods
Techniques Custom dataset details Precision Recall F-measure
No. of videos Length (h) Format Frame rate Resolution
Lidon et al. (2017) 25 10 MP4 2 fps 320 × 720 0.84 0.86 0.84
Zhang et al. (2016a, b) 10 3–5 AVI Not specified 384 × 216 Not used Not used 0.49
Jeong et al. (2016) 04 3–5 Not specified Not specified Not specified 0.72 0.83 0.76
Zhang et al. (2018a, b) 04 3–5 Not specified Not specified Not specified 0.47 0.48 0.46
Tang et al. (2018) 937 300 fps Not specified 0.80 Not used Not Used
Toshev et al. (2009) 42 – Not specified 50 fps Not specified 0.8 0.86 0.82
Crandall et al. (2002) 15 – MPEG 30 fps 320 × 240 0.46 0.48 0.46
Shivakumara et al. (2012) – – – – – 0.74 0.87 0.79
Proposed system 18 10 MP4 30 fps 640 × 480 0.93 0.87 0.89
Table 4  Confusion Matrix





Face recognition 0.9 0.1 0
Object recognition 0.01 0.87 0.12
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Fig. 8  ROC curve analysis for object, medicine, and person recogni-
tion
Currently, we are examining the performance of the pro-
posed system on a more diverse dataset. In the light of the 
results achieved after performance evaluation, we are also 
investigating other efficient feature descriptors and light-
weight machine learning algorithms for recognition pur-
poses. We are directing our efforts to further enhance our 
system by proposing more efficient yet effective approach 
to facilitate the Alzheimer patients.
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