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I . INTRODUCTION 
In this report some well-known time integrators for the shallow-water 
equations (SWEs) are described and compared with each other with respect to 
efficiency. Standard software for initial value problems [ 8] is often not 
applicable to the SWEs, due to the large system of difference equations 
(easily over 10,000) occurring.after discretization. In the last decades, 
many methods have been proposed to solve the SWEs. Therefore, there is the 
need for an evaluation of these and new methods with respect to accuracy, 
stability, flexibility and computational costs, because, in practice, re-
liability and the time needed to obtain results are crucial. 
Here, we will apply the so-called method of lines approach. In using 
this approach, the hyperbolic partial-differential equations (PDEs) are con-
verted into a system of ordinary-differential equations (ODEs) by discreti-
zing the space variables, while the time variable is left continuous. As a 
first step some time integrators have been studied for such a system, where 
the space discretization for all time integrators is the same. 
In fact, we are interested in the efficiency of low-order explicit 
time integrators versus high-order explicit methods and in the efficiency 
of implicit methods versus explicit methods. To answer these questions, 
numerical tests were performed for a problem posed by GRAMHELTVEDT [4]. 
These tests show that the choice of a method depends largely on the model 
and the accuracy requirements. 
In section I, the PDEs will be given and the space variables will be 
discretized, furthermore, a heuristic determination of the eigenvalues will 
be given. In section· 2 the time integrators are described i.e., 
I. an ADI method proposed by FAIRWEATHER & NAVON [I] (1980), 
2. the classical fourth-order Runge-Kutta method [10] (1901), 
3. a stabilized Runge-Kutta method [7] (1971) and 
4. the Leap-Frog method [12] (1922). 
The results are presented in section 3 and finally, in section 4, the 
methods and results are evaluated. 
2 
1.2. The differential equations and boundary conditions 
Throughout this report we shall adopt de notation used in [I]. We 
denote by w the vector 
(I. I) T w = (u,v,<l?) , 
where u,v are the velocity components in the x- and y-direction, respective-
ly, and 
( l.2) 
! 
<l? = 2(gh) 2 ' 
where h is the depth of the fluid and g is the acceleration due to gravity. 
The shallow-water equations then read [5] 
~~ = A (w) aw + B (w) aw + C ( ) 
at ax ay Y w, 
(I • 3) 
0 :;;; x :;;; L, 0 :;;; y :;;; D, t ;?: 0. 
In (I.3) A,B, and C are matrices given by 
( 1.4) 
r u 
A = - I 0 u 
l<l?/2 
0 
B = - [~ ~ <!?~2] C = [~f ~ ~] 
0 <l?/2 v 0 0 0 0 
where f is the Coriolis factor approximated by 
( 1.5) f ~ f + S (y-D/2) 
~ 
with f and S constants. Periodic boundary conditions are assumed in the x-
direction. 
( 1.6) w(x,y,t) = w(x+L,y,t), 
3 
while in the. y-direction 
(I. 7) v(x,O,t) v(x,D, t) = 0. 
Initially 
(I. 8) w(x,y,O) 1/J (x,y) .. 
It is easy to see that the sum E of kinetic and potential energy, 
L D 
(I. 9) E = ! J J 2 2 2 2 (u +v +~ /4)~ /(4g)dxdy, 
0 0 
is independent of time, i.e., the total energy is conserved. Also, the 
average value of the height of the free surface, h, is independent of time, 
i.e., 
(I. I 0) 
L D 
h = <f J h dx dy)/A_ 
0 0 
is conserved, A being the area of the spatial domain. 
1.2. The space discretization 
As said in the introduction, we are interested in the efficiency of 
time integrators with £espect to a fixed space discretization. Therefore, 
the PDEs (I. 3) are transformed into a system of ODEs; 
(1.11) dW dt = F(W), 
where F(W) is the space discretization of the right-hand side of (1.3). 
Let N and N be positive integers and set 
x y 
(I • 12) /'ix = L/N , 
x 
f'iy = D/N , y 
then by Wjk we mean: 
4 
( 1. 13) W(j8x, kl'>y, t) . 
Now, the space-discretized form of (1.3) we shall use, is 
(I .14) 
where 
and 
N -I y ' 
Hence, in the interior domain central discretizations are used, whereas at 
the boundaries, y = 0 and y = D, one-sided discretizations are applied in 
the y-direction. In the x-direction always second-order differences can be 
.used as a result of the periodicity (1.6). This discretization was used 
before by GUSTAFSSON [5] and FAIRWEATHER and NAVON [I]. 
We notice that this discretization appeared to be unstable in long-time 
integrations as was found by the three mentioned authors. DEKKER and VERWER 
[15] proved that for certain initial conditions the total energy increases 
locally in time and derived a space discretization for (1.3) which con-
serves the total energy. 
1.3. Determination of eigenvalues 
In this subsection, we will calculate the eigenvalues associated with 
the ODEs, because the magnitude of these eigenvalues do often restrict the 
time step in the finite-difference equations (FDEs) (the fully discretized 
PDEs). For convenience, we shall assume an infinite domain (R2), which in 
our case appeared to be not a severe restriction, presumably, because the 
only other operator involved, is the operator defined by the boundary con-
ditions v = 0 at y = 0 and y = D, which is of course stable. 
•· 
5 
DEFINITION: A system of PDEs, ODEs or FDEs is sbable in the L2 -norm on R
2 
iff for any tl-"O solutions w and ~ holds: 
(I.IS) 
2 
Of course, the domain for the ODEs and FDEs is a restriction of R to the 
used grid and for the FDEs t 1 and t 0 may only assume discreet values in t
he 
time direction. We shall us.e this definition for small perturbations, which 
leads to a linear stability approach. 
Let a PDE be defined by 
( 1. 16) a atw D(w) + :E. 
If wand ware solutions of (1.16), we have 
(1.17) 1-(w-w) = D(w)-D(w). at 
Our definition of stability demands then that 
( 1. 18) 
If D(w) is sufficient smooth then, for small values of w-w, (l.18) may be 
replaced by 
( l. 19) D(w) - D(w) ~ ;~ (w-w) 
and 
(1.20) ( an ). Re S 
' 
- "' ~ 0 , us , aw "' v 
where ( , ) denotes the inner product connected with the L2 - norm. As ~ 
- aw 
is often a matrix, (1.20) is difficult to verify, but if an is normal, non-aw 
positive eigenvalues are sufficient to fulfil (l.20); in other cases this 
is a nec~esary condition. 
6 
an an 
an. 
In our f.rom i i,j case aw follows (1.31) ((3) .. = -- 1 '2' 3) w iJ aw. 
J 
a a 
+ f 
-<P /2 () -u -u - - v- -u - <P/2 -X dX ()y y x ax 
(1.21) an -v -f () a /2 <P/2 ~ --= -v-v-- u- -rp ()w x y ()y ax y ay 
a a 
-Hu +v )-u ~ - a -rp/2 -- - <P -<P/2 - - <P v-()x x ay Y x y ax ay-
We now freeze the coefficients in ~~ and write s as a Fourier series. 
00 00 
(1. 22) 
-oo -oo 
It is sufficient to consider one component of (l.22). Hence, we try to find 
A. such that 
(I. 23) 
for the accompanying eigenvector a. It is straight forward to show, as 
() fo 1 x - .b ibl x h h. . b 1 d b ax e - i 1e , t at t is equation can e rep ace y 
(l.24) 
where 
-u -ib u-ib v -u +f 
-rpx/2-ib I <f>/2 x l 2 y 
( 1. 25) 3D' -v -f -v -ib u-ib v -rp /2 
- ib2rp/2 --= ()w x y I 2 y 
_-ibfrp/2 - <P -rp/2 ib2 - <Py -~(ux+vy)-ib 1 u-ib2v x 
The third degree characteristic polynomial resulting from (l.24) is diffi-
cult to factorize, therefore we make some simplifications beforehand, using 
that rp, related to the depth by (I.2), is relatively large. Thus we assume 
(I. 26/ lul,lvl,lu l,lu l,lv l,lv l,l<P l,l<P I « rp. x y x y x _y 
Hereby, (l.25) reduces to the synnnetric (thus normal) matrix 
(l.27) aD' 
aw 
0 
0 
-iblcp/21 
-ib2cp/2 
0 
ClD' • The characteristic polynomial of ~- is now 
aw 
(I. 28) 0. 
Thus the eigenvalues are 
(I. 29) 
These eigenvalues show that (l.20) is marginally satisfied and that there 
is no damping of waves which corresponds to the conservation of total 
energy (l .9). 
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For the semi-discretized system (l.14) the eigenvalues in the interior 
of the computational domain can be obtained along the same lines. However, 
the central discretization used in (1.14) has a different eigenvalue, which 
follows from 
(1.30) 
" ib 1x+ib 2x i (b 1 (x+L'lx) +b 2y [-0 J ( 
i (b 1 (x-1::,.x) +b 2y)) 
e ax e = 21::,.x e 
sin b 1t:,.x sinb2t:,.y By replacing b 1 and b2 in (1.24)-(1.29) by L'lx and t:,.y , respective-
ly,we find eigenvalues 
(1.31) 0 and 
From these eigenvalues it may be doubted whether (1.14) is stable, because 
(1.32) means marginally stability, and the neglected terms, due to (1.26), 
may easily cause an actual positive eigenvalue, as must be the case according 
to the observed instability of (1.14) for long time integration [1,5,15] 
8 
The next step is the time-discretization. Again (1.15) is used, but now 
t 0 ,t1 are restricted to discreet t values. In explicit methods, (1.15) 
often leads to a restriction of the time step. 
As a check of (1.15) for FDEs is very tedious, we shall use the simple test 
equation 
(I .32) dw' dt A.w', w' = w ...: w, 
which replaces (1.17) and where A. is the maximum of the above eigenvalues 
( 1. 33) , = + . /{f l \ 2 ( 1 \ 2} 2 1 I\ _i \b.x} + b.y} cp /4, cp = 2igli. 
With the help of the test equation we can investigate whether a time inte-
grator satisfies (1.15), and gives information on the allowed time steps. 
However, one must be careful in applying (1.33): 
I. If ~~is not diagonizable, this wilI only give an indication. 
I an . 1 1 n our case aw is a most norma . 
2. In implicit methods the D operator is split up, this requires a special 
treatment. An example is found in section 2.1.2. 
Note that in this section time and space discretization are handled 
apart, i.~., we first tried to find conditions for a stable space dis-
cretization by examining the ODEs and then a condition for the time inte-
grator is derived. However, an unstable space discretization may be matched 
by a stable time discretization, or vice versa, leading to a stable system 
of FDEs [3,13]. As an example we mention the well-known first-order upwind-
finite-difference scheme which, when applied to ut = -ux' produces an exact 
solution for equal space and time step [3]. The approach we followed, is 
typical for the Method of Lines [14]. 
2. THE FOUR TIME INTEGRATORS 
In this section, four time integrators are described. Also their stabili-
ty, storage requirement and implementation will be considered. 
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2.1. The Fairweather-Navan ADI method. 
2.1.1. Description 
The time integration of (1.14) can be performed by using an ADI method. 
Thereby, the right-hand side operator is split into two operators, i.e. 
one for the x-direction and one.for they-direction. Based on a Crank-
Nicolson-type time integrator, an ADI method is obtained with unconditional 
stability for non-positive eigenvalues. However, a straight forward appli-
cation of this technique gives rise to a set of nonlinear algebraic equa-
tions to be solved (GUSTAFSSON [5]). This can of course be handled by a 
Newton process, but Fairweather and Navon linearized the algebraic equations 
in such a way that second-order consistency in time was preserved. 
The split operators in the ADI method are defined by 
(2. 1) 
where 
1 
Fjk(Wjk) 
2 
Fjk(Wjk) 
It will be clear that (compare (1.14)) 
(2. 2) 
A non-linear ADI method [ 5] can be defined by 
* 
n 11 t 1 * 2 n and 
wjk wjk + 2 (F jk (W jk) + Fjk(Wjk)) 
n+l 
* 
11 t 1 * 2 n+l (2. 3) wjk wjk + ·-;z(F jk (W jk) + Fjk(Wjk )), 
where 
n Wjk = W(jllx,klly,nllt). 
The non-linearity is due to the matrices A and B 1n (2.1). Therefore, 
Fairweather and Navon slightly changed (2.1) to 
10 
.... l 
A(Wjk)nxWjk + CkWjk and 
(2.4) B(Wjk)ny(k)Wjk + c;_wjk' 
where 
n n-1 
= !(3Wjk-Wjk) for n ~ and 
0 0 
= W.k + ~tF.k(W.k). 
J 2 J J 
It is straight forward to show that this method is locally second order in 
time and space except for the boundaries, where the space discretization is 
only first order (see (l.14)). In the remainder, we shall call this scheme 
FN-method. 
2 • l . 2 . S tab i1 i ty 
Unfortunately, the test equation may not be used directly, which is 
caused by the operator splitting. Therefore, we try to find a form for (2.3), 
where it is possible to use the eigenvalues of the operator ~~ . This can 
be achieved by taking the first variation of (2.3), which is equivalent to 
(1.19), assuming that the linearization (2.4) has not yet been performed. 
We find 
(2.5) 
After some algebraic manipulations it follows that 
(1 L\t (aF
1 
aF 2\ 2 I 2\ (2.6) +~~~rn+1 
- ··z- \¥ + 3W) 4 aw aw 
f 1 LH (aF I + 3F2\ tit 2 aF 1 aF2\ oWn. \ +T\aw -aw; + -4- -aw ¥) 
We may now replace the operators by eigenvalues if they are normal and have 
the same system of eigenvectors, i.e. if they connnute. This is in general 
not the case but for small tit we may replace (2.6) by 
(2. 7) ( 1 _ tit an\ own+ I = (l+ tit an) own 
, 2 aw} 2 aW • 
I 1 
These operators do connnute and are normal under assumption (1.26) so we may 
replace (2.7) by 
(2. 8) (I+titA)OW 
Inequality (I.IS) requires that 
(2.9) 
which, after some manipulations, gives 
(2. IO) A. + A :s; 0. 
Since A. + A. = 0 in our case, the only restriction is that tit should be so 
small that (2.7) may be written. In practice, tit may be chosen relatively 
large and is often more restricted by accuracy- than by stability require-
ments. 
2.1.3. Algorithm 
Due to the form of the matrices A and B, no more than two variables 
are coupled to each other at a certain time level. This leads to the fol-
lowing steps per timestep: 
calculate W = ~(3Wn-Wn-l), 
n At 2( n 2 calculate Z = W + --- F W ) • 
2 * * 3 solve for each horizontal row the coupled variables {U.k,~'k}' 
* J J 
4 solve for each horizontal row {V.k} except for the boundaries y 
* * *lll* 5 calculate Z 2*W -Z (i.e. W + 2 F (W ) ) , n+ I n+ I 
variables {Wjk '~jk }, 6 solve for each vertical row 
7 solve for each vertical row 
n . n-I n+I 8 store W into W and W 
the coupled 
n+I 
{U jk } ' 
into vfl. 
O,y = D, 
In steps 3 and 6 a block-tridiagonal matrix, each block being (2x2), occurs. 
The solution procedure of equations with such a coefficient matrix is es-
sentially the same as in case of a scalar tridiagonal matrix, which occurs 
in steµs 4 and 7. Each operation on an element in the scalar case should 
12 
be performed in a generalized way on a (2x2) block in the block-tridiagonal 
case. 
On horizontal lines (step 3 and 4) the periodic boundary conditions 
give .rise to cyclic coefficient matrices. This leads to two extra right-
hand sides in step 3 and one extra right-hand side in step 4 (see [II]). 
From the above timestep, we conclude that quite a lot of storage is needed. 
* * n+l In fact we need the following arrays of length (3xN xN ) : V,V ,W,W ,W , 
_..n n-1 -. x Y · n-1 
w and W , but from step I we see that W can be stored into W , and from 
n+l * * 
step 5 that W can be stored in W . In actual calculation V is calculated 
per vertical line. This can also be done for V, but then step 5, which is 
faster than the form between brackets, cannot be performed. For the coeffi-
cient matrices, occurring in step 3,4, 6 and 7, at most an array of 
9*2*N length is needed. 
x 
Summarising, four arrays of length 3*N *N and one of 9*2*JN length 
x y x 
are needed. 
2.2. The Runge-Kutta 4(RK4) method 
This fourth order method, the most famous of all the Runge Kutta methods, 
is of great practical importance for the SWEs, because it is an explicit 
method and has a stability region including a relatively large part of the 
imaginary axis. 
2.2.l. Description [10] 
The time integrator assumes the following form 
(2. I I) lfl+ I wn At + ~ (K 1+2K2+2K3+K4), 
where Kl F(Wn), 
K2 F(Wn+ At K ) 2 I ' 
K3 
n flt F(W + --- K ) 2 2 ' 
K4 F (Wn +A tK3) . 
13 
.2 • 2 . 2 S tab i li ty 
I 
The explicitness of the RK4 method makes it possible to use the model 
equation (I.32) straight forwardly. By substitution of (l.32) into (2.11) 
we find: 
(2. 12) n+l w (11tA)
2 (11tA) 3 (11tA) 4) Wn. 
= (l+/1tA+ --=--2-. - + 6 + 24 
The boundary of the stability region is determined by 
(2. 13) i8 e 
A zero on the imaginary axes can be found by substituting 11tA 
(2.13) which results in two equations 
(2. 14) I 3 y - 6 y = sine and 
2 4 
- L + L = cos8. 2 24 
Using sin2e + cos 2e = I we find 
(2.15) 6 2 ~· y (8-y ) = 0. 
Thus the zero's are 
(2.16) y 0, 8 = o, 27f 
and 
y = ±212, sine cos8 
iy into 
Hence, using (l.32), the following restriction on the stepsize /1t is found 
(2. l 7) 
,. 
2,/2 
11 t < -1r==::.,1===71=t1 
ilgh(- + -) 
/1x2 /1y2 
14 
2.2.3. Algorithm 
In this case the following steps are performed during one timestep: 
n 
calculate R = F(W ), 
2 S = wn + At R , 
. 2 in 
3 calculate S t = F(S. ), 
OU i.n 
4 R = R + 2*S , 
out 
n At 5 Sin = W + 2 S out ' 
6 calculate S t = F(S. ) , 
OU in 
7 R = R + 2*S , 
out 
9 calculate S = F(S. ) , 
out in 
10 wn+l = wn + ~t (R+S ) 
out 
I I store W n+l . n in W • 
' 
The four F evaluations, in steps 1,3,6 and 9, are far more expensive than 
the simple addings in the other steps. Thus the number of F evaluations 
determines the costs of the method. Storage of size 3*N *N is needed for 
n n+l x Y n+l 
R,S. ,S t'W , and W • Of course, step II is superfluous because W in OU 
can directly be stored in Wn during step 10, eliminating the need for an 
n+l 
array W • Due to the special form of the SWE it is possible to store the 
result of an F evaluation 
So three.arrays of length 
in S. on the costs of a work space of length 3*N • in y 
3*N *N plus a work space of length 3*N are 
x y y 
sufficient for this method. 
2.3. A stabilized Runge Kutta (RKS) meth©d 
15 
2.3.1. Description 
In section (I.3) it was shown that the eigenvalues of the right-hand 
side of the SWE s have imaginary values. Therefore, special Runge Kut ta 
schemes were constructed [7] with a stability region containing an as large 
as possible part of the imaginary axis. Here a second-order scheme is used 
defined by 
w 
n+l n W + LitK3, 
(2.18) 
with 
Kl = F (Wn), 
K2 = F (Wn +!Li tK1) , 
K3 = F (Wn+!LitK2). 
Thus three F evaluations per time step are needed. 
2.3.2. Stability 
By applying (2.18) to the model equation (I.32), we find the equation 
(2. 19) 
which leads to the following equation for the boundary of the stability 
region 
(2.20) ie e 
In the same way as in section 2.2.2 we find zero's 
(2. 2 l) ±2i, 
which are the boundaries of this region on the imaginary axes. 
Thus, the time step is restricted by 
"'' 
16 
(2. 22) 8t 2 
2.3 .3. Algorithm 
During one time step the following steps have to be performed: 
calculate S = F(Wn), 
2 n S = W + 8t/2*S , 
3 calculate S = F(S), 
4 s = wn + 8t/2*S , 
5 calculate S = F(S), 
6 wn = wn + 8t*S. 
As in the previous section, the storage requirements can be kept small by 
using S for in- and output for the F evaluation. In this case no array is 
needed to store the intermediate results, because for updating Wn only the 
last calculated S(or K3) is needed. So only two arrays of length 3*N *N x y 
plus a work space of length 3*N are required. y 
2.4. The Leap-Frog (LF) method 
This method was first used by RICHARDSON [12]. HARRIS and JELESNIANSKI 
[6] applied it to the SWEs. The method is fast because only one F evalua-
tion per timestep is needed, but when dissipation is added in the SWEs 
the method will become unstable, as will be shown. 
2.4.1. Description 
The method is defined by the simple formula 
(2.23) Wn+I n-1 n = W + 2*8t*F(W ) . 
It is easy to see that the method is second order consistent in time. 
2.4.2. Stability 
By applying (2.23) to the model equation we find 
(2. 24) n+l n-1 n W ·= W + 2/. .. t:. tW • 
The boundary of the stability region can be found by substituting 
(2.25) k+l w Wk i~ e ' 
which leads to the equation 
(2. 26) At:. t 
iip -i~ 
e -e 
2 isin~. 
1 7 
So the stability region, coinciding with its boundary, is only the interval 
(2.27) (-i,i). 
From this result we conclude that the method is useful in our case, but 
unstable in case where dissipation is added, because then the eigenvalue 
is certainly in the left half plane. However, when the operator F(W) is 
split over the various time stages stable methods can be made [9]. 
2.4.3. Algorithm 
One time step is by this method described by: 
n 
calculate S = F(W ) 
Storage is needed for S,Wn-l and Wn. Thus again a workspace and three 
18 
arrays are required. 
3. RESULTS 
In order to compare the four time integrators we have chosen the test 
model described by GRAMMELTVEDT [4]. As in shallow water calculations one is 
often interested in short-time .integration, we have restricted the time in-
tegration to 48 hours fysically. The solutions of the four time integrators 
are compared with a very accurate solution calculated by a Runge-Kutta-Fehlberg 
method [2] with local-error tolerance 10-7 . Only solutions with the same 
mesh width in space are compared with each other. Therefore, also the ef-
ficiencies of the methods, determined by accuracy and computational costs, 
are compared for a fixed mesh width in space. However, we performed this 
procedure for three different mesh sizes in space. In the following, 
the test model is described and the efficiency calculations are presented 
in tables and plots. 
3.1. The test problem 
The test problem described below was first used by GRAMMELTVEDT [4]. 
The boundary conditions were already given in (1.6) and (1.7). The initial 
condition is : 
(3. 1) 
The initial velocity fields are derived from the initial height field 
via the geostrophic relationship 
(3. 2) u Cg) ah f ay v 
The constants used are 
L = 6000 km, 
D = 4400 km, 
-4 -1 f = 10 sec , 
-11 B = l.SxlO sec 
(~) ah f ax . 
10 -2 g msec 
HO 2000 m, 
HI 220 m, 
-1 -1 
m 
' 
Hz = 133 m. 
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A plot of the height lines of this initial condition is given in figure 3.1 
This initial condition describes a wave of length L in the x-idrection .• 
The initial condition is made consistent with the boundary conditions at 
y = 0 and y = D by setting v to zero at these boundaries. The three dif-
ferent meshsizes are defined by N xN is (15xl1), (30x22) and (60x44), re-
x y 
spectively. The solutions obtained with a Runge-Kutta-Fehlberg method 
(tolerance I0-7) after two days are displayed in figure 3.2, 3.3 and 3.4. 
These figures show the height lines of the solution. The dots occurring in 
fig.3.2 mean that more than one height line can be drawn, which shows that 
unphysical height lines enter in the solution on this course grid. 
From this plots we see that the solution is largely dependent on the space-
discre tiza tion, which is for our purpose not important because we consider 
only the error due to the time discretization. These solutions will be used 
as a reference in the following. 
3. 2. Efficiency 
Using the reference solutions, we are able to calculate errors. In our 
case, several errors are calculated. 
I f - . Define ai = wi - wire£' where wiref =A A wirefdA' i.e., the mean value of 
the reference solution on the spatial domain A, w1 = u, w2 = v, w3 =h. 
Define next a relative error by 
(3.3) rel. 
i 
la.-a. fl i ire 
maxJa. fl ' ire 
where airef is derived from the Runge-Kutta-Fehlberg solution. The LT,Lz 
and L- error are now defined by 
00 
(3.4) max rel., A i 
respectively. 
Efficiency is defined by the number of significant digits, i.e., the 
_IO log(E 1 2 ~), divided by the computational costs to obtain them. 
' ' 
~ 
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Fig.3. 1 initial height lines 
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Fig.3.3 height lines on medium 
grid after two days 
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In the tables 3.1, 3.2 and 3.3 the significant digits of hare given to-
gether with the used time step and the needed computation time (in seconds 
on a CYBER 170-750). Of course, 6tx(computation time)is almost constant. In 
the first column, the name of the method and the field length, i.e., the 
memory requirements expressed in words (octal), is written. The second 
field length is calculated by hand in case the storage is reduced by the 
technique described in Appendix A. 
The tables show a second-order convergence for the FN, RKS and LF method, 
whereas the RK.4 method converges fourth order. This can be seen from the 
fact that halving the time step implies 
IOlog(error(h/2)) = lOlog(C(h/2)q) = 
10 10 10 log(error(h)) - q log2 ~log log(error h)) - qx.30 
Hence, for second-order schemes the number of significant digits must be 
incremented by about .60 when the time step is halved, whereas for the 
RK.4 scheme an increment of 1.20 should be observed. For large time steps, 
however, we find a smaller convergence factor due to the influence of high-
order terms in the truncation error. 
For the explicit methods the maximum time step in the most right column is 
the largest possible time step. Larger time steps showed instability. 
These maximum time steps can be estimated beforehand by relations like 
(2.17). 
In the figures 3.5, 3.6 and 3.7 we show the plots resulting from these 
tables. In each figure, the three plots refer to the coarse, medium and 
fine grid, respectively. The first figure shows the result when only the 
computation time is taken into account. As the computation time increases 
with a factor four when the grid steps are halved in both directions, we 
have adapted the scaling of the axis to this. The second figure shows the 
results when the first field length is taken into account. The costs 
are calculated by 
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(1117. + 125*FL/1000)*CPS/3600, 
where FL is the field length and CPS the computation time. This formula ap-
proximates the costs as accounted by the SARA computer centre in Amsterdam. 
It shows that costs decrease when a faster method is used or when storage-
use is decreased. The figure shows a great influence of the required sto~ 
rage. 
Figure 3.7 makes clear the effect of storage reduction in the way described 
in appendix A. This technique is only applicable for explicit methods. 
From these figures we may conclude that high-order explicit methods perform 
better than low-order explicit methods. The second question concerning the 
comparison of explicit methods with implicit methods is more difficult. In 
this case, it is quite clear that the explicit methods perform better than 
the implicit ADI method. This may be the result of the chosen test problem. 
To be more precise. The measured global error is built up of local erros. 
This local truncation error consists of derivatives of F. For problems 
where these derivatives are small, larger time steps are allowed for ac-
curacy reasons. In this case, the derivatives are quite large as can be 
seen from the initial condition, therefore, we cannot make use of the 
ability of implicit methods to use large time steps and as the truncation 
error of such a method is not better than that of an explicit method, expli-
cit methods become more efficient because less work per time step has to be 
done. In practical situations the ability of large possible time steps is 
an advantage, because the gradients are usual not as large as in the used 
test problem. 
Note that only the error due to the time discretization is calculated. 
When also the error due to the space discretization is taken into account, 
errors may match. As an example we quote again the first-order upwind-dif-
ference scheme. We expect the same effect for the Leap-Frog method, because 
also here time and space discretization are treated in the same way, i.e. 
central differences are used. 
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Comp. Errors tit 
time LI L2 L 00 
FN 1.41 I.21 I.09 .49 3600 
52700 4.81 1. 76 I.65 1. 16 900 
18.4 2.95 2.85 2.34 225 
53.2 3.91 3.80 3.30 75 
RK.4 I.OS 1.42 1.30 .81 4800 
43400 3.43 3.00 2.89 2.34 1200 
42000 13. I 5. 39 S.28 4. 79 300 
S0.4 7.04 6.93 6.40 7S 
RKS I.OS I. 31 I. 21 .63 3600 
42SOO 3.40 1. 70 1.60 1.12 900 
42000 12.9 2.81 2.70 2.22 22S 
38.3 3. 7S 3.6S 3. 16 7S 
LF .886 • 77 .66 . 18 1800 
43600 .881 I. 17 I.05 .S3 1728 
42600 .926 1.27 1.18 • 77 1600 
.98S I. lS I.OS .S9 1440 
.99S I.13 1.02 .56 13SO 
2 .51 I.88 I. 77 I. 29 4SO 
14.0 3.4S 3.34 2.86 75 
39.7 4.41 4.30 3.81 2S 
Table 3.1. Signifiant digits of h on the coarse grid 
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Comp. Errors flit time 
LI L2 L 00 
FN 2.68 I. I6 1.00 .37 7200 
64000 4.70 I. 38 1.24 .54 3600 
9.00 1.59 1.49 1.0 I 1800 
17.6 1.73 1.64 1.14 900 
34.8 2.20 2.09 1.57 450 
RK4 6 .36 1.98 I.88 1.36 2400 
54300 12.2 2.50 2.39 1.81 I200 
45200 23.8 3 .63 3.52 2.95 600 
47.3 4.83 4. 72 4 .18 300 
RKS 6.54 1.77 1.69 1.24 1728 
50500 8.24 1.82 1.73 1.24 1350 
45200 12. I 1.92 I.82 1.27 900 
23.6 2.20 2.09 1.50 450 
46.6 2.73 2.62 2 .07 225 
LF 5.46 I. 72 1.63 I. I 7 800 
54000 6. I I I.82 I. 7I 1.09 675 
50000 8. 79 I.86 I. 76 I. I 8 450 
I7.3 2.40 2.30 I.83 225 
50.9 3.36 3.26 2.80 75 
Table 3.2. Significant digits of h on the medium grid 
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Comp. Errors 
time 
LI L2 L 
At 
00 
FN 18.2 I. 33 1.16 .54 3600 
153300 35. I 1.60 1.44 .84 1800 
68.8 1.93 1.82 1.20 900 
RK4 47.7 2.73 2.64 2. 14 1200 
127200 93.9 3.59 3.49 2.90 600 
71100 186. 4. 75 4.65 4.09 300 
RKS 56. I 2.20 2. 12 1.66 768 
106700 71. 2 2.29 2.20 I. 70 600 
70000 93.9 2.43 2.34 1.83 450 
186. 2.89 2. 79 2.22 225 
LF 40.6 2. 17 2.08 1.54 400 
127200 44.6 2.21 2. 13 1.67 360 
107200 53. l 2.32 2.24 1.81 300 
70.9 2.54 2.46 I. 94 225 
210. 3.49 3.40 2.82 75 
Table 3.3. Significant digits of h on the fine grid. 
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4. EVALUATION 
In this report we have examined some well known time integrators for the 
SWEs. The purpose was to compare the efficiency of low-order 11J.ethods with 
that of high-order methods and the efficiency of implicit methods versus 
explicit methods. 
Considering the first que·stion we found that the high-order Runge Kutta 4 
method is more efficient than low order methods like Leap-Frog and the 
stabilized Runge-Kutta method. This is due to the fact that the extra F 
evaluations are compensated by a large stability region and fourth-order 
accuracy. The fourth-order accuracy is essential to remain accurate with 
respect to second-order· methods, when the largest possible timestep is used. 
The ~econd question is more difficult, due to the limited stability 
region of explicit methods. When for accuracy reasons, the timestep is 
inside the stability region, the Runge-Kutta four method is more efficient. 
In the other case, we have no chaise, then the implicit method is more 
efficient. This is especially the case if the solutions are almost stationary. 
Conclusions should be taken with care, because in these experiments we have 
not taken into account the influence of the error due to space discretiza-
tion, which may partly offset the shown error. 
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APPENDIX A 
ON STORAGE REDUCTION FOR EXPLICIT METHODS 
In explicit methods, like RK methods, often a number of F evaluations 
have to be performed. This is normally done one after another over the 
whole field, but this assumes that a certain Fjk is dependent on all com-
ponents of W, which is not the case for discretizations of PDEs. In fact 
Fjk is only dependent on a few components of Win the neighbourhood of Wjk" 
Therefore, we propose to perform all stages at once, which avoids the need 
for arrays of the size of the whole field. Only a limited number, depending 
on the number of stages and the discretization, of line arrays are needed. 
We will show our idea by means of the RK.4 method of section 2.2. In that 
case Fjk is dependent on five points, i.e. Wj-l,k' Wjk' Wj+I,k' Wj,k-l' 
and W. k 1 • Looking in the x,t-plan
e we may picture the dependence domain 
J' + 
of wj;1 in one timestep by 
Likewise in the y,t plane. 
Coming from a boundary, say x 
by an x) by 
D 
x 
xxx 
x x x x x 
xxxxxxx 
DDDDDDDDD 
Fig. (A.I). 
0, we depict the necessary Kjk(K denoted 
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Fig. (A.2) 
n+I The next w1k can be calculated by the K's denoted by a+ and the K's de-
noted by an x inside the drawn lines plus the same set at y-index k-I and 
k+l. Thus we have to store the set of K's inside the drawn lines over a 
whole length in y direction. This means seven arrays of length Ny*3 (Wjk 
consists of three elements). The K's denoted by a+ have to be stored also, 
but the drawn lines can be shifted to the right when the calculation is 
at point l,k+I and the K's at the+ places are calculated. Thus, three 
dunnny variables are enough. 
This last step, however, makes the algorithm recursive, which must be 
avoided in case where vectorcomputers are used. By adding three arrays of 
length Ny*3 the algorithm can be reordered in such a way that vector-
operations are possible. 
