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Abstract
In this paper, we always assume that F = Q(√d) and E = Q(√−d), d a squarefree integer, are
quadratic number fields with d = u2 − 2w2, u,w ∈ N. This paper is mainly to give the formula:
8-rank of K2OF = 8-rank of C(E)+ a(F )+ σ , where C(E) is the narrow class group of E, a(F ) ∈
{−1,0,1} and σ ∈ {0,1}; moreover |8-rank of K2OF -8-rank of C(E)|  1. This paper is also to
show the relations among {−1, u + √d} ∈ K2O4F , the dyadic ideal class of C(E) and the dyadic
ideal class of C(E′) for E′ = Q(√−2d).
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let OF be the ring of integers of a quadratic number field F . The tame kernel of F is
the Milnor K-group, i.e., K2OF . A lot of papers discuss the 2-primary subgroup of K2OF
in the literature [1,2,4,10,12]. Qin Hourong has supplied an effective method to compute
the 4-rank of K2OF in [6,7] and the 8-rank of K2OF in [8].
In this paper, we always assume that F = Q(√d) and E = Q(√−d), d a squarefree
integer, are quadratic number fields with 2 ∈ NF/Q(F ∗), which is denoted simple by NF.
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mod 8. We denote by C(E) the narrow class group of E, Px an ideal of E over an integer
x and [Px] the equivalent class of Px in C(E).
We have known the relations between elements of order 4 of K2OF and elements of
order 4 of C(E): if F is either an imaginary quadratic field or a real quadratic field with
β ∈ K2OF of order 2 and the infinite Hilbert symbols η∞i (β) = (−1)i , i = 1,2, then there
is β ∈ K2OF with β2 = {−1,m} if and only if [Pm] or [P2m] ∈ C(E)2 (see [13]); there is
β ∈ K2OF with β2 = {−1,m(u +
√
d)} if and only if [P2] ∈ C(E)4 (see [11]). There is a
formula in [13]:
4-rank of K2OF = 4-rank of C(E)+ a(F ),
where a(F ) ∈ {−1,0,1} is determined by the quadratic field F .
In this paper, we use the results of [8] to get the relations between the elements of order 8
of K2OF and the elements of order 8 of C(E), which generalize the above results. Let us
describe our results in more detail.
In Theorem 3.1, if F is either an imaginary quadratic field or a real quadratic field F
with β ∈ K2OF of order at most 4 and the infinite Hilbert symbols η∞i (β) = (−1)i , i =
1,2, then there is γ ∈ K2OF with γ 4 = {−1,m} if and only if [Pm] or [P2m] ∈ C(E)4.
In Theorem 3.2, if the above assumption of Theorem 3.1 holds and two of the following
conditions hold:
(i) there is γ ∈ K2OF with γ 4 = {−1,m(u+
√
d)},
(ii) [P2] ∈ C(E)8,
(iii) [P ′2] ∈ C(E′)4, where P ′2 is a dyadic ideal of E′ = Q(
√−2d),
then the third must hold. Moreover, we also support a method to get the form of such γ
more simple.
In Theorem 3.3, there is a formula:
8-rank of K2OF = 8-rank of C(E)+ a(F )+ σ,
where both a(F ) ∈ {−1,0,1} and σ ∈ {0,1} are determined by F . In Corollary 3.2, if
d > 0 and d ≡ 15 mod 16, then K2OF has an element of order 16. In Corollary 3.3,
we get that |8-rank of K2OF − 8-rank of C(E)| 1. We also provide several examples to
illustrate the above formula.
It has to be pointed out that this paper owes it existence to Qin Hourong’s results about
the elements of K2OF of order 8 (see [8]).
2. Preliminaries
In this section, we first describe the method of Rédei’s matrix to determine the solutions
of quadratic Diophantine equations cZ2 = aX2 + bY 2 over Z. For convenience, if it has a
non-trivial solution over Z, then it will be called solvable.
Q. Yue / Journal of Algebra 286 (2005) 1–25 3Let E = Q(√−d), d a squarefree integer, be a quadratic field and D = D−d the dis-
criminant of E. Let p1, . . . , pt be all prime divisors of D; if D is even, let pt = 2. Then
D = p∗1 · · ·p∗t , where p∗i = (−1)(pi−1)/2pi if pi odd prime and p∗t = −4,8 or −8 if
pt = 2.
For a = 1 (respectively a = −1), set a′ = 0 (respectively a′ = −1), a′ ∈ F2.
Then we define the Rédei’s t × t matrix RE = (aij ) as follows:
aij =


(
p∗i
pj
)′
if i = j,
(
D/p∗i
pi
)′
if i = j.
By the reciprocity law
(p∗i
pj
)= (pj
pi
)
for pi,pj odd. Hence
RE =


(D/p∗1
p1
)′ (p2
p1
)′ · · · ( pt
p1
)′
· · · · · · · · · · · ·( p1
pt−1
)′ ( p2
pt−1
)′ · · · ( pt
pt−1
)′
(p∗t
p1
)′ (p∗t
p2
)′ · · · (D/p∗t
pt
)′

 .
Lemma 2.1.
(1) There is a prime p ≡ 1 mod 4 such that
pmZ2 = X2 + dY 2
is solvable, where m ≡ 1 mod 4 if d ≡ 1 mod 8.
(2) There is a prime p ≡ 1 mod 4 such that
m(u+w)pZ2 = X2 + dY 2
is solvable, where m+ u ≡ 2 mod 4 if d ≡ 1 mod 8.
(3) Suppose (X0, Y0,Z0) in N is a relatively prime solution of mZ2 = X2 + dY 2, where
Z0 ≡ 1 mod 4 if d ≡ 1 mod 8. Then there is a prime p ≡ 1 mod 4 such that
pZ0Z
2 = X2 + dY 2
is solvable.
Proof. We use the properties of the Rédei’s matrix RE of E = Q(
√−d) to proveLemma 2.1.
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solvable. We consider the system of linear equations over F2:
REX =


(p(u+w)
p1
)′
...(p(u+w)
pt−1
)′( p∗t
p(u+w)
)′

 ,
where
( p∗t
p(u+w)
)= (p(u+w)
pt
)
if pt = 2 and
( p∗t
p(u+w)
)= (p∗t
pv
)
, u+w = 2kv,2  v, if pt = 2.
If pt = 2, then, by Chebotarev’s density theorem, we take a prime p ≡ 1 mod 4 such
that
(
p(u+w)
pi
)
=
(
(m/pi)(D/p
∗
i )
pi
)
for every odd prime pi | m,
(
p(u+w)
pi
)
=
(
m
pi
)
for every odd prime pi | d/m. (2.1)
Hence the above system of equations is solvable, i.e., m(u + w)pZ2 = X2 + dY 2 is solv-
able (in detail, see [13, p. 157]).
If p∗t = 8, then we take a prime p ≡ 1 mod 8 or p ≡ 5 mod 8 such that(
p∗t
p(u+w)
)
=
(
p∗t
m
)
and (2.1) holds.
Hence there is p ≡ 1 mod 4 such that the above system of equations is solvable.
Similarly, we can prove (2) in other case: p∗t = −4 and p∗t = −8. In like manner, we
can prove (1) and (3). 
Browkin and Schinzel give the forms of all elements of order 2 of K2OF in [1] and
Qin Hourong gives all elements of order 4 of K2OF in [6,7]. In the following, we will
give an algorithm to construct all elements β ∈ K2OF of order 4 with β2 = {−1,m} or
{−1,m(u+ √d)}.
Let S (respectively T ) be the set of all infinite and all dyadic primes of F = Q(√d)
(respectively M = F(i)). Let P (respectively P) be a finite primes of F (respectively M)
with corresponding valuation vP (respectively vP ).
Lemma 2.2 [5, Proposition 1.5]. Suppose α = a − bi ∈ M = F(i), a, b ∈ F with
NM/F (α) = m (respectively m(u+
√
d)) and there is y ∈ F such that
1
2
vP
(
NM/F (α)
)+ vP (α)+ vP (y) ≡ 0 mod 2,
where all primes P /∈ S and P is a prime dividing P . Then
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({i, α}){−1, y} = {a2 + b2
a2
,
b
a
}
{−1, y} ∈ K2OF ,
β2 = {−1,m} (respectively {−1,m(u+ √d}).
By Lemma 2.1, there is a prime p ≡ 1 mod 4 such that
mpZ2 = X2 + dY 2 (2.2)
has a relatively prime solution (x, y, z) over N, where m ≡ 1 mod 4 if d ≡ 1 mod 8.
Let p = e2 +f 2, e, f ∈ N. Set α1 = x−
√−dy, α2 = e−f i and α = α1α2. It is verified
that, for all P /∈ S and P | P ,
1
2
vP
(
NM/F (α)
)+ vP (α)+ vP (z) =
{
1 mod 2, if P is one of two dividing p,
0 mod 2, otherwise.
Put
ξ = TrM/F
({i, α}){−1, z} = {mpz2
x2
,
√
dy
x
}{
p
f 2
,
e
f
}
{−1, z}.
On the other hand, by Lemma 2.1 there is a prime p ≡ 1 mod 4 such that
m(u+w)pZ2 = X2 + dY 2 (2.2′)
is solvable, where m + u ≡ 2 mod 4 if d ≡ 1 mod 8. Note 2(u + w)2 = (u + 2w)2 + d .
We will choose a solution of (2.2′).
Lemma 2.3. There exists a relatively prime solution (x, y, z) over Z of (2.2′) such that, for
each odd prime P ′ | (u+w) of E,
vP ′(u+ 2w −
√−d) = 2vP ′(x − y
√−d) = 2vP ′(u+w),
vP ′(x + y
√−d) = vP ′(u+ 2w +
√−d) = 0, vP ′(z) = 0.
Proof. Since d = u2 − 2w2 = 2(u+w)2 − (u+ 2w)2, i.e., (u+ 2w)2 + d = 2(u+w)2,
P2P
2
u+w = (u+ 2w −
√−d)OE.
Since m(u + w)p ∈ NE by (2.2′), [Pm][Pu+w][Pp] ∈ C(E)2 by genus theory (see [3]).
Hence there is an integral ideal Pz over z such that
[PmPu+wPp][Pz]2 = 1
with
( )
Pz + m(u+w)p = OE and Pz + P z = OE,
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PmPu+wPpP 2z = (α1)OE,
α1 = x − y
√−d and NE/Q(Pz) = z, so we get (x, y, z) over Z satisfying Lemma 2.3. 
Note 2(u + w)(u + √d) = w2 + (u + w + √d)2 and let p = e2 + f 2, e, f ∈ N. Set
α1 = x−
√−dy as Lemma 2.3, α2 = w−(u+w+
√
d)i, α3 = e−f i and α = α1α2α3. We
will calculate the value of 12vP (NM/F (α)+ vP (α) for all P /∈ S and P | P , see, e.g., [17].
For each odd prime P | u+w,P | P ,
1
2
vP
(
NM/F (α)
)= vP (u+w),
vP (α) = vP (x − y
√
d)+ vP
(
(u+ 2w − √−d)− (u+w)(1 + i))= 2vP (u+w)
by Lemma 2.3. Hence it is verified that
vP (NM/F (α))
2
+ vP (α)+ vP
(
(u+w)z)= {1 mod 2, if P is one of two dividing p,0 mod 2, otherwise.
Put
ξ = TrM/F
({i, α}){−1, (u+w)z}
=
{
m(u+w)pz2
x2
,
√
dy
x
}{
2(u+w)(u+ √d)
w2
,
u+w + √d
w
}
·
{
p
f 2
,
e
f
}{−1, (u+w)z}.
In conclusion, ξ2 = {−1,m} (respectively ξ2 = {−1,m(u + √d)}) and the tame sym-
bols
τP (ξ) =
{−1, if P is one of two dividing p,
1, otherwise.
Hence there is β ∈ K2OF with β2 = {−1,m} (respectively ξ2 = {−1,m(u+
√
d)}) if and
only if
β = ξ{−1, x + y√d} ∈ K2OF
by Tate’s result of [9], where (x, y, z) over Z is a relatively prime solution of the Diophan-
tine equation:εpZ2 = X2 − dY 2, ε ∈ {±1},
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(
εm
l
)
=
(
εd/m
k
)
= 1
(
respectively
(
εm(u+w)
l
)
=
(
ε(u+w)d/m
k
)
= 1
)
, (2.3)
which Qin Hourong proved in [6,7].
If there is only ε = −1 satisfying (2.3), then there is β ∈ K2OF of order 4 such that
the infinite Hilbert symbols η∞i (β) = (−1)i , i = 1,2. On the other hand, there is ε = 1
satisfying (2.3) if and only if m ∈ NE (respectively m(u+w) ∈ NE).
Suppose (2.3) holds. If F is an imaginary quadratic field or a real quadratic field with
−1 ∈ NF, then there is ε = 1 satisfying (2.3); if F is a real quadratic field with −1,−2 /∈
NF, then there is only ε = −1 satisfying (2.3) if and only if there is β ∈ K2OF of order 4
such that the infinite Hilbert symbols η∞i (β) = (−1)i , i = 1,2. Hence we get:
Lemma 2.4.
(1) If F = Q(√d) is an imaginary quadratic field or a real quadratic field with −1 ∈ NF,
then {−1,m} ∈ K2O2F (respectively {−1,m(u+
√
d)} ∈ K2O2F ) if and only if m ∈ NE
(respectively m(u+w) ∈ NE).
(2) If F is a real quadratic field with −1 /∈ NF, then there is only ε = −1 satisfying (2.3)
if and only if there is β ∈ K2OF with β2 = {−1,m} or β2 = {−1,m(u +
√
d)} such
that the infinite Hilbert symbols η∞i (β) = (−1)i , i = 1,2.
Corollary 2.1. If {−1,m} ∈ K2O4F (respectively {−1,m(u+
√
d)} ∈ K2O4F ), then m ∈ NE
(respectively m(u+w) ∈ NE).
Proof. We only need to consider the case: F a real quadratic field with −1 /∈ NF. Let
γ ∈ K2OF with γ 4 = {−1,m}.
Suppose there is ε = −1 satisfying (2.3) in the above construction of β , then we get
x + y√d ∈ F ∗ such that β = ξ{−1, x + y√d} ∈ K2OF . Hence γ 2β ∈ K2OF is of order 2
with η∞i (γ 2β) = (−1)i , i = 1,2, which is contradictory with −1 /∈ NF. There must be
ε = 1 satisfying (2.3), so m ∈ NE.
Similarly, we can prove Corollary 2.1 in the other case. 
To construct γ ∈ K2OF with γ 4 = {−1,m} or γ 4 = {−1,m(u+
√
d)}, we describe the
result of [8, Lemma 3.2]:
Lemma 2.5. If a = x2 + y2, a, x, y, x − y ∈ F ∗, then
{
2xy x − y}4 4{ 2 2 }2{−1, a} =
x2 + y2 , x {2, x} x + y ,2 .
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{∓2, a} = {2t2, s}2{ s
t
, a
}2
.
3. 8-rank
In the section, we will set up the relation between elements of order 8 of K2OF and
elements of order 8 of the narrow class group C(E). Firstly, we will investigate γ ∈ K2OF
with γ 4 = {−1,m}.
Theorem 3.1.
(1) If [Pm] or [P2m] ∈ C(E)4, i.e., εmZ4 = X2 +dY 2, ε ∈ {1,2,4}, has a relatively prime
solution (X0, Y0,Z0) over N and m = a2 − 2b2, a, b ∈ N, then
γ =
{
2X0Y0
√
d
εmZ40
,
X0 − Y0
√
d
X0
}
{2,X0}{Z0,−4}
{
a,−2b2}{m, a
b
}
(3.1)
satisfies γ ∈ K2OF and γ 4 = {−1,m}.
(2) If F is either an imaginary quadratic field or a real quadratic field F with β ∈ K2OF
of order at most 4 and the infinite Hilbert symbols η∞i (β) = (−1)i , i = 1,2, then there
is γ ∈ K2OF with γ 4 = {−1,m} if and only if [Pm] or [P2m] ∈ C(E)4.
Proof. Suppose m ∈ NE, mZ2 = X2 + dY 2 has a relatively prime solution (X0, Y0,Z0)
over N, i.e.,
mZ20 = X20 + dY 20 . (3.2)
It is clear that
β =
{
mZ20
X20
,
√
dY0
X0
}
{−1,Z0} (3.3)
satisfies β ∈ K2OF and β2 = {−1,m}.
In the following, we describe the method of [8] to construct γ ∈ K2OF with γ 4 =
{−1,m}. By Lemma 2.5 and (3.2),
{−1,mZ20}=
{
2X0Y0
√
d
mZ20
,
X0 − Y0
√
d
X0
}4
{2,X0}4
{
Z20,2
}2{m,2}2.
Since 2 ∈ NF and m|d , m = a2 − 2b2, a, b ∈ N, so by Lemma 2.5,
{ 2}2{ a}2{m,2} = a,−2b m,
b
.
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ρ =
{
2X0Y0
√
d
mZ20
,
X0 − Y0
√
d
X0
}
{2,X0}{Z0,−2}
{
a,−2b2}{m, a
b
}
.
Then ρ4 = {−1,m} and the tame symbols (in detail, see [8, Lemmas 3.10 and 3.5])
τP (ρ) =


(
Y0
√
d
X0
)vP (Z0)
≡ ivP (Z0) mod P, if P | Z0,
1, otherwise.
Hence we need to deal with Z0. By Lemma 2.1, we assume that there are a positive
divisor n of d and a prime p ≡ 1 mod 4 such that
npZ0Z
2 = X2 + dY 2 (3.4)
is solvable. In fact:
• If d ≡ 1 mod 8 or d ≡ 1 mod 8 with Z0 ≡ 1 mod 4, then we take n = 1 and get
p ≡ 1 mod 4 by Lemma 2.1.
• If d ≡ 1 mod 8, Z0 ≡ 3 mod 4 and −1 /∈ NF, then we take a positive divisor n ≡ 7
mod 8 of d and get a prime p ≡ 1 mod 4 by Lemma 2.1.
• If d ≡ 1 mod 8, Z0 ≡ 3 mod 4, −1 ∈ NF and u ≡ 3 mod 4, then in (3.2), m is
replaced by 2m and Z0 is replaced by (u + w)Z0, i.e., Z′0 = (u + w)Z0 ≡ 1 mod 4.
Hence (3.4) is changed into
npZ′0Z2 = X2 + dY 2.
So we take n = 1 and get a prime p ≡ 1 mod 4 by Lemma 2.1.
• If d ≡ 1 mod 8, Z0 ≡ 3 mod 4, −1 ∈ NF and u ≡ 1 mod 4, then β defined as (3.3)
satisfies the dyadic Hilbert symbols ηDi (β) = −1, Di | 2, i = 1,2. Hence there is not
γ ∈ K2OF with γ 4 = {−1,m}, or γ 2β ∈ K2OF is of order 2 with ηDi (γ 2β) = −1,
which is contradictory with the above assumption.
By the process of proving Lemma 2.3, we take a relatively prime solution (x1, y1, z1)
over Z of (3.4) such that
(x1 − y1
√−d)OE = PnPpPZ0P 2z1 and (X0 − Y0
√−d)OE = PmP 2Z0,
where z1 and dpZ0 are relatively prime. Let p = e21 + f 21 , e1, f1 ∈ N, α1 = x1 − y1
√−d
and α2 = e1 − f1i. Put
( ) {x21 + dy21 y1√d }{ p e1 }ξ1 = TrM/F {i, α1α2} {z1,−1} =
x21
,
x1 f 21
,
f1
{z1,−1},
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τP (ξ1) =


(
Y0
√
d
X0
)−vP (Z0)
mod P, if P | Z0,
−1, if P is one of two dividing p,
1, otherwise.
If P | Z0, then
τP (ξ1) ≡
(
y1
√
d
x1
)−vP (Z0)
≡
(
Y0
√
d
X0
)−vP (Z0)
mod P.
If P | p, then
τP (ξ1) ≡
(
y1
√
d
x1
)−1(
e1
f1
)−1
mod P and τP (ξ1)2 ≡ 1 mod P.
Let PP = pOF , then it is impossible that both
τP (ξ1) ≡ c mod P and τP (ξ1) ≡ c mod P
hold at the same time.
Otherwise, the tame symbols τP (ξ1) = 1.
Therefore (ρξ1)4 = {−1,m} and the tame symbols
τP (ρξ1) =
{−1, if P is one of two dividing p,
1, otherwise.
Suppose there is γ ∈ K2OF with γ 4 = {−1,m}, then
(
γ−1ρξ1
)2 = {−1,m1} or (γ−1ρξ1)2 = {−1,m1(u+ √d)}, m1 | d,
where m1 ≡ 1 mod 4 or m1 +u ≡ 2 mod 4 if d ≡ 1 mod 8. Hence we need to discuss the
two cases.
Case 1. (γ−1ρξ1)2 = {−1,m1}. By Lemma 2.1, there is a prime q ≡ 1 mod 4 such that
m1qZ
2 = X2 + dY 2 (3.5)
has a relatively prime solution (x2, y2, z2) over N. Let q = e22 + f 22 , e2, f2 ∈ N, α1 =
x2 − y2
√−d and α2 = e2 − f2i. Put
( ) {m1qz22 √dy2}{ q e2 }ξ2 = TrM/F {i, α1α2} {z2,−1} =
x22
,
x2 f 22
,
f2
{z2,−1}.
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τP (ξ2) =
{−1, if P is one of two dividing q,
1, otherwise.
Hence (γ−1ρξ1ξ2)2 = 1, i.e., γ−1ρξ1ξ2 = {−1, α}, and the tame symbols
τP
(
γ−1ρξ1ξ2
)=
{−1, if P is one of two dividing p,
−1, if P is one of two dividing q,
1, otherwise.
(3.6)
If there is γ ∈ K2OF satisfying γ 4 = {−1,m} and (γ−1ρξ1)2 = {−1,m1}, then (3.5)
holds and there is ε ∈ {±1} such that
εpqZ2 = X2 − dY 2 (3.7)
has a relatively prime solution (x3, y3, z3) over Z, so
γ = ρξ1ξ2{−1, x3 + y3
√
d} ∈ K2OF , γ 4 = {−1,m}. (3.8)
Hence there are ε ∈ {±1} and h = nm1/(n,m1), where (n,m1) is a great common divisor
of n and m1, such that for every odd primes k | h and l | (d/h)(
εhZ0
l
)
=
(
ε(d/h)Z0
k
)
= 1, (3.9)
which is just a part of [8, Theorem 3.14].
Case 2. (γ−1ρξ)2 = {−1,m1(u +
√
d)}. By Lemma 2.1, there is a prime q ≡ 1 mod 4
such that
m1(u+w)qZ2 = X2 + dY 2 (3.5′)
is solvable. Note that 2(u + w)(u + √d) = (u + w + √d)2 + w2 and let q = e22 + f 22 ,
e2, f2 ∈ N. Hence we can choose a relatively prime solution (x2, y2, z2) of (3.5′) as
Lemma 2.3. Put
ξ ′2 =
{
m1(u+w)qz22
x22
,
√
dy2
x2
}{
2(u+w)(u+ √d)
w2
,
u+w + √d
w
}
·
{
q
f 22
,
e2
f2
}{−1, (u+w)z2}.
Then the tame symbols τP (γ−1ρξ1ξ ′2) are similar to (3.6).
12 Q. Yue / Journal of Algebra 286 (2005) 1–25If there is γ ∈ K2OF satisfying γ 4 = {−1,m} and (γ−1ρξ)2 = {−1,m1(u +
√
d)},
then (3.5′) holds and (3.7) has a relatively prime solution (x3, y3, z3) over Z, so
γ = ρξ1ξ ′2{−1, x3 + y3
√
d} ∈ K2OF , γ 4 = {−1,m}. (3.8′)
Hence there are ε ∈ {±1} and a divisor h of d such that for every odd primes k | h and
l | (d/h),
(
εhZ0(u+w)
l
)
=
(
ε(d/h)Z0(u+w)
k
)
= 1, (3.9′)
which is just a part of [8, Theorem 3.14].
Therefore, if there is γ ∈ K2OF with γ 4 = {−1,m}, then (3.9) or (3.9′) holds.
Conversely, it has been seen from the above proof. In detail, suppose (3.9) holds. Then,
by (3.4), there are ε ∈ {±1} and a divisor h′ of d such that for every odd primes k | h′ and
l | (d/h′)
(
εh′p
l
)
=
(
ε(d/h′)p
k
)
= 1.
By Lemma 2.1 and Chebotarev’s theorem, there is a prime q ≡ 1 mod 4 such that for every
odd primes k | h′ and l | (d/h′)
(
h′q
l
)
=
(
(d/h′)q
k
)
= 1,
i.e., (3.5) holds (m1 = h′). Hence (3.7) holds by p ≡ q ≡ 1 mod 4, so we get γ ∈ K2OF
with γ 4 = {−1,m} as (3.8).
Suppose (3.9′) holds. Similarly, we get (3.5′), (3.7) and (3.8′).
Moreover, note [Pm] = [PZ0 ]2 in the narrow class group C(E) by (3.2). Hence, (3.9)
holds with ε = 1 if and only if
hZ0Z
2 = X2 + dY 2
is solvable if and only if [Ph][PZ0 ] ∈ C(E)2 if and only if [Pm] ∈ C(E)4. Similarly (3.9′)
holds with ε = 1 if and only if [P2m] ∈ C(E)4.
Now we prove Theorem 3.1(1), (2). If [P m] or [P2m] ∈ C(E)4, then
εmZ4 = X2 + dY 2, ε = 1, 2 or 4, (3.2′)
has a relatively prime solution (X0, Y0,Z0) over N. Using (3.2′), we get
∗
{
2X0Y0
√
d X0 − Y0
√
d
} { 2}{ a}ρ =
εmZ40
,
X0
{2,X0}{Z0,−4} a,−2b m,
b
.
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γ = ρ∗ ∈ K2OF , γ 4 = {−1,m}. (3.8′′)
Hence Theorem 3.1(1) holds.
Suppose F is either an imaginary quadratic field or a real quadratic field with −1 ∈ NF.
If there is γ ∈ K2OF with γ 4 = {−1,m}, then (3.7) holds with ε = 1, so (3.9) or (3.9′)
holds with ε = 1. Hence the first part of Theorem 3.1(2) holds.
Suppose F is a real quadratic field with −1 /∈ NF and there is an element β ′ ∈ K2OF
of order 4 with the infinite Hilbert symbols η∞i (β ′) = (−1)i , i = 1,2. Without loss of
generality, let β ′2 = {−1,m′}, then, by Lemma 2.3, there are m′ and only ε = −1 satisfy-
ing (2.3). If there are h and only ε = −1 satisfying (3.9) or (3.9′), then h′ = hm′/(h,m′)
and ε = 1 must satisfy (3.9) or (3.9′). Hence there is γ ∈ K2OF with γ 4 = {−1,m} if and
only if [Pm] or [P2m] ∈ C(F)4. So the second part of Theorem 3.1(2) holds. 
By the process of proving Theorem 3.1, we get:
Corollary 3.1. Suppose mZ2 = X2 + dY 2 has a relatively prime solution (X0, Y0,Z0)
over N and there are a positive divisor h of d and only ε = −1 satisfying (3.9) or (3.9′).
Then there is γ ∈ K2OF defined as (3.8′′) with γ 4 = {−1,m}.
Secondly, we will consider γ ∈ K2OF with γ 4 = {−1,m(u +
√
d)}. Suppose
m(u+w) ∈ NF; we take
m(u+w)Z2 = X2 + dY 2 (3.10)
a relatively prime solution (X0, Y0,Z0) over Z as Lemma 2.3 (take p = 1). Let α1 =
X0 −Y0
√−d ∈ M = F(i), α2 = w− (u+w+
√
d)i ∈ M and α = α1 ·α2 = A−Bi; then
NM/F (α) = 2m(u+
√
d)(u+w)2Z20 = A2 +B2,
A = X0w + Y0
√
d(u+w + √d), B = Y0
√
dw −X0(u+w +
√
d). (3.11)
By the process of proving Lemma 2.4,
β =
{2m(u+ √d)(u+w)2Z20
B2
,
A
B
}{−1, (u+w)Z0} (3.12)
satisfies β2 = {−1,m(u+ √d)} and β ∈ K2OF .
Theorem 3.2. Let P ′2 be a dyadic ideal of E′ = Q(
√−2d).
(1) If [P2] ∈ C(E)8 and [P ′2] ∈ C(E′)4, then there is γ ∈ K2OF with γ 4 = {−1,√
m(u+ d)}.
14 Q. Yue / Journal of Algebra 286 (2005) 1–25(2) If F is either an imaginary quadratic field or a real quadratic field with β ∈ K2OF
of order at most 4 and the infinite Hilbert symbols η∞i (β) = (−1)i , i = 1,2. Suppose
two of the following conditions hold:
(i) there is γ ∈ K2OF with γ 4 = {−1,m(u+
√
d)};
(ii) [P2] ∈ C(E)8;
(iii) [P ′2] ∈ C(E′)4.
Then the third must hold.
Proof. First we construct an element γ ∈ K2OF with γ 4 = {−1,m(u +
√
d)} in several
steps.
Step 1. By Lemma 2.5 and (3.11), let
ρ =
{
2AB
2m(u+ √d)(u+w)2Z20
,
A−B
A
}
{2,A}{(u+w)Z0,−2}.
Then
ρ4{m,2}2{u+ √d,2}2 = {−1,m(u+ √d)}
and we assume that the tame symbols
τP (ρ) =


(
B
A
)vP ((u+w)Z0)
, if P | (u+w)Z0,
2
1
2 vP (u+
√
d), if P | u+ √d,
2, if P | m,
1, otherwise.
If P | u + w and let P be a prime of M = F(i) over P , then, by the process of
proving Lemma 2.4, vP (α) = vP (A − Bi) = 2vP (u + w) and vP (A + Bi) = 0, so
vP (A) = vP (B) = vP (A−B) = 0. Hence
τP (ρ) ≡
(
A−B
A
)2vP (u+w)
(−2)−vP (u+w) ≡
(
B
A
)vP (u+w)
mod P.
If P | Z0, then
τP (ρ) ≡
(
A−B
A
)2vP (Z0)
(−2)vP (Z0) ≡
(
B
A
)vP (Z0)
mod P.
If P | (u + √d), without loss of generality, let vP (Z0) = 0, then vP (A) = vP (B) =
vP (u+
√
d)/2 and vP (A−B) vP (u+
√
d)/2, so the tame symbol
1 √
τP (ρ) ≡ 2 2 vP (u+ d) mod P.
Q. Yue / Journal of Algebra 286 (2005) 1–25 15If P | m, vP (A) = vP (B) = vP (A−B) = 1, so the tame symbol
τP (ρ) ≡ 2 mod P.
Otherwise, the tames symbols τP (ρ) = 1.
Step 2. There is an element ξ1 ∈ K2F with
ξ41 = {m,2}2
and the tame symbols
τP (ξ1) =


(
B
A
)−vP (u+w)
, if P | (u+w),
2−1, if P | m,
1, otherwise.
Note m(u+w)Z20 = X20 +dY 20 and 2 ∈ NF, i.e., m = a2 −2b2, a, b ∈ N. By Lemma 2.5,
let
ξ1 =
{
m(u+w)Z20
X20
,
√
dY0
X0
}
{Z0,−1}
{
a,−2b2}{m, a
b
}
,
then
ξ21 =
{−1,m(u+w)}{m,2}.
We verify the values of the tame symbols τP (ξ1).
If P | (u+w), P | P , then 2vP (X0 − Y0
√
di) = vP (A−Bi), so
τP (ξ1) ≡
(√
dY0
X0
)−vP (u+w)
≡
(
B
A
)−vP (u+w)
mod P.
If P | m, then vP (X0) vP (m) = 2 by m | d and m(u+w)Z20 = X20 + dY 20 . Hence
τP (ξ1) =
(
m(u+w)Z20
X20
)1−vP (X0)(√dY0
X0
)2vP (X0)−2(a
b
)−2
≡ b
2
a2
≡ 1
2
mod P.
Otherwise, the tame symbols τP (ξ1) = 1.
Step 3. There is an element ξ2 ∈ K2F with
√ξ42 = {u+ d,2}2{u,2}2
16 Q. Yue / Journal of Algebra 286 (2005) 1–25and the tame symbols
τP (ξ2) =


2− 12 vP (u+
√
d), if P | u+ √d,(
u+ √d
w
)−vP (u)
=
(√
d
w
)−vP (u)
, if P | u,
1, otherwise.
By
2u(u+ √d) = (u+ √d)2 + 2w2
and Lemma 2.5, let
ξ2 =
{
u+ √d,−2w2}{2u(u+ √d), u+
√
d
w
}
,
then
ξ22 =
{
2u(u+ √d),−2}= {u+ √d,−2}{u,−2}.
We verify the tame symbols τP (ξ2).
If P | u+ √d , then vP (u+
√
d) = 2vP (w) by u2 − d = 2w2. Hence
τP (ξ2) ≡ (u+
√
d)2vP (w)
(−2w2)2vP (w)
(
2u(u+ √d))vP (w)(u+
√
d
w
)−2vP (w)
≡ (2u(u+
√
d))vP (w)
(4w2)vP (w)
≡ ((u−
√
d)(u+ √d))vP (w)
(4w2)vP (w)
≡
(
1
2
)vP (w)
mod P.
If P | u, then
τP (ξ2) ≡
(
u+ √d
w
)−vP (u)
≡
(√
d
w
)−vP (u)
mod P
(note: (u+√d
w
)2 ≡ −2 mod P ).
Otherwise, the tame symbols τP (ξ2) = 1.
From Steps 1–3, we know
{ √ }
(ρξ1ξ2)
4{−2, u}2 = −1,m(u+ d)
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τP (ρξ1ξ2) =


(
B
A
)vP (Z0)
= ivP (Z0), if P | Z0,(√
d
w
)−vP (u)
, if P | u,
1, otherwise.
Step 4. We construct an element γ ∈ K2OF with γ 4 = {−1,m(u+
√
d)} and prove (1), (2).
For convenience, let D = D−d = p∗1 · · ·p∗t be the discriminant of E = Q(
√−d) and
D′ = D−2d = p∗1 · · ·p∗s the discriminant of E′ = Q(
√−2d).
Case 1. pt = 2 and p∗s = 8. By Lemma 2.1, there is a prime p ≡ 1 mod 8 such that
Z0pZ
2 = X2 + dY 2 (3.13)
is solvable. By the process of proving Lemma 2.3, there is a relatively prime solution
(x3, y3, z3) over N such that vP (x3 − y3
√−d) > 0 and vP (A−Bi) > 0 for all odd primes
P |Z0,P|P . Let p = e23 + f 23 , e3, f3 ∈ N, and put
ξ3 =
{
Z0pz23
x23
,
√
dy3
x3
}
{z3,−1}
{
p
f 23
,
e3
f3
}
.
Hence ξ23 = {Z0,−1} and the tame symbols
τP (ξ3) =


(
B
A
)−vP (Z0)
= i−vP (Z0), if P | Z0,
−1, if P is one of two dividing p,
1, otherwise.
On the other hand, by Lemma 2.1, there is a prime r ≡ 1 or 3 mod 8 such that
urZ2 = X2 + 2dY 2 (3.14)
is solvable. In fact, take r ≡ 1 mod 8 if (p∗s
u
)= 1; take r ≡ 3 mod 8 if (p∗s
u
)= −1. Since
2u2 = (2w)2 + 2d , by Lemma 2.3 there is a relatively prime solution (x4, y4, z4) of (3.14)
such that vP ′(x4 −
√−2dy4) > 0 and vP ′(2w −
√−2d) > 0 for each odd prime P ′ | u of
Q(
√−2d). Let r = e24 + 2f 24 , e4, f4 ∈ N, and put
{ 2 }{ −x4 2}{ 2}{ e4 }ξ4 = 2dy4 , x4 √
dy4
, urz4 e4,2f4 r, f4
{z4,−2}.
18 Q. Yue / Journal of Algebra 286 (2005) 1–25Then ξ24 = {−2, u} and we assume the tame symbols
τP (ξ4) =


(√
d
w
)vP (u)
, if P | u
−1, if P is one of two dividing r,
1, otherwise.
If P | u, then
τP (ξ4) ≡
( −x4√
dy4
)vP (u)
≡
(−2w√
d
)vP (u)
≡
(√
d
w
)vP (u)
mod P.
If P | r , then
τP (ξ4) ≡
( −x4√
dy4
)(
e4
f4
)−1
mod P and τP (ξ4)2 ≡ 1 mod P.
Hence there is one P of two primes dividing r such that τP (ξ4) = −1.
Otherwise, the tame symbols τP (ξ4) = 1.
Therefore
(ρξ1ξ2ξ3ξ4)
4 = {−1,m(u+ √d)}
and the tame symbols
τP (ρξ1ξ2ξ3ξ4) =
{−1, if P is one of two dividing p,
−1, if P is one of two dividing r,
1, otherwise.
Suppose there is γ ∈ K2OF with γ 4 = {−1,m(u+
√
d)}, then
(
γ−1ρξ1ξ2ξ3ξ4
)2 = {−1,m1} or {−1,m1(u+ √d)}, m1 | d.
By β ∈ K2OF and β2 = {−1,m(u +
√
d)} as (3.12), we only need to observe the case:
(γ−1ρξ1ξ2ξ3ξ4)2 = {−1,m1}.
By Lemma 2.1, there is a prime q ≡ 1 mod 8 such that
m1qZ
2 = X2 + dY 2 (3.15)
has a relatively prime solution (x5, y5, z5) over N. Let q = e25 + f 25 , e5, f5 ∈ N, and put
{
qm1z
2
5
√
dy5
} {
q e5
}
ξ5 =
x25
,
x5
{z5,−1}
f 25
,
f5
.
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τP
(
γ−1ρξ1ξ2ξ3ξ4ξ5
)=


−1, if P is one of two dividing p,
−1, if P is one of two dividing q,
−1, if P is one of two dividing r,
1, otherwise.
In conclusion, if there is γ ∈ K2OF with γ 4 = {−1,m(u+
√
d)}, then there is ε ∈ {±1}
such that
εpqrZ2 = X2 − dY 2 (3.16)
has a relatively prime solution (x6, y6, z6), so
γ = ρξ1ξ2ξ3ξ4ξ5{−1, x6 + y6
√
d} ∈ K2OF , γ 4 =
{−1,m(u+ √d)}.
Hence, by (3.13)–(3.15), there are ε ∈ {±1} and an odd prime divisor h (= m1) of d such
that for every odd primes k | h and l | (d/h)
(
εhuZ0
l
)
=
(
ε(d/h)uZ0
k
)
= 1, (3.17)
which is just a part of [8, Theorem 3.14].
Conversely, it has been seen from the above proof. In detail, suppose (3.17) holds. Then,
by (3.13) and (3.14), for every odd primes k | h and l | (d/h)
(
εhpr
l
)
=
(
ε(d/h)pr
k
)
= 1.
By Lemma 2.1 and Chebotarev’s theorem, there is a prime q ≡ 1 mod 8 such that for every
odd primes k | h and l | (d/h)
(
hq
l
)
=
(
(d/h)q
k
)
= 1,
i.e., (3.15) holds (m1 = h). Hence (3.16) is solvable by p ≡ q ≡ 1 mod 8 and r ≡ 1 or 3
mod 8, so we get γ ∈ K2OF with γ 4 = {−1,m(u+
√
d)}.
First we prove Theorem 3.2(1) in the case. Since 2(u + w)2 = (u + 2w)2 + d and
m(u+w)Z20 = X20 + dY 20 , in the narrow class group C(E)
[P2] = [Pu+w]2 and [Pu+w][Pm] = [PZ0 ]2.
If [P2] ∈ C(E)8, then [Pn][PZ0 ] ∈ C(E)2, Pn an ambiguous ideal of E over n, i.e.,
there is a divisor n of d such thatZ0nZ
2 = X2 + dY 2
20 Q. Yue / Journal of Algebra 286 (2005) 1–25has a relatively prime solution (x3, y3, z3) over N, which replaces (3.13), so put
ξ ′3 =
{
Z0nz23
x23
,
√
dy3
x3
}
{z3,−1}.
Since 2u2 = (2w)2 + 2d , in the narrow class group C(E′)
[
P ′2
]= [P ′u]2,
where P ′2 and P ′u are ideals of E′ = Q(
√−2d) over 2 and u, respectively.
If [P ′2] ∈ C(E′)4, then [P ′n′ ][P ′u] ∈ C(E′)2, P ′n′ an ambiguous ideal of E′ over n′, i.e.,
there is a divisor n′ of d such that
un′Z2 = X2 + 2dY 2
has a relatively prime solution (x4, y4, z4), which replaces (3.14). Let n′ = e24 − 2f 24 ,
e4, f4 ∈ N, and put
ξ ′4 =
{
2dy24 , x4
}{ −x4√
dy4
, un′z24
}{
e4,−2f 24
}{
n′, e4
f4
}
{z4,−2}.
Then
γ = ρξ1ξ2ξ ′3ξ ′4 ∈ K2OF , γ 4 =
{−1,m(u+ √d)}. (3.18)
Hence Theorem 3.2(1) holds.
Second, we prove Theorem 3.2(2) in the case. Suppose there is γ ∈ K2OF with γ 4 =
{−1,m(u + √d)}. By the assumption of (2) and the process of proving Theorem 3.1, we
assume that there is ε = 1 satisfying (3.16). Note that p ≡ q ≡ 1 mod 8 and r ≡ 1 or 3
mod 8. Then we get that (3.16) with ε = 1 is solvable if and only if pqrZ2 = X2 + 2dY 2
is solvable. Hence pqu ∈ NE′ by pqr ∈ NE′ and (3.14). On the other hand, m1Z0pq ∈ NE
by (3.13) and (3.15).
Therefore, [P2] ∈ C(E)8 if and only if nZ0 ∈ NE, n | d , if and only if n′pq ∈ NE, n′ | d ,
by m1Z0pq ∈ NE if and only if n′pq ∈ NE′ by p ≡ q ≡ 1 mod 8 if and only if n′u ∈ NE′
by pqu ∈ NE′ if and only if [P ′
n′ ][P ′u] ∈ C(E′)2, P ′n′ an ambiguous ideal of E′ over n′, if
and only if [P ′2] ∈ C(E′)4. Hence Theorem 3.2(2) holds.
Case 2. p∗t = 2 and ps = 2. We take p ≡ 1 mod 4 in (3.13), q ≡ 1 mod 4 in (3.15)
and r ≡ 1 mod 8 in (3.14). Similarly, we can construct such γ and prove Theorem 3.2(1)
and (2).
Case 3. p∗t = −4, p∗s = −8 (p∗t = −4, p∗s = −8, respectively) and there is a positive
divisor n1 of d with n1 ≡ −1 mod 8. If
(p∗s
u
)= −1, then, as Lemma 2.1, there is a prime
r ≡ 1 mod 8 such thatn1urZ
2 = X2 + 2dY 2
Q. Yue / Journal of Algebra 286 (2005) 1–25 21has a solution (x4, y4, z4), which replaces (3.14). Let n1 = a21 − 2b21 and r = e24 + 2f 24 ,
e4, f4 ∈ N, then
ξ4 =
{
2dy24 , x4
}{ −x4√
dy4
, n1urz
2
4
}{
e4,2f 24
}{
r,
e4
f4
}
{z4,−2}
{
a1,−2b21
}{
n1,
a1
b1
}
.
Similarly, we can construct such γ ∈ K2OF and prove Theorem 3.2(1) and (2).
Case 4. p∗t = −8, p∗s = −4 (p∗t = −4, p∗s = −8, respectively) and −1 ∈ NF. Suppose(p∗s
u
)= 1 = (p∗t
Z0
)
, then we take p ≡ q ≡ r ≡ 1 mod 8. Similarly, we can construct such γ
and prove Theorem 3.2(1) and (2).
Suppose
(p∗s
u
)= −1 = (p∗t
Z0
)
, then [P2] /∈ C(E)8 and [P ′2] /∈ C(E′)4. There are a prime
g ≡ −1 mod 8 and a prime p ≡ 1 mod 8 such that
Z0pgZ
2 = X2 + dY 2
has a relatively prime solution (x3, y3, z3) over N, which replace (3.13). Let p = e23 + f 23 ,
then
ξ3 =
{
Z0pgz23
x23
,
√
dy3
x3
}
{z3,−1}
{
p
f 23
,
e3
f3
}
.
There is a prime r ≡ 1 mod 8 such that
urgZ2 = X2 + 2dY 2
has a relatively prime solution (x4, y4, z4), which replaces (3.14). Let r = e24 + 2f 24 ,
e4, f4 ∈ N and g = e′2 − 2f ′2, e′, f ′ ∈ N, then
ξ4 =
{
2dy24 , x4
}{ −x4√
dy4
, urgz24
}{
e4,2f 24
}{
r,
e4
f4
}
{z4,−2}
{
e′,−2f ′2}{g, e′
f ′
}
.
Similarly, we can prove that there is γ ∈ K2OF with γ 4 = {−1,m(u+
√
d)} if and only if
(3.17) holds.
Suppose
(p∗s
u
)= 1 = −(p∗t
Z0
) (respectively (p∗s
u
)= −1 = −(p∗t
Z0
)), then [P2] /∈ C(E)8 (re-
spectively [P ′2] /∈ C(E′)4) and
(p∗1 ···p∗s−1
u
) = (p∗1 ···p∗t−1
Z0
)
, s = t , so ( uZ0
p1···pt−1
) = −1. Hence
(3.17) does not hold and there is not γ ∈ K2OF with γ 4 = {−1,m(u+
√
d)} by [8, Theo-
rem 3.14]. 
By Theorem 3.1, we get a formula about two 8-ranks of K2OF and C(F).
Theorem 3.3.8-rank of K2OF = 8-rank of C(E)+ a(F )+ σ :
22 Q. Yue / Journal of Algebra 286 (2005) 1–25(1) If either −d ≡ 1 mod 8, [P2] ∈ C(E)4 and (h, ε) = (h,1) satisfies (3.17) or −d ≡ 1
mod 8, [P2] /∈ C(E)4 and [P2m] ∈ C(E)4, then a(F ) = 1; if −d ≡ 1 mod 8,
[P2] ∈ C(E)4 and there is not any (h, ε) = (h,1) satisfying (3.17), then a(F ) = −1;
otherwise a(F ) = 0.
(2) If for a real quadratic field F there is not any β ∈ K2OF of order at most 4 such that
the infinite Hilbert symbols η∞i (β) = (−1)i , i = 1,2, but there is (h, ε) = (h,−1)
satisfying (3.9), (3.9′) or (3.17), then σ = 1; otherwise σ = 0.
Proof. Suppose F is an imaginary quadratic field, then take σ = 0. By [1], we know the
elements of order at most 2 of K2OF :
{−1,m} and {−1,m(u+ √d)},
where m are all odd positive divisors of d and u2 − 2w2 = d , moreover there is a triv-
ial element: either {−1,m} = 1 (m = 1) or {−1,m(u + √d)} = 1. By genus theory, in
C(E) there is a trivial relation among ambiguous ideal classes, i.e., [P2] = 1, [Pm] = 1 or
[P2m] = 1 (m = 1).
By [8, Theorem 3.14], we know that {−1,m(u + √d)} ∈ K2O4F if and only if there
is (h, ε) = (h,1) satisfying (3.17). If [P2] /∈ C(F)4, then m(u + w) /∈ NF, so there is not
{−1,m(u + √d} ∈ K2O4F . By Theorem 3.1 and genus theory, we get the formula for an
imaginary quadratic field F .
Suppose F is a real quadratic field. By [1], we know the elements of order at most 2 of
K2OF :
{−1,±m} and {−1,±m(ui + √d)},
where m are all odd positive divisors of d and u2i − ciw2i = d , ci ∈ {−1,−2,2} ∩ NF,
ui,wi ∈ N, moreover there is a trivial element: {−1, d} = 1. By genus theory, in C(E)
there is a trivial relation among ambiguous ideal classes: [Pd ] = 1.
We know that there must be an element α ∈ K2OF of order 2n, n  1, such that the
infinite Hilbert symbols η∞i (α) = (−1)i , i = 1,2, see, e.g., [10]. If there are h and ε = −1
satisfying (3.9), (3.9′) or (3.17), but there is not any β ∈ K2OF of order at most 4 such
that the infinite Hilbert symbols η∞i (β) = (−1)i , i = 1,2, then, by the construction of
Theorems 3.1 and 3.2, there is γ = α ∈ K2OF of order 8 with γ 4 = {−1,m} or {−1,
m(u + √d)} such that the infinite Hilbert symbols η∞i (γ ) = (−1)i , i = 1,2, so σ = 1.
Otherwise σ = 0.
Note that {−1, a} ∈ K2F 2 if and only if a ∈ NM/F (F ∗),M = F(i). Similarly, by genus
theory and Theorem 3.1, we get the formula for a real quadratic field F .
Moreover, if there are not h and ε = −1 satisfying (3.9), (3.9′) or (3.17) and there is not
any β ∈ K2OF of order at most 4 such that the infinite Hilbert symbols η∞i (β) = (−1)i ,
i = 1,2, then σ = 0 and there is γ = α ∈ K2OF of order at least 16 such that the infinite
Hilbert symbols η∞i (γ ) = (−1)i , i = 1,2. 
Corollary 3.2. Let F = Q(√d), d ≡ 15 mod 16, be a real quadratic field, then K2OF has
an element of order 16.
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η∞i (γ ) = (−1)i , i = 1,2, must be of order at least 8, compare, e.g., [10, Theorem 3.1].
On the other hand, by d = u2 −2w2 ≡ 15 mod 16, ( −d
u+w
)= (u+w
d
)= 1, u ≡ ±1 mod 8
and
(−2d
u
) = ( u
d
) = 1; by (3.2), (−d
Z0
) = (Z0
d
) = 1. Hence there are not h and ε = −1
satisfying (3.9), (3.9′) or (3.17). So α ∈ K2OF with η∞i (α) = (−1)i , i = 1,2, must be of
order at least 16. 
By Theorem 3.3 and Corollary 3.2, we get the result:
Corollary 3.3. If F = Q(√d) and E = Q(√−d) with 2 ∈ NF, then
|8-rank of K2OF − 8-rank of C(E)| 1.
Proof. From Theorem 3.3, we need to consider the case: d > 0 and d ≡ −1 mod 8. Sup-
pose [P2] ∈ C(E)4 and there is (h, ε) = (h,1) satisfying (3.17), then u ≡ ±1 mod 8, i.e.,
d ≡ 15 mod 16, and there is not (h, ε) = (h,−1) satisfying (3.17) by Corollary 3.2, so
σ = 0. Suppose [P2] /∈ C(E)4 and [P2m] ∈ C(E)4. It is verified that there is not ε = −1
satisfying (3.9) or (3.9′), so σ = 0. Hence Corollary 3.3 holds. 
We provide several examples to illustrate the formula of Theorem 3.3.
Example 3.1. Let F = Q(√d) (respectively E = Q(√−d)) be a real quadratic field (re-
spectively an imaginary quadratic field) and E′ = Q(√−2d).
(1) d = p = 7, −d ≡ 1 mod 8.
Since −d = −7 ≡ 1 mod 4, the order of C(E) is odd, so [P2] ∈ C(E)4. By d = 7 =
32 −2, take u = 3 and w = 1. By (u+w) ·22 = 32 +7, take Z0 = 2. We verify that there is
(h, ε) = (1,−1) satisfying (3.17), but there is not (h, ε) = (h,1) satisfying (3.17). Hence
8-rank of K2OF = 1, 8-rank of C(E) = 0, σ = 1 and a(F ) = 0.
(2) d = p1p2, p1 = 23, p2 = 73, −d ≡ 1 mod 8.
It is clear that the Rédei’s matrix of E is:
ME =
(
0 0
0 0
)
.
Since d = p1p2 = 412 − 2 · 12, take u = 41 and w = 1. But
(
u+w
p1
) = (u+w
p2
) = −1, so
[P2] /∈ C(E)4. By 2 · p1 · 182 = (5 · 23)2 + d · 12, take Z0 = 18. Since
(
Z0
p1
) = (Z0
p2
) = 1
and
MEX =
((Z0
p1
)′(
Z0
p2
)′
)
is solvable over F2, Z0 ∈ NE and [P2p1 ] ∈ C(E)4. Hence 8-rank of K2OF = 1, 8-rank of
C(E) = 0, σ = 0 and a(F ) = 1, moreover 16-rank of K2OF = 1.
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Since −1 ∈ NF, σ = 0. By 42 + d = 2 · 34 and ( 373) = 1, [P2] ∈ C(E)8. By 132 +
p = 2 · 112 and ( 1173 ) = −1, [P ′2] /∈ C(E′)4. By Theorem 3.2, there is not (h, ε) = (h,1)
satisfying (3.17). Hence 8-rank of K2OF = 0, 8-rank of C(E) = 1 and a(F ) = −1.
Example 3.2. Let F = Q(√d) (respectively E = Q(√−d)) be an imaginary quadratic
field (respectively a real quadratic field) and E′ = Q(√−2d).
(1) d = −p = −17, −d ≡ 1 mod 8.
Since −d ≡ 1 mod 8, the order of C(E) is odd, so [P2] ∈ C(E)8. By 2 · 92 = 142 + 2d ,
[P ′2] ∈ C(E′)4. By Theorem 3.2, there is (h, ε) = (h,1) satisfying (3.17). Hence 8-rank of
K2OF = 1, 8-rank of C(E) = 0 and a(F ) = 1.
(2) d = −p1p2, p1 = 73, p2 = 97, −d ≡ 1 mod 8.
It is clear that the Rédei’s matrix of E is:
ME =
(
0 0
0 0
)
.
By 2 · 422 = 1032 + d and ( 42
p1
) = ( 42
p2
) = −1, [P2] /∈ C(E)4. By 72 + d · 52 = 2 · p1 ·
242, take Z0 = 24. By
(
Z0
p1
) = (Z0
p2
) = 1, Z0 ∈ NE, so [P2p1 ] ∈ C(E)4. Hence 8-rank of
K2OF = 1, 8-rank of C(E) = 0 and a(F ) = 1.
(3) d = −p = −7, −d ≡ 1 mod 8.
By 32 + d = 2, [P2] = 1, so [P2] ∈ C(E)8. By 82 + 2d = 2 · 52 and
( 5
7
) = −1,
[P ′2] /∈ C(E′)4. By Theorem 3.2, there is not (h, ε) = (h,1) satisfying (3.17). Hence 8-
rank of K2OF = 0, 8-rank of C(E) = 1 and a(F ) = −1. Moreover, there are interesting
correspondences: [P2] = 1 in C(E) and {−1,4+
√
d} ∈ K2OF but {−1,4+
√
d} /∈ K2O4F ,
d = 52 − 2 · 42; 1 = [P7] ∈ C(E)4 and {−1,7} = {−1,−1} = 1 in K2OF .
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