Random moments for the new eigenfunctions of point scatterers on rectangular flat tori by Letendre, Thomas & Ueberschär, Henrik
HAL Id: hal-02308180
https://hal.archives-ouvertes.fr/hal-02308180
Submitted on 8 Oct 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Distributed under a Creative Commons Attribution - NoDerivatives| 4.0 International
License
Random moments for the new eigenfunctions of point
scatterers on rectangular flat tori
Thomas Letendre, Henrik Ueberschär
To cite this version:
Thomas Letendre, Henrik Ueberschär. Random moments for the new eigenfunctions of point scatterers
on rectangular flat tori. 2019. ￿hal-02308180￿
Random moments for the new eigenfunctions of point
scatterers on rectangular flat tori
Thomas Letendre ∗ Henrik Ueberschär †
October 8, 2019
Abstract
We define a random model for the moments of the new eigenfunctions of a point scat-
terer on a 2-dimensional rectangular flat torus. In the deterministic setting, S˘eba conjectured
these moments to be asymptotically Gaussian, in the semi-classical limit. This conjecture was
disproved by Kurlberg–Ueberschär on Diophantine tori. In our model, we describe the accumu-
lation points in distribution of the randomized moments, in the semi-classical limit. We prove
that asymptotic Gaussianity holds if and only if some function, modeling the multiplicities of
the Laplace eigenfunctions, diverges to +∞.
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1
1 Introduction
1.1 Background
An important problem in the field of quantum chaos concerns the statistical properties of the
eigenfunctions associated with quantum billiards whose classical dynamics is chaotic. In the semi-
classical limit, as the eigenvalue tends to infinity, one expects features of the classical dynamics
to emerge in the statistics of the eigenfunctions. Berry’s random wave model suggests that the
eigenfunctions of such billiards should behave like random superpositions of plane waves. Much
effort has been made in recent years to develop a rigorous mathematical formulation for the random
wave model and to prove its validity for various types of systems (see [1] and [5], for example).
An important consequence of the random wave model is the convergence of the value distribu-
tion of the L2-normalized eigenfunctions to a standard Gaussian, in the semi-classical limit. By
this we mean that, if φλ denotes a normalized eigenfunction associated with the eigenvalue λ and
X is uniformly distributed on the configuration space of the billiard, then the random variable
φλ(X) converges in distribution towards a standard Gaussian variable as λ → +∞. In the same
spirit, p-th moment
∫
φλ(x)
p dx of this random variable ought to converge to the p-th moment of
the standard Gaussian as λ → +∞. Here the integral is taken over the configuration space with
respect to the normalized Riemannian volume measure dx.
We will be concerned with a quantum billiard, whose classical dynamics is close to integrable,
whose eigenfunctions, however, exhibit features of classically chaotic systems. We will consider the
Laplacian perturbed by a Dirac mass, frequently referred to as a “point scatterer”, on a flat rectan-
gular torus. This particular billiard was first introduced in the context of quantum chaos by Petr
S˘eba [14] who formulated several conjectures concerning the statistical properties of its spectrum
and the associated eigenfunctions. In particular, S˘eba carried out a numerical investigation of the
value distribution of the eigenfunctions on tori with an irrational aspect ratio, which seemed to
suggest that this value distribution converged to a Gaussian in the semi-classical limit. It was later
argued by Keating, Marklof and Winn [6] that the value distribution ought to be non-Gaussian.
Their argument relies on a link with a related spectral problem on quantum star graphs. This was
proved rigorously in the case of Diophantine tori in [10].
The situation may, however, be very different for tori with a rational aspect ratio, in particular,
the square torus. Such systems are peculiar, because the multiplicities of the Laplace eigenvalues
are given by arithmetic functions. In the case of the square torus, the multiplicity is given by the
function r2(n), the number of ways an integer n can be represented as a sum of two squares:
r2(n) = card
{
(a, b) ∈ Z2 ∣∣ n = a2 + b2} .
It is known that point scatterers on the square torus are quantum ergodic [8], unlike their coun-
terparts on Diophantine tori whose semi-classical measures are scarred along a finite number of
directions in momentum space [9]. It is therefore a natural question to ask whether S˘eba’s claim
of a Gaussian value distribution may indeed hold for arithmetic systems such as point scatterers
on the square torus. The essential point here is the large multiplicities of the Laplace spectrum,
which grow on average like
√
logλ, where λ denotes the Laplace eigenvalue.
It is well-known that the new eigenvalues of point scatterers interlace with the old Laplace
eigenvalues. If the neighboring Laplace eigenvalues of a given new eigenvalue have high multiplicity,
then one would expect the associated L2-normalized eigenfunction to behave like a superposition of
all plane waves belonging to the two neighboring Laplace eigenspaces. The asymptotics for general
moments of the eigenfunctions for point scatterers on the square torus seems difficult to obtain.
This problem is already very difficult in the case of Laplace eigenfunctions, where Bombieri and
Bourgain managed to prove the asymptotic Gaussianity of the moments (cf. Thm. 14, Rem. 15
and Thm. 17 in [3]). A generalization of their methods to point scatterers has so far proved
unsuccessful.
The purpose of this article is to introduce a probabilistic model for the moments of the eigen-
functions of point scatterers on rectangular flat tori, which permits to calculate the semi-classical
limit of these moments explicitly. Our model confirms the Gaussianity of the moments on the
square torus as well as their non-Gaussianity on irrational tori. We randomize the spectrum of
the Laplacian, by replacing the Laplace eigenvalues with points from a Poisson process. This is a
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reasonable assumption, because for irrational tori one expects the spectrum of the Laplacian to fol-
low the Berry–Tabor conjecture [2]. The situation is more complicated for rational tori. However,
after removal of the multiplicities one still expects Poissonian statistics, and we adjust our model
accordingly in this case. For each eigenspace we randomize the wave vectors on one quadrant
(or octant in the case of the square) and the other wave vectors are then obtained by symmetry.
Notably, our results hold for a very wide class of probabilistic models. In fact the only necessary
condition for the wave vectors is that the angular distribution has an absolutely continuous density
with respect to the product of the Lebesgue measures on the respective arcs (see below or Sect. 3.1
for more details).
1.2 Random model and main results
Let us now describe the random model we are interested in and state our main results. We consider
a point scatterer on a 2-dimensional rectangular flat torus of unit area Tα = R
2/
(
αZ⊕ α−1Z),
where α > 0. A point scatterer is a self-adjoint unbounded operator on the space of square
integrable functions that can be intuitively thought of as “∆+ δ0”, where ∆ is the usual Laplacian
and δ0 is Dirac potential, say at 0 ∈ Tα. More details about the ambient space we consider and
the definition of this operator are given in Sect. 2.1 below.
Non-zero eigenvalues of ∆ remain eigenvalues of the point scatterer. In addition to these “old”
eigenvalues, the point scatterer admits a sequence of “new” simple eigenvalues. Let τ ∈ R denote
one of these new eigenvalues. An eigenfunction of the point scatterer associated with τ is:
Gτ : x 7−→ − 1
τ
+
∑
k>1
1
λk − τ
∑
ξ∈Λk
e2iπ〈ξ ,·〉,
where 〈· , ·〉 is the canonical Euclidean inner product in R2, (λk)k>1 is the sequence of distinct
positive eigenvalues of ∆ and, for each k > 1, Λk =
√
λk
2π S
1 ∩ (α−1Z⊕ αZ) ⊂ R2 is the set of wave
vectors associated with λk. Note that Λk is a finite set which is invariant under reflection with
respect to the coordinate axes. Thanks to these symmetries, the function Gτ is real-valued.
Since Tα has unit area, (Tα, dx) is a probability space, where dx stands for the Lebesgue
measure inherited from R2. We denote by X a uniform random variable in Tα (i.e. the distribution
of X is dx). We are interested in the centered moments of the random variable Gτ (X). We have
E[Gτ (X)] = − 1τ . Denoting by fτ = Gτ + 1τ and by Mpτ =
∫
Tα
fτ (x)
p dx, the p-th normalized
moment of Gτ (X) is:
E
[(
Gτ (X)− E[Gτ (X)]
Var(Gτ (X))
1
2
)p]
=
Mpτ
(M2τ )
p
2
.
It is conjectured that, for every integer p, this quantity converges as τ → +∞ to µp, the p-th
moment of a standard Gaussian variable. In the following, we refer to Mpτ as the p-th moment
of fτ . In this paper, we do not tackle this problem of computing the asymptotics of the deterministic
normalized moments
(
M2τ
)− p2 Mpτ . Instead, we consider the same question for a random model.
Remark 1.1. We do not use the classical notation E[fτ (X)
p] for the p-th moment of fτ and
use integral notations instead. The reason is that we wish to avoid any confusion between the
randomness coming from the choice of the random point X (that we do not consider, except in the
definition of Mpτ above) and the randomness coming from the random model introduced below.
As one can see on the definition, for any τ , the function fτ only depends on the positive spectrum
(λk)k>1 of the usual Laplacian on Tα, and the associated wave vectors sets (Λk)k>1. In view of the
Berry–Tabor conjecture [2], a natural random model for the new centered eigenfunction fτ would
be the following.
1. Choose (λk)k>1 to be the values of a Poisson point process on [0,+∞).
2. For each k > 1, define Λk ∩ [0,+∞)2 as a random subset of
√
λk
2π S
1 ∩ [0,+∞)2, and define Λk
as the closure of this set under reflection with respect to the coordinate axes. For example,
one could choose the directions of the points of Λk ∩ [0,+∞)2 to be globally independent,
independent of (λk)k>1, and uniformly distributed in [0,
π
2 ].
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3. Define fτ : x 7−→
∑
k>1
1
λk − τ
∑
ξ∈Λk
e2iπ〈ξ ,·〉.
Then, one could consider the normalized moments of this random fτ and study their asymptotics
as τ → +∞. Of course, one would need to make reasonable choices for the intensity of the Poisson
point process (λk)k>1 and for the multiplicities of these mock eigenvalues (i.e. the cardinalities of
the random sets (Λk)k>1).
Unfortunately, this model is a bit too naive and presents at least one major flaw. In the deter-
ministic case, the (Λk)k>1 are subsets of α
−1Z⊕αZ, which ensures that the complex exponentials
appearing in the definition of fτ (resp. Gτ ) have the right periodicity and define functions on the
torus Tα. In the model we just described, no such condition is required of the random sets (Λk)k>1.
In particular, the complex exponentials appearing in the definition of the randomized fτ do not
define functions on Tα. Thus, fτ is ill-defined as a function from Tα to R, and it makes no sense
to consider its moments.
Remark 1.2. One might be tempted to save this model by working in a rectangle of R2 instead
of a torus. This allows to make sense of the randomized fτ and its moments. However, when
computing Mpτ in the deterministic case, a lot of terms vanish because of the periodicity of the
complex exponentials. These cancellations do not take place for the moments of the randomized fτ .
Because of this, their computation quickly becomes impractical.
The random model we consider in this paper is built using the same basic ideas as the naive
model we just discussed. In order to make these ideas work, we need to randomize the problem
in steps. In the remainder of this section, we describe these steps and how they lead to our main
result (Thm. 1.16 below). We discuss the various assumptions of our model in Sect. 1.3.
Step 1: deterministic expression of the moments. We first consider the moments of the
deterministic functions fτ . In this first step, no randomness is involved. We still denote by (λk)k>0
the increasing sequence of distinct eigenvalues of ∆ on Tα, and by (Λk)k>0 the associated wave
vectors sets. For any τ ∈ R \ Sp(∆), we define fτ as above (see also Def. 2.2), and for any p ∈ N∗,
we denote by Mpτ the p-th moment of fτ (see also Def. 2.8). Note that we denote by N the set
of non-negative integers and by N∗ = N \ {0}, the set of positive integers. Let us introduce some
additional notations.
Definition 1.3. We denote by ℓ0 the set of sequences of non-negative integers, indexed by N
∗,
whose support is finite: ℓ0 =
{
(ak)k>1 ∈ NN∗
∣∣∣ ∑k>1 ak < +∞}. For any a = (ak)k>1 ∈ ℓ0, we
denote by |a| =∑k>1 ak and by a! =∏k>1 ak!.
Definition 1.4. Let a = (ak)k>1 ∈ ℓ0, we denote by:
Na = card
(ξk,l)k>1;16l6ak ∈ ∏
k>1
(Λk)
ak
∣∣∣∣∣∣
∑
k>1
ak∑
l=1
ξk,l = 0
 .
Here, we use the convention that (Λk)
0
= {0} and ∏k>1(Λk)ak is canonically identified with the
finite product
∏
{k>1|ak 6=0}(Λk)
ak . Thus, if 0 denotes the zero sequence, we have N0 = 1.
The coefficients (Na)a∈ℓ0 heavily depend on the number-theoretical properties of the aspect
ratio α. Indeed, Na counts the number of |a|-tuples of lattice points in α−1Z ⊕ αZ summing
up to 0, with some additional constraints. With these notations in mind, we have the following
deterministic expression of the moments. Prop. 1.5 is proved in Sect. 2.2.
Proposition 1.5. Let p ∈ N∗, let τ ∈ R \ Sp(∆), we have:
Mpτ = p!
∑
a∈ℓ0;|a|=p
Na
a!
∏
k>1
(
1
λk − τ
)ak
.
For any given p ∈ N∗ and τ ∈ R \ Sp(∆), the expression of Mpτ only depends on the sequence
(λk)k>1 of positive eigenvalues of ∆, and on the wave vectors sets (Λk)k>1 through the coefficients
(Na)a∈ℓ0 . It is this expression that we randomize in the subsequent steps. In particular, we define
a random model for the moments Mpτ , but these randomized moments are not defined as the
moments of some random function on Tα.
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Step 2: randomization of the wave vectors. In this second step, we start to introduce
some randomness by randomizing the wave vectors sets (Λk)k>1. We assume that we are given an
increasing sequence (λk)k>1 of positive numbers and a sequence (mk)k>1 of positive integers. For
any k ∈ N∗, we want to define Λk as a random finite subset of
√
λk
2π S
1 ⊂ R2, which is invariant
by reflection with respect to the coordinate axes, and such that card
(
Λk ∩ [0,+∞)2
)
= mk. This
amounts to choosing random directions for the mk elements of Λk ∩ [0,+∞)2.
Here, the sequence (λk)k>1 can be the positive spectrum of the Laplacian on some rectangular
flat torus, or a realization of a Poisson point process on [0,+∞), or anything else. Similarly, the
sequence (mk)k>1 can be the one given by the deterministic wave vectors sets we want to model,
or not.
Definition 1.6. Let η denote the product of the uniform probability measures on [0, π2 ]
N
∗×N∗ , that
is the distribution of a sequence of independent uniform variables in [0, π2 ], indexed by N
∗ × N∗.
Definition 1.7. Let (λk)k>1 be an increasing sequence of positive numbers, let (mk)k>1 be a
sequence of positive integers and let (θk,j)k,j>1 be a sequence of random variables in [0,
π
2 ] whose
distribution is absolutely continuous with respect to η. Then, for any k > 1, we set:
Λk =
√
λk
2π
{
ζ(i)(θk,j)
∣∣∣ 1 6 j 6 mk, 1 6 i 6 4} ,
where we denoted, for every θ ∈ [0, π2 ]:
ζ(1)(θ) = (cos(θ), sin(θ)) = −ζ(3)(θ) and ζ(2)(θ) = (− cos(θ), sin(θ)) = −ζ(4)(θ).
Working with these randomized (Λk)k>1, we can define a random sequence (Na)a∈ℓ0 as in
Def. 1.4. Similarly, for any p ∈ N∗ and τ ∈ R\{λk | k > 1}, we define the randomized moment Mpτ
by the formula appearing in Prop. 1.5 (see also Def. 3.2). Our choice of probability distribution
allows us to derive an almost sure expression for (Na)a∈ℓ0 (see Lem. 3.3). This expression is purely
combinatorial and only depends on the sequence (mk)k>1. In particular, there is no longer any
number theory involved in the problem at this stage. From the almost sure expression of (Na)a∈ℓ0 ,
we deduce an almost sure expression of the randomized moments Mpτ . In order to give a precise
statement, we will need the following definitions.
Definition 1.8. Let p ∈ N, we denote by P(p) the set of partitions of p, that is:
P(p) =
(αk)k>1 ∈ ℓ0
∣∣∣∣∣∣
∑
k>1
kαk = p
 .
Definition 1.9. Let (λk)k>1 be an increasing sequence of positive numbers and let (mk)k>1 be a
sequence of non-negative numbers. For any q ∈ N∗ and τ ∈ R, we denote by Sqτ the spectral sum:
Sqτ =
∑
k>1
mk
(λk − τ)2q ,
where the sum makes sense in [0,+∞] as a sum of non-negative (eventually infinite) terms.
Proposition 1.10. Let (λk)k>1 be an increasing sequence of positive numbers, let (mk)k>1 be a
sequence of positive integers. Let (Λk)k>1 be a random sequence defined as in Def. 1.7 and let the
randomized moments (Mpτ )p>1 be defined by Def. 3.2. Then, almost surely, the following holds for
all p ∈ N∗ and τ ∈ R \ {λk | k > 1}.
1. We have M2p−1τ = 0.
2. If Sqτ < +∞ for all q ∈ {1, . . . , p}, then we have:
M2pτ = (2p)!
∑
α∈P(p)
(−1)p−|α| 2
|α|
α!
p∏
q=1
(AqS
q
τ )
αq ,
where (Ap)p>1 is the sequence of coefficients defined by Def. 3.7. In particular, M
2p
τ < +∞.
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Prop. 1.10 shows that, in our model, the odd moments vanish almost surely. This is consistent
with the idea that the moments should be asymptotically those of a standard Gaussian. In the
following, we only consider even moments. Almost surely, the moment of order 2p is the value of
some fixed polynomial in p variables, whose coefficients only depend on p, evaluated at (S1τ , . . . , S
p
τ ).
Thus, M2pτ only depends on τ , (λk)k>1 and (mk)k>1, and this only through the spectral sums
(Sqτ )16q6p.
Remark 1.11. In the case of the square torus (α = 1), the deterministic wave vectors sets (Λk)k>1
are also invariant under (x1, x2) 7→ (x2, x1). In Sect. 3.1.2, we define a variation of our random
model such that the randomized (Λk)k>1 also present this additional symmetry (see Def. 3.9). It
turns out that the previous results can be adapted to this alternative model. In particular, the
conclusion of Prop. 1.10 remains valid.
Step 3: randomization of the spectrum of the Laplacian. In this final step, we randomize
the sequences (λk)k>1 and (mk)k>1. Because of the Berry–Tabor conjecture, we define the ran-
domized (λk)k>1 as the values of a Poisson point process on [0,+∞) (see Sect. A for details about
these processes). Since it is meant to model the spectrum of the Laplacian on some Tα, we tune
the intensity of this point process so that it satisfies the Weyl Law (cf. Thm. 2.4) in the mean and
to leading order. Note that, with the random model for the wave vectors introduced in Step 2,
what plays the role of the multiplicity of λk is almost surely 4mk. Hence, the intensity of our
Poisson point process must be related to (mk)k>1.
Definition 1.12. Let m : [0,+∞) → [1,+∞) be a function of class C1. We say that m is a
multiplicity function if there exists β > 0 such that m′(t) = O(t−β) as t→ +∞.
Definition 1.13. Let m be a multiplicity function, we denote by νm the measure on [0,+∞)
admitting the density (16πm)−1 with respect to the Lebesgue measure.
Definition 1.14. Letm be a multiplicity function. We define the random sequence (λk)k>1 as the
increasing sequence of the values of a Poisson point process on [0,+∞) of intensity νm. Moreover,
for all k > 1, we set mk = m(λk).
We recall the definition of a Poisson point process in this setting in Def. A.1. The fact that
Def. 1.14 makes sense is the content of Lem. A.2.
Thanks to Prop. 1.10.1, we are now only interested in moments of even order. Let (λk)k>1
and (mk)k>1 be as in Def. 1.14. For any q ∈ N∗ and τ ∈ R, we can define the randomized
spectral sum Sqτ as in Def. 1.9. Similarly, for all p ∈ N∗ and τ ∈ R, we define the even randomized
moment M2pτ by the formula appearing in Prop. 1.10.2 (see also Def. 3.10).
Definition 1.15. We denote by (µp)p>0 the sequence of moments of a standard real Gaussian
variable. Recall that for any p ∈ N, we have µ2p = (2p)!2pp! and µ2p+1 = 0.
We can now state our main result, which describes the asymptotic joint distribution of the even
normalized moments (M2τ )
−pM2pτ for p > 2, as τ → +∞. Note that for p = 1, for all τ ∈ R, we
have (M2τ )
−pM2pτ = 1 = µ2 deterministically.
Theorem 1.16. Let m be a multiplicity function and let (λk)k>1 and (mk)k>1 be associated
random sequences as in Def. 1.14. For any τ ∈ R, let the randomized even moments (M2pτ )p>1 be
defined by Def. 3.10.
For any integer p > 2, there exists a one-parameter family (R2(l), . . . , Rp(l)) of random vectors
in Rp−1, indexed by l ∈ (0,+∞], such that the following holds in distribution.
1. If m(τ) −−−−−→
τ→+∞
l, then
(
M4τ
(M2τ )
2
, . . . ,
M2pτ
(M2τ )
p
)
−−−−−→
τ→+∞
(µ4R2(l), . . . , µ2pRp(l)).
2. If (τn)n>0 is a sequence of real numbers such that τn −−−−−→
n→+∞
+∞ and m(τn) −−−−−→
n→+∞
l, then(
M4τn
(M2τn)
2
, . . . ,
M2pτn
(M2τn)
p
)
−−−−−→
n→+∞
(µ4R2(l), . . . , µ2pRp(l)).
Moreover, the distribution of (R2(l), . . . , Rp(l)) only depends on l and satisfies the following.
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• If l = +∞, then we have (R2(l), . . . , Rp(l)) = (1, . . . , 1) almost surely, so that the previous
convergence holds in probability.
• If l ∈ (0,+∞), then (R2(l), . . . , Rp(l)) admits a smooth density with respect to the Lebesgue
measure of Rp−1.
• The random vectors (R2(l), . . . , Rp(l)) and (R2(l′), . . . , Rp(l′)) are equal in distribution if and
only if l = l′.
Thm. 1.16 is consistent with the deterministic result of Kurlberg and Ueberschär [10]. They
proved that on Diophantine tori, the 4-th normalized moment of the new eigenfunctions of a point
scatterer is bounded away from µ4 along a full-density subsequence of new eigenvalues. Our result
suggests that, in the deterministic setting, the asymptotic behavior of the normalized moments of
the new eigenfunctions mostly depends on the asymptotics of the multiplicities of the eigenvalues
of the Laplacian.
We conclude this section by stating one last result. Let m be a multiplicity function (see
Def. 1.12) and let (λk)k>1 and (mk)k>1 be defined as in Def. 1.14. For any λ > 0, we denote by:
Nm(λ) = 1 +
∑
{k>1|λk6λ}
4mk. (1.1)
The function Nm is the analogue in our random model of the counting function N in the determin-
istic setting. Recall that, by definition, N (λ) is the number of Laplace eigenvalues smaller than λ,
counted with multiplicity. We tuned the intensity νm (see Def. 1.13) of the Poisson point process
(λk)k>1 so that E[Nm(λ)] ∼ λ4π as λ→ +∞, in agreement with the Weyl Law (Thm. 2.4). In fact,
we have a much stronger result.
Proposition 1.17 (Random Weyl Law). Let m be a multiplicity function and let Nm be defined by
Eq. (1.1). For all λ > 0, we have E[Nm(λ)] = 1 + λ4π and Var(Nm(λ)) = 1π
∫ λ
0 m(t) dt. Moreover,
the following holds.
1. (Strong Law of Large Numbers) Almost surely
1
λ
Nm(λ) −−−−−→
λ→+∞
1
4π
.
2. (Central Limit Theorem) As λ → +∞, the random variable Nm(λ) − E[Nm(λ)]
Var(Nm(λ))
1
2
converges
in distribution towards a standard real Gaussian.
Remark 1.18. In the usual Weyl Law, the error term is of order O(λ
1
2 ). Here, the fluctuations
around the leading term are of order
(∫ λ
0 m(t) dt
) 1
2
. Since the values of m are larger than 1, this
term is larger than λ
1
2 . On the other hand, using Def. 1.12, one can prove that this term is of
order O(λ
1+α
2 ) for some α ∈ [0, 1). In fact, for any α ∈ [0, 1), we can build a multiplicity function
m such that
(∫ λ
0 m(t) dt
) 1
2 ∼ λ 1+α2 as λ→ +∞.
1.3 Discussion of the random model
Let us discuss the various assumptions in our model. The first thing to recall is that we defined
a random model for the moments of some function fτ : Tα → R, but the random moments (Mpτ )
that we study (cf. Def. 3.2) are not the moments of some randomized version of fτ . In fact, trying
to define a random model for fτ using the same ingredients as our model leads to some serious
difficulties, as discussed in Sect. 1.2.
In Step 1, we compute the deterministic moments of the function fτ . As one expects, in the
course of this computation, a lot of terms vanish for periodicity reasons. This is a typical feature
of the problem we wish to model, and it is naturally present in our random model since we start
from the deterministic expression obtained at the end of Step 1, in Prop. 1.5.
In Step 2, we assume that the sequences (λk)k>1 and (mk)k>1 are fixed, and we randomize
the directions (θk,j) of the wave vectors. We only ask that the distribution of these directions
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admits a density with respect to some natural measure. Though this assumption does not seem
very restrictive, it is enough to kill all the number-theoretic aspects of the problem. On the one
hand, this is what allows us to say something about our model. But on the other hand this means
that our model is too crude to capture any of the arithmetic subtleties of the deterministic setting.
Still, the almost sure result of Prop. 1.10 is very robust, in the sense that it does not depend on
the actual density of (θk,j). This shows that there is a lot of flexibility in this random model, and
we hope that it is enough for it to say something of the deterministic case.
Let us give some examples of admissible distributions for the sequence (θk,j)k,j>1. In view
of Def. 1.7, we are only interested in the distribution of the subsequence (θk,j)k>1;16j6mk , which
must admit a density with respect to the product of the Lebesgue measures. In the following
examples, we describe the joint distribution of the random variables (θk,j)k>1;16j6mk . One can
build admissible distributions for (θk,j)k,j>1 from these, by choosing the remaining terms to be
independent uniform variables in [0, π2 ].
Examples 1.19. 1. The (θk,j)k>1;16j6mk are independent uniform variables in [0,
π
2 ]. The dis-
tribution of the corresponding sequence (θk,j)k,j>1 is then η.
2. Let us assume that (λk)k>1 is the spectrum of ∆ on some Tα, and that the associated wave
vectors are known, up to some error. Let us say, for example, that the deterministic Λk
is of the form
√
λk
2π
{
ζ(i)(βk,j)
∣∣ 1 6 j 6 mk, 1 6 i 6 4}, where we know that βk,j belongs to
some interval Ik,j ⊂ [0, π2 ], for any k > 1 and j ∈ {1, . . . ,mk}. In this case, we can define
(θk,j)k>1;16j6mk as a sequence of independent variables admitting a density with respect to
the Lebesgue measure on [0, π2 ], and such that θk,j is supported on Ik,j .
3. One can introduce some repulsion between the directions (θk,j)k>1;16j6mk . A naive example
is to define the density of the distribution of (θk,j)16j6mk with respect to the Lebesgue
measure on [0, π2 ]
mk as:
Zk exp
− ∑
16i<j6mk
1
|θk,i − θk,j |2
 ,
where Zk is some normalizing constant. Then take the product distribution over k > 1.
4. One can mix the previous two examples and build admissible distributions such that the
(θk,j)k>1;16j6mk are both localized and repel one another.
Note that the density of (θk,j) can depend on the sequences (λk)k>1 and (mk)k>1. Since we
obtain an almost sure result independent of this density in Prop. 1.10, there is no coupling issue
when we randomize (λk)k>1 and (mk)k>1 in Step 3. Note also that our assumption that (θk,j)
admits a density with respect to η (cf. Def. 1.6) is a little stronger than what we actually need. It
is enough to assume that all the p-dimensional marginal distributions of (θk,j)k>1;16j6mk admit a
density with respect to Lebesgue to prove Prop. 1.10 for the p-th moment.
In Step 3, we finally replace the sequence (λk)k>1 by the values of a Poisson point process. Since
we want this sequence to model the spectrum of ∆, it is natural to ask that it satisfies a version of
the Weyl Law. As explained in Sect. 1.2, this means that the definitions of the intensity measure
of the point process and of the sequence (mk)k>1 must be intertwined. We define mk as m(λk) for
all k > 1, where m : [0,+∞) → [1,+∞) is some fixed function. That is, the mock multiplicities
(mk)k>1 depend deterministically on the randomized spectrum (λk)k>1. This point is fundamental
in our approach. It allows us to write the randomized spectral sums Sqτ (see Def. 1.9), which are
the relevant random variables to consider in this problem, as
∑
k>1 gq(λk) for some function gq.
Then we can study these quantities using Campbell’s Theorem (see Thm. A.3). The same tools
also show that, with our definition of νm (see Def. 1.13), the sequence (λk)k>1 satisfies a Random
Weyl Law (see Prop. 1.17).
Let us now discuss our choice of the multiplicity function m. One could think of taking m to
be measurable and integer-valued. Instead, we ask our multiplicity functions to be regular enough
(cf. Def. 1.12), in order to use some analytic tools. This part of the model is probably the one that
seems less natural, because we replace a sequence of integers by the values of a smooth function
evaluated at random points. In particular, generically, none of the (m(λk))k>1 is an integer. This
8
is not an issue, because Prop. 1.10 gives an almost sure expression of Mpτ , where the sequence
(mk)k>1 only appears through the spectral sums (S
q
τ )16q6p, and the definition of S
q
τ (Def. 1.9)
makes sense as soon as the (mk)k>1 are non-negative. In fact, the expression of S
q
τ hints that what
matters here is the asymptotic behavior of (mk)k>1, or equivalently of m, rather than (mk)k>1
being integer-valued.
The precise condition we ask our multiplicity function to satisfy (cf. Def. 1.12) may seem quite
arbitrary. Indeed, to the best of our understanding, it is only a technical condition that allows our
proofs to work. This condition can be weakened a bit. In most of this paper, we only need m to
be such that m′(t) −−−−→
t→+∞
0. The only place where we need a stronger assumption is to prove the
Law of Large Numbers part in Prop. 1.17. There, we need to further assume that m(t) = O(tα)
as t→ +∞, for some α < 1.
Let us give some examples of admissible multiplicity functions. The first two examples show
that defining (mk)k>1 as (m(λk))k>1 allows us to model the average behavior of the deterministic
multiplicities of the Laplace eigenvalues on some flat tori.
Examples 1.20. 1. On an irrational torus, that is on Tα with α
4 /∈ Q, the multiplicity of a generic
deterministic eigenvalue of ∆ is 4. This suggests to model this case by setting m : t 7→ 1.
2. On the square torus T, it is known that 1
k
∑k
i=1 ri ∼ 4C0 ln(λk)
1
2 as k → +∞, where (λk)k>1
are the deterministic eigenvalues of the Laplacian, (rk)k>1 are their multiplicities, and C0 is
some explicit constant. This follows from Landau’s Theorem [11], which gives the counting
asymptotics of the Laplace eigenvalues without multiplicities, and Weyl’s Law (Thm. 2.4).
This suggests to model this case using the multiplicity function m : t 7→ 1 + C0 ln(1 + t) 12 .
Note that rk = 8 for infinitely many k > 1. With our definition of multiplicity function,
we can only model the average behavior of the multiplicities of the deterministic Laplace
eigenvalues.
3. More generally, t 7→ 1 + C ln(1 + t)α is a multiplicity function if C > 0 and α > 0, and
t 7→ 1 + Ctα is a multiplicity function if C > 0 and 0 6 α < 1.
We conclude this section with a last remark. In Step 1 and Step 2, the even moments (M2pτ )p>1
are positive. In Step 3, we redefine these even moments by Def. 3.10, in agreement with the result
of Prop. 1.10. If the multiplicity function m is constant, equal to some integer, then a computation
similar to the proof of Prop. 1.10 shows that: for all τ ∈ R, almost surely, for all p ∈ N∗, M2pτ > 0.
Unfortunately, this kind of computation does not make sense if m is not integer-valued. For a
general m, it is not clear from Def. 3.10 that the even randomized moments are almost surely
positive. It is natural to conjecture that this is the case, but we do not know how to prove it at
this point.
1.4 Organization of the paper
The paper is organized as follows. In Sect. 2, we study the deterministic situation. In Sect. 2.1,
we describe the new eigenfunctions of point scatterers on rectangular flat tori, then, in Sect. 2.2,
we study their moments. The main result of Sect. 2 is the proof of Prop. 1.5.
In Sect. 3, we introduce and study our random model. Sect. 3.1 is concerned with what we
called Step 2 in the Introduction (see Sect. 1.2), that is the randomization of the wave vectors. In
this section we prove Prop. 1.10, for our random model in Sect. 3.1.1 and for a variation adapted
to the square torus in Sect. 3.1.2. In Sect. 3.2 we conclude the definition of our random model as
in Step 3 above. Then, we study the asymptotic distribution of the spectral sums (see Def. 1.9) in
Sect. 3.3 and we prove Thm. 1.16 in Sect. 3.4.
Sect. 4 is concerned with the proof of the Random Weyl Law (Prop. 1.17). App. A surveys
some basic facts about Poisson point processes, including Campbell’s Theorem (Thm. A.3), which
is one of the key tools in the proof of our main results. Finally, we gathered the proofs of several
technical lemmas in App. B.
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2 Moments of deterministic eigenfunctions of point scatterers
The goal of this section is to describe precisely the deterministic setting that we wish to model. In
Sect. 2.1, we introduce our framework and recall the definition of a point scatterer on a flat torus.
We also study the new eigenfunctions of point scatterers on flat tori and prove these functions
are Lp for any p ∈ N∗. Then, we derive an expression for the moments of any order of these new
eigenfunctions and we prove Prop. 1.5 in Sect. 2.2.
2.1 Point scatterers on flat tori
In this section, we introduce our framework and we recall the definition of a point scatterer in
this setting. Let α > 0, we denote by Lα the lattice αZ ⊕ α−1Z ⊂ R2 and by L∗α = α−1Z ⊕ αZ
the dual lattice. We denote by Tα = R
2/Lα, equipped with the metric induced by the Euclidean
inner product on R2. That is, Tα is the 2-dimensional rectangular flat torus with aspect ratio α
and total area equal to 1. Here and in the rest of this paper, area is computed with respect to the
Lebesgue measure on Tα, induced by the one on R
2. When α = 1, we simply denote T = T1 for
the flat square torus. In the following, we constantly identify points of R2 with their projection
in Tα.
Let ∆ denote the Laplace–Beltrami operator on Tα. Recall that ∆ is an unbounded, positive,
self-adjoint operator on the space L2(Tα) of square integrable functions from Tα to C. Note that,
since we defined ∆ as a positive operator, we have ∆ = − ∂2
∂x21
− ∂2
∂x22
in the local coordinates induced
by the usual Euclidean coordinates of R2.
Let x0 ∈ Tα, and let us define rigorously what a point scatterer at x0 is. Let ∆|D0 denote the
restriction of∆ to the spaceD0 of smooth functions from Tα to C that vanish in some neighborhood
of x0. By von Neuman’s theory of self-adjoint extensions, there exists a one-parameter family
(∆ϕ)ϕ∈(−π,π] of unbounded self-adjoint operators on L2(Tα) that extend ∆|D0 (cf. [16]). For
ϕ = π, we recover the usual Laplacian. Any element of the family (∆ϕ)ϕ∈(−π,π) is called a point
scatterer at x0. The situation being translation-invariant, from now on we assume that x0 = 0.
For the purpose of the present paper, we do not need to go over the details of the definition of the
operators (∆ϕ)ϕ∈(−π,π). In particular, the choice of the parameter ϕ ∈ (−π, π) will be irrelevant
to us. We refer the interested reader to [12, Sect. 3] for details on this matter.
Let us review the spectral properties of the point scatterers (∆ϕ)ϕ∈(−π,π). First, recall that the
spectrum of the usual Laplacian is Sp(∆) =
{
4π2
α2
(a2 + α4b2)
∣∣∣ (a, b) ∈ N2}. Its distinct eigenvalues
can be ordered into an increasing sequence (λk)k>0 going to infinity. Let k > 0, we denote by:
Λk = {ξ ∈ L∗α | 4π2 ‖ξ‖2 = λk} = L∗α ∩
(√
λk
2π
S1
)
(2.1)
the set of wave vectors associated with λk, where S
1 denotes the unit circle in R2. Note that
Λ0 = {0} and L∗α =
⊔
k>0 Λk. The eigenspace ker(∆ − λk Id) is spanned by the functions{
e2iπ〈ξ ,·〉
∣∣ ξ ∈ Λk}, where 〈· , ·〉 stands for the canonical Euclidean inner product on R2, and the
multiplicity of λk is rk = dimker (∆− λk Id) = cardΛk.
Remark 2.1. We have r0 = 1. Besides, Λk is invariant under the reflections (x1, x2) 7→ (−x1, x2)
and (x1, x2) 7→ (x1,−x2). Hence rk is even if k > 0, and rk ∈ 4N unless Λk∩(R×{0}∪{0}×R) 6= ∅.
When α = 1, the set Λk is moreover invariant by (x1, x2) 7→ (x2, x1), so that rk ∈ 4N for any k > 0
and rk ∈ 8N generically.
Let ϕ ∈ (−π, π), in the remainder of this section, we describe the eigenvalues and eigenfunctions
of ∆ϕ. See [12, Sect. 3 and App. A] for more details. For any k > 1, λk is an eigenvalue of ∆ϕ
with multiplicity rk − 1, and the associated eigenspace is:
ker (∆ϕ − λk Id) = {φ ∈ ker (∆− λk Id) | φ(0) = 0} .
In addition to the old eigenvalues inherited from ∆, there exists an increasing sequence (τϕk )k>0
of simple new eigenvalues of ∆ϕ. That is Sp(∆ϕ) = {λk | k > 1} ∪ {τϕk | k > 0}. Moreover, the
sequences (λk)k>0 and (τ
ϕ
k )k>0 are interlaced, in the sense that:
τϕ0 < 0 = λ0 < τ
ϕ
1 < λ1 < τ
ϕ
2 < · · · < λk−1 < τϕk < λk < · · · .
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The new eigenvalues of ∆ϕ are characterized by the following spectral equation. Let τ ∈ R\Sp(∆),
then τ ∈ Sp(∆ϕ) if and only if:∑
k>0
rk
(
1
λk − τ −
λk
λ2k + 1
)
= tan
(ϕ
2
)∑
k>0
rk
λ2k + 1
. (2.2)
If τ ∈ R \ Sp(∆) is a solution of Eq. (2.2), then ker (∆ϕ − τ Id) is spanned by the function Gτ
defined below (Def. 2.2). We prove that Gτ ∈ L2(Tα) in Lem. 2.5.
Definitions 2.2. For any k ∈ N, we denote by φk the function:
φk : Tα −→ R
x 7−→
∑
ξ∈Λk
e2iπ〈ξ ,x〉,
where Λk is defined by Eq. (2.1). Moreover, for any τ ∈ R \ Sp(∆), we define two function
Gτ : Tα → R and fτ : Tα → R by:
Gτ =
∑
k>0
φk
λk − τ and fτ = Gτ +
1
τ
=
∑
k>1
φk
λk − τ .
Remark 2.3. The sets Λk are invariant by (x1, x2) 7→ (−x1,−x2). Hence, φk is indeed real-valued
for any k ∈ N, and Gτ and fτ are real-valued for any τ ∈ R \ Sp(∆).
In the following, we study the asymptotics as τ → +∞ of the moments of fτ (resp. Gτ ). We
will consider any τ ∈ R \ Sp(∆), not only the solutions of Eq. (2.2). This way, the problem no
longer depends on the parameter ϕ ∈ (−π, π), that is on the choice of a self-adjoint extension
of ∆|D0 . First, we must check that fτ (resp. Gτ ) is a well-defined element of L
p(Tα), for any
positive integer p. This is the purpose of Lem. 2.5 below. The proof uses the following classical
result.
Theorem 2.4 (Weyl Law). Let λ > 0, we denote by:
N (λ) =
∑
{k>0|λk6λ}
rk = card
{
ξ ∈ L∗α
∣∣∣ 4π2 ‖ξ‖2 6 λ}
the number of eigenvalues of ∆ smaller than or equal to λ, counted with multiplicities. As λ→ +∞,
we have:
N (λ) = λ
4π
+O
(√
λ
)
.
Lemma 2.5. Let p ∈ N∗, for any τ ∈ R\Sp(∆), we have fτ ∈ Lp(Tα) (resp. Gτ ∈ Lp(Tα)). More
precisely, the truncated series
n∑
k=1
φk
λk − τ converge in L
p(Tα) as n→ +∞.
Remarks 2.6. • The proof we give below is adapted from [10], where Kürlberg and Ueberschär
proved this result for p = 4.
• For p = 2, it is possible to give a simpler proof, using the Hilbert space structure of L2(Tα).
• The series defining fτ does not converge absolutely in Lp(Tα) in general, even for p = 2.
Proof. Let us fix p ∈ N∗ and τ ∈ R \ Sp(∆). Let λ > 0 and let λ′ ∈ [λ, 2λ], we denote by
A(λ, λ′) =
{
ξ ∈ L∗α
∣∣∣ λ < 4π2 ‖ξ‖2 6 λ′}. This set is finite, and we denote by:
hλ,λ′ =
∑
{k>1|λ<λk6λ′}
φk
λk − τ =
∑
ξ∈A(λ,λ′)
e2iπ〈ξ ,·〉
4π2 ‖ξ‖2 − τ . (2.3)
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Since Tα has unit area, by Jensen’s inequality we have ‖hλ,λ′‖p 6 ‖hλ,λ′‖2p, where ‖·‖p stands for
the Lp norm associated with the Lebesgue measure on Tα. Then, ‖hλ,λ′‖2p2p equals
∫
Tα
hλ,λ′(x)
2p dx =
∑
ξ1,...,ξ2p∈A(λ,λ′)
 2p∏
j=1
(4π2 ‖ξj‖2 − τ)
−1 ∫
Tα
exp
2iπ〈 2p∑
j=1
ξj , x
〉dx.
For any ξ1, . . . , ξ2p ∈ A(λ, λ′), we have:
∫
Tα
exp
2iπ〈 2p∑
j=1
ξj , x
〉dx =

1, if
2p∑
j=1
ξj = 0,
0, otherwise.
Moreover, as λ→ +∞, we have ∏2pj=1(4π2 ‖ξj‖2 − τ) ∼ ∏2pj=1 4π2 ‖ξj‖2 > λ2p. So that, for any λ
large enough,
∏2p
j=1(4π
2 ‖ξj‖2 − τ) > 12λ2p. Besides,
card
(ξ1, . . . , ξ2p) ∈ A(λ, λ′)2p
∣∣∣∣∣∣
2p∑
j=1
ξj = 0
 6 card(A(λ, λ′))2p−1.
ByWeyl’s Law (Thm. 2.4), for any λ large enough and any λ′ ∈ [λ, 2λ], we have card(A(λ, λ′)) 6 λ2 .
Hence ‖hλ,λ′‖2p2p 6 λ−1 and ‖hλ,λ′‖p 6 λ−
1
2p . In particular, this shows that, for any p ∈ N∗, for
any τ ∈ R \ Sp(∆), we have:
‖hλ,λ′‖p = O
(
λ−
1
2p
)
(2.4)
as λ→ +∞, where the constant involved in the O notation does not depend on λ′ ∈ [λ, 2λ].
Let n > 0 and let us denote by L = ⌊log2(λn)⌋. We have:∥∥∥∥∥∑
k>n
φk
λk − λ
∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
l>L
∑
{k>1|2l<λk62l+1}
φk
λk − τ −
∑
{k>1|2L<λk6λn}
φk
λk − τ
∥∥∥∥∥∥
p
6
∥∥h2L,λn∥∥p +∑
l>L
∥∥h2l,2l+1∥∥p
= O
((
2L
)− 12p) = O ((λn)− 12p) −−−−−→
n→+∞
0.
Thus, the sequence
(∑
k>n
φk
λk−τ
)
n>0
converges in Lp(Tα), hence is a Cauchy sequence. Therefore(∑n
k=1
φk
λk−τ
)
n>0
is also a Cauchy sequence, and converges in Lp(Tα).
2.2 Moments of the new eigenfunctions
In this section, we study the centered moments of the new eigenfunctions of a point scatterer at 0
in Tα, where α > 0. More generally, we study the moments of the functions fτ , for τ ∈ R \ Sp(∆)
(see Def. 2.2). The main point is the proof of Prop. 1.5, in which we derive an expression of these
moments. The content of this section roughly corresponds to Step 1 in Sect. 1.2.
Lemma 2.7. For any τ ∈ R \ Sp(∆), we have:∫
Tα
fτ (x) dx = 0,
∫
Tα
fτ (x)
2 dx =
∑
k>1
rk
(λk − τ)2 ,∫
Tα
Gτ (x) dx = − 1
τ
,
∫
Tα
Gτ (x)
2 dx =
∑
k>0
rk
(λk − τ)2 ,
where, as before, (λk)k>0 is the increasing sequence of distinct eigenvalues of ∆ and, for any k > 0,
rk is the multiplicity of λk.
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Proof. We give the proof in the case of fτ , the proof is similar for Gτ . Recall that the family{
e2iπ〈ξ ,·〉
∣∣ ξ ∈ L∗α} is a Hilbert basis of L2(Tα). Recall also that:
fτ =
∑
k>1
∑
ξ∈Λk
e2iπ〈ξ ,·〉
λk − τ .
Denoting by 〈· , ·〉 the L2 inner product on L2(Tα) and by 1 the constant unit function, we have:∫
Tα
fτ (x) dx = 〈fτ ,1〉 = 0.
Besides, by Parseval’s Identity,∫
Tα
fτ (x)
2 dx = ‖fτ‖22 =
∑
k>1
card(Λk)
(λk − τ)2 =
∑
k>1
rk
(λk − τ)2 .
As we already explained in Sect. 1.2, we are interested in the centered moments of the random
variable Gτ (X), where X is a uniform random variable in (Tα, dx). With this probabilistic point of
view, Lem. 2.5 states that, for any p ∈ N∗ and τ ∈ R\Sp(∆), both Gτ (X) and fτ (X) are Lp random
variables. Moreover, by Lem. 2.7, the expectation ofGτ (X) equals − 1τ . Hence, fτ (X) = Gτ (X)+ 1τ
is the centered random variable associated with Gτ (X). In particular, the centered moments of
Gτ (X) are simply the corresponding moments of fτ (X). In the following, we focus on studying
the moments of fτ (X).
Definition 2.8. For any p ∈ N∗ and any τ ∈ R \ Sp(∆), we denote by Mpτ =
∫
Tα
fτ (x)
p dx, the
p-th moment of fτ .
Note that fτ is not L
2-normalized. Indeed, M2τ = ‖fτ‖22 is given by Lem. 2.7, and is not equal
to 1 in general. We are ultimately interested in studying the asymptotics, as τ → +∞, of the
normalized moments (M2τ )
− p2Mpτ , for p ∈ N∗, that is the moments of the normalized function
‖fτ‖−12 fτ . It is more convenient to work with the sequence (Mpτ )p>1 for now and only consider
the normalized moments later on.
We conclude this section with the proof of Prop. 1.5.
Proof of Prop. 1.5. Let p ∈ N∗ and let τ ∈ R \Sp(∆). For any l ∈ Z, let us denote by Al the finite
set A(2l, 2l+1) =
{
ξ ∈ L∗α
∣∣∣ 2l < 4π2 ‖ξ‖2 6 2l+1} and by
hl = h2l,2l+1 =
∑
{k>1|2l<λk62l+1}
φk
λk − τ =
∑
ξ∈Al
e2iπ〈ξ ,·〉
4π2 ‖ξ‖2 − τ .
Note that these functions already appeared in the proof of Lem. 2.5 (see (Eq. (2.3)).
Let us denote by L = ⌊log2(λ1)⌋ − 1. Recalling the Def. 2.2, we have fτ =
∑
l>L hl, where the
sum converges absolutely in Lp(Tα) by Eq. (2.4). Then, we have:
Mpτ =
∫
Tα
∑
l>L
hl(x)
p dx = ∫
Tα
∑
l1,...,lp>L
 p∏
j=1
hlj (x)
 dx = ∑
l1,...,lp>L
∫
Tα
p∏
j=1
hlj (x) dx.
We obtain the last equality by exchanging the integral and the sum. This is possible because:
∑
l1,...,lp>L
∫
Tα
∣∣∣∣∣∣
p∏
j=1
hlj (x)
∣∣∣∣∣∣ dx =
∑
l1,...,lp>L
∥∥∥∥∥∥
p∏
j=1
hlj
∥∥∥∥∥∥
1
6
∑
l1,...,lp>L
p∏
j=1
∥∥hlj∥∥p =
∑
l>L
‖hl‖p
p < +∞,
where the middle inequality is Hölder’s, and the finiteness of the last term is a consequence of
Eq. (2.4), as we already explained. For any l1, . . . , lp > L, we have:
p∏
j=1
hlj =
p∏
j=1
∑
ξ∈Alj
e2iπ〈ξ ,·〉
4π2 ‖ξ‖2 − τ =
∑
(ξ1,...,ξp)∈Al1×···×Alp
 p∏
j=1
e2iπ〈ξj ,·〉
4π2 ‖ξj‖2 − τ
 .
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Since these sums are indexed by finite sets, we have:
Mpτ =
∑
l1,...,lp>L
∫
Tα
p∏
j=1
hlj (x) dx =
∑
l1,...,lp>L
∑
(ξ1,...,ξp)∈Al1×···×Alp
∫
Tα
p∏
j=1
e2iπ〈ξj ,x〉
4π2 ‖ξj‖2 − τ
dx.
Then, ⊔
l>L
Al =
{
ξ ∈ L∗α
∣∣∣ 2L 6 4π2 ‖ξ‖2} = L∗α \ {0} = ⊔
k>1
Λk,
where the second equality comes from the fact that λ1 = min
{
4π2 ‖ξ‖2
∣∣∣ ξ ∈ L∗α \ {0}}. Hence,
Mpτ =
∑
ξ1,...,ξp∈L∗α\{0}
∫
Tα
p∏
j=1
e2iπ〈ξj ,x〉
4π2 ‖ξj‖2 − τ
dx
=
∑
k1,...,kp>1
∑
(ξ1,...,ξp)∈Λk1×···×Λkp
∫
Tα
p∏
j=1
e2iπ〈ξj ,x〉
4π2 ‖ξj‖2 − τ
dx
=
∑
k1,...,kp>1
 p∏
j=1
1
λkj − τ
 ∑
(ξ1,...,ξp)∈Λk1×···×Λkp
∫
Tα
exp
2iπ〈 p∑
j=1
ξj , x
〉 dx
=
∑
k1,...,kp>1
 p∏
j=1
1
λkj − τ
 card
(ξ1, . . . , ξp) ∈
p∏
j=1
Λkj
∣∣∣∣∣∣
p∑
j=1
ξj = 0
 .
Let k1, . . . , kp > 1, for any k > 1, we denote by ak = card {j ∈ {1, . . . , p} | kj = k}. Then
a = (ak)k>1 ∈ ℓ0 and |a| = p. Moreover,
p∏
j=1
1
λkj − τ
=
∏
k>1
(
1
λk − τ
)ak
,
and, recalling Def. 1.4 and reordering the terms of the Cartesian product, we have:
card
(ξ1, . . . , ξp) ∈
p∏
j=1
Λkj
∣∣∣∣∣∣
p∑
j=1
ξj = 0
 = Na.
Conversely, let a = (ak)k>1 ∈ ℓ0 be such that |a| = p. The choice of k1, . . . , kp > 1 such that, for
any k > 1, ak = card{j ∈ {1, . . . , p} | kj = k} corresponds to the choice of a partition of {1, . . . , p}
into subsets of cardinalities a0, a1, . . . , ak, . . . . The number of such partitions is p!(a!)
−1. Thus,
Mpτ = p!
∑
a∈ℓ0;|a|=p
Na
a!
∏
k>1
(
1
λk − τ
)ak
.
3 Random model for the moments of the new eigenfunctions
In this section, we study the random model introduced in Sect. 1.2 for the centered moments of
the new eigenfunctions of a point scatterer on a rectangular flat torus Tα, where α > 0. We start
from the expression of these moments derived in Prop. 1.5, and we randomize first the wave vectors
sets (Λk)k>1, then the spectrum (λk)k>1 of ∆. The content of Sect. 3.1 corresponds to what we
called Step 2 in the Introduction (Sect. 1.2), that is the randomization of the wave vectors. The
main goal of Sect. 3.1 is the proof of Prop. 1.10. In Sect. 3.2, we randomize the spectrum of the
Laplacian (Step 3 in Sect. 1.2). In Sect. 3.3, we study the limit distribution of the spectral sums
introduced in Def. 1.9. Finally, we prove our main result (Thm. 1.16) in Sect. 3.4.
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3.1 Randomization of the wave vectors
This section corresponds to the second step in the construction of our random model, that is the
randomization of the sets of wave vectors (Λk)k>1 sets (cf. Step 2 in Sect. 1.2). In Sect. 3.1.1, we
work in the setting described in the Introduction (Sect. 1.2) and we prove Prop. 1.10. In Sect. 3.1.2,
we consider the special case of the square torus (α = 1). In this setting, it seems more natural
to consider a variation of our random model, presenting some additional symmetry. We introduce
this alternative model and show that the results of Sect. 3.1.1 remains valid for this variation.
3.1.1 Almost sure expression of the moments
The goal of this section is the proof of Prop. 1.10 in the setting described in Step 2 in Sect. 1.2. We
assume that we are given an increasing sequence (λk)k>1 of positive numbers. This sequence can
be thought of as the spectrum of the Laplacian on some Tα, or its randomized version. We also fix
a sequence (mk)k>1 of positive integers. For each k > 1, mk is meant to model the number of wave
vectors associated with λk that have non-negative coordinates. Let (θk,j)k,j>1 denote a sequence
of random variables in [0, π2 ] whose distribution admits a density with respect to the measure η
(see Def. 1.6). As in Sect. 1.2, we define the randomized wave vectors sets (Λk)k>1 by Def. 1.7.
For all k > 1, we denote by rk = card(Λk), as in the deterministic case.
Remark 3.1. Almost surely, for all k and j > 1, we have θk,j ∈ (0, π2 ). This is true for η, hence for
any distribution which is absolutely continuous with respect to η. In particular, almost surely, for
all k > 1, we have rk = 4mk.
Now that we defined a sequence (Λk)k>1 of random finite subsets of R
2, we can define a random
sequence of integers (Na)a∈ℓ0 by Def. 1.4. Recalling the deterministic expression of the moments
obtained in Prop. 1.5, we define the randomized moments as follows.
Definition 3.2. In the setting we just described, for any p ∈ N∗ and τ ∈ R \ {λk | k > 1}, we
define the randomized moment Mpτ by:
Mpτ = p!
∑
a∈ℓ0;|a|=p
Na
a!
∏
k>1
(
1
λk − τ
)ak
.
Note that it is not clear that the series defining Mpτ makes sense almost surely. We prove that it
is the case in Cor. 3.4 below. This result will be a corollary of the following almost sure expression
of the sequence (Na)a∈ℓ0 .
Lemma 3.3. In the setting of this section, almost surely, for all a = (ak)k>1 ∈ ℓ0 we have:
Na = a!
∏
k>1
 ∑
(bj)∈Nmk
2
∑mk
j=1 bj=ak
mk∏
j=1
bj∑
c=0
(
1
c! (bj − c)!
)2 .
In particular, almost surely, Na only depends on (ak)k>1 and (mk)k>1. Moreover, if there exists
k > 1 such that ak is odd, then Na = 0.
Proof. Let a = (ak)k>1 ∈ ℓ0. Let (ξk,l)k>1;16l6ak be such that, for all k > 1 and l ∈ {1, . . . , ak},
ξk,l ∈ Λk. Then, for any (k, l), there exists a unique (ik,l, jk,l) ∈ {1, 2, 3, 4}×{1, . . . ,mk} such that
ξk,l =
√
λk
2π
ζ(ik,l)
(
θk,jk,l
)
.
Here we used the notation ζ(i)(θ) introduced in Def. 1.7. Thus, we have:
Na = card
(ik,l, jk,l) ∈ ∏
k>1
({1, 2, 3, 4}× {1, . . . ,mk})ak
∣∣∣∣∣∣
∑
k>1
ak∑
l=1
√
λk
2π
ζ(ik,l)
(
θk,jk,l
)
= 0
 .
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Let us consider some sequence (ik,l, jk,l) ∈
∏
k>1 ({1, 2, 3, 4}× {1, . . . ,mk})ak . For any k > 1,
any j ∈ {1, . . . ,mk} and any i ∈ {1, 2, 3, 4}, we denote by:
ci(k, j) = card {l ∈ {1, . . . , ak} | (ik,l, jk,l) = (i, j)} . (3.1)
Note that
∑
k>1
∑mk
j=1
∑4
i=1 ci(k, j) =
∑
k>1 ak = |a| < +∞. In particular, ci(k, j) = 0 for all
(k, j, i) but a finite number. With these notations, we have:
∑
k>1
ak∑
l=1
√
λk
2π
ζ(ik,l)
(
θk,jk,l
)
=
∑
k>1
mk∑
j=1
4∑
i=1
√
λk
2π
ci(k, j)ζ
(i)(θk,j)
=
∑
k>1
mk∑
j=1
√
λk
2π
(
(c1(k, j)− c2(k, j)− c3(k, j) + c4(k, j)) cos(θk,j)
(c1(k, j) + c2(k, j)− c3(k, j)− c4(k, j)) sin(θk,j)
)
.
If (ik,l, jk,l)k>1;16l6ak is such that for any k > 1 and any j ∈ {1, . . . ,mk} we have:{
c1(k, j)− c2(k, j)− c3(k, j) + c4(k, j) = 0,
c1(k, j) + c2(k, j)− c3(k, j)− c4(k, j) = 0,
(3.2)
then
∑
k>1
∑ak
l=1
√
λk
2π ζ
(ik,l)
(
θk,jk,l
)
= 0 and the sequence (ik,l, jk,l)k>1;16l6ak contributes to Na.
On the other hand, let us consider (ik,l, jk,l)k>1;16l6ak such that one of the relations (3.2) is
not satisfied. Let us prove that, in this case,
∑
k>1
∑ak
l=1
√
λk
2π ζ
(ik,l)
(
θk,jk,l
) 6= 0 for almost every
(θk,j)k,j>1, i.e. the sequence (ik,l, jk,l)k>1;16l6ak almost surely does not contribute to Na. Without
loss of generality, we can assume that there exists k1 > 1 and j1 ∈ {1, . . . ,mk1} such that:
c1(k1, j1)− c2(k1, j1)− c3(k1, j1) + c4(k1, j1) 6= 0.
There are at most |a| couples (k, j) such that ci(k, j) 6= 0 for some i ∈ {1, 2, 3, 4}. One of these
couples is (k1, j1). Let us denote by (k2, j2), . . . , (kq, jq) the others. Let (θk,j)k,j>1 ∈ [0, π2 ]N
∗×N∗ ,
for any l ∈ {1, . . . , q}, we denote θl = θkl,jl for simplicity. If
∑
k>1
∑ak
l=1
√
λk
2π ζ
(ik,l)
(
θk,jk,l
)
= 0,
then we have:
0 =
∑
k>1
mk∑
j=1
√
λk
2π
(c1(k, j)− c2(k, j)− c3(k, j) + c4(k, j)) cos(θk,j)
=
q∑
l=1
√
λkl
2π
(c1(kl, jl)− c2(kl, jl)− c3(kl, jl) + c4(kl, jl)) cos(θl)
= F (θ1, θ2, . . . , θq),
where the last line defines F : [0, π2 ]
q → R. For any (θ1, . . . , θq) ∈ (0, π2 )q, we have:
∂F
∂θ1
(θ1, . . . , θq) = −
√
λk1
2π
(c1(k1, j1)− c2(k1, j1)− c3(k1, j1) + c4(k1, j1)) sin(θ1) 6= 0.
Thus F is a smooth submersion on (0, π2 )
q, and F−1(0)∩(0, π2 )q is a smooth hypersurface in (0, π2 )q.
Hence, F−1(0) is included in the union of the boundary of [0, π2 ]
q and a smooth hypersurface
of (0, π2 )
q. Since we assumed that the distribution of (θk,j)k,j>1 is absolutely continuous with
respect to η, then the distribution of (θ1, . . . , θq) is absolutely continuous with respect to the
Lebesgue measure on [0, π2 ]
q. Hence, the measure of F−1(0) equals 0, that is F (θ1, . . . , θq) 6= 0
almost surely. This proves that, if one of the conditions (3.2) is not satisfied, then almost surely∑
k>1
∑ak
l=1
√
λk
2π ζ
(ik,l)
(
θk,jk,l
) 6= 0. Thus, almost surely, we have: for every (ik,l, jk,l)k>1;16l6ak ,
∑
k>1
ak∑
l=1
√
λk
2π
ζ(ik,l)
(
θk,jk,l
)
= 0
if and only if the conditions (3.2) are satisfied.
16
Since ℓ0 is countable, almost surely, for every a ∈ ℓ0, we have:
Na = card
(ik,l, jk,l)k>1;16l6ak
∣∣∣∣∣∣ ∀(k, j),
{
c1(k, j)− c2(k, j)− c3(k, j) + c4(k, j) = 0,
c1(k, j) + c2(k, j)− c3(k, j)− c4(k, j) = 0
 ,
where the ci(k, j) are defined by Eq. (3.1). In the following, we only consider the full-measure
set on which the (Na)a∈ℓ0 are defined by the previous formula. Let a = (ak)k>1 ∈ ℓ0 and let
(ik,l, jk,l)(k,l) ∈
∏
k>1 ({1, 2, 3, 4} × {1, . . . ,mk})ak . For any k > 1 and j ∈ {1, . . . ,mk}, we set
bk,j = card{l ∈ {1, . . . , ak} | jk,l = j} .
Then, for any (k, j), (ik,l, jk,l)k>1;16l6ak satisfies Eq. (3.2) if and only if the following holds:
c1(k, j)− c2(k, j)− c3(k, j) + c4(k, j) = 0,
c1(k, j) + c2(k, j)− c3(k, j)− c4(k, j) = 0,
c1(k, j) + c2(k, j) + c3(k, j) + c4(k, j) = bk,j ,
⇐⇒

c1(k, j) = c3(k, j),
c2(k, j) = c4(k, j),
2(c1(k, j) + c2(k, j)) = bk,j .
Hence, the sequence (ik,l, jk,l)k>1;16l6ak contributes to the count ofNa if and only, for all k > 1 and
j ∈ {1, . . . ,mk}, the integer bk,j is even and there exists ck,j ∈ N such that c1(k, j) = c3(k, j) = ck,j
and c2(k, j) = c4(k, j) =
1
2bk,j − ck,j . In particular, for all k > 1, ak =
∑mk
j=1 bk,j must be even.
This shows that, if there exists k > 1 such that ak is odd, then Na = 0. Conversely, let a be
such that ak is even for any k > 1. For any k > 1, let (bk,j)16j6mk be even integers such that
ak =
∑mk
j=1 bk,j . For any k > 1 and j ∈ {1, . . . ,mk}, let ck,j ∈ {0, . . . , 12bk,j}. Then, the number of
sequences (ik,l, jk,l) ∈
∏
k>1 ({1, 2, 3, 4} × {1, . . . ,mk})ak such that
c1(k, j) = c3(k, j) = ck,j and c2(k, j) = c4(k, j) =
1
2
bk,j − ck,j
equals
∏
k>1
 ak!∏mk
j=1 bk,j !
mk∏
j=1
bk,j !
(ck,j !)2
((
1
2bk,j − ck,j
)
!
)2
 = a!∏
k>1
mk∏
j=1
(
1
ck,j !
(
1
2bk,j − ck,j
)
!
)2
.
Thus, if ak is even for any k > 1, we have:
Na =
∑
(bk,j)∈
∏
k>1(2N)
mk∑mk
j=1 bk,j=ak
∑
(ck,j)∈
∏
k>1 N
mk
06ck,j6
1
2 bk,j
a!
∏
k>1
mk∏
j=1
(
1
ck,j !
(
1
2bk,j − ck,j
)
!
)2
= a!
∑
(bk,j)∈
∏
k>1 N
mk
2
∑mk
j=1 bk,j=ak
∑
(ck,j)∈
∏
k>1 N
mk
06ck,j6bk,j
∏
k>1
mk∏
j=1
(
1
ck,j ! (bk,j − ck,j)!
)2
= a!
∏
k>1
 ∑
(bj)∈Nmk
2
∑mk
j=1 bj=ak
mk∏
j=1
bj∑
c=0
(
1
c! (bj − c)!
)2 .
The last term still makes sense if one of the (ak)k>1 is odd. In this case, one of the sums is indexed
by the empty set, hence equals 0. This yields the result.
As a corollary, we can prove that Def. 3.2 almost surely makes sense.
Corollary 3.4. Almost surely, for any p ∈ N∗ and τ ∈ R \ {λk | k > 1} we have M2p−1τ = 0 and
M2pτ = (2p)!
∑
a∈ℓ0;|a|=p
∏
k>1

(
1
λk − τ
)2ak ∑
(bj)∈Nmk∑mk
j=1 bj=ak
mk∏
j=1
bj∑
c=0
(
1
c! (bj − c)!
)2 ,
where the sum make sense in [0,+∞] as a sum of non-negative terms.
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Proof. The sequence (Na)a∈ℓ0 is almost surely given by Lem. 3.3. From now on, we only consider
the corresponding full-measure event.
Let p ∈ N∗ and τ ∈ R \ {λk | k > 1}. If a ∈ ℓ0 is such that |a| = 2p − 1, then at least one of
the terms (ak)k>1 is odd and Na = 0. Thus, all the terms in the sum defining M
2p−1
τ vanish (see
Def. 3.2) and M2p−1τ = 0. By the same argument, we can rewrite M
2p
τ as:
M2pτ = (2p)!
∑
a∈ℓ0;|a|=2p
Na
a!
∏
k>1
(
1
λk − τ
)ak
= (2p)!
∑
a∈ℓ0;|a|=p
N2a
(2a)!
∏
k>1
(
1
λk − τ
)2ak
.
For any a ∈ ℓ0, the product
∏
k>1
(
1
λk−τ
)2ak
only contains a finite number of non-trivial terms,
hence it is well-defined in [0,+∞). Thus, the sum on the right-hand side above makes sense in
[0,+∞], all the terms being non-negative. By Lem. 3.3, for any a ∈ ℓ0 we have:
N2a
(2a)!
=
∏
k>1
 ∑
(bj)∈Nmk∑mk
j=1 bj=ak
mk∏
j=1
bj∑
c=0
(
1
c! (bj − c)!
)2 ,
which yields the result.
Let us introduce some useful notations before proving Prop. 1.10. Recall that the set P(p) of
partitions of the integer p was introduced in Def. 1.8.
Definition 3.5. Let p ∈ N∗, we denote by Pp and Qp the following polynomials in p variables:
Pp(X1, . . . , Xp) =
∑
α∈P(p)
(−1)p−|α| p!
α!
∏
q>1
(Xq)
αq ,
Qp(X1, . . . , Xp) =
∑
α∈P(p)
(−1)p−|α|
|α|
|α|!
α!
∏
q>1
(
Xq
q!
)αq
.
Remark 3.6. The set P(p) is finite. Moreover, if α = (αq)q>1 ∈ P(p), then for all q > p, we have
αq = 0. Hence, we can index the products appearing in Def. 3.5 by 1 6 q 6 p instead of q > 1.
Thus, Pp and Qp are indeed polynomials and their total degree is at most p. In fact, for all p > 1,
the total degree of Pp and Qp equals p.
Definition 3.7. For any p > 1, we denote by Ap = Qp
(
1, 12! , . . . ,
1
p!
)
.
Proof of Prop. 1.10. We already derived an almost sure expression of the randomized moments
(Mpτ )p>1 in Cor. 3.4. In particular, we already proved that the odd moments vanish almost surely,
which is the first point in Prop. 1.10.
By Cor. 3.4, in order to prove the second point of Prop. 1.10, we only need to prove the following
for any p > 1 and τ ∈ R \ {λk | k > 1}: if Sqτ < +∞ for any q ∈ {1, . . . , p}, then
∑
a∈ℓ0;|a|=p
∏
k>1

(
1
λk − τ
)2ak ∑
(bj)∈Nmk∑mk
j=1 bj=ak
mk∏
j=1
bj∑
c=0
(
1
c! (bj − c)!
)2 = 1p!Pp (2A1S1τ , . . . , 2ApSpτ ) .
(3.3)
Indeed,
1
p!
Pp
(
2A1S
1
τ , . . . , 2ApS
p
τ
)
=
∑
α∈P(p)
(−1)p−|α| 2
|α|
α!
p∏
q=1
(AqS
q
τ )
αq .
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Let X = (Xk)k>1, for any p ∈ N∗, we denote by Fp(X) the formal power series in infinitely
many variables defined by:
Fp(X) =
∑
a∈ℓ0;|a|=p
∏
k>1
X2akk
∏
k>1
 ∑
(bj)∈Nmk∑mk
j=1 bj=ak
mk∏
j=1
bj∑
c=0
(
1
c! (bj − c)!
)2 .
We also define F (X) = 1 +
∑
p>1 Fp(X). Note that, for all p > 1, Fp is the homogeneous part of
total degree 2p of F . In the following, we write that two formal power series in (Xk)k>1 are equal
if, for any (ak)k>1 ∈ ℓ0, the coefficients in front of the monomial
∏
k>1X
ak
k are equal. We have:
F (X) =
∑
a∈ℓ0
∏
k>1
∑
b1+···+bmk=ak
mk∏
j=1
X2bjk bj∑
c=0
(
1
c! (bj − c)!
)2
=
∏
k>1
∑
ak>0
∑
b1+···+bmk=ak
mk∏
j=1
X2bjk bj∑
c=0
(
1
c! (bj − c)!
)2
=
∏
k>1
∑
b1,...,bmk∈N
mk∏
j=1
X2bjk bj∑
c=0
(
1
c! (bj − c)!
)2
=
∏
k>1
∑
b>0
X2bk
b∑
c=0
(
1
c! (b− c)!
)2mk
=
∏
k>1
∑
p>0
X2pk
(p!)2
2mk .
Using Eq. (B.2) with T = X2 and Yp =
1
p! for any p > 1, we have:
ln
1 +∑
p>1
X2p
(p!)2
 =∑
q>1
(−1)q−1Qq
(
1,
1
2!
, . . . ,
1
q!
)
X2q =
∑
q>1
(−1)q−1AqX2q, (3.4)
by the definition of the (Ap)p>1 (Def. 3.7). Then, using Eq. (B.1) with T = 1, we have:
F (X) = exp
∑
k>1
2mk ln (I0(2Xk))

= exp
∑
q>1
(−1)q−12Aq
∑
k>1
mkX
2q
k

= 1 +
∑
p>1
1
p!
Pp
2A1∑
k>1
mkX
2
k , . . . , 2Ap
∑
k>1
mkX
2p
k
 .
Let p ∈ N∗, by definition of Pp (see Def. 3.5), Pp
(
2A1
∑
k>1mkX
2
k , . . . , 2Ap
∑
k>1mkX
2p
k
)
is
homogeneous of total degree 2p in X . Hence,
Fp(X) =
1
p!
Pp
2A1∑
k>1
mkX
2
k , . . . , 2Ap
∑
k>1
mkX
2p
k
 . (3.5)
Let τ ∈ R \ {λk | k > 1} and let us specialize Eq. (3.5) in the case where X =
(
1
λk−τ
)
k>1
. As
we already explained (see the proof of Cor. 3.4), the left-hand side always makes sense in [0,+∞].
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However, since some of the coefficients of Pp are negative, if two of the (S
q
τ )16q6p are infinite, it
might not be possible to make sense of the right-hand side of Eq. (3.5) evaluated on
(
1
λk−τ
)
k>1
.
Assuming that Sqτ < +∞ for all q ∈ {1, . . . , p}, we obtain precisely Eq. (3.3), which concludes the
proof.
3.1.2 Case of the square torus
This section is concerned with the special case of the square flat torus T = T1. The content of
the other sections of this paper is, of course, still valid in this setting. Nonetheless, on T, the
deterministic wave vectors sets (Λk)k>1 (see Eq. (2.1)) present an additional symmetry. Namely,
they are invariant by (x1, x2) 7→ (x2, x1), as explained in Rem. 2.1. In what follows, we define
a variation of the model studied in the previous sections, such that the randomized (Λk)k>1 are
also invariant by (x1, x2) 7→ (x2, x1). It turns out that the almost sure expression of the moments
derived in Prop. 1.10 is still valid in this case.
This section follows step by step what we did in Step 2 of Sect. 1.2 and in Sect. 3.1.1. We assume
that we are given an increasing sequence (λk)k>1 of positive numbers and a sequence (nk)k>1 of
positive integers. For any k > 1, nk will be the number of points in Λk of the form (x1, x2) with
0 6 x2 6 x1.
Definition 3.8. Let η′ denote the product of the uniform probability measures on [0, π4 ]
N
∗×N∗ ,
that is the distribution of a sequence of independent uniform variables in [0, π4 ], indexed by N
∗×N∗.
Definition 3.9. Let (λk)k>1 be an increasing sequence of positive numbers, let (nk)k>1 be a
sequence of positive integers and let (θk,j)k,j>1 be a sequence of random variables in [0,
π
4 ] whose
distribution is absolutely continuous with respect to η′. Then, for any k > 1, we set:
Λk =
√
λk
2π
{
ζ(i)(θk,j)
∣∣∣ 1 6 j 6 nk, 1 6 i 6 8} . (3.6)
where we denoted, for every θ ∈ [0, π4 ]:
ζ(1)(θ) = (cos(θ), sin(θ)) = −ζ(3)(θ), ζ(2)(θ) = (− cos(θ), sin(θ)) = −ζ(4)(θ),
ζ(5)(θ) = (sin(θ), cos(θ)) = −ζ(7)(θ) and ζ(6)(θ) = (− sin(θ), cos(θ)) = −ζ(8)(θ).
For all k > 1, we denote by rk = card(Λk) and by mk the cardinality of Λk ∩ [0,+∞)2. As in
Sect. 3.1.1, almost surely, for any k and j > 1, we have θk,j ∈ (0, π4 ), so that rk = 4mk = 8nk.
Having defined the randomized (Λk)k>1 by Def. 3.9, we can define a random sequence of
integers (Na)a∈ℓ0 by Def. 1.4. Then, for any p ∈ N∗ and τ ∈ R \ {λk | k > 1}, we can still define
the randomized moments Mpτ as in Def. 3.2.
For our original random model, introduced in Sect. 1.2, the only thing we used in the proofs
of Cor. 3.4 and Prop. 1.10 is the almost sure expression of the (Na)a∈ℓ0 derived in Lem. 3.3
(cf. Sect. 3.1.1). Our main point here is that Lem. 3.3 remains valid for the alternate random
model introduced in this section. Thus, proceeding as in Sect. 3.1.1, Cor. 3.4 and Prop. 1.10 hold
true in the model with additional symmetry, with the exact same proofs (recall that, almost surely,
for all k > 1, mk = 2nk). In the next sections, we study the randomized moments M
p
τ using the
almost sure expression derived in Prop. 1.10. In the case of the square torus, our results hold
both for the general model of Sect. 1.2 and for the model with additional symmetry of Sect. 3.1.2.
Indeed, Prop. 1.10 holds for both models.
We conclude this section by proving that Lem. 3.3 remains valid for the variation of our random
model considered in this section.
Proof of Lem. 3.3 for the alternate model of this section. The proof follows the lines of the one we
gave for the original model. For any a ∈ ℓ0, we have:
Na = card
(ik,l, jk,l) ∈ ∏
k>1
({1, . . . , 8} × {1, . . . , nk})ak
∣∣∣∣∣∣
∑
k>1
ak∑
l=1
√
λk
2π
ζ(ik,l)
(
θk,jk,l
)
= 0
 .
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Let (ik,l, jk,l) ∈
∏
k>1 ({1, . . . , 8} × {1, . . . , nk})ak . For any k > 1, any j ∈ {1, . . . , nk} and any
i ∈ {1, . . . , 8}, we set:
ci(k, j) = card {l ∈ {1, . . . , ak} | (ik,l, jk,l) = (i, j)} .
Then∑
k>1
ak∑
l=1
√
λk
2π
ζ(ik,l)
(
θk,jk,l
)
=
∑
k>1
nk∑
j=1
√
λk
2π
(
(c1(k, j)− c2(k, j)− c3(k, j) + c4(k, j)) cos(θk,j)
(c1(k, j) + c2(k, j)− c3(k, j)− c4(k, j)) sin(θk,j)
)
+
∑
k>1
nk∑
j=1
√
λk
2π
(
(c5(k, j)− c6(k, j)− c7(k, j) + c8(k, j)) sin(θk,j)
(c5(k, j) + c6(k, j)− c7(k, j)− c8(k, j)) cos(θk,j)
)
.
If (ik,l, jk,l)k>1;16l6ak is such that for any k > 1 and any j ∈ {1, . . . , nk} we have:
c1(k, j)− c2(k, j)− c3(k, j) + c4(k, j) = 0,
c1(k, j) + c2(k, j)− c3(k, j)− c4(k, j) = 0,
c5(k, j)− c6(k, j)− c7(k, j) + c8(k, j) = 0,
c5(k, j) + c6(k, j)− c7(k, j)− c8(k, j) = 0
(3.7)
then the above sum equals 0.
Conversely, let us assume that one of the relations (3.7) is not satisfied. Without loss of
generality, we assume that there exists k1 > 1 and j1 ∈ {1, . . . , nk1} such that:
c1(k1, j1)− c2(k1, j1)− c3(k1, j1) + c4(k1, j1) 6= 0.
Let us denote by (k2, j2), . . . , (kq, jq) the other couples of the form (k, j) with 1 6 j 6 nk and such
that there exists i ∈ {1, . . . , 8} such that ci(k, j) 6= 0. If
∑
k>1
∑ak
l=1
√
λk
2π ζ
(ik,l)
(
θk,jk,l
)
= 0, then
0 = F˜ (θ1, . . . , θq) =
q∑
l=1
√
λkl
2π
(c1(kl, jl)− c2(kl, jl)− c3(kl, jl) + c4(kl, jl)) cos(θl)
+
q∑
l=1
√
λkl
2π
(c5(kl, jl)− c6(kl, jl)− c7(kl, jl) + c8(kl, jl)) sin(θl),
where we denoted θl = θkl,jl for any l ∈ {1, . . . , q}, and the previous equation defines F˜ . For any
(θ1, . . . , θq) ∈ (0, π4 )q, we have:
∂F˜
∂θ1
(θ1, . . . , θq) =−
√
λk1
2π
(c1(k1, j1)− c2(k1, j1)− c3(k1, j1) + c4(k1, j1)) sin(θ1)
+
√
λk1
2π
(c5(k1, j1)− c6(k1, j1)− c7(k1, j1) + c8(k1, j1)) cos(θ1),
and this quantity vanishes if and only if
tan(θ1) =
c5(k1, j1)− c6(k1, j1)− c7(k1, j1) + c8(k1, j1)
c1(k1, j1)− c2(k1, j1)− c3(k1, j1) + c4(k1, j1) .
Hence, F˜ is a smooth submersion on{
(θ1, . . . , θq) ∈
(
0,
π
4
)q ∣∣∣∣ θ1 6= arctan(c5(k1, j1)− c6(k1, j1)− c7(k1, j1) + c8(k1, j1)c1(k1, j1)− c2(k1, j1)− c3(k1, j1) + c4(k1, j1)
)}
,
and F˜−1(0) ⊂ [0, π4 ]q has measure 0 for the measure induced by η′. Thus, if one the relations (3.7)
is not satisfied, then almost surely,
∑
k>1
∑ak
l=1
√
λk
2π ζ
(ik,l)
(
θk,jk,l
) 6= 0. This argument shows that,
almost surely, for any a ∈ ℓ0, we have:
Na = card {(ik,l, jk,l)k>1;16l6ak | ∀k > 1, ∀j ∈ {1, . . . , nk}, (ci(k, j))16i68 satisfies (3.7)} .
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Let us consider only the full-measure set on which the (Na)a∈ℓ0 are defined by the previous
formula. Let a = (ak)k>1 ∈ ℓ0 and let (ik,l, jk,l)(k,l) ∈
∏
k>1 ({1, . . . , 8} × {1, . . . , nk})ak . For any
k > 1 and j ∈ {1, . . . , nk}, we set:
bk,j = card{l ∈ {1, . . . , ak} | jk,l = j} .
Then, (ik,l, jk,l)k>1;16l6ak satisfies Eq. (3.7) for any (k, j) if and only if:
c1(k, j) = c3(k, j),
c2(k, j) = c4(k, j),
c5(k, j) = c7(k, j),
c6(k, j) = c8(k, j),
2 (c1(k, j) + c2(k, j) + c5(k, j) + c6(k, j)) = bk,j .
Arguing as in the proof of Lem. 3.3, we deduce the following. If there exists k > 1 such that ak is
odd, then Na = 0. And if ak is even for any k > 1, then
Na = a!
∑
(bk,j)∈
∏
k>1 N
nk
2
∑nk
j=1 bk,j=ak
∑
c1(k,j),c2(k,j),c5(k,j),c6(k,j)∈N
∀(k,j), ∑ ci(k,j)=bk,j
∏
k>1
nk∏
j=1
(
1
c1(k, j)!c2(k, j)!c5(k, j)!c6(k, j)!
)2
= a!
∑
(bk,j)∈
∏
k>1 N
nk
2
∑nk
j=1 bk,j=ak
∏
k>1
nk∏
j=1
∑
c1,c2,c5,c6∈N
c1+c2+c5+c6=bk,j
(
1
c1!c2!c5!c6!
)2
.
Then, for any b ∈ N, we have:
∑
c1+c2+c5+c6=b
(
1
c1!c2!c5!c6!
)2
=
∑
b′+b′′=b
( ∑
c1+c2=b′
(
1
c1!c2!
)2)( ∑
c5+c6=b′′
(
1
c5!c6!
)2)
=
∑
b′+b′′=b
 b′∑
c=0
(
1
c!(b′ − c)!
)2 b′′∑
c=0
(
1
c!(b′′ − c)!
)2 .
Finally, if ak is even for any k > 1, we have:
Na = a!
∑
(bk,j)∈
∏
k>1 N
nk
2
∑nk
j=1 bk,j=ak
∏
k>1
nk∏
j=1
∑
b′,b′′∈N
b′+b′′=bk,j
 b′∑
c=0
(
1
c!(b′ − c)!
)2 b′′∑
c=0
(
1
c!(b′′ − c)!
)2
= a!
∑
(bk,j)∈
∏
k>1 N
nk
2
∑nk
j=1 bk,j=ak
∑
b′k,j ,b
′′
k,j∈N
∀(k,j), b′k,j+b′′k,j=bk,j
∏
k>1
nk∏
j=1
b′k,j∑
c=0
(
1
c!(b′k,j − c)!
)2b′′k,j∑
c=0
(
1
c!(b′′k,j − c)!
)2
= a!
∑
(b′k,j ,b
′′
k,j)∈
∏
k>1 N
nk×Nnk
2
∑nk
j=1(b
′
k,j+b
′′
k,j)=ak
∏
k>1
nk∏
j=1
b′k,j∑
c=0
(
1
c!(b′k,j − c)!
)2b′′k,j∑
c=0
(
1
c!(b′′k,j − c)!
)2 .
Recalling that mk = 2nk for all k > 1, Na can be rewritten as:
a!
∑
(bk,j)∈
∏
k>1 N
mk
2
∑mk
j=1 bk,j=ak
∏
k>1
mk∏
j=1
bk,j∑
c=0
(
1
c!(bk,j − c)!
)2
= a!
∏
k>1
 ∑
(bj)∈Nmk
2
∑mk
j=1 bj=ak
mk∏
j=1
bj∑
c=0
(
1
c! (bj − c)!
)2 ,
which concludes the proof.
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3.2 Randomization of the spectrum of the Laplacian
In this section, we finally replace the sequence of eigenvalues of the Laplacian on Tα by the values
of a Poisson point process. This corresponds to the last step in the definition of our random model
(Step 3 in Sect. 1.2). Then, we check that the resulting random sequence (λk)k>1 behaves nicely,
and we define the corresponding randomized even moments.
Let us consider a multiplicity function m : [0,+∞)→ [1,+∞) (cf. 1.12) and denote by νm the
corresponding intensity measure (see Def. 1.13). From now on, we denote by (λk)k>1 the increasing
sequence of the values of a Poisson point process of intensity νm on [0,+∞), as in Def. 1.14. The
fact that this definition makes sense is the content of Lem. A.2. Let us denote by mk = m(λk)
for all k > 1, as in Def. 1.14. As explained in Sect. 1.2, for any τ ∈ R, we define the randomized
spectral sums (Sqτ )q>1 by Def. 1.9. Recalling, Prop. 1.10, we are now only interested in even order
moments, and we can redefine the even order randomized moments (M2pτ )p>1 as follows.
Definition 3.10. Let m be a multiplicity function and let (λk)k>1 be the associated randomized
spectrum (see Def. 1.14). For any k > 1, let mk = m(λk). For all p ∈ N∗, for all τ ∈ R, we define
the randomized even moment M2pτ by:
M2pτ = (2p)!
∑
α∈P(p)
(−1)p−|α| 2
|α|
α!
p∏
q=1
(AqS
q
τ )
αq ,
where P(p), (Sqλ)q>1 and (Ap)p>1 are defined by Def. 1.8, Def. 1.9 and Def. 3.7 respectively.
We will prove, in Lem. B.8, that the coefficients (Ap)p>1 are positive. Hence, Def. 3.10 defines
M2pτ as a polynomial in (S
1
τ , . . . , S
p
τ ) with some negative coefficients. In this setting, the spectral
sums (Sqτ )q>1 are random variables taking values in [0,+∞]. In particular, Def. 3.10 might not
make sense if several of these variables take the value +∞ simultaneously. The following lemma
states that this happens with probability 0.
Lemma 3.11. Let m be a multiplicity function and let (λk)k>1 be the associated randomized
spectrum. For all k > 1, let mk = m(λk). Let τ ∈ R. Then, almost surely, for all q > 1, Sqτ is
finite.
Proof. Let τ ∈ R. For all q ∈ N∗, we denote by gq : t 7→ m(t)(t−τ)2q . We have Sqτ =
∑
k>1 gq(λk).
Since ∫ +∞
0
min(gq(t), 1)νm(dt) =
1
16π
∫ +∞
0
min
(
1
(t− τ)2q ,
1
m(t)
)
dt
6
∫ +∞
0
min
(
1
(t− τ)2q , 1
)
dt < +∞,
by Campbell’s Theorem (Thm. A.3), Sqτ is almost surely finite.
Remark 3.12. By Campbell’s Theorem, for any q > 1 and τ > 0,
E[Sqτ ] =
∫ +∞
0
m(t)
(t− τ)2q νm(dt) =
1
16π
∫ +∞
0
1
(t− τ)2q dt = +∞.
Corollary 3.13. In the setting of Def. 3.10, for all τ ∈ R, almost surely, for all p ∈ N∗, M2pτ is
well-defined.
3.3 Limit distribution of the spectral sums
In this section, we study the asymptotic distribution of the randomized spectral sums (Sqτ )q>1
(cf. Def. 1.9) in the setting described in the previous section (see also Sect. 1.2, Step 3). More
precisely, we prove that, after a good rescaling, the finite-dimensional marginals of (Sqτ )q>1 converge
in distribution as τ → +∞. We also describe the limit distribution.
First, we need the following basic result about multiplicity functions (see Def. 1.12). It will be
useful in the proof of Lem. 3.16 and the proof of the Random Weyl Law in Sect. 4.
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Lemma 3.14. Let m be a multiplicity function. Then m′ is bounded. Moreover, there exists α < 1
such that m(t) = O(tα) as t→ +∞.
Proof. The function m′ is continuous on [0,+∞) and m′(t) −−−−→
t→+∞
0. Hence |m′| admits a maxi-
mum on [0,+∞).
Let β > 0 be such that m′(t) = O(t−β) as t→ +∞. Without loss of generality, we can assume
that 0 < β < 1. Since m is a C1 function, we have m(t) = m(1) + ∫ t
1
m′(s) ds for all t > 0. Then,
as t→ +∞, we have: ∫ t
1
|m′(s)| ds = O
(∫ t
1
s−β ds
)
= O(t1−β).
Setting α = 1− β ∈ (0, 1), we have m(t) = O(tα) as t→ +∞.
Definition 3.15. Let p ∈ N∗, we denote by ψ be the function from Rp to R defined by:
ψ : (x1, . . . , xp) 7→ exp
(
− 1
16π
∫ +∞
−∞
1− exp
(
i
p∑
q=1
xq
t2q
)
dt
)
.
Lemma 3.16. Let m be a multiplicity function, let (λk)k>1 denote the associated randomized spec-
trum (see Def. 1.14) and let mk = m(λk) for all k > 1. Let the randomized spectral sums (S
q
τ )q>1
be defined by Def. 1.9. Let p ∈ N∗, we denote by Sτ =
(
m(τ)S1τ ,m(τ)
3S2τ , . . . ,m(τ)
2p−1Spτ
)
, for
any τ > 0.
Then Sτ −−−−−→
τ→+∞
S in distribution, where S is a random vector in Rp whose characteristic
function is ψ. In particular, the limit distribution does not depend on m.
Proof. Let p ∈ N∗ and let τ > 0. Let us denote by ψτ the characteristic function of Sτ and let
x = (x1, . . . , xp) ∈ Rp. For any q ∈ {1, . . . , p}, let gq : t 7→ m(t)(t−τ)2q . We have already seen (cf. the
proof of Lem. 3.11) that gq satisfies the hypothesis of Campbell’s Theorem (Thm. A.3) and that
Sqτ =
∑
k>1 gq(λk). Hence, we have:
ψτ (x) = E
[
exp
(
i
p∑
q=1
xqm(τ)
2q−1Sqτ
)]
= exp (−Iτ (x)) ,
where
Iτ (x) =
∫ +∞
0
(
1− exp
(
i
p∑
q=1
xqm(τ)
2q−1 m(t)
(t− τ)2q
))
νm(dt)
=
1
16π
∫ +∞
−τ
(
1− exp
(
i
p∑
q=1
xqm(τ)
2q−1m(τ + t)
t2q
))
dt
m(τ + t)
=
1
16π
∫ +∞
− τ
m(τ)
(
1− exp
(
i
m(τ + tm(τ))
m(τ)
p∑
q=1
xq
t2q
))
m(τ)
m(τ + tm(τ))
dt.
Let t ∈
[
− τ
m(τ) ,+∞
)
, we have:
∣∣∣∣m(τ + tm(τ))m(τ) − 1
∣∣∣∣ = 1m(τ)
∣∣∣∣∣
∫ τ+tm(τ)
τ
m′(s) ds
∣∣∣∣∣ 6 |t|max{|m′(s)| ∣∣∣ s > τ − |t|m(τ)} . (3.8)
By Lem. 3.14, m(τ) = o(τ), and τ − |t|m(τ) −−−−−→
τ→+∞ +∞. By Def. 1.12, m
′(t) −−−−−→
τ→+∞ 0. Hence,
the above maximum goes to 0 as τ → +∞ and m(τ+tm(τ))
m(τ) −−−−−→τ→+∞ 1. Thus, for all t ∈ R
∗,
(
1− exp
(
i
m(τ + tm(τ))
m(τ)
p∑
q=1
xq
t2q
))
m(τ)
m(τ + tm(τ))
1[− τm(τ) ,+∞)(t) −−−−−→τ→+∞ 1− exp
(
i
p∑
q=1
xq
t2q
)
.
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We need an integrable dominating function, in order to apply Lebesgue’s Dominated Convergence
Theorem. By Lem. 3.14, m′ is bounded. Let us denote by ‖m′‖ = supt>0 |m′(t)|. For any t ∈ R∗,
if |t| 6 12‖m′‖ , we have
∣∣∣m(τ+tm(τ))m(τ) − 1∣∣∣ 6 12 by Eq. (3.8). Then m(τ+tm(τ))m(τ) > 12 and∣∣∣∣∣
(
1− exp
(
i
m(τ + tm(τ))
m(τ)
p∑
q=1
xq
t2q
))∣∣∣∣∣ m(τ)m(τ + tm(τ)) 6 4.
If |t| > 12‖m′‖ , we have:∣∣∣∣∣
(
1− exp
(
i
m(τ + tm(τ))
m(τ)
p∑
q=1
xq
t2q
))∣∣∣∣∣ m(τ)m(τ + tm(τ)) 6
∣∣∣∣∣
p∑
q=1
xq
t2q
∣∣∣∣∣ 6 ‖x‖
p∑
q=1
1
t2q
,
where ‖·‖ stands for the Euclidean norm of Rp. Thus, we can use the following dominating function:
t 7→

‖x‖
p∑
q=1
1
t2q
, if |t| > 1
2 ‖m′‖ ,
4, otherwise.
Hence, by Lebesgue’s Theorem, for any x ∈ Rp, we have:
Iτ (x) −−−−−→
τ→+∞
1
16π
∫ +∞
−∞
1− exp
(
i
p∑
q=1
xq
t2q
)
dt,
and ψτ converges pointwise to ψ (see Def. 3.15).
Let x ∈ Rp be such that ‖x‖ 6 1. For any t ∈ R∗, we have:∣∣∣∣∣1− exp
(
i
p∑
q=1
xq
t2q
)∣∣∣∣∣ 6 min
(
2,
∣∣∣∣∣
p∑
q=1
xq
t2q
∣∣∣∣∣
)
6 min
(
2, ‖x‖
p∑
q=1
1
t2q
)
6 min
(
2,
p∑
q=1
1
t2q
)
.
The function t 7→ min
(
2,
∑p
q=1
1
t2q
)
is integrable. Hence, by Lebesgue’s Theorem,
∫ +∞
−∞
1− exp
(
i
p∑
q=1
xq
t2q
)
dt −−−→
x→0
0
and ψ(x) −−−→
x→0
1 = ψ(0). Since ψ is continuous at 0, by Lévy’s Continuity Theorem, ψ is the
characteristic function of a probability distribution. Moreover, denoting by S a random vector
in Rp whose characteristic function is ψ, we have Sτ −−−−−→
τ→+∞ S in distribution.
Lemma 3.17. Let p ∈ N∗ and let S = (S1, . . . , Sp) be a random vector in Rp whose characteristic
function is ψ (cf. Def. 3.15). Then, S admits a smooth density D with respect to the Lebesgue
measure of Rp. The map D is the inverse Fourier transform of ψ. Moreover, S is supported in:
Ω =
{
(x1, . . . , xp) ∈ Rp
∣∣ x1 > 0 and ∀q ∈ {2, . . . , p}, 0 6 xq 6 x1xq−1} .
Proof. By Lem. B.1, the function ψ is fast decreasing. Hence, its inverse Fourier transform is well-
defined and is smooth. Denoting by D this function, the distribution of S admits the density D
with respect to the Lebesgue measure.
By Lem. 3.16, the random vector S is the limit of
(
m(τ)S1τ ,m(τ)
3S2τ , . . . ,m(τ)
2p−1Spτ
)
in
distribution, where m is any multiplicity function. Choosing m to be the constant unit function,
we have:
(S1τ , . . . , S
p
τ ) =
∑
k>1
1
(λk − τ)2 , . . . ,
∑
k>1
1
(λk − τ)2p
 −−−−−→
τ→+∞
S,
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in distribution, where (λk)k>1 is a Poisson point process on [0,+∞) with constant intensity 116π .
For any τ ∈ R and any q ∈ {1, . . . , p}, we have Sqτ > 0. Moreover, if q > 2, then
Sq−1τ S
1
τ =
∑
k 6=l
1
(λk − τ)2q−2
1
(λl − τ)2 +
∑
k>1
1
(λk − τ)2q > S
q
τ .
Since S admits a density with respect to the Lebesgue measure, we have P
(
S ∈ ∂Ω = 0). Hence,
P
(
S ∈ Ω) = lim
τ→+∞P
(
(S1τ , . . . , S
p
τ ) ∈ Ω
)
= 1.
Finally the support of S is included in the closed set Ω.
Remark 3.18. Let p ∈ N∗ and let S = (S1, . . . , Sp) be a random vector in Rp whose characteristic
function is ψ. Then for any q ∈ {1, . . . , p}, the characteristic function of Sq is
ψq : x 7→ exp
(
− 1
16π
∫ +∞
−∞
1− exp
(
ix
t2q
)
dt
)
.
For any x ∈ R∗, we have:∫ +∞
−∞
1− exp
(
ix
t2q
)
dt = 2
∫ +∞
0
exp
(
ix
t2q
)
− 1 dt = |x|
1
2q
q
∫ +∞
0
ei
x
|x|
u − 1
u1+
1
2q
du.
By [13, p. 90], the integral on the right-hand side equals exp
(
−i x|x| π4q
)
Γ
(
− 12q
)
, where Γ is Euler’s
Gamma Function. Hence, denoting by cq =
(
1
8π cos
(
π
4q
)
Γ
(
1− 12q
))2q
, we have:
ψq(x) = exp
(
− |cqx|
1
2q
(
1− i x|x| tan
(
π
4q
)))
.
This shows that Sq follows a one-sided 12q -stable law, more precisely the stable law of parameters(
1
2q , 1, cq, 0
)
. This distribution is known to admit a smooth density with respect to the Lebesgue
measure, and to be supported in [0,+∞). For q > 2, to the best of our knowledge, no analytical
expression of the density is known. For q = 1, this distribution coincides with the Lévy distribution
of parameters 0 and 1128π . In particular, its density is t 7→ 116π t−
3
2 exp
(− 1256πt)1[0,+∞)(t). Note
also that the expectation of Sq is infinite, for all q > 1.
Lemma 3.19. Let p ∈ N∗ and let S = (S1, . . . , Sp) be a random vector in Rp whose characteristic
function is ψ (cf. Def. 3.15). Then the random vector S =
(
S2
(S1)2 , . . . ,
Sp
(S1)p
)
admits a smooth
density
D : (y2, . . . , yp) 7−→
∫ +∞
0
(x1)
p(p+1)
2 −1D
(
x1, y2(x1)
2, . . . , yp(x1)
p
)
dx1, (3.9)
with respect to the Lebesgue of Rp−1, where D is the inverse Fourier transform of ψ. Moreover,
the support of D is contained in the compact set:
K =
{
(y2, . . . , yp) ∈ Rp−1
∣∣ 0 6 yp 6 . . . 6 y2 6 1} .
Proof. Let us denote by S˜ =
(
S1, S
2
(S1)2 , . . . ,
Sp
(S1)p
)
. By Lem. 3.17, the random vector S admits the
density D. In particular, P
(
S1 = 0
)
= 0, so that S˜ and S are almost surely well-defined. Then,
for any continuous bounded function g : Rp → R, we have:
E
[
g
(
S˜
)]
=
∫
x∈Rp
g
(
x1,
x2
(x1)2
, . . . ,
xp
(x1)p
)
D(x1, . . . , xp) dx
=
∫
(x1,y2,...,yp)∈Rp
g (x1, y2, . . . , yp)D
(
x1, y2(x1)
2, . . . , yp(x1)
p
) |x1| p(p+1)2 −1 dx1 dy2 . . . dyp.
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Recalling that D is smooth and supported in [0,+∞)p (see Lem. 3.17), this shows that S˜ admits
the smooth density D˜ : (x1, y2, . . . , yp) 7→ (x1) p(p+1)2 −1D
(
x1, y2(x1)
2, . . . , yp(x1)
p
)
, with respect to
the Lebesgue measure of Rp. Since S˜ = (S1,S), the random vector S admits the density D defined
by Eq. (3.9).
It is not clear that Eq. (3.9) defines a smooth function. In order to prove this, note that D˜
is smooth, so that the characteristic function ψ˜ of S˜ is fast decreasing. Then, the characteristic
function of S is (y2, . . . , yp) 7→ ψ˜(0, y2, . . . , yp), which is also fast decreasing. Thus, D is smooth.
Finally, by Lem. 3.17, the support of S is contained in Ω. Hence, we have almost surely S1 > 0
(in fact S1 > 0) and 0 6 Sq 6 Sq−1S1, for all q ∈ {2, . . . , p}. Thus, almost surely, we have:
0 6
Sp
(S1)p
6
Sp−1
(S1)p−1
6 . . . 6
S2
(S1)2
6 1,
which proves that the support of D is contained in K.
3.4 Proof of Thm. 1.16
This section is concerned with the proof of our main result (Thm. 1.16). Letm : [0,+∞)→ [1,+∞)
be a multiplicity function and let νm be the associated intensity measure (see Def. 1.12 and 1.13).
Let (λk)k>1 and (mk)k>1 be as in Def. 1.14, that is (λk)k>1 is a Poisson point process of intensity νm
and, for all k > 1, mk = m(λk). Let the randomized spectral sums (S
q
τ )q>1 be defined by Def. 1.9.
Finally, let the even randomized moments (M2pτ )p>1 be defined by Def. 3.10. We have seen in
Lem. 3.11 and Cor. 3.13 that these random variables are almost surely well-defined for all τ ∈ R.
Since Thm. 1.16 is concerned with the normalized moments, let us start by deriving an expres-
sion of these normalized moments. Note that, by Def. 3.5 and Def. 3.7, A1 = Q1(1) = 1. Besides,
by Def. 3.10, for all τ ∈ R, M2τ = 4S1τ .
Recall that (µp)p>1 denotes the sequence of moments of the standard Gaussian distribution
(see Def. 1.15) and that the polynomials (Pp)p>1 are defined by Def. 3.5. Let p ∈ N∗ and let τ ∈ R,
by Def. 3.10, we have:
M2pτ
(M2τ )
p
=
(2p)!
(4S1τ )
p
∑
α∈P(p)
(−1)p−|α| 2
|α|
α!
p∏
q=1
(AqS
q
τ )
αq
=
(2p)!
2pp!
∑
α∈P(p)
(−1)p−|α| p!
α!
∏
q>1
(
2AqS
q
τ
(2S1τ )
q
)αq
= µ2pPp
(
1,
2A2S
2
τ
(2S1τ )
2
, . . . ,
2ApS
p
τ
(2S1τ )
p
)
.
In view of Lem. 3.16, we rewrite this expression in the following form:
M2pτ
(M2τ )
p
= µ2pPp
(
1,
A2
2m(τ)
m(τ)3S2τ
(m(τ)S1τ )
2
, . . . ,
Ap
(2m(τ))p−1
m(τ)2p−1Spτ
(m(τ)S1τ )
p
)
. (3.10)
Definition 3.20. Let p ∈ N \ {0, 1} and let S = (S1, . . . , Sp) be a random vector in Rp whose
characteristic function is ψ (see Def. 3.15). Let l ∈ (0,+∞), we define the random vector
(R2(l), . . . , Rp(l)) in R
p−1 by:
(Rq(l))26q6p =
(
Pq
(
1,
A2
2l
S2
(S1)2
, . . . ,
Aq
(2l)q−1
Sq
(S1)q
))
26q6p
,
where (Pp)p>1 is defined by Def. 3.5 and (Ap)p>1 is defined by Def. 3.7. We also define the random
vector (R2(+∞), . . . , Rp(+∞)) as being constant equal to (1, . . . , 1) ∈ Rp−1.
Remark 3.21. The distributions of the random vectors
(
(S1, . . . , Sp)
)
p>1
are compatible, in the
sense that, if 1 6 q 6 p, then (S1, . . . , Sq) is distributed as the first q components of (S1, . . . , Sp).
Thus, if l ∈ (0,+∞] and 2 6 q 6 p, then (R2(l), . . . , Rq(l)) is distributed as the first (q − 1)
components of (R2(l), . . . , Rp(l)). In particular, the distribution of (R2(l), . . . , Rq(l)) is uniquely
defined.
27
The following lemma proves Point 1 in Thm. 1.16. The proof of Point 2 in Thm. 1.16 is similar
and is left to the reader.
Lemma 3.22. Let p ∈ N \ {0, 1} and l ∈ (0,+∞]. If m(τ) −−−−−→
τ→+∞
l, then the following holds in
distribution: (
M4τ
(M2τ )
2
, . . . ,
M2pτ
(M2τ )
p
)
−−−−−→
τ→+∞
(µ4R2(l), . . . , µ2pRp(l)) .
Proof. By Lem. 3.16, we have
(
m(τ)S1τ ,m(τ)
3S2τ , . . . ,m(τ)
2p−1Spτ
) −−−−−→
τ→+∞
S in distribution,
where S = (S1, . . . , Sp) is a random vector of characteristic function ψ (see Def. 3.15). Since
S admits a density (see Lem. 3.17), we have S1 6= 0 almost surely. Hence, by the Continuous
Mapping Theorem, the following holds in distribution:(
m(τ)3S2τ
(m(τ)S1τ )
2
, . . . ,
m(τ)2p−1Spτ
(m(τ)S1τ )
p
)
−−−−−→
τ→+∞
(
S2
(S1)2
, . . . ,
Sp
(S1)p
)
.
If l ∈ (0,+∞), by Eq. (3.10) and the Continuous Mapping Theorem, we have:(
M2qτ
(M2τ )
q
)
26q6p
−−−−−→
τ→+∞
(
µ2qPq
(
1,
A2
2l
S2
(S1)2
, . . . ,
Aq
(2l)q−1
Sq
(S1)q
))
26q6p
in distribution. This yields the result, by definition of (Rq(l))26q6p (see Def. 3.20).
If l = +∞, the same arguments shows that:(
M2qτ
(M2τ )
q
)
26q6p
−−−−−→
τ→+∞
(µ2qPq (1, 0, . . . , 0))26q6p
in distribution. By Def. 3.5, for all q > 2, Pq(1, 0, . . . , 0) = 1. This concludes the proof, since
(R2(+∞), . . . , Rp(+∞)) = (1, . . . , 1) by definition.
We have just proved the first part of Thm. 1.16. In order to conclude the proof, we need to
study the distribution of the random vectors (Rq(l))26q6p defined by Def. 3.20. For l = +∞, we
have (R2(l), . . . , Rp(l)) = (1, . . . , 1) by definition, for all p > 2. In this case, the limit distribution
in Thm. 1.16.1 and Thm. 1.16.2 is a Dirac mass. Hence the convergence also holds in probability.
When l ∈ (0,+∞), the following lemma proves that the limit distribution admit a smooth density.
Note that this density is explicit.
Lemma 3.23. Let p ∈ N \ {0, 1}, and let D denote the function defined by Eq.(3.9). Then, for
any l ∈ (0,+∞), the distribution of the random vector (R2(l), . . . , Rp(l)) (see Def. 3.20) admits
the smooth density
Dl : (x2, . . . , xp) 7−→ (2l)
p(p−1)
2
(
p∏
q=2
1
Aqq!
)
D
(
2l
A2
Q2(1, x2), . . . ,
(2l)p−1
Ap
Qp(1, x2, . . . , xp)
)
(3.11)
with respect to the Lebesgue measure of Rp−1, where (Qq)q>1 and (Ap)p>1 are defined by Def. 3.5
and Def. 3.7 respectively.
Proof. Let (S1, . . . , Sp) ∈ Rp be a random vector whose characteristic function is ψ (see Def. 3.15).
Let g : Rp−1 → R be a continuous bounded function. By Def. 3.20, we have:
E[g (R2(l), . . . , Rp(l))] = E
[
g
(
P2
(
1,
A2
2l
S2
(S1)2
)
, . . . , Pp
(
1,
A2
2l
S2
(S1)2
, . . . ,
Ap
(2l)p−1
Sp
(S1)p
))]
=
∫
y∈Rp−1
g ◦ Φ′p
(
A2
2l
y2, . . . ,
Ap
(2l)p−1
yp
)
D(y) dy,
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where D is the density of
(
S2
(S1)2 , . . . ,
Sp
(S1)p
)
(cf. Lem. 3.19) and Φ′p is defined by Def. B.3. By
Lem. B.8, we have Ap > 0 for all p > 1. Then,∫
y∈Rp−1
g ◦ Φ′p
(
A2
2l
y2, . . . ,
Ap
(2l)p−1
yp
)
D(y) dy
=
∫
y∈Rp−1
g
(
Φ′p(y)
)D( 2l
A2
y2, . . . ,
(2l)p−1
Ap
yp
)
(2l)
p(p−1)
2
(
p∏
q=2
1
Aq
)
dy
=
∫
x∈Rp−1
g(x)Dl(x) dx,
where we obtained the last line by a change of variable x = Φ′p(y). Indeed, by Cor. B.5, the map
Φ′p is a diffeomorphism of inverse Ψ
′
p (see Def. B.3), and its Jacobian determinant is
∏p
q=2 q!.
The last part of Thm. 1.16 is the content of the following lemma.
Lemma 3.24. Let p ∈ N \ {0, 1}, then {(R2(l), . . . , Rp(l)) | l ∈ (0,+∞]} is a one-parameter fam-
ily of random vectors, whose distributions are pairwise distinct. That is, (R2(l), . . . , Rp(l)) and
(R2(l
′), . . . , Rp(l′)) have the same distribution if and only if l = l′.
Proof. Since (R2(+∞), . . . , Rp(+∞)) is constant and (R2(l), . . . , Rp(l)) is absolutely continuous
with respect to Lebesgue for l ∈ (0,+∞), they can not be equal in distribution. To conclude the
proof, by Lem. 3.23, it is enough to prove that if l and l′ ∈ (0,+∞) are different, then Dl 6= Dl′ ,
where these smooth functions are defined by Eq. (3.11).
By Lem. 3.19, the density D defined by Eq. (3.9) is smooth with compact support. Hence
it admits a global maximum, that we denote by M . Since D is the density of a probability
distribution, we have M > 0.
For any l > 0, the map:
(x2, . . . , xp) 7−→
(
2l
A2
Q2(1, x2), . . . ,
(2l)p−1
Ap
Qp(1, x2, . . . , xp)
)
is a global diffeomorphism from Rp−1 to itself. Indeed, this map is the compose of Ψ′p (cf. Def. B.3)
with (x2, . . . , xp) 7→
(
2l
A2
x2, . . . ,
(2l)p−1
Ap
xp
)
. The former is a diffeomorphism by Cor. B.5. Since
l > 0, the latter is also a well-defined diffeomorphism from Rp−1 to itself, by Lem. B.8. Hence, the
density Dl defined by Eq. (3.11) admits a positive maximum, equal to (2l)
p(p−1)
2
(∏p
q=2
1
Aqq!
)
M .
Finally, if l and l′ ∈ (0,+∞) are different, then Dl and Dl′ do not have the same global
maximum. In particular, Dl 6= Dl′ .
4 Random Weyl Law
In this section, we prove the Random Weyl Law (Prop. 1.17). Let m : [0,+∞) → [1,+∞) be a
multiplicity function, in the sense of Def. 1.12. As in Sect. 1.2, we denote by νm the measure with
density (16πm)−1 with respect to Lebesgue on [0,+∞) (cf. Def. 1.13). Let (λk)k>1 denote the
increasing sequence of the values of a Poisson point process of intensity νm. As in Def. 1.14, we
denote mk = m(λk) for all k > 1.
The deterministic Weyl Law (Thm. 2.4) is concerned with the function N that counts the num-
ber of eigenvalues of ∆ smaller than its argument, the eigenvalues being counted with multiplicity.
With the notations of Sect. 2.1, for all λ > 0, we have:
N (λ) = 1 +
∑
{k>1|λk6λ}
card(Λk).
In our random model, recall that almost surely card(Λk) = 4mk for all k > 1. Hence, the random
variable Nm(λ) defined by Eq. (1.1) is indeed the analogue of N (λ) is this model. Prop. 1.17 is
the main reason behind our definition of the intensity measure νm.
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Proof of Prop. 1.17. Let λ > 0, we first compute the first two moments of Nm(λ). Note that
Nm(λ) = 1 +
∑
{k>1|λk6λ}
4mk = 1 +
∑
k>1
4m(λk)1[0,λ](λk),
where 1[0,λ] denotes the indicator function of [0, λ]. Applying Campbell’s Theorem (Thm. A.3) to
the function 4m1[0,λ], we have:
E[Nm(λ)] = 1 + E
∑
k>1
4m(λk)1[0,λ](λk)
 = 1 + ∫ λ
0
4m(t)νm(dt) = 1 +
λ
4π
,
and
Var(Nm(λ)) = Var
∑
k>1
4m(λk)1[0,λ](λk)
 = ∫ λ
0
16m(t)2νm(dt) =
1
π
∫ λ
0
m(t) dt.
Let us now prove the Law of Large Numbers. By Lem. 3.14, there exists α < 1 such that
m(t) = O(tα). Since m(t) > 1 for all t > 0, we must have α > 0. Then
Var(Nm(λ)) = 1
π
∫ λ
0
m(t) dt = O
(∫ λ
0
tα dt
)
= O
(
λα+1
)
.
For all k ∈ N∗, we set tk = k 21−α . We have tk → +∞ as k → +∞, and
Var
(
1
tk
Nm(tk)
)
= O
(
(tk)
α−1) = O(k−2).
Then,
E
∑
k>1
1
t2k
(
Nm(tk)−
(
1 +
tk
4π
))2 =∑
k>1
Var
(
1
tk
Nm(tk)
)
< +∞.
Hence,
∑
k>1
(
1
tk
Nm(tk)− 1tk − 14π
)2
< +∞ almost surely, which implies that almost surely
1
tk
Nm(tk) −−−−−→
k→+∞
1
4π .
Let λ > 1, there exists a unique k ∈ N∗ such that tk 6 λ < tk+1. Since Nm is a non-decreasing
function, we have:
tk
tk+1
Nm(tk)
tk
=
Nm(tk)
tk+1
6
Nm(tk)
λ
6
Nm(λ)
λ
6
Nm(tk+1)
λ
6
Nm(tk+1)
tk
=
tk+1
tk
Nm(tk+1)
tk+1
.
Then, since
tk+1
tk
−−−−−→
k→+∞
1 and k ∼ λ 1−α2 as λ→ +∞, we have 1
λ
Nm(λ) −−−−−→
λ→+∞
1
4π almost surely.
Let us denote by σ(λ) =
(
1
π
∫ λ
0
m(t) dt
) 1
2
. In order to prove the second claim, that is the
Central Limit Theorem, it is enough to prove that the characteristic function χλ of
Nm(λ) − E[Nm(λ)]
Var(Nm(λ))
1
2
=
Nm(λ) − 1− λ4π
σ(λ)
converges pointwise towards x 7→ e−x22 , the characteristic function of a standard Gaussian variable.
Since ∫ +∞
0
min(4m(t)1[0,λ](t), 1)νm(dt) =
1
16π
∫ λ
0
dt
m(t)
6
λ
16π
< +∞,
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the characteristic function of Nm(λ)− 1 is given by Campbell’s Theorem. For any x ∈ R, we have:
χλ(x) = exp
(
−ix λ
4πσ(λ)
)
E
exp
i x
σ(λ)
∑
k>1
4m(λk)1[0,λ](λk)

= exp
(
−
∫ λ
0
(
1− ei 4xm(t)σ(λ)
)
νm(dt)− ix λ
4πσ(λ)
)
= exp
(
−
∫ λ
0
(
1 + i
4xm(t)
σ(λ)
− ei 4xm(t)σ(λ)
)
νm(dt)
)
.
Hence, it enough to prove that, for all x ∈ R,∫ λ
0
(
1 + i
4xm(t)
σ(λ)
− ei 4xm(t)σ(λ)
)
νm(dt) −−−−−→
λ→+∞
x2
2
.
Using the Taylor–Lagrange Formula for θ 7→ eiθ at order 2 around 0, we obtain that, for all
t ∈ [0, λ], ∣∣∣∣∣1 + i4xm(t)σ(λ) − 12
(
4xm(t)
σ(λ)
)2
− ei 4xm(t)σ(λ)
∣∣∣∣∣ 6
∣∣∣∣4xm(t)σ(λ)
∣∣∣∣3 .
We have: ∫ λ
0
∣∣∣∣4xm(t)σ(λ)
∣∣∣∣3 νm(dt) = 4 |x|3π 1σ(λ)3
∫ λ
0
m(t)2 dt.
Since m is a multiplicity function, there exists β ∈ (0, 1) and C > 0 such that |m′(t)| 6 Ct−β , for
all t > 0. In particular, m(t) = O(t1−β), as in the proof of Lem. 3.14. Let s and t ∈
[
λ
1
2 , λ
]
, we
have: |m(t)−m(s)| 6 C |t− s|λ− β2 . Thus, if |t− s| 6 12Cm(s)λ
β
2 , we have m(t) > 12m(s). Note
that m(s)λ
β
2 = λ
β
2 O(s1−β) = O(λ1−
β
2 ). Hence, for λ large enough, for any s ∈
[
λ
1
2 , λ
]
, at least
one half of the interval
[
s− 12Cm(s)λ
β
2 , s+ 12Cm(s)λ
β
2
]
is contained in
[
λ
1
2 , λ
]
and∫ λ
0
m(t) dt >
∫
[
s− 12Cm(s)λ
β
2 ,s+ 12Cm(s)λ
β
2
]
∩
[
λ
1
2 ,λ
]m(t) dt > m(s)
2
4C
λ
β
2 .
Denoting by M(λ) the maximum of m on
[
λ
1
2 , λ
]
, this yields M(λ)2 6 4Cπσ(T )2λ−
β
2 , hence
M(λ) = o(σ(λ)), as λ→ +∞. Then,∫ λ
λ
1
2
m(t)2 dt 6 M(λ)
∫ λ
λ
1
2
m(t) dt 6 πM(λ)σ(λ)2 = o(σ(λ)3).
On the other hand,∫ λ 12
0
m(t)2 dt = O
∫ λ 12
0
t2−2β dt
 = O(λ 32−β) = o(σ(λ)3).
Indeed, since m(t) > 1 for all t > 0, we have σ(λ) =
(
1
π
∫ λ
0 m(t) dt
) 1
2
>
√
λ
π
. Finally, we have:
1
σ(λ)3
∫ λ
0
m(t)2 dt −−−−−→
λ→+∞
0.
Thus, as λ→ +∞,∫ λ
0
(
1 + i
4xm(t)
σ(λ)
− ei 4xm(t)σ(λ)
)
νm(dt) =
1
2
∫ λ
0
(
4xm(t)
σ(λ)
)2
νm(dt) + o(1)
=
x2
2
+ o(1).
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A Reminder on Poisson point processes
In this section, we gather the few facts we need about Poisson point processes on [0,+∞). Apart
from recalling the definition of these processes, we prove Lem. A.2, and we state Campbell’s
Theorem (Thm. A.3), which is one of the key tools in the proof of our main results (Thm. 1.16
and Prop. 1.17).
We start with the definition of a Poisson point process in the setting we are interested in.
Definition A.1. Let ν denote a Borel measure on [0,+∞), a Poisson point process on [0,+∞)
with intensity measure ν is a random subset P of [0,+∞), whose distribution is characterized by
the following properties.
• For any bounded Borel subset B ⊂ [0,+∞), the cardinality of B ∩ P is distributed as a
Poisson variable of parameter ν(B).
• For any n ∈ N∗, for any family B1, . . . , Bn of disjoint bounded Borel subsets of [0,+∞), the
random variables card(B1 ∩ P ), . . . , card(Bn ∩ P ) are globally independent.
In the case, where the intensity measure is of the form νm (see Def. 1.13) for some multiplicity
function m : [0,+∞)→ [1,+∞) (see Def. 1.12), the elements of the Poisson point process P form
a nice sequence.
Lemma A.2. Let m be a multiplicity function and let νm denote the associated intensity measure.
Let P be a Poisson point process on [0,+∞) of intensity νm. Then, almost surely, the elements of
P can be ordered into an increasing sequence of positive numbers (λk)k>1 such that λk −−−−−→
k→+∞
+∞.
Proof. Let us denote by P ⊂ [0,+∞) the Poisson point process of intensity νm. For any λ > 0, we
have:
νm([0, λ]) =
1
16π
∫ λ
0
dt
m(t)
< +∞.
By Lem. 3.14, m(t) 6 t for all t large enough. Hence t 7→ 1
m(t) is not integrable at +∞ and
νm([0, λ]) −−−−−→
λ→+∞
+∞. Let n ∈ N, for all λ > 0 we have:
P (card(P ) 6 n) 6 P (card(P ∩ [0, λ]) 6 n) = e−νm([0,λ])
n∑
k=0
νm([0, λ])
k
k!
−−−−−→
λ→+∞
0.
Hence, for all n ∈ N, P (card(P ) 6 n) = 0, and P is almost surely infinite. Besides, almost surely,
for any λ > 0, card(P ∩ [0, λ]) < +∞. Indeed,
{∃λ > 0 | card(P ∩ [0, λ]) = +∞} =
⋃
λ>0
↑ {card(P ∩ [0, λ]) = +∞} ,
so that the probability of this event equals limλ→+∞ P (card(P ∩ [0, λ]) = +∞) = 0. Thus, almost
surely, P is an infinite set whose elements can be ordered into an increasing sequence (λk)k>1 that
goes to infinity as k → +∞. Finally, P (λ1 = 0) 6 P (P ∩ {0} > 0) = 0. Hence, almost surely
λ1 > 0, which ensures that (λk)k>1 is a sequence of positive numbers.
We conclude this section by recalling Campbell’s Theorem. The form of this theorem is the
reason why we defined the sequence (mk)k>1 as (m(λk))k>1 in our model. We state it in the special
case we are interested in (compare [7, Sect. 3.2, pp. 28–31]).
Theorem A.3 (Campbell). Let (λk)k>1 be the values of a Poisson point process on [0,+∞) with
intensity measure ν. Let g : [0,+∞)→ [0,+∞) be a measurable function and let S =∑k>1 g(λk).
Then we have:
E[S] =
∫ +∞
0
g(t)ν(dt)
in [0,+∞]. If this quantity is finite, then the following holds in [0,+∞]:
Var(S) =
∫ +∞
0
g(t)2ν(dt).
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Besides, S is almost surely finite if and only if
∫ +∞
0
min (g(t), 1) ν(dt) < +∞.
Moreover, let p ∈ N∗. For any q ∈ {1, . . . , p}, let gq : [0,+∞)→ [0,+∞) be a measurable map
such that
∫ +∞
0
min (gq(t), 1) ν(dt) < +∞ and let Sq =
∑
k>1 gq(λk). Then, the characteristic
function of S = (S1, . . . , Sp) is given by:
∀(x1, . . . , xp) ∈ Rp, E
[
exp
(
i
p∑
q=1
xqS
q
)]
= exp
(
−
∫ +∞
0
(
1− exp
(
i
p∑
q=1
xqgq(t)
))
ν(dt)
)
.
In particular, the integral on the right-hand side is well-defined for all (x1, . . . , xp) ∈ Rp.
B Technical lemmas
In this appendix, we gather the statements and proofs of several technical results that we use in
this paper. First, we prove that the function ψ defined by Def. 3.15 is fast decreasing, in Sect. B.1.
Then, in Sect. B.2, we prove several results concerning the polynomials (Pp)p>1 and (Qq)q>1 (see
Def. 3.5). Finally, in Sect. B.3, we prove that the coefficients (Ap)p>1 defined by Def. 3.7 are
positive.
B.1 Fast decreasing characteristic function
Lemma B.1. Let ψ : Rp → R be the function defined by Def. 3.15. Their exists C > 0 such that
|ψ(x)| = O
(
exp
(
−C ‖x‖ 12p
))
, where ‖·‖ stands for the canonical Euclidean norm of Rp.
Proof. Let x ∈ Rp, we have:
|ψ(x)| = exp
(
− 1
16π
∫ +∞
−∞
ℜ
(
1− exp
(
i
p∑
q=1
xq
t2q
))
dt
)
= exp
(
− 1
8π
I(x)
)
,
where
I(x) =
∫ +∞
0
1− cos
(
p∑
q=1
xq
t2q
)
dt.
Let T (x) = max
{(
2p
π
|xq|
) 1
2q
∣∣∣ 1 6 q 6 p} and let q0 ∈ {1, . . . , p} be an index such that(
2p
π
|xq0 |
) 1
2q0 = T (x). For all t > T (x), we have, for all q ∈ {1, . . . , p}, t2q > T (x)2q > 2p
π
|xq|.
Hence, ∣∣∣∣∣
p∑
q=1
xq
t2q
∣∣∣∣∣ 6
p∑
q=1
|xq|
t2q
6
π
2
.
Recall that, for any u ∈ R, we have 1− cos(u) > 0. Moreover, for any u ∈ [0, π2 ], we have:
1− cos(u) =
∫ u
0
sin(θ) dθ >
∫ u
0
2θ
π
dθ =
1
π
u2.
Thus,
I(x) >
∫ +∞
T (x)
1− cos
(
p∑
q=1
xq
t2q
)
dt >
1
π
∫ +∞
T (x)
(
p∑
q=1
xq
t2q
)2
dt >
1
π
∑
16i,j6p
xixj
(2i+ 2j − 1)T (x)2i+2j−1 .
Let B : Rp × Rp → R be defined by B : (y, z) 7→ ∑16i,j,6p yizj2i+2j−1 . Then B is a bilinear
symmetric form. Moreover, for any y ∈ Rp,
B(y, y) =
∑
16i,j,6p
yiyj
2i+ 2j − 1 =
∑
16i,j,6p
yiyj
∫ +∞
1
dt
t2i+2j
=
∫ +∞
1
(
p∑
i=1
yi
t2i
)2
dt > 0.
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If B(y, y) = 0, then 1
t2
is a root of the polynomial
∑p
i=1 yiX
i for all t > 1, hence y = 0. Thus
B is positive-definite and is a scalar product on Rp. The associated norm is then equivalent to
the standard Euclidean norm on Rp. Therefore, there exists C′ > 0 such that, for all y ∈ Rp,
B(y, y) > C′ ‖y‖2. Denoting by x˜ =
(
x1
T (x)2 , . . . ,
xp
T (x)2p
)
, we have:
I(x) >
T (x)
π
B (x˜, x˜) >
C′
π
T (x)
p∑
i=1
(
xi
T (x)2i
)2
>
C′
π
T (x)
( |xq0 |
T (x)2q0
)2
>
C′π
4p2
T (x).
Besides, since
∑p
q=1 x
2
q = ‖x‖2, there exists q ∈ {1, . . . , p} such that |xq| > 1p ‖x‖. Then, we
have T (x) >
(
2p
π
|xq|
) 1
2q
>
(
2
π
‖x‖) 12q , and if ‖x‖ > π2 , then T (x) > ( 2π ‖x‖) 12p . Finally, there
exists C > 0 such that, for any x ∈ Rp such that ‖x‖ > π2 , we have 18π I(x) > C ‖x‖
1
2p . Hence the
result.
B.2 Polynomial maps
In this section, we prove several results related with the polynomials (Pp)p>1 and (Qp)p>1 defined
by Def. 3.5.
Lemma B.2. For any p ∈ N∗, we have the following relations in R[X1, . . . , Xp]:
Xp = Qp (P1(X1), . . . , Pp(X1, . . . , Xp)) ,
Xp = Pp (Q1(X1), . . . , Qp(X1, . . . , Xp)) .
Proof. Let us consider the following power series, that are related to the generating functions of
the sequences (Pp)p>1 and (Qp)p>1. These are formal power series in infinitely many variables: T
and X = (Xk)k>1 (resp. T and Y = (Yk)k>1). We have:
P (X,T ) = 1 +
∑
p>1
Pp(X1, . . . , Xp)
T p
p!
=
∑
p>0
∑
α∈P(p)
(−1)p−|α|T p 1
α!
∏
q>1
(Xq)
αq
=
∑
α∈ℓ0
1
α!
∏
q>1
(
(−1)q−1XqT q
)αq
=
∑
d>0
1
d!
∑
α∈ℓ0;|α|=d
d!
α!
∏
q>1
(
(−1)q−1XqT q
)αq
= exp
∑
q>1
(−1)q−1XqT q
 .
(B.1)
Similarly, we have:
Q(Y, T ) =
∑
q>1
(−1)q−1Qq(Y1, . . . , Yq)T q
=
∑
q>1
∑
α∈P(q)
(−1)|α|−1
|α|
|α|!
α!
∏
p>1
(
YpT
p
p!
)αp
=
∑
α∈ℓ0\{0}
(−1)|α|−1
|α|
|α|!
α!
∏
p>1
(
YpT
p
p!
)αp
=
∑
d>1
(−1)d−1
d
∑
α∈ℓ0;|α|=d
d!
α!
∏
p>1
(
YpT
p
p!
)αp
= ln
1 +∑
p>1
Yp
T p
p!
 .
(B.2)
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Starting from Eq. (B.1) above, we apply the logarithm and obtain:
ln
1 +∑
p>1
Pp(X1, . . . , Xp)
T p
p!
 =∑
q>1
(−1)q−1XqT q.
The left-hand side has the same form as the last term in Eq. (B.2), with Yp = Pp(X1, . . . , Xp) for
all p > 1. Hence, we get:∑
q>1
(−1)q−1XqT q =
∑
q>1
(−1)q−1Qq (P1(X1), . . . , Pq(X1, . . . , Xq))T q.
Identifying the coefficients according to their degree in the variable T proves that for any p > 1,
Xp = Qp (P1(X1), . . . , Pp(X1, . . . , Xp)). The proof of the second claim is similar. Starting from
Eq. (B.2), we apply the exponential and obtain:
exp
∑
q>1
(−1)q−1Qq(Y1, . . . , Yq)T q
 = 1 +∑
p>1
Yp
T p
p!
.
Using Eq. (B.1) with Xp = Qp(X1, . . . , Xp) for all p > 1, and identifying the coefficients according
to their degree in T yields the result.
Definition B.3. Let p ∈ N \ {0, 1}, we denote by Φp and Ψp the polynomial maps from Rp to Rp
defined by:
Φp : (x1, x2, . . . , xp) 7−→ (P1(x1), P2 (x1, x2) , . . . , Pp (x1, x2, . . . , xp)) ,
Ψp : (x1, x2, . . . , xp) 7−→ (Q1(x1), Q2 (x1, x2) , . . . , Qp (x1, x2, . . . , xp)) ,
where (Pp)p>1 and (Qp)p>1 were defined by Def. 3.5. We also denote by Φ
′
p and Ψ
′
p the polynomial
maps from Rp−1 to itself defined by:
Φ′p : (y2, . . . , yp) 7−→ (P2 (1, y2) , . . . , Pp (1, y2, . . . , yp)) ,
Ψ′p : (y2, . . . , yp) (Q2 (1, y2) , . . . , Qp (1, y2, . . . , yp)) .
Lemma B.4. Let p ∈ N \ {0, 1}, then Φp and Ψp are smooth diffeomorphisms from Rp onto itself,
such that Ψp = (Φp)
−1. Moreover, for any x ∈ Rp, the absolute value of the determinant of the
differential of Φp at the point x is |det (dxΦp)| =
∏p
q=1 q!.
Proof. Since Φp and Ψp are polynomial maps, it is enough to check that Ψp ◦Φp = Id = Φp ◦Ψp to
prove the first claim. By Lem. B.2, for any (x1, x2, . . . , xp) ∈ Rp and any q ∈ {1, . . . , p}, we have:
Qq (P1(x1), P2 (x1, x2) , . . . , Pq (x1, x2, . . . , xq)) = xq.
Hence, Ψp ◦Φp = Id. Similarly, by Lem. B.2, for any (x1, x2, . . . , xp) ∈ Rp and any q ∈ {1, . . . , p},
we have Pq (P1(x1), Q2 (x1, x2) , . . . , Qq (x1, x2, . . . , xq)) = xq, so that Φp ◦Ψp = Id.
Let x ∈ Rp, the matrix of dxΦp in the canonical basis of Rp equals
(
∂Pi
∂xj
(x)
)
16i,j6p
. By
Def. 3.5, this matrix is lower triangular, and its diagonal coefficients are
(
(−1)q−1q!)
16q6p
. Hence
|det (dxΦp)| =
∏p
q=1 q!.
Corollary B.5. Let p ∈ N \ {0, 1}, then Φ′p and Ψ′p are smooth diffeomorphisms from Rp−1 onto
itself, such that Ψ′p = (Φ
′
p)
−1. Moreover, for any y ∈ Rp, we have ∣∣det (dyΦ′p)∣∣ =∏pq=2 q!.
Proof. By Lem. B.4, for any y ∈ Rp−1, we have:
(1, y) = Φp ◦Ψp(1, y) = Φp
(
1,Ψ′p(y)
)
) = (1,Φ′p ◦Ψ′p(y)).
Hence, Φ′p ◦Ψ′p = Id. Similarly, since Ψp ◦ Φp = Id, we have Φ′p ◦Ψ′p = Id. Thus Ψ′p = (Φ′p)−1.
As in the proof of Lem. B.4 above, by Def. 3.5 the matrix of dyΦ
′
p is lower triangular and its
diagonal coefficients are (−2!, . . . , (−1)p−1p!). Hence ∣∣det (dyΦ′p)∣∣ =∏pq=2 q!.
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B.3 Positivity of the coefficients Ap
In this final section, we prove the positivity of the coefficients (Ap)p>1, defined by Def. 3.7. The
proof relies on the study of some modified Bessel functions. Let us denote by I0 and I1 the modified
Bessel functions of the first kind of index 0 and 1 respectively. Recall that I0 and I1 are the entire
functions defined by:
I0(X) =
∑
p>0
1
(p!)2
(
X
2
)2p
and I1(X) =
∑
p>1
1
(p− 1)!p!
(
X
2
)2p−1
= I ′0(X).
By Eq. (3.4), we have:
ln(I0(2X)) =
∑
p>1
(−1)p−1ApX2p. (B.3)
Our strategy is to study the power series ln(I0(X)) and deduce the positivity of the (Ap)p>1 from
Eq. (B.3).
By [4, Eq. (2.2)], we have the following continued fraction expansion:
2
X
I1(X)
I0(X)
=
1
1 +
a1X
2
1 +
a2X
2
1 +
a3X
2
1 + · · ·
, (B.4)
where ak =
1
4k(k+1) for all k > 1. This type of continued fraction can be written as a so-called
S-fraction, which was first studied by Stieltjes. By [15, Eq. (1.1)], we have:
1
1 +
a1X
2
1 +
a2X
2
1 +
a3X
2
1 + · · ·
= Z
1
Z +
a1
1 +
a2
Z +
a3
1 + · · ·
, (B.5)
where Z = X−2 and we added a missing factor Z on the right-hand side. Following Stieltjes, van
Assche explains in [15, Thm. 1.1 and Eq. (1.5)] that the S-fraction converges and that we have:
1
Z +
a1
1 +
a2
Z +
a3
1 + · · ·
=
s0
Z
+
∑
k>1
sk
Z + rk
. (B.6)
Here s0 > 0 and (sk)k>1 is a sequence of positive coefficients such that
∑
k>0 sk = 1. Besides,
(rk)k>1 is a sequence of non-zero complex numbers such that rk −−−−−→
k→+∞
0.
Lemma B.6. Let (Ap)p>1 be defined by Def. 3.7 and the sequences (sk)k>1 and (rk)k>1 be those
appearing in Eq. (B.6). We have A1 = 1 and, for all p > 2, Ap =
4p−1
p
∑
k>1 skr
p−1
k .
Proof. Recalling that Z = X−2, by Eq. (B.4), (B.5) and (B.6), we have:
2
X
I1(X)
I0(X)
= s0 +
∑
k>1
sk
1 + rkX2
.
Expanding the right-hand side, and using
∑
k>0 sk = 1, we get:
2
X
I1(X)
I0(X)
= s0 +
∑
k>1
sk
∑
p>0
(−1)prpkX2p = 1 +
∑
p>1
(−1)p
∑
k>1
skr
p
k
X2p.
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Then, taking the derivative of Eq. (B.3), we obtain:
∑
p>1
(−1)p−1(2p)ApX2p−1 = 2I1(2X)
I0(2X)
= 2X + 2
∑
p>2
(−1)p−1
∑
k>1
skr
p−1
k
 4p−1X2p−1.
The result follows by identifying the coefficients of these power series.
Since the (sk)k>1 are positive, using Lem. B.6 it is enough to prove that the (rk)k>1 are positive
to obtain the positivity of the (Ap)p>1. This is what we do in the following.
As van Assche points out in [15], the convergents of the continued fraction on the left-hand side
of Eq. (B.6) are of the form:
un
(
1
Z
)
vn
(
1
Z
) ,
where (un)n>1 and (vn)n>1 are sequences of polynomials such that, for all n > 1, the zeros of vn
lie on the negative real half-line. Moreover, the continued fraction converges in the sense that (un)
and (vn) converge to entire functions u and v respectively, uniformly on compact sets. We have:
u
(
1
Z
)
v
(
1
Z
) = s0
Z
+
∑
k>1
sk
Z + rk
,
so that the zeros of v in C∗ are the complex numbers of the form − 1
rk
with k > 1. In particular,
v 6= 0, and its zeros are isolated points.
Lemma B.7. Let z ∈ C be such that v(z) = 0, then z is real and non-positive.
Proof. First, let us prove that v′n → v′ uniformly on compact subsets of C. Let K be a compact
subset of C. Let C be a closed contour such that K is contained in the interior of C, and the
distance from C to K is larger than 1. For all z ∈ K, we have:
|v′n(z)− v′(z)| =
∣∣∣∣ 12iπ
∫
C
vn(w) − v(w)
(w − z)2 dw
∣∣∣∣ 6 12π
∫
C
|vn(w) − v(w)| dw.
Since C is compact, the right-hand side converges to 0 as n→ +∞, uniformly in z ∈ K.
Now, let us assume that there exists z ∈ C \ (−∞, 0] such that v(z) = 0. For any R > 0, we
denote by C(R) the circle of center z and radius R. Since v is analytic and non-zero, its zeros are
isolated. Then, there exists R > 0 such that C(R) ⊂ C \ (−∞, 0] and, ∀w ∈ C(R), v(w) 6= 0.
The number of zeros of vn lying inside C(R), counted with multiplicity, is given by the following
contour integral:
1
2iπ
∫
C(R)
v′n(z)
vn(z)
dz.
This integral is well-defined and vanishes, because the zeros of vn are real and negative. On the
compact set C(R) we have vn → v and v′n → v′ uniformly. Moreover, |v| is bounded from below.
Hence,
v′n
vn
converges uniformly to v
′
v
on C(R) and:
0 =
1
2iπ
∫
C
v′n(z)
vn(z)
dz −−−−−→
n→+∞
1
2iπ
∫
C
v′(z)
v(z)
dz > 0.
This is absurd, which proves that the zeros of v must be real and non-positive.
Lemma B.8. For all p > 1, Ap > 0.
Proof. Let (sk)k>1 and (rk)k>1 be the sequences appearing in Eq. (B.6). For all k > 1, we have
v(− 1
rk
) = 0, hence − 1
rk
is negative by Lem. B.7. Thus, both (sk)k>1 and (rk)k>1 are sequences of
positive numbers. The result follows from the expression of the (Ap)p>1 derived in Lem. B.6.
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