Abstract. The problem of the detection of the position, size and shape of an oscillating and migrating bubble from the acoustic signals detected by several pressure gauges located in the liquid is addressed. Two main approaches to the solution of the problem are considered-an asymptotic approach using the principal term of the expression of the far-field liquid pressure, and a system identification procedure using multi-dimensional minimization in the space of the input parameters. In this case we used for the 'forward problem' solver the axisymmetric boundary element code 2DYNAFS TM , which has been shown to describe accurately large free surface bubble deformations. The accuracy and performance of both methods are checked using computer generated synthetic experimental data. Finally, computationally efficient strategies combining the asymptotic solution and the minimization technique based on the boundary element method are tested and discussed.
Introduction
The problem of the detection of the position, size and shape of single or multiple bubbles is important in many practical applications including various multiphase flow applications, cavitation studies, underwater explosion bubbles and some medical equipment. Since a bubble detection and measurement technique should take into account the transient nature of the bubbles the adequacy of the method is a function of the method bandwidth and of the characteristic time of the dynamics of the bubble considered. This time depends on the bubble characteristic size and on the ambient pressure in which it is oscillating, and can vary from nanoseconds for micron sized bubbles to seconds for large underwater explosion bubbles. In many applications, optical methods such as high-speed photography, diffraction techniques and particle image velocimetry are adequate and are commonly used. However, in many other cases optical techniques are inadequate or impose insurmountable technical difficulties. For example, measurements of bubbles in opaque liquids, in the absence of optical quality windows, or near underwater explosions generating intensive shock waves, are problematic. In addition, substantial difficulties are associated with the lighting requirements or simply with the availability of an instrument for optical measurements when the transient processes are in the microsecond to nanosecond time range.
In such situations an acoustical method of bubble detection and time measurements, which allows high-frequency data acquisition is very attractive. In addition, acoustical transducers or pressure gauges are relatively easy to install and exploit since they can operate in a wide range of environmental conditions, can be made robust, and do not require expensive set-ups and alignments.
In previous studies acoustic detection of bubbles was performed by two different approaches. The first method uses acoustic transducers to emit and receive acoustic signals, while the second method is based on the measurement of the natural pressure field. The first approach was used by several researchers for measurement of bubble population (e.g. [1] ) and single bubbles (e.g. [2] ). The second approach was used for detection of cavitation inception and erosion [3] . In this paper we investigate the possibility of detection of the dynamics of a single bubble based on pressure history measurements using several well positioned pressure gauges, and therefore this study can be classified in the second category.
It is well known that bubble dynamics is controlled by many parameters and depending on the situation some physical effects are more important than others. These include the ambient conditions, the bubble size and the bubble content. The method of bubble detection described in this paper utilizes the model of a bubble in an inviscid incompressible liquid. This model was validated for several practically important situations [4] [5] [6] . For situations where additional physical effects can play an appreciable role, the current method for inverse problem solution can still be applied. However, since it relies on proper modelling and simulation of the bubble dynamics it will require development of appropriate forward problem solvers. Here, we apply the method developed to spherical and axisymmetric bubble models; however, the method can be applied to three-dimensional configurations without any substantial change.
Bubble dynamics physical model
Let us consider a bubble moving and oscillating in an unbounded inviscid and incompressible liquid at rest at infinity. Assuming that the liquid motion is potential, we have the following equations:
where v and φ are the liquid velocity and velocity potential, which are subject to the boundary conditions φ| r →∞ → 0, n · ∇φ| S = v n .
Here r is the distance from the bubble centre of mass to the field point, S is the bubble surface of normal n, and v n is the normal velocity of the bubble-liquid interface. The pressure in the liquid, p, can be obtained from Bernoulli's integral:
where we have selected the direction of the axis z of Cartesian coordinates to be opposite to the vector gravity acceleration, g. p 0 is the pressure in the undisturbed liquid at the level of the origin of the reference frame, ρ is the liquid density and t is time.
Balancing the forces at the bubble surface we obtain the following equation for the liquid pressure:
where p g and p v are the pressures of the gas and vapour components inside the bubble, σ is the surface tension and C is the local mean surface curvature of the bubble surface, S. In this expression we have assumed that the pressure of the vapour in the bubble remains constant, which depends only on the liquid temperature, while the gas pressure varies with the bubble volume, V , as follows:
k is the gas compression law polytropic exponent and the subscript '0' refers to the initial state. Equations (1)-(3) form a closed Dirichlet problem for the velocity potential φ. In a numerical scheme, if φ and the bubble surface position and shape are known at a given time step, then the above equations (3) and (5) enable computation of ∂φ ∂t , and then of φ at the following time step using an adequate time stepping procedure. Solution of the Laplace equation provides the bubble surface normal velocity ∂φ ∂n | S and allows one to move the bubble surface to its new position. This provides a numerical solution to the above free boundary value problem.
Detection of the bubble size and position based on an asymptotic approach
Let us, first, consider how data from differently located pressure gauges can be used to estimate the bubble centre position (x b , y b , z b ). We consider the experimental configuration where we have N G pressure gauges located at (x 1 , y 1 , z 1 ), . . . , (x N G , y N G , z N G ) , far away from the bubble (large distances r i compared with the bubble size). This is typical in experimental set-ups for measurement of underwater explosions, in spark generated or laser generated bubbles. The gauges are usually positioned and held in such a way that their displacement during the experiment is very small compared to their distance to the initial bubble centre. This will enable us to assume in the following that their positions remain fixed during the detection process. The pressure gauges provide us with the pressure readings p 1 , . . . , p N G . Since r i are large the principal term of the asymptotic expansion for the potential in the vicinity of the ith pressure gauge can be related principally to the rate of change of the bubble volume,V , and can be written in the form [4] [5] [6] 
where r i is the distance from the bubble centre to the ith pressure gauge:
Since the velocity potential decays like 1/r i , the nonlinear terms in the Bernoulli equation ( (8) and the principal term of the asymptotic expansion for the liquid pressure excess, p i ,
is given by
Since both the coordinates of each pressure gauge and corresponding measured pressure p i are known, we can determine the ratios, c i j , of the distances from the bubble centre to the gauges using
Consider now a surface described by the following relation:
The case c i j = 1 is a special case, corresponding to a plane (sphere of infinite radius). The equation of this plane can be obtained from the initial equations:
To determine the position of the bubble (the three unknown coordinates, x b , y b , z b ), we need at least three independent equations, or three independent c i j . To obtain these equations we need at least four pressure gauges. However, from geometrical considerations of the intersection of three spheres the system produced by four gauges could produce two solutions. To locate the centre of the bubble uniquely some additional information allowing us to select the correct solution should be provided. This can be done using a fifth pressure gauge.
Consider now the solution of the equations obtained with N G pressure gauges, where N G 5. Let us select any four independent equations of the type (13) 
we can rewrite them at the sought bubble centre in the form
which are four equations for the three unknowns, x b , y b and z b . The above system can be solved efficiently if we subtract the first equation from the others to obtain the following linear system:
If the system matrix is non-zero and is well conditioned (which imposes restrictions on the relative location of the pressure gauges, e.g. not all concentrated in the same spot, not perfectly aligned etc) a unique solution of the system can be found using standard methods and the location of the bubble centre can be obtained. Note that four or more pressure gauges provide excessive information for the bubble centre location if we use the above procedure. This information can be used to minimize the function F(x, y, z):
with n > 0. The minimization of this function can be achieved by standard multi-dimensional minimization routines, such as the Powell direction set method or the conjugate gradient method [10] .
Once the bubble centre is located, the bubble volume can be found by integrating equation (10) for any selected pressure gauge i:
where the measured function p i (t) and the detected distance r i (t) are used to evaluateV . Again, the excessive information can be used to obtain an averaged values based on all the estimates, e.g.V
where
. . , N G , are some normalized weights based on some other a priori information concerning the performance of the various gauges. To integrate equation (22) initial conditions are needed. These conditions also can be found from the available pressure measurements in the following way.
The dynamics of the bubble volume can be described approximately using the RayleighPlesset equation (e.g. see [4, 7] ), which can be written in the form
where z(t) is the detected z-coordinate of the bubble centre. This equation can be solved with the initial conditions
Therefore, solution of the Rayleigh-Plesset equation will depend on the knowledge of three parameters, V 0 ,V 0 and p g0 :
These three parameters can be found by minimization of the following functional:
This represents a difference in L 2 norm between the 'forward problem' solution obtained with a guessed set of values for V 0 ,V 0 , and p g0 (equations (23) and (24)) and the measured data (22) on some time segment [t 0 , t 1 ]. Each computation of this functional requires one call to the forward problem solver with the corresponding input (V 0 ,V 0 , p g0 ). Minimization can then be sought using, for example, the Powell direction set method [10] . When the minimizing set (V 0 ,V 0 , p g0 ) is found, then the values of V 0 andV 0 can be used as initial conditions to integrate equation (22) . Note that the scheme of bubble volume detection described above with the RayleighPlesset scheme can use as well a more complex (more accurate) scheme for the forward problem solver to obtain the unknowns. For example, the Multi-Cycle bubble solver for UNDEX applications [4-6] using higher-order asymptotic expansions, takes into account several modes of the bubble motion (volume mode, translatory motion and shape deformation). Such models can predict the bubble dynamics much better than the simple Rayleigh-Plesset equation and allow one to obtain higher-order terms in the asymptotic expansion for the far field. This also allows one to use such models to refine the initially detected position of the bubble. If the selected forward problem solver computes not only the bubble volume dynamics, but also the coordinates of the bubble centre, then the algorithm of the inverse problem solution is substantially the same as that described in the section below for non-spherical bubbles.
Determination of the shape variations of an axisymmetric bubble using a boundary element method
The analysis of the pressure versus time traces from several pressure gauges allows one to detect not only average bubble characteristics such as the volume and centre position, but also the detailed bubble shape evolution. This can be called 'bubble pressure tomography'. Below we describe our approach to address the problem of the shape detection.
Inverse problem
The shape detection algorithm consists of two components: a forward problem solver (which computes the bubble dynamics and the resulting pressure field once the bubble parameters are given), and a multi-dimensional minimization routine (which identifies the best fit with the experiments for the bubble parameters). The forward problem solver computes the bubble dynamics, including bubble shape evolution, using a finite set of input parameters I 1 , I 2 , . . . , I N p . For the simple problem of the dynamics of a spherical bubble in an unbounded space we have N p = 6. These parameters are the initial coordinates of the bubble mass centre, (x 0 , y 0 , z 0 ), the initial bubble volume, V 0 , the initial volume time derivative,V 0 , and its initial gas pressure, p g0 . Obviously, more parameters are required if the initial shape is not spherical or if other geometrical constraints are imposed. The bubble shape, volume, position and other parameters to be obtained by the inverse problem solution can be characterized by the quantities X 1 , X 2 , . . . , X N x to be minimized. These parameters can be computed using the forward problem solver, i.e.
Since the location of the pressure gauges is exactly known, the forward problem solver also can compute the pressure at the location of these gauges P 1 , P 2 , . . . , P N G . Each pressure is also a function of the input parameter set:
Therefore, we can construct a functional characterizing the difference between the measured and computed pressures within a specified time segment [t 0 , t 1 ], such as
and minimize it:
The weights, w i , in (30) can be all the same if there are no particularities to the pressure gauges, or they can be different, if some additional information on the particular gauges is available (e.g. closeness to the bubble, accuracy, problems etc). The system identification procedure can also be performed using a multi-dimensional minimization routine, such as the Powell direction set method [10] to obtain the unknown parameters X i after determination of the minimizing set (I 1 , I 2 , . . . , I N p ). Note that the convergence of the Powell method or another calculus-based method depends substantially on the initial guess of the parameter set (I 1 , I 2 , . . . , I N p ) . For 'good' guesses the convergence is fast, while for 'bad' guesses the convergence rate can be much slower, or the algorithm may converge to an erroneous solution representing a local minimum in the space of parameters (I 1 , I 2 , . . . , I N p ) . A good guess can be generated by solving initially a lower-dimension problem such as that of a spherical bubble. We will discuss this further in the sections below. When N p is large and the convergence of the calculus-based methods is problematic, other methods such as genetic algorithms can be more promising [11] .
Forward problem
In this paper we use DYNAFLOW's 2D axisymmetric solver 2DYNAFS
TM for the forward problem solution. The advantage of this solver is its utilization of the boundary element method. This allows one to reduce the computation of the velocity potential in the axisymmetric spatial domain to the computation of one-dimensional integrals, which results in substantial reductions in computational time and memory requirements. Savings in computational time are very important here since the minimization procedure requires many calls to 2DYNAFS TM . Using a set of input parameters, the forward problem consists of solving the Laplace equation for the velocity potential (1) with prescribed boundary conditions (2)- (5), advancing the solution to the following time step, and then repeating the process until a prescribed stopping criterion or an upper limit on the time is attained.
We can use the following representation for the potential at any point x in the field:
where we have used the fact that φ satisfies the Laplace equation. Here y is the variable of integration on the boundaries S of the problem (bubbles and nearby boundaries). This is the standard Green formula, and the basis of most boundary element method (BEM) codes. G is the Green function for the Laplace operator and is explicitly given by
In axisymmetric problems, the physical variables (velocity potential and pressure) are independent of the angular coordinate. Thus the angular coordinate only enters the formulation through the argument of the Green function |x − y|. The integration of these dependent quantities can be explicitly carried out. To convert the above integral formulation to a boundary element code we discretize a given geometry with N panel straight line segments (panels). We assume that the potential φ is distributed linearly over each panel, while ∂φ/∂n is assumed to be constant over each panel. This choice was made following the thesis of Taib [8] , which showed in a convergence study, with increasing number of panels, that such a choice provides a good compromise between accuracy and CPU time. The integral equation is then collocated at the centres of the panels. Integration over each panel is performed using Gauss schemes. When the panel under consideration does not contain the collocation point, a 12-point Gauss-Legendre scheme is used. If the collocation point is on the panel under consideration, the integral has a logarithmic singularity at the end points. In this case a ten-point Gauss scheme, which accounts for the singularity, is used [12] .
On performing the integrations, and rearranging variables to separate knowns and unknowns, the above equations may be written as a general matrix equation
This equation is solved for the vector formed from ∂φ ∂n at each collocation point, once φ and the bubble shape (and thus the matrices A and B) are known, using a standard LU decomposition technique.
For the axisymmetric version of the program used here, the mathematical expressions for A and B can be obtained analytically. Exact expressions can be found in the references cited earlier [8, 12] . Terms X i j of these matrices express the influence at the point (R j , Z j ) of unit distributions of sources (for B) and dipoles (for A) over the discrete boundary segment i with field points (r i , z i ) in cylindrical coordinates. These terms are expressed by the following integrals:
where the functions h and g are given by
κ(m) is the complete elliptic integral of the first kind:
L, m, n r i and n z i are geometrical quantities defined as follows. L and m are given by
and n r i and n z i are the components of the normal unit vector to the segment i along the radial and the axial directions. In a time stepping numerical procedure the computations start with given initial conditions for the bubble shape and the flow field. Here, these initial conditions are obtained by assuming, as we have done with great success for the more stringent cases of explosion or cavitation bubble dynamics near structures [12, [14] [15] [16] , that at the first time step, t = 0, the bubble is very close to its minimum size, has a spherical shape and thus has its dynamics described by the Rayleigh-Plesset [7] equation:
This equation for the bubble radius, a(t), is the equivalent equation to (23) written for the bubble volume V (t). If we assume z to change very little for the first few time steps (i.e. negligible bubble migration right after the beginning of the simulation), equation (41) is integrable [17] and gives at t = 0
with
a max is the maximum size the bubble radius would achieve if its behaviour remained spherical all the time. This is directly connected to the energy contained in the considered bubble. For underwater explosion bubbles the value of ε 0 is directed related to the third power of the explosive depth with a constant that is a characteristic of the explosive used [12] . Since the velocity potential, φ, for spherical bubble oscillations is that of a source, we have as an initial condition for φ
Therefore, the computations are started with
Solution of (34) then gives dφ 0 (a 0 ) dn . Often, the computations are started with a 0 being selected to be the minimum bubble radius, in which caseȧ 0 = 0, φ 0 (a 0 ) = 0 and in order to be consistent with the assumptions of the model P g0 has to be selected to be
To advance the points on the bubble surface at the following time step the velocity at the nodes is required. The normal velocity is known from the solution of the integral equation while the tangential velocity is obtained by differentiation of φ(s), where s is the arc length parameter along the integration path. The nodes are advanced according to dx dt = ∇φ| S .
To advance the potential in a Lagrangian fashion we use dφ dt
which, after using Bernoulli's equation (3), becomes
To numerically integrate equations (47) and (49), we use in this paper a simple Euler stepping scheme, so that the value of a quantity f at time t + dt is obtained from its value at time t by The choice of the quantity dt is made using an adaptive scheme that ensures that smaller time steps are chosen when rapid changes in the potential occur, while larger ones are chosen for less rapid changes.
A flow chart of the solution procedure is given in figure 1.
Refinement techniques
The techniques described above can be refined by considering regularization methods of the inverse problem solution and by increasing the dimensionality of the problem considered while the convergence is in progress. In our computations here we used two types of refinement. The first technique consists in coupling both the BEM-based algorithm and the asymptotic algorithm. We use the asymptotic approach first to detect the bubble position/size, and then use the result to generate a 'good' initial guess (input) for the BEM-based model. In this case we assume that the bubble is initially spherical with its initial centre position obtained from the results of the asymptotic solution. The Powell direction set method is then applied to the axisymmetric problem using 2DYNAFS TM , which allows determination of the detailed shape of the bubble versus time.
We applied a second technique during the process of convergence of the BEM-based inverse problem solution. We know that the accuracy of the forward BEM solution depends on the degree of boundary discretization. We start with a relatively low number of panels representing the bubble shape, N (start) panel , and then gradually increase the number of these panels in the process of convergence until we attain some specified N value during the last N increase calls) triggers the procedure to increase the number of panels. The inverse problem solver then restarts with an increased number of panels in the BEM solution using for the initial guess the parameters corresponding to the previous convergence segment. Initially, we used this in view of CPU time saving. However, we found out that this also regularizes the solution since the process starts with a rough resolution then improves it during convergence.
Example computations and discussion
The above bubble detection algorithms were implemented and tested. To generate synthetic experimental data on the pressure history at different locations we used our two codes: the Multi-Cycle bubble code for UNDEX applications [4] [5] [6] , and 2DYNAFS TM [9] . The first code was used to test the inverse problem solver based on the asymptotic approach, while the second was used to test the BEM-based inverse problem solver and the refinement techniques.
Detection of the bubble size and position based on the asymptotic solution
Figures 2-6 show computational results obtained for the case of the underwater explosion of a 50 lb TNT charge. The synthetic experimental data is generated using the Multi-Cycle bubble code. In figure 2 , typical excess pressure readings (pressures above the hydrostatic pressure) are shown. The inset in the upper left corner shows several cycles of bubble oscillation, while the large chart shows a blowout in the vicinity of the pressure peak near 0.245 s. The location of five pressure gauges is shown in the chart legend. The inverse problems are solved using codes implementing the asymptotic resolution system as described above. . Effect of noise on the bubble size detected using the asymptotic method. The noise was generated by a pseudo-random standard routine. The amplitude of the noise is measured in decibels with respect to the mean signal amplitude. are detected with a very high accuracy (about 0.01%). The vertical coordinate z b , however, is recovered with some error. Typically, the detected z b values are scattered around a mean curve, which matches well the correct z b (t) curve. To smooth the scattered data, which are due to the existence of local minima in the optimization procedure, we rejected data showing very high derivatives, |ż b (t)|, used the rest of the data and fitted them with a fifth-order polynomial using the least-squares method. A comparison between the correct answer and the mean values obtained this way is shown on the left side of figure 3. As we discuss further below, the size of the error increases during the bubble cycling as its dynamics diverges from the spherical model that we used in the system identification technique. Figure 4 shows the variations of the bubble equivalent radius a = (3V /4π) 1/3 computed using equation (22) with all pressure readings having the same weight. The initial bubble growth rate is taken to beV 0 = 0, and different initial conditions for a 0 (shown in the legend of the figure) are investigated. The value a 0 = 0.32 m corresponds to the correct solution. For this value we have a good identification of the bubble radius versus time for the first three cycles of oscillation. Computations with the different initial values of a 0 show that the bubble oscillation periods are not sensitive to these conditions. The maximum bubble radii, a max , are a little more sensitive, but we still observe a good agreement between the detected and correct radius versus time curve for the first three oscillations, with very small deviations between the a 0 = 0.01 m and the a 0 = 0.32 m values. This is because for large-amplitude bubble radius oscillations, as is the case here, the maximum bubble radius and the period of oscillation are mainly related to the ambient pressure conditions and to the total energy contained in the bubble. For known ambient conditions (well detected bubble depth value), the energy of the bubble is known once the period of oscillation and the maximum radius, a max , are determined. Therefore, for conditions as in figures 3 and 4 the bubble size versus time can be detected properly for the first couple of cycles using the Rayleigh-Plesset equation (23), and without need for more advanced modelling of the bubble dynamics. This is the case for underwater explosions at large depths where the energy of the bubble and the initial conditions a 0 and p g0 are functions of the explosive's type and weight, and where bubble shape deformations are not dominant. (Note that large underwater explosion bubbles have been extensively observed, and that, until the end of the first cycle, they maintain their integrity and appear as a single opaque large bubble. At the end of the first cycle, the bubble integrity may be lost accompanied by energy loss that is accounted for in our model. However, even if composed after that point of a multitude of bubbles, the overall behaviour is still well described by a single equivalent bubble.) The initial condition a 0 affects the minimum bubble radius, a min , which cannot be smaller than a 0 whenV 0 = 0. As seen from the figures, it is better to use as initial guess a 0 equal to or below the actual a 0 .
The discrepancies between the detected and the measured curves in figures 3 and 4 appear to be due to the fact that the far-field asymptotic expansions have been limited to the first spherical term (6) , and that contributions of the higher-order terms, mostly important for large values ofV 0 , are neglected. For example, the largest deviations (spikes) of the detected zcoordinate from the experimental values in figure 3 (left) are correlated with the maxima of the bubble wall velocity. These points correspond to maximal translation velocities of the bubble, where high values of the pressure components due to the translatory motion need to be accounted for. The discrepancy between the detected and correct values of the bubble radius after several initial cycles can also be explained by the influence of higher-order components due to the bubble deformation, and, especially, by the translatory motion. As seen from figure 2 the amplitude of the measured pressure decays with time. This occurs mainly due to energy dissipation at the end of each cycle and to associated decay of the bubble volume oscillations [4] [5] [6] . At the same time the vertical velocity of the bubble centre does not decrease significantly with time (see figure 3) . As a result, the relative contribution of the terms due to the translatory motion increases and the accuracy of the first-order asymptotic solution is reduced.
This point is also supported by our study of the influence of noise in the measurements on the inverse problem solution. To model this noise we superimpose on the exact value of liquid pressure at each time, t, a pressure fluctuation of a randomly determined amplitude between 0 and p noise . The selected noise level is defined in decibels as L noise = 20 log 10 ( p noise / p average ), where p average is the average of the pressure readings over all gauges and over the observation time. For the test case shown in figures 2 and 3, the effects of the noise were completely negligible for levels below −70 dB. Higher noise levels, such as −50 dB, influenced the inverse problem solution in a measurable fashion. For example, the detected bubble radius at such noise levels can be smaller or larger than the correct radius (see figure 5) . The detected bubble position from the noisy data (−50 dB) is shown in figure 6 . The accuracy of the detection scheme for noisy data decreases after a few initial cycles. This can be explained by the fact that the amplitude of the main signal decays with time and, consequently, the role of noise increases.
In order to consider a case with large bubble deformation, we also applied the asymptotic inverse problem solution to detect the bubble position, when the synthetic experimental data were generated using the axisymmetric BEM code 2DYNAFS
TM . We consider a case where the bubble experiences strong deformations due to the formation of a reentering jet in the gravity field. The initial energy of the bubble and the spatial position of the pressure gauges are selected to be the same as in the previous example. The differences between these two 'experimental' data sets were in the accounting for the shape deformation of the bubble in the 2DYNAFS TM case, in the duration of the computations (several cycles in the Multi-Cycle code, and one cycle in the 2DYNAFS TM code) and in the schemes for energy dissipation (dissipative scheme in the Multi-Cycle code and energy conservation in the 2DYNAFS TM ). The durations of the computations using 2DYNAFS TM are limited by the time of touchdown of the reentering jet. Further computations needed to implement a scheme for change of bubble topology and computation of circulation [12, 13] were not conducted here. The major conclusion from using 2DYNAFS
TM for the forward problem solver is that the procedure enables the correct and accurate detection of the long-term bubble dynamics. This will be illustrated below. The initial position detection scheme using only the asymptotic solver was able to determine the initial bubble centre position with an accuracy of 3%. This allowed us to pursue the use of the asymptotic solution to generate good initial guesses for a multi-dimensional minimization procedure using the more complex BEM schemes to detect the bubble shape time evaluation.
Detection of the bubble shape using the axisymmetric BEM code 2DYNAFS

TM
In order to generate synthetic experimental data to test the system identification technique based on the boundary element method, the bubble dynamics history and the liquid pressure field were generated using our code 2DYNAFS TM . The forward problem solver in the inverse problem solution procedure was also 2DYNAFS TM . To insure that the synthetic 'experimental' data do not exactly coincide with the optimal forward problem solution, we used two different values for the number of discretization panels of the bubble surface for the synthetic data and for the inverse problem solution. The bubble was represented using 33 discretization points (32 panels) along a meridian of the axisymmetric shape. At t = 0 the bubble was taken to be spherical with a zero initial value for the its wall radial velocity. In this case the initial value bubble dynamics problem is characterized, in addition to the liquid, gas and geometry parameters supposed to be known, by five initial parameters to be determined by the inverse problem method: the three initial coordinates of the bubble centre, the initial bubble radius and the initial gas pressure. Here we assume that the initial radius is an extremum of the volume and thatV 0 = 0. These five unknowns forms a five-dimensional space of parameters. In this space (I 1 , I 2 , . . . , I 5 ) = (a 0 , p g0 , x 0 , y 0 , z 0 ) we define the following modified objective function (30) with equal weights for the pressure readings:
where N data is the number of points in the time pressure series used in the detection procedure. These points are selected between the initial time, t 0 = 0, and a maximum time t 1 . In the computations presented here, we varied t 1 between T /10 and T , the bubble period of oscillations. Note that the use of just a part of the full available time series is usually sufficient, and allows significant savings in the computational time. However, the accuracy of the detection may suffer or the process may converge to a wrong solution, if the portion selected is too small. The Powell direction set method was selected for minimization of the function (51). Although the method can be effectively used in a multiparametric space and with a fine boundary discretization, the process generally requires solving a substantial number of forward problems. In terms of computational time the cost of the forward problem solution varies as the square of the number of panels. A successful method to speed up the inverse problem solution that we have implemented consists of separating the process of minimization into three stages, using the fact that the coordinates of the bubble centre (x b0 , y b0 , z b0 ) are detected with good accuracy by the asymptotic solution (first stage). In the second stage, we consider (x b0 , y b0 , z b0 ) to be known and minimize the objective function (51) with respect to only a 0 and p g0 . During this stage we use a reduced number of panels in the BEM and a relatively low value of t 1 (in our numerical examples we used eight panels and 100 initial data points in the time series for each of five gauges, which corresponds to t 1 ∼ 0.2T ). In the third stage, after convergence of the previous minimization procedure, we impose a refinement scheme, which includes minimization with respect to all five parameters, using as a 'good' initial guess the results for the first stage, imposing stronger constraints, and using a better discretization of the surface (we used 16 panels with the same t 1 ). This scheme of refinement of the solution while approaching the correct solution can be generalized to include more stages, following the principle of increasing both the complexity of the modelling and the degree of the spatial and temporal discretization.
In our numerical examples, we achieved good results with a maximum error of 0.7% using only a three-stage process. An additional fourth stage applied a five-parameter minimization with 32 panels for the BEM method, and converged to the exact solution. This additional step is not necessary, but was made for a final check on the code concerning convergence, and it consisted in the non-recommended procedure of using the same code and the same discretization for the generation of the synthetic data and for the inverse problem solution. In table 1 we show the results of a three-stage process enabling the detection of the bubble dynamics. The computation efficiency depends on the optimization of the forward and inverse problem and on the computer machine used. Our iteration using 2DYNAFS TM on a 400 MHz 256 MB RAM Pentium II processor required several seconds and the total inversion process took less than 1 h. Figure 7 shows the values of the objective function as a function of the number of calls to the forward problem and thus illustrates the convergence history for stage 1 (left curve) and 2 (right curve). Due to the difference in the number of panels on the bubble meridian used during refinement, the minima of the objective function achieved in each case are not the same. This is why the objective function experiences a sudden drop every time the number of panels is increased. We also notice that the refinement is computationally intensive, and not only requires larger CPU time per function call, but also demonstrates low rates of convergence after each strong initial improvement. The number of calls depends on the dimension of the space of parameters, and substantial gains can be achieved when a priori information and constraints are imposed for a large-dimensional parameter space or when the parameters can be subdivided into several groups which can be minimized individually (e.g. the spatial coordinates can be treated as one group, while the parameter characterizing the bubble energy as the second group; note that the depth, z, influences both the distances between the bubble and the gauges and the energy of the bubble).
Once the initial conditions are identified using a relatively short portion of the time series, the forward problem solver is used to compute the bubble dynamics during the full required time. Here for example, we used only 100 points in the time series to identify the initial conditions, then using these values we made a run to determine the bubble dynamics until the moment of re-entrant jet touchdown at the other side of the bubble. Figure 8 shows the bubble shapes versus time detected at the end of stages 2 and 3 of the minimization process and the correct shapes. The contours shown correspond to the bubble growth from an initial sphere to the first maximum size and then the subsequent bubble collapse accompanied by reentering jet formation in the gravity field. It is seen that the accuracy of the bubble shape detection is much better after stage 3 than after stage 2. Depending on the selected objectives and the sought accuracy the results of stage 3 can either be satisfactory, or additional levels of refinement are needed to achieve a satisfactory convergence. Note that the noise naturally present in experimental data is modelled here in some sense by the roughness of the approximation. Therefore, stages 2 and 3 can be interpreted as limits of convergence at some level of noise. The convergence of the scheme that we observed allows us to think that the algorithm is stable with respect to noise. In figure 9 we show the results of the bubble shape/size detection procedure using the threestage process. Here, for easier comparison between the correct solution and the reconstructed solution we plot only the shapes corresponding to the bubble maximum size and to the bubble on re-entering jet touchdown on the other side of the bubble.
Conclusions
In this paper we have examined several ideas for the detection and identification of bubble shape and dynamics history using pressure readings from several far-field pressure gauges. We found that the first few cycles of the bubble dynamics can be satisfactorily detected using the far-field pressure measurements and a fast algorithm based on an asymptotic solution of the inverse problem. Subsequent refinements of the results can then be obtained using the boundary element methods and a multi-dimensional minimization technique. The refinement process allows one to detect the bubble position, volume and shape evolution versus time.
The inverse asymptotic approach problem solution shows that the results are not sensitive to low levels of noise in the input data (below −60 dB of noise to signal ratio). However, higher levels of noise can affect the detected bubble size and position after several cycles of oscillation. The asymptotic solution should be extended in the future to include the principal terms responsible for the bubble translatory motion and shape deformation. Once this is achieved, we should expect a better stability of the inverse problem solution and a higher accuracy of the bubble detection.
The inverse problem solution with the boundary element method and a multi-dimensional minimization routine, such as Powell's algorithm, was seen to be stable. The detection of the bubble shape history was possible using a low number of panels discretizing the bubble meridian, while higher precision and smaller errors were achieved when the number of panels was increased.
We also found that some computational techniques, such as a multistage minimization technique with an increase in the number of panels as the convergence proceeds, utilization of a small portion of the available time series data and separation of the sought parameters responsible for the bubble position and energy, can substantially speed up and improve the process of convergence. Future developments of the bubble pressure tomography, therefore, can be based on a sequence of mathematical models describing the bubble dynamics with different degrees of complexity, and on the utilization of efficient minimization strategies including multiobjective minimization with an increasing number of objectives as the convergence evolves.
