Abstract-This paper deals with machine tools characterized by a periodic behaviour and high-power peaks that require an oversized electrical network and cause high costs because electrical utilities charge greatly each power peak. To solve this issue, a new peak-shaving methodology is proposed based on polynomial models and optimization, to reduce the power-consumption peaks height in machine tools with periodic behaviour. A test-bench that emulates the electrical behaviour of a machine tool is used in order to test the proposed method with real data. In the scenarios simulated, the peak height has been reduced between 35% and 15%.
I. INTRODUCTION
Manufacturing industry is one of the most important pieces of the worldwide economy. Employing hundreds of millions of workers, it has great impact on the society and the environment. That is because during the last years there has been an increasing interest in the efficient energy management [1] - [3] .
The main reason for considering a suitable energy management is related to the ecological impact, a growing point of concern and a clear tendency in the future. Governments are generating new taxes for electrical consumption, which is not strange given that more than 60% of the electricity of the world is consumed by industry [4] . However, there is also another reason for companies to pursue energy efficient methods: reducing production cost.
This interest has led groups from all the world to invest time and resources towards proposing more efficient ways to reach consumption reduction [5] . As a first categorization on how the efficiency problem in machine tools is approached, available techniques are divided into two clearly differentiated subcategories:
1) Machine-tool design: A thoughtful analysis on the mechanical design of the machine will reduce considerably the amount of power needed. Some of the proposed options would be redistributing weights, lightening the mobile parts or modifying the shape or material of the end effector [6] . The materials used in the produced part can also reduce the power required for the same task. Finally, in [7] , a Kinetic Energy Recovery System (KERS) is proposed, allowing an overall reduction of the 2017 IEEE 3rd Colombian Conference on Automatic Control (CCAC) 978-1-5386-0398-7/17/$31.00 ©2017 European Union.
consumption by generating energy from the machining process. 2) Process planning: This category is focused on how the process is organized. Some authors propose solutions relative to switching the work state of the machine when it is idle [8] , [9] , while other authors use either logical or mathematical methods to optimize the order and execution time of the elements such that the overall consumption of the machine tool is minimized. Both methods mentioned above have plenty of possibilities, but in this document, only the process planning is going to be addressed as, in most cases, modifying a machine is not a possibility. According to [10] - [13] and [14] , in order to reduce consumption, the secondary systems can be turned off at some time instants and some methods to detect those instants are presented (e.g., cooling, air pumps).
In [3] , [6] , [7] , [13] , it is demonstrated that accelerating the spindle or cutting in less time will contribute to reducing the resources spent at the expense of increasing the load in critical instants of time.
However reducing the power consumption will not necessarily reduce the production cost. The price of electricity depends on the usage and on the maximum power contracted [15] . Using techniques that reduce consumption in exchange of generating big peaks can turn into extra expenses if these peaks are not managed properly.
Peak shaving is the process of reducing the amount of energy purchased from the utility company during peakdemand hours. Usually focused on reducing home electrical bill by redistributing the big power spenders during the day and turning off unnecessary secondary systems [16] , peak shaving can be applied to machine tools with periodic behaviour in order to fit the most power-demanding elements (e.g., drills, motors) and turning off secondary systems when they are not required. A common solution is to add capacitors to the system in order to soften the peak [17] .
The main contribution of this paper is a solution that reduces the power consumption peaks by analyzing the behaviour of periodic machine tools and rearranging the activation sequence so that the systems minimizes the maximum instantaneous consumption. In contraposition to methods for peak shaving that use approaches in the field of machine-tool design or statemachine solutions, the methodology proposed in this paper optimizes the order and execution time of the elements in order to minimize the height of the maximum peak in power consumption.
In order to comply the aim of this work, the problem is going to be defined in a more precise way and the restrictions that influence the operation of the machine tools under study in Section II. Afterwards, the proposed approach is going to be explained in Section III, including the assumptions made, the optimization method and an explanation about the models used. In Section IV, the results obtained are going to be presented through two test scenarios and a study on which model identification algorithm had better results with the given criteria. Finally, in Section V the conclusions of this paper are presented together with the lines of future research.
II. PROBLEM FORMULATION
This paper considers periodic behaviour machine tools with a fixed period length and fixed execution length for each element, which are controlled by binary (on/off) activation signals.
An activation signal is defined by , which represents the activation time of the element in the machine tool. The activation sequence will be then defined as a set of activation and deactivation signals ( )
}. Given the constraint that the execution time of each element is constant, then = + , which means that the sequence can be simplified for this problem as pairs of activation time and length of the element, i.e.,
with = ∈ (0, − ) and < . In Figure 1 , a diagram of machine tool with an activation signal (Λ) and an apparent power output ( ) is proposed.
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Figure 1: Open loop general scheme with inputs and outputs Therefore, the objective of peak-shaving techniques consists in restricting the machine tool's apparent power consumption under a certain value, i.e.,
being ℎ a threshold determined by the maximum value the power consumption peaks may reach, ∈ ℤ ≥0 the discrete time and ( , Λ) the machine tool's apparent power consumption in all three phases, in function of and Λ. It should be noted that the apparent power ( ) can be defined as the modulus of active ( ) and reactive ( ) power in VoltAmperes, and given by = + [18] .
III. PROPOSED APPROACH
Based on the problem formulation, the only variables left are that, from now on, are going to be treated as the inputs of the system.
The proposed solution consists in optimizing values in (1) to minimize the peaks, leading to a solution for (2) . Since in (2) refers to the apparent power consumption of the real machine tool, it must be modeled to use the output as the function to minimize for the optimization problem.
For this preliminary approach, the assumptions below should be considered.
Assumption 1: The order in which are activated can be modified.
Assumption 2: Activating two elements at the same time instant is possible.
Assumption 3: All the elements have the same priority when activation signal is sent.
Assumption 4: Each element activates only once each period .
A. Optimization
Machine tools are operated by a defined sequence of its elements, each one with an activation and deactivation time, and the total operation time of the sequence known as period ( ). Therefore, and taking into account the periodic behavior of this process, it can be considered as a batch process with each period equal to a batch, in which for an activation sequence of their elements, the machine operation is defined during a period [19] .
In this way, the resulting optimization problem is stated as follows:
being the model of the machine tool defined in Section III-B and Λ ′ a set of discrete signals, one for each element in the machine tool and corresponds with the cost function to be minimized. Each signal in Λ ′ is a binary sequence that has the same sampling time that the model and a period duration of . It will have a null logical value for the whole duration, except from
[s] until [s] , in which the signal has a value of logical one. In Figure 3 , an example of two of signals forming a Λ ′ is shown. The optimization algorithm proposed is pattern search [20] . It varies a single theoretical parameter, in this case , at a time by steps of the same magnitude. When no such increase or decrease in any reduces (3), it halves the step size and repeats the process until the steps are deemed sufficiently small. Once a minimum is found, the optimal sequence found is defined as Λ * . Due to the delay between activation signal and actual activation of the actuator, there will be cases when an element is not turned off by the end of the period . This would cause that the initial conditions for the subsequent periods would be different than the original, causing unexpected results, such as higher peaks. To avoid this behaviour, two periods are considered when solving the optimization problem in (3) instead of just one. This way transitions between periods will be taken into consideration in the optimization and thus avoid undesired overlapping.
The initial condition of the optimization problem (Λ ′ 0 ) is the sequence Λ ′ that made the machine-tool apparent power (Λ ′ ) go over the threshold. If the optimal sequence Λ * = Λ 0 , the solution of (3) corresponds with a local minimum of the cost function (also in (3)) and it would keep violating the threshold with the new sequence. In order to find a better solution, the optimization problem is launched again, this time with a randomly generated initial condition Λ 0 such that its components are defined as
if a solution is not found either, Λ 0 will update with new randomly generated sequences until
or a time out proportional to the triggers. In case of not finding a better solution, the machine-tool will continue on using Λ * = Λ ′ 0 . In Figure 2 
B. Model identification
Apparent power consumption of the model will be used as the cost function in (3). The main criterion to decide which model is the most suitable will be the fitting or how similar the model output is to the real machine tool response with the same inputs. Training data for the model consists in a Λ with all the possible combinations of sequence of the elements, taking into account Assumptions 1 to 4. In Figure 3 , a simple example for two inputs is shown.
Generally, a discrete system can be described by using the general-linear polynomial model [21] as follows: 
with , , , and being parameters obtained through the modeling methods explained below, and { , , , , } ∈ ℕ ≥1 are the order of the system. If there are multiple inputs, there can be multiple instances of and . Some specific cases of (6) are going to be analyzed and, in order to get the best possible fitting, different orders are tested.
1) ARX: When ( ), ( ), and ( ) equal 1, (6) turns into an autoregressive with exogenous terms model (ARX), which is the simplest model that incorporates the stimulus signal [21] . However, the ARX model captures some of the stochastic dynamics as part of the system dynamics. It can be defined as
( ) ( ) = ( ) ( ) + ( ).
2) ARMAX: When ( ) and ( ) equal 1, (6) turns into an autoregressive-moving average with exogenous terms model (ARMAX). Unlike the ARX model, the system structure of an ARMAX model includes the stochastic dynamics [21] . ARMAX models are useful when dominating disturbances appear early in the process, such as at the input. The ARMAX mathematical expression is
( ) ( ) = ( ) ( ) + ( ) ( ).
3) OE: When ( ), ( ), and ( ) equal 1, (6) turns into an output-error model (OE), which describes the system dynamics separately from the stochastic dynamics [21] . The output-error model does not use any parameter for simulating the disturbance characteristics, i.e., ( ) = ( ) ( ) ( ) + ( ).
4) BJ:
When ( ) equals 1, (6) turns into a Box-Jenkins model (BJ) that provides a complete model of a system since it represents disturbance properties separately from system dynamics [21] . This model is useful when disturbances appear late in the process, such as measurement noise on the output, i.e.,
IV. SIMULATIONS A. Case study description
The proposed method has been tested in a real custom test-bench built to simulate a machine tool. As it can be seen in Figure 4 , it is composed by three loads powered with a triphasic supply, a heater acting as a resistive load, a motor acting as inductive load and two uninterruptible power supplies considered as a single capacitive load. An integrated PC controls a relay (grey box in Figure 4 ) that will activate and deactivate the loads depending on the sequence sent by the PC. Through an acquisition tool (also in the grey box in Figure 4 ), the PC receives each 10 ms the value of [VA] from each phase. For this case, the data under study will be the sum of these three values of . {(1s, 5s), (1s, 5s), (1s, 5s) 
Λ 2 = {(0s, 5s), (0s, 15s), (10s, 10s)},
with the periods of each case equal to 1 = 26s and 2 = 21s, while the thresholds ℎ1 = 2000VA and ℎ2 = 2500VA.
B. Model selection
Defined the machine tool apparent power as the output to minimize through optimization (see problem in (3)), a model of this apparent power is required as optimizing over the real machine tool would take a lot of time. To do that, the sequence Λ ′ appearing in Figure 5 is defined. Using Matlab System Identification Tool [22] , the four models mentioned in Section III are analyzed for orders from 4 to 8 and displayed in Table I , which lists the fitting for each combination of model/order. For each case, the model with the best fitting is selected among ARX and ARMAX of order 7 and OE and BJ of order 8, and compared against the validation data in Figure 6 . A region is zoomed to help seeing the differences. 
C. Test scenario 1
In the first test scenario, the machine tool will be fed with the sequence (7a), from which the output in Figure 7 is obtained, with max (Λ The optimization has been implemented in Matlab using the pattern search algorithm function patternsearch(). In minimizing the function defined by the models with the sequence in (7a) as input, a set of new is obtained for each model, which will minimize the instantaneous power consumed. These results are presented in Table II together with the new maximum of .
Two clearly differentiated shapes can be obtained from these results. ARX and ARMAX define similar optimized sequences, e.g., Λ * 1, being a sequence where the two less spending activation signals (motor and UPS) are launched at the same time. On the other hand, OE and BJ define Λ * 1, , a sequence where each element is active when the other two are turned off. Figure 8 shows the approach applying an ARX model of order seven before minimizing the apparent power, while in Figure 9 the response after the optimization, is shown. When
is used as input sequence in the real machine tool, the consumption obtained is the one displayed in Figure 10 , with max (Λ * 1,
) from the real plant is bigger than the max (Λ ) obtained from the ARX model, showing that the model has room to be improved, the results in terms of peak shaving yield a reduction of 38.23% in the height of peaks in .
If the proposed approach considers the BJ model of order eight, the result before optimizing will be the one appearing in Figure 11 and the optimized response is the one appearing in Figure 12 . The resulting max (Λ * 1,
) will be of similar amount with respect to the ARX one. When this Λ solution is sent to the real machine tool, it gives the output showed in Figure 13 , with max (Λ * 1, ) = 2191.9VA. BJ model gives worse result than the ARX as the maximum values of in simulation and real plant are more different. Although, the optimization-based approach still finds a solution that reduces the height of peaks in by 21.67%.
These results are possible because this test scenario is prepared to be friendly with the proposed method and has a lot of room to reduce max (Λ 1 ). In the next test scenario, the situation will be the opposite.
D. Test scenario 2
The test scenario 2 defines a more saturated environment without much room to maneuver with the activation sequence defined in (7b). In Figure 14 , the response of the machine tool test-bench to Λ ′ 2 is presented, with max (Λ ′ 2 ) = 2699VA. In Table III solves the optimization problem (3). In Figure 15 , the result of the ARX model solution for (Λ * 2,
) are shown with a clear improvement in regards to Figure 14 , unlike in Figure  16 , that the results for (Λ * 2,
) are very similar to the results before the optimization.
When Λ * 2, and Λ * 2, are used on the machine tool-test bench, the results in Figures 17 and 18 are obtained respectively, with max (Λ
