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Threshold phasor associative memories.
Derivation of the Lyapunov function for TPAM. To derive a Lyapunov function for TPAM, we first consider Hopfield networks with real-valued neurons. Hopfield (1) showed that for an invertible neural transfer function f (x), the corresponding Lyapunov function is:
The derivative of the integral term in [1] is just f −1 (xi). Thus, setting the derivative with respect to xi to zero leads to coordinate-wise update equations: xi(t + 1) = f ( j Jijxj(t)).
To understand the behavior of binary neurons with non-zero thresholds, we consider the Heaviside function as neural transfer function H(xi − Θi), where Θi is the constant, individual threshold of neuron i. Although the transfer function is not invertible, it can be approximated by an invertible function, for example, the logistic function. In the limit of making the approximation tight, i.e., f (x) → H(xi − Θi), the integral term in [1] translates into a bias term and a barrier potential:
[2]
The barrier potential is b(x) = ∞ (1 − i H(1 − xi)H(xi)), which prevents components from assuming any values outside the interval (0, 1). The result [2] can be understood by visualizing the inverse logistic function. The bias term corresponds to the linear growth of the integral values in the almost horizontal segment of the inverse logistic, the barrier term describes the divergence of the sum, if one or more of the integrals enter the domain where the inverse logistic diverges. A network of binary neurons with coordinate-wise update equations xi(t + 1) = H( j Jijxj(t) − Θi) respects the barrier implicitly. Therefore, to describe the network dynamics, the barrier term can be dropped and the resulting energy function is
Jijxixj + Θ T x. [3] Equation [3] is the well-known energy of the Ising model (cite Ising 1928), and a generalization of the energy function proposed in the original Hopfield model (2) . If all neurons in the network experience the same global threshold, Θ = Θi ∀i, the Lyapunov function is given by:
For Θ > 0 states with non-zero components become penalized, encouraging sparser states with fewer active neurons. In the original Hopfield model (2) the bias term is zero because it is designed for storing unbiased patterns. Further, if the threshold control is dynamic, with the threshold a linear function of the network activity, Θ = θ i xi, the Lyapunov function becomes:
Thus, a linear dynamic threshold control corresponds to a antiferromagnetic term added to the network interactions, which can be easily modeled by inhibition. The above derivation of a Lyapunov function for Hopfield models with different threshold controls can be easily be generalized to TPAM. In analogy to [1] , the energy function of the phasor neural network (3) for arbitrary invertible transfer function f (z) can be extended to:
The neural transfer function of TPAM, g(z; Θ), can be approximated by an invertible function f (z) by replacing the Heaviside function in the neural transfer function with an invertible function, such as the logistic function. In the limit of making the approximation tight, i.e., f (z) → g(z; Θ), and with constant threshold Θ = Θ(t) the integral term in [6] becomes
[7]
The bias term encourages states with lower activity, and the barrier function in this case is b(z) = ∞ (1 − i H(1 − |zi|)). For TPAM, in which the neural transfer function g(z; Θ) implicitly limits the neural activity to stay within the barrier, the resulting Lyapunov function is:
the original energy function of phasor neural networks (3) with additional bias term. Finally, in analogy with [5] , for TPAM with linear dynamic threshold control, the Lyapunov function becomes:
Thus, the transition from a constant threshold setting to a dynamic threshold control replaces the norm constraint by a self interaction term.
Comparison of TPAM to other associative memory models. We performed capacity experiments for previous models of associative memory to compare with TPAM. In S1A, we compare a phasor memory network with continuous phase variables (without threshold) to complex Hopfield networks with discretized phase representations, in which the full phase circle is equidistantly divided into L bins (4). For L = 2, this becomes the traditional bipolar Hopfield network. For all models the similarity is high at small M , then falls off rapidly. In models with larger numbers of bins, the drop-off of the similarity starts at smaller numbers of stored patterns. Fig. S1B compares threshold phasor networks with binary phase discretization. The black line is the Hopfield model without threshold storing dense bipolar patterns (same as the black line in subfigure A). The blue lines correspond to models with threshold storing sparse ternary patterns containing −1, 0, 1 components (the lighter the color, the sparser the patterns). For ternary attractor networks, the capacity decreases with moderate sparsity values (dark blue lines below the black line). As the sparsity increases further, the performance supersedes the bipolar Hopfield network (light blue lines). Thus, at sufficient levels of sparsity, the thresholded models can store significantly more patterns than the standard Hopfield model. Generally, convergence time increases with more patterns stored in the network or with denser patterns, and decreases with more neurons in the network. We empirically examined the convergence time of the capacity experiments ( Fig. S2 ). In the high-fidelity regime, where the network is not near capacity, convergence is rapid and increases with the number of patterns stored. However, once the network exceeds critical capacity, the convergence time transitions and jumps up, and the final state of the network is far away from the stored pattern.
Information theory for TPAM capacity. To measure the total information in sparse phasor vectors, we treat the information in phases and amplitudes separately.
The amplitude structure is binary and one has just to estimate the two error types, false positives α and misses β in the simulation experiments. The information needed to correct the errors of a sparse binary vector is given by:
where
The phase information is estimated from the statistics of phasor vectors observed in the simulation experiments. A von Mises distribution is fit to the difference between the true phasor and retrieved phasor variable, yielding the phase concentration parameter κ which is inversely proportional to the variance. In the high-fidelity regime, when the network has only a few patterns stored, the von Mises concentration parameter κ can be approximated with a Gaussian fit. We measured κ empirically from simulation experiments. The entropy of the von Mises distribution based on κ is:
and the information of a phasor variable is:
[12]
The total information for a single item stored in memory is then the information for each phasor variable plus the information of the sparse binary vector:
[13]
Given that the vectors are i.i.d., each item stored yields the same information. The total information is then given by the information per item and the total number of items stored, normalized by the number of synapses:
[14]
The simulation experiments measure the information capacity empirically, but some approximations are necessary and this results in some residual information in the low-fidelity regime. In Figure 3 of the main text, there is a secondary increase of the capacity that extends for very large numbers of patterns stored in the network. However, this is unusable low-fidelity retrieval of the patterns. In this over-capacity regime, each initialization pattern jumps away to a spurious local-minima that is essentially noise, but still contains a tiny amount of information about the original input pattern. This tiny amount of information ultimately adds up from many patterns as a residual of information in the low-fidelity regime.
Noise considerations. In our simulation experiments, we show the capacity of the system under the assumption that the patterns stored were random. The system is limited by the cross-talk noise intrinsic to the stored patterns, and thus the system is clearly robust to external noise. The signal to noise ratio from cross-talk noise is proportional to N 2 /(M K).
A neuronal noise source can be completely drowned out by the free gain parameter in the system. The recurrent matrix of the attractor network has a free gain parameter, which means the magnitudes of all synapses can be increased proportionally without affecting the energy dynamics of the system. Thus the signal-to-noise ratio (SNR) for a particular neuron can be increased relative to neuronal noise by simply increasing the gain of the synaptic connections. The synaptic gain, however, does not change the SNR of the crosstalk noise.
Other noise sources can be understood through some simple considerations. For instance, jitter in spike-timing will reduce the SNR like how jitter in phase changes the correlation between two sine waves.
Hetero-associative capacity experiments. We compared three models of hetero-associative memories: a simple model with Hebbian learning, the Sparse Distributed Memory, and a novel indexing method with TPAM as an autoassociative clean-up memory. We compared designs that have random indexing to designs that also include pattern separation in the indexing stage (dashed lines versus solid lines, respectively, in Fig. 4B ).
For random indexing, the encoding matrixW I is random. For the Hebbian learning model and SDM, the encoding matrix was a random sparse binary matrix. For TPAM the encoding matrix was sparse random phasors with p hot = 10%. The retrieval of a data vector with a given phasor pattern is ui = j W H ij zj, with W H the decoding matrix. The decoding matrix for each method is computed from the activity of the hidden layer. For the Hebbian learning model, H
where Pµ is the cue pattern. The decoding matrix is then W H = PH (Hebbian) . The SDM has a non-linear threshold function in the hidden layer that can provide some clean-up,H (SDM ) µ = g(W I Pµ). In this case, the function g takes the K largest values of the input vector and sets them to 1, with all others set to 0. The decoding matrix is similarly W H = PH (SDM ) .
For the TPAM with random indexing, a codebook of random phasors is chosen S ∈ C N ×M . The encoding matrix is W I = SP . The index patterns are stored in the auto-associative recurrent matrix W = SS * . The index vector can be decoded with the simple heteroassociative conjugate outer-product learning rule W H = 1 K PS * To include pattern separation, the indexing matrices are altered. Rather than being purely random, they include both a random part (the random index pattern) and the pseudoinverse of the patterns, W I = SP + . We also replaced the original SDM encoding matrix with a pattern separation matrix to understand the effects of pattern separation and clean-up on memory retrieval performance. For Hebbian learning and SDM models, the matrix S is a random sparse binary matrix.
The index patterns are random, but in high-dimensions this means that they are approximately orthogonal. We thus do not need to worry too much about correlations in the index vectors (however, performance can be increased by ensuring that the index patterns are exactly orthogonal).
If the cue pattern is a perfect index pattern, i.e. z = Sµ, then the postsynaptic output can be written as:
where e µ is the µ-th cardinal basis vector of R M . The RHS of [15] contains the signal and the noise term. The noise term is zero if the index vectors are exactly orthogonal. Random index patterns will have Gaussian interference noise, and readout will have a signal-to-noise ratio of approximately 2N/M (5) . The crosstalk noise is complex-valued and will prevent [15] to produce a purely real-valued pattern.
Relating TPAM networks to spiking neural networks.
Details of resonate-and-fire model. Simulations were carried out using the Brian 2 simulator for spiking neural networks (6). The complex differential equation of the resonate-and-fire neuron ([10] in the main text), is implemented as a two-state damped harmonic oscillation. To provide physical units, we model the neuron as an RLC circuit. Biophysically, the inductance can be understood as a voltage-senstive ion channel that provides negative feedback current. With the cartesian decomposition: Zi = Vi + iUi, the resonate-and-fire is modeled as:
where C is the capacitance, L is the inductance, g l is the leak conductance and E l is the resting potential. The synaptic inputs are given by Z syn
The synaptic weights are set to the TPAM weights with no delays, Rij = Wij and ηij = 0. The resonate-and-fire neuron has two thresholds V θ and U θ , and if both states cross threshold, then the neuron emits a spike.
Details of integrate-and-fire model. The dynamics of the integrate-and-fire neurons is given by:
[17]
When the voltage of the neuron exceeds threshold V θ then the neuron fires a spike and is reset to the reset potential Vr. For simplicity, we use the same parameters in both excitatory and inhibitory neurons, other than the refractory period.
Resonate-and-fire model Each pre-synaptic spike causes a synaptic state variable to increment. The synaptic state variable instantly jumps up after the delay time ζij = T (W φ ij /2π + n), and decays exponentially:
indicates the timing of the pre-synaptic spikes. Each synapse contributes current to the post-synaptic cell proportional to its state-variable gij:
with ΓE, and ΓI being gain normalization parameters for the recurrent TPAM weight matrix. These incorporate scaling factors to maintain balance between excitation and inhibition. The excitatory currents are balanced by inhibitory currents, which are routed through a population of inhibitory neurons. The time constants of the synapses are set to 2T for inhibitory and 0.5T for excitatory, and the current recombines to create an oscillation with cycle period of T . The filtering of the neural capacitance also contributes to shaping the synaptic inputs into a sine wave. These are relatively small and their contributions to the overall dynamics can be generally ignored. The time constants can be tuned to better approximate a perfect oscillation.
The gain of the inhibition should be matched to the gain of the excitation. The relative gain can be controlled through several mechanisms. Scaling the synaptic weights, which can be the E-to-I or I-to-E synapses, the size of the inhibitory population, and the time constants of the synaptic connection each contribute a proportional factor to the overall gain of the inhibition. The final factor is accounted by the gain of the neural transfer function, which can be approximated as follows.
The integrate-and-fire neuron has an analytically defined approximation of the neural transfer function (for fixed/slow input), which we utilize to set the parameters of the spiking model. Based on a constant current into the neuron, one can compute the time it takes to integrate from the reset potential to the threshold potential:
where C, g l , ∆Vr = Vr − E l , ∆V θ = V θ − E l and τ ref are parameters of the integrate-and-fire neuron model. The 'current' U syn is the input value, directly related to the dendritic sum variable ui in the normative TPAM network. The instantaneous firing rate (IF R) is used to map the neural transfer function to the spiking neurons. It is the inverse of the spiking period: IF R = 1/T spike . If there is no refractory period (τ ref = 0), then the IF R will asymptotically converge to a straight line for large input currentsĨF R = mI + b, with
[21]
With a refractory period, the IF R will have similar properties, but will saturate at 1/τ ref . We set ∆V θ = −∆Vr, which puts the offset b of the linear approximation to 0.
The refractory period is used to change the non-linear transfer function of the neuron. For neurons as part of a TPAM network, with a phasor-projection as the non-linearity, a large refractory period that limits the neurons to one spike per cycle can mimic the phasor-projection.
For the inhibitory population and the readout neurons, which act linearly with input current, we set the parameters so that the IF R is a linear function of the input, by using zero (or very small) refractory period. The gain of the neural transfer function is then estimated by the slope of the IF R [21].
Biophysical synaptic model with w EI the weight between excitatory and inhibitory neurons, and w IE being the weight between inhibitory and excitatory neurons. These weights and the overall gain is manually fine-tuned to balance the excitation, as well as set the gain of the dynamic threshold. A small fixed delay is used for the E-I and I-E synapses (ζ E lj = 1.0 ms, ζ I il = 1.0 ms). The parameters of the network are chosen to approximate biological parameters. The capacitance of the neurons does affect the dynamics of the network, and can itself act as a slight fixed delay. However, the delay due to the membrane time constant ∆RC = 1 ω arctan( g l ωC ) can be compensated for by reducing the synaptic conduction delays. The jump discontinuity in the synaptic dynamics could be modeled with a rise-time, which can be better tuned to produce a more ideal postsynaptic currents. With careful consideration, the more detailed parameters of the spiking model could be better accounted for. However, the parameters do not have to be perfect to get a model working.
Spiking capacity experiments. To be sure that the spiking model approximations did not catastrophically interfere with the attractor dynamics, we ran similar capacity experiments on the spiking model as the normative model, but at a much smaller scale. We chose a fixed parameter set of N = 500 neurons with K = 25 active and stored M = [50, 100, 200, 250, 300, 400] random phasor patterns in the network. These parameters were not the optimized parameters.
The spiking network was initialized to one of the stored patterns and iterated for 5 seconds, which is about 25 cycles. We measured the spike timings in the last second of the simulation and computed the exact frequency of the spiking oscillation. This was then translated into a complex vector. The complex phase of each element in this vector was then rotated to best align with the target pattern. The similarity is then the normalized dot product between the aligned vector and the target pattern.
The details of the spiking model currently prevent an exact parameter match between the normative and the spiking model, but we do see that a consistent spiking model follows the same capacity trajectory as a normative model. Without much parameter optimization, we can build a spiking attractor network that can easily store more patterns than a traditional Hopfield model. Towards building biologically realistic networks. In attractor networks, such as TPAM, there is a free gain parameter multiplying all recurrent weights. A rather large gain value is beneficial, as it produces a large signal-to-noise ratio in the presence of injected noise. We chose the gain to be large, which creates in the spiking networks large oscillatory membrane currents. In the simple models with spiking neurons we describe, excitation and inhibition are perfectly balanced, such that the temporal mean of the membrane currents is always zero, even for active neurons. These parameter choices result in the spike of the neuron occurring just after the 0-crossing of the membrane current. A refractory period is then necessary to prevent the neuron from spiking again during the large current that follows the 0-crossing. Further, if one wants to keep the frequency of active neurons near the natural frequency of the resonate-and-firing neurons, a threshold mechanism is required that produces spikes in a narrow phase window. In our models this is achieved by the double-threshold spiking mechanism.
By mutually adjusting synaptic gain and excitation-inhibition balance one can create models that do not require a doublethreshold spiking mechanism or the long refractory period in the neurons. If one increases the inhibitory feedback to exert slightly more influence, the temporal mean of the oscillatory current can be shifted towards hyperpolarization. The synaptic gain and firing threshold can now be adjusted such that a neuron only reaches the spiking threshold at/near the peaks of the current oscillation. This achieves a narrowing of the spike-phase window, akin to the double-threshold in our model with the resonate-and-fire neurons. Thus, with the described model modification, two of the biologically unrealistic features can be eliminated, the double threshold mechanism and the long refractory period. But such a model requires more careful parameter tuning, maybe even an adaptive control of the relevant parameters.
Another feature of our models that can be considered biologically unrealistic, is long synaptic delays. If synaptic delays are used to implement the complex algebra, then the delay time is on the order of the cycle time. However, the full cycle of delay times does not need to be used, and rather a fixed window of delays can be used that does not span an entire cycle length. This may degrade the SNR or increase the impact of cross-talk noise, but the essential computation is preserved.
Finally, the reader should keep in mind that we chose a period of T = 200ms quite arbitrarily. Choosing a cycle time closer to the gamma frequency range would result in requirements of our simple models that are better aligned to experimental observations. Demonstration code. A Jupyter notebook that demonstrates the three models described in this paper (complex-valued TPAM, resonate-and-fire TPAM, and biophysical TPAM) is available online: epaxon.github.io/tpam.html 
