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Resumen
Este trabajo presenta los primeros resultados de un proyecto de investigación que intenta
crear una infraestructura heterogénea de ejecución utilizando FPGAs como aceleradores.
Para conseguir dicho objetivo, en este proyecto se analiza el rendimiento de la ejecución en
una FPGA comparado con la ejecución en un procesador de propósito general y el coste de
transferencia de datos entre ambos sistemas, para el posterior desarrollo de un entorno de
ejecución  automatizado que  pueda  extraer  el  rendimiento  del  hardware  configurable  de
forma sistemática. 
Para ello y en primer lugar, en esta memoria se presenta la información contextual necesaria
para  adquirir una base general  sobre los temas que trataremos,  como la aceleración de
programas,  aceleradores  hardware,   FPGAs  y  el  entorno  que  se  utiliza  para  su
programación.
Seguidamente se exponen los elementos que formarán parte de nuestra infraestructura, como
el  sistema  de  comunicación  entre  la  placa  FPGA y  la  CPU y la  estructura  de  nuestro
acelerador  hardware.  También veremos un detallado análisis  del  rendimiento de nuestro
acelerador  y  expondremos  los  puntos  clave  sobre  los  que  podemos  continuar  esta
investigación.
Resum
Aquest treball presenta els primers resultats d'un projecte d'investigació que intenta crear
una infraestructura heterogènia d'execució de programes utilitzant FPGAs com acceleradors.
Per aconseguir aquest objectiu, en aquest projecte s'analitza el rendiment de la execució en
una FPGA comparat amb l'execució en un processador de propòsit general i el cost de les
transferències de dades entre els dos sistemes, per el desenvolupament posterior d'un entorn
d'execució  automatitzat  que  pugui  extreure  el  rendiment  del  hardware configurable  de
forma sistemàtica.  
Per  això  i  en  primer  lloc,  en  aquesta  memòria  es  presenta  la  informació  contextual
necessària per adquirir una base general sobre els temes que tractarem, com la acceleració
de  programes,  acceleradors  hardware,   FPGAs  i  l'entorn  que  s'utilitza  per  a  la  seva
programació.
Seguidament  s'exposen els elements que formaran part de la nostra infraestructura, com el
sistema de comunicació entre la placa FPGA i la CPU i l'estructura del nostre accelerador
hardware.  També  veurem  un  anàlisi  detallat  del  rendiment  del  nostre  accelerador  i
exposarem els punts clau sobre els quals podem continuar aquesta investigació.
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Abstract
In the next work we present the first results of a research project which pretends implement
a heterogeneous infrastructure of execution using FPGAs as accelerators. To achieve this
objective,  in  the  following project  we  analyze  the  execution  performance  of  the  FPGA
comparing it with the execution in a general purpose processor and also the transference
costs between the two systems, for the subsequent development of an automatic execution
environment that can systematically extract the performance from a configurable hardware.  
At the first place, in this work are presented all the background information needed to gain a
general  knowledge  for  the  topics  exposed  later,  like  program  acceleration,  hardware
accelerators,  FPGAs and the environment used for its programming.
Straightaway we  will  expose  the  elements  which  will  form our  infrastructure,  like  the
communication  system  between   FPGA and  CPU  and  the  structure  of  our  hardware
accelerator. We will also see a detailed performance analysis of the accelerator and explain
the key points from which we can continue this  research.
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1.- Introducción
1.1.- Objetivos y motivaciones
Durante los últimos 20 años los procesadores de propósito general han sufrido un cambio
radical  en  su  diseño  ya  que  su  arquitectura  ha  dejado  de  basarse  en  incrementar  el
rendimiento  de  la  ejecución  secuencial  para  buscar  el  rendimiento  en  la  ejecución  en
paralelo(véase la  figura 1.1).  Hoy en día la mayoría de los expertos en arquitectura de
computadores esta de acuerdo que el futuro de la computación es la explotación, cada vez
mayor, del paralelismo en la computación de los programas. Pero también se ha de tener en
cuenta que para ciertas tareas un procesador específico o un acelerador puede alcanzar unos
rendimientos  mucho  más  elevados  que  cualquier  procesador  específico,  pero  la  mayor
desventaja que tiene este tipo de enfoque es que el procesador o acelerador tan sólo serviría
para este tipo de tareas específicas. La idea principal por tanto, sería lograr un diseño que
aproveche las ventajas de ambos enfoques, y aquí es donde entra en juego la tecnología de
las FPGAs.
Este proyecto pretende investigar nuevas técnicas de uso de la tecnología puntera de las
FPGAs (“Field Programmable Gate Array”) para la aceleración de programas. Una FPGA es
un circuito integrado, tal como es una CPU o una GPU, pero reprogramable, con lo cuál
obtiene una ventaja enorme respecto a otros tipo de aceleradores, como las GPUs, ya que su
diseño puede ser dinámico.
El objetivo principal de este proyecto es la aceleración de programas en C y C++ mediante
la  ejecución  heterogénea en  una  arquitectura  CPU-FPGA.  La FPGA actuando como un
acelerador ejecutaría las partes más costosas del programa mientras el resto se ejecutaría en
la CPU. Aunque este tipo de ejecución ya se ha logrado, el diseño de la FPGA tiende a ser
estático  y  no  dinámico,  desaprovechando  así  su  mayor  ventaja  de  reprogramabilidad.
Nuestra  meta  es  crear  una  infraestructura  para  facilitar  el  proceso  de  reprogramación
automática de las FPGAs y así mejorar su adaptación a diversos programas para obtener el
mejor rendimiento posible.
        Figura 1.1.- Evolución de los procesadores modernos                                 
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1.2.- Actores
En esta sección pasaremos a analizar quienes son las principales personas o entidades que de
alguna  manera  intervendrán en  nuestro proyecto,  ya  sea  directa  o  indirectamente.  Estas
personas participarán directamente en el desarrollo del proyecto o simplemente serán los
que se beneficiarán del resultado final del mismo.
Desarrollador
Este  proyecto  tan  solo  cuenta  con  un  único  desarrollador  que  en  este  caso  soy yo.  El
desarrollador  es  la  persona más  activa e  importante  del  proyecto ya  que se  encarga de
desarrollarlo por completo. No tan sólo es su responsabilidad la parte técnica del proyecto,
sino  que  también  se  encargará  de  gestionar  el  proyecto,  redactar  la  memoria  y
documentación necesaria y también el responsable de realizar una presentación del mismo
ante el tribunal. 
Director, codirector y apoyo del proyecto
Para el  buen desarrollo del  proyecto es muy importante para  el  desarrollador  seguir  un
enfoque correcto al problema expuesto y al objetivo a lograr. Por ello son muy importantes
las  personas  que  le  darán  soporte,  las  cuales  podrán  guiarlo  y  orientarlo  cuándo  sea
necesario.  Entre  estas  personas  tenemos  al  director  del  proyecto  Carlos  Álvarez  y  el
codirector Daniel Jiménez, con los cuáles el desarrollador mantendrá contacto constante por
mail  y se organizarán reuniones periódicas cuando hagan falta.  El director del  grupo de
investigación  del  BSC  “Parallel  Programming  Models”,  Xavier  Martorell,   también
participará  en  este  proyecto  y  actuará  como  supervisor  del  mismo.  En  este  grupo  de
personas  también  pertenece  Antonio  Filgueras,  que  al  ser  miembro  del  grupo  de
investigación y teniendo experiencia en proyectos relacionados estará disponible para dar
soporte técnico al desarrollador al principio del proyecto.
Proyecto AXIOM
Uno de los principales beneficiarios de los resultados será el proyecto AXIOM[1], al cual
pertenece este proyecto. El proyecto AXIOM es un proyecto de investigación de la Unión
Europea que tiene como objetivo el desarrollo de un módulo reconfigurable, escalable y de
gran capacidad de interfaces de entrada/salida(tal como indican sus siglas en inglés “Agile
eXtensible I/O Module”) para su futuro uso en “Sistemas Ciberfísicos Inteligentes”, tales
como “Hogar Inteligente” o “Video-vigilancia Inteligente”. Al necesitar mucha capacidad de
cómputo para el funcionamiento de este módulo se ha decidido usar el framework OpenMP
para  arquitecturas  paralelas,  en  concreto  una  variante  llamada  OpenSs,  y  con  ello  la
colaboración por parte del BSC en el proyecto, debido a su gran experiencia en el campo de
los modelos de arquitectura paralela.  Como parte de la investigación realizada por el BSC
en el proyecto AXIOM se encuentra la aceleración de programas mediante arquitecturas
heterogéneas CPU-FPGA. En concreto el proyecto AXIOM esta pensado para arquitecturas
SoC como la familia Zynq de Xilinx, pero por parte del BSC se ha decidido expandir la
investigación a FPGAs mas potentes conectadas por PCIe.
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Data Centers
Como la aceleración de programas es un concepto muy solicitado en cualquier campo de la
informática  moderna,  los  resultados  de  esta  investigación  no  estarán  limitados  sólo  al
proyecto AXIOM, sino que podrán ser aprovechados para cualquier proyecto que quiera
utilizar la infraestructura heterogénea implementada. Como nuestra idea final es una posible
integración de dicha infraestructura para ser utilizada junto con el framework OpenSs, es un
diseño que podría ser utilizado en numerosos centros de procesamiento de datos y de súper-
computación.
Usuarios
Los  mayores  beneficiarios  de  los  resultados  de  este  proyecto  son,  como  siempre,  los
usuarios. Cualquier tipo de aceleración de programas siempre beneficia a todos los usuarios
de dichos programas debido a los aumentos en rendimiento logrados y a las disminuciones
del consumo de recursos conseguido. Tanto los usuarios del producto resultante del proyecto
AXIOM como cualquier otro proyecto que utilice nuestro framework serán beneficiarios del
trabajo de este TFG. 
 
1.3.- Contexto
En la siguiente sección repasaremos punto por punto los conceptos clave que determinarán
la realización de este proyecto y expondremos la razones de la existencia del mismo. 
1.3.1.- Aceleración de programas
Como  hemos  comentado  anteriormente  la  principal  motivación  de  este  proyecto  es  la
investigación  de  nuevas  técnicas  de  aceleración  de  programas  mediante  el  uso  de  un
acelerador  hardware,  que  en  el  caso  de  este  proyecto  es  una  FPGA,  pero  es   muy
importante  analizar  algunas  de  las  otras  técnicas  utilizadas  a  lo  largo  de  la  historia  y
actualmente. También profundizaremos en las razones de la decisión de utilizar la tecnología
de FPGA como acelerador en este proyecto. 
La aceleración de programas es un concepto muy común en la informática moderna debido
a sus enormes ventajas y aplicaciones. Una de las mayores ventajas es el ahorro en tiempo
producido por el aumento del rendimiento en la ejecución, además de que gran parte de las
técnicas  utilizadas  también  tienen  como  resultado  un  uso  eficiente  de  los  recursos
reduciendo los costes producidos por la computación. Como consecuencia del aumento del
rendimiento también obtenemos la posibilidad de ejecutar  aplicaciones y programas que
anteriormente no podíamos debido a la enorme cantidad de tiempo y/o recursos necesarios
para ello.
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Métodos de aceleración
Las numerosas técnicas de aceleración de programas podrían ser clasificadas en 3 grandes
grupos:
• Optimización del código: este tipo de aceleración trata de aumentar el rendimiento
de  un  determinado  programa  reescribiendo su  código  considerando las  posibles
optimizaciones posibles debido al hardware o el mismo algoritmo computado. Este
tipo de aceleración requiere un enorme trabajo adicional por parte del programador
y esta limitada para ese programa en particular, por ello mismo es tan solo aplicable
a casos muy determinados.
• Ejecución concurrente/paralela: Este  método  intenta  explotar  el  paralelismo y
concurrencia  de  tareas  dentro  de  los  programas  con  tal  de  repartir  la  carga  de
computación  entre  varias  unidades  de  procesamiento  y  así  dividir  el  tiempo  de
ejecución según el número unidades utilizadas el factor de paralelismo existente en
el programa o programas ejecutados. Sin duda este tipo de aceleración es el más
utilizado  en  los  últimas  dos  décadas  debido  a  su  diseño  totalmente  genérico  y
adaptable a cualquier  tipo de programas y a diversos diseños de arquitectura de
computadores[2].  Este  método  se  aplica  en  todos  los  campos  de  la  informática
moderna,  desde  los  ordenadores  personales  o  portátiles  que  funcionan  con
procesadores como los i3, i5 e i7 de Intel, hasta los centros de procesamiento de
datos y súper-ordenadores como el mismo Marenostrum III[3].
• Aceleradores  hardware: Este método trata de acelerar  la computación de cierto
tipo de operaciones mediante el uso de un procesador de datos específico y con un
rendimiento  mayor  para  este  tipo  de  instrucciones  que  una  CPU  de  propósito
general. Los aceleradores hardware es un método de aceleración de programas muy
utilizado a lo largo de la historia y dentro de esta metodología entran numerosos
tipos  de  aceleradores  hardware diferentes.  Entre  ellos  podemos  destacar  los
ordenadores vectoriales de la década de los '70 como el Cray-I[4] o la GPU, Unidad
de Procesamiento de Gráficos, que ha demostrado ser un componente esencial de
los  ordenadores  modernos[5][6].  Este  tipo  de  metodología  se  puede  aplicar  en
numerosos campos y programas donde ha llegado a demostrar, en algunos casos,
rendimientos mayores respecto a diseños de ejecución paralela basados únicamente
en   CPU[7][8].  Además  una  de  las  mayores  ventajas  es  que  este  método  es
totalmente compatible con la explotación del paralelismo en sistemas multi-CPU,
así pues, se puede aplicar una combinación de aceleración por ejecución paralela o
concurrente por CPU junto con aceleradores  hardware como GPU o FPGA para
conseguir  rendimientos  todavía  mayores.  Cabe  decir  también  que  una  de  las
desventajas de este método es que requiere un trabajo algo mayor para la adaptación
del  código  si  lo  comparamos  con  el  modelo  de  ejecución  paralela  en  entornos
puramente CPU.
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FPGA como acelerador
La tecnología de las FPGAs tiene numerosas aplicaciones en la informática moderna y uno
de los más importantes es en la aceleración de programas. Las FPGAs aparecieron en el
mercado en el 1985[9] y mayoritariamente sus aplicaciones se encontraban en el campo de
las telecomunicaciones y redes, pero a lo largo de la década de los '90 sus aplicaciones se
han extendido a otros campos. Debido a la gran evolución de las FPGAs durante los últimos
años[10] sus ventajas en el  campo de aceleración de programas se hacen cada vez mas
evidente. Uno de los ejemplos es el reciente lanzamiento de la familia Zynq[11] de FPGAs
de la empresa Xilinx. Esta familia ofrece un diseño SoC (“System On Chip”) que combina
procesadores  ARM  de  bajo  consumo  con  una  FPGA,  obteniendo  así  una  rendimiento
considerable, gracias a la aceleración mediante la FPGA integrada, pero con un consumo
mucho mas eficiente que procesadores de rendimientos similares.  
Gracias a sus grandes posibilidades debido a la capacidad de reconfiguración las
FPGAs obtiene una enorme ventaja en adaptabilidad respecto a otros aceleradores
como  las  GPUs[12].  El  problema  que  nos  encontramos  actualmente  es  que  la
dificultad y el tiempo de desarrollo de una implementación funcional de una FPGA
son muy elevados y debido a este motivo el uso que se le da a la reprogramabilidad
de la FPGA es muy bajo[13][14].  Por ello los diseños resultantes de las FPGAs
tiendes a ser estáticos: una implementación funcional que obtiene una aceleración
para  cierta  función o programa.  Pero con las  características  que nos  ofrecen las
FPGAs hoy en día es posible realizar una implementación dinámica de la FPGA: la
FPGA se re-programaría para cada función o programa distinto que ha de ejecutar,
adaptando el diseño de la mejor forma para obtener el mayor rendimiento. Desde
hace años que este concepto de una arquitectura de procesador re-programable ya
existe[15], pero hasta los últimos años no existía la tecnología para hacerlo posible. 
1.3.2.- Infraestructura de compilación y ejecución
Mediante  FPGAs  actuales  disponemos  de  la  posibilidad  de  realizar  el  diseño  de  una
arquitectura híbrida re-programable combinando CPU con FPGA. En esta arquitectura la
CPU actuaría como controlador del flujo y re-programaría la FPGA para adaptar su diseño
para otra tarea o programa cuando sea necesario. Algunas empresas ya han comenzado el
desarrollo de infraestructuras parecidas[16], pero estas serán frameworks comerciales y de
licencias privadas al contrario que la nuestra.
Anteriormente  el  problema  que  nos  habríamos  encontrado  es  que  las  FPGAs  no  se
programan  mediante  lenguajes  de  programación  como  C  y  C++  sino  en  lenguajes  de
descripción de hardware como VHDL y Verilog. Por tanto, para ejecutar un programa de C
o C++ en una arquitectura CPU-FPGA tendríamos que reescribirlo manualmente cambiando
la parte de código que queremos ejecutar en la FPGA por un diseño en VHDL equivalente.
Programar  en  VHDL  es  un  proceso  muy  costoso  y  requiere  de  desarrolladores
especializados en hardware ya que es un proceso muy diferente al desarrollo en C/C++ o
cualquier otro lenguaje de programación. Debido a ello para la implementación de nuestra
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infraestructura y automatización del proceso de re-programación de la FPGA necesitaríamos
algún mecanismo para generar el diseño en VHDL a partir del mismo código de C o C++. 
HLS o  “High level Synthesis”[17] es precisamente el mecanismo que estamos buscando
para esta tarea,  el  cuál  básicamente interpreta una descripción en lenguaje de alto nivel
(C,C++)  de  un  algoritmo  y  crea  un  diseño  en  VHDL que  implementa  este  algoritmo.
Entonces, si podemos traducir la parte del código que se ejecutaría en la FPGA mediante el
HLS,  tan  sólo  nos  haría  falta  la  cooperación  de  los  compiladores  de  C/C++  con  el
sintetizador HLS para automatizar todo el proceso. Actualmente existen varios proyectos del
BSC que consideran ampliar el  framework OpenSs a  arquitecturas heterogéneas usando
combinaciones de CPU-GPU o CPU-FPGA, así  que intentaremos analizar estos trabajos
basarnos en ellos para implementación de nuestra infraestructura.  
1.3.3.- Proyectos similares 
En uno de los proyectos en particular[18] se ha evaluado el uso de una FPGA de la familia
Zynq-7000 de Xilinx para la implementación de una infraestructura reprogramable parecida
a la nuestra.  En este proyecto para automatizar el proceso de compilación se hace uso del
compilador  “source-to-source” Mercurium,  para  dividir  las  partes  de  código  que  se
ejecutarán en la FPGA del resto del código. Una vez el Mercurium identifique todas las
partes del código, las correspondientes a la FPGA se envían al Vivado_HLS (la herramienta
HLS  de  las  FPGAs  de  Xilinx)  para  la  generación  del  diseño  en  HDL  (“Hardware
Description Language”) del acelerador específico para esa parte del código. Con el diseño
resultante se genera el bitstream mediante las herramientas EDK (“Embedded Development
Kit”) de Xilinx y se reconfigura la FPGA con el mismo. Una vez se compile el resto del
código mediante el compilador correspondiente, GCC/G++, el programa ya esta listo para
su ejecución. Durante el proceso de ejecución también se hace uso de las librerías run-time
Nanos++  que  cuentan  con  librerías  específicas  para  soporte  de  distintos  tipos  de
aceleradores como las FPGAs.
En  estos  trabajos  también  se  hace  énfasis  especial  en  analizar  los  cambios  al  código
necesarios por parte del programador para el  uso de esta infraestructura[19]. Viendo los
análisis  realizados  observamos  que  gracias  al  uso  del  framework OpenSs  para  abstraer
totalmente el  proceso,  el  programador tan sólo ha de añadir  una o dos lineas al  código
original. Por tanto podemos afirmar que la automatización de nuestra infraestructura será
posible y resultará ser eficiente. Nuestro único obstáculo es adaptar dicha infraestructura a
las FPGAs conectadas por PCIe, un diseño distinto a las FPGA integradas en SoC como la
familia Zynq-7000.
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1.4.- Alcance del proyecto
Como se ha comentado anteriormente este proyecto forma parte de una investigación que
pretende implementar una infraestructura de ejecución heterogénea que utilice las FPGAs
como  aceleradores.  Esta  infraestructura  tiene  como  objetivo   facilitar  la  compilación  y
ejecución de programas en una arquitectura hardware formada por CPU y FPGA. Todo ello
se basa en el concepto de aceleración por  hardware reprogramable donde,   la FPGA se
reconfigura con un diseño de acelerador óptimo y específico para cada programa ejecutado,
obteniendo el máximo rendimiento posible.
La idea de una infraestructura que automatiza el proceso de compilación y ejecución para
los dispositivos FPGA es en lo que nos basamos para la realización de este proyecto, pero es
un concepto  muy ambicioso  y  por  ello  durante  este  proyecto realizaremos  tan  sólo los
primeros pasos para empezar con la implementación de nuestra infraestructura. 
Para empezar analizaremos el  hardware del que disponemos y las posibilidades que nos
ofrece. Estudiaremos los protocolos de comunicación que podremos utilizar para nuestro
infraestructura, como sus ventajas y sus desventajas. Para que un nuestro sistema sea capaz
de  acelerar  cualquier  tipo  de  programa  usando la  FPGA precisaremos  de  un  diseño de
comunicación genérico que sea capaz de comunicarse con cualquier tipo de acelerador. Este
es  un  concepto  clave  para  el  éxito  de  esta  investigación.  Por  ello  empezaremos  por
analizando las distintas formas de comunicación que dispone nuestro dispositivo FPGA para
encontrar la manera que mejor se adapte a nuestro diseño. 
Como nos interesaría medir el rendimiento conseguido mediante la ejecución en la FPGA
hemos escogido el  ejemplo clásico de multiplicación de matrices para nuestras primeras
pruebas. Cuando consigamos un diseño funcional de la comunicación y un acelerador que
realice  los  calculas  correspondientes,  utilizaremos  este  ejemplo  para  analizar  los
rendimientos de las ejecuciones del mismo programa en FPGA y en CPU para comparar los
resultados. 
Esperamos  que  los  resultados  de  este  trabajo  nos  sirvan  para  poder  continuar  esta
investigación posteriormente y realizar la implementación completa de la infraestructura que
tenemos en mente.
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1.5.- Análisis técnico
1.5.1.- Arquitectura
En esta sección pasaremos a explicar los puntos clave del diseño de la arquitectura elegida
para el proyecto y el funcionamiento de la infraestructura que pretendemos implementar.
Sistema CPU-FPGA
El  sistema  sobre  el  que  desarrollaremos  nuestra  infraestructura  es  una  arquitectura
heterogénea  que  combina  el  uso  de  múltiples  CPUs  con  una  FPGA para  acelerar  la
ejecución de programas. En este caso la CPU actúa como  master del sistema y la FPGA
como  slave. La idea es que la CPU reprograme la FPGA que tiene conectada a su puerto
PCIe con un diseño de acelerador específico que computa una concreta parte del código de
un  programa.  La  FPGA por  tanto  actuará  como  un  acelerador  hardware específico  y
teóricamente ha de obtener un rendimiento considerablemente mayor en la ejecución de esa
parte del código. 
El  hardware que hemos decidido utilizar para este proyecto es un nodo formado por una
placa de 2 procesadores Intel Xeon con una FPGA conectada por un puerto PCIe. La tarjeta
PCIe elegida para el proyecto es la ADM-PCIE-7V3 de la compañía Alpha Data, la cual
cuenta con un chip FPGA Virtex-7, una familia de FPGAs de alto rendimiento de la empresa
Xilinx.
Infraestructura
Para  que  este  tipo  de  diseño  sea  utilizable  hace  falta  la  implementación  de  una
infraestructura que abstraiga y facilite el proceso de diseño, compilación y ejecución del
bitstream del acelerador específico que ha de ejecutar la FPGA. Esta infraestructura ha de
automatizar todo este proceso y ha de generar un ejecutable a partir de un código C/C++ sin
ningún trabajo adicional por parte del programador. Esta automatización requiere el uso de
determinadas herramientas disponibles para el proyecto y está dividida en las siguientes
fases:
• División del código fuente: En esta fase se identifican las partes del código que se
ejecutarán en la FPGA y se separan del resto del programa. Para ello es necesario el
uso  del  compilador  source-to-source Mercurium.  Este  compilador  se  utiliza  en
arquitecturas heterogéneas o no-genéricas y su funcionamiento se basa en el uso de
directivas, o pragmas, para marcar las partes del código concretas. 
• Diseño del acelerador: Con la parte del código correspondiente a la FPGA hemos
de diseñar un acelerador que se adapte a dicho código. Este proceso que conllevaría
varias  horas  de  implementación  manual  se  puede  generar  automáticamente
mediante  herramientas  HLS.  High-level  Synthesis interpreta  la  descripción
algorítmica escrita en lenguajes C o C++ y genera un diseño en VHDL o Verilog del
acelerador específico para esa parte del código. 
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• Generación del bitstream: El acelerador obtenido en la fase anterior se integra con
el diseño general de la FPGA y se genera el  bitstream mediante las herramientas
EDK  específicas  de  la  FPGA.  El  resto  del  programa  se  compila  mediante  el
compilador GCC y así obtenemos las dos partes ejecutables de nuestro programa.
• Ejecución: La FPGA se reprograma utilizando el bitstream generado y ya podemos
pasar a la ejecución del programa final. 
Diseño de la FPGA
Para  que  esta  infraestructura  funcione  correctamente  primero  hemos  de  diseñar  e
implementar un diseño general para FPGA que nos servirá como base donde integraremos
los diferentes aceleradores específicos. Este diseño ha de cumplir unas funciones básicas de
comunicación con la CPU para recibir y enviar los datos del programa y las señales de
control  de  los  aceleradores.  Durante  este  proyecto  nos  centraremos  en  el  análisis  e
implementación  de  este  diseño  y  probaremos  distintas  técnicas  de  comunicación  y  los
distintos tipos de aceleradores para la FPGA.
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1.5.2.- Tecnologías potenciales
Las tecnologías más importantes que vamos a utilizar en este proyecto corresponden con la
utilización  de  sistemas  FPGA  para  la  aceleración  de  programas.  A  continuación  os
explicaremos los puntos clave de cada una de ellas.
FPGA
Una FPGA es un circuito integrado, tal como es una CPU o una GPU, pero diseñado
para  ser  reconfigurado  por  el  consumidor  o  diseñador  después  del  proceso  de
fabricación. Las FPGAs es una tecnología relativamente nueva, que apareció por
primera vez en el  año 1985 y durante los últimos años ha ido evolucionando y
extendiéndose cada vez más a distintos campos y aplicaciones.  El  diseño de un
FPGA está  formado por  un  conjunto  de  bloques  lógicos  reprogramables  que  se
conectan entre ellos mediante una jerarquía reconfigurable de interconexiones. Los
bloques lógicos permiten ser configurados para llevar a cabo complejas funciones
de  lógica  combinacional  o  simplemente  el  de  una  puerta  lógica  AND o  XOR.
Programando determinados bloques y configurando las interconexiones entre ellos
permite la generación de un circuito lógico especifico. 
VHDL
VHDL es  un lenguaje  de descripción de  hardware usado en automatización del
diseño electrónico  para  programar  la  estructura,  diseño y operación  de  sistemas
electrónicos  tales  como las  FPGAs y  los  circuitos  integrados.  Como numerosos
conceptos  de  la  informática  moderna  fue  desarrollado  por  el  departamento  de
defensa de los Estados Unidos y ahora es uno de los dos lenguajes de descripción de
hardware más utilizados. La alternativa que existe a este lenguaje es Verilog.
HLS
High-level  synthesis es  un  método  de  diseño  automatizado  de  hardware  que
interpreta  una  descripción  algorítmica  del  comportamiento  deseado,  escrito  en
lenguaje  de  programación  de  alto  nivel  (C/C++),  y  lo  traduce  a  un  diseño  de
hardware digital que implementa ese comportamiento. Es una herramienta muy útil
para  el  diseño  de  aceleradores  y  otros  circuitos  lógicos,  porque  automatiza  el
proceso  de  implementación  del  diseño  mediante  lenguajes  de  descripción  de
hardware, ahorrando un enorme trabajo al desarrollador. 
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1.6.- Herramientas de desarrollo
1.6.1.- Hardware
Arvei  
Arvei  es  la  máquina  de  trabajo  oficial  del  Departamento  de  Arquitectura  de
Computadores (DAC).  Es un  cluster de computadores formado por 40 nodos de
computo con 2 procesadores Intel Xeon E5-2630Lv2 cada uno y con un total de 128
GB  de  memoria  RAM.  El  sistema  operativo  utilizado  en  el  cluster es  una
distribución de GNU/Linux 64 y se puede acceder remotamente desde cualquier
ordenador con un entorno GNU/Linux o la virtualización de este.
PC remoto 
Durante todo el proceso de desarrollo utilizaremos un PC personal o cualquiera de
los disponibles en la universidad para acceder y trabajar sobre el cluster Arvei.
1.6.2.- Software
Vivado Design Suite
Vivado Design Suite es una herramienta software, propiedad de la empresa Xilinx,
usada para programación y generación de diseños  hardware para FPGAs de esta
compañía. Es un paquete de software muy completo que permite la programación
de FPGAs tanto por código como usando el IP integrator tool, una herramienta que
permite un diseño esquemático mediante la integración de varios bloques IP.  La
licencia de este software también incluye algunos bloques IP pertenecientes a Xilinx
que se pueden en nuestro propio diseño.
Vivado High-Level Synthesis
Vivado High-level Synthesis o Vivado HLS es un software, propiedad de la empresa
Xilinx, usado para el diseño de bloques IP usando el método HLS. Esta herramienta
es la que nos permite automatizar la creación de un acelerador a partir de código
C/C++ mediante el High-lelvel Synthesis.
Mercurium
Mercurium es una infraestructura de compilación source-to-source desarrollada por
el BSC y  usada para  arquitecturas heterogéneas o no-genéricas y para el rápido
desarrollo de prototipos. Su funcionamiento se basa en identificar partes del código
mediante directivas. Actualmente soporta los lenguajes C y C++.  
Nanos ++
Nanos++ es una librería run-time desarrollada por el BSC y diseñada para soporte
de ejecución de programas en entornos de arquitectura de computación paralela.
Nanos++ mayoritariamente se utiliza como soporte para el OpenSs, una extensión
del framework OpenMP desarrollada por el BSC. 
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1.7.- Evaluación de riesgos
Dificultades de programación a nivel hardware
La programación a nivel  hardware tiene numerosas  dificultades en comparación con su
contraparte software, entre las cuáles se encuentran la dificultad del proceso de debugging.
Este proceso en este tipo de programación es muy costoso ya  que requiere una enorme
cantidad de tiempo y la única manera de hacerlo es el uso de herramientas de simulación de
diseños hardware para intentar hallar los posibles fallos observando el comportamiento de la
simulación.
Tiempos de compilación
La  compilación  y  generación  del  bitstream de  un  diseño  hardware es  un  proceso  que
requiere  una  enorme  cantidad  de  tiempo  y  recursos.  Según  el  tamaño  del  diseño  y  su
complejidad este proceso puede llevar desde menos de 10 minutos a más de 10 horas para
generar el  bitstream de la FPGA. Debido a esto durante el desarrollo de este proyecto no
podremos utilizar la metodología simple de “prueba y error”, ya que conllevaría al derroche
de decenas de horas en trabajo inútil. La posible solución a este problema es dedicar más
tiempo para intentar prever y buscar los posibles fallos que podamos tener antes de empezar
el proceso de compilación.
Conexión remota
Todo el proceso de desarrollo de este proyecto se hace mediante una conexión remota al
cluster de  trabajo  del  departamento  de  arquitectura  de  computadores  (DAC)  y  por  ello
siempre  tenemos  el  riesgo  de  posibles  problemas  de  conexión.  Si  en  algún  momento
detectamos un aumento de caídas de conexión o que la velocidad de la misma no es estable
e  impide  un  desarrollo  eficiente,  hemos  de  considerar  un  cambio  de  localización  para
continuar con el proyecto. Este es un factor totalmente externo pero lo hemos de tener en
cuenta y reaccionar en el menor tiempo posible para evitar demoras en el desarrollo.
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1.8.- Metodología de trabajo
Como  se  ha  dicho  anteriormente  este  proyecto  se  desarrollo  por  completo  mediante
conexión remota. Dentro del cluster sobre el que trabajaremos, llamado Arvei, se encuentran
los dos nodos de trabajo que utilizamos(cada nodo con dos procesadores y una FPGA).
Como todas las herramientas y recursos necesarios están disponibles en el  cluster  todo el
trabajo se realiza desde casa o cualquier otra localización con un entorno GNU/Linux.
En cuestión al control de versiones, un factor muy importante para cualquier desarrollo de
software,  el  sistema  de  backups que  vamos  a  utilizar  es  el  ya  implementado  backup
automático del sistema operativo del cluster Arvei. Este sistema guarda un backup de toda la
información  guardada  dentro  del  cluster para  cada  usuario  del  mismo.  El  control  de
versiones necesario para guardar las diferentes etapas del desarrollo del proyecto se ha de
hacer de forma manual, y exportar fuera del cluster siempre que sea necesario. 
Teniendo en  cuenta  la  naturaleza  del  proyecto  y  el  hecho que  no  podamos  predecir  la
dificultad  del  problema  planteado  ni  la  velocidad del  desarrollo,  hemos  considerado
rechazar  la  metodología  SCRUM.  Dicha  metodología  no  encaja  muy  bien  en  nuestro
proyecto ya que las reuniones diarias tan solo ralentizarán nuestro proyecto. Muchas partes
del proyecto requieren más de un día de desarrollo para tener algún resultado válido, además
desconocemos la velocidad con la que podremos obtener dichos resultados. Por ello hemos
decidido usar la metodología KANBAN, que presenta mayores ventajas en proyectos de
evolución incontrolada. El desarrollo avanzará fijando objetivos prioritarios para cada fase
del proyecto que se han de acabar y validar de forma secuencial antes de pasar al siguiente
objetivo.
El contacto con el director y codirector del proyecto, durante la mayor parte del desarrollo,
sera  constante  vía  mail.  Las  reuniones  para  consultas  y  progreso  del  proyecto  serán
programadas por  los  directores  o por  el  mismo desarrollador  siempre  que se  requiera
durante todas las fases del desarrollo. 
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1.9.- Metodología de validación
La idea principal  que hay detrás de este  proyecto es  mejorar  la programabilidad de las
FPGAs  actuales  y  mejorar  las  herramientas  usadas  para  su  configuración.  Obviamente
también  estamos  muy  interesados  en  conseguir  una  mejora  rendimiento  mediante  este
proceso de aceleración. 
Teniendo en cuenta las ideas y motivaciones de nuestro proyecto existen tres factores que
determinarán el éxito de nuestro proyecto:
• Ejecución  heterogénea: Uno  de  los  primeros  y  mas  importantes  objetivos
determinantes del éxito de este proyecto es lograr satisfactoriamente una ejecución
heterogénea de programas. Mediante esta ejecución hemos de obtener los mismos
resultados que los de una ejecución secuencial por CPU.  Esta parte es esencial para
el  desarrollo  y  ara  lograr  este  objetivo  nos  centraremos  en  corregir  todos  los
posibles  fallos  de  nuestro  diseño.  La  valoración  de  este  factor  es  puramente
cualitativa.
• Mejora de rendimiento: Con el  uso de la  FPGA para acelerar  la  ejecución de
programas  esperamos  obtener  una  considerable  mejora  de rendimiento.  Por  ello
otro  factor  muy  importante,  es  la  mejora  de  rendimiento  conseguida  mediante
nuestra arquitectura heterogénea CPU-FPGA. La mejora de rendimiento conseguida
se valorará de forma puramente cuantitativa.
• Facilidad de programación: La idea fina es que nuestra infraestructura sea usable
y que no requiera grandes modificaciones del código original. Por ello un factor
determinante  que  hay que  tener  presente  es  la  facilidad  de  programación  de  la
FPGA mediante  nuestra  infraestructura.  La  automatización  y  la  abstracción  del
proceso de compilación son conceptos clave para mantener un fácil y eficiente uso
de nuestra infraestructura, pero dado el tiempo del que disponemos este factor no lo
consideramos  tan  importante  para  este  TFG.  Este  factor  se  evaluara  de  forma
cualitativa.
Al comenzar el desarrollo nos centraremos tan sólo en el primer factor de validación de este
proyecto. Después de lograr la ejecución heterogénea de algún programa muy simple, como
es  por  ejemplo  una  multiplicación  de  matrices,  pasaremos  a  analizar  el  diseño  e
implementación obtenidos y nos centraremos en el resto de los factores.
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2.- Gestión del proyecto
En este capítulo vamos a exponer todos los conceptos clave de la planificación y la gestión
de este proyecto. Inicialmente la entrega de este proyecto estaba prevista para el 30 de junio
del 2015, pero debido a los problemas que hemos tenido con nuestro dispositivo y el  IP
Core de Alpha Data hemos tenido que aplazar esa entrega para el siguiente semestre. Al
tratarse  de  un  proyecto  de  investigación  inicialmente  incierto  no  pudimos  prever  por
completo esta situación, y aunque hemos hecho todo lo posible para no tener que aplazar  la
entrega, el retraso ha sido inevitable. En este capítulo observaremos la planificación inicial y
las diferencias que presenta con la planificación final. 
2.1.- Planificación temporal
La longitud que tenía previsto este proyecto era de 4 meses y medio, siendo el 30 de junio
del 2015 la fecha límite establecida para su presentación ante el tribunal. Es un período de
tiempo  bastante  cerrado  para  un  proyecto  de  esta  magnitud  y  por  ello  hemos  sufrido
bastantes retrasos en el desarrollo. Finalmente la entrega prevista para este proyecto es el 26
de Octubre del 2015, con una duración total de 8 meses y medio.
La planificación inicial del proyecto que encontramos a continuación es una aproximación
del desarrollo ideal del proyecto y por ello se ha visto drásticamente modificada en ciertos
puntos del desarrollo. Os mostraremos los cambios que ha sufrido esta planificación y en
que fases del proyecto han repercutido en mayor medida.
2.1.1. - Descripción de las tareas
Planificación
Esta  es  la  fase  inicial  del  proyecto  y  su  duración  prevista  es  de 1 mes.  El  curso GEP
constituye la mayor parte de este proyecto. Esta fase no ha sufrido ningún cambio y por ello
no  presenta  ninguna  diferencia  con  la  planificación  resultante.  Esta  etapa  se  divide  en
distintas fases que corresponden a cada una de las partes o “tareas” que propone el curso que
tienen como objetivo ayudar y guiar al estudiante en la organización y planificación del
proyecto. En la tabla 2.1 podemos ver el análisis temporal de esta etapa.
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Tarea Horas Planeadas
Definición del alcance 14
Planificación temporal 13
Gestión económica y sostenibilidad 8
Presentación preliminar 7
Contextualización y bibliografía 16
Especialidad 12
Presentación del documento final 20
TOTAL 90
    Tabla 2.1.- Análisis temporal fase de Planificación   
Sumando las horas para llevar a cabo cada tarea obtenemos un total de 90 horas de trabajo
para  la  etapa  de  planificación  del  proyecto.  Al  repartir  estas  horas  durante  un  mes,  y
suponiendo que no trabajaríamos los fines de semana, resultan en un ratio de 3.62 horas
diarias de trabajo. Aunque habiendo considerado la organización de las fechas de entrega de
las tareas seria adecuado considerar trabajar horas durante los fines de semana.
Preparación inicial
En esta etapa del proyecto se hacen las preparaciones y tareas necesarias para pasar a la
etapa de desarrollo y continuar el proyecto sin interrupción. En esta fase por lo tanto nos
encontraremos con las instalaciones y configuraciones de las herramientas, tanto hardware
como  software,  que  vamos  a  utilizar  en  la  implementación.  También  empezaremos  a
estudiarnos la documentación y especificación del hardware con el que vamos a desarrollar
el proyecto. Esta fase tampoco ha sufrido ningún cambio respecto a su planificación inicial.
En la tabla 2.2 podemos observar el análisis temporal de esta etapa.
Tarea Horas Planeadas
Configuración del entorno de desarrollo
(Hardware) 3
Configuración del entorno de desarrollo
(Sistema operativo) 5
Configuración del entorno de desarrollo
(Sosftware) 2
Estudio de la documentación 15
TOTAL 25
   Tabla 2.2.- Análisis temporal fase de preparación inicial
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Para llevar a cabo la fase de preparación inicial es necesario un total de  25 horas, por ello le
hemos asignado una duración máxima de una semana, con un ratio resultante de 5 horas
diarias.  Este ratio es superior a la fase anterior,  pero considerando el   corto período de
duración del  proyecto,  cuanto más agilicemos las fases iniciales del  mismo más tiempo
dispondremos  para  la  fase  de  su  desarrollo  y  con ello  podremos  cubrir  algunos  de  los
imprevistos que nos pueden surgir más adelante.
Desarrollo
Esta es la etapa que cubre el desarrollo completo del proyecto, que podemos dividir en 3
fases diferentes: el diseño de la FPGA, el análisis de ejecución de programas en la FPGA y
la automatización del proceso de compilación y ejecución de programas. Esta es la fase de la
planificación  que  más  cambios  ha  sufrido  durante  el  progreso  del  proyecto.  Como  ya
comentamos  desde  el  principio  hemos  considerado  eliminar  la  fase  de  automatización
debido a  la  incertidumbre  del  trabajo  que requieren  las  dos  fases  anteriores  y  como el
desarrollo  del  diseño de  la  FGPA se  ha  alargado de  esta  forma,  hemos  descartado por
completo  la  idea  de  automatizar  nuestra  infraestructura  durante  el  transcurso  de  este
proyecto. 
En la tabla 2.3 podemos ver las etapas en las que se divide esta fase y las horas dedicadas
en la planificación inicial y en la final: 
Tarea Horas Planeadas Horas Finales
Diseño de la FPGA 220 780
Análisis de ejecución de
programas 124 435
Automatización del
proceso 72 -
TOTAL 416 1215
   Tabla 2.3.- Análisis temporal fase de desarrollo 
A continuación se  explicarán los  conceptos  principales  de cada una de estas  etapas  del
desarrollo.
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Diseño de la FPGA 
La etapa del diseño de la FPGA es es la primera fase del desarrollo y se trata ante todo en
analizar las características que nos permite realizar el  hardware y las características que
queremos adoptar en nuestra infraestructura. Posteriormente realizaremos un diseño general
de la FPGA mediante herramientas de programación de arquitectura (Vivado, VHDL, etc.).
Esta  primera  fase  del  desarrollo  se  puede  dividir  en  4  etapas:  análisis,  diseño,
implementación y validación.
Esta fase es muy importante ya que sin el diseño adecuado de la FPGA no podríamos probar
de ejecutar programas en ella,  con lo cual no podríamos realizar con éxito las próximas
etapas que vienen a continuación y el proyecto sería un fracaso. Cabe añadir que esta fase
continuará  su  desarrollo  después  del  comienzo  de  la  siguiente,  ya  que  sin  las  pruebas
adecuadas de ejecución de programas no podríamos validar con éxito nuestro diseño final. 
Análisis de ejecución de programas
Esta es la segunda fase del desarrollo de nuestro proyecto y se trata de compilar y ejecutar
programas en nuestra infraestructura heterogénea, comprobar que los resultados obtenidos
son los correctos y analizar las mejoras obtenidas respecto el programa original. Esta etapa
se  divide  en  4  subfases:  análisis  de  programas,  adaptación  de  programas,  diseño  del
acelerador y por último validación y análisis de los resultados.
Esta etapa es muy importante para validar los objetivos conseguidos en nuestro proyecto, ya
que mediante  los  análisis  de  los  resultados obtenidos de  la  ejecución  podremos  validar
nuestro diseño de la infraestructura y varios puntos clave del proyecto. 
Automatización del proceso
Esta etapa es la última fase del desarrollo de nuestro proyecto y consta de automatizar los
procesos y métodos que hemos seguido en la segunda fase, para facilitar la compilación y
ejecución de programas en nuestra infraestructura.
Aunque  esta  etapa  consta  en  la  planificación,  debido  a  la  escasez  de  tiempo  para  el
desarrollo de este proyecto, tuvimos que descartar su implementación durante su transcurso,
pero su desarrollo continuará en el proyecto de investigación del cual forma parte este TFG.
Documentación
Debido al corto período de duración de este proyecto y al gran volumen de estudio de la
documentación necesaria para su realización, hemos considerado que este estudio se llevará
a cabo durante el mismo desarrollo del proyecto. Así que se empezará la implementación
con el estudio mínimo necesario para ello y se consultará la parte correspondiente de la
documentación siempre cuando sea debido.
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Fase final 
Esta  es  la  etapa  final   de  nuestro  proyecto  y  trata  de  acabar  de  redactar  toda  la
documentación que falta del proyecto y preparar la presentación final ante el tribunal. En
esta fase también vemos bastantes cambios en la planificación debido a la magnitud del
proyecto realizado. Las tareas a realizar en esta etapa las podemos encontrar en la tabla 3.4.
Tarea Horas Planeadas Horas Finales
Análisis de la
documentación 20 146
Elaboración del
soporte para la
presentación
15 20
Practica de la
presentación 10 15
TOTAL 45 181
          Tabla 2.4.- Análisis temporal fase final del proyecto
2.1.2.- Duración total del proyecto
En la tabla 2.5 se encuentra la duración total proyecto y de cada una de las fases que hemos
explicado anteriormente. En las  figuras 2.1 y  2.2 además podemos observar el diagrama
Gantt de la planificación inicial y la final, respectivamente.
Fase
Horas Duración(días laborales) Horas/Día
Planeadas Finales Planeados Finales Planeadas Finales
Planificación 90 90 25 25 3.62 3.62
Preparación
inicial 25 25 5 5 5 5
Diseño FPGA
(Desarrollo) 220 780 45 109 4.88 7.16
Análisis de
programas
(Desarrollo)
124 435 22 54 5.64 8.06
Automatización
(Desarrollo) 72 - 13 - 5.54 -
Fase final 45 181 10 15 4.5 12.07
TOTAL 576 1511 120 208 4.8 7.26
    Tabla 2.5.- Duración total del proyecto   
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Figura 2.1.- Diagrama Gantt de la planificación inicial
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Figura 2.2.- Diagrama Gantt de la planificación final
27
2.1.3.-Valoración de alternativas y plan de acción
Como hemos observado en el apartado anterior el retraso que hemos acumulado al final de
este  proyecto  no  es  negligible  y  por  tanto  hemos  tomado  medidas  para  amortiguar  su
impacto en la planificación inicial del proyecto. 
Primero de todo con tal de continuar con el desarrollo de este proyecto no podido hacer más
que  seguir  trabajando  en  nuestro  diseño  de  la  FPGA,  ya  que  es  un  componente
imprescindible para este proyecto. Pero debido al retraso que hemos experimentado durante
esta fase se han aplicado medidas preventivas que hemos discutido al empezar con este
proyecto. Estas medidas incluyen lo siguiente:
• Intensificación de la jornada diaria: Nuestra media de horas diarias durante el
desarrollo  era  entre  las  5  y  6  horas,  para  amortiguar  el  retraso  se  ha  decidido
aumentar esta jornada a 7-8 horas diarias.
• Jornada de  fines  de  semana: Hemos  decidido  que  realizar  una  jornada  de  un
mínimo de 5-6 horas diarias durante los fines de semana es imprescindible con tal
de acelerar el proceso de la implementación y compensar el retraso que estamos
experimentando actualmente.
• Prolongación de la fase del diseño: Nos vemos obligados a prolongar la primera
fase  de  implementación  ya  que  en  ella  se  basa  todo  el  proyecto  y  no  hay
alternativas. Con el aumento de las horas diarias y las jornadas de fines de semana
esperamos compensar este retraso en el período de pruebas.
• Cancelación  de  la  fase  de  automatización: Como  se  ha  explicado  durante  la
planificación del proyecto la fase de automatización está planificada como la última
fase  de  la  implementación  de  este  proyecto.  Pero  dada  la  cantidad  de  horas
necesarias para las  anteriores etapas  ya  previmos que si  llegamos a sufrir  algún
retraso  esta  fase  se  cancelaría.  Aunque  no  se  haya  conseguido  realizar  la
automatización  durante  el  período  de  este  TFG  no  significa  que  no  se  realice
posteriormente en la misma línea de esta investigación.
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2.1.4.- Recursos
Los recursos que utilizaremos durante el proyecto estarán disponibles para su uso las 24
horas durante los 7 días de la semana. El único contratiempo que nos puede surgir es una
caída de conexión o la interrupción de servicio del cluster Arvei.
• Hardware:
• Ordenador de sobremesa
• Ordenador portátil
• Cluster Arvei
• 2 nodos del cluster con FPGA
• Smartphone
• Software:
• Ubuntu 12 GNU/Linux
• Vivado Design Suite
• Vivado HLS
• Mercurium
• Nanos
• Vim
• Open Office
• Open Project
• RRHH:
• Director del proyecto
• Analista
• Administrador de sistemas
• Programador
• Programador de testing
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2.2.- Gestión económica
2.2.1.- Identificación y estimación de costes
En  este  apartado  pasaremos  a  realizar  un  presupuesto  basado  en  la  planificación  final
expuesta anteriormente, concretamente en las horas planificadas para cada una de las etapas
de nuestro proyecto.  En las  tablas 2.6,  2.7, 2.8 y 2.9 podréis observar los presupuestos
parciales, mientras que en la tabla 2.10 podréis encontrar el presupuesto total del proyecto.
Planificación
Costes directos
Recurso Cantidad Preciounidad Tiempo % amortización Total Observaciones
Director
Proyecto - 25 €/h 78 h - 1.950 € -
Analista - 22,5 €/h 12 h - 270 € -
PC sobremesa 1 1.450 € - 2,08 % 30,21 € Vida útil 4 años,1 mes de uso
Portátil 1 1.150 € - 2,78 % 31,94 € Vida útil 3 años,1 mes de uso
Smartphone 1 109 € - 4,17 % 4,54 € Vida útil 2 años,1 mes de uso
Ubuntu 12 - 0 € - - 0 € Licencia Libre
Open office - 0 € - - 0 € Licencia Libre
Project Libre - 0 € - - 0 € Licencia Libre
Costes indirectos
Recurso Cantidad Preciounidad Tiempo % amortización Total Observaciones
L
u
z
PC
sobremesa 0,40 kW/h
0,14868
€/kWh
70 h - 4,16 € 400 W de potencia
Portátil 0,25 kW/h 20 h - 0,74 € 250 W de potencia
Smartphone 0,008kW/h 90 h - 0,11 € 8 W de potencia
Imprevistos
Concepto Probabilidad desuceso Coste adicional Observaciones
Dificultades de redactado 10 % 195 €  Director de proyecto
Total Planificación (sin contingencia)                                                                                          2.486,70 euros
Tabla 2.6.- Presupuesto fase planificación  
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Preparación inicial
Costes directos
Recurso Cantidad Preciounidad Tiempo % amortización Total Observaciones
Director Proyecto - 25 €/h 5 h - 125 € -
Adm. Sistemas - 13,5 €/h 20 h - 270 € -
PC sobremesa 1 1.450 € - 0,35 % 5,08 € Vida útil 4 años,5 días de uso
Portátil 1 1.150 € - 0,46 % 5,29 € Vida útil 3 años,5 días de uso
Smartphone 1 109 € - 0,69 % 0,75 € Vida útil 2 años,5 días de uso
Cluster Arvei - 0 € - - 0 € Compartido con DAC
Nodo Arvei con
FPGA 2 6.650 € - 0,46 % 61,18 €
Vida útil 3 años,
5 días de uso
Vivado Design
Suite 1 2.675,8 € - 0,69 % 18,46 €
Vida útil 2 años,
5 días de uso
Vivado HLS 1 1.781,9 € - 0,69 % 12,50 € Vida útil 2 años,5 días de uso
Código Alpha Data 1 2300 € - 0,69 % 15,87 € Vida útil 2 años,5 días de uso
Mercurium - 0 € - - 0 € Licencia Libre
Nanos - 0 € - - 0 € Licencia Libre
Vim - 0 € - - 0 € Licencia Libre
Ubuntu 12 - 0 € - - 0 € Licencia Libre
Open office - 0 € - - 0 € Licencia Libre
Costes indirectos
Recurso Cantidad Preciounidad Tiempo % amortización Total Observaciones
L
u
z
PC sobremesa 0,40 kW/h
0,14868
€/kWh
20 h - 1,19 € 400 W de potencia
Portátil 0,25 kW/h 5 h - 0,19 € 250 W de potencia
Smartphone 0,008 kW/h 25 h - 0,03 € 8 W de potencia
Arvei
(2 nodos) 0,50 kW/h 120 h - 17,84 €
500 W cada nodo
(24/7 encendido)
Arvei
(2 nodos
FPGA)
0,60 kW/h 120 h - 21,41 € 600 W cada nodo(24/7 encendido)
Imprevistos
Concepto Probabilidad de suceso Coste adicional Observaciones
Problemas con HW 20 % 54 € Adm.de sistemas
Problemas con SW 40 % 108 € Adm. de sistemas
Total Planificación (sin contingencia)                                                                                             716,79 euros
Tabla 2.7.- Presupuesto fase preparación 
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Desarrollo
Costes directos
Recurso Cantidad Preciounidad Tiempo % amortización Total Observaciones
Director Proyecto - 25 €/h 75 h - 1.875 € -
Programador - 18,5 €/h 880 h - 16.280 € -
Programador de
testing 19 €/h 260 h 4.940 € -
PC sobremesa 1 1.450 € - 13,54 % 196,33 € Vida útil 4 años,6,5 meses de uso
Portátil 1 1.150 € - 18,06 % 207,69 € Vida útil 3 años,6,5 meses de uso
Smartphone 1 109 € - 27,08 % 29,52 € Vida útil 2 años,6,5 meses de uso
Cluster Arvei - 0 € - - 0 € Compartido con DAC
Nodo Arvei con
FPGA 2 6.650 € - 18,06 % 2.401,98 €
Vida útil 3 años,
6,5 meses de uso
Vivado Design
Suite 1 2.675,8 € - 27,08 % 724,61 €
Vida útil 2 años,
6,5 meses de uso
Vivado HLS 1 1.781,9 € - 27,08 % 482,54 € Vida útil 2 años,6,5 meses de uso
Código Alpha Data 1 2.300 € - 27,08 % 622,84 € Vida útil 2 años,6,5 meses de uso
Mercurium - 0 € - - 0 € Licencia Libre
Nanos - 0 € - - 0 € Licencia Libre
Vim - 0 € - - 0 € Licencia Libre
Ubuntu 12 - 0 € - - 0 € Licencia Libre
Open office - 0 € - - 0 € Licencia Libre
Costes indirectos
Recurso Cantidad Preciounidad Tiempo % amortización Total Observaciones
L
u
z
PC sobremesa 0,40 kW/h
0,14868
€/kWh
540 h - 32,11 € 400 W de potencia
Portátil 0,25 kW/h 675 h - 25,09 € 250 W de potencia
Smartphone 0,008 kW/h 1.215 h - 1,45 € 8 W de potencia
Arvei
(2 nodos) 0,50 kW/h 4.584 h - 681,55 €
500 W cada nodo
(24/7 encendido)
Arvei
(2 nodos con
FPGA)
0,60 kW/h 4.584 h - 817,86 € 600 W cada nodo(24/7 encendido)
Imprevistos
Concepto Probabilidad de suceso Coste adicional Observaciones
Problemas programación 25 % 4.070 € Programador
Problemas testing 60 % 2.964 € Programador testing
Total Planificación (sin contingencia)                                                                                         36.352,57 euros
Tabla 2.8.- Presupuesto fase desarrollo 
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Fase final
Costes directos
Recurso Cantidad Preciounidad Tiempo
%
amortización Total Observaciones
Director
Proyecto - 25 €/h 181 h - 4.525 € -
PC sobremesa 1 1.450€ - 1,56 % 22,62 €
Vida útil 4 años,
3 semanas de uso
Portátil 1 1.150€ - 2,08 % 23,92 €
Vida útil 3 años,
3 semanas de uso
Smartphone 1 109 € - 3,13 % 3,41 € Vida útil 2 años,3 semanas de uso
Ubuntu 12 - 0 € - - 0 € Licencia Libre
Open office - 0 € - - 0 € Licencia Libre
Project Libre - 0 € - - 0 € Licencia Libre
Costes indirectos
Recurso Cantidad Preciounidad Tiempo
%
amortización Total Observaciones
L
u
z
PC
sobremesa
0,40
kW/h
0,1486
8
€/kWh
96 h - 5,71 € 400 W de potencia
Portátil 0,25kW/h 85 h - 3,16 € 250 W de potencia
Smartphone 0,008kW/h 181 h - 0,22 € 8 W de potencia
Imprevistos
Concepto Probabilidad desuceso Coste adicional Observaciones
Dificultades de
presentación 20 % 905 €
Director de
proyecto
      Total Planificación (sin contingencia)                                                    5.489,04 euros
Tabla 2.9.- Presupuesto fase final 
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2.2.2.- Coste total del proyecto
Etapa Cantidad Inicial Cantidad Final
Planificación  2.486,70 € 2.486,70 €
Preparación  716,79 €  716,79 €
Desarrollo  12.908,34 € 36.352,57 €
Fase final 1.385,53 € 5.489,04 €
Total sin contingencia 17.497,36 euros 45.045,10 euros
Total con
contingencia (15%) 20.121,96 euros 51.801,87 euros
                               Tabla 2.10.- Presupuesto total del proyecto
Podemos observar que el presupuesto total del proyecto era bastante elevado desde el inicio
debido sobre todo las horas de trabajo que requiere y la adquisición del hardware y licencias
del software necesarios para su realización. Hemos intentado hacer un análisis exhaustivo de
la utilización de recursos durante este proyecto y el consumo eléctrico que tendrán. También
hemos expuesto ciertas desviaciones que pueden surgir a lo largo del desarrollo y se han
tenido en cuenta para el cálculo final del presupuesto. Como hemos podido observar en la
planificación de este proyecto, la etapa con el mayor cantidad de horas de trabajo y la mayor
utilización de recursos disponibles es la etapa de desarrollo. Debido a este motivo es la etapa
que tiene el mayor impacto en el presupuesto de nuestro proyecto. 
2.2.3.- Control de gestión
A lo largo de este proyecto se pueden producir ciertas desviaciones que pueden producir
graves  impacto  sobre  la  planificación  temporal  del  proyecto  y  su  presupuesto.  Estas
desviaciones desviaciones se intentarán prever lo antes posible y se corregirán según las
metodología explicada en la fase de planificación temporal. 
Por tal de gestionar la planificación temporal y presupuesto de este proyecto se hará un
control  diario  de  horas  de  trabajo  para  evitar  los  posibles  contratiempos  y  prever  con
antelación  las  desviaciones  expuestas  anteriormente.  Tal  y  como se  ha observado en el
presupuesto de este proyecto se incluyen las valoraciones cuantitativas del impacto de estos
imprevistos.  Estas  valoraciones se han realizado según la probabilidad de ocurrencia  de
estas desviaciones y se ha destinado un presupuesto correspondiente a las horas de trabajo
del personal destinado a resolverlas.
Teniendo en cuenta que el  presupuesto ha sido realizado detalladamente y considerando
todos  los  costes  de  cada  tarea  consideramos  que  es  poco  probable  que  haya  una  gran
diferencia  entre  el  presupuesto  inicial  y  el  final.  Consideramos  que  se  ha  destinado
suficientes recursos a los posibles imprevistos y aplicando una contingencia elevada del
15% no debería surgir ningún inconveniente relacionado con el presupuesto.
Implementación de una infraestructura para ejecución heterogénea de aplicaciones
 (CPU + FPGA)
34
2.3.-Sostenibilidad
Económica Social Ambiental
7,5 7,0 9,0
  Tabla 2.11.- Matriz de sostenibilidad
2.3.1.- Económica
La planificación económica de este proyecto está bien detallada y prevé distintos tipos de
situaciones  que  pueden aumentar  los  costes  y  las  cuantifica.  Aun así  el  presupuesto  es
elevado debido a la necesidad de adquisición de licencias privadas del software y hardware
de última generación necesarios para la realización del proyecto. 
La evaluación económica de este proyecto es muy favorable y se justifica mediante las
siguientes razones:
• La evaluación de los costes de este proyecto es muy detallada y exhaustiva que
prevé tanto los costes de recursos humanos como materiales.
• El presupuesto de este proyecto es algo elevado pero muy ajustado y por ello el
proyecto es viable si tuviera que ser competitivo.
• El proyecto se podría realizar en menos tiempo pero contratando varios expertos
cualificados y con ello aumentando el presupuesto.
• El tiempo dedicado a cada tarea de este proyecto es proporcional a su importancia
pero debido a la previsión de desviaciones algunas tareas se han prolongado más del
tiempo necesario.
• Este proyecto forma parte del proyecto europeo AXIOM y además el resultado se
aprovechará  para  otras  investigaciones  de  la  aceleración  de  programas  en
arquitecturas CPU-FPGA
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2.3.2.- Social
El resultado de este proyecto pretende conseguir mejorar el rendimiento de las aplicaciones
en entornos de super-computación, y con un consumo menor gracias a la tecnología de las
FPGAs. 
La  evaluación  social  de  este  proyecto  es  bastante  favorable  y  se  justifica  mediante  las
siguientes razones:
• La situación social  y  política  de España actualmente  se  encuentra  en un estado
bastante deplorable, pero el sector de la informática tiene un crecimiento constante a
lo largo de los años.
• La aceleración de programas es algo muy solicitado y la investigación de métodos
de mayor rendimiento y con más eficiencia de consumo es una gran necesidad.
• El resultado de este proyecta busca satisfacer esta necesidad y a los usuarios finales
de nuestra infraestructura. 
• El proyecto tiene como fin investigar nuevas formas de aceleración de programas y
con un consumo eficiente así que el usuario final obtendrá mejores resultados con
un consumo menor.
• Este proyecto no perjudicará  a  ningún colectivo en particular  y el  resultado del
proyecto beneficiará a cualquiera que use nuestra infraestructura.
2.3.3.- Ambiental
Como la gran mayoría de proyectos de desarrollo de software el impacto medio-ambiental
es prácticamente nulo e incluso en algunos casos produce una mejora de eficiencia en el
posterior uso del producto.
La  evaluación ambiental  de  este  proyecto  es  muy favorable  y  se  justifica  mediante  las
siguientes razones: 
• El único consumo que tendrán los recursos durante el desarrollo del proyecto y su
vida útil es el consumo eléctrico.
• El desarrollo de este proyecto no genera ningún tipo de contaminación.
• El proyecto se podrá reciclar en su forma completa para reutilizarse y agilizar la
investigación en muchos otros proyectos parecidos.
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3.- Entorno de desarrollo hardware
Durante este capítulo veremos el  software de desarrollo que vamos a utilizar durante este
proyecto. Los programas que usaremos son específicos para el desarrollo de  hardware en
dispositivos reprogramables FPGAs y dada la naturaleza de estos sistemas y el mercado
actual, cada empresa utiliza su software específico que además puede variar según el tipo y
modelo del dispositivo. En concreto todos los programas que utilizaremos durante este TFG
pertenecen a la empresa Xilinx. 
3.1.- Vivado
Este  software es un paquete de programas de desarrollo completo para realizar todas las
tareas necesarias para especificar, implementar y compilar un diseño  hardware listo para
ejecutarlo en una FPGA.                                 
Este software es el nuevo estándar que sigue la empresa Xilinx en el desarrollo para FPGAs,
la  idea  del  cual  es  integrar  todas  las  múltiples  herramientas  que  se  utilizaban  para  el
desarrollo en estos sistemas bajo un solo entorno unificado. Tal y como se puede observar
en la  figura 3.1 la interfaz gráfica de Vivado se parece mucho a cualquier otro IDE de
desarrollo de software. A la izquierda se muestras las diferentes herramientas de navegación,
abajo una consola con mensajes de compilación y arriba las barras de herramientras. Las
herramientas de las que dispone sin embargo son totalmente diferentes, ya que el desarrollo
hardware difiere  bastante  de  su  contraparte  software.  La  herramienta  de  integración  de
componentes (ventana de arriba derecha de la figura 3.1) por ejemplo no contiene lineas de
código sino que permite diseñar gráficamente el circuito hardware que se ha de sintetizar en
la FPGA.
Figura 3.1.- Interfaz gráfica de Vivado              
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Este  software  como  cualquier  IDE  permite  añadir  sources para  el  proyecto,  los  cuales
pueden ser ficheros de configuración de ciertas partes del proyecto o pueden ser ficheros de
VHDL o Verilog  que  implementan  distintos  componentes  que  pueden formar  parte  del
diseño. Aunque este entorno permite programar usando únicamente lenguajes de descripción
de  hardware, como Verilog o VHDL, para diseños grandes y complejos, convendría usar
otra  herramienta  que  incorpora  este  entorno:  IP  integrator  Tool  (precisamente  la
herramienta que hemos observado en la figura 3.1).
Figura 3.2.- Ejemplo de un diseño con IP Integrator   
Esta  herramienta  es  muy  útil  ya  que  simplifica  la  tarea  de  ínter-conexión  de  los
componentes del diseño sin tener que revisar innumerables lineas de código para ello.  IP
Integrator Tool permite diseñar nuestro proyecto combinando y conectando bloques o  IP
cores mas pequeños en un diseño mas complejo. Ofrece un entorno gráfico amigable en el
que puedes observar el diseño final del proyecto en forma de diagrama gráfico de bloques y
conexiones.  En la  figura 3.2 podemos  observar  un  diseño de  ejemplo  creado con esta
herramienta,  donde  simplemente  se  trata  del  IP Core de  PCIe  conectado  a  una  única
memoria BRAM usando dos DMAs .
Cada uno de los  IP cores o bloques es configurable, ya que la mayoría de ellos ofrecen
distintas opciones que se pueden modificar según convenga al diseño. En la figura 3.3, por
ejemplo, podemos observar las diferentes opciones de configuración que podemos modificar
del  IP core de un bloque de memoria BRAM. Muchas de estas opciones determinarán el
rendimiento de la memoria y la forma en que guardará los datos.
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Figura 3.3.- Configuración de un IP core      
Otra ventaja que presenta esta forma de diseño dividido en bloques es que cada IP core del
diseño realiza un trabajo específico e íntegro, permitiendo la reutilización de dicho bloque
para cualquier otro diseño donde sea necesario. Los IP cores por si mismos pueden  crearse
a partir  del  código fuente de su implementación o también diseñarse a base de integrar
varios componentes utilizando el mismo IP Integrator Tool. Además de tener la posibilidad
de crear nuestros propios  IP cores,  Vivado también nos permite importar  otros  IP cores
creados por otros usuarios, empresas terceras o la misma empresa Xilinx. Bajo la licencia de
Vivado  además  de  adquirir  el  permiso  de  uso  del  software  también  disponemos  de  un
catálogo muy amplio de  IP cores diseñados por Xilinx que podremos utilizar libremente
para nuestro proyecto (en la figura 3.4 podemos observar un extracto de este catálogo). 
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Figura 3.4.- Catálogo de IP cores de Xilinx             
El diseño por bloques es un estándar muy utilizado a la hora de realizar nuevos diseños
hardware y por ello actualmente existen muchas empresas dedicadas solamente al desarrollo
de  IP cores para  funciones  específicas.  Dichas  empresas  venden estos  IP cores a  otros
usuarios o empresas desarrolladoras para que puedan incorporar estas funcionalidades a su
propio diseño. Para la realización de este proyecto, por ejemplo, hemos adquirido el IP core
del controlador de PCIe de nuestra placa FPGA a Alpha Data, la empresa fabricante.
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Simulación del diseño
Una vez tengamos nuestro diseño finalizado una de las posibilidades que nos ofrece Vivado
es  simular  nuestro  diseño en un  entorno virtual.  El  entorno que  nos  ofrece es  bastante
completo donde podemos controlar el tiempo de simulación de la manera que queramos y
ver  con  todo  detalle  el  comportamiento  de  nuestro  diseño  (en  la  figura  3.5 podemos
observar un ejemplo de simulación). 
Figura 3.5.- Diagrama temporal de la simulación de Vivado   
Como todas las simulaciones virtuales, es un proceso muy costoso, y si quisiéramos simular
un transcurso de tiempo elevado la simulación de ese tiempo tardaría muchísimo más. De
todas formas, normalmente lo que nos interesará al usar esta herramienta es observar el
cambio de las señales durante un instante determinado. Para ello el entorno nos ofrece un
detallado  diagrama  de  tiempo  donde  podemos  observar  con  todo  lujo  de  detalles  el
comportamiento de cualquiera de las señales de nuestro diseño. Como los diseños grandes
pueden llegar a tener miles de señales distintas, esta herramienta permite personalizar el
diagrama para que muestre las señales que queramos y en el orden y forma que queramos.
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Generación del bitstream
Cuando  estemos  satisfechos  con  la  versión  final  de  nuestro  diseño  podremos  pasar  al
proceso  de  compilación  usando  el  mismo  Vivado.  Hay  que  tener  en  cuenta  que  la
compilación de diseños  hardware para FPGAs es un proceso costoso y que requiere gran
cantidad de tiempo que puede llegar a ser entre 10 minutos y 10 horas. La compilación de
diseños para FPGAs tiene 2 fases: Síntesis y Implementación. 
Figura 3.6.- Panel de control para las fases de compilación                   
Durante  el  proceso  de  síntesis  nuestro  diseño  escrito  en  lenguaje  de  descripción  de
hardware es  traducido  de  su  representación  en  RTL  (Register-Transfer  Level)  a  una
implementación mediante puertas lógicas. Este paso es necesario debido a que los lenguajes
de descripción de hardware utilizan la abstracción de la representación en RTL para facilitar
el  trabajo del  desarrollador  a  la  hora  de  programar  el  hardware utilizando este  tipo  de
lenguajes.  Como  el  resultado  de  esta  fase  es  una  implementación  del  diseño  mediante
puertas  lógicas,  la  fase  de  síntesis  es  independiente  del  dispositivo  hardware final  que
utilizaremos para nuestro diseño.
La  fase  de  implementación  sin  embargo  es  dependiente  del  dispositivo  hardware que
utilizaremos para nuestro diseño. Esta fase es el proceso responsable de ubicar el diseño
implementado en la fase de síntesis dentro del dispositivo FPGA específico, considerando
además los recursos y caminos de datos limitados del propio dispositivo. Al final de este
proceso  se  genera  un  bitstream,  que  básicamente  se  trata  de  un  fichero  binario  que
representa  nuestro diseño  hardware que se ha de cargar  en el  dispositivo FPGA. En el
Anexo II se puede consultar un detallado diagrama de ejemplo de ubicación de un diseño en
un dispositivo FPGA, donde se pueden observar el camino de interconexiones y bloques de
puertas lógicas utilizados para ubicar el diseño en el dispositivo.
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3.2.- Vivado HLS
Este  es  un  entorno  de  desarrollo  software complementario  de  Vivado  que  permite  la
programación de componentes hardware utilizando lenguajes de programación de alto nivel
como  C  o  C++.  HLS  son  siglas  de  High-Level  Synthesis,  un  concepto  explicado
anteriormente, que básicamente se trata de un proceso de diseño automatizado que interpreta
una descripción algorítmica de un proceso y crea  un  componente  hardware digital  que
implemente ese proceso. Este entorno por tanto permite programar en lenguajes de alto nivel
y obtener el diseño sintetizado de su implementación en RTL. Posteriormente este diseño se
podría usar para compilarlo en cualquier FPGA o exportarlo en forma de  IP Core para
utilizarlo en un proyecto de Vivado, por ejemplo.
                                                   
En figura 3.7 podemos observar que el diseño de la interfaz gráfica de este entorno proviene
de otro IDE muy utilizado a la hora de programar en alto nivel llamado Eclipse. La gestión
del proyecto y los archivos relacionados es completamente la misma, lo único que hay de
diferente son las opciones relacionadas al diseño hardware y el sistema de compilación. En
vez de compilarse un proyecto para obtener un fichero binario, obtenemos una síntesis de un
diseño en RTL, programado en VHDL o Verilog según nuestra elección. El lenguaje que se
utiliza es el C/C++ ligeramente limitado en ciertos aspectos y con el añadido de directivas o
pragmas específicas que determinan ciertos aspectos del comportamiento final que tendrá el
componente hardware generado.
Figura 3.7.- Interfaz gráfica de Vivado HLS            
Cuando el  diseño de  nuestro  componente  ya  este  sintetizado lo  que  podemos  hacer  es
extraer  los  ficheros  de la  implementación en lenguaje  de descripción de  hardware para
utilizar ese componente en cualquier otro diseño, o podemos exportar dicho componente en
forma  de  un  IP core(véase  figura 3.8) que  podemos  importar  a  cualquier  proyecto  de
Vivado y integrar el componente dentro de un diseño mayor.
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Figura 3.8.- Exportación del IP Core                             
Otra gran ventaja que nos proporciona este software es el análisis que realiza a cada diseño
generado. Al mismo tiempo que genera el diseño a partir del código C también analiza el
comportamiento del hardware generado analizando los ciclos que tardará en ejecutarse cada
iteración, los recursos de FPGA que consumirá, etc(véase el ejemplo de la figura 3.9). Estos
informes nos ayudarán en el momento que queramos optimizar nuestro diseño, ya que nos
ayudarán a escoger la mejor vía para maximizar el rendimiento de nuestro acelerador.
Figura 3.9.- Análisis del diseño hardware   
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4.- Comunicación con la placa FPGA
En este apartado pasaremos a explicar los puntos clave de la comunicación de datos que
existe entre la FPGA y el host y repasaremos punto por punto los protocolos y metodologías
que vienen implicadas en ello. Tal y como se ha dicho anteriormente para este proyecto
hemos utilizado placas de FPGAs externas conectadas al  host mediante el puerto PCIe. El
tipo de comunicación CPU-FPGA que se establece mediante dicho puerto sigue el esquema
de master-slave, parecido a lo que nos encontramos en las GPUs.
La  comunicación  que  se  establece  es  bidireccional  por  supuesto,  aunque  al  seguir  un
esquema master-slave, es el master, y por tanto la CPU el que se encarga de iniciar todas las
transmisiones,  aunque  estas  sean para  enviar  y/o  recibir  datos.  Obviamente  esta  es  una
característica  muy importante  de la  comunicación existente  entre  ambos componentes  y
conlleva ciertas limitaciones que tendremos que tener en cuenta a la hora de diseñar la parte
del hardware correspondiente a las comunicaciones en nuestro diseño. 
4.1.- Comunicación Host-FPGA
La  conexión  física  entre  la  FPGA y  el  host es  el  bus  PCIe,  pero  para  establecer  la
comunicación además de la conexión física, en el lado del host dispondremos del driver y la
API[22] específicos del dispositivo. Por el otro lado, para que la FPGA pueda interpretar y
responder a las transmisiones  del  host,  una parte del  diseño  hardware ha de encargarse
específicamente  a  los  protocolos  de  transmisión  de  datos.  Para  ello  disponemos  de  un
controlador de PCIe presentado en forma de un  IP  core que hemos adquirido al mismo
fabricante del dispositivo. Dicho controlador será incluido siempre en nuestro propio diseño
para tal de cubrir la parte del hardware que se encarga de la comunicación con el host.
Para establecer la comunicación con la placa FPGA por parte del  host precisaremos de la
correcta  instalación  del  driver específico  del  dispositivo.  De  nuevo  para  que  nuestro
programa  establezca  la  conexión  con  el  dispositivo  y  empezar  la  comunicación
dispondremos de la API oficial desarrollada también por la empresa Alpha Data. La API que
nos ofrece es muy amplia y no vamos a comentar todas las funciones de las que dispone,
pero comentaremos brevemente la comunicación que establece con el dispositivo.
La  API  del  dispositivo  nos  ofrece  2  métodos  bien  diferenciados  de  comunicación
principales: transferencias mediante CPU o transferencias mediante DMA del host.
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Transferencias mediante CPU
En este tipo de transferencias es la CPU que inicia la transferencia usando las funciones de
la  API  correspondientes  y  es  la  CPU  que  conduce  los  datos  durante  el  tiempo  de
transmisión. En las figuras 4.1 y 4.2 podemos ver los esquemas del camino que recorren los
datos durante las lecturas y escrituras realizadas mediante este tipo de transferencias.
Figura 4.1.- Lectura por CPU    
Figura 4.2.- Escritura por CPU   
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Como vemos en los esquemas de las figuras 4.1 y 4.2 es la CPU del host quien inicia las
transmisiones y quién dirige los datos durante la transferencia, por ello mismo hay que tener
en cuenta y que  pueden empeorar el rendimiento de este tipo de transferencias para tamaños
de transmisión elevados:
• Uno de los cores de la CPU quedará totalmente ocupado durante todo el tiempo de
transferencia, además la circulación de datos que se produce, en el caso de que los
otros  cores del  mismo  chip  compartan  algún  bus  de  datos  puede  provocar
dificultades y empeorar su rendimiento.
• Las escrituras generalmente son más rápidas que las lecturas debido a que la política
de la instrucción store en las CPUs es ejecutarla sin esperar ninguna confirmación
de que la memoria se haya actualizado. Debido a ello todas las latencias de escritura
de datos a la memoria quedan ocultas para la CPU y se encarga de ello la política de
gestión memoria y coherencia.
• Las lecturas sin embargo son mas lentas debido a que CPU ha de cargar los datos
recorriendo todo el camino de datos desde la memoria incluyendo las latencias que
se acumulan debido a los buffers que haya en el datapath. 
Por estas razones el uso de este tipo de transferencias se tendría que evitar en el caso de que
queramos leer o escribir cantidades moderadas de datos. Este tipo de transmisiones se suele
realizar tan sólo para obtener los registros de estado o control del dispositivo.
Transferencia mediante DMA
En este tipo de transmisiones la comunicación transcurre entre el DMA engine de la FPGA y
la memoria del host, sin tener que interaccionar con la CPU del mismo. En las figuras 4.3 y
4.4 podemos observar el esquema del recorrido que hacen los datos durante las lecturas y
escrituras realizadas mediante la conexión DMA. 
Figura 4.3.- Lectura por DMA   
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Figura 4.4.- Escritura por DMA   
Como observamos  en estos  esquemas,  durante  este  tipo  de transmisiones  los  datos  son
transferidos  entre  la  memoria  del  host y  la  FPGA,  sin  intervenir  la  CPU  en  ningún
momento. Este tipo de comunicación directa con memoria consigue un rendimiento mucho
más elevado, sobretodo para transmisiones grandes de datos. El problema es para tal de
conseguir este tipo de comunicación es necesario que cada transacción tenga un preparado
inicial y un finalizado al acabar de transmitir los datos. Aunque estos procesos se realizan de
forma transparente al usuario gracias a la API, provocan un moderado overhead y aumento
de la latencia reflejados en el tiempo de ejecución del programa. Este overhead lo hemos de
tener en cuenta ya que llega a ser muy notable si la cantidad de datos que se transmite es
muy pequeña. Por ello debemos de evitar de usar este tipo de transferencias para accesos a
posiciones aleatorias de la memoria y paquetes pequeños de datos y usar las transferencias
por CPU en su lugar.
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4.2.- Controlador PCIe
El controlador de PCIe que hemos utilizado en nuestro proyecto se trata de un  IP core
adquirido  a  la  empresa  Alpha  Data,  el  fabricante  del  modelo  de  FPGAs  que  estamos
utilizando. La función principal de este IP core es proporcionar la lógica hardware necesaria
para el correcto funcionamiento del canal de comunicación entre la FPGA y el host. 
La  IP  de  este  controlador,  al  igual  que  muchas  otras,  es  configurable  con  distintos
parámetros  con los  que podemos  personalizar  su funcionamiento y adaptarlo a  nuestras
necesidades(véase la  figura 4.5).  Tal  y  como se  ha comentado nuestra  placa permite  4
canales  DMA simultáneos  y  por  ello  uno  de  los  parámetros  más  importantes  de  la
configuración  del  controlador  de  PCI  es  el  número  de  DMA interfaces  que  queremos
utilizar.  Además  lo  que  nos  permite  este  IP  core es  elegir  el  tipo  de  protocolo  de
comunicación interna que va a tener cada interfaz DMA con los restantes componentes de
nuestro diseño. Cada interfaz se configura de forma independiente y se puede elegir uno
siguientes protocolos de comunicación: AXI4 o AXI4-Stream. Más adelante explicaremos
las diferencias y el funcionamiento de cada uno de estos protocolos, pero básicamente se
diferencian en la manera en la que la FPGA recibe y envía los datos al host. 
Figura 4.5.- Configuración del IP core del controlador de PCIe                
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4.3.- Protocolos de comunicación
Una vez podemos enviar y recibir transmisiones entre la FPGA y la CPU, ahora tenemos
que gestionar el flujo de datos dentro del diseño hardware de la FPGA. Para empezar con el
diseño  de  la  comunicación  interna  de  la  FPGA primero  debemos  probar  las  distintas
posibilidades que nos ofrecen los protocolos e interconexiones principales y elegir el diseño
que mas nos convenga para el proyecto.   
Los protocolos que veremos a continuación pertenecen al estándar ARM AMBA, que se
traduce como  “Advanced Microcontroller Bus Architecture”[21]. Se trata de un estándar
abierto iniciado por la empresa ARM en el 1996. Actualmente es un estándar muy utilizado
en  distintas  arquitecturas  SoC(Systems-on-Chip)  y  ASIC(Application-Specific  Integrated
Circuit). Según la placa FPGA de cual disponemos para el proyecto y el controlador de PCIe
correspondiente, consideraremos el uso de los siguientes protocolos:
 
• AXI: Este protocolo se basa en el concepto de comunicación master-slave, es decir,
que  la  comunicación  es  bidireccional  pero  no  igualitaria  entre  el  emisor  y  el
receptor, sino que siempre hay uno que es el  master,  que será el responsable de
iniciar  las  transmisiones.  Mediante  este  protocolo  lo  que  se  consigue  es  que  el
master tenga el control  sobre el espacio de memoria del  slave y con ello pueda
acceder,  leer  y  escribir  en  el  de  forma  totalmente  libre.  Por  ello  todas  las
transmisiones que ocurren utilizando este protocolo, las cuales pueden ser lecturas o
escrituras, tienen como objetivo la memoria del slave. Por el contrario, el slave, en
ningún caso puede empezar una comunicación con la intención de leer o escribir
sobre el rango de memoria del master.
• AXI-Streaming: Este protocolo se basa en el streaming o flujo de datos y se trata,
tal como dice el nombre, en tener un flujo continuo de datos que se transmiten de un
extremo al otro. Al igual que el protocolo AXI4 este también se basa en el concepto
master-slave para  establecer  la  comunicación,  pero  el  funcionamiento  de  la
comunicación  al  contrario  del  AXI4,  es  constante  y  unidireccional.  Durante  las
transmisiones con este protocolo el master será siempre el que escribirá los datos en
un buffer y el  slave siempre los leerá del  buffer. Para conseguir una comunicación
bidireccional mediante este protocolo hará falta establecer una conexión adicional
intercambiando los papeles de master y slave.
• AXI-Lite: Este protocolo es muy parecido al protocolo AXI4, pero tal como indica
su nombre su uso está pensado para transmisiones pequeñas de datos. La idea de
este protocolo es la aplicación de su uso durante transmisiones que no requieran el
envío  de  gran  cantidad  de  datos,  tales  como  por  ejemplo  las  transmisiones  de
registros de estado y/o control. Al igual que el AXI4, este protocolo establece una
comunicación bidireccional entre un master y un slave, pero la diferencia es que la
interfaz simplificada del  AXI-Lite reduce su eficacia  para  transmisiones de gran
cantidad de datos.
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Funcionamiento del protocolo AXI
En este apartado echaremos un rápido vistazo al funcionamiento de los protocolos AXI para
entender  el  concepto  de  este  estándar  y  las  razones  de  su  uso.  Como  se  ha  dicho
anteriormente esta familia de protocolos pertenece al estándar AMBA[21], iniciado por la
empresa ARM, pero concretamente los protocolos AXI fueron también adaptados por la
empresa Xilinx[20] como estándar para la comunicación entre los distintos IP Cores en las
FPGAs  modernas.  Debido  a  ser  un  estándar  muy  reconocido  muchos  de  los  demás
desarrolladores de hardware y IP Cores para FPGAs le dan soporte y con ello se consigue
un catálogo mas amplio de herramientas y componentes a la hora de realizar un nuevo
diseño hadrware.  
El protocolo AXI se basa en comunicación entre un master y un slave y para ello cuenta con
5 distintos canales de datos:
• Read Address Channel
• Write Address Channel
• Read Data Channel
• Write Data Channel
• Write Response Channeñ
Como la  interfaz  cuenta  con  2  canales  independientes  de  lectura  y  escritura,  los  datos
pueden moverse simultáneamente en ambas direcciones. Los tamaños de las transacciones
pueden variar y el AXI4 tiene soporte para el  burst-mode  de hasta 256 transferencias de
datos en una misma transacción. 
En la figura 4.6 podemos ver como funciona una transacción de lectura usando la interfaz
AXI y durante la cual se usan los canales de Read Address y Read Data:
Figura 4.6.- Esquema de lectura AXI    
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Como podemos observar en la figura 4.6, la transacción de lectura tan sólo utiliza los dos
canales habilitados para las lecturas, dejando tanto el canal de datos y dirección de escrituras
libre por el que pueden circular datos en la dirección contraria. También podemos observar
como se pueden transmitir varias  words  de datos durante la misma transacción, gracias al
burst-mode.
En la figura 4.7 podemos ver el funcionamiento de una transacción de escritura utilizando
la misma interfaz AXI4:
Figura 4.7.- Esquema de escritura AXI    
Como observamos en la  figura 4.7,  durante la transacción de escritura se utilizan los 3
canales  restantes  de  la  interfaz:  write  address  channel,  write  data  channel y  el  write
response channel. 
Tal como hemos podido observar en las figuras anteriores, durante las lecturas y escrituras
se usan canales independientes y por ello el  AXI4 es un protocolo que permite realizar
transmisiones de datos simultáneas en ambas direcciones de la interfaz. Su capacidad de
burst-mode permite transacciones de hasta 256 datos leídos o escritos utilizando tan sólo
una dirección. 
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Los otros dos variantes del AXI4 utilizan interfaces diferentes pero el procedimiento del
protocolo es prácticamente idéntico exceptuando pequeñas diferencias:
• AXI4-Stream: Esta variante del AXI4 define tan sólo un canal de transmisión de
datos unidireccional de escritura entre el master y el slave. Básicamente implementa
el procedimiento de una transacción de escritura del AXI4 y, a diferencia de éste, el
burst-mode no está delimitado a un número concreto de words transferidos sino que
no tiene límite alguno. Por ello es un protocolo muy útil si lo que se requiere es una
gran cantidad de datos transmitidos sin la necesidad de un memory-mapping.
• AXI4-Lite: Esta variante es muy similar al AXI4 con la diferencia que no tiene
soporte para el burst-mode y por ello tan solo permite una transferencia de un word
por cada transacción. Por esta razón esta variante pierde mucho en el rendimiento
con transmisiones de gran capacidad de datos, ya que provocan un mayor overhead
debido al aumento del número de transacciones realizadas.
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5.- Diseño del sistema
5.1.- Diseño de la comunicación
En el siguiente apartado hablaremos sobre la implementación de la comunicación que tendrá
nuestro acelerador y de las posibles alternativas de diseño que estamos considerando. La
idea final seria tener un diseño de comunicación genérico y capaz de adaptarse a cualquier
tipo de acelerador que queramos ubicar en la FPGA. La forma de conseguirlo es, por una
parte, separar la parte del diseño que pertenezca al acelerador específico de cada  programa
en concreto de la parte del diseño que pertenezca a la comunicación entre este acelerador y
la  CPU.  De  esta  forma  el  diseño  de  la  comunicación  se  podría  reutilizar  y  tan  solo
tendríamos  que  cambiar  el  acelerador.  El  problema  es  que  dependiendo  del  tipo  de
acelerador la comunicación también se tendría que cambiar, y por ello esta separación de
ambas partes del diseño no es trivial. 
Hemos de prever también que debido al limitado tiempo del que dispondremos para  este
TFG tendremos que considerar de adaptarnos a las posibilidades que podamos realizar en el
tiempo establecido y descartar las rutas que nos requieran demasiada dedicación para un
estudio posterior a este TFG.  
5.1.1.- Consideraciones sobre el diseño
Limitaciones consideradas previamente
Como se ha dicho anteriormente para este proyecto contamos con el IP core del controlador
de PCIe de la empresa Alpha Data, que será el único controlador de PCIe que utilizaremos
para nuestra placa, ya que la implementación de un IP core propio queda fuera del alcance
de este TFG. Debido a esta limitación ya reducimos bastante las alternativas posibles en
cuanto a los protocolos de comunicación que podríamos utilizar. 
Otra limitación que hemos considerado es el uso exclusivo de la BRAM, sin tener en cuenta
la posibilidad del uso de los 16 GB de RAM con los que cuenta también nuestra placa. Esta
limitación se basa en la poca experiencia con la que contamos para el uso de este tipo de
memorias y nos decantamos por la experiencia de proyectos anteriores realizados por el
BSC, en los cuales también se utilizaba exclusivamente la BRAM. 
Comunicación con el controlador de PCIe
El controlador de PCIe nos ofrece un máximo de 5 conexiones simultáneas, una conexión
direct-slave de transmisión CPU-FPGA y 4 accesos de DMA con comunicación directa con
memoria, tal y como explicamos en los apartados anteriores. La conexión direct-slave, que
utiliza  el  protocolo  AXI-Lite  no  nos  interesa  para  este  proyecto  debido  a  su  reducido
throughput y por eso nos centraremos directamente en los 4 DMAs de los que disponemos.
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Como  explicamos  anteriormente  en  la  configuración  del  controlador  de  PCIe  podemos
elegir  entre  dos  protocolos  de  comunicación  para  cada  uno de  los  enlaces  DMAs.  Los
protocolos que tenemos que considerar para cada enlace son el AXI-Memmory Mapping y
AXI-Stream,  de  los  cuales  os  explicaremos  las  ventajas  y  desventajas  de  su  uso  a
continuación: 
• AXI-Memmory Mapping: Este protocolo se basa en el mapping de las regiones de
memoria de la FPGA para que el host pueda leer y escribir estas posiciones a través
del DMA. Mediante este protocolo el  host puede acceder libremente a la memoria
interna de la FPGA y leer y modificar cualquiera de las posiciones que son que son
mapeadas bajo el protocolo. La ventaja de este método de comunicación es que el
host tiene libertad de acceso a la memoria interna de la FPGA en todo momento y
por ello se crea una región de memoria compartida entre el host y los componentes
hardware de la FPGA. Pero su ventaja es a la vez una desventaja, ya que la gestión
de memoria compartida lo ha de realizar el mismo programador, ya que el host no
puede saber de ninguna manera si la región de memoria a la que accede esta siendo
usada al mismo tiempo por cualquier otro componente del diseño hardware. En el
caso de nuestro diseño,  mediante este método la  FPGA no nos puede avisar  de
ninguna manera el finalizado de su cómputo.
• AXI-Streaming: Este protocolo se basa en el concepto streaming o flujo y se trata
básicamente en tener un flujo continuo y unidireccional de datos. En este protocolo
los datos se mueven de un nodo a otro de forma unidireccional  pasando por un
buffer intermedio que recibe, almacena y transmite las transacciones de transmisión
de datos. Para poder enviar y recibir datos entre la FPGA y el host hacen falta por
tanto 2 enlaces de datos, uno de entrada y otro de salida, ambos unidireccionales y
con flujo continuo de datos. La ventaja que ofrece este protocolo es que simplifica
la comunicación entre la CPU y FPGA a tan sólo enviar y recibir transacciones de
datos  continuamente,  sin  tener  en  cuenta  las  posiciones  en  que  se  guardarán
internamente esos datos o el proceso que habrá de por medio. Además aunque en
este caso la FPGA tampoco nos podrá comunicar de ninguna manera que los datos
han terminado de procesarse, si que podremos confirmarlo desde el lado del host por
el hecho de que el buffer de entrada estará lleno, ya que la FPGA habrá iniciado la
transmisión de vuelta de los datos procesados. La desventaja, sin embargo, es que
no podemos acceder libremente a la memoria FPGA ni decidir desde el lado del
host las posiciones de memoria de la FPGA que se han de leer y/o modificar.
Viendo  estas  opciones  y  teniendo  en  cuenta  el  objetivo  de  nuestro  proyecto  hemos
considerado  diferentes opciones para el diseño de la comunicación de nuestro diseño final.
A continuación explicaremos brevemente cada una de las posibles ramas de implementación
que hemos considerado.
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Diseño basado en AXI-Stream
Una de las primeras y mas prometedoras opciones que hemos considerado es el uso del
protocolo AXI-Stream. Como podemos observar en la figura 5.1, el diseño basado en este
protocolo  simplificaría  muchísimo  el  esquema  de  comunicación  de  nuestro  diseño  y
encajaría  muy  bien  para  nuestro  proyecto.  Como  la  idea  es  tener  un  esquema  de
comunicación genérico, separado del acelerador y que sea capaz de adaptarse a cualquier
tipo  de  acelerador,  AXI-Stream encaja  perfectamente  para  ello.  Su  concepto  básico  de
funcionamiento en enviar datos de entrada a la FPGA, procesarlos y enviarlos de vuelta a la
CPU podría llegar a adaptarse a la mayoría de posibles tipos de aceleradores que podemos
tener  en nuestra  FPGA. Además  el  mismo esquema de comunicación seria  muy simple
también,  ya  que tan  solo tendríamos  que  tener  un  acelerador  con dos  enlaces  de AXI-
Stream, uno de entrada y otra de salida, y conectar estos enlaces a los DMAs del controlador
de PCIe. De esta forma el host escribe los datos en el stream de entrada, el acelerador lee los
datos del  buffer, los procesa y escribe el resultado en el  stream de salida, para que el  host
pueda recoger el resultado de ese buffer.
 
Este  diseño  seguramente  es  el  que  mejor  encajaría  para  nuestro  proyecto,  pero
lamentablemente  debido  a  razones  técnicas  no  pudimos  hacer  que  funcione  en  nuestro
dispositivo.  El  problema  que experimentamos  al  usar  este  protocolo es  que  la  CPU no
consigue comunicarse correctamente con el controlador de PCIe, resultando en un error de
comunicación al intentar leer el  stream de salida. Cómo obtuvimos los mismos errores en
todas nuestras pruebas, incluyendo las pruebas realizadas mediante programas y proyectos
de demostración del mismo fabricante, decidimos descartar este diseño debido a la falta de
tiempo y posponer su depuración.
Sospechamos que los errores que hemos experimentado son causados por el mismo IP Core
del controlador de PCIe desarrollado por la empresa Alpha Data. Este IP Core es un diseño
cerrado y su código fuente esta encriptado, por ello mismo nos es imposible depurarlo y
hemos de solicitar soporte al fabricante de nuestra FPGA. Este proceso puede tardar mucho
tiempo y por ello descartamos esta posibilidad durante el transcurso de este TFG.
Aunque  este  diseño queda  descartado durante  la  duración  de  este  proyecto,  sí  que  nos
interesará reconsiderar su utilización durante continuación de esta investigación.
Figura 5.1.- Esquema de comunicación mediante AXI-Stream         
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Diseño basado en AXI-Memmory Mapping
La otra alternativa al AXI-Stream es el protocolo AXI-MMAP. Este protocolo es el que
utilizamos para realizar las primeras pruebas de comunicación entre la FPGA y la CPU, para
comprobar el correcto funcionamiento del dispositivo. 
AXI-MMAP es un protocolo diseñado para la comunicación entre el dispositivo master con
la memoria interna del dispositivo slave. Toda la comunicación es llevada por transacciones
que consultan y/o modifican posiciones concretas de la memoria y por ello el dispositivo
master obtiene control sobre la memoria del dispositivo  slave.  Debido al diseño de este
protocolo  el  esquema  de  comunicación  de  nuestro  acelerador  resulta  ligeramente  mas
complejo.  Al  contrario  que  nuestro  diseño  de  comunicación  basado  en  AXI-Stream,
mediante este protocolo, no podemos establecer una conexión directa entre el controlador de
PCIe y nuestro acelerador. Este problema es debido a que el protocolo esta preparado para la
comunicación con la memoria del dispositivo, ya que envía transacciones de memoria y no
solo  raw-data como  el  AXI-Stream,  y  por  este  motivo  nuestro  acelerador  no  puede
interpretar  directamente  estas  transacciones.  Para  establecer  comunicación,  por  lo  tanto,
necesitamos conectar una memoria, como una BRAM, en el camino entre el controlador de
PCIe  y  nuestro  acelerador.  Esta  memoria  será  la  que  compartirán  el  acelerador  y  el
controlador de PCIe (y con ello el host) y se comunicarán modificando y consultando dicha
memoria.
Básicamente  siguiendo  este  esquema  de  la  comunicación,  en  vez  de  enviar  los  datos
directamente al acelerador y esperar el resultado, el  host enviará los datos a la FPGA y el
controlador  de  PCIe  de  la  misma los  guardará  en  la  BRAM compartida.  El  acelerador
entonces leerá los datos y realizará todos los cálculos necesarios.  Al acabar de procesar
todos los datos el acelerador guardará los resultados también en la memoria y la CPU podrá
empezar a leer los resultados desde ahí.
Debido a las limitaciones de este protocolo que hemos explicado anteriormente también
consideraremos distintas variaciones del esquema de comunicación dependiendo de cuantas
BRAMs compartirán el controlador de PCIe y el acelerador, ya que individualmente cada
una de estas memorias no puede almacenar gran cantidad de datos.
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Diseño con una BRAM de entrada-salida
Esta es la versión básica del diseño de la comunicación usando el protocolo AXI-MMAP y
esquema  de  la  cual  podemos  observar  en  la  figura  5.2.  Como  hemos  explicado
anteriormente  tenemos  una  memoria  BRAM en el  medio  del  camino de  datos  entre  el
controlador de PCIe y el acelerador. Ambos pueden leer y escribir en la BRAM y así la CPU
escribirá los datos de entrada y el acelerador escribirá los resultados una vez termine el
procesado de los datos. La memoria BRAM es un tipo de memoria con una capacidad muy
limitada de almacenamiento y en esta versión básica tan sólo contamos con un único bloque
de BRAM de 32 Kbytes. Por ello mismo este diseño es muy limitado pero es una base sólida
de la cuál partimos y con la cual realizamos las primeras pruebas de transmisión de datos. 
Figura 5.2.- Diseño de la comunicación con una BRAM de entrada-salida  
Este diseño, a pesar de servir como base inicial del esquema de comunicación mediante el
protocolo AXI-MMAP, tiene varios problemas que afectan seriamente al diseño de nuestro
acelerador y al rendimiento genérico de la FPGA como acelerador. El principal de ellos es el
limitado tamaño de los bloques de BRAM. Es verdad que el diseño de la BRAM permite
que sea una memoria con poca latencia de acceso, pero su reducida capacidad limitará los
datos  que  podrá  procesar  nuestro  acelerador.  Este  problema  afecta  gravemente  el
rendimiento del acelerador debido a que cada chunk de datos que queramos procesar precisa
de dos transmisiones entre el  host y la FPGA, una de ida y otra de vuelta. Y tal y como
explicamos  anteriormente  estas  transmisiones  provocarían  un  overhead inevitable  en  le
tiempo de ejecución resultando en una pérdida del rendimiento por parte del acelerador. 
Otro problema que provoca este diseño es la inconsistencia de memoria a causa de no existir
ninguna política de coherencia.  La memoria que comparten el  controlador de PCIe y el
acelerador en este diseño puede ser modificada tanto por el acelerador de la FPGA como por
el host, lo que podría provocar inconsistencia en los resultados obtenidos si se modificaran
las mismas posiciones por ambos componentes. Debido a que no hay ningún control de la
memoria es debido a que el mismo programador se asegure que su programa respete las
posiciones de los  datos de entrada mientras el  acelerador  procesa estos  datos  y que los
resultados sean consultados al acabar su procesado y no anteriormente. 
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Diseño con una BRAM de entrada y otra BRAM de salida
Esta  versión del  esquema de  la  comunicación es  una  variante  del  diseño anterior,  pero
aplicando el concepto de stream, parecido a la versión que se utiliza en el protocolo AXI-
Stream. En la figura 5.3 podemos observar el esquema básico de este diseño. En este caso
en lugar de tener tan sólo una memoria compartida, donde se escriben tanto los datos de
entrada como los resultados,  tendremos 2 memorias compartidas entre el  controlador de
PCIe y el acelerador. Con ello conseguimos que los datos de entrado y los datos de salida se
almacenen de forma independiente en bloques de BRAM diferentes, evitando así posibles
problemas  de  coherencia  que  podrían  suceder  en  caso  contrario.  El  hecho de  usar  dos
bloques de BRAM de independientes también nos duplica la capacidad máxima de los datos
de entrada (y salida) que podemos enviar en una sola transmisión para que sean procesados
por  acelerador.  Por  estos  motivos  el  funcionamiento  que  conseguimos  mediante  este
esquema es parecido al del protocolo AXI-Stream debido a que con este diseño disponemos
también dos caminos de datos independientes: el camino de entrada y el camino de salida.
Figura 5.3.- Diseño de la comunicación con caminos de entrada y salida independientes 
En este diseño, aunque sería posible leer y escribir en ambas BRAM, normalmente nos
interesará simular el comportamiento de dos  streams de datos independientes. Aunque es
verdad  que  con  ello  evitamos  posibles  problemas  de  coherencia  de  datos  igualmente
tendremos  que  sincronizar  la  lectura  de  los  resultados  con el  tiempo  de  procesado del
acelerador. Otro problema que provoca este diseño es que al tener dos caminos de datos
tendremos que utilizar para ello 2 de los 4 enlaces DMAs de los que disponemos en el
controlador de PCIe. Con ello reducimos las posibilidades de ubicar mas de un acelerador
dentro de la misma FPGA. En la sección que detalla nuestro diseño final de la comunicación
profundizaremos más en este concepto y detallaremos los cambios que podríamos realizar
para que sea posible.
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5.1.2.- Diseño final de la comunicación
En esta sección presentaremos nuestro diseño final del esquema de la comunicación que
utilizaremos  para  nuestro  proyecto.  Debido  a  que  nuestro  diseño  final  esta  realizado
mediante el protocolo AXI-MMAP hemos tenido que hacer ciertos reajustes para adaptarlo a
nuestro acelerador de ejemplo. Durante el transcurso de gran parte de este proyecto hemos
utilizado  un  acelerador  de  multiplicación  de  matrices  para  realizar  todas  las  pruebas
relacionadas con la  comunicación.  Como comentamos en el  apartado anterior,  el  mayor
problema  que  experimenta  nuestro  diseño  actual  de  la  comunicación  es  la  reducida
capacidad de las memorias BRAM. Por ello el cambio más importante de nuestro diseño es
que ahora en vez de contar con dos bloques de memoria BRAM tendremos 4 bloques: 3
bloques serán para almacenar los datos de entrada y 1 será almacenar los resultados. En la
figura 5.4 podemos observar el esquema del diseño final de la comunicación. Debido a la
complejidad  de  la  circuitería  os  mostramos  tan  sólo  un  esquema  simplificado  de  la
comunicación, el diagrama completo se puede consultar en el Anexo I.
Figura 5.4.- Esquema del diseño final de la comunicación del acelerador
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Para poder construir  un acelerador capaz de realizar multiplicaciones de matrices de un
tamaño moderado es necesario que esas matrices se copien a la memoria interna de la FPGA
y se almacenen ahí mientras se realizan los cálculos. Para ello es necesario que la FPGA
disponga de una mínima capacidad de memoria que lamentablemente los bloques de BRAM
no ofrecen. Por ello nuestro acelerador esta diseñado para realizar las multiplicaciones de
matrices por bloques de 64x64 elementos. Este diseño por tanto permite multiplicaciones de
matrices de distintos tamaños sin tener que cambiar el acelerador, pero el reducido tamaño
de bloque a la vez obliga aumentar el número de transferencias de datos entre el  host y la
FPGA. 
Diseño basado en 4 BRAMs
Para hacer la multiplicación por bloques mediante nuestro acelerador el diseño cuenta con 4
BRAMs: 3 BRAMs que guardan las matrices A, B y C de entrada y otra BRAM que guarda
la matriz C resultante. Debido a ello el diseño se ha complicado ligeramente ya que cada
BRAM ha de ser accedida tanto por el controlador de PCIe (para recibir y enviar datos con
el  host) como con el acelerador que realiza la multiplicación. Cada BRAM cuenta con 2
entradas o puertas de acceso totalmente independientes. Por ello cada una de las BRAMs de
nuestro diseño tiene una puerta reservada para el  acceso por parte del  acelerador y otra
reservada para el acceso desde el controlador de PCIe. En la figura 5.5  podemos observar
que tanto el acelerado como el controlador de PCIe tienen un acceso independiente a cada
una de las BRAMs de nuestro diseño.
Figura 5.5.- Doble acceso independiente en cada BRAM      
El acceso a las BRAMs no es inmediato, ya que las puertas de las BRAMs utilizan su propio
protocolo de datos. Para acceder a las BRAMs, por tanto, hemos de usar un  IP Core en
particular del catálogo de Xilinx, que es el Controlador de BRAM. Este IP Core se encarga
de transformar la comunicación realizada mediante el protocolo AXI-MMAP(que utilizan el
acelerador y el controlador PCIe) al protocolo de acceso a las BRAMs, permitiendo así el
acceso a cada una de las puertas de la BRAM. Por esta razón el diseño final resulta tan
complejo, ya que cada BRAM cuenta con dos controladores individuales e independientes,
cada uno para cada puerta, permitiendo así el acceso independiente desde el acelerador y el
controlador de PCIe(véase figura 5.4). 
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Activación del acelerador
Ahora que ya tenemos organizado el sistema de almacenamiento de los datos de entrada y la
salida, el acelerador simplemente ha de leer los datos, procesarlo y escribir el resultado.
Pero el mismo acelerador no posee ninguna información del estado en el que se encuentran
los datos, ya que es la CPU que se encarga de transmitirlos cuando necesite el cálculo. Por
ello  si  el  acelerador  se  mantiene  activo  es  posible  que  empiece  a  realizar  los  cálculos
mientras  la  transmisión  sigue  activa  y  los  cálculos  se  realicen  con  datos  parciales  o
corruptos con resultados erróneos. Por ello el acelerador se ha de mantener inactivo hasta
que todas las transmisiones de datos de entrada hayan concluido. Nuestro diseño cuenta con
un elemento  adicional  que  actual  como el  activador  del  acelerador.  Este  activador  esta
conectado al bus de datos de una de las BRAMs y realiza sniffing de ese bus esperando un
determinado valor que representa la finalización de la transmisión(véase  figura 5.6). Una
vez detecta este valor inmediatamente envía la señal de inicio al acelerador, que empieza a
realizar el cálculo. 
Figura 5.6.- Sistema de inicio del acelerador                   
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Funcionamiento del diseño
En  la  figura  5.7 podemos  observar  el  funcionamiento  completo  de  nuestro  diseño  de
comunicación. El comportamiento es bastante simple, una vez la CPU empaquete los datos
de la entrada inicia las transmisiones hacia la FPGA. Tal y como podemos observar en la
figura, el controlador de PCIe se encarga de recibir esos datos por el bus y distribuirlos entre
las 3 BRAMs que almacenan las 3 matrices de entrada. El acceso se realiza utilizando el
protocolo AXI-MMAP y a través de los controladores de BRAM. Una vez las transmisiones
finalizan, el activador, que ha estado haciendo sniffing del bus durante todo el proceso, lo
detecta y envía la señal de start al acelerador que empieza a realizar el cálculo. 
Una vez el acelerador ha terminado el cálculo de la multiplicación del bloque de 64x64
elementos, guarda la matriz bloque resultante en la 4a BRAM, desde la cual el resultado se
copia mediante una transmisión de lectura desde el host y se obtiene así el resultado de la
multiplicación.
Como las  matrices  que  utilizaremos  en las  pruebas  son más  grandes que  el  tamaño de
bloque que calcula nuestro acelerador, este proceso se habrá de repetirse tantas veces como
como número de bloques de las matrices de entrada.
Figura 5.7.- Esquema del funcionamiento de la comunicación  
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5.2.- Diseño del acelerador
En este capitulo echaremos un vistazo al diseño de nuestro acelerador de multiplicación de
matrices.  Como ya  comentamos al  principio de este proyecto para diseñar el  acelerador
usaríamos  el  software  Vivado-HLS,  que  nos  permite  crear  componentes  hardware
directamente usando código C/C++. Claro que tan sólo con el código del programa no basta,
ya que hace falta introducir directivas o pragmas específicos para que el compilador de HLS
las interprete y nos genere un diseño como el que necesitamos. Por ello en este apartado os
mostraremos las directrices más importantes y os explicaremos brevemente como impactan
en nuestro diseño.
Conexiones de nuestro acelerador
Para  empezar  en  la  figura  5.8 podemos  observar  el  header de  nuestra  función  de
multiplicación de matrices. Como observamos nuestro acelerador tiene 4 parámetros, que en
el  diseño  hardware actuaran como conexiones  externas  de nuestro acelerador.  Para  ello
utilizamos el pragma interface de HLS, donde especificamos que estos serán los puertos de
nuestro  acelerador  y  que  usarán  el  protocolo  AXI  actuando  de  Master.  Estos  puertos
corresponden con cada una de las 4 matrices de nuestra función: las matrices A, B y C de
entrada  y  la  matriz  C  resultante.  Además  con  la  última  directiva  especificamos  que
queremos  tener  puertos  de  control  en nuestro  acelerador,  como es  la  entrada  start,  que
usamos en el proceso de comunicación. 
Figura 5.8.- Header de la función de multiplicación de nuestro acelerador    
Copia de las matrices y el resultado
Antes de empezar el cálculo de las multiplicaciones, primero hemos de copiar los datos de
entrada y por tanto las 3 matrices usando los puertos de conexión de nuestro acelerador.
Como nuestros enlaces con las memorias BRAM que almacenan las matrices son de 256
bits y no de 32 como son los elementos que forman las matrices, además de hacer la copia
inicial, hemos de distribuir los datos haciendo las conversiones necesarias. En la figura 5.9
podemos observar este proceso de copia de la matriz A.
Implementación de una infraestructura para ejecución heterogénea de aplicaciones
 (CPU + FPGA)
64
Figura 5.9.- Copia de los datos al acelerador       
Como podemos observar en la  figura 5.9 primero de todo utilizamos la función  memcpy
para copiar todas las matrices a la memoria del acelerador y una vez hecha la copia hemos
de  descomponer  los  datos  de  entrada  de  cada  matriz  para  convertirlo  de  un  array de
elementos de 256 bits a una matriz con elementos de 32 bits. Para copiar el resultado de la
salida  también  hemos  de  realizar  el  proceso  inverso.  Aunque  esto  añade  un  pequeño
overhead a nuestro acelerador, es una de las limitaciones que tiene el propio HLS. 
Otra cosa que cabe destacar en nuestro código es el “+1” que tenemos en las consultas de
los datos de las matrices. Esto es debido a un bug sin identificar del IP Core del controlador
de PCIe, que debido a algún error interno almacena las matrices con un offset en la memoria
BRAM. Este fallo además de no lo poderlo corregir al tratarse de un IP Core privado de otra
empresa, nos ha costado varios meses de trabajo identificar este error.
Cálculo de las multiplicaciones
Una vez tenemos preparados los datos de entrada el acelerador pasa a realizar el cálculo y en
la  figura 5.10 podemos observar esta parte de nuestro código. Aquí cabe destacar que es
importante  configurar  correctamente  la  forma  de  almacenar  las  matrices  dentro  del
acelerador ya que tiene un grave impacto en el rendimiento del mismo. Nosotros utilizamos
el  pragma  array-partition para  particionar  las  matrices  en  distintos  bloques  BRAM  y
acceder a varios elementos a la vez. Para ello la matriz A la particionamos por filas y la
matriz B por columnas, evitando así el  bottleneck que formaría el acceso a los distintos
elementos de las matrices. Es importante hacer esta partición ya que de lo contrario, aunque
el cálculo de de distintas filas/columnas es independiente en la multiplicación de matrices, si
el acceso a memoria no es independiente se pierden las ventajas del paralelismo. 
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Figura 5.10.- Cálculo de la multiplicación       
En la  figura  5.10 también  podemos  observar  que  utilizamos  el  pramga pipeline.  Esta
directriz indica al compilador de HLS que segmente los dos bucles internos, mejorando así
el throughtput del acelerador y el rendimiento del mismo.
Análisis del acelerador
Como ya comentamos anteriormente, uno de los puntos clave del HLS es que realiza un
análisis del acelerador hardware creado al mismo tiempo que realiza la compilación. En las
figuras 5.11 y 5.12 podemos observar los resultados de análisis de nuestro acelerador.
Figura 5.11.- Cálculo de la multiplicación 
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Como vemos en la figura 5.11 el tiempo de ciclo de nuestro acelerador son 4 nanosegundos
y  tarda  exactamente  12866  ciclos  en  completarse  el  cálculo  del  resultado,  pero  son
necesarios otros 12867 ciclos para empezar un nuevo cálculo. El  tiempo de ciclo es un
parámetro que se ha de especificar al Vivado-HLS previamente al proceso de compilación.
Al compilar  Vivado-HLS intenta implementar el diseño  hardware teniendo en cuenta el
tiempo de ciclo, pero siempre con un cierto porcentaje de incerteza. Siempre y cuando la
incerteza y el tiempo estimado no superen en total al tiempo de ciclo deseado el diseño se
genera correctamente. En la  figura 5.11 también podemos observar el análisis de tiempo
detallado donde se exponen los ciclos que tardan en ejecutarse cada uno de los distintos
bucles del código.
En la figura 5.12 podemos observar los recursos que utiliza nuestro acelerador. Como en el
proyecto de Vivado-HLS hemos de especificar el dispositivo FPGA que utilizaremos para
ubicar el acelerador, la tabla de utilización de recursos también nos muestra un porcentaje de
los recursos totales del chip que utilizaremos. Podemos ver claramente que el acelerador es
muy  pequeño  en  relación  al  dispositivo  FPGA que  utilizamos,  por  ello  no  estamos
aprovechando para nada la potencia que podría llegar a tener la FPGA.
Figura 5.12.- Utilización de recursos del acelerador                         
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6.- Análisis de los resultados
Durante este capítulo vamos a presentar los resultados que hemos obtenido de las pruebas
realizadas  a  nuestro  diseño.  Haremos  un  pequeño  análisis  de  los  datos  obtenidos  y
estudiaremos las posibles causas que puedan tener un impacto negativo en el rendimiento de
nuestra infraestructura. 
La FPGA que hemos utilizado para estas pruebas es la placa ADM-PCIe-7V3 de Alpha Data
y para la ejecución en CPU hemos utilizado uno de los nodos del Arvei con el procesador
Intel Xeon E5-2620 v2. Para compilar nuestros programas usamos el compilador de GNU,
gcc versión 4.8.2. 
6.1.- Análisis del tiempo de ejecución
Para empezar los análisis de rendimiento que hemos obtenido no son del todo favorables
pero dadas las características de nuestro diseño son los esperados y nos pueden servir de
base  sólida  con  la  que  poder  continuar  el  desarrollo.  El  acelerador  con  el  que  hemos
realizado más  pruebas  y  el  que  nos  ha  servido  de  ejemplo  para  nuestro  diseño es  una
multiplicación  de  matrices  realizada  por  bloques.  Hemos  realizado  varias  pruebas  con
distintos  tamaños  de  matrices  para  ver  como escala  el  tiempo  de  ejecución  de  nuestro
acelerador  comparado  con  la  ejecución  única  en  CPU.  La  figura  6.1 muestra  la
comparación del tiempo de ejecución de nuestro acelerador en la FPGA contra una versión
optimizada para la CPU. La versión de multiplicación de matrices que utilizamos para la
CPU durante estas pruebas es una versión del código optimizada mediante las instrucciones
SIMD de Intel para realizar de forma vectorial varias operaciones a la vez sobre grupos de
datos continuos.
Figura 6.1.- Tiempo de ejecución para matrices de 64x64 a 1024x1024  
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En la  figura 6.1 vemos como el tiempo de ejecución va subiendo para ambas versiones a
medida en que aumenta el tamaño de las matrices. Observamos también que aunque los
resultados sean cercanos, la CPU sigue haciendo la multiplicación más rápido que nuestro
acelerador.  En las pruebas la versión de FPGA realiza la multiplicación de las matrices
haciendo un algoritmo de  blocking  con bloques de matrices de 64x64.  Como ya  hemos
comentado esto es debido a la limitada capacidad de las BRAMs, que tan sólo nos permite
almacenar los datos necesarios para multiplicar un bloque de 64x64 elementos. Por ello para
hacer la multiplicación de una matriz de 512x512 tal como la que aparece en la última
gráfica de la figura, es necesario hacer la multiplicación de 8 bloques independientes y para
ello hacen falta 24 transmisiones de de entrada y 8 transmisiones de salida. Cada una de las
transmisiones además provoca un  overhead debido al  set-up y  set-down de la transmisión
por DMA. Por ello no es sorprendente que la CPU, que no requiere de ninguna transmisión
de datos realizar los cálculos, obtenga mejores resultados durante estas pruebas. La versión
del programa para la CPU usa instrucciones SIMD de Intel y por ello esta optimizada para
realizar la multiplicación de forma vectorial. 
Los  resultados  anteriores  corresponden  a  multiplicaciones  de  matrices  relativamente
pequeñas y por ello a pesar de no haber obtenido ninguna mejora de rendimiento hemos
continuado realizando pruebas  para  ver  como cambian los  resultados  con matrices  más
grandes. En la figura 6.2 veremos la evolución del tiempo de ejecución para multiplicación
de matrices más grandes de hasta 2048x2048 elementos. 
Figura 6.2.- Tiempo de ejecución para matrices de 1024x1024 a 2048x2048           
Como  observamos  la  situación  se  mantiene  igual  hasta  llegar  a  la  última  medida,  que
corresponde con matrices de 2048x2048 elementos. En este caso el tiempo de ejecución de
la CPU no sólo es más elevado que el de la FPGA sino que aumenta casi en 3 veces de
forma inmediata. Es en este caso que ocurre precisamente lo que nos interesaba, que es el
desbordamiento de la cache de la CPU. 
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Si volvemos a mirarnos todas las gráficas de la figura 6.1 y la figura 6.2 observamos que
en el caso de la FPGA el tiempo va aumentando de forma lineal y regular a mediada en que
aumentamos el tamaño de las matrices. En el caso de la CPU, sin embargo, esta evolución
es bastante irregular. Esto es debido a que en la FPGA el cálculo de cada bloque de 64x64
elementos  siempre  se  realiza  en  el  mismo  tiempo  y  son  necesarias  siempre  la  misma
cantidad y la misma capacidad de transmisiones de datos para realizar este cálculo. Por ello
a medida en que aumentamos el número de bloques el progreso del tiempo de ejecución es
lineal. En la CPU sin embargo, al tratarse de matrices relativamente grandes, el tiempo para
realizar el cálculo depende en gran medida del funcionamiento de la gestión de memoria y
cache del procesador. Es decir que el tiempo de ejecución puede variar en gran medida si los
datos que se están calculando generan más o menos aciertos de cache, ya que si es necesario
importar los datos desde la memoria RAM entonces el delay que ocasionan las lecturas de la
memoria  aumenta  significativamente  el  tiempo  total  de  ejecución  del  calculo  de  la
multiplicación. 
Como esta situación ocurre por primera vez para el ejemplo con tamaño de matrices de
2048x2048 elementos(como observamos en la figura 6.2) y lógicamente para el caso de la
CPU una vez la cache haya desbordado el tiempo de ejecución tan sólo puede aumentar,
decidimos  realizar  unas  cuantas  pruebas  más.  En  este  caso  hemos  aumentado
considerablemente el tamaño de las matrices para comprobar que esta situación se mantiene
de forma indefinida. En la figura 6.3 podemos observar los resultados de estas pruebas.
Figura 6.3.- Tiempo de ejecución para matrices de 2048x2048 a 4096x4096          
En esta última gráfica de la  figura 6.3 podemos observar que a parte de mantenerse el
mismo comportamiento anterior, el tiempo de ejecución de la CPU no para de aumentar
cada vez mas respecto al de la FPGA, que sigue manteniendo su progreso lineal sin mucha
desviación.  Con  esto  podemos  confirmar  que  nuestro  acelerador,  a  pesar  de  no  tener
rendimiento para matrices pequeñas, consigue un rendimiento considerable para matrices
medianas y grandes y escala muy favorablemente a medida que aumentamos el tamaño de la
entrada.
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6.2.- Análisis del rendimiento
En esta sección pasaremos a analizar los resultados obtenidos de la ejecuciones anteriores y
calcularemos la mejora de rendimiento que conseguimos con nuestra infraestructura. En el
apartado anterior ya hemos observado que aunque no hayamos obtenido una mejora inicial
en el tiempo de ejecución mediante nuestro acelerador(véase  figura 6.1) si que acabamos
mejorando ese  tiempo y  superando la  versión  optimizada  de  la  CPU a  medida  en  que
aumentamos  el  tamaño  de  los  datos  de  entrada(véase  figura  6.2).  En  este  apartado
intentaremos  cuantificar  la  mejora  obtenida  según el  tamaño  de  los  datos  de  entrada  y
calcular el speed-up. En la figura 6.4 podemos observar la evolución del speed-up logrado
de nuestro acelerador comparado con la versión optimizada de la CPU. 
Figura 6.4.- Speed-up real de la multiplicación de matrices    
En la gráfica de la figura 6.4 podemos observar que inicialmente el acelerador mantiene un
slow-down continuo comparado con la versión de la CPU. Durante este período se puede
observar  que  se  producen  ciertas  variaciones  en  la  gráfica  causados  por  los  inestables
tiempos de ejecución de la CPU que, como comentamos anteriormente, ocurren debido a la
gestión  de  memoria  y  cache  durante  la  ejecución.  Este  comportamiento  continua  pero
cuando nos acercamos a los tamaños de matrices cercanos a 2048x2048 si que se produce
un  cambio  bastante  importante  ya  que  la  FPGA  consigue  prácticamente  igualar  los
resultados de la CPU, pero sin llegar a superarlos. Cuando llegamos a multiplicaciones de
matrices de 2048x2048 es cuando obtenemos la primera medida con speed-up real de 2.61.
A partir de ahí a medida que vamos aumentando el tamaño el speed-up sigue aumentando,
hasta el pico máximo de 4.25 en multiplicaciones de matrices de 4096x4096 elementos. A
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pesar de que el tiempo de ejecución de la FPGA evoluciona de forma lineal y regular, con el
speed-up no ocurre lo mismo ya que el tiempo de ejecución en CPU con la que se compara
evoluciona con las variaciones bastante pronunciadas que ya comentamos anteriormente.
Por ello la gráfica de speed-up de la figura 6.4 presenta estos picos de bajada y subida tan
pronunciados. 
Otra de las pruebas que hemos realizado ha sido con un acelerador distinto que computa el
cálculo estadístico de la covarianza.  Al contrario que la multiplicación de matrices  este
programa requiere más cálculos con un tamaño de datos de entrada bastante pequeño y por
ello tan sólo requiere una transferencia singular de entrada y otra para la salida. Hemos
realizado pruebas con dos tipos de datos de entrada, una con un total de 100 iteraciones de
cálculo y otra con casi 4000 iteraciones. En las gráficas de la  figura 6.5 podéis ver las
comparaciones de tiempos de ejecución de ambas versiones en la CPU y la FPGA y el
speed-up resultante.
Figura 6.5.- Análisis de ejecución del cálculo de covarianza     
Como observamos en este caso incluso para una entrada pequeña obtenemos mucho mejores
tiempos que la versión de la CPU. Obtenemos speed-ups muy elevados en ambos casos con
un 14.53 para la versión corta y un 9.77 para la versión larga del programa. Cabe destacar
que si obtenemos menos speed-up para la versión larga demuestra que el paralelismo de este
programa no escala tan bien como la multiplicación de matrices y que podría desembocar en
bajadas todavía mas graves de  speed-up. Es posible que el para entradas más grandes el
speed-up tienda a un cierto valor y quedase fijo en algún punto, pero sin haber realizado
estas pruebas tampoco lo podemos afirmar. 
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6.3.- Análisis del tiempo de transferencia de datos
En este apartado pasaremos a analizar con profundidad el tiempo de ejecución de nuestro
acelerador en la FPGA para observar cuanto afecta el tiempo de transmisión de los datos al
tiempo total  de  ejecución.  Esta  parte  es  muy importante  en  nuestro análisis  ya  que  las
transmisiones  son  una  parte  crítica  de  nuestro  diseño  ya  pueden  ocasionar  un  elevado
overhead en el tiempo total de ejecución del acelerador. 
Por  esto mismo hemos  dividido el  tiempo de transferencia  de los  datos  del  tiempo del
cálculo real realizado por el acelerador y en la figura 6.6 podéis observar como evoluciona
esta  relación  durante  las  pruebas  de  multiplicación  de  matrices  que  hemos  realizado
anteriormente.  
Figura 6.6.- Comparación del tiempo de cálculo al tiempo de transferencia         
Como podemos observar en la gráfica de la figura 6.6, la gran parte del tiempo de ejecución
pertenece a  las  transmisiones  de datos en comparación con el  tiempo empleado para  el
cálculo real del resultado. Esto demuestras que el speed-up que hemos logrado con nuestro
acelerador  no  es  el  tope  teórico  del  speed-up que  podemos  lograr  mediante  estos
aceleradores en la FPGA. Si calculamos la media del tiempo empleado en las transferencias
de datos de todas las pruebas realizadas, el porcentaje medio del tiempo que se emplea para
las  transferencias  de  datos  respecto  al  tiempo  total  de  ejecución  es  de  un  69.98%.
Resultando que el tiempo empleado en el cálculo es tan sólo el  30.02% restante. Así que
obviamente las transmisiones tienen un impacte muy grande en el rendimiento de nuestro
acelerador, ya que en el tiempo en que tardamos en realizar estas transferencias podríamos
realizar  el  cálculo  2  veces  seguidas.  Es  obvio  que  las  transferencias  es  una  parte  que
requiere mucha más optimización para lograr un speed-up más alto y que se acerque más al
tope teórico. 
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Tal y como hemos podido observar en las pruebas anteriores, las transmisiones forman la
mayor parte de ejecución de nuestro acelerador. Como nuestro diseño se basa en un gran
número de transmisiones de pequeño tamaño y las transmisiones por DMA tiene un tiempo
de  set-up y  set-down que provoca  overhead en el tiempo de ejecución, sospechamos que
este  overhead puede ser la causa de que las transmisiones de datos en nuestro acelerador
tarden tanto. Por ello hemos realizado un análisis de bandwidth entre la FPGA y el host, los
resultados del cual se pueden observar en la figura 6.7.
Figura 6.7.- Análisis de bandwidth entre la FPGA y el host     
Como vemos en la gráfica de la  figura 6.7 hay una gran diferencia entre enviar 2KB de
datos y enviar 1GB o más. Las transmisiones se representan en referencia a la memoria
interna de la FPGA, así que las escrituras son transmisiones desde el host a la FPGA y las
lecturas desde la FPGA al host. La diferencia en la velocidad de transmisión es muy elevada
y para tomar una medida de ejemplo, las matrices que utilizamos en nuestro acelerador
ocupan  16KB  cada  una.  Este  análisis  confirma  que  si  pudiéramos  hacer  menos
transmisiones pero de mayor tamaño podríamos obtener mejores rendimientos con nuestro
acelerador.
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6.4.- Análisis de rendimiento teórico
Como hemos observado en el apartado anterior las transferencias de datos ocupan la mayor
parte del tiempo de ejecución de nuestro acelerador impidiéndole de esta manera realizar
trabajo útil  durante  este  período de tiempo.  Debido a  ello,  el  speed-up real  que hemos
calculado anteriormente si que es verdad que nos sirve para evaluar el rendimiento de la
ejecución mediante nuestra infraestructura actual, pero no podemos considerarlo como el
tope de lo que podemos lograr mediante el uso de aceleradores FPGA, ya que la mayor parte
del  tiempo  de  ejecución  es  desperdiciado  en  el  traslado  de  los  datos.  Por  ello  hemos
realizado otro cálculo de speed-up diferente que compara tan sólo el tiempo de cálculo real
realizado en la FPGA con la versión de la CPU. 
Figura 6.8.- Speed-up teórico máximo de la multiplicación de matrices   
Como podemos observar la gráfica de la figura 6.8 es muy parecida en forma a la gráfica de
speed-up que calculamos anteriormente(véase  figura 6.4), pero la gran diferencia es que
partimos  de  un  speed-up superior  a  2 incluso  para  matrices  más  pequeñas.  Además  de
conservar  un  speed-up estable  para  los  cálculos  de  matrices  pequeñas  y  medianas,
obtenemos  picos  de  speed-up superiores  a  14 para  los  cálculos  de  matrices  grandes.
Obviamente este speed-up no es para nada un caso práctico, pero si que se trata de un pico
teórico que aunque nunca lograremos si que podemos tener en referencia para continuar la
optimización de nuestra infraestructura. Este tope demuestra que si lográsemos optimizar la
comunicación entre la CPU y FPGA para minimizar los tiempos de transferencia de datos
podríamos lograr perfectamente  speed-up superior a 1 en todos los cálculos realizados en
nuestra infraestructura independientemente del tamaño de entrada. 
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7.- Posibles continuaciones del desarrollo
Durante  este  capítulo  comentaremos  las  posibles  soluciones  de  los  problemas
experimentados con nuestro diseño y las posibles continuaciones que tenemos en mente para
esta investigación. A pesar de que estamos satisfechos con las pruebas que hemos recopilado
hasta el momento, estamos seguros de que el trabajo no acaba aquí, ya que hay muchas
partes  del  diseño  que  se  pueden  optimizar  todavía  más  y  otras  partes  que  podemos
reconsiderar. Aquí vamos a exponer los puntos clave que tenemos en mente como posibles
cambios o mejoras del diseño con los que vamos a continuar nuestro desarrollo.
7.1.- Almacenamiento mediante la memoria RAM
Como  ya  comentamos  anteriormente  para  nuestro  acelerador  actualmente  utilizamos  la
memoria BRAM interna del chip de la FPGA para almacenar los datos de entrada y los
resultados del cálculo. Esto limita muchísimo la cantidad de datos que puede almacenar la
FPGA y por tanto limita el cálculo que puede realizar con un solo envío de datos desde la
CPU. La memoria RAM, al contrario que la BRAM, si que dispone de gran capacidad de
datos, aunque obviamente requiere de un tiempo mayor de acceso. Haciendo una simple
comparación  numérica,  ahora  mismo  nuestro  acelerador  calcula  la  multiplicación  de  2
matrices de 64x64 enteros, y para ello almacena entre datos de entrada y resultado un total
de 64KB de datos, a diferencia de la memoria RAM de la que dispone nuestra placa, que
tiene una capacidad total de 16GB. Esto significa que si usáramos la memoria RAM de la
placa para almacenar los datos, además de poder aumentar el acelerador para que procese
bloques de matrices más grandes(como por ejemplo 1024x1024) también permitiría al host
enviar todo el paquete de datos de entrada con una sola transferencia. 
El aumento del tamaño de los bloques que procesa el acelerador permitiría explotar todavía
más el paralelismo gracias a la tecnología de las FPGAs y tendría impacto directo en el
rendimiento, pero lo más importante del uso de la RAM como almacenamiento principal
seria el minimizar el overhead causado por las transferencias de datos. Debido a que ahora
mismo  estamos  limitados  por  la  capacidad  de  la  BRAM  estamos  obligados  a  realizar
muchas transferencias de datos entre la CPU y la FPGA. Cada transferencia, por pequeña
que  sea,  tiene  un  tiempo  de  set-up y  set-down,  que  al  acumularse  por  la  cantidad  de
transferencias  realizadas  provoca  un  overhead considerable.  Este  overhead podría
minimizarse  hasta un punto nulo si  realizamos tan sólo una transferencia  para  datos de
entrada y una para los resultados. La capacidad de la memoria RAM permitiría hacer este
cambio en el diseño, que suponemos, impactaría muy favorablemente sobre el rendimiento
de nuestro acelerador. 
Obviamente este cambio no es realizable de forma inmediata, ya que el uso de memoria
RAM también tiene un gran impacto negativo sobre el tiempo de acceso a los datos durante
el cálculo. Por ello a la vez de diseñar el la comunicación entre la memoria RAM y el
acelerador hemos de diseñar una gestión de memoria interna dentro del acelerador para que
los datos inmediatos se copien a la BRAM y no se lean directamente de la memoria RAM.
Esta gestión de memoria es parecida a la que nos encontramos en la CPU, donde la memoria
cache hace el camino intermedio entre la unidad de proceso y la memoria RAM.
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7.2.- Utilización del protocolo AXI-Stream 
Como hemos observado en nuestro análisis el  overhead causado por las transferencias de
datos es la causa principal de la bajada de rendimiento de nuestro acelerador. Por ello mismo
para minimizar de la mayor forma posible este overhead consideramos de nuevo el uso del
protocolo AXI-Stream. Este protocolo, como comentamos anteriormente, en funcionamiento
es muy parecido al AXI-MMAP que utilizamos actualmente, solo que al ser caminos de
datos de sentido único, durante las transferencias el tiempo de set-up y set-down es mínimo.
Con  ello,  teóricamente,  lograríamos  reducir  todavía  más  el  overhead causado  por  las
transferencias de datos. 
Además de reducir el overhead de las transferencias, este protocolo nos permite simplificar
el  diseño  de  la  comunicación  de  nuestro  acelerador.  Mediante  este  protocolo  podemos
conectar  directamente  el  controlador  de  PCIe  con  el  acelerador,  evitando  con  ello  la
utilización  de  bloques  de  memoria  de  BRAM  externos,  integrando  toda  la  gestión  de
memoria dentro del acelerador. Este tipo de conexión simplificada permite esconder toda la
parte de gestión de memoria dependiente del programa dentro del acelerador, separando así
la parte de acelerador específica de cada programa del diseño genérico de la comunicación
con el host. 
Son muchas  ventajas  las  que nos ofrece este  protocolo pero todavía  desconocemos que
protocolo se adaptaría mejor para un diseño basado en RAM, que será el principal objetivo
para  la  continuación  de  nuestra  investigación.  Hemos  de  recordar  que  experimentamos
muchos errores durante las pruebas realizadas usando este protocolo y por ello habremos de
invertir el tiempo suficiente para solucionarlos. Sospechamos que estos errores pueden ser
causados por el  controlador de PCIe,  del  cual  no poseemos el  código fuente y por ello
necesitaremos solicitar soporte técnico a Alpha Data, que es la empresa desarrolladora  y
fabricante de las placas FPGAs que usamos para nuestro proyecto.  
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8.- Conclusiones
El  objetivo  principal  de  este  proyecto  era  la  implementación  de  una  infraestructura
heterogénea de ejecución mediante el uso de aceleradores FPGA y podemos afirmar que
este objetivo se ha desarrollado por completo. Hemos conseguido diseñar un sistema de
comunicación  con  el  dispositivo  y  hemos  podido  compilar  aceleradores  hardware para
ejecutar programas en nuestra FPGA. 
Obviamente hay partes de nuestro diseño que pueden mejorar y optimizarse, mejorando así
los resultados de nuestra infraestructura. Tal y como hemos comentado en el capítulo 8, esta
investigación tiene mucho futuro y trabajo por delante y por ello pensamos continuar el
desarrollo de nuestra infraestructura inmediatamente después de la entrega de este TFG.
Aun así podemos afirmar que los resultados que hemos obtenido durante este proyecto son
muy favorables. Hemos demostrado que las placas FPGA pueden servir como aceleradores
incluso para las CPUs mas potentes como el Xeon de Intel. 
La automatización de nuestra infraestructura,  que no hemos podido realizar durante este
proyecto, es una de las claves para que este modelo de programación sea usable. Pero cabe
añadir que dados los problemas que nos hemos encontrado con las herramientas del entorno
de programación para FPGAs, a este modelo le faltarán todavía unos años de maduración
para que sea igual de usable como es la aceleración mediante GPUs. Ejemplos de ello son el
caso del  IP Core del controlador de PCIe que usamos para nuestro proyecto,  con el qu
eexperimentamos  muchos  fallos  a  la  hora  de  escribir  en  determinadas  posiciones  de  la
memoria de la FPGA y todavía no hemos conseguido que funcione usando el protocolo
AXI-Stream. La misma empresa Xilinx ha lanzado su nuevo software SDAccel,  que integra
los  componentes  necesarios  para  programar  FPGAs  usando  OpenCL y  reprogramación
parcial, pero incluso 2 meses después de su lanzamiento sigue sin funcionar. Por ello nos
mantenemos positivos y pretendemos seguir en esta línea de investigación ya que creemos
que la tecnología de FPGAs y los aceleradores reprogramables presentan mucho potencial
para el futuro.
Personalmente creo que la experiencia de este proyecto ha sido muy positiva para mi, ya que
me ha enseñado lo que es de verdad un proyecto de investigación y los problemas que
plantea.  He  experimentado  los  errores  que  pueden  surgir  en  este  tipo  de  desarrollo  de
hardware y he aprendido a solucionar la mayoría de ellos. Además creo que el estudio que
he realizado durante el desarrollo de este proyecto me servirá como una base sólida para
seguir esta investigación más adelante y continuar desarrollando mis conocimientos en esta
área de investigación.
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Glosario   
Bitstream: Es el fichero binario que contiene los datos de configuración necesarios
para reprogramar todos los componentes de una FPGA para realizar una determinada
función.
Datapath: Es  el  camino que  recorren  los  datos,  formado por  registros,  buses  y
unidades  funcionales,  como  las  unidades  logicas  y  aritméticas,  que  realizan
diferentes operaciones de procesamiento de datos.
DMA: “Direct  Memmory  Access” o  Acceso  Directo  a  Memoria,  es  una
característica de los sistemas que permite a algunos subsistemas de mismo, acceder a
la memoria principal(RAM) de forma independiente de la unidad central de proceso
(CPU).
FPGA: “Field-Programable Gate Array” es un dispositivo electrónico que contiene
bloques  de  lógica,  las  conexiones  y  funcionalidades  de  los  cuales  puede  ser
reconfigurados múltiples veces mediante un lenguaje de descripción especializado.
HLS: “High-Level Synthesis” o Síntesis de Alto Nivel es un proceso automatizado
de  diseño  de  hardware que  interpreta  la  descripción  algorítmica  de  un
comportamiento y genera un hardware digital que implementa ese comportamiento.
Host: Traducido como anfitrión, es un término usado en la informática para referirse
a computadores conectados a una red y los cuales proveen y utilizan los servicios de
la misma. Los demás computadores y/o usuarios deben de utilizar los anfitriones
para tener acceso a la misma red. 
IP Core: “Intellectual  Property  Core”  en  diseños  electrónicos  es  una  unidad  o
bloque de lógica reusable o un esquema de microchip, la propiedad intelectual del
cual pertenece a una entidad concreta.
PCIe: “Peripheral  Component  Interconnect  Express” es  un  bus  estándar  de
comunicación  serie  de  gran  velocidad  para  conectar  dispositivos  periféricos
directamente  a  la  placa  base  del  sistema.  Actualmente  se  usa  en  numerosos
dispositivos,  incluidas  las  placas  GPU  y  FPGA.  Utiliza  una  arquitectura  de
interconexión que permite comunicar varios dispositivos con la memoria principal
del sistema (RAM).
Throughput: Es el  concepto que se utiliza para indicar el volumen de trabajo o
información que puede procesarse o producirse a través de un sistema o red. 
Implementación de una infraestructura para ejecución heterogénea de aplicaciones
 (CPU + FPGA)
80
Bibliografía
[1]    “Project  AXIOM”  [Online]  Disponible:  www.axiom-project.eu  [Accedido:  Marzo
2015].
[2]      J. Najarian, “Introduction to parallel computing,” Control Engineering Practice, vol.
1, no. 6. pp. 1104–1105, 1993.
[3]    “BSC  -  MareNostrum  III”  [Online]  Disponible:  http://www.bsc.es/marenostrum-
support-services/mn3  [Accedido: Marzo 2015].
[4]     R. M. Russell, “The CRAY-1 computer system,” Communications of the ACM, vol.
21, no. 1. pp. 63–72, 1978.
[5]       C. McClanahan, “History and Evolution of GPU Architecture,” pp. 1–7, 2010.
[6]      J. D. Owens, M. Houston, D. Luebke, S. Green, J. E. Stone, and J. C. Phillips, “GPU
Computing,” Proc. IEEE, vol. 96, no. 5, pp. 879–899, 2008.
[7]     S. Asano, T. Maruyama, and Y. Yamaguchi, “Performance comparison of FPGA, GPU
and CPU in image processing,” in FPL 09: 19th International Conference on Field
Programmable Logic and Applications, 2009, pp. 126–131.
[8]     S. Rybacki, J. Himmelspach, and A. M. Uhrmacher, “Experiments with Single Core,
Multi-core,  and GPU Based Computation of  Cellular  Automata,”  2009 First  Int.
Conf. Adv. Syst. Simul., 2009.
[9]       P. Clarke, “Xilinx, ASIC Vendors Talk Licensing,” EE Times, vol. June 22, 2001.
[10]    P.  H.  W.  Leong,  “Recent  trends  in  FPGA architectures  and  applications,”  in
Proceedings - 4th IEEE International Symposium on Electronic Design,  Test and
Applications, DELTA 2008, 2008, pp. 137–141.
[11]    S.  Leibson,  “Xilinx  redefines  the  high-end  microcontroller  with  its  ARM-based
Extensible Processing Platform - Part 1,” Design-Reuse, vol. May 03, 2010.
[12]    N. Kapre and A. DeHon, “Performance comparison of single-precision SPICE model-
evaluation  on  FPGA,  GPU,  cell,  and  multi-core  processors,”  in  FPL  09:  19th
International Conference on Field Programmable Logic and Applications, 2009, pp.
65–72.
[13]    D.  Andrews,  D.  Niehaus,  and  R.  Jidin,  “Implementing the  Thread Programming
Model  on  Hybrid  FPGA/CPU Computational  Components,”  in  1st  Workshop on
Embedded Processor Architecture, 10th Symposium on High Performance Computer
Architecture (HPCA 10), 2004, vol. 24, no. 4.
[14]    I.  Kuon,  R.  Tessier,  and  J.  Rose,  “FPGA Architecture:  Survey and Challenges,”
Foundations and Trends® in Electronic Design Automation, vol. 2, no. 2. pp. 135–
253, 2007.
[15]    T. J. Todman, G. A. Constantinides, S. J. E. Wilton, O. Mencer, W. Luk, and P. Y. K.
Cheung,  “Reconfigurable  computing:  architectures  and  design  methods,”  IEE
Proceedings - Computers and Digital Techniques, vol. 152, no. 2. p. 193, 2005.
Implementación de una infraestructura para ejecución heterogénea de aplicaciones
 (CPU + FPGA)
81
[16]    “SDAccel Development Environment” [Online]   Disponible: http://www.xilinx.com/
            products/design-tools/sdx/sdaccel.html  [Accedido: Marzo 2015].
[17]    P. Coussy, D. D. Gajski, M. Meredith, and A. Takach, “An introduction to high-level
synthesis,” IEEE Design and Test of Computers, vol. 26, no. 4. pp. 8–17, 2009.
[18]     A. Filgueras, E. Gil, C. Alvarez, D. Jimenez, X. Martorell, J. Langer, and J. Noguera,
“Heterogeneous tasking on SMP/FPGA SoCs: The case of OmpSs and the Zynq,” in
IEEE/IFIP International Conference on VLSI and System-on-Chip, VLSI-SoC, 2013,
pp. 290–291.
[19]   A. Filgueras, E. Gil, D. Jimenez-Gonzalez, C. Alvarez, X. Martorell, J. Langer, J.
Noguera,  and  K.  Vissers,  “OmpSs@Zynq  all-programmable  SoC  ecosystem,”  in
Proceedings  of  the  2014  ACM/SIGDA  international  symposium  on  Field-
programmable gate arrays (FPGA ’14), 2014, pp. 137–146. 
[20]     “AXI Reference Guide” (UG761)  [PDF Online] Disponible: http://www.xilinx.com/
           support/documentation/ip_documentation/axi_ref_guide/v13_4/ug761_axi_reference
_guide.pdf [Accedido: Marzo 2015].
[21]     “AMBA Specifications”  [Online] Disponible: http://www.arm.com/products/system-
ip/amba-specifications.php  [Accedido: Mayo 2015].
[22]     “ADMXRC3 API Specification” (AD-UG-0003),         Alpha Data,      [PDF Online]
Disponible: http://www.alpha-data.com/   [Accedido: Marzo 2015].
Implementación de una infraestructura para ejecución heterogénea de aplicaciones
 (CPU + FPGA)
82
Anexo I
Anexo I – Diagrama detallado del diseño de la comunicación final  
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Anexo II
Anexo II – Diagrama de ejemplo de implementación de hardware en una FPGA                              
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