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Abstract
Cooperative transmissions emulating multi-antenna systems may help reduce the
total energy consumption in wireless networks. In this thesis, we define a vir-
tual multiple-input single-output (vMISO) link to be established when a group of
nodes (transmitters) jointly enable space-time communications with a single re-
ceiver. There has been plethora of research investigating physical layer issues of
such systems; however, higher layer protocols that exploit vMISO links in ad hoc
networks are still emerging.
We present a novel approach in characterizing the optimal multi-hop vMISO
routing in ad hoc networks. The key advantages of vMISO links that we exploit
are the increase in transmission range and the decrease in the required transmission
energy due to diversity gain. Specifically, under a high node density regime, we
solve a nonlinear program that minimizes the total energy cost of reliable end-to-
end transmissions by selecting the optimal cooperation set and the location of the
next relay node at each hop. We characterize the optimal solution with respect to
the reliability of the links, and for different fixed node transmission powers. Our
results indicate that a multi-hop vMISO system is energy efficient only when a few
nodes cooperate at each hop. We design a new greedy geographical vMISO routing
protocol that is also suitable for sparse networks using the results determined under
high node density regime.
Also, we consider the network lifetime maximization problem in networks em-
ploying vMISO links. We formulated the network lifetime maximization with vMISO
routing as a nonlinear program. Then, we presented a novel cooperation set selec-
tion and flow augmentation based routing heuristic that can significantly increase
the network lifetime compared to Single-Input Single-Output (SISO) systems.
iv
KOOPERATI˙F I˙LETI˙MLERLE YO¨NLENDI˙RMENI˙N ENERJI˙ VERI˙MLI˙LI˙G˘I˙
U¨ZERI˙NE
Aylin Aksu
EECS, Yu¨ksek Lisans Tezi, 2006
Tez Danıs¸manı: Asist. Prof. Dr. O¨zgu¨r Erc¸etin
Anahtar Kelimeler: enerji verimlilig˘i, is¸birlig˘i, yo¨nlendirme.
O¨zet
C¸oklu anten sistemlerini o¨rnekleyen kooperatif iletimler, kablosuz ag˘larda toplam
enerji tu¨ketimini azaltmaya yardım eder. Bu tezde, bir grup go¨ndericinin ve tek bir
alıcının birlikte sag˘ladıg˘ı, yer-zaman iletis¸imiyle kurulan sanal c¸oklu-giris¸ tekli-c¸ıkıs¸
(vMISO) bag˘lantıları tanımlanmaktadır. Bugu¨ne kadar bu tip sistemleri fiziksel
ac¸ıdan aras¸tıran birc¸ok c¸alıs¸ma yapıldı, ancak bu sistemleri kullanan daha u¨st kat-
manların protokolleri gelis¸meye devam ediyor.
Bu tezde, kablosuz tasarsız ag˘larda optimal c¸ok-sekmeli vMISO yo¨nlendirme-
lerinin tanımına yeni bir bakıs¸ ac¸ısı getiriliyor. Yararlanılan vMISO bag˘lantıların
temel avantajları c¸es¸itlilig˘in sag˘ladıg˘ı iletim menzilindeki artıs¸ ve gerekli iletim ener-
jisindeki azalıs¸tır. O¨zellikle, du¨g˘u¨m yog˘unlug˘u yu¨ksek olan ag˘larda, gu¨venilir uc¸tan
uca iletimlerin toplam enerji tu¨ketimini, en uygun kooperatif du¨g˘u¨m setini sec¸erek
ve her sekmedeki du¨g˘u¨mu¨n yerini belirleyerek en aza indirgeyen lineer olmayan opti-
mizasyon programını c¸o¨zu¨lu¨yor. Optimal c¸o¨zu¨mu¨ bag˘lantıların gu¨venirlilig˘ine go¨re
ve deg˘is¸ik sabitlenmis¸ iletim enerjileri ic¸in tanımlanıyor. Alınan sonuc¸lar go¨steriyor
ki, c¸ok sekmeli vMISO sistemler her sekmede sadece az sayıda du¨g˘u¨m is¸birlig˘ini
kullanırsa enerji tu¨ketimi ac¸ısından daha c¸ok verim sag˘lıyor. Bu bilgiler ıs¸ıg˘ında,
seyrek du¨g˘u¨mlu¨ ag˘lar ic¸in de uygun olan yeni bir cog˘rafi vMISO yo¨nlendirme pro-
tokolu¨ dizaynı sunuluyor.
Bunlara ek olarak, vMISO bag˘lantılarını kullanan ag˘larda, ag˘ın o¨mru¨nu¨n uzatıl-
ması problemi u¨zerinde duruluyor. Bu problemin lineer olmayan optimizasyon
programı olarak modellenmesi anlatılıyor. Ayrıca, tekli-giris¸ tekli-c¸ıkıs¸ sistemlerle
kars¸ılas¸tırıldıg˘ında ag˘ın o¨mru¨nu¨ o¨nemli s¸ekilde arttıran yeni bir is¸birlig˘i seti sec¸me
ve bilgi akımı arttırma tabanlı yo¨nlendirme algoritması tanımlanıyor. I˙ncelemelere
go¨re vMISO bag˘lantılarının ag˘ın o¨mru¨nu¨ iki kattan fazla arttırabildig˘i go¨steriliyor.
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Chapter 1
INTRODUCTION
Over the last decade, wireless communication has become an indispensable part
of life. Growing demand for various wireless applications has lead to significant
development of wireless networks, especially several generations of cellular voice and
data networks. The combination of rapid growth at the area of cellular telephony
and wireless networking with the Internet has created an environment which implies
the desire to imitate the wired networks in a wireless fashion.
More recently, many new applications of wireless networks have emerged. Some
of them are ad hoc data networks for wireless sensor, computer, home, and personal
networking. A wireless ad hoc network is a collection of wireless nodes that can
dynamically self-organize into an arbitrary and temporary topology to form a net-
work without necessarily using any pre-existing infrastructure. Military activities,
environmental detection, emergency operations, health monitoring, and disaster re-
coveries are just a few of innumerable application areas for which ad hoc networks
are well suited.
In wireless networks, energy efficiency is a dominating design criterion. In most
wireless and especially sensor networks, power is supplied via on-board batteries,
which are hard to replace. This thesis studies energy efficiency on wireless net-
works utilizing cooperation of multiple nodes to generate an array of antenna on the
transmit side.
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1.1 Challenges and Motivations
Improving the wireless link quality is the major problem in wireless networks. Wire-
less channels are prone to random signal attenuations across space, time and fre-
quency, which is called channel fading. The wireless network also encounters inter-
ference problem caused by the transmissions at the shared communication medium.
Therefore, problems like reliably transmitting information among radio terminals;
mitigating severe channel impairments such as multi-path fading and interference
from other users; efficiently allocating and utilizing resources such as power and
bandwidth; scaling algorithms as the number of terminals in the network grows;
and supporting a large and ever-growing number of applications, such as voice, data,
and multimedia networking, occur caused by this challenging environment. These
channel distortions require increasing power, bandwidth, and receiver complexity to
reliably communicate over longer distances.
On the other hand, in wireless networks where nodes are powered by small
batteries that are difficult or impossible to replace, nodes can only transmit a finite
number of bits before they run out of energy. Thus, reducing the energy consumption
per bit for end-to-end data transmission is an important design consideration for
such networks.
A final motivation for the study of energy efficient wireless communications can
be found by examining the entire network stack, which traditionally consists of an
application layer, followed by the transport and network layers, and finally the phys-
ical layer. Unlike the wired systems, layers of the wireless protocol stack cannot be
abstracted out from each other to be examined independently, since all layers of the
protocol stack affect the energy consumption of each bit simultaneously. Therefore,
an efficient system requires a joint design across all these layers that incorporates
the underlying hardware characteristics. From this viewpoint, in this thesis, our
studies contains cross-layer design of physical and network layers leaving the design
of the higher layers of the protocol stack as a future work.
2
1.2 Background on Cooperative Diversity
The multi-path fading is one of the most important limiting factors in the wireless
medium. In order to mitigate the effects of fading, the na¨ıve approach is to increase
the transmission power so that the average Signal-Noise-Ratio (SNR) is kept above
a threshold. Obviously, such a solution is bound to increase the energy consumption
of the nodes and decrease the network lifetime.
An intelligent way of overcoming the fading without increasing the transmission
power is the spatial diversity which can be achieved by combining the transmissions
(or receptions) from multiple antennas (antenna arrays) with appropriate coding
and modulation schemes. However the size of multiple antennas pose restrictions in
deploying them on mobile terminals (such as the nodes in an ad hoc network).
Cooperative diversity [11] is a recent breakthrough in communication theory
that could help in achieving spatial diversity as with the antenna arrays without
physically requiring the deployment of such antennas. This can lead to similar
benefits as with such antennas and greatly enhance the capacity of an ad hoc network
[11]. With cooperative diversity, nodes that are within close proximity of each
other would broadcast the same packet at the same time. The signals are then
combined coherently at a receiver thereby resulting in significantly enhanced received
signal quality. More specifically, one may treat the cooperative transmissions among
multiple nodes as a transmission from a virtual node with multiple antennas if
certain conditions (time synchronization, channel coding, etc.) are met.
Cooperative diversity is suitable for wireless networks, where the nodes are
densely deployed or at least clustered. In particular, transmitter diversity can pro-
vide an easy way to reduce the total transmission power needed for long-haul wire-
less links and improve the quality of point-to-point transmissions. In this thesis, for
its implementation simplicity and well developed theory, we consider the diversity
achieved by the nodes cooperatively transmitting data to a single destination. Such
transmissions will be called virtual Multi Input Single Output (vMISO) transmis-
sions from now on.
The benefits of virtual Multi Input Multi Output (vMIMO) systems at the phys-
ical layer have been recently studied in [4,17–19,34,35]. The benefits of using virtual
3
antenna arrays (referred to as cooperative diversity in these efforts) from a theoret-
ical perspective have been shown by Laneman [11]. In particular, Laneman shows
analytically that, with two cooperating nodes, full diversity (i.e, diversity of order
2) can be achieved. This implies that the outage probability decays in proportion
to the inverse of the square of the SNR (1/SNR2) with cooperative diversity rather
than 1/SNR which is the rate of decay without cooperative diversity. As the outage
probability decreases much faster with an increase in SNR with cooperative diver-
sity, the nodes can communicate over much larger distances reliably, without having
to increase their transmission powers.
In light of this fact, several studies have recently explored the use of cooperative
diversity as a potential tool to improve the power efficiency of wireless communi-
cations [4], [42], [14]. In [4], the authors study the energy efficiency achieved with
actual and virtual MIMO systems. It is shown that the energy savings with vMISO
systems increase linearly with the distance between the transmitter and the receiver;
these savings are achieved with respect to traditional single input single output sys-
tems. In [14], the authors provide first indications that cross-layer design considering
cooperative diversity may result in significant energy efficiency. In particular, the
authors suggest graph theoretical methods for the selection of paths in a randomly
constructed network employing cooperative transmissions; they show that their cen-
tralized approach can yield energy savings of the order 30-50% over cases wherein no
cooperation is used. In [20], Mergen and Scaglione analyzed cooperative diversity
in multi-hop networks where the network is sufficiently dense. The authors showed
that if the decoding threshold is below a critical value then the message is delivered
regardless of the distance between the source and destination.
There has been some work on the use of specialized antennas in ad hoc networks.
Most of the work consider the use of steerable or directional antennas wherein the
antenna can focus energy in a desired direction. Examples of such efforts may
be found in [43], [44], [45], [46] and, [47]. In [43], the author points out that the
requirement in terms of the size of antenna arrays could make physical deployment
on mobile nodes difficult on the spectral bands in use today. There has been some
work on the use of MIMO links in ad hoc networks by Sundaresan and Sivakumar [48,
49]. These studies assume that separate flows are established between the different
4
antenna elements of the sender and receivers to yield a spatial multiplexing gain.
The joint use of the antenna elements to provide robustness to fading effects has
not been considered. Furthermore, the authors assume that antenna arrays are
physically mounted on mobile devices.
One of the critical issues in realizing cooperative diversity in wireless networks
is enabling the phase synchronization of cooperative transmissions at the receiver.
There have been a lot of efforts on this problem, e.g., [31], [32], [33]. In this thesis,
an appropriate synchronization algorithm previously suggested in the literature is
assumed to be employed.
Recently, there is an increasing interest in translating the advantages of using
vMIMO at the physical layer into higher layer performance benefits, [4], [8], [23]. In
[8], the authors develop a new MAC protocol that closely ties in with the underlying
physical layer to enable vMISO links, whereas [23] discusses a routing protocol that
leverages diversity and multiplexing gains of MIMO links. In both of these works, the
main objective is to maximize the network throughput, and the energy efficiency
of these protocols is not investigated. In [4], [12] and [9], the energy-efficiency
of vMIMO is considered. It is shown that due to additional energy consumption
associated with the local information exchange, direct transmission with the vMIMO
approach is less efficient than the traditional SISO approach when the transmission
distance between source and the destination is below some threshold. In our work,
we extend this result to a more realistic case when data can be routed from the
source to the destination over multiple hops.
In [3] and [5], multi-hop virtual MIMO schemes based on clustering are also
investigated. In both of these works, the objective is to minimize the total energy
consumption while satisfying an end-to-end delay bound. In [3], the resulting opti-
mization problem is modeled as a nonlinear integer program, and the authors argue
that this problem can be solved by exhaustive search. Unfortunately, the solution
of the integer program is not always easily achievable in large-scale networks, and
furthermore, the solution does not provide insights into the characteristics of the
optimal policy. In [5], the cooperative strategy in [4] is extended to a multi-hop
networking setting where the authors determine the routing and scheduling that
optimize energy and delay performance based on cooperative MIMO transmissions
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at each hop. However, their approach is restricted to a double-string network topol-
ogy representing only regularly spaced sensors for data collection and Alamouti code
is used for the transmissions.
In [9] and [3], the authors considered the training overheads of vMIMO systems
in addition to the energy-efficiency.
In most of the previously referenced efforts on cooperation in MIMO systems,
only diversity gain is considered. However, in [13], the multiplexing gain of vMIMO
systems is also considered in addition to the diversity gain, and it is argued that in
order to obtain the optimal energy efficiency in vMIMO, both types of gains need
to be exploited.
1.3 Background on Space-Time Codes
In this section, a brief discussion on space-time codes and the physical layer prop-
erties of virtual MISO links is presented. Based on the discussion presented in this
section, the energy consumption model for vMISO links will be developed. First, a
brief overview of space-time codes and vMISO links is presented; specifically how
symbols are encoded and then, transmitted on a multi-element antenna array is ad-
dressed. A simple space-time code (the Alamouti code) and later some background
on more complex codes is described.
On a vMISO link, multiple transmitters transmit the same symbols to a common
destination; this joint transmission improves the signal quality and therefore, the
reliability of received information at the destination node. The symbols are replicated
in space and time in a specific manner that enables the destination node to combine
the received symbols in a simple manner (linear combination) to reap the benefits of
diversity. Such a replication is performed in blocks of k symbols and is hence referred
to as space-time block coding. In the presence of independently flat Rayleigh fading
channels between the many transmitters and the receiver, space-time block coding
can provide large diversity gains.
6
Figure 1.1: Space-Time Block Codes.
1.3.1 Space-Time Block Codes
On a virtual MISO link, there are N transmitters that transmit m complex symbols
±si,±s
∗
i over kTs seconds as shown in Figure 1.1; here, s
∗
i is simply the complex
conjugate of the symbol si and m ≤ k. In a SISO system, the single transmitter
would send m symbols in mTs seconds for a symbol rate of 1/Ts. In the virtual
MISO case, the symbol rate will be m
k
1
Ts
. The measure of bandwidth utilization is
the rate of the space-time block code R = m/k. If m = k, then, R = 1 and the
bandwidth is completely utilized; codes that facilitate this are referred to as full-rate
space-time block codes. In order to ensure that the power used on a virtual MISO
link is identical to that over a corresponding SISO link, each transmitter uses only
a power 1/N times the power of a single transmitter without diversity [6].
Space-time block codes are characterized by a k×N matrix S that specifies the
pattern as per which symbols must be transmitted by the N antennas in each of the
k time units of duration Ts. The rows correspond to time (the times at which the
symbols are transmitted) and the columns to space (the antenna elements on which
they are transmitted). There are basically two different design procedures [6]:
7
Complex Orthogonal Design - Alamouti Codes
Alamouti code is a complex space-time block coding scheme designed for systems
with two transmitters and a single receiver [6]. Let s1 and s2 be the symbols to be
transmitted from transmitter 1 and transmitter 2 to a single receiver, respectively.
Using 2×2 Alamouti coding at the transmitters, the transmission matrix S is defined
as,  s1 s2
−s∗2 s
∗
1

With this coding scheme, two symbols are transmitted by two transmitters over
2Ts time units: Transmitter 1 transmits the symbols s1 and −s
∗
2 in (0, Ts) and
(Ts, 2Ts), respectively and, transmitter 2 transmits the symbols s2 and s
∗
1 in the
same two time units.
Let hi = αie
jφi + wi be the channel between the transmitter i and the receiver,
where αi is the random attenuation due to fading with Rayleigh distribution, and
wi is the additive channel noise, i = 1, 2. The received symbols in the first time unit
and the second time unit are r1 and r2, respectively:
r1 = h1s1 + h2s2 (1.1)
r2 = −h1s
∗
2 + h2s
∗
1 (1.2)
Assuming that the receiver has perfect knowledge of the channel coefficients, the
received symbols are linearly combined to achieve diversity gain and the symbols
are estimated as:
s˜1 = h
∗
1r1 + h2r
∗
2
s˜2 = h
∗
2r1 − h1r
∗
2
which in terms of s1, and s2 is equal to
s˜1 = |α
2
2 + α
2
1|s1 + h
∗
1n1 + h2n
∗
2 (1.3)
s˜2 = |α
2
2 + α
2
1|s2 + h
∗
2n1 − h1n
∗
2 (1.4)
where n1, n2 are noise components at the receiver and n1 = w1s1 + w2s2, n2 =
−w1s
∗
2 + w2s
∗
1. The diversity gain is due to the fact that the probability that both
α0 and α1 will be small due to deep fades at the same time, is low. Alamouti code
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is the only complex orthogonal space-time block code with rate 1. In addition,
as shown above Alamouti code achieves full diversity without requiring channel
information at the transmitters.
Generalized Complex Orthogonal Design
In his pioneering work, Tarokh et al. [24] introduced a methodology for design of
generalized complex orthogonal codes applicable to higher orders of diversity. The
resulting codes satisfy the condition of complex orthogonality only in the temporal
sense; the code rate is less than unity. The transmission matrix G is an k− by−N
matrix consisting of the entries,
0,±s1,±s
∗
1,±s2,±s
∗
2, ...,±sl,±s
∗
m,
where m is the number of symbols to be transmitted, k is the number of time slots
over which symbols are transmitted and N is the number of transmitters. Thus, the
rate of such codes is m/k. These codes are observed to have low efficiency. To im-
prove the bandwidth efficiency systematic high rate complex orthogonal space-time
block codes are proposed [22]. The systematic codes for three and four transmitters
are given by the following transmission matrices G3 and G4, respectively.
G3 =

s1 s2 s3
−s∗2 s
∗
1 0
−s∗3 0 s
∗
1
0 −s∗3 s
∗
2

G4 =

s1 s2 s3 0
−s∗2 s
∗
1 0 s3
−s∗3 0 s
∗
1 −s2
0 −s∗3 s
∗
2 s1

The rates of higher diversity systematic codes are given in the following Table 1.1
[22]. With the use of higher order modulation techniques, the bandwidth utilization
and bit error rate of low rate codes can be further improved. However, in this thesis,
the modulation scheme is assumed to be remain the same for the duration of the
system operation.
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Table 1.1: High-Rate STBCs from Complex Orthogonal Designs for 2 ≤ n ≤ 18
Transmit Antennas [22]
No. of Transmitters Rate No. of Transmitters Rate
2 1 11 7/12
3 3/4 12 7/12
4 3/4 13 4/7
5 2/3 14 4/7
6 2/3 15 9/16
7 5/8 16 9/16
8 5/8 17 5/9
9 3/5 18 5/9
10 3/5
In this thesis, systematic codes [22] such as those represented by G3 and G4 are
used, since these codes have high bandwidth efficiency and their average SNR can
be derived in a closed analytical form.
Given that the receiver has perfect knowledge of the channel, the received sym-
bols can be linearly combined as in the case of Alamouti code. For example, for the
case of three transmitters kth symbol is estimated as:
s˜k = |α
2
3 + α
2
2 + α
2
1|sk + h
∗
1n1 + h2n
∗
2 + h3n
∗
3, (1.5)
and for the case of four transmitters it is estimated as:
s˜k = |α
2
4 + α
2
3 + α
2
2 + α
2
1|sk + h
∗
1n1 + h2n
∗
2 + h3n
∗
3 + h
∗
4n4. (1.6)
For higher order diversity, the received signal attains a similar structure, where
the square of magnitudes of the channel attenuation are added.
1.4 Overview of Contributions
Our main contributions in this thesis can be summarized as follows:
• A realistic channel and energy consumption model taking into account channel
fading and transmitter-side cooperative diversity is developed.
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• Using the energy consumption model developed, the minimum total energy
consumption problem with vMISO links is developed: The characterization of
the optimal vMISO routing policies with respect to the number of cooperating
nodes, MISO transmission ranges and node transmission powers in very dense
networks is developed. The increase in transmission range due to diversity gain
is the main advantage of vMISO considered in this thesis, since only MISO
systems are considered, the effects of multiplexing gain is not investigated.
• A low complexity greedy position-based vMISO routing algorithm is designed
and analyzed: The insights gained with the characterization of the optimal
vMISO routing in very dense networks is used to determine an efficient node
selection and routing algorithm for sparse networks.
• Using the energy consumption model developed, the maximum lifetime routing
problem with vMISO links is defined.
• A low complexity flow augmentation based vMISO routing algorithm is de-
signed and analyzed.
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Chapter 2
RELIABLE MULTI-HOP ROUTING WITH COOPERATIVE
TRANSMISSIONS IN ENERGY-CONSTRAINED NETWORKS
In wireless networks, energy efficiency is a dominating design criterion. In long-
range transmissions, transmission energy is the major factor in energy consumption,
whereas in short-range transmissions, circuit energy is comparable to or even dom-
inates the transmission energy. Fading, interference and noise in wireless channels
further exacerbate the energy consumption of the nodes.
In the physical layer, multiple antenna techniques have been shown to be very
effective in improving the performance of wireless systems in the presence of fading
[16]. Also, it is well-known that for the same throughput requirement MIMO systems
require less transmission energy than SISO systems. An alternative view is that for
the same transmission energy MIMO systems can transmit data to further distances
than the SISO systems.
However, it is usually infeasible to mount multiple antennas on small wireless
devices due to the required size of these antennas. To achieve MIMO gains in
wireless networks, cooperative (virtual) MIMO techniques have been proposed [11].
These techniques allow multiple nodes in the same vicinity to cooperate in signal
transmission and/or reception; thereby, effectively emulating an antenna array.
In this chapter, we define a virtual MISO (vMISO) link to be established when
a group of nodes (transmitters) jointly enable space-time communications with a
single receiver. For the vMISO link to be formed, the receiver needs to have an
estimate of the channel state. We do not assume feedback, i.e., the transmitters
do not have any knowledge of the channel state; the diversity benefits are achieved
due to the use of space-time block codes (STBC). STBCs are considered attractive
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because of their linear complexity [16].
The key advantage provided by the vMISO transmission considered in this chap-
ter is the increase in the transmission range while using the same transmission power
as in traditional SISO systems. However, due to the additional transmission and
electronic energy consumption associated with the local information exchange be-
tween the cooperating nodes, the energy efficiency of vMISO compared to the SISO
approach is questionable.
Previous work on MIMO transmission techniques usually assumed that the trans-
mission power can be continuously adjusted as needed. However, power control is
usually considered difficult in real implementations. Therefore, we consider a more
realistic case when all radios transmit at the same fixed power level. For this case,
we investigate end-to-end reliable multi-hop vMISO routing strategies that minimize
the total energy consumption by selecting the optimal number of cooperating nodes
and the vMISO transmission range at each vMISO hop. The end-to-end reliabil-
ity is achieved by hop-by-hop re-transmissions, i.e., each hop retransmits the lost
frames as and when necessary. We analyze the solution of the resulting optimiza-
tion problem in very dense networks, and identify the characteristics of the optimal
vMISO routing strategy as a function of the link symbol-error-rate (SER), the node
transmission power and electronic energy costs. Our results indicate that most of
the benefits of vMISO transmissions are attained when the number of cooperating
nodes is small. Finally, we design a greedy geographical routing algorithm suit-
able for both sparse and dense networks by using the characteristics of the optimal
routing strategy derived for very dense networks.
2.1 Channel Model
We assume that the signals are modulated by Binary Phase Shift Keying (BPSK),
and transmit antennas do not estimate the channel state information while the
receiver has full channel state information (CSI). This is possible by periodic trans-
mission of pilot tones from the source nodes to the destination [9]. We consider
a wireless channel with Rayleigh flat fading channels with additive white gaussian
noise (AWGN) with zero mean and one-sided spectral density N0. In addition, the
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signal power is attenuated with a falloff proportional to a constant exponent, β, of
the distance.
In the following, we calculate the minimum required transmission power in a flat-
fading channel with SISO, and MISO wireless systems. Each of these systems has
to satisfy a minimum average SNR requirement for a given target average symbol-
error-rate (SER), p.
SISO System
In a SISO system, there is a single transmitting antenna and a single receiving
antenna. Let s0(t) be the complex envelope of the modulated signal transmitted
during the symbol interval 0 ≤ t ≤ Ts. Then, the signal received at a node at a
distance d0 from the source is:
r0(t) = α0e
jφd−β0 s0(t) + w0(t), (2.1)
where α0e
jφ is a complex Gaussian distributed random variable with zero mean
and unit variance. Let w0(t) be the additive channel noise, and β be the path loss
coefficient which is usually between 2 and 4. The random phase shift, φ, can be
estimated when it varies slowly as compared to the symbol duration Ts [12]. Thus,
the SNR at the output of the receiver can be calculated as:
SNRSISO =
|s0(t)|
2d−β0
|w0(t)|2
|α0|
2 =
P0
N0
|α0|
2d−β0 , (2.2)
where P0 is the symbol power and N0 is the one-sided noise spectral density.
MISO Systems
In MISO systems, multiple transmit antennas located at the same location transmit
data to a single receiver antenna. MISO systems can provide diversity gain over SISO
systems due to the transmission of data over multiple independent channels. Thus,
when one of the channels is in deep fade, the data can be transmitted reliably over
another channel. In order to leverage the benefits of space-diversity, data is encoded
by space time block codes (STBC). A STBC with code rate rn = k/kn is defined by
a transmission matrix with size kn×n, where n is the number of transmitter antenna
elements and kn is the number of time slots involved in the transmission of k symbols
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[6]. Alamouti code is the only STBC with unity rate transmitting two symbols every
two time slots [1]. Good performance and computational simplicity of the Alamouti
codes motivated the search of similar codes, and in [24], [22], orthogonal STBCs are
generated for a higher number of transmitter antennas. The SNR of the received
signal at a distance dn when each of the n co-located antennas transmit with power
Pn/n is calculated as [6]:
SNRMISO =
Pn
nN0
n−1∑
i=0
|αi|
2d−βn , (2.3)
where αi is the complex Gaussian distributed random variable with zero mean and
unit variance characterizing the Rayleigh flat fading channel associated with the
ith transmitter antenna element. αi is constant in one STBC block but may vary
randomly between blocks.
It is well-known that spatial diversity can help transmit with a lower total en-
ergy per symbol, while satisfying the same average symbol error rate (SER) require-
ment, p, [15]. However, since there is no general closed-form expression for SER,
it is difficult to quantify the power saving provided by MISO. Thus, many other
approaches either have to consider a special case or resort to Monte Carlo simula-
tions [4]. In the following, in order to obtain a convenient expression for the power
savings, we consider an approximation where we assume that a transmitted symbol
can be successfully decoded when the symbol SNR is above a certain threshold.
This approximation provides results close to the results obtained by Monte Carlo
simulations [12].
Lemma 2.1.1 (Power Gain) The total energy per symbol required by MISO
transmission with n antenna elements is gn(p) times lower than the energy per sym-
bol required by SISO transmission while satisfying the same SER, p, and reaching
the same distance:
gn(p) =
γn(p)
nγ0(p)
, (2.4)
where γn(p) and γ0(p) are such that
Pr
[
n−1∑
i=0
|αi|
2 ≤ γn(p)
]
= Pr
[
|α0|
2 ≤ γ0(p)
]
= p. (2.5)
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Proof : [Lemma 2.1.1] Suppose for a target SER ≥ p, SNRTH is the minimum
required SNR for correct decoding at the receiver. Using (2.2), and (2.3),
Pr
[
Pn
nN0
n−1∑
i=0
|αi|
2d−β0 ≤ SNR
TH
]
= Pr
[
P0
N0
|α0|
2d−β0 ≤ SNR
TH
]
= p. (2.6)
By simple change of variables,
Pr
[
n−1∑
i=0
|αi|
2 ≤ γn(p)
]
= Pr
[
|α0|
2 ≤ γ0(p)
]
= p,
where
γn(p) = SNR
TH nN0
Pn
dβ0
γ0(p) = SNR
THN0
P0
dβ0 .
For SISO transmission |α0|
2 is a chi-square random variable with 2 degrees of
freedom, and
∑n−1
i=0 |αi|
2 is a chi-square random variable with 2n degrees of freedom
[25]. Hence, we can calculate γ0 and γn numerically.
In order to attain the same SNRTH , transmission power of each antenna in
MISO is,
Pn
n
= P0
γ0(p)
γn(p)
. (2.7)
The ratio of the total power for SISO transmission to the total power for MISO
transmission gives the power gain, gn(p):
gn(p) =
P0
Pn
=
γn(p)
nγ0(p)
. (2.8)
2
In Figure 2.1, the power gain, gn(p), is calculated for varying SER. As demon-
strated, increasing n does not yield the same returns in gn(p) as n gets larger.
Now, assume that instead of using transmitter-diversity to reduce the effective
total transmission power, we use it to extend the range of transmission. In particular,
assume that all antenna elements transmit with the same power P0. The following
lemma establishes the factor by which the transmission range is extended by MISO
as compared to SISO.
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Figure 2.1: Power gain (gn(p)) vs. n.
Lemma 2.1.2 (MISO Distance Extension Factor) The range of a MISO trans-
mission with n transmitter antennas when each antenna is transmitting with the
same power, P0, is extended by a factor of In(p) = (ngn(p))
1/β as compared to the
SISO transmission also with power P0.
Proof : [Lemma 2.1.2] Suppose for a target SER ≥ p the minimum required
SNR is SNRTH , then,
γn(p)
Pn
nN0
d−βn = γ0(p)
P0
N0
d−β0 (2.9)
dn =
(
γn(p)
nγ0(p)
Pn
P0
)1/β
d0, (2.10)
where Pn is the total transmission power of MISO.
When Pn/n = P0 and gn(p) =
γn(p)
nγ0(p)
,
dn = (ngn(p))
1/β d0. (2.11)
2
2.1.1 Energy Consumption Model
We adopt the energy consumption model in [7]. Let Ea = 100pJ/bit/m
−β be the
energy consumed to transmit a single bit to a unit distance where β is the path loss
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Table 2.1: Energy consumption parameters
Ete 50nJ/bit
Ere 50nJ/bit
Ea 100pJ/bit/m
−β
E ′a 100d
β
nompJ/bit
coefficient. Also, let Ete = E
r
e = 50nJ/bit be the energy consumed by transmitter
and receiver circuitry, respectively. We assume that all transmissions are made at
the same power level, P0, which is the sufficient power to transmit reliably with a
SISO system to a distance of dnom meters when SER is pnom. The corresponding
transmission energy cost is given as E ′a = 100d
β
nompJ/bit. When it is required to
transmit with a different SER, p, the new SISO transmission range is determined
by
d0(p) = dnom
(
γ0(p)
γ0(pnom)
)1/β
. (2.12)
We neglect the energy consumption due to the periodic transmission of the pilot
signals, since these signals take very short duration and the pilot signals are also
used in other wireless systems that do not employ cooperative transmissions [6].
2.2 Energy Efficiency of vMISO Routing
In vMISO systems, a collection of cooperating nodes emulate the antenna array of
real MISO systems. There is a single head node in this cluster that is the originator
of data, and there are multiple cooperating nodes. Unlike real MISO systems, anten-
nas are not co-located in vMISO systems. Therefore, the head node first transmits
the original data to the cooperating nodes. Then, each node in the cluster si-
multaneously transmits the symbols of the selected STBC transmission block to a
receiver. Before cooperative transmission, cooperating nodes can synchronize their
carrier frequency and symbol timing to their received signals when the head node
transmits the original data. If the maximum distance between the head node and
the cooperating nodes is d0, then the beginning time of the cooperative transmission
at the head node is up to d0/c seconds earlier than the cooperating nodes, where
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c is the speed of light. In the worst case, the signals transmitted by the nodes in
the cluster arrive at the receiver with a relative delay of 2d0/c. These delays may
cause synchronization errors in both carrier and timing phases. Li et. al., [12], argue
that the maximum distance between the cooperating nodes must be chosen small
enough to reduce the worst-case delay between arriving signals at the receiver, and,
thus, to bring down the inter-symbol interference (ISI) to a negligible level. The
authors show that for a symbol period of T = 10−6 sec, the maximum distance
between cooperating nodes, d0, should be less than 10 meters in order for the delay
between the received signals to be 15 times less than T , and for ISI to be less than
0.06. Therefore, when d0 is selected to be sufficiently small, then the performance
degradation due to synchronization errors can be neglected. We omit the delays due
to processing, and thus, traditional STBC can be applied directly.
In order to facilitate vMISO transmissions in wireless networks a new MAC
protocol should also be developed. One such protocol was discussed in detail in [8].
In this work, we do not elaborate on the MAC layer issues and focus on the cross-
layer design of the network and physical layers.
In the following, we first determine the energy efficiency of vMISO routing under
a high node density regime, where there are infinitely many nodes in the network.
Thus, a head node can always find cooperating nodes that are arbitrarily close to
itself. In this case, the results of Lemma 1 and 2 are applicable to vMISO as well. We
first determine, in Section 2.2.1, the conditions under which a direct extended range
vMISO transmission is more energy efficient then the multi-hop SISO transmissions.
Later, in Section 2.2.2, we determine the optimal multi-hop vMISO routing strategy.
Both of these strategies are used to design a practical routing algorithm in Section
2.3.
2.2.1 Single-Hop vMISO vs. Multi-Hop SISO
We first compare the energy efficiency of direct vMISO transmission and multi-hop
SISO transmission. Let EvMISO(k, dn, n) be the total energy cost of transmitting k
bits of information to a distance of dn in a single vMISO transmission, given that
there are n cooperating nodes. As discussed above, vMISO transmission consists
of two phases. In the first phase, the head node broadcasts data to the cooperat-
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ing nodes by a SISO transmission, and in the second phase, all nodes collectively
transmit data to the receiver node. Let EPh1(k, n) and EPh2(k, n) be the energy con-
sumed in the first and second phases, respectively. In the first phase, the head node
consumes Esrc(k) units of energy to broadcast k bits to its cooperating neighbors
with a constant transmission power P0. Note that when SER is pnom all cooperating
nodes should lie within dnom units of distance from the head node. We assume that
SISO transmission in the first phase is always reliable. In addition, n− 1 cooperat-
ing nodes consume Ers(k, n) units of energy in total to receive k bits from the head
node.
EPh1(k, n) = Esrc(k, d0) + Ers(k, n), (2.13)
Esrc(k) = kE
t
e + kE
′
a, (2.14)
Ers(k, n) = k(n− 1)E
r
e . (2.15)
In the second phase, each node that is involved in cooperation transmits the
bits to the receiver according to an appropriate STBC with a code rate rn = k/kn.
Each cooperating node consumes a processing energy to encode the symbol, and
transmits kn bits again with the same transmission power P0. While transmitting
kn bits, each node consumes a total energy of knE
t
e in the transmitter circuitry and
knE
′
a in the transmitter amplifier. The range of the vMISO transmission when SER
is p, is dn(p) = In(p)d0(p), where In(p) is calculated in Lemma 2.1.2. Hence, the
total energy consumption of the cooperating nodes, Ecoop−set(n), and the destination
node, Edest(n), are calculated from (2.17),(2.18).
EPh2(k, n) = Ecoop−set(n) + Edest(n), (2.16)
Ecoop−set(n) = nknE
t
e + E
′
ankn, (2.17)
Edest(n) = knE
r
e . (2.18)
From (2.14), (2.15), (2.17), and (2.18), EvMISO(k, dn, n) is given as,
EvMISO(k, dn, n) = E
Ph1(k, n) + EPh2(k, n)
= kEe
[
n+
E ′a
Ee
+
1
rn
(
n(1 +
E ′a
Ee
) + 1
)]
, (2.19)
when Ete = E
r
e = Ee.
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In case of MISO transmissions, since all antennas are located at the same node,
the first phase in vMISO transmissions is missing in MISO transmissions. Thus, a
MISO transmission consumes an energy, EMISO(k, dn, n), while transmitting k bits
to a distance dn with SER, p:
EMISO(k, dn, n) = kEe
[
1
rn
(
n(1 +
E ′a
Ee
) + 1
)]
, (2.20)
when Ete = E
r
e = Ee.
Similarly, a SISO transmission consumes an energy, ESISO(k, d0), while trans-
mitting k bits to a distance d0(p) with SER, p:
ESISO(k, d0) = kE
t
e + kE
′
a + kE
r
e . (2.21)
Note that vMISO transmissions reach a distance of dn = In(p)d0(p), while con-
suming EvMISO(k, dn, n) amount of energy. If SISO transmissions are used to reach
the same distance, dn(p), there should be at least ⌈In(p)⌉ number of SISO hops.
Thus, the total energy consumed with multi-hop SISO is,
ESISO(k, dn) = ⌈In(p)⌉ESISO(k, d0), (2.22)
= ⌈In(p)⌉
(
kEte + kE
′
a + kE
r
e
)
. (2.23)
Theorem 2.2.1 (Efficiency of direct vMISO transmission) When there are
n − 1 cooperating nodes, a direct vMISO transmission consumes less energy than
the multi-hop SISO system, if
⌈
(ngn(p))
1/β
⌉
>
n+ E
′
a
Ee
+ 1
rn
(
n+ 1 + nE
′
a
Ee
)
2 + E
′
a
Ee
, (2.24)
where Ete = E
r
e = Ee.
Proof : [Theorem 2.2.1] Comparing total energy consumptions of both cases
using (2.23) and (2.19),
EvMISO(k, dn, n) < ESISO(k, dn)
EvMISO(k, dn, n) < ⌈In(p)⌉ESISO(k, d0)
n+ E ′a/Ee +
1
rn
(n+ 1 + nE ′a/Ee) < ⌈In(p)⌉ (2 + E
′
a/Ee) ,
where Ete = E
r
e = Ee. 2
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Figure 2.2: Energy efficiency of single hop vMISO over multi-hop SISO, when dnom =
10m, p = 0.025 and β = 2.
In Figure 2.2, we compare the energy consumptions of the multi-hop SISO and
the single-hop vMISO for varying dn(p) when SER is p = 0.025. Each point on the
lines represents dn(p), for n = 1, 2, . . ., respectively. According this figure, single-hop
vMISO has lower energy cost than the multi-hop SISO when n ≤ 9 and dn(p) ≤ 62m.
2.2.2 Multi-Hop vMISO vs. Multi-Hop SISO
Now, we consider the case where a destinationD meters away is reached via multiple
vMISO hops. Our objective is to find the optimum number of vMISO hops, and the
corresponding optimum number of cooperating nodes at each hop that minimizes
the total energy consumption. Again, we solve this problem under a high node
density regime. In order to determine a closed-form solution, we approximate the
STBC code rate, rn, and the power gain, gn(p), with closed-form functions. The
approximated versions of the code rate, r˜n and the power gain, g˜n(p) are given as,
r˜n = a1n
−b1 ,
g˜n(p) = a log(n) exp(−bp) + c log(n) + d exp(−fp) + h.
The values for the parameters in these functions are given in Tables 2.2 and 2.3.
In Figure 2.3, we depict the exact and approximate values for the STBC code rate,
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Table 2.2: Approximation parameters for rn
Parameter a1 b1
Value 1.12 0.29
Table 2.3: Approximation parameters for gn(p)
Parameter a b c d f h
Value 45.34 119.24 2.50 -38.57 123.34 0.96
rn, and the power gain gn(p) with respect to varying number of cooperating nodes,
n. The exact values of rn are taken from [24]. When 1 ≤ n ≤ 10, the mean square
error of r˜n and g˜n(p), are 0.001497 and 4.280017 for p = 0.01, respectively.
Under a high node density regime, and when n is assumed to take real values,
the optimal number of cooperating nodes, nopt is the same at each hop by symmetry,
and the distance covered at each hop is dnopt(p) =
(
noptgnopt(p)
)1/β
d0(p).
Lemma 2.2.2 (Number of hops in multi-hop vMISO) Let M and K be the
number of hops needed to transmit a symbol to a distance of D with multi-hop
SISO and vMISO systems, respectively. Then, K is lower bounded by,
K ≥ (M − 1) (ngn(p))
−1/β . (2.25)
Proof : [Lemma 2.2.2] Note that M d0(p) ≥ D and K dn(p) ≥ D. By Lemma
2.1.2, and noting that M ∈ Z+ and D
d0(p)
≤M ≤ D
d0(p)
+ 1,
K d0(p) (ngn(p))
1/β ≥ D (2.26)
K ≥ (ngn(p))
−1/β D/d0(p) (2.27)
K ≥ (M − 1) (ngn(p))
−1/β . (2.28)
2
The total energy consumption of transmitting k bits to a distance of D meters
with a multi-hop SISO, and a multi-hop vMISO system with n cooperating nodes
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Figure 2.3: Exact and approximate values of code rate rn and power gain gn(p)
versus n.
are given by,
ESISO(k,D) = M ESISO(k, d0) (2.29)
EvMISO(k,D, n) = K EvMISO(k, dn, n) (2.30)
EMISO(k,D, n) = K EMISO(k, dn, n). (2.31)
Note that the number of hops with MISO is the same as the number of hops
with vMISO since their transmission ranges are equal.
We first determine the optimal number of cooperating nodes per vMISO hop, n,
and the optimal number of antennas per node per MISO hop, n, when the required
reliability for each transmission, SER, p, is given. Later, we will jointly optimize n
and p in order to obtain the most energy efficient and reliable design.
Optimal number of cooperating nodes in vMISO given SER
Our objective is to minimize the total energy consumption of vMISO by defining
the optimal number of cooperating nodes at each hop for a given SER requirement,
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p. The optimization problem is defined as,
min
n
EvMISO(k,D, n) = K EvMISO(k, dn, n) (2.32)
s.t.
n ≥ 1, (2.33)
K ≥ (M − 1) (ngn(p))
−1/β (2.34)
Note that n andK are nonnegative integers, and thus, (2.32)-(2.34) is a nonlinear
integer program. Although numerical solution techniques exist for such problems, in
order to obtain an insight on the optimal solution, we choose to relax the integrality
condition and solve (2.32)-(2.34) for n ∈ R+, and K ∈ R+. The following theorem
establishes the optimal cooperating strategy with respect to path loss coefficient and
SER requirements.
Theorem 2.2.3 (Optimum cooperating set size) The optimum number of co-
operating nodes, nopt, that minimizes the total energy consumption of vMISO is
greater than two, i.e., nopt > 2, for pnom = 0.1, dnom = 10m, when
1. β = 2 and 0 ≤ p ≤ 1,
2. β = 3 and p ≤ 0.026,
3. β = 4 and p ≤ 0.016.
Proof : [Theorem 2.2.3] Let E = EvMISO(k,D, n). Using (2.30) and (2.19), E
is written as,
E = K kEe
[
n+ α+
1
rn
(n(1 + α) + 1)
]
, (2.35)
where α = E ′a/Ee, and K is the number of hops needed with vMISO transmissions.
Using Lemma 3, we substitute K = (M − 1) (ngn(p))
−1/β into (2.35),
E = (M − 1)(ngn(p))
−1/βk Ee
[
n+ α+
1
rn
(n(1 + α) + 1)
]
.
Let E ′ = E
kEe(M−1)
. Then, since k, Ee and (M − 1) are nonnegative constants,
minimizing E is equivalent to minimizing E ′. Also note that the optimal solution
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Figure 2.4: The optimal number of cooperating nodes,nopt, vs. required SER, p, for
varying β.
occurs when (2.34) is satisfied with equality. Then, the equivalent optimization
problem is,
min
n
E ′ = (ngn(p))
−1/β
[
n+ α+
1
rn
(n(1 + α) + 1)
]
s.t 1− n ≤ 0.
We solve this optimization problem by lagrangian optimization, where L(n, λ), and
λ are the Lagrangian function and multiplier, respectively.
L(n, λ) = E ′ + λ(n− 1). (2.36)
Karush-Kuhn-Tucker (KKT) conditions [26] give the first order optimality condi-
tions for nopt.
∂L(n, λ)
∂n
=
∂E ′
∂n
+ λ
∂(1− n)
∂n
= 0,
λ[n− 1] = 0, λ ≥ 0.
The numerical solution of KKT conditions gives the desired result. 2
In Figure 2.4, we calculated nopt in vMISO and MISO systems for varying link
SER, p. In MISO case, nopt corresponds to the optimal number of antennas per
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node. In this figure, it is observed that cooperation is especially preferred when
the required link SER is low. For high SER, nopt decreases, and converges to an
horizontal asymptote. This is because, for lower SER values, the range of a SISO
transmission is very short, and thus, a large number of hops is needed to reach
the destination. In this case, using vMISO transmissions with a high number of
cooperating nodes can increase the transmission range significantly, thereby reducing
the number of hops which in turn reduces the total energy cost. However, for higher
SER values, the range of SISO is sufficiently long, and thus, additional cooperation
among nodes does not yield much benefit. The asymptote is reached when p ≈ 0.1,
because for p > 0.1, gn(p) remains approximately constant as demonstrated in
Figure 2.1. Also note that nopt is lower for higher β, since the transmission energy is
increased with increasing β, and this is compensated by lower nopt. Comparing with
the nopt in MISO case, nopt in vMISO is slightly larger. This is because, the local
information exchange phase in vMISO systems makes vMISO use higher number of
nodes to decrease the number of hops taken to compensate the energy consumption
due to the first phase. However, in MISO transmissions there is no local information
exchange phase and the energy cost of a MISO transmission is less affected by the
number of cooperating antennas than in vMISO case. Thus, for minimum energy
consumption, a MISO transmission needs lower number of antennas.
Jointly optimal number of cooperating nodes and link reliability
Now, we additionally consider the end-to-end reliability of the transmissions. If a
transmission fails on a link, it is re-transmitted. Let rt(p) be the probability of re-
transmission on a link when SER is p. Link failure is presumed to be independent
and unpredictable, so our objective is to minimize the total average energy cost by
determining the jointly optimal number of cooperating nodes, nopt, and the optimal
target SER, popt, at every hop. Under the high node density regime, and when
n ∈ R+, nopt and popt would be the same at every hop by symmetry.
The total average energy cost of multi-hop vMISO and MISO are,
E [EvMISO(k,D, n, p)] =
K
1−rt(p)
k Ee
[
n+ E
′
a
Ee
+ 1
rn
(n(1 + E
′
a
Ee
) + 1)
]
, (2.37)
E [EMISO(k,D, n, p)] =
K
1−rt(p)
k Ee
[
1
rn
(n(1 + E
′
a
Ee
) + 1)
]
, (2.38)
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Figure 2.5: The total average energy consumption of multi-hop vMISO, EvMISO
where D is the distance between the source and the destination, K = D/dn(p) =
D
d0(p)(ngn(p))1/β
is the number of vMISO and MISO hops, and d0(p) is given by (2.12).
Figure 2.5 and Figure 2.6 demonstrate EvMISO and EMISO, respectively, when
k = 1, and rt(p) = p. It is easy to show that EvMISO and EMISO are a quasi-convex
functions, and thus, a globally optimum solution can be determined for both of
them.
In Figure 2.7, nopt is calculated for varying values of dnom and β for MISO
and vMISO systems. Note that by increasing dnom for a given pnom, we equivalently
increase the fixed node transmission power, P0. From this figure, for vMISO systems,
it is observed that, while dnom is increasing nopt also increases until it converges
to a horizontal asymptote. This is because, everything else remaining the same,
increasing dnom increases the energy cost. In order to reduce the increasing energy
cost, larger n can be used to increase the vMISO range, and thus decrease the number
of hops. However, increasing n also reduces the transmission rate, and causes an
increased number of symbol transmissions. Thus, there is a threshold beyond which
increasing n no longer reduces the energy cost. On the other hand, in MISO case,
we see a decay in the optimum number of antennas while dnom is increasing. The
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Figure 2.6: The total average energy consumption of multi-hop MISO, EMISO
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Figure 2.8: Optimal SER, popt, vs. dnom
increase in dnom means that the transmission range of SISO increases also. Since
there is no local information exchange phase in MISO systems, and the more the
number of antennas the more energy is consumed, while dnom is increasing it is
better to have less number of antennas. However, in vMISO, since there is a local
information exchange phase, more number of cooperating nodes has to be used to
compensate the energy consumption in the first phase by decreasing the number of
hops taken more than in MISO systems.
In Figure 2.8, popt is calculated for varying values of dnom and β. In this figure,
we again observe that for each β value, popt converges to a horizontal asymptote as
dnom increases. The explanation of this behavior is similar to that of Figure 2.7.
Finally, in Figure 2.9, the logarithm of the minimum energy cost E is given for
varying values of dnom for vMISO and MISO systems. For both of the transmission
models, it is observed that there is an optimal dnom value for which the energy cost is
the minimum, and the explanation is the same. Note that higher node transmission
powers result in longer vMISO transmission range, and thus decrease the number of
hops to the destination. This has a decreasing effect on the total vMISO multi-hop
transmission energy. However, increasing the transmission power also increases the
energy cost per transmission. Therefore, there is a trade-off between a high dnom
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Figure 2.9: Logarithm of the minimum energy cost, EvMISO(k,D, nopt, popt), vs.
dnom
value and the total vMISO energy cost. In Figure 2.9, the optimal dnom is found
to be 25, 7 and 5 for β = 2, β = 3, and β = 4, respectively. The reason for this
decrease in the value of the optimal dnom is that increasing β increases the energy
cost exponentially. Thus, in order to compensate for this increase in the energy cost,
dnom should be reduced.
Also, in Figure 2.9, it is demonstrated that MISO systems consume less energy
than vMISO systems. This is again due to the missing local information exchange
phase in MISO systems.
Note that the results in Figures 2.7, 2.8, and 2.9 depend on the re-transmission
probability rt(p). The re-transmission probability in turn depends on the packet
size, the type and the rate of the error correcting codes (ECC) used. There are
numerous previous works on determining the packet size and ECC rate optimizing
a relevant user or network performance metric such as throughput or energy. In this
paper, we do not investigate the optimization of rt(p) further and leave this subject
for future work.
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2.3 Greedy Cooperative Geographical Routing
In the previous sections, we investigated the optimum routing strategy in terms
of the number of cooperating nodes and the transmission range per hop under a
high node density regime. In this section, we use these results to design a greedy
geographical routing algorithm suitable for sparse and medium density networks.
In greedy geographical routing, packets are stamped with the positions of their
destinations; all nodes know their own positions; and a node forwards a packet to
its neighbor that is geographically closest to the destination, so long as that neighbor
is closer to the destination [10]. Any geographical routing algorithm has two main
components: information gathering and forwarding.
2.3.1 Information Gathering
In order for the geographical routing algorithm to work properly, the position in-
formation of the participating nodes should be available. We assume that a node
determines its position by a positioning technique such as Global Positioning System
(GPS). There is also a location service, which is used to determine the positions of
the destination nodes. In order to forward the data from source to destination, the
positions of the neighbor nodes also need to be determined. In typical implemen-
tations of geographical routing protocols, this information is gathered via periodic
“HELLO” message broadcasts, where each node includes its id number and location
in these messages. “HELLO” messages have a time-to-live (TTL) value equal to 1,
which means that a receiving node does not re-broadcast the message. Note that in a
network with vMISO links, the number of neighbors of each node is higher due to the
increased transmission range of these links. In the previous section, we calculated the
optimal transmission range in dense networks, i.e., dnopt = noptgnopt(popt)
1/βd0(popt).
All nodes within this transmission range of a node are considered as the vMISO
neighbors of the node. Thus, the information gathering component of typical geo-
graphical routing protocols should be extended to collect the position information
from this extended neighbor set. Specifically, we assume that each node gathers
I-hop neighbor information, where I =
⌈
dnopt/d0(popt)
⌉
. This can be realized by
setting TTL value to I.
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2.3.2 Forwarding Algorithm
In order to conform to the optimal policy as much as possible, the greedy forwarding
strategy should select a relay node that is dnopt meters closer to the destination than
the source itself. Furthermore, the selected relay node should also be able to conform
to the optimal policy, i.e., it should have at least nopt−1 SISO neighbors
1 (i.e., node
degree nopt − 1). However, in general, there may not be such a node in the network
satisfying both of these requirements. Therefore, the algorithm chooses the node
that has at least nopt− 1 SISO neighbors, and makes the most progress towards the
destination. However, this strategy does not guarantee that the resulting path that
is using vMISO transmissions is the minimum energy path. Thus, for each vMISO
link, we check whether using a multi-hop SISO path is more energy efficient or not.
The details of the forwarding algorithm are as follows: Let node v1 first determine
the set of nodes S which are closer to the destination than itself and have at least a
degree of nopt−1 by using the node position information collected at the information
gathering step. Then, v1 selects the node v2 ∈ S that is the closest to the destination.
Let the distance between v1 and v2 be d12. If d12 ≤ dnopt , and if the energy cost
with direct vMISO transmission, EvMISO(k, dnopt , nopt), is less than the total energy
cost of multi-hop SISO transmissions, ESISO(k, d12) = K E
SISO(k, d0), where K is
the number of SISO hops needed to reach v2 from v1, v1 forwards data to v2 by a
direct vMISO transmission. If this is not the case, v1 forwards the data to one of
its SISO neighbors v3 ∈ S that is the closest to the destination. Note that if v2 is
the destination node, the degree requirement is not considered.
In a greedy routing algorithm, if a node does not have a neighbor that is closer to
the destination than the node itself, the packet is stuck at that node, and cannot be
forwarded to another node. Thus, the greedy routing algorithm fails to find a path
between the forwarding node and the destination. Since vMISO transmissions pro-
vide extended transmission ranges, this problem is solved to some extent. However,
the degree constraint may still prevent finding a next hop node.
1We call those neighbors reachable by a direct SISO transmission, SISO neighbors.
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2.3.3 Simulation Results
Effect of node density
In our simulation setup, we consider a 50m×50m square area, where the nodes
are randomly distributed. The source and destination nodes lie at the opposite
corners of this area. We perform the simulations for varying node densities, and
our results represent the average of the measurements over 65 random topologies
for each node density. The transmissions are attenuated by a random Rayleigh
distributed amount, and a transmission is successfully received if the total received
signal power is above a certain threshold determined by the required SER level. If
a transmission is unsuccessful, it is repeated again over the same random fading
channel. Let dnom = 10m, pnom = 0.1, p = 0.05, β = 2 and n = 2.
Investigating the effect of the node density of the network, we compare the
results of the algorithms in which we allow vMISO and SISO, and MISO and SISO
transmissions. In the algorithm that we allow MISO transmissions, all nodes are
assumed to have n antennas. Thus, in the forwarding phase of the algorithm, the
constraint on the degree of the forwarding node and the next hop node is loosed
when the transmission strategy is MISO.
In Figure 2.10, we depict the average total energy consumed per bit routed from
the source to destination with vMISO, MISO and SISO systems. As expected,
MISO energy consumption is the minimum and vMISO energy consumption is less
than the energy consumption of SISO. Also note that the vMISO transmissions
with optimal number of cooperating nodes, i.e., n = 2, performs better than the
case when the number of cooperating nodes is higher, i.e., n = 4. Similarly, MISO
transmissions with the optimal number of antennas, n = 2, overperforms the case
when the number of antennas is more. Also, it is demonstrated that, MISO system
consume less energy due to the missing local information exchange phase and the
loosed constraint on the degree of the nodes on the path from the source to the
destination.
In Figure 2.11, we depict the number of hops taken by the vMISO, MISO and
SISO systems. The number of hops of a path is an important measure, since the
paths with lower number of hops can provide higher end-to-end transmission rates.
34
100 200 300 400 500 600 700 800 900
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
x 10−6
E(
J) 
wi
th 
re−
tra
ns
mi
ss
ion
s
Number of nodes
E
vMISO, n=2
E
vMISO, n=4
EMISO, n=2
EMISO, n=4
ESISO
Figure 2.10: Energy per bit consumed with multi-hop vMISO, MISO and SISO
systems.
The number of hops taken by the vMISO system with n = 2 is approximately half as
many as the SISO system due to longer vMISO transmission range. When the num-
ber of nodes in the network increases, nodes can be found at ideal location between
the source and destination, and thus, the number of hops with SISO decreases.
However, we observe that vMISO with n = 2 and n = 4 cooperating nodes first
decreases and then increases when the network gets denser. This is because, when
there are few nodes in the network, even though cooperation is energy efficient, it
cannot be used due to the degree constraint on the nodes. When network gets denser
and the degree constraint on the nodes is less effective, cooperation is preferred, and
the number of hops taken decreases due to long range vMISO transmissions. As the
node density gets higher, such long range transmissions are no longer necessary to
find a route, and thus, energy efficient shorter range transmissions are made.
Also, in Figure 2.11, it is observed that the number of hops taken with MISO
is less than the vMISO system. This is due to the lack of degree constraint on the
nodes and local information exchange phase in MISO systems, since we assumed
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Figure 2.11: Number of hops with multi-hop vMISO and SISO systems.
there are n co-located antennas in each node. Due to the same reasons, when the
network gets denser, nodes can be found in ideal location, and thus, the number of
hops taken with MISO decreases.
Finally, in Figure 2.12, we depict the percentage of trials in which a path between
the source and the destination can be found using greedy geographical routing with
respect to increasing network density. As demonstrated in the figure, using vMISO
and MISO in sparse networks significantly helps in finding a path with greedy ge-
ographical routing. Note that vMISO performs slightly better finding route from
source to destination. This is because of the degree constraint on the nodes in the
forwarding algorithm in greedy geographical routing using vMISO, by which a node
can be guaranteed to find a next hop node which is closer to destination than itself.
Effect of the distance between the source, S, and the destination, T , nodes
In our simulation setup, we consider a 100m×100m square area, where 700 nodes
are randomly distributed. We perform the simulations for varying distances between
the source and the destination nodes, and our results represent the average of the
measurements over 60 random topologies for each node density. The unsuccessful
transmissions are repeated if the transmission does not satisfy the required SER
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Figure 2.12: Percentage of trials in which a path found with multi-hop vMISO and
SISO systems.
value as explained in the previous subsections. Let dnom = 10m, pnom = 0.1, p = 0.05
and β = 2.
In Figure 2.13, we depict the average total energy consumed per bit routed
from the source to destination with vMISO and SISO systems. As expected, in
each strategy energy consumption increases linearly when the distance between the
source and the destination gets longer, and for longer distances vMISO performs
much better than the lower distances. Also note that the vMISO transmissions
with optimal number of cooperating nodes, i.e., n = 2, performs better than the
case when the number of cooperating nodes is higher, i.e., n = 4, and SISO.
In Figure 2.14, we depict the number of hops taken by the vMISO and SISO
systems. From this figure, it is observed that, the hops taken by SISO system
increases linearly as the distance between source and the destination gets longer. The
hops taken by vMISO systems increases with a smaller slope. Also note that, there
is a zig-zag form for vMISO with n = 4. This is because, according to the distance
to the destination, the algorithm chooses to use short range transmissions. When
the distance is increased in the next step, it chooses to use long range transmission
since it is energy efficient again.
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SISO systems.
In Figure 2.15, we depict the percentage of trials in which a path between the
source and the destination. As demonstrated in the figure, using vMISO when the
network is sparse and the distance between the source and the destination nodes are
very long helps in finding a path with greedy geographical routing. Note that with
SISO transmissions, a critical decrease in the path finding performance is observed
when the source-destination distance gets longer.
Effect of dnom
In this simulation setup, we consider a 50m×50m square area, where 700 nodes
are randomly distributed. We perform the simulations for varying target dnom val-
ues, and our results represent the average of the measurements over 60 random
topologies for each node density. The unsuccessful transmissions are repeated if the
transmission does not satisfy the required SER value as explained in the previous
subsections.
Finally, Figure 2.16 is depicted when p = 0.05m, pnom = 0.1 and β = 2. As
expected, vMISO with n = 2 is the optimal strategy. Energy consumption decreases
as dnom gets higher. This is because, when dnom gets higher vMISO and SISO
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Figure 2.16: Energy per bit consumed with multi-hop vMISO and SISO systems.
ranges increase which leads to less number of hops needed to be taken to reach the
destination node.
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Chapter 3
NETWORK LIFETIME MAXIMIZATION WITH vMISO LINKS
In this chapter, our objective is to quantify the advantages of using vMISO trans-
missions in extending the network lifetime of energy-constrained wireless networks.
Note that the main energy consumption in wireless networks is due to the radio
circuitry. For example, in sensor networks the data collected by the sensors need
to be transmitted to a remote central processor. If the central processor is located
far from the sensors, the data is forwarded in a multi-hop fashion, i.e., sensor first
transmits to a relay node, then from the relay node it is transmitted to the next
relay node, and so on, until the data reaches its final destination (see Figure 3.1).
In this case, in order to prolong the network lifetime, the node transmission powers
and the path the data follows should be chosen judiciously.
We focus on energy efficient vMISO routing protocols, so our work appears
similar in nature to the work by Chang and Tassiulas [2]. However, unlike previous
studies, we consider the effects of channel fading on the quality of wireless reception,
and we analyze the use of vMISO transmissions in mitigating those effects. Our focus
in this chapter is on the “logical” problem of establishing paths that maximize the
network lifetime using vMISO links, rather than on the development of practical
protocols for full-fledged cooperative diversity implementation. One of our main
contributions is the realistic channel and energy consumption model taking into
account channel fading and transmitter-side cooperative diversity. Using the energy
consumption model developed, we define the maximum lifetime routing problem
with vMISO links. In addition, we design a novel energy efficient vMISO routing
algorithm that calculates the best set of cooperating nodes between any two nodes
and the best path between a source-sink pair maximizing the network lifetime,
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Figure 3.1: Routing with Cooperative Diversity.
and we present the comparison of network lifetime when vMISO routing algorithm
is employed with the system where no cooperation is employed in clustered and
uniformly distributed networks. Our results indicate that, on the average, more
than two times increase in network lifetime is possible by employing vMISO links
compared to the network lifetime using SISO links.
3.1 Background on Network Lifetime Prolongation in Wireless Net-
works
Most of the literature in this area has focused on routing techniques that extend the
lifetime of a sensor or ad hoc network by taking into account the residual battery
energy. In [27], Toh proposed the Conditional Max-Min Battery Capacity Routing
(CMMBCR), which selects the shortest path for routing data from one node to
the other in an ad hoc network such that all nodes on the path have remaining
battery energy above a certain threshold. Singh et al. [28] presented an elaborate
study of five different metrics, which are all a function of the node battery power
and concluded that these metrics can give significant energy savings over naive hop-
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count-based metrics. In [29], Kar et al. proposed an online algorithm for routing
messages in an ad hoc network, also based on the remaining battery energy of a
node. Energy efficient routing techniques have also been proposed in several studies
on sensor networks. Heinzelman et al. proposed a family of adaptive protocols called
SPIN for energy efficient dissemination of information throughout the sensor network
[30]. In [7], Heinzelman et al. proposed LEACH, a scalable adaptive clustering
protocol in which nodes are organized into clusters and system lifetime is extended
by randomly choosing the cluster-heads. Lindsey, et al. proposed an alternative
data gathering scheme called PEGASIS in [40], in which nodes organize themselves
in chains, also with rotating elections, for communicating data. Lindsey, et al [41]
studied different data gathering schemes and explored the trade-off between energy
consumed and delay incurred.
The problem of maximizing data collection can also be formulated as a multi-
commodity flow problem. There is a vast literature on algorithms for multi-commodity
flow problems and their application to networking. In [2], Chang and Tassiulas use
the multi-commodity flow formulation for maximizing the lifetime of an ad hoc
network. The authors proposed a class of flow augmentation and flow redirection
algorithms that balance the energy consumption rates across nodes based on the
remaining battery energy of these nodes. This approach is shown to significantly
increase the network lifetime. Zussman and Segall extended this work by also con-
sidering the limitation on bandwidth resources jointly [37]. In [21], the authors
considered the routing problem in MANET with the goal of maximizing the lifetime
of the network. Their approach is also based on the formulation of multi-commodity
flow, and they proposed a distributed routing algorithm that reaches the optimal
solution to within an asymptotically small relative error. Bhardwaj and Chan-
drakasan [38] examined feasible role assignments (FRA) of nodes as a means of
maximizing the lifetime of aggregating as well as non-aggregating sensor networks,
and also made use of linear programs based on network flows. Kalpakis et al. exam-
ined the MLDA (Maximum Lifetime Data Aggregation) and the MLDR (Maximum
Lifetime Data Routing) problems in [39], again by formulating those problems as
an LP using multi-commodity network flows. The authors observed that as the
network size increases, solving the LP takes considerable time and proposed some
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clustering heuristics to achieve near-optimal performance. As the size of the LP
increases, it becomes desirable to solve this problem approximately but quickly.
In [36], Ordonez and Krishnamachari developed optimization models to study the
lifetime maximization problem in sensor networks. In this work, the authors showed
that maximizing the total information extraction subject to energy constraints is
equivalent to minimizing energy usage subject to information constraints. They
also showed by numerical examples how the optimal solution varies with energy and
fairness constraints.
3.2 Channel Model
Channel model in this chapter is the same as the channel model in the previous
chapter. Thus, signals are modulated by BPSK and the receiver has full CSI. We
consider a wireless channel with Rayleigh flat fading channels with AWGN with zero
mean and one-sided spectral density, N0.
In the following sections, we calculate the required minimum transmission power
in a flat-fading channel with SISO, MISO and vMISO systems for a given target
average SNR. For each of these systems, a minimum average SNR requirement
has to be satisfied for a given target average SER, p. The relative difference in
the transmission powers SISO and vMISO systems are going to be used in the
forthcoming section to quantify the energy consumption in the respective systems.
3.2.1 SISO system
In a SISO system such as the one depicted in Figure 3.2, there is a single transmitting
antenna and a single receiving antenna. Let s0(t) be the complex envelope of the
modulated signal transmitted during the symbol interval 0 ≤ t ≤ Ts. Then, the
symbol received at a node at an Euclidean distance d0 to the transmitter is defined
by:
r0(t) = α0e
jφd
−β/2
0 s0(t) + w0(t),
where α0 is the random attenuation due to fading with Rayleigh distribution, w0(t)
is the additive channel noise and β is the path loss coefficient which is usually
between 2 and 4. With the fading assumed to be slowly varying relative to the
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Figure 3.2: SISO, real MISO and virtual MISO systems.
symbol duration Ts, we should be able to estimate and remove the unknown phase
shift φ. Thus, the average SNR at the output of the receiver SNR0, is:
SNRSISO =
E
{
|s0(t)|
2d−β0
}
E {|w0(t)|2}
E
[
α20
]
,
=
e
N0
E
[
α20
]
d−β0 , (3.1)
where e is the symbol energy and N0 is the one-sided noise spectral density.
For a target SNR ≥ γ, the minimum energy per symbol is
eSISO =
γN0
E [α20]
dβ0 . (3.2)
3.2.2 Real MISO Systems
In real MISO systems all antenna elements are located at the same location and
transmit with the same power (see Figure 3.2). Then, it follows from our discussion
for SISO systems and from Eq. (1.5) that the average SNR of the received signal
at a distance d0 when N co-located antenna elements transmit using the systematic
high rate complex orthogonal space-time block codes is:
SNRMISO =
e
N0
E
[
N−1∑
i=0
α2i
]
d−β0 . (3.3)
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If for each antenna element the fading coefficients αi are characterized by indepen-
dent and identically distributed Rayleigh random variables, α, then for all i, α2i is
exponentially distributed with the same parameter. Also, it has been demonstrated
by Monte Carlo simulations that, for the same target SER value, the target average
SNR for MISO systems is smaller than the target SNR of SISO systems [6]. The
ratio between two SNR values is referred as diversity gain. Let τN be the diversity
gain provided by a MISO system with N antennas. Thus, while the target SNR
required for SISO system is γ, the target SNR required for MISO systems with N
antennas is γ/τN , and minimum symbol energy required for a MISO transmission
is,
eMISO =
γ
τN
N0
NE [α2]
dβ0 . (3.4)
By comparing Eqs (3.2) and (3.4) one can see that a MISO system with N trans-
mitters can achieve NτN fold increase in average SNR (diversity gain of Nt) over
SISO system, when energy per symbol is the same in both cases. Thus, SISO and
MISO systems can provide the same SER when each antenna element transmits
with 1
NτN
th power of SISO transmission.
3.2.3 Virtual MISO systems
In the previous calculations we could have omitted the signal attenuation due to
path loss, since all antenna elements are located at the same location and relative
effect of path loss on each antenna elements would be the same. However, in vMISO
systems, the distances between the cooperating nodes and the receiver node may
vary according to the locations of the nodes. The cooperating nodes should transmit
with the same power, so that the receiver can combine the received signals by linear
processing and thus reducing the complexity of receiver circuitry. Therefore, for
vMISO systems, the average SNR formula given for MISO system is updated as:
SNRvMISO =
e
N0
E
[
N−1∑
i=0
α2i d
−β
i
]
, (3.5)
where di is the distance between node i and the receiver. For independent and
identically distributed fading coefficients αi = α, i = 0, 1, . . . , N and for a target
SNR ≥ γ/τN , which is provided by the diversity gain, the minimum symbol energy
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Table 3.1: Diversity Gain and Code Rate for 2 ≤ N ≤ 4 Transmit Antennas When
p = 0.005 [6]
N Diversity Gain (dB) τN STBC Code Rate
2 6.5 4.4668 1
3 10.3 10.7406 1/2
4 11.3 13.5216 1/2
is
evMISO =
γ
τN
N0
E [α2]
∑N−1
i=0 d
−β
i
. (3.6)
Table 3.1 shows the diversity gain for N = 2, 3, 4 when p = 0.005 with suitable
STBC transmission blocks.
3.3 Network Lifetime Maximization with vMISO Routing
In this section, we consider a realistic abstract model developed according to the
discussions in the previous sections. Using this abstract model, we develop the opti-
mal network lifetime maximization problem with vMISO routing. Our focus in this
paper is on the “logical” problem of establishing paths that maximize the network
lifetime, rather than on the development of practical protocols for full-fledged co-
operative diversity implementation. Thus, we do not address medium-access issues
or the constraints of time synchronization. We refer the interested readers to [6]
for the physical layer discussion of cooperative diversity systems, and to [50] for
time synchronization issues. In addition, we assume that nodes are synchronized
such that a node is awake only when either it is scheduled to send/receive a packet
to/from one of its neighbors. This can be achieved using time division multiple ac-
cess (TDMA). The duty cycle of the node depends on the rate at which it transmits
and receives information. Under these assumptions, there is no power consumed by
idle listening.
There are many definitions of network lifetime in the literature. In this work, we
adopt an extensively used definition first presented by Chang and Tassiulas [2]: The
network lifetime is defined as the time when the first node in the network depletes
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all of its battery energy.
The system operates as follows: When node i decides to transmit to node j,
it first determines a set of cooperating nodes in its neighborhood 1. Once a set of
nodes is selected, the source node i transmits the original data destined to node j
sequentially to each of the cooperating nodes in the set. During this process, node
i may forward to each cooperating node the appropriately coded data according to
the generalized complex space-time block codes [22] or leave the task of encoding
to the cooperating node 2. We assume that the receiver has the exact channel
information which may be gathered by the transmission of initial pilot tones from
the cooperating nodes a priori to data transmission. Once the aforementioned initial
setup is completed, the source and cooperating nodes simultaneously transmit to
the receiver node.
3.4 Network Model
The network is modeled by a directed graph G(N,A) where N is the set of nodes, A
is the set of directed edges (i, j) where i, j ∈ N . We assume that there is no limit on
the maximum transmission power, so that all nodes inN can communicate with each
other as long as they have sufficient energies. First, assume that there is a single flow
generated at rate Qs in the network at source node s with destination node t. Let qij
be the aggregate flow rate from node i to node j. Each node i can cooperate with the
nodes in its neighborhood N (i), where N (i) is defined as the set of nodes lying in a
circular area with radius r and its center located at the position of node i. Each node
i may cooperate with a different set of nodes vij = (i, v
1, v2, . . . , vm), vm ∈ N (i),
m ≤ |N (i)| while transmitting to node j. Let Vij = {v
1
ij,v
2
ij, . . . ,v
Mij
ij } be the set
of vectors of different cooperating sets used by node i while transmitting to node
j. Note that the cardinality of this set, |Vij| = Mij, is equal to 2
|N (i)|−1, since it
contains all subsets of N (i) containing node i. Define the flow rate from node i to
node j sent using the cooperating set vcij, as q
(c)
ij . Note that
∑Mij
c=1 q
(c)
ij = qij.
1The definition of neighborhood of a node and how to select nodes in a neighborhood will
become clear in a while.
2In this work, we omit the energy consumption due to processing, so either method can be
selected.
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3.5 Energy Consumption Model
Let Ei be the initial energy of node i and dij be the euclidean distance between
node i and j. Also, let eˆij be the energy required to transmit one bit from node i
to node j when SISO transmission is employed. In order to satisfy an average SNR
requirement, i.e., SNR > γ, the energy in a bit should be at least
eˆij =
γN0
E[α2]d−βij
, (3.7)
where N0 is the additive noise power and E[α
2] is the second moment of the Rayleigh
fading. If vMIMO transmission is employed, as discussed in the previous sections,
the transmission power of the source (as well as a cooperating) node is reduced by
a factor which depends on the set of cooperating nodes and the diversity gain. Let
us define the ratio of minimum transmission powers used to satisfy an SNR require-
ment in vMISO and in SISO systems as Rcij, where c represents the index of the
cooperation set vcij ∈ Vij used in vMISO case. In order to satisfy the average SNR
requirement, γ/τ|vcij |, where τ|vcij | is the diversity gain provided by the cooperation
set vcij, each vMISO cooperating node should transmit with at least
Rcij = τ|vcij |
1 + ∑k∈vcij d−βkj
d−βij
 (3.8)
times less power than the power required for a SISO transmission.
Recall that the systematic complex orthogonal space time block codes usually
have code rates less than 1. In other words, in order to transmit l different symbols
l|vcij | consecutive transmissions have to be made by each antenna element. Let us
define ξ(|vcij|) = l/l|vcij | as the code rate of the space time block code used with |v
c
ij|
antenna elements. In this work, we use the code rates given for systematic complex
orthogonal space-time block codes summarized in Table 1.1.
Now, we are ready to determine the energy consumed per bit of information
sent by the source node i to node j in vMISO case, eij. First consider the energy
consumed per l bits of information sent:
l · ecij =
∑
k∈vcij
l (eˆik + et) + l|vcij |
(
eˆij
Rcij
+ et
)
(3.9)
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The first term in (3.9) represents the energy consumption due to the initial trans-
mission of the l bits of information to each of the nodes in the cooperation set vcij of
node i, where et is the energy consumed due to transmission circuitry. The second
term represents the energy consumption due to the cooperative transmission of the
data to the destination node j. Note that when node i transmits data to node j it
transmits with power that is Rcij times less than the transmission power with SISO
transmission. Also, note that the source node makes l|vcij | number of consecutive
transmissions in order to relay l bits of information.
The energy consumed per bit of information sent by the source is determined by
dividing both sides of Eq(3.9) by l.
ecij =
∑
k∈vcij
(eˆik + et) +
1
ξ(|vcij|)
(
eˆij
Rcij
+ et
)
(3.10)
In the above calculation, we assumed that BPSK modulation is used. If other mod-
ulation techniques such as QPSK, QAM were used the same derivation is applicable
when calculating the energy consumed per symbol.
The energy consumed per bit of information received by the a node j is a constant
er.
Let node h be a node in the cooperation set, vcij, of the source node i. The energy
consumed by node h while assisting node i for transmission of a bit of information
to node j is determined as:
e˜cij = er +
(
eˆij
Rcij
+ et
)
1
ξ(|vcij|)
. (3.11)
First term in Eq (3.11) is due to the energy consumption per bit of information re-
ceived from the source node i, and the second term is due to the energy consumption
per bit of information cooperatively transmitted to node j. Note that this result
follows from the fact that for all nodes h ∈ vcij the transmission power should be
the same in order to correctly decode the generalized space-time codes.
Finally, let the energy consumed by the destination node j be e˘cij. To receive l
bits of information, destination node receives l|vcij | bits of information. Therefore,
energy consumed by receiving one bit of information is calculated by the following:
e˘cij = er
1
ξ(|vcij|)
. (3.12)
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Given a routing strategy which results in the flow vectors q
(c)
ij , the aggregate
energy consumption by node i if it is acting as a source node, cooperating node or
receiving node is given respectively as:
esourcei =
∑
j∈N
Mij∑
c=1
q
(c)
ij e
c
ij (3.13)
ecoopi =
∑
j∈N
∑
(c,k):i∈vckj
q
(c)
kj e˜
c
kj (3.14)
ereceivei =
∑
j∈N
Mij∑
c=1
q
(c)
ij e˘
c
ij (3.15)
3.6 System Lifetime Optimization Problem
The lifetime of node i under a given flow vector q={q(c)ij } and corresponding coop-
eration set vcij is given by,
Ti(q) =
Ei
esourcei + e
coop
i + e
receive
i
(3.16)
We define system lifetime as the duration of time until the first node drains out
its battery. Hence, the minimum lifetime over all nodes gives the system lifetime,
i.e.,
Tsys(q) = min
i∈N
Ti(q) (3.17)
We aim to find the flow that maximizes the system lifetime under flow conser-
vation condition, i.e., ∑
i∈N,i6=j
Mij∑
c=1
q
(c)
ij =
∑
k∈N,k 6=j
Mjk∑
c=1
q
(c)
jk . (3.18)
Eq.(3.18) ensures that total flow routed between nodes is conserved. Note that we
do not need to write down flow conservation equation for the cooperating nodes,
m ∈ Vij, since the flow incoming from the source node i is directly sent to node j,
i.e., there is no splitting (routing) of such a flow at node m (see Figure 3.3).
Given the source and destination nodes and the information generation rate at
the source node, the problem of maximizing system lifetime T is equivalent to the
following nonlinear optimization problem:
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Figure 3.3: Flow conservation condition at node j
maxT (3.19)
∑
j∈N
Mij∑
c=1
ecij qˆ
(c)
ij +
∑
(c,k):i∈vckj
e˜ckj qˆ
(c)
kj +
Mij∑
c=1
e˘cij qˆ
(c)
ij
 ≤ Ei, ∀i ∈ N (3.20)
∑
i∈N,i6=j
Mij∑
c=1
qˆ
(c)
ij =
∑
k∈N,k 6=j
Mjk∑
c=1
qˆ
(c)
jk , ∀j ∈ N − s, t (3.21)
qˆ
(c)
ij ≥ 0, ∀i ∈ N (3.22)
where qˆ
(c)
ij = Tq
(c)
ij is the amount of flow transmitted from node i to node j using
the cooperating set vckj in T time units.
Unlike the system maximization problem presented in [2], the above optimization
problem is not a linear program, since e˜cij depends on the choice of the cooperation
set vcij in a nonlinear fashion. This makes the optimization problem harder to solve
and motivates us to investigate heuristic solutions one of which is discussed in the
next section.
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3.7 Energy Efficient vMISO Routing Algorithm
Our energy efficient routing algorithm belongs to a class of flow augmentation algo-
rithms. In this algorithm, at each iteration the following two steps are followed:
1. For each node pair (i, j), i, j ∈ N the best cooperation set, vcij ∈ Vij, is
selected. This choice of cooperation sets results in a modified graph G′(N,A′),
where the edges (i, j) ∈ A′ correspond to the cooperative transmission from
the set of nodes vcij to node j.
2. In the modified graph, assign a cost to each edge in A′. Calculate the shortest
cost paths from the origin nodes to the destination nodes using the vMISO
links.
At each iteration, the flow is augmented by an amount of λQs on the shortest cost
path, where λ is the augmentation step size. After the flow augmentation, the
shortest cost paths are recalculated and the procedures are repeated until any node
i ∈ N runs out of its initial total energy Ei. As a result of the algorithm, we obtain
the flow which will be used at each node to properly split the incoming traffic.
3.7.1 Selection of Cooperation Set
In order to determine the best cooperation set vcij, we need to select a cost function
quantifying the relative energy costs of different choices of cooperation sets. There
are two parameters to consider in calculating the relative energy cost ρcij. One is the
energy expenditure per bit of data flowing from the set vcij to node j, and second is
the minimum of the initial energies of the nodes in vcij and the energy of the receiver
node j. A good candidate for the cooperation set should consume low energy, and
should avoid nodes with small available energy since we would like to maximize the
minimum lifetime of all nodes. Therefore, the cost function should be such that
when the nodes have plenty of energy, the energy expenditure term is emphasized,
while if the energy of a node becomes small the residual energy term should be more
emphasized. Thus, for a particular cooperation set vcij used to transmit data from
node i to node j, we consider the following cost function, ρcij:
ρcij =
ecij +
∑
k∈vcij
e˜cij
mink∈vcij [Ek]
·
e˘cij
Ej
, (3.23)
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where ecij, e˜
c
ij and e˘
c
ij are defined in Eqs. (3.10), (3.11) and (3.12) respectively. Note
that the numerator in the first part of Eq (3.23) represents the total consumption
of energy for transmission of a bit of data using nodes vcij to node j, and the
denominator represents the minimum available energy of the nodes in vcij. In the
second part, the numerator represents the total consumption of the receiver node,
while the denominator represents the available energy of the receiver node. This
second term is needed to make sure that we take into account the effect of the
code rate of the chosen STBC transmission block to the energy consumption of the
receiver node, j. The best cooperation set vc
∗
ij is thus selected from Vij, as
c∗ = argminc=1,...,Mijρ
c
ij.
3.7.2 Routing Algorithm
Once the best cooperation set for each pair of nodes in the network is selected,
the origin node s calculates the shortest cost path to its destination node t. Our
objective is to find the best link cost function which leads to the maximization of the
system lifetime. A good link cost function should have the same characteristics as the
relative cost function considered in the selection of the cooperation set. In particular,
when all nodes have plenty of energy, the minimum total consumed energy path is
better off, whereas towards the end avoiding the small residual energy node becomes
more important. Thus, we use the cost function ρc
∗
ij as the link cost lij for the link
between node i and j.
The path cost is computed by the summation of the link costs on the path,
and the algorithm can be implemented with any existing shortest path algorithms
including the distributed Bellman-Ford algorithm [51].
3.8 Numerical Results
In this section, we attempt to characterize the effects of different distributions of
nodes in the network on network lifetime. In our simulations, we compare the
lifetime of the networks employing vMISO links according to the algorithm given in
Section 3.7 with the networks where SISO links are employed. When SISO links are
employed, we again employ a flow-augmentation based routing algorithm similar to
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Figure 3.4: Effect of node density on network lifetime when the source and the
destination nodes are placed at the opposite corners of the area.
the one described in Section 3.7. However, this time, we use a cost function
cij =
eˆij
Ei
er
Ej
, (3.24)
where eˆij is defined as in Eq.(3.7), er is the energy consumption due to the receiver
circuitry and Ei and Ej are the residual energies of node i and j, respectively.
In the simulations, we assume a simplified energy model given in [2], where
eˆij = ǫampd
β
ij. The transmissions are attenuated by a Rayleigh distributed amount,
and a transmission is successively received if the total received signal power is above
a certain threshold determined by the required SER level. If a transmission is
unsuccessful, it is repeated again over the same random fading channel. We use the
following values in the simulations: ǫamp = 100pJ/bit/m
−β, er = 50nJ/bit, λ = 1,
and β = 2. Assuming there is a flow at each second, we set the cooperation set and
link cost updating period as 10 seconds.
In the first experiment, we investigate the change in network lifetime with respect
to node density. In this experiment, nodes are uniformly distributed in an area of
100 m by 100 m. Our results in Figure 3.4 and Figure 3.5 represent the average
of 50 instances of randomly network topologies, when the neighborhood radius is
r = 2, 4, 6 meters. Although there is no limitation on transmission energies, the
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neighborhood radius is important since cooperation sets are constructed from the
nodes in the neighborhood of a source node.
For Figure 3.4 and Figure 3.5, we placed one source and one destination at the
opposite corners of the area and set their initial energies to the three times the
initial energies of the other nodes in the network to be able to see the effect of the
density to the lifetime of the network without letting the source and the destination
nodes to deplete their batteries before the other nodes in the network. In Figure
3.4, it is demonstrated that, first, the ratio of thethe network lifetime with vMISO
transmissions increases more than the network lifetime with SISO transmissions as
the number of nodes in the network increases, and then, the network lifetime with
vMISO transmissions approaches to the network lifetime with SISO transmissions.
This result is expected, since as the number of nodes in the network increases, the
number of nodes that a node can cooperate to establish a vMISO link also increases.
As the number of nodes in the network continues to grow, nodes can be found at
ideal location between the source and the destination. For this reason, as the node
density gets higher, energy efficient SISO transmissions are preferred to the vMISO
transmissions on some of the links of the routing path. The critical point, when r is
6 m, where the network lifetime with vMISO links is more than 4 times the network
lifetime with SISO links is observed when the number of nodes is 30. In Figure
3.5, it is demonstrated that lifetime with vMISO links increases with a higher slope
than the lifetime with SISO links when the number of nodes is smaller than 40.
And the difference reaches to the top when number of nodes is 30. Furthermore, in
Figure 3.4, when the neighborhood radius (cooperation set radius), r, is increased,
we observe an increase in the ratio of the lifetime with vMISO transmissions to
the lifetime with SISO transmissions. This is due to the fact that, since nodes
are uniformly distributed, as r is increasing, the number of nodes that are in the
cooperation range of a node increases. This provides a node the chance of choosing
better cooperation sets for vMISO transmissions, which explains the increase in the
lifetime with vMISO transmissions.
To have a better observation on the effect of the node density to the network
lifetime, we assumed, each flow is transmitted from a randomly chosen source node
to a randomly chosen destination node, instead of placing the source and the desti-
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Figure 3.7: Effect of clustering on network lifetime.
nation nodes to the opposite corners of the area. In this simulation each node has
an initial energy of 10µJ , and cooperation sets and link costs are updated each 60
seconds. Figure 3.6 shows that, vMISO links helps to increase the network lifetime
from 10% to 40%.Also, when the network gets denser and the neighborhood radius,
r, is increased, the ratio of the lifetime with vMISO transmissions to the lifetime
with SISO transmissions increases. The reason for this is the same as in the Figure
3.4.
In the second experiment, we consider a network with 20 nodes distributed in
an area of 100 m by 100 m. The network consists of uniformly distributed clusters,
where each cluster consists of a random number of nodes. The distance of each
node to the center of the cluster is exponentially distributed with mean µ. Thus,
lower the value of µ, more is the network clustered. There is one source and one
destination node in different clusters. Nodes have 20µJ initial energy, and source
and the destination nodes have initial energies of 3 times this value. Cooperation
sets and link costs are updated each 10 seconds. Since the cooperation set of a
node depends on the number of nodes lying in the neighborhood of that node, we
investigated the change of lifetime with varying cooperation set radius, r. Our results
in Figure 3.7 represent the average of 30 instances of random network topologies
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generated in the aforementioned manner. As depicted in the figure, the network
lifetime with vMISO transmissions is more than twice of the network lifetime with
SISO transmissions when the nodes are highly clustered. However, as the number
of nodes per cluster decreases, then the network lifetime with vMISO transmissions
approach to the lifetime with SISO transmissions. Also, when r is increased, it is
observed that the lifetime ratio increases, since a node can find better cooperation
sets for vMISO transmission in a wider cooperation set range.
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Chapter 4
CONCLUSION
In this thesis, we studied the energy-efficiency of a general multi-hop vMISO system.
We developed a realistic channel and energy consumption model taking into account
channel fading and transmitter-side cooperative diversity in ad hoc networks.
In the second chapter, we formulated the minimum total energy consumption
problem with vMISO links using the energy consumption model developed. The
main advantage of vMISO links that we exploit in this chapter is the increase in
the transmission range due to diversity gain. Through the characterization of the
optimal vMISO routing policies with respect to the number of cooperating nodes,
vMISO transmission ranges and node transmission powers, we showed that the
cooperation among a few number of nodes is the most energy-efficient scheme under
high node density regime. We designed a new greedy geographical vMISO routing
protocol that is also suitable for sparse networks using the results determined under
high node density regime. We verified by simulations that our analytical results are
correct, and they can be used to develop practical routing algorithms suitable for
sparse networks. In addition, our results suggest that by employing vMISO links,
higher end-to-end transmission rates are achieved due to the routing paths with
lower number of hops compared to the paths found using SISO links. Furthermore,
according to our simulations, using vMISO links in sparse networks significantly
helps finding a path with greedy geographical routing.
In the third chapter, we investigate the network lifetime maximization problem in
networks with vMISO links. We formulated the lifetime maximization problem as a
nonlinear program, and then proposed an easy to implement heuristic solution. The
heuristic solution can be implemented as a distributed routing algorithm, where each
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node first determines its cooperating set according to its next hop and the residual
energy levels. Given the cooperating set decisions, we determine a cost for each link
in the network. A shortest path is calculated over these links, which will be used for
pre-specified duration. The cooperating sets and link costs are updated periodically
according to the residual node energies. Our results suggest that employing vMISO
links can improve the network lifetime more than two times compared to the network
lifetime using SISO links. This result is due to the fact that with vMISO links, each
transmitting node consumes less energy compared to the SISO links, and the energy
consumption is more balanced in the network.
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