Abstract | Remarkable technological advances have revealed ever more properties and behaviours of individual microorganisms, but the novel data generated by these techniques have not yet been fully exploited. In this Opinion article, we explain how individual-based models (IBMs) can be constructed based on the findings of such techniques and how they help to explore competitive and cooperative microbial interactions. Furthermore, we describe how IBMs have provided insights into self-organized spatial patterns from biofilms to the oceans of the world, phage-CRISPR dynamics and other emergent phenomena. Finally, we discuss how combining individual-based observations with IBMs can advance our understanding at both the individual and population levels, leading to the new approach of microbial individual-based ecology (μIBE). change the environment. Furthermore, IBMs can make direct use of single-cell data during their construction, and of both individual and population level data to be useful (BOX 2). Precisely because various approaches have their advantages and disadvantages (for an in-depth discussion see REF. 14 and Supplementary information S1 (box)), it is particularly beneficial to use IBMs and PLMs in conjunction [26] [27] [28] In parallel to the technological advances for the single-cell observations that are mentioned above, the technology for developing, running and analysing IBMs has also progressed substantially, making it easier for scientists to use these models to help them decipher and understand patterns in experimental data 26 (more information about software can be found in Supplementary information S2 (box) and Supplementary information S3 (table) ). Therefore, in this Opinion article, we argue that IBMs can perfectly complement individual-based observations. Moreover, IBMs can be used in conjunction with other experimental and modelling approaches. Collectively, these approaches have fostered the development of microbial individualbased ecology (μIBE), which we argue will become increasingly important for advances in microbial science. We illustrate these points by discussing several examples in which IBMs have advanced our understanding of the interactions between microorganisms and their environment, such as the emergence of spatial structure and feedbacks between individual and population behaviour. Furthermore, we discuss the ability of IBMs and other modelling strategies to make predictions that are essential for the rational engineering and management of microbial ecosystems and the appropriate testing of models.
, including advances in microscopy, flow cytometry, microfluidics, spectroscopy, and isotope and molecular probes, have brought microbiologists much closer to the ultimate goal of microbial ecology: observing and understanding who does what, when, where and next to whom. Furthermore, microbiologists can now manipulate the environment of microorganisms in the laboratory and mix species together into synthetic communities of defined composition with greater ease. Collectively, these strategies have generated rich datasets that facilitate a mechanistic description of the behaviour of microbial individuals in ways that are not yet feasible for larger organisms, including plants and animals.
Complementing an experimental approach with mathematical modelling has, in all areas of science, provided valuable insights that would be difficult to obtain through experimentation alone 13 . Models consolidate the knowledge that is obtained from various experiments, test the consequences of the underlying assumptions, and expose gaps and inconsistencies in the knowledge. Once validated, models can be used to make ecology -for example, spatially explicit PLMs can simulate the temporal evolution of density distributions, including in biofilms 16 . However, PLMs make several assumptions that are increasingly at odds with our growing knowledge of microbial systems. First, PLMs do not usually incorporate phenotypic heterogeneity between individuals in a population and the role that these differences have in determining system-level properties (for example, population growth rates). Second, PLMs can make little direct use of the information that is contained in data that describe the state and behaviour of individual microorganisms. Furthermore, these models do not resolve the broad range of interactions between individual organisms and their local biotic or abiotic environment, or the adaptive processes at the level of individuals. Therefore, although PLMs can simulate the dynamics of a system (for example, changes in the spatial distribution of a microbial population), it is impossible to trace such changes back to the behaviour of individual organisms.
An alternative to PLMs are individualbased models (IBMs; BOX 1; FIG. 1), which can potentially overcome these limitations 17, 18 . The defining characteristic of IBMs is that they model the properties, activities and interactions of each individual in a population 14, [19] [20] [21] . These properties may include the biomass, size or physiological state of the individual; activities may include the uptake of substrates from the environment or the synthesis of new biomass; and interactions may include competitive, synergistic or parasitic interactions between individuals in a population or community [22] [23] [24] [25] (Supplementary information S1 (box)). Furthermore, these processes may be described as continuous and equation-based (for example, growth), or discrete and rule-based (for example, division). In IBMs, the collective action of each individual determines the properties at the population or community level. Feedbacks between the behaviour of individuals and the population as a whole emerge automatically, so does fitness, as it depends on what other individuals do and how their activities predictions; for example, predictions of system dynamics under conditions that have not yet been investigated in the laboratory or field, or predictions of system properties that may be difficult to observe directly.
Traditionally, models of microbial systems have been constructed at the population level (FIG. 1) . Population-level models (PLMs) are typically 'strategic models made to be as simple as possible to reveal general explanations' (REF. 14) , and have proven to be of immense value, both in microbial ecology and ecology in general. PLMs are good choices when the goal is to find general principles that are applicable to a broad range of organisms (such as the tendency of predator-prey systems to generate oscillatory population dynamics) or as a first step to study a particular complex system in detail 15 . Furthermore, PLMs can be applied to spatially homogenous environments, using ordinary differential equations (ODEs), or spatially structured environments, using partial differential equations (PDEs); for a summary of different modelling approaches, see Supplementary information S1 (box). Such models are a valuable resource and have provided important insights into microbial 
Representative volume elements change the environment. Furthermore, IBMs can make direct use of single-cell data during their construction, and of both individual and population level data to be useful
. Precisely because various approaches have their advantages and disadvantages (for an in-depth discussion see REF. 14 and Supplementary information S1 (box)), it is particularly beneficial to use IBMs and PLMs in conjunction [26] [27] [28] In parallel to the technological advances for the single-cell observations that are mentioned above, the technology for developing, running and analysing IBMs has also progressed substantially, making it easier for scientists to use these models to help them decipher and understand patterns in experimental data 26 (more information about software can be found in Supplementary information S2 (box) and Supplementary information S3 (table) ). Therefore, in this Opinion article, we argue that IBMs can perfectly complement individual-based observations. Moreover, IBMs can be used in conjunction with other experimental and modelling approaches. Collectively, these approaches have fostered the development of microbial individualbased ecology (μIBE), which we argue will become increasingly important for advances in microbial science. We illustrate these points by discussing several examples in which IBMs have advanced our understanding of the interactions between microorganisms and their environment, such as the emergence of spatial structure and feedbacks between individual and population behaviour. Furthermore, we discuss the ability of IBMs and other modelling strategies to make predictions that are essential for the rational engineering and management of microbial ecosystems and the appropriate testing of models.
Characteristics of IBMs
The IBM approach has advantages over PLMs when simulating individual heterogeneity, local interactions and adaptive behaviour 14, [19] [20] [21] 
, which are features that are increasingly being recognized as important in microbial ecology. For example, increasing evidence from flow cytometry 29 and single-cell observations 1, 5, 6, 30, 31 demonstrates the existence of individual heterogeneity, even in clonal laboratory cultures 12, [32] [33] [34] . Local interactions are important because most ecosystems are spatially structured and individuals only interact with their neighbours. For example, even in well-mixed marine or freshwater environments, mixing at the microbial scale is limited enough for hotspots of nutrients that are excreted by phytoplankton to persist long enough to attract and nourish chemotactic bacteria 35, 36 . during validation. However, care must be taken when modelling large-scale systems, when using population-average data and to avoid the model becoming too complex Figure 1 | Simplified overview of approaches that are useful for modelling communities and single cells. Representative volume elements of ecosystems, such as the surface of oceans or the mouse gut, can be modelled using various approaches, which include population-level models (PLMs) and individual-based models (IBMs). PLMs describe the rates of change in populations (X) and/or resources (R) directly (that is, the level of individuals is absent). PLMs can be applied to spatially homo genous environments, using ordinary differential equations (ODEs), or spatially structured environments, using partial differential equations (PDEs); comparing the non-spatial ODEs with the spatially explicit PDEs highlights the effect of spatial structure. IBMs describe the activities of individuals, whereas changes at the population level are not directly described because they emerge from individual behaviour. Consequently, IBMs can make use of data on both levels: individual-level data as input and population-level data to compare with simulation output. Comparing PDEs with IBMs elucidates the effect of individuality and adaptive behaviour. Therefore, combining all three approaches is best practice. To date, most IBMs include only simple kinetic models of growth and rules for cell division, but as IBMs treat individuals as discrete agents, they enable the incorporation of intracellular dynamics as modelled in systems biology -bridging the scales from intracellular reactions to eco system function. Only two major types of model for intracellular dynamics are shown: dynamic kinetic models use full kinetic equations that are only known for a select number of enzyme reactions, whereas flux balance models only require the stoichiometry of the reactions and constraints, which enables a genome-wide prediction of metabolic fluxes at steady state 77 . . Although rarely considered by modellers, adaptive behaviour is common in nature, of great fitness benefit and is easy to implement in IBMs 14, [19] [20] [21] .
Box 1 | Summary of individual-based modelling
An individual-based model (IBM) of a biofilm is shown in the figure. A statistically representative volume element of a larger system is simulated by discretizing the environment to model the diffusion of metabolites using partial differential equations (PDEs). Individuals are represented as spherical cells in continuous space. These individuals interact with the environment by taking up substrates, producing autoinducers or secreting exopolysaccharide (EPS) particles (see the figure, blue cells produce EPS, whereas red cells do not). Cells shove neighbouring particles away to resolve overlaps that result from growth. As IBMs can describe individuals and the environment in various ways, using rules, differential equations or sophisticated sub-models of intracellular dynamics, this example should not be taken as normative.
When to use IBMs specifically
IBMs are particularly useful when individual heterogeneity, local interactions or adaptive behaviour are potentially important. Nonlinear feedback loops between the variable activities of individuals and environmental resources often make IBMs more appropriate than models that use population averages. IBMs are also useful for situations in which sudden, discrete events occur in the lifecycle of the microorganism (for example, attachment to a surface) or when rare phenotypic variants (such as during bet-hedging) or mutants arise.
Benefits of IBMs
IBMs act as a bridge between behaviour at the individual and community levels, enabling the consistency of assumed individual behaviour and population data to be assessed. IBMs of microbial systems (such as biofilms) excel at reconstructing or predicting solute concentration gradients, the effects of spatial structure, behaviour in more complex environments and emergent interactions in complex communities.
Good modelling practice in IBMs
IBMs should adopt the 'ODD' (overview, design concepts, and details) protocol as standard for the systematic, complete description of IBMs, which has already facilitated the comparison and peer review of IBMs 87 (see Supplementary information S1 (box) for a discussion of the importance of standards). Models should be structurally realistic, that is, they should make the entities and processes in the model correspond to those in the real world. For example, in a model of chemotaxis, bacterial cells should carry out runs and tumbles and respond to changes in the concentration of attractant 72 , rather than take the steepest ascent towards the concentration peak. To demonstrate the robustness of model predictions, parameter sensitivity analysis should be used to identify important parameters. For example, an IBM of plasmid transfer should evaluate how markedly the rate of plasmid transfer changes when the reach of pili, lag times between transfers and other conjugation parameters vary 80 . Structural sensitivity analysis should also be used to identify important processes. For example, an IBM of ageing can systematically include or exclude processes, such as segregation, repair and/or toxicity of damage and growth of the cells, to test whether these processes interact and/or change simulation results qualitatively or quantitatively 24 .
Potential pitfalls of IBMs
IBMs should avoid using global environmental or population states when deciding the activities of an individual, as no individual has global knowledge. For example, the growth of individual bacterial cells should not be assumed to depend on population density 88 . Similarly, IBMs should not ignore processes that are important for the question that is being asked. The most common mistake in IBMs is probably imposing the behaviour of individuals that is to be studied as emergent, so this should be avoided. For example, when using a biofilm model to predict the formation of biofilm structure, it should not be assumed that bacterial cells inside the biofilm cannot divide, as the structure of the biofilm will change when this assumption is relaxed 89 . metabolism' can be implemented 26 ; such rules can be made stochastic. Furthermore, kinetic equations with some oxygen inhibition term for the rates of aerobic and anaerobic metabolism can be introduced, which leads to a smoother transition in metabolism.
that are difficult to foresee without using an IBM to include and exclude these effects systematically
.
Microbial individuality and its consequences. Phenotypic differences between individuals have consequences for both the population and the ecosystem. Many factors contribute to phenotypic heterogeneity, including stochastic gene expression 32 , stochastic metabolism and growth 38 , epigenetically regulated modifications such as phase variation 32 , phase in the cell cycle or biological clock 32 , stochastic partitioning at cell division 39 , and differences in the environment or stochastic sensing of the environment 40 . Importantly, the interactions between these factors in a particular chronological order can affect the current state of an individual; for example, some cells may have encountered a nutrient-rich patch by chance in the past and therefore downregulated their high-affinity transporters, making them less acclimated to nutrient-poor environments that they may encounter later. These effects are automatically considered in an IBM, as it tracks changes in the local environment and cellular state.
An important consequence of individual variation is that population averages can be misleading if the functional relationship between an explanatory variable (such as substrate concentration) and a response variable (such as specific growth rate) is nonlinear. Nonlinearities are prevalent in biology, for example, they are found in Monod kinetics, Droop kinetics and most other observed relationships between 'dose' and 'response'; thus, awareness of the averaging fallacy is important 18 . As an example, Droop kinetics describes the nonlinear increase in specific growth rate of the marine cyanobacterium Synechococcus WH8103 with its intracellular phosphorus content, which is typical for phototrophic microorganisms 41 (FIG. 2a) . Therefore, the growth rate that a population of cells with average phosphorous content would have is higher than the average growth rate of individual cells with their various phosphorous contents. Rather than considering an average growth rate, an IBM sums the population growth rate from the growth rates of all individuals, which are calculated from their measured phosphorous content. Consequently, IBMs can predict the effects of individual variation, local conditions and adaptive behaviour on the population and ecosystem level, as well as any feedbacks that changes in the Alternatively, incorporating a gene regulatory network sub-model for oxygen sensing could replace the phenomenological description with a mechanistic description (FIG. 1) . Individual differences, local interactions and adaptive behaviour may intersect in ways
Box 2 | Limitations of individual-based modelling
Below we discuss important limitations that need to be considered when developing individual-based models (IBMs), particularly in terms of scale, the availability of individual-based data and the complexity of the model, and how they can be partially overcome.
Modelling large-scale systems
It is simply not feasible, nor reasonable, to simulate all individuals in large microbial communities, such as those in the human colon, wastewater treatment plants or in the oceans. The number of bacteria in a reference human colon has been recently estimated 90 to be 3.9 × 10
13
. If simulating each cell would require a modest 1 KB of memory, simulating all cells in the colon would require 3,900 GB of memory. Computationally expensive, IBMs make parameter sensitivity analysis or model fitting more cumbersome. However, two methods can potentially overcome this limitation. The first is based on modelling one or several statistically representative volume elements of the larger system in full detail (see FIG. 1 and BOX 1) . This is similar to experimental studies that take samples from a larger system. In both cases, a volume or area element can be considered statistically representative if it encompasses the heterogeneity that is present in the larger system, so its size will depend on the spatial scale of the variation of the features of interest. For typical biofilm features that are relevant for mass transport, the representative length scales that have been estimated range from 250-400 μm (REF. 91 ). Current IBMs can simulate such sizes, but would struggle with the 1-2 mm length scales that are required for larger-scale features, such as heterogeneity between microcolonies 91 . The second approach is simulating super-individuals that represent many real individuals that can be grouped together because they are sufficiently similar 17 . The super-individual approach still treats bacterial cells as discrete individuals, including explicit representation of the cell cycle and heterogeneity (see Supplementary information S1 (box)). For example, the akinete model (see the main text) uses super-individuals to simulate the population of Anabaena spp. in a lake 48 , and the traits evolution model (see the main text) uses super-individuals to simulate the ecotypes of cyanobacteria at the surface of oceans 70 . Stochastic differential equation models are independent of the scale of the system and so may better describe heterogeneity in large populations, especially if the variation of interest can be represented by continuous probability distributions. IBMs, being discrete, are more appropriate when the modelling of the intracellular mechanisms that give rise to heterogeneity is desired.
Lack of individual-based data
Despite the exciting increase in single-cell observations, population or community averages are still the major source of data, including metagenomics and metatranscriptomics. When specifying IBMs with population average parameters, assumptions about cell-to-cell variation have to be made. These assumptions can be informed by measurements in other species. For example, the coefficient of variation of the ratio of daughter cell volumes that were measured in several strains of Escherichia coli may be used as an approximation for any bacteria that divide by binary fission 92 , but the approximation might be poor. It is possible to use IBMs to test hypotheses about the distribution of single-cell properties by comparing predicted population behaviour with observed population behaviour 92 . Importantly, comparing the predictions of an IBM that assumes that all individuals have the same population average parameter with IBMs that assume various distributions of individual parameters can easily distinguish cases in which individual variation does not have important consequences at the population level from cases in which there would be consequences. Thus, ironically, IBMs can pinpoint cases in which IBMs do not offer any advantages over PLMs.
IBMs can become too complex
A more fundamental limitation of IBMs is their tendency to become too complex and difficult to analyse mathematically. Overly complex models are difficult to understand and communicate, but standardizing the description of IBMs has helped (see BOX 1) . Still, more efforts to standardize IBM descriptions would be just as beneficial as they were for systems biology. If models are too complex to understand, insights are no longer revealed, although the predictive power of such models can still be valuable. Conversely, overly simple models cannot generate the various dynamics and patterns that real systems are capable of under different conditions and therefore lack relevance for natural systems, but they are useful to distil principles. Owing to these trade-offs, intermediate model complexity is optimal 20 ; exactly what the optimum is depends on the purpose of the model and on the data that are available.
ecosystem may have on individuals, thereby considering nonlinearities in the responses of organisms to the environment.
IBMs are also ideal for incorporating rare events, such as mutations or phenotypic switches, which can suddenly change the behaviour of one particular individual
. For example, Pseudomonas aeruginosa cells in laboratory flow-cell biofilms form 'mushroom' structures under specific conditions because a subpopulation of immotile cells forms mushroom 'stalks' through growth and division, whereas the motile subpopulation forms 'caps' on top of these stalks 42, 43 . Formation of the mushroom caps was thought to result from surface-bound twitching motility, but an IBM that incorporated twitching and immotile subpopulations showed that this phenotypic split alone cannot explain the formation of these structures 44 . This was later confirmed experimentally by studies that showed that the formation of the cap requires flagella-driven swarming and chemotaxis 45 . The large phenotypic heterogeneity that is observed in nature is often owing to environmental differences, which IBMs automatically account for. However, phenotypic heterogeneity can also be intrinsically generated and thus independent of environmental conditions. Notably, these intrinsic differences are important as the basis for bet-hedging and division-of-labour strategies, and can also be incorporated in IBMs 33, 46, 47 . An example of a division-of-labour strategy is the segregation of a population of bacteria into motile and immotile cells as discussed above. A typical example of a bet-hedging strategy is the differentiation of some bacterial cells into non-growing resting stages that, although less fit under benign conditions, have increased chances of survival under stress conditions. For example, some cells of the filamentous cyanobacterium Dolichospermum flos-aquae (formerly known as Anabaena flos-aquae), differentiate into akinetes, which sink to the sediment bed to germinate and then re-emerge under favourable conditions. It is evident that these dormant cells help the population to survive under adverse conditions, but it is unclear whether this trait is required to survive annual challenges or more irregular and extreme events. Using an IBM, a heterogeneous population of cyanobacterial cells was simulated in a reservoir model that also tracked environmental conditions (light, temperature and nutrients) 48 . When the The emergence of altruistic cells in a microbial community represents an example in which feedbacks between substrate concentration gradients, growth rates and biofilm structure can lead to the spontaneous formation of clusters from initially small stochastic perturbations (FIG. 2c) . Once spontaneously formed, clusters of slowly growing cells that use resources more economically can grow faster than clusters of cells that grow faster at any given substrate concentration 60 . This counterintuitive result is due to the higher substrate concentration found locally in the clusters of economical cells. Thus, complex spatial patterns can emerge from the stochastic positioning of cells.
Predicting interactions in mixed cultures.
Microbial species are often studied in isolation, but in their natural environment they interact with many other species in various ways. Most interactions are indirect as they are mediated by diffusible compounds such as metabolites, autoinducers or toxins. Using modelling to predict interactions is extremely useful, as the number of potential interactions increases exponentially with the number of species in a habitat. For example, in a community with 5 or 6 species there are already 31 or 63 potential interactions 18 , making it difficult to study all possible interactions experimentally.
In mixed species biofilms, additional mechanisms and phenomena of pattern formation come into play. Strains of Saccharomyces cerevisiae can be engineered to depend on each other for growth by producing a metabolite that the other requires 61 . Engineering another strain that requires one metabolite without reciprocating adds a cheater to the cooperating pair of obligate cross-feeding strains. When randomly placed cells start to grow into colonies, mutually cross-feeding colonies that happen to be in close proximity will grow well towards each other, forming large areas of contact. By contrast, the cheater strain becomes squeezed out, as it does not facilitate the growth of the strain that it depends on 61 (FIG. 2d) . The general insight from this and other IBMs is that spatial patterns in microbial communities are to some extent self-organized as they emerge from different types of metabolic interactions: tragedy of the commons in resource use 60 , cross-feeding 62, 63 , interspecies hydrogen transfer 64, 65 and the combination of particular trophic interactions with the motility of cells on hydrated rough surfaces 66 . akinete differentiation trait was 'knocked out' in the model, the knockout population did not survive the first winter, which suggests that this bet-hedging strategy is required to survive annual challenges rather than irregular and extreme events. As an unexpected insight from the simulations, akinetes provided an additional benefit by taking up nutrients while in the sediment bed 48 .
Predicting complex systems
In addition to the examples that are described above, IBMs have been applied to predict dynamics in complex systems based on measurements from simple systems, including predicting spatial patterns in biofilms using chemostats and microbial interactions in mixed cultures using pure cultures.
Predicting spatial patterns.
A microorganism, whether growing in a well-mixed liquid or a spatially structured biofilm, has the same genome and therefore the same potential to sense and react to the environment. Indeed, microorganisms respond to nutrient-poor conditions in biofilms in much the same way as they would respond to similar conditions in a chemostat 49, 50 or stationary-phase batch culture 51, 52 . Therefore, it should be possible to predict the behaviour of a microorganism anywhere, if we fully understand how it influences, and is influenced by, its environment 53 . Thus, chemostats can be used to measure the dependence of population growth rate on substrate concentration, and models (both PDEs or IBMs) can then be designed to use these growth kinetics to calculate the consumption and diffusion of substrate to predict the resulting substrate concentration and growth rate gradients in a biofilm (FIG. 2b) . Such models can then track how, over time, the changing growth rates of the bacterial cells give rise to the developing spatial structure of the biofilm. This approach has been reasonably successful given the simplifications that are involved 54 . However, if such predictions fail, it can be concluded that the simplifications are inappropriate or that other factors may have a role, including the individual variation in kinetics of growing cells 34 , the presence of persisters 55, 56 , or changes in gene expression following attachment 57, 58 that affect growth kinetics 59 or induce virulence 58 . To incorporate this individuality, an IBM could be refined by including such effects and may then better match experimental results. Blue cells consume more resources to grow faster (benefit self: cheaters)
Spontaneously emerging clusters of altruists benefit cluster neighbours and outgrow cheaters
If altruists are scattered they benefit nearby cheaters
To date, the most rigorous demonstration of the ability of IBMs to predict functional interactions has been carried out for nitrifying biofilms 67 and nitrifying granules 68 . These are assemblages of a few types of autotrophic ammonia-oxidizing bacteria (AOB) and nitrite-oxidizing bacteria (NOB), as well as a few types of heterotrophic denitrifiers, which form a food-web that is used in wastewater treatment to convert ammonia to dinitrogen. Microelectrodes were used to measure the concentration profiles of O 2 , NH 4 + , NO 2 -and NO 3 -in nitrifying granules, and confocal microscopy was used to determine the distribution of functional groups through these granules 68 ; these data were then compared with the output of an IBM, which was based on kinetics that were measured in batch and chemostat cultures (FIG. 2e) . Given that the model simplified the diversity that was present in the granule and was not in any way fitted to the data but based on standard literature parameters for the growth kinetics of nitrifiers, the match between the concentration profiles that were measured by microelectrodes and the biomass distributions that were determined microscopically with model output was reasonably good (FIG. 2e) . Oxygen is the limiting substrate in this system and therefore has the steepest gradient, both in the experiments and in the model. Simulated and microelectrode oxygen profiles match well in the outer shell of the granule (top 250 μm), but oxygen and nitrite concentrations that were measured in the granule core were lower than in the simulations, which Predicting evolution As IBMs are based on specifying the traits of individuals, they can easily incorporate heritable mutations of those traits. Therefore, combined with simulating birth, death and competition, natural selection of the mutants is simply an emergent process in IBMs. For example, phenotypic traits can be digitally encoded so that a change in the digital genome is mapped to a change in phenotype -for example, a change in the rate of a particular pathway 69 (FIG. 3a) .
In spatially structured environments, the migration of the evolving microorganisms can generate spatial patterns, and feedbacks between the emerging spatial structure and natural selection can develop (FIG. 3a) . This technique has been applied to the study of the dynamics of cyanobacteria in oceans 70 , in which a complex set of interacting biotic and abiotic forces shape the physiology, ecology and evolutionary dynamics of these microorganisms. In this work, a model of cellular physiology, including trade-offs between traits that stem from biophysical constraints and resource allocation (that is, the relative investment into photosynthetic versus biosynthetic apparatus), was embedded in an evolutionary IBM. This evolutionary IBM was then coupled to a hydrodynamic model that resolves vertical gradients in light intensity, temperature, and the amount of dissolved inorganic and organic nutrients, and how these change in time, owing to changes in irradiance, vertical mixing or the uptake of nutrients by the cyanobacteria. The resulting model predicted spatial and temporal trends in the physiology, size and abundance of Synechococcus spp. and Prochlorococcus spp. ecotypes. For example, during the summer months, when the water column is well stratified, small cyanobacteria that are adapted to high-light conditions dominated in well-lit but nutrient-starved surface waters, whereas larger bacterial cells that are adapted to low-light conditions dominated at depth (FIG. 3b) . These predicted trends were then found to be consistent with observations at the seasonally stratified Bermuda Atlantic Time-series Study site in the North Atlantic Ocean 70 . In this work, the IBM also helped to identify a three-way trade-off between cyanobacteria cell size, light and/or nutrient affinity, and growth rate that can explain the observed trends. In general, trade-offs make the outcome of competition difficult to predict without running the model, especially when the environment varies dynamically. Importantly, these different strategies arose in the IBM as a result of natural selection; they were not imposed.
indicates that the model underestimates respiratory activities at the core of the granule. Interestingly, the peak abundance of NOB ~200 μm below the surface of the granule is absent in the model and concentrations of nitrite are 1-2 orders of magnitude too high in the model. Such increased concentrations of nitrite could result from stronger spatial segregation between AOB and NOB in the model (larger clusters or larger separation), which would slow down the diffusion of the intermediate nitrite and thus the rate of its consumption, leading to higher concentrations. These differences between the model and the experimental observations could also result from overestimating the affinity of NOB for nitrite in the model. The differences in the distribution of NOB also highlight a lack of understanding of the mechanical interactions between bacterial cells and matrix components, which are known to be important for shaping metabolic and social interactions in biofilms. Nonetheless, the modelling provided insight into the self-organization of radial stratification in these granules: oxygen becomes depleted with increasing depth and the aerobic AOB dominate the surface layer because they are first in the food chain, whereas the proportion of the aerobic NOB is larger underneath the surface layer as they are dependent on the activity of AOB and are therefore less competitive for oxygen. Apart from insight, reliable predictions are also of great value, as they can be used by engineers to estimate and optimize the performance of whole reactors. 93 (quota q) in the marine cyanobacterium Synechococcus WH8103 and the rate of photosynthesis (μ) calculated using nonlinear Droop kinetics (shown as a black line) 41 . Calculating the rate for each individual based on its quota (full circles) and averaging over individuals (red line: ave[μ(q)]) gives a lower population productivity than first averaging the quotas and calculating the rate based on that average quota (blue line: μ(ave[q])). b | Growth kinetics that are parameterized from chemostat experiments can be used in partial differential equations (PDEs) or individual-based models (IBMs) to predict biofilm structure, growth rate and concentration gradients. IBMs could include adaptations in kinetics or heterogeneity in the population, such as persisters. c | Predicting feedbacks between developing biofilm structure and metabolic interactions. Once clusters of red cells that consume resources economically have formed by chance, they grow faster than clusters of the blue, fast growing cells, because their economy sustains higher substrate concentrations locally 60 . d | Members of a microbial community may be engineered to depend on each other for growth, which is referred to as synthetic obligate cross-feeding. A cheating strain that receives secreted nutrients but does not produce any is excluded by spatial self-organization of the cooperators; this is shown both experimentally, in which strains are fluorescently tagged, and in an IBM of the system 61 . e | Verifying IBM predictions for a nitrifying food-web in a laboratory scale aerobic upflow fluidized bed reactor with microelectrodes and microscopy. Based on standard literature parameters for nitrifiers rather than fitting the model to data, an IBM can predict the measured solute profiles and biomass distributions of the autotrophic ammonia-oxidizing bacteria (AOB) and nitrite-oxidizing bacteria (NOB), and of exopolysaccharide (EPS), reasonably well (simulated profiles were averaged over concentric layers). IBMs can also be used to study co-evolution and have shed light on the co-evolution of host immunity and phage. Given that immunity against infection with phage should be of tremendous advantage in a world in which bacteria are outnumbered by phages tenfold, it is these differences emerged from an IBM that predicted that CRISPR-Cas systems are less efficient in larger archaeal and bacterial populations, the sizes of which are presumably not reached by hyperthermophiles in their natural environment 28 . This IBM took host and phage co-evolution into surprising that less than half of the sequenced archaeal and bacterial genomes from mesophiles contain an adaptive immune system known as CRISPR-Cas 71 . By contrast, almost all of the genomes of hyperthermophiles (mostly archaea) encode CRISPRCas systems 71 . A plausible explanation for account by including the density-dependent encounters of lytic phages and their hosts, innate immune responses independent of CRISPR (for example, owing to receptor mutation or restriction-modification systems), the loss of entire CRISPR cassettes following cell division and re-acquisition by horizontal gene transfer, the loss and addition of single spacers, and the mutation of viral proto-spacers 28 (FIG. 3c) . Counterintuitively, the IBM suggested that CRISPR immunity is good for phages: the increased host population size sustains an increased phage population and concomitant phage diversity (FIG. 3c) . Above a phage diversity threshold, CRISPR becomes ineffective and is lost owing to its fitness cost 28 . Importantly, this IBM only provided these insights because all known key processes were included and, unlike in previous models, population sizes were not fixed but instead were allowed to emerge through feedbacks between host and phage abundance, diversity and the co-evolving immunity.
Beyond cell and population scales Microbial IBMs are multiscale models by nature as they link cell and population scales; this is rather useful in itself, but their multiscale nature can be further expanded to include lower and higher levels of organization. By including increasingly more intracellular states and behaviours, more mechanistic models of the behaviour of individual cells can be produced that replace the empirical descriptions that are traditionally used. This has already been successful with IBMs that incorporate signal transduction mechanisms in chemotaxis 72 and quorum sensing 27 . IBMs have also led to advances in the new field of synthetic
Comparing IBM outputs to data The way in which the output of IBMs is compared with data is not fundamentally different from PLMs or other types of model, but stochasticity has a larger effect on the individual than on the population level, requiring sufficient replication of observations and simulations. Another difference is that IBMs can be informed by, and compared with, data from the individual level -for example, explaining the observed distribution of intracellular phosphorus content 41 . Regardless of the modelling approach, any comparison between a model and an experiment depends on the types of data that are available and the hypothesis that is being tested, which may require specific metrics to be constructed for a particular purpose 80 . In general, for spatial models, such as biofilm models, a set of metrics from image analysis can be applied for the quantitative comparison of simulated and microscopically observed biofilm structures 54 , although the interpretation of some metrics is unclear and different biofilm structures can have similar metrics 81 . Solute gradients are rarely measured and thus seldom used for comparing models and experiments, with the notable exception of the nitrifying granule study 68 . Therefore, the validation of IBMs (and other models, such as PDEs) should be improved and a closer integration of modelling and experimental work applying a range of technologies will be necessary to achieve this.
Alternatively, a qualitative comparison of spatial patterns and their development over time may be more appropriate, especially when a range of patterns that emerge in different environments is being compared, an approach known as pattern-oriented modelling 20 . In a similar fashion, but looking at phenotypes rather than spatiotemporal patterns, IBMs have been used to evaluate the relative fitness of different growth strategies or life history strategies in different environments by simulating competitions. As with pattern-oriented modelling, such general predictions should be compared for as many environments and examples as possible. For example, an IBM of ageing predicted that damage repair is more advantageous under benign conditions than damage segregation by asymmetric cell division, a prediction that better agrees with the available evidence to date than the prediction of other models that damage segregation is always better than repair 24 . Another example is an IBM that compared the fitness of two strategies that typify the trade-off between the rate biology because they enable the simulation and optimization of how synthetic organisms interact with each other and the environment before actually constructing them 27, 73, 74 the ultimate rational design. Apart from providing stronger mechanistic foundations for individual behaviour and individuality, the integration of intracellular mechanisms also enables the use of the rapidly increasing amount of metagenomic data. After reconstructing genomes from shotgun metagenomics 75 , whole-genome metabolic models can be constructed from the stoichiometry of all enzyme reactions that are encoded by the genome. By assuming that the fluxes through reactions are constrained and optimized such that the growth of the microbial cell is maximal, metabolic fluxes and growth can be predicted without having to know the kinetics of any enzymes 76, 77 . Such constraint-based reconstruction and analysis (COBRA) models have already been scaled up to the population level 34, 78 . Similarly, incorporating COBRA models into IBMs has great potential for the future and has already been successful using a model that is based on a spatial grid, an approach similar to IBMs but with a coarser resolution 62 .
In the other direction, microbial IBMs can be expanded to full-scale ecological or biogeochemical systems, as described above (FIG. 3b) . This will improve the predictive power of ecosystem models. Furthermore, subcellular dynamics could be included in full-scale ecological IBMs, which will facilitate the use of omics data sets that measure the composition, acclimation state, activity or genetic make-up of individuals and thus help to bridge the increasing gap between omics data and biogeochemical models 79 . Figure 3 | Using individual-based models to predict evolution. a | Many of the processes that are observed in real-life microbial ecology and evolution can be mapped directly to those that are modelled in individual-based models (IBMs). These include growth, division, death, individualindividual interactions, resource competition and other indirect interactions. A digital genome that directly encodes phenotypic traits can be used when the genotype-to-phenotype mapping is unknown. During division, the digital genome is inherited, but chance mutations during reproduction might result in new phenotypes (for example, an increase in the rate of a particular metabolic reaction) with different fitness in a given environment. Differential survival and reproduction then result in evolution by natural selection. b | Spatial and temporal patterns in cyanobacterial biomass and cell size distribution emerge in an evolutionary IBM that is based on a generic, cell-based model for cyanobacteria and coupled to a hydrodynamic model of vertical transport. As the water column stratifies when entering into summer, the model predicts that small high-light-adapted cyanobacterial cells will begin to dominate in well-lit but nutrient starved surface waters, whereas larger low-light-adapted cyanobacterial cells will begin to dominate at greater depths. c | IBMs can be used to predict phage-host co-evolution. In this model, phages mutate and hosts have innate immunity and adaptive immunity based on CRISPR-Cas. The host can acquire and lose single spacers and the entire cassette. This IBM predicts that increased immune evasion by mutant phages will, counter intuitively, decrease overall phage population size and diversity despite an increased number of phages per host cell as the host population declines. The images in part b are adapted with permission from REF. 70 , Wiley. Data in part c from REF. 28 . (FIG. 2d) . This IBM predicted that more efficient resource use, that is, a higher growth yield, is advantageous in a biofilm environment but not in a well-mixed environment. This qualitative prediction was later confirmed experimentally 82, 83 and was a crucial factor in the argument for the fitness benefit of the higher-yield strategy of complete ammonia oxidation in biofilms 84 , which was recently confirmed by the discovery of these comammox organisms 85, 86 .
▶ and efficiency of resource consumption

Outlook
Physicists and engineers have long used models to predict dynamics or to optimize processes but, as life is far more complex, it has taken considerably longer for models to advance to a stage at which they can deal with complex biological systems in a realistic way. Hence, the use of models in biology is now growing as experimentalists realize that the data being generated through the use of novel techniques have become too complex to handle without models. For example, IBMs enable researchers to integrate diverse types of information that have been gathered from studies of molecular mechanisms, single-cell observations, community dynamics and spatial patterns, thereby making the best use of small and big data.
The key general insight from IBMs is that population dynamics and structure develop from the interactions of individuals with each other and the environment. This extends to the community and ecosystem level. The spatial structure of biofilms and other self-organized patterns are classic examples of emergence and because of this, complex macroscopic patterns can be predicted from simple microscopic mechanisms. In evolutionary IBMs, the diversity and spatial distribution of species can emerge. As IBMs link cell and population scales, they show how individual heterogeneity affects population and ecosystem function or how new phenomena can arise at the population level, such as in populations of signal-transducing cells or hosts that co-evolve with phages. Moreover, linking individual and population scales may identify mechanisms that can or cannot explain the observed behaviour in the population. Importantly, some of these insights could not have been obtained with classic PLMs, as they do not account for individual heterogeneity, local interactions or adaptive behaviour. Nonetheless, PLMs are also important tools and are useful when studying general principles in simple systems and for comparing with IBMs. Therefore, various modelling approaches should ideally be used in conjunction (Supplementary information S1 (box)).
The key shortcoming of IBMs is their tendency to become too complex and difficult to understand and communicate
. Further efforts of standardization are required to limit the difficulties of communicating and exchanging models. The other limitations that are posed by large systems and a lack of individual-level data can be partially overcome by super-individual and representative volume element approaches, and the increased application of single-cell technologies, respectively.
Bridging several levels of organization and timescales from intracellular dynamics to evolution, multiscale IBMs have the potential to become generic mechanistic models that are able to predict dynamics under novel conditions or in changing environments. To reach this potential, the tight integration of experimental research with modelling using a combination of approaches is required. Furthermore, community development of computational tools for IBM that enable biologists to explain their system to the computer, phrased in their own language of biological parts and their interactions rather than computer code, will facilitate this. Communication between experimentalists and modellers will be crucial, requiring mutual education and constructing a community around the goal of microbial individual-based ecology (μIBE).
