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Abstract
Compactly supported Riesz wavelets are of interest in several applications such as image processing, computer graphics and
numerical algorithms. In this paper, we shall investigate compactly supported MRA Riesz multiwavelet bases in L2(R). An algo-
rithm is presented to derive Riesz multiwavelet bases from refinable function vectors. To illustrate our algorithm and results in this
paper, we present several examples of Riesz multiwavelet bases with short support in L2(R).
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1. Introduction and motivation
Let {ψ1, . . . ,ψr} be a finite set of L2(R) functions. Using integer dilates and shifts, one obtains a wavelet system
{ψj,k := 2j/2ψ(2j · −k): j, k ∈ Z,  = 1, . . . , r}. If the wavelet system forms a Riesz basis for L2(R), then we say
that {ψ1, . . . ,ψr} generates a Riesz wavelet basis in L2(R).
Due to some desirable properties, Riesz wavelets have been found to be of interest in several applications. For ex-
ample, Riesz wavelets have been used for numerical solutions to operator equations and for characterization of various
function spaces, see [6,8,10] and many references therein. Recently, a two-dimensional Riesz wavelet basis derived
from the Loop scheme has been employed in mesh compression algorithms in computer graphics with impressive
performance [30]; see [21] for the mathematical analysis of the wavelet system derived from the Loop scheme in [30].
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under investigation in electrical engineering (see [1] and references therein). For example, as demonstrated in [1],
biorthogonal wavelets with rational filters can provide further improvements in wavelet-based image compression
algorithms over traditional compactly supported biorthogonal wavelets with finite impulse filters.
On one hand, due to the complexity of implementing wavelets on a mesh or a complex with an arbitrary topology,
the size of the wavelets in various applications plays a critical role and is preferred to be as small as possible (see [8,
10,20,21,29,30]). For example, it may be easier to adapt wavelet bases with shorter support on the real line to wavelets
on the interval [0,1] (see [9,18,23]) and the obtained boundary wavelets may have a simpler structure so that it may
be easier to implement such wavelet systems, see [9,18,23] and references therein.
On the other hand, it is required in some applications for various purposes that a wavelet should have a high enough
smoothness order. For example, for wavelet applications in computer graphics, it is strongly preferred that the wavelets
are at least twice differentiable so that the reconstructed subdivision surfaces have continuous curvatures. But it is a
well-known fact that in order to have a wavelet system with a higher smoothness order, it is necessary to enlarge
the support of the wavelets. Comparing with traditional biorthogonal wavelets with compact support, Riesz wavelets
provide a better trade off in order to achieve both high smoothness order and short support of the wavelets. This is
possible partially because the dual Riesz basis of a given Riesz wavelet basis generally has infinite support. In other
words, one achieves the short support property of a Riesz wavelet at the cost of the infinite support of its dual system.
The infinite support of its dual system is not a serious drawback or not a drawback at all in certain applications
for several reasons. First of all, the dual wavelet filters associated with the dual Riesz system with infinite support
are generally rational filters, which can be efficiently implemented in applications, as argued in many papers in the
literature (see [1] and references therein). Secondly, for some applications such as wavelets in computer graphics [30]
and wavelet-based numerical algorithms for solving operator equations [8], the dual system of a Riesz wavelet basis
is not explicitly used and a fast wavelet reconstruction algorithm is still available since the Riesz wavelet itself has
short support.
MRA Riesz wavelets derived from scalar refinable functions have been investigated in a few papers in the lit-
erature, for example, see [6,16,20,21,29,31]. In this paper, we are interested in MRA Riesz multiwavelet bases in
L2(R). As mentioned before, a high smoothness order of a scalar refinable function and the shortness of its support
are two mutually contradicting requirements. By increasing the number of generating functions, it is known that a
refinable function vector in general could be much smoother than the corresponding scalar refinable function when
their supports are more or less the same [11,13,18,23,28]. Since short support of a Riesz wavelet is critical for various
applications, it is natural to consider Riesz multiwavelet bases derived from refinable function vectors. However, to
our best knowledge, only Riesz wavelet bases derived from scalar refinable functions have been discussed in the lit-
erature [6,16,20,21,29,31]; except biorthogonal multiwavelets with compact support (for example, see [13] for many
references on biorthogonal multiwavelets), there are very few papers in the literature discussing Riesz multiwavelet
bases with compact support. Since multiwavelets have some interesting and desirable properties as discussed above,
it is the purpose of this paper to further extend the results on Riesz wavelet bases derived from scalar refinable func-
tions in [5,6,16,20,21,29,31] to Riesz multiwavelet bases derived from refinable function vectors. In this paper, we
will present some sufficient conditions and an algorithm for constructing Riesz multiwavelet bases in L2(R) from
refinable function vectors. Our step-by-step algorithm may allow interested readers to construct Riesz multiwavelet
bases with short support for various applications.
This paper is also motivated by the interesting example of a Riesz multiwavelet system constructed in Jia and
Liu [24] and the Riesz wavelet bases derived from B-splines in Han and Shen [20]. Our approach in this paper on
Riesz multiwavelet bases is closely related and similar to that in [20]. However, as we shall see later, this paper is
not a straightforward generalization of the results in [20] and some difficulties arising from refinable function vectors
and matrix refinement equations have to be overcome in order to construct Riesz multiwavelet bases from refinable
function vectors. As is often the case for studying multiwavelets and refinable function vectors, some technical results
and proofs are needed in our investigation of Riesz multiwavelet bases. Though some results and proofs in this paper
seem technical or complicated at the first glance, one may find the ideas in these proofs and results useful in other
problems related to refinable function vectors and multiwavelets.
Recently, multivariate vector subdivision schemes have been studied in [4,22] and are of interest in generating
subdivision curves and surfaces in computer-aided geometric design. Some interesting examples of smooth two-
dimensional symmetric refinable function vectors are constructed in [4,22]. Some of the refinable function vectors
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example, C1 or C2). It is quite appealing to build Riesz multiwavelet bases from such refinable function vectors, since
they may have some interesting applications in computer graphics and numerical algorithms. This is also another
motivation for us to investigate Riesz multiwavelet bases. To avoid further complicated notations and technical results,
we restrict ourselves to Riesz multiwavelet bases in dimension one in this paper. Most techniques and ideas developed
in this paper will be useful for studying multivariate Riesz multiwavelet bases later.
In general, a multiwavelet is derived from a refinable function vector via a multiresolution analysis. We say that
φ = (φ1, . . . , φr)T is a refinable function vector if
φ = 2
∑
k∈Z
a(k)φ(2 · −k), (1.1)
where a :Z → Cr×r is a sequence of r × r matrices on Z, called the (matrix) mask with multiplicity r for φ. In the
frequency domain, the matrix refinement equation in (1.1) can be rewritten as
φˆ(2ξ) = aˆ(ξ)φˆ(ξ), ξ ∈ R, (1.2)
where aˆ is the Fourier series of the mask a given by
aˆ(ξ) :=
∑
k∈Z
a(k)e−ikξ , ξ ∈ R, (1.3)
and the Fourier transform fˆ of f ∈ L1(R) is defined to be fˆ (ξ) :=
∫
R
f (t)e−itξ dt and can be extended to tempered
distributions. For simplicity, we also call aˆ the mask for φ.
A multiwavelet ψ is generally derived from the refinable function vector φ via
ψˆ(2ξ) := bˆ(ξ)φˆ(ξ), ξ ∈ R (1.4)
for some r × r matrix bˆ of 2π -periodic measurable functions. We say that ψ = (ψ1, . . . ,ψr)T generates a Riesz
multiwavelet basis in L2(R) if the linear span of {ψj,k := 2j/2ψ(2j · −k): j, k ∈ Z,  = 1, . . . , r} is dense in L2(R),
and there exist two positive constants A and B such that
A
r∑
=1
∑
j∈Z
∑
k∈Z
∣∣cj,k∣∣2 
∥∥∥∥∥
r∑
=1
∑
j∈Z
∑
k∈Z
cj,kψ

j,k
∥∥∥∥∥
2
L2(R)
 B
r∑
=1
∑
j∈Z
∑
k∈Z
∣∣cj,k∣∣2 (1.5)
for all finitely supported sequences {cj,k}j,k∈Z, =1,...,r . It is of interest to investigate under what conditions the multi-
wavelet ψ in (1.4) will generate a Riesz multiwavelet basis in L2(R). In this paper, we shall present some sufficient
conditions on a and b so that ψ generates a Riesz multiwavelet basis in L2(R).
For a smooth function f , in this paper f (j) denotes the j th derivative of the function f . We say that ψ =
(ψ1, . . . ,ψr)T has m vanishing moments if [ψ̂](j)(0) = 0 for all  = 1, . . . , r and j = 0, . . . ,m − 1. The order
of vanishing moments is one of the most important properties of a wavelet system.
The structure of this paper is as follows. In Section 2, we shall present an algorithm for constructing compactly
supported Riesz multiwavelet bases in L2(R) with any preassigned order of vanishing moments from refinable func-
tion vectors. In order to construct a Riesz multiwavelet basis in L2(R), we need to calculate a quantity μ2(a˜) in our
algorithm. In Section 3, we shall discuss how to estimate and calculate the quantity μ2(a˜). In Section 4, we shall
present several examples of Riesz multiwavelet bases with high vanishing moments and short support in L2(R) to
illustrate the algorithm in Section 2. Finally, in Section 5, we shall present a proof for the algorithm in Section 2.
Some auxiliary and technical results that we need in our proof of the algorithm will be given in Section 5.
2. An algorithm for constructing Riesz multiwavelet bases
In this section, we shall present a step-by-step algorithm for constructing Riesz multiwavelet bases on the real line.
The proof of the algorithm will be given in Section 5.
The following lemma is needed in our algorithm for constructing Riesz multiwavelet bases with high vanishing
moments.
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1 is a simple eigenvalue of aˆ(0) and det[2j Ir − aˆ(0)] = 0 for all j ∈ N. (2.1)
Then one can uniquely define a sequence of r × 1 vectors ma(j), j ∈ N ∪ {0} via the following recursive formula:
aˆ(0)ma(0) = ma(0) with the first nonzero component of ma(0) being 1,
ma(j) := [2j Ir − aˆ(0)]−1 j−1∑
=0
j !
!(j − )! aˆ
(j−)(0)ma(), j ∈ N. (2.2)
If φ is an r × 1 vector of compactly supported tempered distributions on R such that φˆ(2ξ) = aˆ(ξ)φˆ(ξ), then there
exists a constant c such that φˆ(j)(0) = cma(j) for all j ∈ N ∪ {0}.
Proof. By the Leibniz differentiation formula, it follows from φˆ(2ξ) = aˆ(ξ)φˆ(ξ) that
2j φˆ(j)(0) = aˆ(0)φˆ(j)(0) +
j−1∑
=0
j !
!(j − )! aˆ
(j−)(0)φˆ()(0).
Now the claim follows directly from the above identity. 
In order to state the algorithm for constructing Riesz multiwavelet bases, we need to recall a quantity ν2(a) defined
in [15]. The convolution of two sequences is defined to be
[u ∗ v](j) :=
∑
k∈Z
u(k)v(j − k), u ∈ (0(Z))r×m, v ∈ (0(Z))m×n,
where (0(Z))r×m denotes the linear space of all finitely supported sequences of r × m matrices on Z. Clearly,
û ∗ v = uˆvˆ. Let a be a matrix mask with multiplicity r . We say that a satisfies the sum rules of order m [13,15,25] if
there exists a sequence y ∈ (0(Z))1×r such that yˆ(0) = 0,[
yˆ(2·)aˆ(·)](j)(0) = yˆ(j)(0) and [yˆ(2·)aˆ(·)](j)(π) = 0 ∀j = 0, . . . ,m − 1. (2.3)
For y ∈ (0(Z))1×r and a positive integer m, as in [15], we define the space Vm,y by
Vm,y :=
{
v ∈ (0(Z))r×1: [yˆ(·)vˆ(·)](j)(0) = 0 ∀j = 0, . . . ,m − 1}. (2.4)
By convention, V0,y := (0(Z))r×1. Note that the above equations in (2.3) and (2.4) depend only on the values yˆ(j)(0),
j = 0, . . . ,m − 1.
For a mask a with multiplicity r , a sequence y ∈ (0(Z))1×r and a nonnegative integer m, we define
ρm(a, y) := sup
{
lim sup
n→∞
‖an ∗ v‖1/n(2(Z))r×1 : v ∈ Vm,y
}
, (2.5)
where ân(ξ) := aˆ(2n−1ξ) · · · aˆ(2ξ)aˆ(ξ) and ‖u‖22(Z) :=
∑
k∈Z |u(k)|2 for u ∈ 2(Z). Define
ρ(a) := inf{ρm(a, y): (2.3) holds for some m ∈ N ∪ {0} and some y ∈ (0(Z))1×r with yˆ(0) = 0}. (2.6)
As in [15, p. 61], we define the following quantity:
ν2(a) := −1/2 − log2 ρ(a). (2.7)
The above quantity ν2(a) plays a very important role in characterizing the convergence of a vector cascade algorithm
in Sobolev spaces (see [2,3,15,17,28,32] and many references therein for detail). In the above definition of ρ(a), it
seems that the sequences y (more precisely, the vectors yˆ(j)(0), j = 0, . . . ,m − 1) are not uniquely determined. We
shall see in Proposition 5.2 that up to a scalar multiplicative constant, the vectors yˆ(j)(0), j ∈ N ∪ {0} are quite often
uniquely determined.
For a finitely supported matrix mask a, the quantity ν2(a) can be numerically computed by finding the spectral
radius of certain finite matrix using an interesting algorithm in [26]. However, for an infinitely supported mask a, the
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closely related to the quantity ν2(a).
μ2(a) := sup
{
ν2(å): aˆ(ξ) = q1(ξ)d(ξ), åˆ(ξ) = q2(ξ)d(ξ) satisfying q1(0) = q2(0) = 0,
|q1(ξ)| |q2(ξ)| ∀ξ ∈ R
}
, (2.8)
where q2 and all components of d are 2π -periodic trigonometric polynomials. We shall see from Theorem 3.1 that
we always have μ2(a) ν2(a). Moreover, if a is finitely supported, then μ2(a) = ν2(a). By the algorithm in [26] and
Theorem 3.2 in this paper, we can estimate the quantity μ2(a).
Riesz multiwavelet bases in L2(R) can be obtained via the following algorithm, whose proof will be given in
Section 5.
Algorithm 2.2. Let a :Z → Cr×r be a finitely supported matrix mask on Z with multiplicity r such that ν2(a) > 0.
Let m be a positive integer.
(1) Uniquely calculate the column vectors ma(j), j = 0, . . . ,m − 1, from the mask a by the recursive formula (2.2).
(Since ν2(a) > 0, (2.1) must hold [15, Theorem 4.3] and therefore Lemma 2.1 applies.)
(2) Choose a finitely supported sequence b :Z → Cr×r such that
j∑
=0
j !
!(j − )! bˆ
(j−)(0)ma(j) = 0, j = 0, . . . ,m − 1, (2.9)
and
det
[
aˆ(ξ) aˆ(ξ + π)
bˆ(ξ) bˆ(ξ + π)
]
= 0 ∀ξ ∈ R. (2.10)
(3) Estimate μ2(a˜), where the matrix mask a˜ is defined to be
ˆ˜a(ξ) := [Ir0]
([
aˆ(ξ) aˆ(ξ + π)
bˆ(ξ) bˆ(ξ + π)
]T)−1 [
Ir
0
]
. (2.11)
If μ2(a˜) > 0, then ψ generates a Riesz multiwavelet basis in L2(R) and ψ has m vanishing moments, where the
wavelet function vector ψ is defined to be ψˆ(2ξ) := bˆ(ξ)φˆ(ξ) and φ denotes the compactly supported refinable
function vector associated with mask a satisfying φˆ(2ξ) = aˆ(ξ)φˆ(ξ) with φˆ(0) = 0.
Remark. For the scalar case r = 1, using extensive techniques from Fourier analysis, we are able to show that μ2(a˜) =
ν2(a˜) and in fact, Algorithm 2.2 presents a necessary and sufficient condition for ψ to generate a Riesz wavelet basis
in L2(R) with m vanishing moments. It is quite possible that this is also true for the general case of multiwavelets and
is currently under investigation.
3. Estimate the quantity μ2(a˜) and ν2(a˜)
In this section, we shall discuss how to estimate the quantities μ2(a˜) and ν2(a˜) in Algorithm 2.2.
Theorem 3.1. Let d be an r × r matrix of 2π -periodic functions in C∞(R). Let q1 and q2 be 2π -periodic functions
in C∞(R). Define two masks a1 and a2 by â1(ξ) := q1(ξ)d(ξ) and â2(ξ) := q2(ξ)d(ξ).
(i) If q1(0) = q2(0) = 0 and q1(ξ)/q2(ξ) is bounded in a neighborhood of ξ = π , and if a2 satisfies the sum rules of
order m, then a1 must satisfy the sum rules of order at least m.
(ii) If |q1(ξ)| |q2(ξ)| for all ξ ∈ R and q1(0) = q2(0) = 0, then ν2(a2) ν2(a1).
Proof. Suppose that a2 satisfies the sum rules of order m with a sequence y2 ∈ (0(Z))1×r , that is,
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(|ξ |m−1) and ŷ2(2ξ)â2(ξ + π) = o(|ξ |m−1), ξ → 0. (3.1)
Since q1(0) = q2(0) = 0, by [15, Lemma 2.2] or [19, Lemma 3.2], there exists a 2π -periodic trigonometric polynomial
q such that
q(0) = 1 and q(2ξ)q1(ξ) = q(ξ)q2(ξ) + o
(|ξ |m−1), ξ → 0. (3.2)
Denote ŷ1(ξ) := q(ξ)ŷ2(ξ). Now we show that a1 must satisfy the sum rules of order at least m with the sequence y1.
By (3.1) and (3.2), we deduce that when ξ → 0,
ŷ1(2ξ)â1(ξ) = q(2ξ)q1(ξ)ŷ2(2ξ)d(ξ) = q(ξ)q2(ξ)ŷ2(2ξ)d(ξ) + o
(|ξ |m−1)= q(ξ)[ŷ2(2ξ)â2(ξ)]+ o(|ξ |m−1)
= q(ξ)ŷ2(ξ) + o
(|ξ |m−1)= ŷ1(ξ) + o(|ξ |m−1).
That is, [ŷ1(2·)â1(·)](j)(0) = ŷ1(j)(0) for all j = 0, . . . ,m − 1.
On the other hand, let q3(ξ) := q(2ξ)q1(ξ)/q2(ξ). By q1(0) = q2(0) = 0, we have q3(0) = q(0) = 1 and q3(ξ) is
bounded in a neighborhood of ξ = π since q1(ξ)/q2(ξ) is bounded in a neighborhood of ξ = π . Therefore, by (3.1),
when ξ → 0, we have
ŷ1(2ξ)â1(ξ + π) = q(2ξ)q1(ξ + π)ŷ2(2ξ)d(ξ + π) = q3(ξ + π)ŷ2(2ξ)â2(ξ + π) = o
(|ξ |m−1).
That is, [ŷ1(2·)â1(·)](j)(π) = 0 for all j = 0, . . . ,m−1. Hence, if a2 satisfies the sum rules of order m with a sequence
y2, then a1 must satisfy the sum rules of order m with the sequence y1 such that yˆ1(ξ) = q(ξ)yˆ2(ξ). So, (i) holds.
By the assumption in (ii), |q1(ξ)/q2(ξ)|  1 for all ξ ∈ R and therefore, q1(ξ)/q2(ξ) is bounded in a neighbor-
hood of ξ = π . Suppose that a2 satisfies the sum rules of order m with a sequence y2 ∈ (0(Z))1×r . By what has
been proved, a1 must also satisfy the sum rules of order m with the vector y1, where ŷ1(ξ) = q(ξ)ŷ2(ξ) and q is
a 2π -periodic trigonometric polynomial with q(0) = 1. Since ŷ1(ξ) = q(ξ)ŷ2(ξ) for a 2π -periodic trigonometric
polynomial q with q(0) = 1, by [15, Lemma 3.3], it is easy to see that Vm,y1 = Vm,y2 . Denote
â1,n(ξ) := â1
(
2n−1ξ
) · · · â1(2ξ)â1(ξ) and â2,n(ξ) := â2(2n−1ξ) · · · â2(2ξ)â2(ξ).
Since â1(ξ) = q1(ξ)d(ξ) and â2(ξ) = q2(ξ)d(ξ), we have
â1,n(ξ) = q1
(
2n−1ξ
) · · ·q1(2ξ)q1(ξ)dn(ξ)
and
â2,n(ξ) = q2
(
2n−1ξ
) · · ·q2(2ξ)q2(ξ)dn(ξ),
where dn(ξ) := d(2n−1ξ) · · ·d(2ξ)d(ξ).
For any v ∈ Vm,y2 , by the assumption in (ii), we have
‖a1,n ∗ v‖2(2(Z))r×1 =
1
2π
π∫
−π
vˆ(ξ)T â1,n(ξ)
T â1,n(ξ)vˆ(ξ)dξ
= 1
2π
π∫
−π
∣∣q1(2n−1ξ) · · ·q1(2ξ)q1(ξ)∣∣2vˆ(ξ)T dn(ξ)T dn(ξ)vˆ(ξ)dξ
 1
2π
π∫
−π
∣∣q2(2n−1ξ) · · ·q2(2ξ)q2(ξ)∣∣2vˆ(ξ)T dn(ξ)T dn(ξ)vˆ(ξ)dξ
= 1
2π
π∫
−π
vˆ(ξ)T â2,n(ξ)
T â2,n(ξ)vˆ(ξ)dξ
= ‖a2,n ∗ v‖2 r×1 .(2(Z))
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lim sup
n→∞
‖a1,n ∗ v‖1/n(2(Z))r×1  lim supn→∞ ‖a2,n ∗ v‖
1/n
(2(Z))r×1
∀v ∈ Vm,y2 .
Since Vm,y1 = Vm,y2 , by (2.5) and the above inequality, we must have ρm(a1, y1) ρm(a2, y2). Hence, we conclude
that ρ(a1) ρ(a2) and therefore,
ν2(a2) := −1/2 − log2 ρ(a2)−1/2 − log2 ρ(a1) =: ν2(a1).
This completes the proof. 
Now we state the result for estimating the quantities μ2(a˜) and ν2(a˜) in Algorithm 2.2.
Theorem 3.2. Write ˆ˜a(ξ) := q(ξ)−1åˆ(ξ) such that å ∈ (0(Z))r×r is a finitely supported sequence of r × r matrices
on Z and q is a 2π -periodic trigonometric polynomial satisfying
q(0) = 1 and 0 < qmin  q(ξ) qmax < ∞ ∀ξ ∈ R
for some positive numbers qmin and qmax. (In case that q(ξ) is not real-valued but q(ξ) = 0 for all ξ ∈ R, we can
consider ˆ˜a(ξ) = 1|q(ξ)|2 q(ξ)åˆ(ξ), that is, replace q and åˆ by |q(ξ)|2 and q(ξ)åˆ(ξ), respectively.) For any positive even
integer n, define
q1(ξ) := 2
qmax + qmin
n−1∑
j=0
(
1 − 2q(ξ)
qmax + qmin
)j
+
(
1 − 2q(ξ)
qmax + qmin
)n(
(1 − q(ξ))2
qmax
− q(ξ)
)
and
q2(ξ) := 2
qmax + qmin
n−1∑
j=0
(
1 − 2q(ξ)
qmax + qmin
)j
+
(
1 − 2q(ξ)
qmax + qmin
)n(
(1 − q(ξ))2
qmin
− q(ξ)
)
.
Then both q1 and q2 converge to 1/q exponentially fast in the space L∞(R) as n → ∞. In addition,
q1(0) = q2(0) = 1 and q1(ξ) 1
q(ξ)
 q2(ξ) ∀ξ ∈ R. (3.3)
Define a˜1, a˜2 ∈ (0(Z))r×r bŷ˜a1(ξ) := q1(ξ)åˆ(ξ) and ̂˜a2(ξ) := q2(ξ)åˆ(ξ). (3.4)
If a˜ satisfies the sum rules of order m˜, then both a1 and a2 must satisfy the sum rules of order at least m˜. Moreover,
we have
ν2(a˜2) μ2(a˜) ν2(a˜). (3.5)
Note that when n is large enough, we have q1(ξ) 0 for all ξ ∈ R and consequently, we also have ν2(a˜2) μ2(a˜)
ν2(a˜) ν2(a˜1).
Proof. By calculation, we have the following identity:
1
x
= (1 − x)
n
x
+
n−1∑
j=0
(1 − x)j ∀x > 0, n ∈ N.
Setting x = 2q(ξ)/(qmax + qmin) and applying the above identity twice, we have
1
q(ξ)
= 2
qmax + qmin
n−1∑(
1 − 2q(ξ)
qmax + qmin
)j
+
(
1 − 2q(ξ)
qmax + qmin
)n( n1−1∑(
1 − q(ξ)) + (1 − q(ξ))n1
q(ξ)
)
.j=0 =0
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that (3.3) holds since n is an even integer and
q2(ξ) − 1
q(ξ)
=
(
1 − 2q(ξ)
qmax + qmin
)n(
1 − q(ξ))2( 1
qmin
− 1
q(ξ)
)
 0 ∀ξ ∈ R.
Since ∣∣∣∣1 − 2q(ξ)qmax + qmin
∣∣∣∣ qmax − qminqmax + qmin < 1 ∀ξ ∈ R,
both q1 and q2 converge to 1/q exponentially fast in the space L∞(R) as n → ∞. By Theorem 3.1, we conclude that
(3.5) holds.
If a˜ satisfies the sum rules of order m˜, by q1(0) = q2(0) = 1/q(0) = 0, it follows from Theorem 3.1 that both a˜1
and a˜2 must satisfy the sum rules of order m˜. The relation ν2(a˜2) μ2(a˜) ν2(a˜) ν2(a˜1) is a direct consequence
of Theorem 3.1. 
4. Some examples of Riesz multiwavelet bases on the real line
By Algorithm 2.2 in Section 2, in this section we shall present several examples of MRA Riesz multiwavelet bases
in L2(R) with short support derived from some refinable function vectors.
Example 4.1. The Hermite cubic spline function vector φ = (φ1, φ2)T is given by{
φ1(x) := (1 − 3x2 − 2x3)χ[−1,0] + (1 − 3x2 + 2x3)χ(0,1],
φ2(x) := (x + 2x2 + x3)χ[−1,0] + (x − 2x2 + x3)χ(0,1].
It is evident that φ ∈ (C1(R))2×1 is a Hermite interpolant of order 1, that is,
φ1(k) = δ(k), [φ1]′(k) = 0, φ2(k) = 0, [φ2]′(k) = δ(k) ∀k ∈ Z,
where δ is the Dirac sequence such that δ(0) = 1 and δ(k) = 0 for all k = 0. See [13,15] for more discussion on
refinable Hermite interpolants. Moreover, φ is a refinable function vector satisfying φˆ(2ξ) = aˆ(ξ)φˆ(ξ), where the
mask a is given by
a(−1) =
[
1/4 3/8
−1/16 −1/16
]
, a(0) =
[
1/2 0
0 1/4
]
, a(1) =
[
1/4 −3/8
1/16 −1/16
]
,
with a(k) = 0 for all k ∈ Z\{−1,0,1}. By Lemma 2.1, it follows from (2.2) that
ma(0) =
[
1
0
]
,
ma(1)
−i =
[
0
1
15
]
,
ma(2)
(−i)22! =
[ 1
15
0
]
,
ma(3)
(−i)33! =
[
0
1
315
]
,
ma(4)
(−i)44! =
[ 1
560
0
]
.
By calculation, ν2(a) = 2.5. Consider a sequence b ∈ (0(Z))2×2 supported on {−1,0,1}. To have a nontrivial solution
to the system of linear equations in (2.9), we find that m 4. Taking m = 3 and imposing symmetry on the sequence
b we find a parameterized solution for b as follows:
b(−1) = 1
4
[−2 −15
−s −15s − 2
]
, b(0) =
[
1 0
0 1
]
, b(1) = 1
4
[−2 15
s −15s − 2
]
, (4.1)
and b(k) = 0 for all k ∈ Z\{−1,0,1}. Consequently, we have
det
[
aˆ(ξ) aˆ(ξ + π)
bˆ(ξ) bˆ(ξ + π)
]
= 1
8
[
(39s − 7) + (21s + 11) cos(2ξ)].
The above determinant is nonzero for all ξ ∈ R if and only if |39s−7| > |21s+11|, that is, s ∈ (−∞,−1/15)∪(1,∞).
Now by (2.11), we have ˆ˜a(ξ) = q(ξ)−1åˆ(ξ), where
q(ξ) = 1
60s + 4
[
(39s − 7) + (21s + 11) cos(2ξ)],
and
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å(−2) = 1
240s + 16
[
15s + 17 −14s − 2
−48 84s + 16
]
, å(−1) = 1
240s + 16
[
60s + 4 4s − 4
144 32
]
,
å(0) = 1
240s + 16
[
90s − 26 0
0 312s + 32
]
, å(1) = 1
240s + 16
[
60s + 4 −4s + 4
−144 32
]
,
å(2) = 1
240s + 16
[
15s + 17 14s + 2
48 84s + 16
]
,
with å(k) = 0 for all k ∈ Z\{−2,−1,0,1,2}. For s ∈ (−∞,−1/15) ∪ (1,∞), we have
qmin := min
ξ∈R q(ξ) =
|39s − 7| − |21s + 11|
|60s + 4| = min
{
1,
9|s − 1|
|30s + 2|
}
and
qmax := max
ξ∈R
q(ξ) = |39s − 7| + |21s + 11||60s + 4| = max
{
1,
9|s − 1|
|30s + 2|
}
.
For any s ∈ (−∞,−1/15) ∪ (1,∞), ψ has at least 3 vanishing moments and ψ is supported on [−1,1]. When
s = −7/33, ψ has 4 vanishing moments.
Since ˆ˜a(0) = diag(1, 60s+815s+1 ), we see that |60s + 8| < |15s + 1| if and only if −7/15 < s < −1/5. Taking n = 4
in Theorem 3.2, we can estimate μ2(a˜) and ν2(a˜). See Fig. 1 for more detail. We find that when s = −125/512,
1.932383 < μ2(a˜)  ν2(a˜) < 1.935011, which is almost the best one. Therefore, when s = −125/512, ψ has 3
vanishing moments and by Algorithm 2.2, ψ generates a Riesz multiwavelet basis for L2(R) and therefore [8] for the
Sobolev space Wα(R) with −1.932383 < α < 2.5, where Wα(R) := {f ∈ L2(R):
∫
R
|fˆ (ξ)|2(1 + |ξ |2)α dξ < ∞}.
See Fig. 2 for the refinable function vector φ and the multiwavelet ψ with s = −125/512. When s = −7/33, ψ has
4 vanishing moments and 0.414076 < μ2(a˜)  ν2(a˜) < 0.414265. By calculation, the example given in [24] has 2
vanishing moments and 0.497088 < μ2(a˜)  ν2(a˜) < 0.500007. The example in [24] has been adapted in [24] to
obtain an interesting Riesz multiwavelet basis in H 10 ([0,1]) := {f ∈ L2([0,1]): f ′ ∈ L2 and f (0) = f (1) = 0}. We
mention that a biorthogonal multiwavelet with compact support is obtained in [9] with ν2(a˜) ≈ 0.824926 and ψ is
supported on [−2,2] with 2 vanishing moments.
Example 4.2. In this example we take the piecewise linear function vector φ supported on [−1,1] given in [23]. As
discussed in [23], φ is a refinable function vector satisfying φˆ(2ξ) = aˆ(ξ)φˆ(ξ), where the mask a is given by
a(−2) =
[
0 −√3/36
0 0
]
, a(−1) =
[−1/12 5√3/36
0 0
]
,
a(0) =
[
1/2 5
√
3/36
0 1/3
]
, a(1) =
[−1/12 −√3/36√
3/3 1/3
]
,
with a(k) = 0 for all k ∈ Z\{−2,−1,0,1}. By Lemma 2.1, it follows from (2.2) that
170 B. Han et al. / Appl. Comput. Harmon. Anal. 20 (2006) 161–183Fig. 2. (a) and (b) are the two components φ1 and φ2 of the refinable function vector φ in Example 4.1. (c) and (d) are the two components ψ1 and
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ma(0) =
[
1√
3
]
,
ma(1)
−i =
[
0√
3
2
]
,
ma(2)
(−i)22! =
[− 124
7
√
3
48
]
,
ma(3)
(−i)33! =
[
0√
3
32
]
,
ma(4)
(−i)44! =
[− 72880
31
√
3
5760
]
.
By calculation, ν2(a) = 1.5. Consider a sequence b ∈ (0(Z))2×2 such that b(k) = 0 for all k ∈ Z\{−2,−1,0,1}. In
order to have a nontrivial solution to the system of linear equations in (2.9), we find that m  3. Taking m = 3 and
imposing symmetry on the sequence b we find a unique solution
b(−2) =
[
0
√
3/36
0
√
6/36
]
, b(−1) =
[ −5/12 7√3/36
−5√2/12 7√6/36
]
,
b(0) =
[−1/2 7√3/36
0 −7√6/36
]
, b(1) =
[ −5/12 √3/36
5
√
2/12 −√6/36
]
with b(k) = 0 for all k ∈ Z\{−2,−1,0,1}. By calculation, we have
det
[
aˆ(ξ) aˆ(ξ + π)
bˆ(ξ) bˆ(ξ + π)
]
=
√
6
9
[
cos(2ξ) − 5] = 0 ∀ξ ∈ R.
Now, by (2.11), we have
ˆ˜a(ξ) = q(ξ)−1åˆ(ξ) with q(ξ) = 1
4
[
5 − cos(2ξ)],
and
å(−2) =
[
0 −√3/8
0 −1/32
]
, å(−1) =
[ −1/8 √3/4
−√3/48 −3/32
]
, å(0) =
[
3/4
√
3/4
−√3/24 1/2
]
,
å(1) =
[ −1/8 −√3/8
7
√
3/24 1/2
]
, å(2) =
[
0 0
−√3/24 −3/32
]
, å(3) =
[
0 0
−√3/48 −1/32
]
,
with å(k) = 0 for all k ∈ Z\{−2,−1,0,1,2,3}. Note that 1 = qmin  q(ξ)  qmax = 3/2. Taking n = 4 in Theo-
rem 3.2, we find that 1.499952 < μ2(a˜) ν2(a˜) < 1.500002. The multiwavelet ψ has 3 vanishing moments and by
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Algorithm 2.2, ψ generates a Riesz multiwavelet basis in L2(R). See Fig. 3 for the refinable function vector φ and
the multiwavelet ψ . We note that [23, Example 3.1.1.] has 2 vanishing moments and 1.000000  μ2(a˜)  ν2(a˜) 
1.000001.
Example 4.3. Let a be a mask given by
a(−2) =
[
1/256 0
7/512 1/32
]
, a(−1) =
[
1/4 15/32
−1/32 −7/64
]
, a(0) =
[
63/128 0
0 3/16
]
,
a(1) =
[
1/4 −15/32
1/32 −7/64
]
, a(2) =
[
1/256 0
−7/512 1/32
]
,
with a(k) = 0 for all k ∈ Z\{−2,−1,0,1,2}. By calculation, we have ν2(a) = 4.5 and the refinable function vector φ
is a vector of C3 spline functions.
By Lemma 2.1, it follows from (2.2) that
ma(0) =
[
1
0
]
,
ma(1)
−i =
[
0
1
252
]
,
ma(2)
(−i)22! =
[ 11
126
0
]
,
ma(3)
(−i)33! =
[
0
− 1315
]
,
ma(4)
(−i)44! =
[ 13
3780
0
]
,
ma(5)
(−i)55! =
[
0
− 31110880
]
,
ma(6)
(−i)66! =
[ 1
11880
0
]
,
ma(7)
(−i)77! =
[
0
− 5141454053600
]
,
ma(8)
(−i)88! =
[ 5321
3632428800
0
]
.
Consider a sequence b ∈ (0(Z))2×2 supported on {−2,−1,0,1,2}. To have a nontrivial solution to the system of
linear equations in (2.9), we find that m  8. Taking m = 7 and imposing symmetry on the sequence b we find a
parameterized solution for b as follows:
b(−2) =
[ 180493
1528678
83200
764339
− 1256 s 1476369383 − 2927951110128 s
]
, b(−1) =
[ − 472416764339 − 14206580764339
275
555064 + 534194440512 s − 4079269383 + 29452552220256 s
]
,
b(2) =
[ 180493
1528678 − 83200764339
1
256 s
14763
69383 − 2927951110128 s
]
, b(1) =
[ − 472416764339 14206580764339
− 275555064 − 534194440512 s − 4079269383 + 29452552220256 s
]
,
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with b(0) = I2 and b(k) = 0 for all k ∈ Z\{−2,−1,0,1,2}. Now by (2.11), we have ˆ˜a(ξ) = q(ξ)−1åˆ(ξ), where å is
supported on [−5,5] and
q(ξ) := A(ξ)/A(0), where A(ξ) := det
[
aˆ(ξ) aˆ(ξ + π)
bˆ(ξ) bˆ(ξ + π)
]
.
Note that
ˆ˜a(0) =
[
1 0
0 8(3530845s−2887888)317528+9731455s
]
.
We find that the eigenvalue other than 1 of ˆ˜a(0) is less than 1 in modulus if and only if 0.599964 ≈ 690472/1150855 <
s < 23420632/18515305 ≈ 1.264934.
Taking n = 2 in Theorem 3.2, we can estimate μ2(a˜) and ν2(a˜). We find that when s = 103/128, 4.3183708 <
μ2(a˜) ν2(a˜) < 4.428120, which is almost the best one. Therefore, when s = 103/128, ψ has 7 vanishing moments
and ψ generates a Riesz multiwavelet basis for the Sobolev space Wα(R) with −4.3183708 < α < 4.5. See Fig. 4 for
the refinable function vector φ and the multiwavelet ψ with s = 103/128.
5. Proof of Algorithm 2.2 and some auxiliary results
In this section, generalizing the results in [20] and using some techniques in [15], we shall establish some results
on Riesz multiwavelet bases in L2(R). At the end of this section, we shall give a proof to Algorithm 2.2 stated in
Section 2.
As in [20], we say that a function f :R → C has polynomial decay if (1+| · |)j f ∈ L∞(R) for all j ∈ N. Similarly,
we say that a function vector f has polynomial decay if each component of f has polynomial decay.
For a sequence a of r × s matrices on Z, we say that a has polynomial decay if supk∈Z(1 + |k|)j‖a(k)‖ < ∞ for
all j ∈ N. Clearly, the sequence a has polynomial decay if and only if aˆ ∈ (C∞(R))r×s .
Combining [15, Theorem 3.6] and [20, Lemma 3.1], we have the following result.
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and m be a positive integer. Then [yˆ(·)fˆ (·)](j)(2πk) = 0 for all k ∈ Z and j = 0, . . . ,m − 1, if and only if, for
some positive integer Nf , f =∑Nfj=1 vj ∗ hj for some function vectors hj ∈ (L2(R))r×1 with polynomial decay and
vj ∈ Vm,y , where Vm,y is defined in (2.4) and vj ∗ hj :=∑k∈Z vj (k)hj (· − k).
The following result is a special case of [13, Theorem 3.1], which plays a critical role in the CBC (coset by coset)
algorithm for constructing compactly supported biorthogonal multiwavelets with arbitrarily high vanishing moments
in [13]. The following result will be needed later. For the purpose of completeness, we present a proof here.
Proposition 5.2. Let a, a˜ :Z → Cr×r be two sequences of r × r matrices on Z such that a˜ is a dual mask of a, that is,
ˆ˜a(ξ)aˆ(ξ)T + ˆ˜a(ξ + π)aˆ(ξ + π)T = Ir . (5.1)
Suppose that (2.1) holds. If a˜ satisfies the sum rules of order m˜ with a sequence y˜ ∈ (0(Z))1×r , then there exists a
nonzero constant c such that ˆ˜y(j)(0) = cma(j)T for all j = 0, . . . , m˜ − 1, where the vectors ma(j), j ∈ N ∪ {0} are
uniquely defined in (2.2) of Lemma 2.1.
Proof. By assumption, a˜ satisfies the sum rules of order m˜ with the sequence y˜, which is equivalent to
ˆ˜y(2ξ) ˆ˜a(ξ) = ˆ˜y(ξ) + o(|ξ |m˜−1) and ˆ˜y(2ξ) ˆ˜a(ξ + π) = o(|ξ |m˜−1), ξ → 0. (5.2)
It follows from (5.1) and (5.2) that
ˆ˜y(2ξ) = ˆ˜y(2ξ) ˆ˜a(ξ)aˆ(ξ)T + ˆ˜y(2ξ) ˆ˜a(ξ + π)aˆ(ξ + π)T = ˆ˜y(ξ)aˆ(ξ)T + o(|ξ |m˜−1), ξ → 0.
That is,
aˆ(ξ) ˆ˜y(ξ)T = ˆ˜y(2ξ)T + o(|ξ |m˜−1), ξ → 0.
By the uniqueness of the vectors ma(j) (j ∈ N ∪ {0}), there exists a nonzero constant c such that ˆ˜y(j)(0)T = cma(j)
for all j = 0, . . . , m˜ − 1. This completes the proof. 
Proposition 5.3. Let a, b, a˜, b˜ :Z → Cr×r be sequences of r × r matrices on Z such that[ ˆ˜a(ξ) ˆ˜a(ξ + π)
ˆ˜
b(ξ)
ˆ˜
b(ξ + π)
][
aˆ(ξ) aˆ(ξ + π)
bˆ(ξ) bˆ(ξ + π)
]T
=
[
Ir 0
0 Ir
]
. (5.3)
If (2.1) holds, then a˜ satisfies the sum rules of order m˜ if and only if b satisfies
j∑
=0
j !
!(j − )! bˆ
(j−)(0)ma() = 0 ∀j = 0, . . . , m˜ − 1, (5.4)
where the vectors ma(j) (j ∈ N ∪ {0}) are uniquely given in (2.2). Similarly, if (2.1) holds with aˆ(0) being replaced
by ˆ˜a(0), then a satisfies the sum rules of order m if and only if b˜ satisfies
j∑
=0
j !
!(j − )!
ˆ˜
b
(j−)
(0)ma˜() = 0 ∀j = 0, . . . ,m − 1, (5.5)
where the vectors ma˜(j) (j ∈ N ∪ {0}) are uniquely defined in (2.2) with aˆ being replaced by ˆ˜a.
Proof. Suppose that a˜ satisfies the sum rules of order m˜ with a sequence y˜ ∈ (0(Z))1×r . Then ˆ˜y(0) = 0 and
ˆ˜y(2ξ) ˆ˜a(ξ) = ˆ˜y(ξ) + o(|ξ |m˜−1) and ˆ˜y(2ξ) ˆ˜a(ξ + π) = o(|ξ |m˜−1), ξ → 0.
By (5.3), we have ˆ˜a(ξ)bˆ(ξ)T + ˆ˜a(ξ + π)bˆ(ξ + π)T = 0. Therefore, we deduce
0 = ˆ˜y(2ξ) ˆ˜a(ξ)bˆ(ξ)T + ˆ˜y(2ξ) ˆ˜a(ξ + π)bˆ(ξ + π)T = ˆ˜y(ξ)bˆ(ξ)T + o(|ξ |m˜−1), ξ → 0.
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0 = [bˆ(·) ˆ˜y(·)T ](j)(0) = j∑
=0
j !
!(j − )! bˆ
(j−)(0) ˆ˜y()(0)T , j = 0, . . . , m˜ − 1. (5.6)
Since (2.1) holds and a˜ is a dual mask of a, by Proposition 5.2, there exists a nonzero constant c such that ˆ˜y()(0) =
cma()T for all  = 0, . . . , m˜ − 1. Therefore, (5.4) holds.
Conversely, suppose that (5.4) holds. Since (2.1) holds, we have some y˜ ∈ (0(Z))1×r such that ˆ˜y(j)(0) = ma(j)T
for all j = 0, . . . , m˜− 1. By the definition of the vectors ma(j), this is equivalent to ˆ˜y(2ξ) = ˆ˜y(ξ)aˆ(ξ)T + o(|ξ |m˜−1),
as ξ → 0. Now we see that (5.4) is equivalent to ˆ˜y(ξ)bˆ(ξ)T = o(|ξ |m˜−1), as ξ → 0. From (5.3), we have
aˆ(ξ)T ˆ˜a(ξ) + bˆ(ξ)T ˆ˜b(ξ) = Ir and aˆ(ξ)T ˆ˜a(ξ + π) + bˆ(ξ)T ˆ˜b(ξ + π) = 0.
Therefore, by ˆ˜y(ξ)bˆ(ξ)T = o(|ξ |m˜−1) and ˆ˜y(ξ)aˆ(ξ)T = ˆ˜y(2ξ) + o(|ξ |m˜−1), as ξ → 0, we have
ˆ˜y(ξ) = ˆ˜y(ξ)aˆ(ξ)T ˆ˜a(ξ) + ˆ˜y(ξ)bˆ(ξ)T ˆ˜b(ξ) = ˆ˜y(2ξ) ˆ˜a(ξ) + o(|ξ |m˜−1)
and
0 = ˆ˜y(ξ)aˆ(ξ)T ˆ˜a(ξ + π) + ˆ˜y(ξ)bˆ(ξ)T ˆ˜b(ξ + π) = ˆ˜y(2ξ) ˆ˜a(ξ + π) + o(|ξ |m˜−1).
Since ˆ˜y(0) = ma(0)T = 0, a˜ must satisfy the sum rules of order m˜ with the sequence y˜. 
We need the following result which is critical in our proof of the main result in this section and may be also useful
for investigating other problems on biorthogonal multiwavelets.
Lemma 5.4. Let aˆ, ˆ˜a be two r × r matrices of 2π -periodic functions in C∞(R) such that a˜ is a dual mask of a
(that is, (5.1) holds) and (2.1) holds for both aˆ(0) and ˆ˜a(0). Suppose that a and a˜ satisfy the sum rules of orders m
and m˜ with some sequences y, y˜ ∈ (0(Z))1×r , respectively. Then there exist function vectors f, f˜ ∈ (L2(R))r×1 ∩
(Cm+m˜−2(R))r×1 with polynomial decay (in fact, one is compactly supported and the other has exponential decay)
such that
(i) [fˆ (·)T ˆ˜f (·)](j)(0) = δ(j) for all j = 0, . . . ,m + m˜ − 2 and[
aˆ(·)fˆ (·)](j)(0) = [fˆ (2·)](j)(0) ∀j = 0, . . . ,m − 1,[ ˆ˜a(·) ˆ˜f (·)]()(0) = [ ˆ˜f (2·)]()(0) ∀ = 0, . . . , m˜ − 1. (5.7)
(ii) The shifts of f and f˜ are biorthogonal: 〈f, f˜ (· − k)〉 = δ(k)Ir for all k ∈ Z.
(iii) [yˆ(·)fˆ (·)](j)(2πk) = [ ˆ˜y(·) ˆ˜f (·)](j)(2πk) = δ(k)δ(j) for all k ∈ Z and j = 0, . . . ,m + m˜ − 2.
Proof. Without loss of generality, we assume that m m˜. Since a satisfies the sum rules of order m and (2.1) holds,
by [19, Theorem 2.3] or [15, Proposition 2.4], there exists an invertible r×r matrix U(ξ) of 2π -periodic trigonometric
polynomials such that
(1) U(ξ)−1 is an r × r matrix of 2π -periodic trigonometric polynomials.
(2) [yˆ(·)U(·)−1](j)(0) = [∗,0, . . . ,0] for all j = 0, . . . ,m − 1, where ∗ denotes some number.
(3) U(2ξ)aˆ(ξ)U(ξ)−1 takes the form[
aˆ1,1(ξ) aˆ1,2(ξ)
aˆ2,1(ξ) aˆ2,2(ξ)
]
(5.8)
such that
aˆ1,1(0) = 1, aˆ(j)(π) = 0, aˆ(j)(0) = 0, aˆ(j)(0) = aˆ(j)(π) = 0 ∀j = 0, . . . ,m − 1, (5.9)1,1 2,1 1,2 1,2
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functions in C∞(R).
Replacing the functions aˆ, ˆ˜a, yˆ and ˆ˜y by U(2ξ)aˆ(ξ)U(ξ)−1, U(2ξ)T ˆ˜a(ξ)[U(ξ)T ]−1, yˆ(ξ)U(ξ)−1 and
ˆ˜y(ξ)[U(ξ)T ]−1, respectively, by [15, Proposition 2.4] or [19, Lemma 2.1], we see that all the conditions in Lemma 5.4
still hold. So, without loss of generality, by [15, Proposition 2.4], we can assume that aˆ takes the form in (5.8) and
(5.9) with yˆ(ξ) = [d(ξ),0, . . . ,0] for some 2π -periodic trigonometric polynomial d(ξ) with d(0) = 1.
In the following, we show that ˆ˜y(j)(0) = [1/d](j)(0) for all j = 0, . . . , m˜ − 1, that is, we can take ˆ˜y(ξ) =
[1/d(ξ),0, . . . ,0]. Since a˜ satisfies the sum rules of order m˜ with the sequence y˜ and (2.1) holds with aˆ(0) be-
ing replaced by ˆ˜a(0), by Proposition 5.2, there must exist a nonzero constant c such that ˆ˜y(j)(0) = cma(j)T for all
j = 0, . . . , m˜ − 1, where the vectors ma(j), j ∈ N ∪ {0}, are uniquely defined in (2.2). Since aˆ takes the form in (5.8)
and (5.9), we know that
aˆ(j)(0) =
[
aˆ
(j)
1,1(0) 0
0 aˆ(j)2,2(0)
]
, j = 0, . . . ,m − 1. (5.10)
By induction and m˜  m, it follows from (2.2) and (5.10) that all the components except the first component of the
vectors ma(j), j = 0, . . . , m˜ − 1, must be zero, that is, ma(j) = [∗,0, . . . ,0]T for all j = 0, . . . , m˜ − 1, where ∗
denotes some number. Therefore, we can assume that ˆ˜y(ξ) = [ ˆ˜y1(ξ),0, . . . ,0] for some y˜1 ∈ 0(Z). By the definition
of ma(j) and ˆ˜y(j)(0) = cma(j)T for all j = 0, . . . , m˜−1, we see that ˆ˜y(2ξ) = ˆ˜y(ξ) ˆ˜a(ξ)T +o(|ξ |m˜−1). Now it follows
from (5.10) that
ˆ˜y1(2ξ) = ˆ˜y1(ξ)aˆ1,1(ξ) + o
(|ξ |m˜−1). (5.11)
On the other hand, since a satisfies the sum rules of order m with the sequence y, by the definition of sum rules in
(2.3), it follows from the special form of aˆ in (5.8) and (5.9) with yˆ(ξ) = [d(ξ),0, . . . ,0] that
d(ξ) = d(2ξ)aˆ1,1(ξ) + o
(|ξ |m−1), ξ → 0. (5.12)
Consequently, by m m˜ and d(0) = 1, it follows from the above relation that
d(2ξ)−1 = d(ξ)−1aˆ1,1(ξ) + o
(|ξ |m˜−1), ξ → 0. (5.13)
Since aˆ1,1(0) = 1, up to a scalar multiplicative constant, the solution { ˆ˜y(j)1 (0): j = 0, . . . , m˜ − 1} to the system
of linear equations in (5.11) is unique. Now it follows from (5.11) and (5.13) that ˆ˜y(j)1 (0) = [1/d(·)](j)(0) for all
j = 0, . . . , m˜− 1. Consequently, we can take ˆ˜y1(ξ) = 1/d(ξ). Therefore, we have yˆ(ξ) = [d(ξ),0, . . . ,0] and ˆ˜y(ξ) =
[1/d(ξ),0, . . . ,0] with d(0) = 1.
In the following, we shall construct the desired function vectors f and f˜ . It is well known [10] that there is a
compactly supported orthogonal refinable function η0 ∈ Cm+m˜−2(R) with dilation factor r+1 such that η̂0(0) = 1 and
η̂0((r+1)ξ) = uˆ(ξ)η̂0(ξ) for some finitely supported mask u ∈ 0(Z), where r is the multiplicity of the matrix mask a.
Since η0 ∈ Cm+m˜−2(R) is an orthogonal refinable function with dilation factor r + 1, there exist compactly supported
wavelet functions η ∈ Cm+m˜−2(R),  = 1, . . . , r , such that {η(· − k): k ∈ Z,  = 0, . . . , r} is an orthonormal system
and
(1) η̂0(j)(2πk) = 0 for all k ∈ Z\{0} and j = 0, . . . ,m + m˜ − 2.
(2) [η̂0(·)η̂0(·)](j)(0) = δ(j) and η̂(j)(0) = 0 for all j = 0, . . . ,m + m˜ − 2 and  = 1, . . . , r .
By [15, Lemma 3.4] and d(0) = η̂0(0) = 1, there exists a 2π -periodic trigonometric polynomial c(ξ) such that
‖1 − c‖L∞(R) < 1/2 and
c(j)(0) =
[
1
d(·)η̂0(·)
](j)
(0) ∀j = 1, . . . ,m + m˜ − 2.
That is,
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(|ξ |m+m˜−2), ξ → 0. (5.14)
Define two function vectors f := (f1, . . . , fr )T and f˜ := (f˜1, . . . , f˜r )T by
f̂1(ξ) := c(ξ)η̂0(ξ), f := η−1,  = 2, . . . , r
and ̂˜
f1(ξ) := c(ξ)−1η̂0(ξ), f˜ := η−1,  = 2, . . . , r.
Since |1 − c(ξ)| < 1/2 for all ξ ∈ R, the 2π -periodic trigonometric polynomial c must satisfy 1/2  |c(ξ)|  3/2
for all ξ ∈ R. Therefore, it is easy to see that f is compactly supported and f˜ has polynomial decay (in fact, f˜ has
exponential decay).
Now we show that (i) must be true. By the definition of f and f˜ , it follows from (1) and (2) that
fˆ (ξ)T
ˆ˜
f (ξ) = η̂0(ξ)η̂0(ξ) +
r−1∑
=1
η̂(ξ)η̂(ξ) = 1 + o
(|ξ |m+m˜−2), ξ → 0. (5.15)
That is, [fˆ (·)T ˆ˜f (·)](j)(0) = δ(j) for all j = 0, . . . ,m + m˜ − 2. Since η̂(ξ) = o(|ξ |m+m˜−2) as ξ → 0 for all  =
1, . . . , r , when ξ → 0, we have
aˆ(ξ)fˆ (ξ) − fˆ (2ξ) = [aˆ1,1(ξ)f̂1(ξ) − f̂1(2ξ), aˆ2,1(ξ)f̂1(ξ)]T + o(|ξ |m+m˜−2), (5.16)
and similarly,
ˆ˜a(ξ) ˆ˜f (ξ) − ˆ˜f (2ξ) = [ ˆ˜a1,1(ξ)̂˜f1(ξ) − ̂˜f1(2ξ), ˆ˜a2,1(ξ)̂˜f1(ξ)]T + o(|ξ |m+m˜−2). (5.17)
Since f̂1(ξ) = c(ξ)η̂0(ξ), by (5.12) and (5.14), we have
aˆ1,1(ξ)f̂1(ξ) − f̂1(2ξ) = aˆ1,1(ξ)c(ξ)η̂0(ξ) − c(2ξ)η̂0(2ξ)
= [aˆ1,1(ξ)d(2ξ)c(ξ)d(ξ)η̂0(ξ) − d(ξ)c(2ξ)d(2ξ)η̂0(2ξ)]/[d(ξ)d(2ξ)]
= [aˆ1,1(ξ)d(2ξ) − d(ξ)]/[d(ξ)d(2ξ)]+ o(|ξ |m+m˜−2)
= o(|ξ |m−1), ξ → 0.
By (5.9), aˆ2,1(ξ) = o(|ξ |m−1), as ξ → 0. Therefore, [aˆ(·)fˆ (·)](j)(0) = [fˆ (2·)](j)(0) for all j = 0, . . . ,m − 1. So, the
first part of (5.7) holds.
In order to show the second part of (5.7), let us first show that ˆ˜a must take the following form:
ˆ˜a(ξ) =
[ ˆ˜a1,1(ξ) ˆ˜a1,2(ξ)
ˆ˜a2,1(ξ) ˆ˜a2,2(ξ)
]
(5.18)
such that
ˆ˜a1,1(0) = 1, ˆ˜a(j)1,1(π) = 0, ˆ˜a
(j)
2,1(0) = 0, ˆ˜a
(j)
1,2(0) = ˆ˜a
(j)
1,2(π) = 0 ∀j = 0, . . . , m˜ − 1. (5.19)
Since a˜ satisfies the sum rules of order m˜ with the sequence y˜ such that ˆ˜y(ξ) = [1/d(ξ),0, . . . ,0] and d(0) = 1, by
the definition of sum rules in (2.3), it is easy to see that
ˆ˜a1,1(0) = 1, ˆ˜a(j)1,1(π) = 0 and ˆ˜a
(j)
1,2(0) = ˆ˜a
(j)
1,2(π) = 0 ∀j = 0, . . . , m˜ − 1. (5.20)
On the other hand, by (5.8) and (5.18), it follows from (5.1) that
0 = ˆ˜a2,1(ξ)aˆ1,1(ξ) + ˆ˜a2,2(ξ)aˆ1,2(ξ)T + ˆ˜a2,1(ξ + π)aˆ1,1(ξ + π) + ˆ˜a2,2(ξ + π)aˆ1,2(ξ + π)T ,
1 = ˆ˜a1,1(ξ)aˆ1,1(ξ) + ˆ˜a1,2(ξ)aˆ1,2(ξ)T + ˆ˜a1,1(ξ + π)aˆ1,1(ξ + π) + ˆ˜a1,2(ξ + π)aˆ1,2(ξ + π)T .
By (5.9) and (5.20), it follows from the above identities that
ˆ˜a2,1(ξ) = o
(|ξ |m−1) and ˆ˜a1,1(ξ)aˆ1,1(ξ) = 1 + o(|ξ |m+m˜−2), ξ → 0. (5.21)
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Now by a similar argument, it follows from (5.17) that the second part of (5.7) holds. So, (i) holds. Since {η(· −
k): k ∈ Z,  = 0, . . . , r} is an orthonormal system, by a simple calculation, it is easy to check that 〈f, f˜ (· − k)〉 =
δ(k)Ir for all k ∈ Z. Therefore, (ii) holds.
Since η̂0(j)(2πk) = 0 for all k ∈ Z\{0} and j = 0, . . . ,m + m˜ − 2, by the Leibniz differentiation formula, we
deduce that[
yˆ(·)fˆ (·)](j)(2πk) = [d(·)c(·)η̂0(·)](j)(2πk) = 0 ∀k ∈ Z\{0} and j = 0, . . . ,m + m˜ − 2
and [ ˆ˜y(·) ˆ˜f (·)](j)(2πk) = [ η̂0(·)
d(·) c(·)
](j)
(2πk) = 0 ∀k ∈ Z\{0} and j = 0, . . . ,m + m˜ − 2.
To prove (iii), it suffices to show that
yˆ(ξ)fˆ (ξ) = 1 + o(|ξ |m+m˜−2) and ˆ˜y(ξ) ˆ˜f (ξ) = 1 + o(|ξ |m+m˜−2), ξ → 0. (5.22)
By yˆ(ξ) = [d(ξ),0, . . . ,0] and ˆ˜y(ξ) = [1/d(ξ),0, . . . ,0], it follows from (5.14) that
yˆ(ξ)fˆ (ξ) = d(ξ)c(ξ)η̂0(ξ) = 1 + o
(|ξ |m+m˜−2), ξ → 0
and as ξ → 0,
ˆ˜y(ξ) ˆ˜f (ξ) = 1
d(ξ)
1
c(ξ)
η̂0(ξ) = η̂0(ξ)
c(ξ) d(ξ) η̂0(ξ)
η̂0(ξ) = η̂0(ξ)η̂0(ξ) + o
(|ξ |m+m˜−2).
By (2), we have η̂0(ξ)η̂0(ξ) = 1 + o(|ξ |m+m˜−2). Therefore, (5.22) holds and (iii) is verified. 
For f,g ∈ (L2(R))r×s , the bracket product [27] is defined to be
[f,g](ξ) :=
∑
k∈Z
f (ξ + 2πk)g(ξ + 2πk)T , ξ ∈ R.
Let ψ = (ψ1, . . . ,ψr)T ∈ (L2(R))r×1 be a function vector. We say that ψ generates a Bessel multiwavelet sequence
in L2(R) if there exists a positive constant C such that
r∑
=1
∑
j∈Z
∑
k∈Z
∣∣〈f,ψj,k 〉∣∣2  C‖f ‖2 ∀f ∈ L2(R),
where ψj,k := 2j/2ψ(2j · −k), j, k ∈ Z and  = 1, . . . , r .
The main result in this section is as follows.
Theorem 5.5. Let a, b :Z → Cr×r be two sequences of r × r matrices on Z such that aˆ, bˆ ∈ (C∞(R))r×r and
det
[
aˆ(ξ) aˆ(ξ + π)
bˆ(ξ) bˆ(ξ + π)
]
= 0 ∀ξ ∈ R. (5.23)
Define two sequences a˜, b˜ :Z → Cr×r by[ ˆ˜a(ξ)
ˆ˜
b(ξ)
]
:=
([
aˆ(ξ) aˆ(ξ + π)
bˆ(ξ) bˆ(ξ + π)
]T)−1 [
Ir
0
]
. (5.24)
Suppose that (2.1) holds for both aˆ(0) and ˆ˜a(0). Then there exist two r ×1 vectors φ, φ˜ of tempered distributions such
that
φˆ(2ξ) = aˆ(ξ)φˆ(ξ), ˆ˜φ(2ξ) = ˆ˜a(ξ) ˆ˜φ(ξ), and φˆ(0)T ˆ˜φ(0) = 1. (5.25)
Define two wavelet function vectors ψ, ψ˜ by
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If ν2(a) > 0 and ν2(a˜) > 0, then φ,ψ, φ˜, ψ˜ ∈ (L2(R))r×1 and〈
φ, φ˜(· − k)〉= 〈ψ, ψ˜(· − k)〉= δ(k)Ir ,〈
φ, ψ˜(· − k)〉= 〈ψ, φ˜(· − k)〉= 0 ∀k ∈ Z. (5.27)
Moreover, if
(i) [φˆ, φˆ] ∈ (L∞(R))r×r and [ ˆ˜φ, ˆ˜φ] ∈ (L∞(R))r×r ,
(ii) each of ψ and ψ˜ generates a Bessel multiwavelet sequence in L2(R),
then ψ generates a Riesz multiwavelet basis in L2(R).
Proof. Since ν2(a) > 0 and ν2(a˜) > 0, by the definition of ν2(a) and ν2(a˜), for any ρ, ρ˜ such that 2−ν2(a) < ρ < 1
and 2−ν2(a˜) < ρ˜ < 1, there exist y, y˜ ∈ (0(Z))1×r such that yˆ(0) = 0, ˆ˜y(0) = 0 and
(1) a satisfies the sum rules of order m with the sequence y.
(2) a˜ satisfies the sum rules of order m˜ with the sequence y˜.
(3) ρm(a, y) < ρ2−1/2 and ρm˜(a˜, y˜) < ρ˜2−1/2.
Since ν2(a) > 0 and ν2(a˜) > 0, by [15, Proposition 4.1], we must have m 1 and m˜ 1. Now by Lemma 5.4, there
exist two function vectors f and f˜ with polynomial decay such that (i)–(iii) of Lemma 5.4 hold.
Now we consider the cascade sequences fn := Qnaf and f˜n := Qna˜f˜ , where the cascade operators Qa,Qa˜ :
(L2(R))r×1 → (L2(R))r×1 are defined to be
Q̂af (ξ) := aˆ(ξ/2)fˆ (ξ/2) and ̂Qa˜f˜ (ξ) := ˆ˜a(ξ/2) ˆ˜f (ξ/2).
Denote g := Qaf − f and g˜ := Qa˜f˜ − f˜ . Since all f, f˜ , a and a˜ have polynomial decay, the function vectors g and
g˜ must also have polynomial decay. Now we show that[
yˆ(·)gˆ(·)](j)(2πk) = 0 ∀k ∈ Z and j = 0, . . . ,m − 1 (5.28)
and [ ˆ˜y(·) ˆ˜g(·)](j)(2πk) = 0 ∀k ∈ Z and j = 0, . . . , m˜ − 1. (5.29)
Note that gˆ(ξ) = aˆ(ξ/2)fˆ (ξ/2) − fˆ (ξ). Therefore, for any k ∈ Z, by (iii) of Lemma 5.4, we have
[
yˆ(·)gˆ(·)](j)(2πk) = −[yˆ(·)fˆ (·)](j)(2πk) + j∑
=0
j !
!(j − )!
[
yˆ(·)aˆ(·/2)](j−)(2πk)[fˆ (·/2)]()(2πk)
= −[yˆ(·)fˆ (·)](j)(2πk) + 2−j j∑
=0
j !
!(j − )!
[
yˆ(2·)aˆ(·)](j−)(πk)fˆ ()(πk).
Since a satisfies the sum rules of order m with the sequence y, we have[
yˆ(2·)aˆ(·)](j−)(πk) = { yˆ(j−)(πk), k is even,
0, k is odd.
(5.30)
Consequently, when k is odd, it follows from (5.30) and (iii) of Lemma 5.4 that
[
yˆ(·)gˆ(·)](j)(2πk) = −δ(j)δ(k) + 2−j j∑
=0
j !
!(j − )!
[
yˆ(2·)aˆ(·)](j−)(πk)fˆ ()(πk)
= −δ(j)δ(k) = 0 ∀j = 0, . . . ,m − 1
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[
yˆ(·)gˆ(·)](j)(2πk) = −δ(j)δ(k) + 2−j j∑
=0
j !
!(j − )! yˆ
(j−)(πk)fˆ ()(πk)
= −δ(j)δ(k) + 2−j [yˆ(·)fˆ (·)](j)(πk)
= −δ(j)δ(k) + 2−j δ(j)δ(k)
= 0.
Therefore, (5.28) holds. By a similar argument, (5.29) can be verified.
Since (5.28) and (5.29) hold, by Lemma 5.1, there exist function vectors hj , h˜ ∈ (L2(R))r×1 with polynomial
decay such that
g =
Ng∑
j=1
vj ∗ hj and g˜ =
Ng˜∑
=1
v˜ ∗ h˜,
where vj ∈ Vm,y for all j = 1, . . . ,Ng and v˜ ∈ Vm˜,y˜ for all  = 1, . . . ,Ng˜ .
By induction, we have
fn+1 − fn = Qnag = 2n
∑
k∈Z
an(k)g
(
2n · −k)= 2n∑
k∈Z
Ng∑
j=1
an(k)(vj ∗ hj )
(
2n · −k)
= 2n
Ng∑
j=1
∑
k∈Z
(an ∗ vj )(k)hj
(
2n · −k)
and similarly,
f˜n+1 − f˜n = Qna˜g˜ = 2n
Ng˜∑
=1
∑
k∈Z
(a˜n ∗ v˜)(k)h˜
(
2n · −k),
where ân(ξ) := aˆ(2n−1ξ) · · · aˆ(2ξ)aˆ(ξ) and ̂˜an(ξ) := ˆ˜a(2n−1ξ) · · · ˆ˜a(2ξ) ˆ˜a(ξ). Since all hj and h˜ are function vec-
tors in (L2(R))r×1 with polynomial decay, we have [ĥj , ĥj ] ∈ (L∞(R))r×r for all j = 1, . . . ,Ng and [̂˜h, ̂˜h] ∈
(L∞(R))r×r for all  = 1, . . . ,Ng˜ . Therefore, there exists a positive constant C1, depending only on the function
vectors hj and h˜, such that for all n ∈ N,
‖fn+1 − fn‖(L2(R))r×1 C12n/2
Ng∑
j=1
‖an ∗ vj‖(2(Z))r×1 ,
‖f˜n+1 − f˜n‖(L2(R))r×1 C12n/2
Ng˜∑
=1
‖a˜n ∗ v˜‖(2(Z))r×1 . (5.31)
On the other hand, since ρm(a, y) < ρ2−1/2 and ρm˜(a˜, y˜) < ρ˜2−1/2, by vj ∈ Vm,y and v˜ ∈ Vm˜,y˜ , we must have
lim sup
n→∞
‖an ∗ vj‖1/n(2(Z))r×1 < ρ2
−1/2 ∀j = 1, . . . ,Ng,
lim sup
n→∞
‖a˜n ∗ v˜‖1/n(2(Z))r×1 < ρ˜2
−1/2 ∀ = 1, . . . ,Ng˜.
Therefore, there exists a positive constant C2 such that for all j = 1, . . . ,Ng and  = 1, . . . ,Ng˜ ,
‖an ∗ vj‖(2(Z))r×1  C2ρn2−n/2 and ‖a˜n ∗ v˜‖(2(Z))r×1  C2ρ˜n2−n/2 ∀n ∈ N.
Now by (5.31), we conclude that for all n ∈ N,
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Since 0 < ρ, ρ˜ < 1, the above inequalities in (5.32) imply that both {fn}n∈N and {f˜n}n∈N are Cauchy sequences in
(L2(R))r×1.
Note that f̂n(ξ) = ∏nj=1 aˆ(2−j ξ)fˆ (2−nξ) and ̂˜fn(ξ) = ∏nj=1 ˆ˜a(2−j ξ)fˆ (2−nξ). Since (2.1) holds for both aˆ(0)
and ˆ˜a(0), by φˆ(0)T ˆ˜φ(0) = fˆ (0)T ˆ˜f (0) = 1, we see that limn→∞ ‖fn − cφ‖(L2(R))r×1 = 0 and limn→∞ ‖f˜n −
c−1φ˜‖(L2(R))r×1 = 0 for some nonzero constant c.
By the definition of a˜ and b˜, we see that (5.3) holds. Note that by Lemma 5.4, 〈f, f˜ (· − k)〉 = δ(k)Ir for all
k ∈ Z. By induction, it follows from (5.1) that 〈fn, f˜n(· − k)〉 = δ(k)Ir for all k ∈ Z and n ∈ N. Consequently, by
limn→∞ ‖fn − cφ‖(L2(R))r×1 = 0 and limn→∞ ‖f˜n − c−1φ˜‖(L2(R))r×1 = 0 for some nonzero constant c, we must have
〈φ, φ˜(· − k)〉 = δ(k)Ir for all k ∈ Z. Now by (5.3), (5.27) holds.
Using the standard argument of multiresolution analysis [7,10], one can show that ψ and ψ˜ form a pair of biorthog-
onal multiwavelet bases in L2(R). Therefore, in particular, ψ generates a Riesz multiwavelet basis in L2(R). 
In order to prove Algorithm 2.2, we need the following result which is related to [14, Theorem 2.2].
Proposition 5.6. Let a :Z → Cr×r be a finitely supported matrix mask such that ν2(a) > 0. Let φ be a compactly
supported refinable function vector such that φˆ(2ξ) = aˆ(ξ)φˆ(ξ) with φˆ(0) = 0. Then for any 0 < α < ν2(a), there
exists a positive constant C such that∑
k∈Z
(
1 + |ξ + 2πk|2)αφˆ(ξ + 2πk)T φˆ(ξ + 2πk) C ∀ξ ∈ R. (5.33)
Proof. Since ν2(a) > 0, by [15, Theorem 4.3], we have φ ∈ (L2(R))r×1. By the definition of ν2(a) and α < ν2(a),
for any 0 < ε < ν2(a) − α, there exist y ∈ (0(Z))1×r with yˆ(0) = 0 and a nonnegative integer m such that a satisfies
the sum rules of order m with the sequence y and ρm(a, y) < 2ε−1/2−ν2(a).
Now we prove (5.33) by modifying the proof of [14, Theorem 2.2]. Since [φˆ, φˆ](ξ) 0 for all ξ ∈ R and it is a ma-
trix of 2π -periodic trigonometric polynomials, we can find a matrix V (ξ) of 2π -periodic trigonometric polynomials
such that V (ξ)V (ξ)T = [φˆ, φˆ](ξ). Define
vˆ(ξ) := (1 − e−iξ )mV (ξ) and uˆ(ξ) := vˆ(ξ)vˆ(ξ)T = ∣∣1 − e−iξ ∣∣2m[φˆ, φˆ](ξ). (5.34)
Since φ is compactly supported, uˆ and vˆ are r × r matrices of 2π -periodic trigonometric polynomials. Let ân(ξ) :=
aˆ(2n−1ξ) · · · aˆ(2ξ)aˆ(ξ). As in [14, (2.8)], by φˆ(2nξ) = ân(ξ)φˆ(ξ), we have[
φˆ
(
2n·), φˆ(2n·)](ξ) = ân(ξ)[φˆ, φˆ](ξ)ân(ξ)T .
Let Ω := (−π,−π/2] ∪ [π/2,π] and define a 2π -periodic function g by g(ξ) = χΩ(ξ) for ξ ∈ (−π,π], where χΩ
denotes the characteristic function of the set Ω . Then we have 0 g(ξ) |1 − e−iξ |2m for all ξ ∈ R and
φˆ
(
2nξ
)
T φˆ
(
2nξ
)
χΩ(ξ) φˆ
(
2nξ
)
T φˆ
(
2nξ
)
g(ξ) trace
([
φˆ
(
2n·), φˆ(2n·)](ξ))g(ξ)
= trace(ân(ξ)[φˆ, φˆ](ξ)ân(ξ)T g(ξ)) trace(ân(ξ)uˆ(ξ)ân(ξ)T ).
Consequently,
φˆ(ξ)T φˆ(ξ)χ2nΩ(ξ) trace
(
ân
(
2−nξ
)
uˆ
(
2−nξ
)
ân
(
2−nξ
)
T
) ∀ξ ∈ R. (5.35)
By induction on n, we observe that
2n−1∑
k=0
ân
(
2−n(ξ + 2πk))uˆ(2−n(ξ + 2πk))ân(2−n(ξ + 2πk))T = [T na uˆ](ξ), (5.36)
where the transition operator Ta is defined to be
[Taf ](ξ) := aˆ(ξ/2)fˆ (ξ/2)aˆ(ξ/2)T + aˆ(ξ/2 + π)fˆ (ξ/2 + π)aˆ(ξ/2 + π)T . (5.37)
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∑
2n−1π|ξ+2πk|<2nπ
φˆ(ξ + 2πk)T φˆ(ξ + 2πk)
2n−1∑
k=−2n
φˆ(ξ + 2πk)T φˆ(ξ + 2πk)χ2nΩ(ξ + 2πk)
 trace
( 2n−1∑
k=−2n
ân
(
2−n(ξ + 2πk))uˆ(2−n(ξ + 2πk))ân(2−n(ξ + 2πk))T)
= 2 trace([T na uˆ](ξ)).
Since both uˆ and aˆ are matrices of 2π -periodic trigonometric polynomials, the linear space containing all T na uˆ,
n ∈ N ∪ {0}, is a finite-dimensional space (see [17, Lemma 2.3]). Consequently, any norm on this linear space is
equivalent. Therefore, there exists a positive constant C1, independent of n, such that
trace
([
T na uˆ
]
(ξ)
)
 trace
(∥∥T na uˆ∥∥(L∞(R))r×r ) C1 trace
( π∫
−π
∣∣T na uˆ(ξ)∣∣dξ
)
= C1 trace
( π∫
−π
[
T na uˆ
]
(ξ)dξ
)
.
By (5.36) and uˆ(ξ) = vˆ(ξ)vˆ(ξ)T , we have
trace
( π∫
−π
[
T na uˆ
]
(ξ)dξ
)
= 2n trace
( π∫
−π
ân(ξ)vˆ(ξ)v(ξ)
T ân(ξ)
T dξ
)
= 2n
π∫
−π
v(ξ)T ân(ξ)
T ân(ξ)vˆ(ξ)dξ = 2n2π‖an ∗ v‖2(2(Z))r×r .
By the definition of v, each column of v belongs to the space Vm,y since vˆ(j)(0) = 0 for all j = 0, . . . ,m − 1. Now it
follows from ρm(a, y) < 2ε−1/2−ν2(a) that there exists a positive constant C2 such that
‖an ∗ v‖(2(Z))r×r  C22−n/22n(ε−ν2(a)) ∀n ∈ N.
Combining all the above inequalities together, we conclude that for ξ ∈ (−π,π] and n ∈ N,∑
2n−1π|ξ+2πk|<2nπ
φˆ(ξ + 2πk)T φˆ(ξ + 2πk) 4π2nC1‖an ∗ v‖2(2(Z))r×r  4πC1C2222n(ε−ν2(a)). (5.38)
Since ε < ν2(a) − α, we have ε − ν2(a) + α < 0 and by (5.38), we conclude that for all ξ ∈ (−π,π] and n ∈ N,∑
2n−1π|ξ+2πk|<2nπ
(
1 + |ξ + 2πk|2)αφˆ(ξ + 2πk)T φˆ(ξ + 2πk) C3ρn,
where C3 := 8π1+2αC1C22 < ∞ and ρ := 22(ε−ν2(a)+α) < 1. Hence, for ξ ∈ (−π,π], we have∑
|ξ+2πk|π
(
1 + |ξ + 2πk|2)αφˆ(ξ + 2πk)T φˆ(ξ + 2πk) ∞∑
n=1
C3ρ
n = C3ρ/(1 − ρ) < ∞.
Since φ is compactly supported, the function vector φˆ is continuous. Now (5.33) follows directly from the above
inequality. 
We finish this paper by presenting a proof to Algorithm 2.2.
Proof of Algorithm 2.2. Let b˜, φ˜, ψ˜ be defined as in Theorem 5.5. Since ν2(a) > 0, by [15, Theorem 4.3], (2.1)
holds and a must satisfy the sum rules of order at least 1. Note that ν2(a˜)  μ2(a˜) > 0. By Theorem 5.5, we have
φ,ψ, φ˜, ψ˜ ∈ (L2(R))r×1 and (5.25) holds. By ν2(a˜) > 0 and [15, Proposition 3.1], (2.1) holds with aˆ(0) being re-
placed by ˆ˜a(0).
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definition of μ2(a˜) in (2.8), there is a finitely supported mask å such that ν2(å) > 0 and åˆ(ξ) = q2(ξ)d(ξ), ˆ˜a(ξ) =
q1(ξ)d(ξ), q1(0) = q2(0) = 0 and |q1(ξ)| |q2(ξ)| for all ξ ∈ R, where q2 and all components of d are 2π -periodic
trigonometric polynomials. Let ˚φ be the compactly supported refinable function vector satisfying ˆ˚φ(2ξ) = åˆ(ξ) ˆ˚φ(ξ)
with ˆ˚φ(0) = ˆ˜φ(0), by åˆ(0) = ˆ˜a(0). Since ν2(a) > 0 and ν2(å) > 0, by Proposition 5.6, there exist α > 0 and C > 0
such that (5.33) holds for both φ and ˚φ. By the relation between åˆ and ˆ˜a, it is easy to see that | ˆ˜φ(ξ)| | ˆ˚φ(ξ)| for all
ξ ∈ R, where | · | is the 2-norm on Cr×1. So, (5.33) holds with φ being replaced by φ˜. Now it follows directly from
(5.33) that ‖[φˆ, φˆ]‖(L∞(R))r×r C and ‖[ ˆ˜φ, ˆ˜φ]‖(L∞(R))r×r C. So, condition (i) in Theorem 5.5 holds.
Since (5.33) holds for both φ and φ˜, by the definition of ψ and ψ˜ and bˆ, ˆ˜b ∈ (L∞(R))r×r , we see that (5.33) holds
with φ being replaced by ψ and ψ˜ (probably with a different constant C). Now by the Hölder’s inequality, for any
0 < ε < 2α/(α + 1), we have
∑
k∈Z
∣∣ψˆ(ξ + 2πk)∣∣2−ε (∑
k∈Z
(
1 + |ξ + 2πk|2)α∣∣ψˆ(ξ + 2πk)∣∣2)1−ε/2(∑
k∈Z
(
1 + |ξ + 2πk|2)−(2/ε−1)α)ε/2
C1 ∀ξ ∈ R,
where
C1 := C1−ε/2
∥∥∥∥∥∑
k∈Z
(
1 + | · + 2πk|2)−(2/ε−1)α∥∥∥∥∥
ε/2
L∞(R)
< ∞,
since (2/ε − 1)α > 1. So, ∑k∈Z |ψˆ(· + 2πk)|2−ε ∈ L∞(R).
By assumption in (2.9), we have ψˆ(0) = 0. Since (2.1) holds with aˆ(0) being replaced by ˆ˜a(0), and since a satisfies
the sum rules of order at least 1, by Proposition 5.3, we must have ˆ˜ψ(0) = ˆ˜b(0) ˆ˜φ(0) = 0.
Since (5.33) holds with φ being replaced by ψ and ψˆ is differentiable with ψˆ(0) = 0, it is not difficulty to verify that∑
j∈Z |ψˆ(2j ·)|ε ∈ L∞(R). By the same proof, we also have
∑
k∈Z | ˆ˜ψ(· + 2πk)|2−ε ∈ L∞(R) and
∑
j∈Z | ˆ˜ψ(2j ·)|ε ∈
L∞(R). So, both ψ and ψ˜ satisfy the conditions in [12, Proposition 2.6] and consequently, both ψ and ψ˜ generate
Bessel multiwavelet sequences in L2(R). Therefore, condition (ii) of Theorem 5.5 is verified.
Hence, all the conditions in Theorem 5.5 are satisfied, which completes the proof. 
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