This work assesses different approaches for speech and non-speech segmentation of audio data and proposes a new, high-level representation of audio signals based on phoneme recognition features suitable for speech/non-speech discrimination tasks. Unlike previous model-based approaches, where speech and non-speech classes were usually modeled by several models, we develop a representation where just one model per class is used in the segmentation process. For this purpose, four measures based on consonant-vowel pairs obtained from different phoneme speech recognizers are introduced and applied in two different segmentation-classification frameworks. The segmentation systems were evaluated on different broadcast news databases. The evaluation results indicate that the proposed phoneme recognition features are better than the standard mel-frequency cepstral coefficients and posterior probability-based features (entropy and dynamism). The proposed features proved to be more robust and less sensitive to different training and unforeseen conditions. Additional experiments with fusion models based on cepstral and the proposed phoneme recognition features produced the highest scores overall, which indicates that the most suitable method for speech/non-speech segmentation is a combination of low-level acoustic features and high-level recognition features.
INTRODUCTION
Speech/non-speech (SNS) segmentation is the task of partitioning audio streams into speech and non-speech segments. While speech segments can be easily defined as regions in audio signals where somebody is speaking, non-speech segments represent everything that is not speech, and as such consist of data from various acoustical sources, for example, music, human noises, silences, machine noises, and so forth.
A good segmentation of continuous audio streams into speech and non-speech has many practical applications. It is usually applied as a preprocessing step in real-world systems for automatic speech recognition (ASR) [28] , like broadcast news (BN) transcription [4, 7, 34] , automatic audio indexing and summarization [17, 18] , audio and speaker diarization [12, 20, 24, 30, 37] , and all other applications where efficient speech detection helps to greatly reduce computational complexity and generate more understandable and accurate outputs. Accordingly, a segmentation has to be easily integrated into such systems and should not increase the overall computational load.
Earlier work on the separation of speech and non-speech mainly addressed the problem of classifying known homogeneous segments as speech or music and not as a non-speech class in general. The research focused more on developing and evaluating characteristic features for classification, and systems were designed to work on already-segmented data.
Saunders [26] designed one such system using features pointed out by Greenberg [8] to successfully discriminate speech/music in radio broadcasting. He used time-domain features, mostly derived from zero crossing rates. Samouelian et al. [25] also used time-domain features, combined with two frequency features. Scheirer and Slaney [27] investigated features for speech/music discrimination that are closely related to the nature of human speech. The proposed features, that is, spectral centroid, spectral flux, zero-crossing rate, 4 Hz modulation energy (related to the syllable rate of speech), and the percentage of low-energy frames were explored in the task of discriminating between speech and various types of music. The most commonly used features for discriminating between speech, music, and other sound sources are the cepstrum coefficients. Mel-frequency cepstral 2 EURASIP Journal on Applied Signal Processing coefficients (MFCCs) [21] and perceptual linear prediction (PLPs) cepstral coefficients [11] are extensively used in speaker-and speech recognition tasks. Although these signal representations were originally designed to model the shortterm spectral information of speech events, they were also successfully applied in SNS discrimination systems [2, 4, 7, 9] in combination with Gaussian mixture models (GMMs) or hidden Markov models (HMMs) for separating different sound sources (broadband speech, telephone speech, music, noise, silence, etc.). The use of these representations is a natural choice in the systems based on ASR, since the same feature set can be used later for speech recognition.
These representations and approaches focused on the acoustic properties of data that are manifested in either the time and frequency or spectral (cepstral) domains. All the representations tend to characterize speech in comparison to other non-speech sources (mainly music). Another view of the speech produced and recognized by humans is to see it as a sequence of recognizable units. Speech production can thus be considered as a state machine, where the states are phoneme classes [1] . Since other non-speech sources do not possess such properties, features based on these characteristics can be usefully applied in SNS classification. The first attempt in this direction was made by Greenberg [8] , who proposed features based on the spectral shapes associated with the expected syllable rate in speech. Karnebäck [13] produced low frequency modulation features in the same way and showed that in combination with the MFCC features they constitute a robust representation for speech/music discrimination tasks. A different approach based on this idea was presented by Williams and Ellis [33] . They built a phoneme speech recognizer and studied its behavior on different speech and music signals. From the behavior of a recognizer, they proposed posterior probabilitybased features, that is, entropy and dynamism. In our work, we explore this idea even further in a way to analyze the output transcriptions of such phoneme recognizers.
While almost all the mentioned studies focused more on discriminating between speech and non-speech (mainly music) data on separate audio segments, we explore these representations in the task of segmenting continuous audio streams where the speech and non-speech parts are interleaving randomly. Such kinds of data are expected in most practical applications of ASR. In our research, we focus mainly on BN data. Most recent research in this field addresses this problem as part of a complete ASR system for BN transcription [4, 7, 29, 34] and speaker diarization or tracking in BN data [12, 20, 30, 36, 37] . In most of these works, cepstral coefficients (mainly MFCCs) are used for segmenting, and GMMs or HMMs are used for classifying the segments into speech and different non-speech classes. An alternative approach was investigated in [16] , where the audio classification and segmentation was made by using support vector machines (SVMs). Another approach was presented in [1] , where speech/music segmentation was achieved by incorporating GMMs into the HMM framework. This approach is also followed in our work. In addition, we use it as a baseline segmentation-classification method when comparing it with another method based on acoustic segmentation obtained with the Bayesian information criterion (BIC) [5] followed by SNS classification. This paper is organized as follows: in Section 2 the phoneme recognition features are proposed. We give the basic ideas behind introducing such a representation of audio signals for SNS segmentation and define four features based on consonant-vowel pairs produced by a phoneme recognizer. Section 3 describes the two SNS segmentation approaches used in our evaluations, one of which was specially designed for the proposed feature representation. In the evaluation section, we present results from a wide range of experiments on several different BN databases. We try to assess the performance of the proposed representation in a comparison with existing approaches and propose fusion of the selected representations in order to improve the evaluation results.
PHONEME RECOGNITION FEATURES

Basic concepts and motivations
The basic SNS classification systems typically include statistical models representing speech data, music, silence, noise, and so forth. They are usually derived from training material and then a partitioning method detects speech and nonspeech segments according to these models. The main problem in such systems is the non-speech data, which are produced by various acoustic sources and therefore possess different acoustic characteristics. Thus, for each type of such audio signals, one should build a separate class (typically represented as a model) and include it into a system. This represents a serious drawback in SNS segmentation systems, which need to be data independent and robust to different types of speech and non-speech acoustic sources.
On the other hand, the SNS segmentation systems are meant to detect speech in audio signals and should discard non-speech parts regardless of their different acoustic properties. Such systems can be interpreted as two-class classifiers, where the first class represents speech samples and the second class everything else that is not speech. In that case, the speech class defines non-speech. Following this basic concept, one should find and use those characteristics or features of audio signals that better emphasize and characterize speech and exhibit the expected behavior on all other nonspeech audio data.
While most commonly used acoustic features (MFCCs, PLPs, etc.) performed well when discriminating between different speech and non-speech signals [14] , they still only operate on an acoustic level. Hence, the data produced by the various sources with different acoustic properties should be modeled by several different classes and should be represented in the training process of such systems. To avoid this, we decided to design an audio representation, which should better determine speech and perform significantly differently on all other non-speech data. One possible way to achieve this is to see speech as a sequence of basic speech units conveying some meaning. This rather broad definition of speech led us to examine the behavior of a phoneme recognizer and analyze its performance on speech and non-speech data.
Feature derivation
In our work, we tried to extend the idea of Williams and Ellis [33] , who proposed novel features for speech and music discrimination based on posterior probability observations derived from a phoneme recognizer. From the analysis of the posterior probabilities, they extracted features such as mean per-frame entropy, average probability dynamism, background-label ratio, and phone distribution match. The entropy and dynamism features were later successfully applied in the speech/music segmentation of audio data [1] . In both cases, they used these features for speech/music classification, but the idea could easily be extended to the detection of speech and non-speech signals, in general. The basic motivation in both cases was to obtain and use features that were more robust to different kinds of music data and at the same time perform well on speech data. To explore this approach even further, we decided to produce features derived directly from phoneme recognition transcriptions, which could be applied to the task of SNS segmentation.
Typically, the input of a phoneme (speech) recognizer consists of feature vectors based on the acoustic parametrization of speech signals and the corresponding output is the most likely sequence of predefined speech units together with the time boundaries, and in addition with the probabilities or likelihoods of each unit in a sequence. Therefore, the output information from a recognizer could also be interpreted as a representation of a given signal. Since the phoneme recognizer is designed for speech signals, it is to be expected that it will exhibit characteristic behavior when speech signals are passed through it, and all other signals will result in uncharacteristic behaviors. This suggests that it should be possible to distinguish between speech and non-speech signals by examining the outputs of phoneme recognizers.
In general, the output from speech recognizers depends on the language and the models included in the recognizer. To reduce these influences, the output speech units should be chosen from among broader groups of phonemes that are typical for the majority of languages. Also, the corresponding speech representation should not be heavily dependent on the correct transcription produced by the recognizer. Because of these limitations and the fact that human speech can be described as concatenated syllables, we decided to examine the behavior of recognizers in terms of the consonantvowel (CV) level.
The procedure for extracting phoneme recognition features is shown in Figure 1 . First, the acoustic representation of a given signal was produced and passed through the phoneme recognizer. Then, the transcription output was translated to specified speech classes, in our case to the consonant (C), vowel (V), and silence (S) classes. At this point, an analysis of the output transcription was carried out, and those features that resembled the discriminative properties of speech and non-speech signals and were relatively independent of specific recognizer properties and errors were extracted. We examined just those characteristics of the recognized output that are based on the duration and the changing rate of the basic units produced by the recognizer.
After a careful analysis of the behaviors of several different phoneme recognizers for different speech and nonspeech data conditions, we decided to extract the following features.
(i) Normalized CV duration rate, defined as
where t C is the overall duration of all the consonants recognized in the signal window of duration t CVS , and t V is the duration of all the vowels in t CVS . The second term denotes the portion of silence units (t S ) represented in a recognized signal measured in time. α serves to emphasize the proportion of silence regions in the signal, and has to be 0 ≤ α ≤ 1.
Since it is well known that speech is constructed from CV units in a combination with S parts, we observed that analyzed speech signals exhibit relatively equal durations of C and V units, and rather small portions of silences (S). This resulted in small values (around zero) of (1) measured on fixed-width speech segments. On the other hand, analyzed non-speech data was almost never recognized as a proper combination of CV pairs; this was reflected in different rates of C and V units, and hence the values of (1) were closer to 1. In addition, the second term in (1) produces higher values, when non-speech signals are recognized as silences.
Note that in (1) we used the absolute difference between the durations (|t C − t V |) rather than the duration ratios (t C /t V or t V /t C ). This was done to reduce the effect of labeling, and not to emphasize one unit over another. The latter would result in the poor performance of this feature when using different speech recognizers.
(ii) Normalized CV speaking rate, defined as
4 EURASIP Journal on Applied Signal Processing where n C and n V are the number of C and V units recognized in the signal in the time duration t CVS . Note that the silence units are not taken into account. Since phoneme recognizers are trained on speech data, they should detect changes when normal speech moves between phones every few tens of milliseconds. Of course, speaking rate in general depends heavily on the speaker and the speaking style. Actually, this feature is often used in systems for speaker recognition [23] . To reduce the effect of speaking style, particularly spontaneous speech, we decided not to count the S units. Even though the CV speaking rate (2) changes with different speakers and speaking styles, it varies less for non-speech data. In the analyzed signals, speech tended to change (in terms of phoneme recognizer) much less frequently and they varied greatly among different non-speech data types.
This feature is closely related to the average probability dynamism proposed in [33] .
(iii) Normalized CVS changes, defined as
where c(C, V , S) counts how many times the C, V , and S units exchange in the signal in the time duration t CVS . This feature is related to the CV speaking rate, but with one important difference. Here, just the changes between the units that emphasize pairs and not just single units are taken into account. As speech consists of such CV combinations one should expect higher values when speech signals are decoded and lower values in the case of non-speech data.
This approach could be extended even further to observe higher-order combinations of C, V, and S units to construct n-gram CVS models (like in statistical language modeling), which could be estimated from the speech and non-speech data.
(iv) Normalized average CV duration rate, defined as
wheret C andt V represent the average time duration of the C and V units in a given segment of a recognized signal, whilē t CV is the average duration of all the recognized (C,V) units in the same segment. This feature was constructed to measure the difference in the average duration of consonants and the average duration of vowels. It is well known that in speech the vowels are in general longer in duration than the consonants. Hence, this was reflected in the analyzed recognized speech. On the other hand, it was observed that non-speech signals did not exhibit such properties. Therefore, we found this feature to be discriminative enough to distinguish between speech and non-speech data.
This feature correlates with the normalized CV rate defined in (1) . Note that in both cases, the differences were used instead of the ratios between the C and V units. The reason is the same as in the case of (1).
As can be seen from the above definitions, all the proposed features measure the properties of recognized data on the segments of a processing signal. The segments should be large enough to provide reliable estimations of the proposed measurements. The typical segment sizes used in our experiments were between 2.0 and 5.0 seconds or were defined by a number of recognized units. They depended on the size of the portions of speech and non-speech data that were expected in the processing signals. Another issue was how to calculate features to be time aligned. In order to make a decision as to which portion of the signal belongs to one or other class, we should calculate the features on a frame-by-frame basis. The natural choice would be to compute features on moving segments between successive recognized units, but in our experiments, we decided to keep a fixed frame skip, since we also used them in combination with the cepstral features.
In the next sections, we describe how we experimented with frame rates and segment sizes as well as calculated features on already presegmented audio signals. Figure 2 shows phoneme recognition features in action 1 . In this example, the CV features were produced by phoneme recognizers based on two languages. One was built for Slovene (darker line in Figure 2 ), the other was trained on the TIMIT database [6] (brighter line), and was therefore used for recognizing English speech data. This example was extracted from a Slovenian BN show. The data in Figure 2 consist of different portions of speech and non-speech. The speech segments are built from clean speech produced by different speakers in combination with music, while the nonspeech is represented by music and silent parts. As can be seen from Figure 2 , each of these features has a reasonable ability to discriminate between speech and non-speech data, which was later confirmed by our experiments. Furthermore, the features computed from the English speech recognizer, and thus in this case used on a foreign language, exhibit nearly the same behavior as the features produced by the Slovenian phoneme decoder. This supports our intentions to design features that should be language and model independent.
In summary, the proposed features can be seen as features designed to discriminate all recognizable speech segments from all others that cannot be recognized. It was found that this set of features follows our basic concept of deriving new features for SNS classification. This also has another advantage over previous approaches, in that it does not simply look at the acoustic nature of the signal in order to classify it as speech or non-speech, but rather it looks at how well the recognizer can perform over these segments. The CV features were developed in such a way as to be language and model independent.
SPEECH/NON-SPEECH SEGMENTATION
We experimented with two different approaches to SNS segmentation. In the first group of segmentation experiments, we followed the approach presented in [1] designed Figure 3: Block diagram of the two approaches used in the SNS segmentation. In (a), segmentation and classification are performed simultaneously by HMM Viterbi decoding. Features are given in a frame-by-frame sequence. In the second approach (b), firstly, the segmentation based on acoustic features is performed by using BIC, then phoneme recognition CVS features are calculated on the obtained segments to serve as an input for GMM classification.
for speech/music segmentation. The basic idea here was to use HMMs to perform the segmentation and classification simultaneously. Another approach was to perform the segmentation and classification as separate processes. Here, the segmentation was done on an acoustic representation of audio signals produced by the BIC segmentation algorithm [5, 32] , and then a classification of the obtained segments was made by using GMMs.
The block diagram of the evaluated segmentation systems is shown in Figure 3 . The base building blocks of both systems were GMMs. They were trained via the EM algorithm in a supervised way.
In the first case (Figure 3(a) ), the approach presented in [2] was applied. The segmentation and classification were performed simultaneously by integrating the GMM models into the HMM classification framework.
We built a fully connected network consisting of N HMM models, as shown in Figure 4 , where N represents the number of GMMs used in the speech/non-speech classification. Each HMM was constructed by simply concatenating the internal states associated with the same probability density function represented by one GMM. The number of states (M states in Figure 4) was set in such a way as to impose a minimum duration on each HMM. All the transitions inside each model were set manually, while the transitions between different HMMs were additionally trained on the evaluation data. In the segmentation process, the Viterbi decoding was used to find the best possible state (speech/non-speech) sequence that could have produced the input features sequence.
In the second approach (Figure 3(b) ), the segmentation and classification were performed sequentially. The segmentation was done on an acoustic representation of the audio signals (MFCCs) using the BIC measure, [5, 32] . For this reason, segments based on acoustic changes were obtained, that is, speaker, channel, background changes, different types of audio signals (music, speech), and so forth. In the next step, the classification to speech or non-speech was performed. The classification was based on the same GMM set, which was also incorporated in the HMM classifier from the previous approach. In this way, we could compare both methods using the same models. This approach is suited to the proposed CVS features, which operate better on larger segments of signals rather than on smaller windows on a frame-by-frame basis.
EVALUATION EXPERIMENTS
Our main goal in this work was to explore and experiment with different approaches and representations of audio signals in order to find the best possible solution for the SNS discrimination in the audio segmentation of BN shows. The main issue was to find the best combination of representations and classifications, which should be robust to different BN shows, different environments, different languages, and different non-speech types of signals, and should be easily integrated into systems for further speech processing of the BN data.
We tested three main groups of features in the SNS segmentation task: acoustic features represented by MFCCs, the entropy and dynamism features proposed in [33] , and our phoneme recognition CVS features defined in Section 2. We also experimented with various combinations of these feature representations in fusion models, where each stream was represented by one of the feature types. In addition, we compared the two different approaches to SNS segmentation presented in Section 3.
As a baseline system for the SNS classification, we chose the MFCC features representation in combination with the HMM classifier. We decided to use 12 MFCC features together with normalized energy and first-order derivatives as a base representation, since no improvement was gained by introducing second-order derivatives.
The second group of experiments was based on entropydynamism features [1] . We extracted the averaged entropy and dynamism from the HMM-based phoneme recognizer. They were computed from the posterior probabilities of each HMM state at a given time and at a given current observation vector represented by the MFCC features [33] . All the parameters were set according to [2] . The HMM phoneme recognizer was trained on the TIMIT speech database [6] in a traditional way and fed by 39 MFCCs including the energy and the first-and second-order derivatives.
The CVS features were obtained from two phoneme recognizers. One was built on Slovenian data trained from three speech databases: GOPOLIS, VNTV, and K211d [19] . We will refer to it as the SI-recognizer. The second was built from the TIMIT database [6] , and thus was used for recognizing the English speech. This recognizer was also used in the entropy-dynamism case. It is referred to as the ENrecognizer in all our experiments. Both phoneme recognizers were constructed from the HMMs of monophone units joined in a fully connected network. Each HMM state was modeled by 32 diagonal-covariance Gaussian mixtures, built in a standard way, that is, using 39 MFCCs, including the energy, and the first-and second-order derivatives, and setting all of the HMM parameters by the Baum-Welch reestimation [38] . The phoneme sets of each language were different. In the SI-recognizer, 38 monophone base units were used, while in the TIMIT case, base units were reduced to 48 monophones, according to [15] . In both recognizers, we used bigram phoneme language models in the recognition process. The recognizers were also tested on parts of the training databases. The SI-recognizer achieved a phoneme recognition accuracy of about 70% on the GOPOLIS database, while the EN-recognizer had a phoneme recognition accuracy of around 61% in a test part of the TIMIT database. Since our CVS features were based on transcriptions of these recognizers, we also tested both recognizers on CVS recognition tasks. The SI-recognizer reached a CVS recognition accuracy of 88% on the GOPOLIS database, while for the EN-recognizer, the CVS accuracy on the TIMIT database was around 75%.
The CVS features were calculated from phoneme recognition transcriptions on the evaluation databases produced by both the SI and EN recognizers using the formulas defined in Section 2. Our first experiments were performed on SNS discrimination tasks, where we found that these representations operate better on larger segments of audio signals. Therefore, we developed an alternative approach based on the BIC-GMM segmentation and tested them with both segmentation methods.
In the HMM classification (Figure 3(a) ), the feature vectors were produced on a frame-by-frame basis. Hence, we used a fixed window length of 3.0 s with a frame rate of 100 ms in all the experiments. In (1), α was set to 0.5. In the second approach, the BIC segmentation (Figure 3(b) ) produced acoustic segments computed from 12 MFCC features, together with the energy. The BIC measure was applied by using full covariance matrices and a lambda threshold set according to the evaluation dataset. These segments were then classified as speech or non-speech, according to the maximum log-likelihood criteria applied on the GMMs modeled by the CVS features.
As was mentioned in the previous sections, the classifications were made by GMMs. In all cases, we used models with diagonal covariance matrices that were trained via the EM algorithm in a supervised way. In the case of the MFCC and the entropy-dynamism features, two models were employed for detecting the speech data (broadband speech and narrowband speech) and two models were employed for detecting non-speech data (music and silence). All the models were trained on the training parts of the evaluation databases. We did not use models trained from a combination of music and speech, even though they were expected in the evaluation data. The number of mixtures in the GMMs was set to 128 in the MFCC case, while in the entropy-dynamism case, 4 mixtures were used (in [1] , just 2-mixture GMMs were applied). In the CVS case, only two models were used: speech and nonspeech. Here, GMMs with 2 mixtures were constructed. The number of mixtures for each representation was chosen to maximize the overall performance of the SNS segmentation on the evaluation dataset.
In the HMM classification case, the number of states used to impose the minimum duration constraint in the HMMs was fixed. This was done according to [1] . Since in our evaluation data experiments speech or non-speech segments shorter than 1.4 s were not annotated, we set the minimum duration constraint to 1.4 s. This means that in the MFCC and in the entropy-dynamism cases, 140 states were chosen, which corresponded to the feature vectors frame rate of 10 ms. However, in the case of the CVS features, the number was set to 14 states, which corresponds to a feature rate of 100 ms. All the transition probabilities (including self-loop transitions) inside the HMM were fixed to 0.5.
In all cases, we additionally experimented with different combinations of the threshold probability weights to favor speech or non-speech models in the classification system in order to optimize the performance of a segmentation on the evaluation dataset.
We also experimented with combinations of two different feature representations modeled by fusion models. The fusion was achieved by using a state synchronous two-stream HMMs, [22] . In these experiments, audio data signals were represented by two separate streams of features: in one case with the MFCC stream and the entropy-dynamism stream, and in the second with the MFCC and the CVS stream. For each stream, separate GMMs were trained using the EM method. For the SNS segmentation purposes a similar HMM classification network was built to that in nonfusion cases, where in each state, the fusion was made by computing the product of the weighted observation likelihoods produced by the GMMs from each stream. Additionally, we had to set the product stream weights, which were empirically obtained to optimize the performance on the evaluation dataset.
The HMM classification based on the Viterbi algorithm was accomplished with the HTK Toolkit [38] , while we provided our own tools for the BIC segmentation and the GMM classification and training.
Note that incorporating phoneme recognizers into SNS segmentation in the entropy-dynamism and in the CVS case increased the computational complexity of the segmentation systems. Additional computational time caused by speech recognizers can be reduced by using simple versions of phoneme recognizers. In our case, monophone speech recognizers were applied in both cases, even though in the CVS case a simpler recognizer, which would detect just CVS units, could be applied.
BN databases for evaluation
Since we explored the effectiveness and the robustness of the presented approaches with respect to various audio conditions, different non-speech data, and different speech types and languages, we performed a wide range of experiments on three different BN databases.
The first database consists of 3 hours from two entertainment shows. One (2 hours) is in Slovene, the other is in Italian. This database was constructed to serve as an evaluation dataset for setting the thresholds and other open parameters in all our experiments. The dataset is composed of 2/3 speech data, and the rest belongs to various non-speech events, that is, different types of music, jingles, applause and silent parts, laughter, and other noises. The speech data is produced by different speakers in two languages, and in different speaking styles (mainly spontaneous speech).
The other two databases are the SiBN database [35] and the COST278 BN database [31] . Like all similar BN databases, they consist of BN shows composed mainly of speech data interleaved with short segments of non-speech events, mostly belonging to various jingles, music effects, silences, and various noises from BN reports. The SiBN database currently involves 33 hours of BN shows in Slovene. The BN shows were taken mostly from one TV station, and the data is therefore more homogeneous, that is, the speech is produced by the same TV reporters, the non-speech data consists of the same set of jingles and music effects. Nevertheless, it was used in experiments to study the influence of the training material on the different feature model representations in the SNS discrimination.
The COST278 BN database is very different from the SiBN database. At present, it consists of data from nine different European languages, each national set includes approximately 3 hours of BN recordings produced by a total of 14 TV stations. As such, it was already used for the evaluation of different language-and data-independent procedures in the processing of BN, [36] , and was therefore very suitable for the assessment of our approaches.
The data from all the datasets were divided into the training and test parts. The training part includes one show from each dataset with an overall duration of 3 hours. These data were used as training material to estimate the GMM models of each representation. The test part of the evaluation dataset served mainly for finding the threshold probability weights of the speech and non-speech models in a classification, and for setting the BIC segmentation thresholds. We also used it for the assessment of the CVS features. The test data from the SiBN and COST278 BN databases (except the BN shows used in training) were used for the assessment of the proposed representations and approaches. The experiments were performed on 30 hours of SiBN and on 25 hours of COST278 BN data.
Evaluation measures
The results were obtained in terms of the percentage of frame-level accuracy. We calculated three different statistics 8 EURASIP Journal on Applied Signal Processing in each case: the percentage of true speech frames identified as speech, the percentage of true non-speech frames identified as non-speech, and the overall percentage of speech and non-speech frames identified correctly (the overall accuracy).
Note that in cases where one class dominates in the data (e.g., speech in the SiBN and COST278 databases), the overall accuracy depends heavily on the accuracy of that class, and in such a case it cannot provide enough information on the performance of such a classification by itself. Therefore, in order to correctly assess classification methods, one should provide all three statistics. Nevertheless, we chose to maximize the overall accuracy to find the optimal set of parameters on the evaluation dataset, since the proportion of speech and non-speech data in that database is less biased.
Evaluation data experiments
The evaluation dataset (the test part) was used in two groups of experiments.
We used it to set all the thresholds and open parameters of the representations and the models to obtain optimal performance on the evaluation data. These models were later employed in the SiBN and COST278 BN dataset experiments and are referred to as the optimal models. The performance of several different classification methods and fusion models is shown in Figures 5 and 6 , respectively. In both figures, the overall accuracies are plotted against a combination of non-speech and speech threshold probability weights. For each classification method the best possible pair of speech and non-speech weights was chosen, where the maximum in the overall accuracy was achieved.
We experimented with several SNS classification representations and segmentation methods. The tested SNS representations were the following: (i) 12 MFCC features with the energy and first delta coefficients modeled by 128-mixture GMMs (MFCC-E-D-26 in Figure 5 ), (ii) the entropy and dynamism features modeled by 4-mixture GMMs (entropy, dynamism), (iii) the phonemes feature representations calculated from (1)-(4) based on the CVS phoneme groups obtained from the Slovenian and English phoneme recognizers (SI-phonemes CVS, EN-phonemes CVS), modeled by 2-mixture GMMs, (iv) fusion representations in one case built from the MFCC and entropy-dynamism features (fusion MFCC + EntDyn in Figure 6 ), and in the second from the MFCC and SI-phonemes CVS features (fusion MFCC + CVS in Figure 6 ).
The segmentation was performed either by the HMM classifiers, based on speech/non-speech GMMs (marked as HMM-GMM in Figures 5 and 6 ), or by BIC segmentation, followed by GMM classification (BICseg-GMM in Figure 5 ).
As can be seen from Figure 5 , all the segmentation methods based on phoneme CVS features have stable performance across the whole range of operating points of the probability weights. The overall accuracy ranges between 92% and 95%. There were no important differences in the performance of the approaches based on the HMM classification and the BIC segmentation, even though the BIC segmentation and the GMM classification operated slightly better than their HMM-based counterparts. On the other hand, the MFCC and entropy-dynamism features were more sensitive to different operating points. (This issue became more important in the experiments on the test datasets.) The MFCC representations achieved the maximum accuracy slightly above 95% at the operating point (0.8,1.2). Around this point, it performed better than the CVS-based segmentations. The entropy-dynamism features performed poorly as compared with the CVS and MFCC features and were even more sensitive to different operating points of the probability weights. Figure 6 shows a comparison of two fusion models and the base representations from which the fusion models were built. The key issue here was to construct the fusion models of the acoustic representations of the audio signals and the representations based on speech recognition to gain better performance from the SNS discrimination. In both fusion representations, the overall accuracies were raised to 96% (maximum values) around those operating points where the corresponding base representations achieved their own maximum values. While the performance of the fusion MFCC + CVS changes slightly over the whole range of probability weights due to the CVS representation, the fusion MFCC + EntDyn becomes even more sensitive to different operating points than the MFCC representation itself, due to the property of the entropy-dynamism features.
In the second group of experiments, we tried to assess the performance of each CVS feature and made a comparison with the CVS representation composed of all the features and the baseline GMM-MFCC classification. The results are shown in Table 1 . The comparison was made on a nonoptimal classification, where the speech and non-speech probability weights were equal.
From the results in Table 1 , it can be seen that each feature was capable of identifying the speech and non-speech segments in the evaluation dataset. The features based on speaking rates (normalized CVS changes, normalized CV speaking rate) performed better than the duration-based features (normalized CV duration rate, normalized average CV duration rate). These pairs of features were also more correlated. As expected, the normalized CVS changes (3) performed well in identifying speech segments, since it is designed to count CV pairs, which are more characteristic for speech. We even experimented further with all possible combinations of features, but none of them performed better than all four CVS features together. Therefore, we decided to use all four features in further experiments.
Test data experiments
In order to properly assess the proposed methods, we performed a wide range of experiments with the SiBN and COST278 BN databases. The results are shown in Table 2 for the SiBN database and in Table 3 for the COST278 BN database. We performed two groups of experiments. In the first group, we built classifiers from the GMM models estimated from the training dataset, set the optimal threshold probability weights of the speech and non-speech models on the evaluation dataset, and tested them in the segmentation task on both BN databases. The results obtained in this way are shown as the first values in Tables 2 and 3 . The values in parentheses denote the results obtained from nonoptimal models using equal threshold probability weights, that is, no evaluation data was used in these experiments. Although the SiBN and COST278 BN databases consist of different types of BN data, the classification results given in Tables 2 and 3 reveal the same performance for different methods on both datasets. This is due to the fact that the same training data and models were used in both cases. Furthermore, it can be concluded that the representations of the audio signals with the CVS features performed better than the MFCC and entropy-dynamism-based representations. The advantage of using the proposed phoneme recognition features becomes even more evident when they are compared in terms of speech and non-speech accuracies. In general, there exists a huge difference between the CVS and the MFCC and entropy-dynamism representations in correctly identifying non-speech data with a relatively small loss of accuracy in identifying speech data. In almost all cases of CVS features, this resulted in an increased overall accuracy in comparison to other features. Another important issue is revealed by the results in the parentheses. In almost all cases, the overall accuracies are lower than in the optimal case, but there exist huge discrepancies in detecting the speech and non-speech segments. While in the case of the CVS features, the differences between the optimal and nonoptimal results (of speech and non-speech accuracies) are not so large, there exist huge deviations in the MFCC and entropy-dynamism case, especially in terms of non-speech accuracy. This is a direct consequence of the stability issues discussed in the previous section (see Figures 5, 6) . When comparing the results of just the CVS representations, no substantial differences in classifications can be found. The results from the SI-phonemes and the ENphonemes confirm that the proposed measures are really independent of the phoneme recognizers based on different languages. They also suggest that almost no differences in using different segmentation methods exist, even though in the case of BIC segmentation and GMM classification we got slightly better results in both experiments.
As far as fusion models are concerned, we can state that in general they performed better than their stand-alone counterparts. For the fusion of the MFCC and entropy-dynamism features, again the performance was very sensitive to the training conditions (see the results of the COST278 case, Table 3 ). In the case of fusion of the MFCC and CVS features, we obtained the highest scores on both databases.
To sum up, the results in Tables 2 and 3 speak in favor of the proposed phoneme recognition features. This can be explained by the fact that our features were designed to discriminate between speech and non-speech, while the MFCC and posterior probability-based (entropy, dynamism) features were developed in general and in this task were used just for discriminating between speech and music data. Another issue concerns stability, and thus the robustness of the evaluated approaches. For the MFCC and entropydynamism features, the performance of the segmentation depends heavily on the training data and the conditions, while the classification with the CVS features in combination with the GMM models performed reliably on all the evaluation and test datasets. Our experiments with fusion models also showed that probably the most appropriate representation for the SNS classification is a combination of acousticand recognition-based features.
CONCLUSION
The goal of this work was to introduce a new approach and compare it to different existing approaches for SNS segmentation. The proposed representation for discriminating SNS segments in audio signals is based on the transcriptions produced by phoneme recognizers and is therefore independent of the acoustic properties of the signals. The phoneme recognition features were designed to follow the basic concept of this kind of classification, where one class-speech defines another non-speech.
For this purpose, four measures based on consonantvowel pairs obtained from different phoneme speech recognizers were introduced. They were constructed in such a way as to be recognizer and language independent and could be applied in different segmentation-classification frameworks. We tested them in two different classification systems. The baseline system was based on the HMM classification framework, which was used in all the evaluations to compare different SNS representations. The performance of the proposed features was also studied in an alternative approach, where segmentation based on the acoustic properties of audio signals using the BIC measure was applied first, and then the GMM classification was performed second.
The systems were evaluated on multilingual BN datasets consisting of more than 60 hours of BN shows from various speech data and non-speech events. The results of these evaluations illustrate the robustness of the proposed phoneme recognition features in comparison to MFCC and posterior probability-based features (entropy, dynamism). The overall frame accuracies of the proposed approaches varied in the range from 95% to 98%, and remained stable through different test conditions and different sets of features produced by phoneme recognizers trained on different languages. A detailed study of all the representations on their relative performance at discriminating between speech and non-speech segments revealed another important issue. Phoneme recognition features in combination with GMM classification outperformed the MFCC and entropy-dynamism features when detecting non-speech segments, from which it could be concluded that the proposed representation is more robust and less sensitive to different training and unforeseen conditions, and therefore more suitable for the task of SNS discrimination and segmentation.
Another group of experiments was performed with fusion models. Here we tried to evaluate the performance of segmentation systems based on different representations with a combination of acoustic-and recognition-based features. We experimented with a combination of MFCC and entropy-dynamism features and MFCC and phoneme recognition features. The latter representation yielded the highest scores overall, which confirmed our expectations that probably the most suitable representation for SNS classification is a combination of acoustic-and recognition-based features. The proposed phoneme recognition features employ high-level information in SNS segmentation tasks, and in our experiments demonstrated a strong ability to discriminate between speech and non-speech. The effectiveness of the proposed SNS segmentation approach will be further analyzed in speaker diarization tasks on BN data. The speaker diarization system will be built similar to systems presented in [30, 37] based on methods derived from speaker verification tasks. Since similar phoneme recognition features were also successfully applied in the fusion systems for speaker verification [3, 10] , we intend to integrate the proposed CVS features in the speaker clustering procedures in our diarization system.
