Software fault prediction means identification of the faultprone parts in the software. This enables to focus testing activities on those software modules that are predicted as fault-prone. As can be seen in literature, many soft computing techniques are employed to make more accurate predictions previously. However, software fault prediction has not become routine activity in the software development process, because most of employed methods require historical data to train the model. In fact, collection of the historical data is not a simple job and also collected data represents the project which was observed. It may not be reusable for different projects. To overcome these problems, use of Mamdani type fuzzy inference system to predict software fault prone modules is suggested in this study. Another reason is to eliminate the disadvantages sourced from the small size of data. In this study, object oriented metrics are preferred because of widespread use of object oriented technologies. Experimental results show that fuzzy inference systems are successful and can be competitive with methods previously employed in the literature.
Introduction
In the recent past years, there have been a lot of failed software projects and the main reasons of these failures are time and budget exceeding. Although the project plan is organized comprehensively and carefully, it is very common that unexpected defects (fault, failure or error) may occur and got off the project schedule. The detection and correction process of these defects may cause time exceeding. A failure which is a kind of defect is unexpected software behaviour for end user. One of the main causes for a failure is fault which is also a kind of defect and means an incorrect step in the software development process. Another type of defect is error which is a missing software part or a mistake in the software. These types of defects are detected commonly in software verification phase or testing process if users or developers do not realize them. In software projects, the time spent for verification and test is substantially great and it is as long as the time spent for the software development. A reliable and stable software project requires strong verification and validation under time and budget limitations. This problem may be solved by extending the project schedule, reserved time for verification and validation, but the solution is not appropriate. Instead of allocating more time for testing, verification and validation tasks to make the software project reliable and stable, the responsibility of testing, verification and validation process can be decreased by predicting faults formerly before they cause failures. The role of software fault prediction is that it predicts the fault proneness of the software modules by using the essential prediction metrics. Due to software fault prediction, the human effort, the time spent for maintenance, testing, validation and verification process can be decreased substantially because fault-prone modules can be specified before they cause unexpected defects and so time exceeding. For example, testers do not have to test every path of the scenarios if they know the fault prone modules and they focus only those modules which have fault probability. Refactors and reviews for software modules are performed more systematically by the way of detecting modules which are high risk ware and need refactoring. The traceability of the project increases because software fault prediction makes the project schedule more reliable and stable and the whole project team act in accordance with the project plan. By using object-oriented metrics for software fault prediction task, better design decisions can be taken and more suitable design alternatives are selected easily. Because there are a lot of tools or plugins for software development environment to collect the object-oriented metrics, using them can be more advantageous and beneficial for software fault prediction task. Moreover, the amount of the projects that are developed with object-oriented programming paradigm is quite a lot.
In this study, software faults were predicted by using Mamdani type fuzzy inference system (FIS) [13] which has not been used commonly for this purpose with the object oriented metrics. KC1 project from PROMISE Software Engineering Repository [20] was used as dataset and the performances of the predictions were evaluated using area under ROC curve (AUC). The metrics were chosen by considering the study of Radjenović et al. [18] . According to the study, the method level metrics and object oriented metrics have been used mostly for software fault prediction and better results have been produced by using object oriented metrics. They also claimed that coupling between objects, response for a class and weighted methods per class are most suitable object-oriented metrics. For example, depth of inheritance tree and lack of cohesion of methods are more inadequate metrics according to them. To prove the convenience of these metrics for prediction is one of the contributions of this study. Moreover, Radjenović et al. [18] expressed that the object-oriented metrics are more successful than the method level metrics. The other contribution of the study is to validate this claim by comparing the results with the results of a similar study [10] which used FIS and method-level metrics. Experimental results show that the two assertions are true. Finally, the main contribution of the study is that FIS is used for the first time by using object-oriented software metrics as inputs to solve software fault prediction problem and produces successful results.
Related Works
Catal et al. [6] developed an Eclipse-based software fault prediction tool for Java programs and integrated a machine learning algorithm called Naïve Bayes into the plug-in. The reason of Naïve Bayes selection as a classification method was its proven high-performance. The developed tool has both method-level metrics (Halstead and McCabe metrics) and class-level metrics (Chidamber-Kemerer metrics). The contribution of the study is that they indicated that machine learning algorithms can be easily used for real world applications. Catal and Diri [5] built models for software fault prediction by using Random Forest algorithm, Naïve Bayes, J48 and Artificial Immune Systems as machine learning techniques. The aim of the study is to investigate the effect of dataset size, metrics sets and feature selection techniques on software fault prediction task. To achieve this purpose, they employed both method-level metrics and class-level metrics. They showed that coupling between object classes metric is the most significant metric for fault prediction whereas depth of inheritance tree is the least significant which corresponds to the results of our study. Mahaweerawat et al. [12] developed an enhanced model (MASP) which can filter appropriate metrics for particular fault types for predicting and identifying faults in object-oriented software programs. In the study, the model selected twenty four metrics and this filtered metrics set had the metric of coupling between object classes. Zimmermann et al. [26] mapped defects from Eclipse bug database using file-level, class-level and method-level metrics with the accuracy of between 0.612 and 0.789. However, the class-level metrics in the study did not include the popular object-oriented metrics such as coupling between objects, response for a class, weighted methods per class and etc. The study of Zhou and Leung [25] is about prediction of primary faults and secondary faults. So then, they constituted models that used logistic regression, Naïve Bayes, Random Forest and Nearest Neighbor using generalization techniques. The inputs of the models consist of class-level metrics. As a result, they find out that depth of inheritance tree and lack of cohesion methods are not important metrics whereas coupling between object classes metric is the most important metric. Catal [3] survey 90 papers about software fault prediction and separated the metrics used in software fault prediction into six groups: method-level, class-level, file-level, component-level, process-level and different quantitative value-level metrics. Catal specified that method-level metrics were commonly used between 1990 and 2007. Moreover, the most popular evaluation criterion is Area Under Curve (AUC) according to Catal's study. In a similar way Radjenović et al. [18] prepared a survey about software fault prediction covering the studies in 1991 and 2011. The objective of the study is to identify software metrics and evaluate their suitability for software fault prediction. As a result, it can be said that object-oriented metrics were used more commonly compared to method-level metrics and complexity metrics which is contrary to Catal's study [3] . The objective of the study of Alsmadi and Najadat [1] is to predict faultproneness of modules and find out relationship among the metrics. According to Alsmadi and Najadat, metrics which have high correlation between them can affect each other negatively. The main contribution of the study is that they distinguished the attribute ability to predict correct and incorrect classes. Thwin and Quah [22] applied neural networks for software quality prediction using object-oriented metrics such as coupling between objects, response for a class, depth of inheritance tree and weighted methods. According to the study, the objectoriented metrics are useful in predicting software quality and these software metrics are significantly related to the number of faults and the maintenance effort. Kanmani et al. [11] discussed application of general regression neural network for predicting software fault ratio using static object-oriented metrics concerning inheritance, size, cohesion and coupling. Basili et al. [2] investigated the suitability of Chidamber-Kemerer's object-oriented design metrics for software fault prediction. They found out that object-oriented metrics are better predictors than the traditional code metrics and coupling between objects, response for a class and weighted methods per class are significant for fault prediction task.
On these studies, the researchers achieved successful results for the performance of their prediction models by using object-oriented software metrics. But none of them combine FIS and object-oriented software metrics. In this study, the models using FIS and object-oriented software metrics were built and produced results in keeping with the literature. According to previous studies, KC1 project of PROMISE repository is very popular for software fault prediction using object-oriented software metrics because only this project has object-oriented measures.
Metrics and Data
In software engineering literature, lots of metrics are used to evaluate the quality of the software, predict software faults or programming effort. The metrics can be grouped by different manner such as the metrics used in software engineering can be separated into six groups (method level metrics, class level metrics, file level metrics, component level metrics, process level metrics and different quantitative values level metrics) according to Catal's study [3] while Radjenović et al. (Radjenović, Heričko, Torkar & Zivkovic, 2013) consider them as three groups: traditional metrics, object-oriented metrics and process metrics. The object-oriented metrics correspond to the class level metrics which contain coupling, cohesion and inheritance source code metrics. It is easy to collect them from the source codes because there are various plugins for development environments which are used widely. For example, Eclipse Metrics Plugin has the most of useful object-oriented metrics. Beside this, in the study of Radjenović et al. (Radjenović, Heričko, Torkar & Zivkovic, 2013) , it is represented that the object-oriented metrics were reported to be more successful in finding faults than traditional metrics. Also, the object-oriented programming paradigm is used more frequent compared to structural programming approach nowadays. Because of all of these advantages, the object-oriented metrics are used in this study. The used metrics are explained below [7] :
 Coupling between objects (CBO): The number of distinct non-inheritance-related classes on which a class depends [17] . Coupling can occur through method calls, field accesses, return types, or exceptions.  Response for a class (RFC): A count of methods implemented within a class plus the number of methods accessible to an object class due to inheritance [17] . High RFC shows complexity and low understandability.  Weighted methods per class (WMC): The WMC can be considered as the sum of the complexities of the class's methods or count of methods implemented within the class. High WMC leads to more faults and limits possibility of reuse because classes with many complex methods are likely to be application specific. WMC is defined as the count of methods implemented within the class for the dataset used in the study.  Depth of inheritance tree (DIT): Inheritance path from the class to the root class in other words the level in the class hierarchy for a class.
 Lack of cohesion of methods (LCOM): It counts and calculates the percentage of the sets of methods in a class that are not related through the sharing of some of the class's fields. Finally, the percentage is subtracted from 100. High cohesion indicates that the class can be split into separate smaller classes.
In the study, because the KC1 project [17] is the only project that has object-oriented metrics in PROMISE repository, it is selected as the dataset for the experiments. The dataset has 145 instances and 60 of these instances contain faults. Predictive models are implemented with 3 (CBO-RFC-WMC), 4(CBO-RFC-WMC-LCOM and CBO-RFC-WMC-DIT) and 5 (CBO-RFC-WMC-LCOM-DIT) inputs (metrics) and one output (measured fault value). Although the dataset seems to be small for a prediction model, it has still produced reasonable results because fuzzy inference systems do not require training process.
Method
Fuzzy Inference System (FIS) produces a specified crisp output with given crisp inputs by using the theory of fuzzy set theory with the help of domain experts for generating fuzzy rule base. In other words, expert knowledge is supplied to FIS with a rule set, parameters of membership functions and ranges of fuzzy sets. All of these are manually adjusted. As a result, a FIS model learns from the expert, not from data.
Typical application of data-driven method starts with sampling continues with training and testing and, ends with performance evaluation. Sampling means the partitioning of data into train and test datasets by using any proposed methods in the literature. In training, associations between input and output parameters are discovered. It means learning parameters of the selected method (i.e. coefficients or weights) are optimized to make predicted values closer to measured output values. In testing, built model is run with test data set to observe the generalisation capability of the model. A performance-evaluation method is used to quantify the success of the predictions in testing and training phases.
The main criticism point of data driven methods is that all models can learn what it can learn from train data. This means that the model cannot be used for another dataset for the same prediction problem. Additionally, the modeller cannot extract re-usable relationships between inputs and the output. Also, the methods which have to use historical data may produce unreliable results if the historical data is not large or consistent enough.
A lot of classification or machine learning methods like ANN, SVM, Random Forest algorithm, Ant Colony Optimization, Nearest Neighbor and Naïve Bayes etc. have been used to predict software faults so far. Nevertheless, FIS has not been used in such a problem previously except [10] . In fact, FIS becomes more suitable approach than data driven methods, because this problem requires development of more broadly applicable models. FIS uses expert knowledge which is presented in the form of fuzzy rules and learns from these rules instead of training data. By this means, FIS produces results faster than data driven techniques. Thus, FIS can be integrated to the software development environments as a plugin quite easily. Moreover, faultiness of a software project can be evaluated from the beginning of the project by using FIS because absence of the historical faulty data is not an obstacle for this method.
In The basic idea of the fuzzy set theory is that an element belongs to a set with a particular membership degree [24] . In other words, fuzzy sets have unsharp boundaries while classical set theory works with binary logic. For example, if the length of 180 cm defines as tall, the classical set theory does not accept a man who is 179 cm tall as a tall man. However, according to the fuzzy set theory, the man belongs to the set of tall with a high membership degree (µ Tall (179)) ( Figure 1) . As a result, fuzzy logic resembles human reasoning in its using uncertainty information and making decisions. There are different types of fuzzy inference system. Most widely employed models are Mamdani-style, Sugeno-style and Tsukamoto-style inference systems. The differences between them are aggregation or defuzzification techniques. For example, Tsukamoto-style fuzzy inference systems use weighted averages of local results for the last step [23] while Mamdani-style method does defuzzification. In this study, Mamdani-style fuzzy inference method is used because it is most commonly used to model expert opinion. Mamdani-style fuzzy inference system consists of four phases; fuzzification, rule evaluation, aggregation and defuzzification [13] In the experiment, three triangle-shaped fuzzy sets were used for each linguistic variable or object-oriented metrics (CBO, WMC, RFC, LCOM and DIT). These are "Low -L, Moderate -M" and "High -H". The fuzzy sets correspond to the values of the object-oriented metrics. The ranges of the sets were specified by the expert knowledge. 2. Rule Evaluation: In this step, relevant fuzzy IF-THEN rules which are prepared by the domain expert are applied to the calculated fuzzy inputs. For this purpose, union (OR) or intersection operations (AND) are used. Union operation works as the maximum function of the given values whereas intersection operation works as the minimum function. The calculated degree of the rule condition according to operators is represented to result of the rule. After the rule application, the graphic of the result fuzzy sets is scaled or clipped at the maximum point of the result membership degree which is shown in Figure 2 . In this study, all the rules have made use of the intersection operation and clipping method which is less complex for the rule evaluation, requires less mathematics and makes easy defuzzification process. 3. Aggregation: The clipped fuzzy outputs are combined in one single graphic. The final fuzzy output of the model is created by aggregating of the outputs from all local results which are produced by applying rules to aggregate local fuzzy results, the maximum function is used. µ c = max(µ c'1 (z), µ c'2 (z)) 4. Defuzzification: The fuzzy output which is produced in the aggregation phase is converted into a crisp output (faulty or not). This process can be performed in many ways such as centroid technique -center of gravity (COG), max method which selects fuzzy set with the largest membership value or mean of maximum [8] . In the defuzzification phase of the experiment, centroid technique is used.
The four phases of Mamdani-style fuzzy inference system are shown in Figure 2 . In the figure, A, B and C are linguistic variables like length, temperature and etc. The values (A1, A2, A3, B1, B2, C1 and C2) of the linguistic variables are defined as fuzzy sets like tall, short, cold, warm, hot and etc. The value c1 is the membership degree of the input x1 for the fuzzy set A3. In a similar way, the values c2, c3 and c4 indicate membership degrees of the inputs x1 and y1 for the fuzzy sets A2, B2 and B1.
In this study, the receiver operating characteristics (ROC) curves with the AUC is used as the evaluation criteria of the FIS model for software fault prediction. ROC-AUC approach is widely used criteria for evaluating the performance of the classification or prediction models. The reason of common usage of ROC-AUC in these models is that ROC curves are threshold-free. In other words, ROC-AUC does not require threshold values for classification models. By this way, the classification or prediction models do not affected by wrong selections of threshold values. A ROC curve plots the true positive rates (TPR) on the y-axis and false positive rates (FPR) on the x-axis. As a result, a ROC curve starts at the points (0, 0) and reaches (1, 1). The ideal ROC curve passes through the point of (0, 1) with AUC=1, indicating that there is no prediction error [9] . An acceptable AUC value for a ROC curve should be higher than 0.5 because the line PF=PD represents no information. If PF equals to PD, this means that the classification model could not make prediction or classification. A successful model must have a curve that rises above PF=PD line. A typical ROC curve is shown in Figure 3 [16] . According to Catal [3] , [4] , the area under a 
Experiment
According to the study of Radjenović et al. [18] the object-oriented metrics are more successful than the method level metrics to predict software faults. In addition to this, they mentioned that some of the objectoriented metrics like LCOM or DIT are not as useful as the other object-oriented metrics. Radjenović et al. [18] deduced that CBO, RFC and WMC are the most relevant metrics for software fault prediction in their survey. Starting from this point, to prove these assertions, four FIS model were built using MATLAB 7.13.0 (R2011b) [14] environment.
First of all, for the fuzzification phase the ranges of the fuzzy sets are determined. The metrics used in the experiments have the same fuzzy set ranges in each model and they are given in Table 1 . The middle points (17-180-20-80-2 in order) of the fuzzy sets were specified by the domain expert as consequence of the observation of the dataset. The minimum value is zero for all of the metrics while the appearing maximum values in the dataset differ from each other. The maximum values are approximately 25, 225, 100, 100 and 7 orderly. The a, b and c points are correspond to the corner points of the triangle-shaped fuzzy sets on x-axis. In the rule evaluation phase, the rule sets are composed for each model. The rule set of the most successful model (1 st experiment) is listed in Table 2 . The rules are generated by the help of the domain expert. Table 2 Rules of FIS for the Most Successful Model After the rule evaluation and aggregation phases, the defuzzification process was applied by using COG. With this phase, crisp outputs were produced zero (not faulty) or 1 (faulty). These results of the prediction were compared with the original values (faulty or not) of the modules and the evaluation of this comparison is done with the help of AUC evaluation criteria.
In the first experiment, the metrics CBO, RFC and WMC which are thought to give the best results were used. Triangle-shaped membership function was performed and there were three fuzzy sets in the model: L -M -H. The weights of the inputs were adjusted equally because the effect of them to fault prediction is known as same. In the 2 nd and 3 rd experiments, the irrelevant objectoriented metrics LCOM and DIT were added to the first model in order. It was expected that the AUC result decreased in comparison with the first model because inessential metrics may cause decreasing in performance. Finally, a FIS model was constituted by using all the mentioned object-oriented metrics and again a decline in the prediction performance was expected because of the same reason. Table 3 shows that the all obtained AUC results of four FIS model. According to Table 3 , the best performance belongs to the first model as expected (AUC: 0,8047). This result supports the idea that CBO, RFC and WMC are more convenient metrics for software fault prediction. The idea is mentioned in the study of Radjenović et al. [18] . They also represents that the object-oriented metrics are more successful than method-level metrics in this prediction task. The assertion can be validated by considering that the acquired best AUC value in the experiment is much better than the performance (AUC: 7304) of the study of Erturk and Sezer [10] which uses a FIS model with method-level metrics as inputs for software fault prediction. When LCOM and DIT were used, the AUC result (0,7627 and 0,8022) decreased because the metrics are not as useful or essential as CBO, RFC and WMC. Furthermore, when LCOM and DIT were used together in one model (the last experiment), the worst performance (AUC: 0,7495) was obtained.
In fact, all the AUC results are acceptable in the literature when considering the important surveys [3] , [18] about the software fault prediction research area. According to these studies, supervised machine learning techniques (SVM, ANN, and Naïve Bayes etc.) have been preferred mostly. However, FIS is not a supervised learning technique. In other words, it does not need training and testing process respectively. As a result, FIS performs its tasks faster than the other supervised classification methods do. The ROC curve of the model which has the best result is shown in Figure 4 . In addition to these results which are listed in Table  3 , the comparison on the experiment result with the other existing methods/approaches is available in Table 4 , the performance would still be acceptable like the study of Erturk and Sezer [10] . Table 4 Comparison with Other Studies
Study
Method AUC Erturk and Sezer [10] FIS 0,7304 Catal and Diri [5] Naïve Bayes 0,76 Erturk and Sezer [9] SVM 0,7795 Catal and Diri [5] Random Forests 0,79 Riquelme et al. [19] Naïve Bayes 0,79 Shatnawi and Li [21] Multinominal Multivariate Logistic Regression
0,79
This study FIS 0,8047 Mende and Koschke [15] Bootstrap Aggregating 0,82 Riquelme et al. [19] Resample & J48 0,82 Mende and Koschke [15] Random Forests 0,84 Erturk and Sezer [9] Adaptive Neuro FIS 0,8573 Erturk and Sezer [9] ANN 0,8685
Conclusion
Software fault prediction is a beneficial activity to plan the project, control testing phases and develop reliable software. These benefits have been considered by researchers and many predictive models are proposed in the literature. However, fault prediction has not become routine application in the software development process. The main reason of this situation is that all employed methods to make prediction require training phase, in other words, they need historical data. There are several proposed metrics in the literature to track the software projects. However, collection of the data is time consuming job and the size of collected data is small. Much more projects should be tracked and recorded with their metrics. Additionally, collected data represent the projects which are used in data collection phase. They cannot be reusable for further projects. In this study, Mamdani type fuzzy inference system is employed to overcome the problems mentioned above and, if these problems are eliminated with the successful prediction performance, the fault prediction activity can be used in daily software project development activities. Moreover, next generation of integrated development environments can be built with this ability.
Object oriented metrics are preferred to be compatible with the technologies used in software development process. Several Mamdani FIS is constructed with different inputs and some assertions presented in the literature previously are considered. Most successful model use three input parameters (CBO -RFC -WMC) and the obtained ROC-AUC value is 0,8047. This result is quite acceptable and competitive with the results obtained with other soft computing methods. As the data set, the KC1 project from Promise Software Engineering Repository is selected, because most studies which focus on the same problem in the literature have used this data set. Thus, experimental results achieved in this study are comparable with previous studies. As a result, Mamdani type fuzzy inference system is assessed as suitable solution method to predict software faults and further studies are organized to reflect the complementary relationships between method and object level metrics and, building cascaded predictors for the software faults.
