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EXISTENCE OF SOLUTIONS FOR A NONLOCAL TYPE
PROBLEM IN FRACTIONAL ORLICZ SOBOLEV SPACES
E. AZROUL, A. BENKIRANE, and M. SRATI∗
Abstract. In this paper, we investigate the existence of weak solution for a
fractional type problems driven by a nonlocal operator of elliptic type in a frac-
tional Orlicz-Sobolev space, with homogeneous Dirichlet boundary conditions.
We first extend the fractional Sobolev spaces W s,p to include the general case
W sLA, where A is an N-function and s ∈ (0, 1). We are concerned with some
qualitative properties of the space W sLA (completeness, reflexivity and sepa-
rability). Moreover, we prove a continuous and compact embedding theorem
of these spaces into Lebesgue spaces.
1. Introduction
In this paper, we establish the existence of a weak solutions for the following
Dirichlet type equation
(Pa)

(−∆)sau = f(x, u) in Ω,
u = 0 in RN \ Ω,
where Ω is an open bounded subset in RN with Lipschitz boundary ∂Ω, 0 < s < 1,
f : Ω × R −→ R is a Carathe´odory function and (−∆)sa is the fractional a-
Laplacian operator defined as
(−∆)sau(x) = 2p.v
∫
RN
A′
( |u(x)− u(y)|
|x− y|s
)
u(x)− u(y)
|u(x)− u(y)|
dy
|x− y|N+s
= 2 lim
εց0
∫
RN\Bε(x)
a
( |u(x)− u(y)|
|x− y|s
)
u(x)− u(y)
|u(x)− u(y)|
dy
|x− y|N+s
with p.v. stands for in principal value, a = A′ and A is an N-function.
The study of nonlinear elliptic equations involving quasilinear homogeneous
type operators is based on the theory of Sobolev spaces and fractional Sobolov
spaces W s,p(Ω) in order to find weak solutions. In certain equations, precisely in
the case of nonhomogeneous differential operators, when trying to relax some con-
ditions on these operators (as growth conditions), the problem can not be formu-
lated with classical Lebesgue and Sobolev spaces. Hence, the adequate functional
spaces is the so-called Orlicz spaces. These spaces consists of functions that have
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weak derivatives and satisfy certain integrability conditions. Many properties of
Orlicz-Sobolev spaces come in [1, 21, 25, 34]. For this, many researchers have
studied the existence of solutions for the eigenvalue problems involving nonho-
mogeneous operators in the divergence form through Orlicz-Sobolev spaces by
using variational methods and critical point theory, monotone operator methods,
fixed point theory and degree theory (see, for instance, [2, 5, 17, 9, 10]).
The problem (Pa) involves the fractional a-Laplacian operator, the most ap-
propriate functional framework for dealing with this problem is the fractional
Orlicz Sobolev space which introduced by Salort et al [11], namely a fractional
Sobolev space constructed from an Orlicz space at the place of Lp(Ω). As we
know, the Orlicz spaces represent a generalization of classical Lebesgue spaces in
which the role usually played by the convex function tp is assumed by a more
general convex function A(t); they have been extensively studied in the mono-
graph of Krasnosel´skii and Rutickii [25] as well as in Luxemburg’s doctoral thesis
[28]. If the role played by Lp(Ω) in the definition of fractional Sobolev spaces
W s,p(Ω) is assigned to an Orlicz LA(Ω) space, the resulting space W
sLA(Ω) is
exactly a fractional Orlicz-Sobolev space. Many properties of fractional Sobolev
spaces have been extended to fractional Orlicz - Sobolev spaces (see section 3).
In applied PDE, fractional spaces and the corresponding nonlocal equations,
are now experiencing impressive applications in different subjects, such as, among
others, the thin obstacle problem [30], finance [18], phase transitions [3, 12], strat-
ified materials [16], crystal dislocation [7], soft thin films [26], semipermeable
membranes and flame propagation [13], conservation laws [8], ultra-relativistic
limits of quantum mechanics [23], quasi-geostrophic flows [15], multiple scatter-
ing [22], minimal surfaces [14] , materials science [6], water waves [38], gradient
potential theory [32] and singular set of minima of variational functionals [31].
See also [36] for further motivation.
When A(t) =
tp
p
, the problem (Pa) reduces to the fractional p-Laplacian prob-
lem
(Pp)
 (−∆)
s
pu = f(x, u) in Ω
u = 0 in RN r Ω,
where (−∆)sp is the fractional p-Laplacian operator which, up to normalization,
may defined as
(−∆)spu(x) = 2 lim
εց0
∫
RN\Bε(x)
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|N+sp dy.
One typical feature of problem (Pp) is the nonlocality, in the sense that the value
of (−∆)spu(x) at any point x ∈ Ω depends not only on Ω, but actually on the
entire space RN . In recent years, the problem (Pp) has been studied in many
papers, we refer to [4, 24, 27], in which the authors have used different methods
to get the existence of solutions for (Pp).
This paper is organized as follows : in the second section, we recall some
properties of Orlicz-Sobolev and fractional Sobolev spaces. The third section
is devoted to proving some properties of the fractional Orlicz-Sobolev spaces.
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Finally, using the direct method in calculus variations, we obtain the existence
of a weak solution of problem (Pa).
2. Some preliminaries results
First, we briefly recall the definitions and some elementary properties of the
Orlicz-Sobolev spaces. We refer the reader to [1, 25, 34] for further reference and
for some of the proofs of the results in this section.
2.1. Orlicz-Sobolev Spaces. We start by recalling the definition of the well-
known N-functions.
Let Ω be an open subset of RN . Let A : R+ → R+ be an N-function, that is, A
is continuous, convex, with A(t) > 0 for t > 0, A(t)
t
→ 0 as t→ 0 and A(t)
t
→ ∞
as t → ∞. Equivalently, A admits the representation : A(t) = ∫ t
0
a(s)ds where
a : R+ → R+ is non-decreasing, right continuous, with a(0) = 0, a(t) > 0
∀t > 0 and a(t) → ∞ as t → ∞. The conjugate N-function of A is defined
by A(t) =
∫ t
0
a(s)ds, where a : R+ → R+ is given by a(t) = sup {s : a(s) 6 t}.
Evidently we have
st 6 A(t) + A(s), (2.1)
which is known Young’s inequality. Equality holds in (2.1) if and only if either
t = a(s) or s = a(t).
We will extend these N-functions into even functions on all R. The N-function A
is said to satisfy the global ∆2-condition if, for some k > 0,
A(2t) 6 kA(t) , ∀t > 0.
When this inequality holds only for t > t0 > 0, A is said to satisfy the ∆2-
condition near infinity.
We call the pair (A,Ω) is ∆-regular if either :
(a) A satisfies a global ∆2-condition, or
(b) A satisfies a ∆2-condition near infinity and Ω has finite volume.
Throughout this paper, we assume that
1 < p0 := inf
s>0
sa(s)
A(s)
< p0 := sup
s>0
sa(s)
A(s)
< +∞. (2.2)
which assures that A satisfies the global ∆2-condition.
Lemma 2.1. (see. [11]). Let A be an N-function which satisfies the global
∆2-condition. Then we have,
A(a(t)) 6 cA(t) for all t > 0 (2.3)
where c > 0.
Let Ω be an open subset of RN . The Orlicz class KA(Ω) (resp. the Orlicz space
LA(Ω)) is defined as the set of (equivalence classes of) real-valued measurable
functions u on Ω such that∫
Ω
A(|u(x)|)dx <∞ (resp.
∫
Ω
A(λ|u(x)|)dx <∞ for some λ > 0). (2.4)
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LA(Ω) is a Banach space under the Lexumburg norm
||u||A = inf
{
λ > 0 :
∫
Ω
A
( |u(x)|
λ
)
dx 6 1
}
, (2.5)
and KA(Ω) is a convex subset of LA(Ω). The closure in LA(Ω) of the set of
bounded measurable functions on Ω with compact support in Ω is denoted by
EA(Ω).
The equality EA(Ω) = LA(Ω) holds if and only if (A,Ω) is ∆-regular.
Using the Young’s inequality, it is possible to prove a Ho¨lder type inequality,
that is,∣∣∣∣∫
Ω
uvdx
∣∣∣∣ 6 2||u||A||v||A for all u ∈ LA(Ω) and all v ∈ LA(Ω). (2.6)
2.2. Fractional Sobolev spaces. This subsection is devoted to the definition
of the fractional Sobolev spaces, and we recall some result of continuous and
compact embedding of fractional Sobolev spaces. We refer the reader to [19, 20]
for further reference and for some of the proofs of these results.
We start by fixing the fractional exponent s ∈ (0, 1). For any p ∈ [1,∞), we
define the fractional Sobolev space W s,p(Ω) as follows :
W s,p(Ω) =
{
u ∈ Lp(Ω) : |u(x)− u(y)|
|x− y|Np +s
∈ Lp(Ω× Ω)
}
,
that is, an intermediary Banach space, endowed with its natural norm
||u||s,p =
(∫
Ω
|u|pdx+
∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|sp+N dxdy
) 1
p
.
Theorem 2.2. (see. [20]). Let s ∈ (0, 1), p ∈ [1,+∞) and let Ω be an open
subset of RN with C0,1-regularity and bounded boundary. Then there exists a con-
stant C = C(N, s, p,Ω) such that, for all f ∈ W s,p(Ω), we have
||f ||Lq(Ω) 6 C||f ||W s,p(Ω) for all q ∈ [p, p∗],
that is,
W s,p(Ω) →֒ Lq(Ω) for all q ∈ [p, p∗],
where
p∗ =

Np
N−sp if N > sp
∞ if N 6 sp.
If, in addition, Ω is bounded, then the space W s,p(Ω) is continuously embedded in
Lq(Ω) for any q ∈ [1, p∗].
Theorem 2.3. (see. [19]). Let s ∈ (0, 1), p ∈ [1,+∞) and let Ω be a bounded
open subset of RN with C0,1-regularity and bounded boundary. Then
(i) if sp < N , then the embedding W s,p(Ω) →֒ Lq(Ω) is compact for all q ∈ [1, p∗);
(ii) if sp = N , then the embeddingW s,p(Ω) →֒ Lq(Ω) is compact for all q ∈ [1,∞);
(iii) if sp > N , then the embedding W s,p(Ω) →֒ L∞(Ω) is compact.
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Theorem 2.4. (see. [37]) Suppose that X is a reflexive Banach space with norm
||.|| and let V ⊂ X be a weakly closed subset of X. Suppose E : V −→ R∪{+∞}
is coercive and (sequentially) weakly lower semi-continuous on V with respect to
X, that is, suppose the following conditions are fulfilled:
(1) E(u)→∞ as ||u|| → ∞, u ∈ V .
(2) For any u ∈ V , any sequence {un} in V such that un ⇀ u weakly in X
there holds:
E(u) 6 lim inf
n→∞
E(un).
Then E is bounded from below on V and attains its infinitum in V .
3. Variational framework
Now, we define the fractional Orlicz-Sobolev spaces, and we will present some
important results of these spaces.
Definition 3.1. Let A be an N-function. For a given domain Ω in RN and
0 < s < 1, we define the fractional Orlicz-Sobolev space W sLA(Ω) as follows :
W sLA(Ω) =
{
u ∈ LA(Ω) :
∫
Ω
∫
Ω
A
(
λ|u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N <∞ for some λ > 0
}
. (3.1)
This space is equipped with the norm,
||u||s,A = ||u||A + [u]s,A, (3.2)
where [.]s,A is the Gagliardo seminorm, defined by
[u]s,A = inf
{
λ > 0 :
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
λ|x− y|s
)
dxdy
|x− y|N 6 1
}
. (3.3)
Definition 3.2. Let A be an N-function. For a given domain Ω in RN and
0 < s < 1, We define, the space W sEA(Ω) as follows :
W sEA(Ω) =
{
u ∈ EA(Ω) :
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N <∞
}
. (3.4)
Remark 3.3.
• W sEA(Ω) ⊂W sLA(Ω).
• W sEA(Ω) coincides with W sLA(Ω) if and only if (A,Ω) is ∆-regular.
• If 1 < p <∞ and Ap(t) = tp, then W sLAp(Ω) =W sEAp(Ω) = W s,p(Ω).
To simplify the notation, we put
hx,y(u) :=
|u(x)− u(y)|
|x− y|s .
Theorem 3.4. Let Ω be an open subset of RN , and let s ∈ (0, 1). The space
W sLA(Ω) is a Banach space with respect to the norm (3.2), and a separable
(resp. reflexive) space if and only if (A,Ω) is ∆-regular (resp. (A,Ω) and (A,Ω)
are ∆-regular). Furthermore if (A,Ω) is ∆-regular and A(
√
t) is convex, then the
space W sLA(Ω) is uniformly convex.
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Proof. Let {un} be a Cauchy sequence for the norm ||.||s,A. In particular, {un}
is a Cauchy sequence in LA(Ω). It converges to a function u ∈ LA(Ω). Moreover,
the sequence hx,y(un) is a Cauchy sequence in LA(Ω×Ω, dµ), where µ is a measure
on Ω× Ω which is given by
dµ := |x− y|−Ndxdy.
It therefore also converges to an element of LA(Ω × Ω, dµ). Let us extract a
subsequence
{
uσ(n)
}
of {un} that converges almost everywhere to u. We note
that hx,y(uσ(n)) converges, for almost every pair (x, y) to hx,y(u). Applying Fatou’s
lemma, we obtain, for some λ (note that λ exists since
{
uσ(n)
} ⊂W sLA(Ω)),
∫
Ω
∫
Ω
A
(
λ|u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N
6 lim inf
n→∞
∫
Ω
∫
Ω
A
(
λ|uϕ(n)(x)− uϕ(n)(y)|
|x− y|s
)
dxdy
|x− y|N
<∞.
Hence u ∈ W sLA(Ω).
On the other hand, since hx,y(un) converges in LA(Ω×Ω, dµ), then by dominated
convergence theorem, there exist a subsequence hx,y(uσ(n)) and a function k in
LA(Ω× Ω, dµ) such that
|hx,y(uσ(n))| 6 |k(x, y)| for almost every pair (x, y),
and we have
hx,y(uσ(n)) −→ hx,y(u) for almost every pair (x, y),
this implies by dominated convergence theorem that,
[un − u]s,A −→ 0.
Finally un → u in W sLA(Ω).
To establish the reflexivity and separation of the fractional Orlicz-Sobolev
spaces, we define the operator T : W sLA(Ω)→ LA(Ω)× LA(Ω× Ω, dµ) by
T (u) =
(
u(x),
|u(x)− u(y)|
|x− y|s
)
.
Clearly, T is an isometry. Since LA(Ω) is a reflexive, separable space and uni-
formly convex (see [1, 29]), then W sLA(Ω) is also a reflexive, separable space and
uniformly convex. 
Let W˜ s0LA(Ω) denote the closure of C
∞
0 (Ω) in the norm ||.||s,A defined in (3.2).
Then we have the following result.
Theorem 3.5. (Generalized Poincare´ inequality). Let Ω be a bounded open subset
of RN , and let s ∈ (0, 1). Let A be an N-function. Then there exists a positive
constant µ such that,
||u||A 6 µ[u]s,A for all u ∈ W˜ s0LA(Ω).
Therefore, if Ω is bounded and A be an N-function, then [.]s,A is a norm of
W˜ s0LA(Ω) equivalent to ||.||s,A.
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Proof of Theorem 3.5. Since W˜ s0LA(Ω) is the closure of C
∞
0 (Ω) inW
sLA(Ω), then
it is enough to prove that there exists a positive constant µ such that,
||u||A 6 µ[u]s,A for all u ∈ C∞0 (Ω).
Indeed, let u ∈ C∞0 (Ω) and BR ⊂ RN \ Ω, that is, the ball of radius R in the
complement of Ω. Then for all x ∈ Ω, y ∈ BR and all λ > 0 we have,
A
( |u(x)|
λ
)
= A
( |u(x)− u(y)|
λ|x− y|s |x− y|
s
) |x− y|N
|x− y|N ,
this implies that,
A
( |u(x)|
λ
)
6 A
( |u(x)− u(y)|
λ|x − y|s diam(Ω ∪BR)
s
)
diam(Ω ∪BR)N
|x− y|N ,
we suppose α = diam(Ω ∪ BR)s, we get
A
( |u(x)|
αλ
)
6 A
( |u(x)− u(y)|
λ|x− y|s
)
diam(Ω ∪ BR)N
|x− y|N ,
therefore
|BR|A
( |u(x)|
αλ
)
6 diam(Ω ∪BR)N
∫
BR
A
( |u(x)− u(y)|
λ|x− y|s
)
dy
|x− y|N ,
then∫
Ω
A
( |u(x)|
αλ
)
dx 6
diam(Ω ∪BR)N
|BR|
∫
Ω
∫
BR
A
( |u(x)− u(y)|
λ|x− y|s
)
dxdy
|x− y|N ,
so,
||u||A 6 µ[u]s,A for all u ∈ C∞0 (Ω),
where µ =
diam(Ω ∪ BR)Nα
|BR| . By passing to the limit, the desired result is ob-
tained. 
Corollary 3.6. Let Ω be a bounded open subset of RN , and let s ∈ (0, 1). Let A
be an N-function. We define the space W s0LA(Ω) as follows :
W s0LA(Ω) =
{
u ∈ W sLA(RN) : u = 0 a.e in RN \ Ω
}
,
Then there exists a positive constant µ such that,
||u||A 6 µ[u]s,A for all u ∈ W s0LA(Ω).
Proof of this corollary is similar to proof of Theorem 3.5.
Theorem 3.7. Let Ω be a bounded open subset of RN , let 0 < s < 1 and let A
be an N-function. Then,
C20 (Ω) ⊂W s0LA(Ω).
Lemma 3.8. Let A be an N-function. Then
δ(x)
|x|s ∈ LA(R
N , |x|−Ndx) with δ(x) = min {1, |x|} .
8 E. AZROUL, A. BENKIRANE, M. SRATI
Proof of Lemma 3.8. We put Ω1 =
{
x ∈ RN : |x| > 1} and Ω2 = {x ∈ RN : |x| 6 1}.
Then, we have∫
RN
A
(
δ(x)
|x|s
)
dx
|x|N =
∫
Ω1
A
(
δ(x)
|x|s
)
dx
|x|N +
∫
Ω2
A
(
δ(x)
|x|s
)
dx
|x|N
=
∫
Ω1
A
(
1
|x|s
)
dx
|x|N +
∫
Ω2
A
( |x|
|x|s
)
dx
|x|N
6 A (1)
∫
Ω1
dx
|x|N+s + A (1)
∫
Ω2
dx
|x|N+s−1 ,
note that the last integrals are finite since N + s > N and N + s − 1 < N
respectively. Therefore ∫
RN
A
(
δ(x)
|x|s
)
dx
|x|N <∞.
Proof of Theorem 3.7. Let u ∈ C20(Ω), we only need that to check that∫
RN
∫
RN
A
(
λ|u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N <∞ for some λ > 0.
Indeed, since u vanishes outside Ω, we have∫
RN
∫
RN
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N =
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N
+ 2
∫
Ω
∫
RN\Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N
6 2
∫
Ω
∫
RN
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N .
Now we notice that
|u(x)− u(y)| 6 ||∇u||L∞(RN )|x− y| and |u(x)− u(y)| 6 2||u||L∞(RN ).
Accordingly, we get
|u(x)− u(y)| 6 2||u||C1(RN )min {1, |x− y|} := αδ(x− y),
with α = 2||u||C1(RN ) and since
δ(x)
|x|s ∈ LA(R
N , |x|−Ndx). There exists λ > 0,
such that,∫
RN
∫
RN
A
(
λ|u(x) − u(y)|
α|x − y|s
)
dxdy
|x− y|N 6 2
∫
Ω
∫
RN
A
(
λ
δ(x − y)
|x− y|s
)
dxdy
|x− y|N
= 2|Ω|
∫
RN
A
(
λ
δ(ξ)
|ξ|s
)
dξ
|ξ|N <∞,
this implies that u ∈ W s0LA(Ω). 
Remark 3.9. A trivial consequence of Theorem 3.7, W sLA(Ω) is non-empty.
Proposition 3.10. Let Ω be an open subset of RN and let A be an N-function.
Assume condition (2.2) is satisfied, then the following relations hold true
[u]p0s,A 6 φ(u) 6 [u]
p0
s,A for all u ∈ W sLA(Ω) with [u]s,A > 1, (3.5)
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[u]p
0
s,A 6 φ(u) 6 [u]
p0
s,A for all u ∈ W sLA(Ω) with [u]s,A < 1, (3.6)
where φ(u) =
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N .
Proof. First we show that φ(u) 6 [u]p
0
s,A for all u ∈ W sLA(Ω) with [u]s,A > 1.
Indeed, since p0 >
ta(t)
A(t)
for all t > 0 it follows that for letting σ > 1 we have
log(A(σt))− log(A(t)) =
∫ σt
t
a(τ)
A(τ)
dτ 6
∫ σt
t
p0
τ
dτ = log(σp
0
).
Thus, we deduce
A(σt) 6 σp
0
A(t) for all t > 0 and σ > 1. (3.7)
Let now u ∈ W sLA(Ω) with [u]s,A > 1. Using the definition of the Luxemburg
norm and the relation (3.7), we deduce∫
Ω
∫
Ω
A (hx,y(u))
dxdy
|x− y|N =
∫
Ω
∫
Ω
A
(
[u]s,A
hx,y(u)
[u]s,A
)
dxdy
|x− y|N
6 [u]p
0
s,A
∫
Ω
∫
Ω
A
(
hx,y(u)
[u]s,A
)
dxdy
|x− y|N
6 [u]p
0
s,A.
Now, we show that φ(u) > [u]p0s,A for all u ∈ W sLA(Ω) with [u]s,A > 1. Indeed
since
p0 6
ta(t)
A(t)
for all t > 0, it follows that letting σ > 1 we have
log(A(σt))− log(A(t)) =
∫ σt
t
a(τ)
A(τ)
dτ >
∫ σt
t
p0
τ
dτ = log(σp0).
Thus, we deduce
A(σt) > σp0A(t) for all t > 0 and σ > 1. (3.8)
Let u ∈ W sLA(Ω) with [u]s,A > 1, we consider β ∈ (1, [u]s,A), since β < [u]s,A, so
by definition of Luxemburg norm, it follows that∫
Ω
∫
Ω
A
(
hx,y(u)
β
)
dxdy
|x− y|N > 1,
the above consideration implies that∫
Ω
∫
Ω
A (hx,y(u))
dxdy
|x− y|N =
∫
Ω
∫
Ω
A
(
β
hx,y(u)
β
)
dxdy
|x− y|N
> βp0
∫
Ω
∫
Ω
A
(
hx,y(u)
β
)
dxdy
|x− y|N
> βp0,
letting β ր [u]s,A, we deduce that relation (3.5) hold true.
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Next, we show that φ(u) 6 [u]p0s,A for all u ∈ W sLA(Ω) with [u]s,A < 1. Similar
techniques as those used in the proof of relation (3.7) and (3.8), we have
A(t) 6 τ p0A
(
t
τ
)
for all t > 0 and τ ∈ (0, 1). (3.9)
Let u ∈ W sLA(Ω) with [u]s,A < 1. Using the definition of the Luxemburg norm
and the relation (3.9), we deduce∫
Ω
∫
Ω
A (hx,y(u))
dxdy
|x− y|N 6 [u]
p0
s,A
∫
Ω
∫
Ω
A
(
hx,y(u)
[u]s,A
)
dxdy
|x− y|N
6 [u]p0s,A.
Finally, we show that φ(u) > [u]p
0
s,A for all u ∈ W sLA(Ω) with [u]s,A < 1. Sim-
ilar techniques as those used in the proof of relation (3.7) and (3.8), we have
A(t) > τ p
0
A
(
t
τ
)
for all t > 0 and τ ∈ (0, 1). (3.10)
Let u ∈ W sLA(Ω) with [u]s,A < 1 and β ∈ (0, [u]s,A), so by (3.10) we find∫
Ω
∫
Ω
A (hx,y(u))
dxdy
|x− y|N > β
p0
∫
Ω
∫
Ω
A
(
hx,y(u)
β
)
dxdy
|x− y|N . (3.11)
We define v(x) =
u(x)
β
for all x ∈ Ω, we have [v]s,A = [u]s,A
β
> 1. Using the
relation (3.5) we find∫
Ω
∫
Ω
A
(
hx,y(u)
β
)
dxdy
|x− y|N =
∫
Ω
∫
Ω
A (hx,y(v))
dxdy
|x− y|N > [v]
p0
s,A > 1, (3.12)
by (3.11) and (3.12) we obtain∫
Ω
∫
Ω
A (hx,y(u))
dxdy
|x− y|N > β
p0.
Letting β ր [u]s,A, we deduce that relation (3.6) hold true. 
The embeddings results obtained in the fractional Sobolev space W s,p(Ω) can
also be formulated for the fractional Orlicz-Sobolev spaces.
Theorem 3.11. Let Ω be a bounded open subset of RN . Let Ω be an open subset
of RN and let A be an N-function and let s ∈ (0, 1). Assume condition (2.2) is
satisfied, then the space W sLA(Ω) is continuously embedded in W
s,p0(Ω).
Proof. By (2.2), we have
p0 := inf
t>0
ta(t)
A(t)
> 1,
this implies that
p0
t
6
a(t)
A(t)
,
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for all t > 0, it follows that letting 0 < t0 < t we have
log(tp0)− log(tp00 ) =
∫ t
t0
p0
τ
dτ 6
∫ t
t0
a(τ)
A(τ)
dτ = log(A(t))− log(A(t0)).
Therefore
|t|p0 6 cA(t) for all t > 0. (3.13)
Let u ∈ W sLA(Ω) we have ∫
Ω
|u|p0dx 6 c
∫
Ω
A(u)dx,
then
||u||Lp0 6 c||u||A, (3.14)
where c > 0 and it is possibly different step by step. On the other hand, by
estimation (3.13), we have∫
Ω
∫
Ω
|u(x) − u(y)|p0
|x− y|p0s+N dxdy 6 c
∫
Ω
∫
Ω
A
( |u(x) − u(y)|
|x− y|s
)
dxdy
|x− y|N .
Then
[u]s,p0 6 c[u]s,A. (3.15)
Combining (3.14) and (3.15), we have
||u||s,p0 6 c||u||s,A.
The proof of Theorem 3.11 is complete. 
By combining Theorem 3.11 and Theorem 2.3, we obtain the following results.
Corollary 3.12. Let Ω be a bounded open subset of RN with C0,1-regularity and
bounded boundary. Let s ∈ (0, 1) and let A be an N-function satisfies the global
∆2-condition, we define
p∗0 =

Np0
N−sp0
if N > sp0
∞ if N 6 sp0.
• If sp0 < N , then W sLA(Ω) →֒ Lq(Ω), for all q ∈ [1, p∗0] and the embedding
W sLA(Ω) →֒ Lq(Ω) is compact for all q ∈ [1, p∗0).
• If sp0 = N , then W sLA(Ω) →֒ Lq(Ω), for all q ∈ [1,∞] and the embedding
W sLA(Ω) →֒ Lq(Ω) is compact for all q ∈ [1,∞).
• If sp0 > N , then the embedding W sLA(Ω) →֒ L∞(Ω) is compact.
4. Mains results
In this section, we prove the existence of a weak solution for the problem (Pa)
in fractional Orlicz Sobolev spaces, by means of the direct method in calculus of
variations. For this, we suppose that f : Ω× R→ R is a Carathe´odory function
satisfying the following conditions :
there exist θ1, θ2 > 0, 1 < q < p
∗
0 and an open bounded set Ω0 ⊂ Ω such that
(f1) |f(x, t)| 6 θ1(1+|t|q−1) a.e. (x, t) ∈ Ω×RN ,
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(f2) |f(x, t)| > θ2|t|q−1 a.e. (x, t) ∈ Ω0×RN .
In this section, we work in closed space W s0LA(Ω) which can be equivalently
renormed by setting ||.|| := [.]s,A.
Definition 4.1. We say that u ∈ W s0LA(Ω) is a weak solution of problem (Pa) if
< (−∆)sau, v >=
∫
Ω
∫
Ω
a (|hx,y(u)|) u(x)− u(y)|u(x)− u(y)|hx,y(v)
dxdy
|x− y|N =
∫
Ω
f(x, u)vdx,
for all v ∈ W s0LA(Ω).
Theorem 4.2. Let A be an N- function satisfies (2.2). Suppose that f satisfies
(f1) and (f2). If 1 < q < p0, then the problem (Pa) has a nontrivial weak solution
in W s0LA(Ω).
Corollary 4.3. Let A be an N-function satisfies (2.2). Suppose that f satisfies
(f1) and (f2). If q = p0 and θ1 < λ1/2, where λ1 is define by
λ1 = inf
u∈W s0LA(Ω)\{0}
||u||p0
||u||p0p0
, (4.1)
then the problem (Pa) admits a weak solution in W
s
0LA(Ω).
For u ∈ W s0LA(Ω), we define
J(u) =
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N ,
H(u) =
∫
Ω
F (x, u)dx and I(u) = J(u)−H(u),
where F (x, t) =
∫ t
0
f(x, t)dτ . Obviously the energy functional I : W s0LA(Ω) −→
R associated with problem (Pa) is well defined.
Lemma 4.4. If f satisfies assumption (f1). Then the functional H ∈ C1(W s0LA(Ω),R)
and
< H ′(u), v >=
∫
Ω
f(x, u)vdx for all u, v ∈ W s0LA(Ω). (4.2)
Proof. First, observe that by (f1) and the embedding theorem, H is well-defined
onW s0LA(Ω). Usual arguments show thatH is Gaˆteaux-differentiable onW
s
0LA(Ω)
with the derivative is given by (4.2). Actually, let {un} ⊂ W s0LA(Ω) be a sequence
converging strongly to u ∈ W s0LA(Ω). Since W s0LA(Ω) is compactly embedded
in Lq(Ω), then {un} converges strongly to u in Lq(Ω). So there exist a subse-
quence of {un}, still denoted by {un}, and a function u ∈ Lq(Ω) such that {un}
converges to u almost everywhere in Ω and |un| 6 |u| for all n ∈ N and almost
everywhere in Ω. By (f1), we have for all measurable functions u : Ω −→ R, the
operator defined by u 7−→ f(., u(.)) maps Lq(Ω) into Lq′(Ω). Fix v ∈ W s0LA(Ω)
with ||v|| 6 1. By using the Ho¨lder inequality and the embedding of W s0LA(Ω)
into Lq(Ω), we have
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| 〈J ′(un)− J ′(u), v〉 | =
∣∣∣∣∣
∫
Ω
(f(x, un(x))− f(x, u(x))) v(x)dx
∣∣∣∣∣,
6 ||f(x, un(x))− f(x, u(x))||q′||v||q,
6 c1||f(x, un(x))− f(x, u(x))||q′||v||,
for some c1 > 0. Thus, passing to the supremum for ||v|| 6 1, we get
||J ′(un)− J ′(u)||(W s,p0 (Ω))∗ 6 c1||f(., un(.))− f(., u(.))||q′.
Since f is a continuous function, then
f(., un(.))− f(., u(.)) −→ 0 as n→∞
and
|f(x, un(x))− f(x, u(x))| 6 θ1(2 + |u(x)|q−1 + |u(x)|q−1).
for almost everywhere x ∈ Ω. Note that the majorant function in the previous re-
lation is in Lq
′
(Ω). Hence, by applying the dominate convergence theorem we get
that ||f(x, un(x))− f(x, u(x))||q′ → 0 as n→∞. This proves that J ′ is continu-
ous. 
Lemma 4.5. The function J ∈ C1(W s0LA(Ω),R) and
< J ′(u), v >=
∫
Ω
∫
Ω
a (|hx,y(u)|) u(x)− u(y)|u(x)− u(y)|hx,y(v)
dxdy
|x− y|N
for all u, v ∈ W s0LA(Ω). Moreover, for each u ∈ W s0LA(Ω), J ′(u) ∈ (W s0LA(Ω))∗.
Proof. First, it is easy to see that
< J ′(u), v >=
∫
Ω
∫
Ω
a (|hx,y(u)|) u(x)− u(y)|u(x)− u(y)|hx,y(v)
dxdy
|x− y|N (4.3)
for all u, v ∈ W s0LA(Ω). It follows from (4.3) that J ′(u) ∈ (W s0LA(Ω))∗ for each
u ∈ W s0LA(Ω).
Next, we prove that J ∈ C1(W s0LA(Ω),R). Let {un} ⊂ W s0LA(Ω) with
un −→ u strongly in W s0LA(Ω), then hx,y(un) −→ hx,y(u) in LM(Ω × Ω, dµ),
so by dominated convergence theorem, there exist a subsequence hx,y(unk) and a
function h in LA(Ω× Ω, dµ) such that
Ux,y(unk) :=a(|hx,y(unk)|)
unk(x)− unk(y)
|unk(x)− unk(y)|
−→ Ux,y(u) := a(|hx,y(u)|) u(x)− u(y)|u(x)− u(y)|
and
|Ux,y(unk)| 6 |a(|h|)|,
for almost every (x, y) in Ω × Ω. By (2.3), |a(h)| ∈ LA(Ω × Ω, dµ), so for v ∈
W s0LA(Ω) we have hx,y(v) ∈ LA(Ω× Ω, dµ) and by Ho¨lder’s inequality,∣∣∣∣∫
Ω
∫
Ω
(Ux,y(unk)− Ux,y(u))hx,y(v)
dxdy
|x− y|N
∣∣∣∣ 6 2 ||Ux,y(unk)− Ux,y(u)||L
A
||hx,y(v)||LA
= 2 ||Ux,y(unk)− Ux,y(u)||L
A
||v|| .
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Then by dominated convergence theorem we obtain that
sup
||v||61
∣∣∣∣∣
∫
Ω
∫
Ω
(Ux,y(unk)− Ux,y(u))hx,y(v)
dxdy
|x− y|N
∣∣∣∣∣ −→ 0.
The proof of Lemma 4.5, is complete 
Combining Lemma 4.4 and Lemma 4.5, we get I ∈ C1(W s0LA(Ω),R) and
< I ′(u), v >=
∫
Ω
∫
Ω
a (|hx,y(u)|) u(x)− u(y)|u(x)− u(y)|hx,y(v)
dxdy
|x − y|N −
∫
Ω
f(x, u)vdx
for all u, v ∈ W s0LA(Ω).
Lemma 4.6. Let (f1) be satisfied. Then the functional I ∈ C1(W s0LA(Ω),R) is
weakly lower semicontinuous.
Proof. First, note that the map :
u 7−→
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N
is lower semicontinuous for the weak topology of W s0LA(Ω). Indeed, by Lemma
4.5, we have J ∈ C1(W s0LA(Ω),RN) and
< J ′(u), v >=
∫
Ω
∫
Ω
a (|hx,y(u)|) u(x)− u(y)|u(x)− u(y)|hx,y(v)
dxdy
|x− y|N
for all u, v ∈ W s0LA(Ω). On the other hand, since A is convex so J is also convex.
Now, let {un} ⊂W s0LA(Ω) with un ⇀ u weakly in W s0LA(Ω). Then by convexity
of J , we have
J(un)− J(u) >< J ′(u), un − u >,
and hence, we obtain J(u) 6 lim inf J(un), that is, the map
u 7−→
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N
is lower semicontinuous.
Let un ⇀ u weakly in W
s
0LA(Ω), so by Corollary 3.12, un −→ u in Lq(Ω) for
all q ∈ (1, p∗0). Without loss of generality, we assume that un −→ u a.e. in Ω.
Assumption (f1) implies that
F (x, t) 6 θ1(|t|q + 1).
Thus, for any measurable subset U ⊂ Ω,∫
U
|F (x, un)|dx 6 θ1
∫
U
|un|qdx+ θ1|U |.
By Ho¨lder inequality and corollary 3.12 , we have,∫
U
|F (x, un)|dx 6 θ1||uqn||
L
p∗0
q
||1||
L
p∗0
p∗
0
−q
+ θ1|U |
6 θ1C||un||q|U |
p∗0−q
p∗
0 + θ1|U |.
(4.4)
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It follows from (4.4) that the sequence {|F (x, un)− F (x, u)|} is uniformly bounded
and equi-integrable in L1(Ω). The Vitali Convergence Theorem (see [35]) implies
lim
n→n
∫
Ω
|F (x, un)− F (x, u)|dx = 0,
so
lim
n→∞
∫
Ω
F (x, un)dx =
∫
Ω
F (x, u)dx.
Thus, the functional H is weakly continuous. Further, we get that I is weakly
lower semicontinuous. 
Proof of Theorem 4.2. From assumption (f1) and Proposition 3.10, we have
I(u) =
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N −
∫
Ω
F (x, u)dx
>
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N − θ1
∫
Ω
|u|qdx− θ1|Ω|
> ||u||p0 − θ1C||u||q − θ1|Ω|,
since p0 > q, so we have I(u) −→ ∞ as ||u|| −→ ∞, by Lemma 4.6 I is weakly
lower semi-continuous on W s0LA(Ω), then by Theorem 2.4 functional I has a
minimum point u0 in W
s
0LA(Ω) and u0 is a weakly solution of problem (Pa).
Next we need to verify that u0 is nontrivial. Let x0 ∈ Ω0, 0 < R < 1 satisfy
B2R(x0) ⊂ Ω0, where B2R(x0) is the ball of radius 2R with center at the point x0
in RN . Let ϕ ∈ C∞0 (B2R(x0)) satisfies 0 6 ϕ 6 1 and ϕ ≡ 1 in B2R(x0). Theorem
3.7 implies that ||ϕ|| <∞. Then for 0 < t < 1, by (f2), we have
I(tϕ) =
∫
Ω
∫
Ω
A
( |tϕ(x)− tϕ(y)|
|x− y|s
)
dxdy
|x− y|N −
∫
Ω
F (x, tϕ)dx
6 ||tϕ||β −
∫
Ω0
θ2
q
|tϕ|qdx
6 ||ϕ||βtβ − θ2
q
tq
∫
Ω0
|ϕ|qdx
6 ctβ − θ2
q
tq
∫
Ω0
|ϕ|qdx,
where β = {p0 or p0} and c is a positive constant. Since β > q and
∫
Ω0
|ϕ|qdx >
0, we have I(t0ϕ) < 0 for t0 ∈ (0, t) sufficiently small. Hence, the critical
point u0 of functional I satisfies I(u0) 6 I(t0ϕ) < 0 = I(0), that is u0 6= 0.

Proof of Corollary 4.3. In view of the proof of Theorem 4.2, we only need to
check that I(u) −→ ∞ as ||u|| → ∞. Let u ∈ W s0LA(Ω) with ||u|| > 1, since
16 E. AZROUL, A. BENKIRANE, M. SRATI
p0 = q and θ1 < (λ1)/(2), by assumptions (f1) and (4.1), we have
I(u) =
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N −
∫
Ω
F (x, u)dx
>
∫
Ω
∫
Ω
A
( |u(x)− u(y)|
|x− y|s
)
dxdy
|x− y|N − θ1
∫
Ω
|u|p0dx− θ1|Ω|
> ||u||p0 − θ1 1
λ1
||u||p0 − θ1|Ω|,
=
(
1− θ1 1
λ1
)
||u||p0 − θ1|Ω|.
So we have I(u) −→ ∞ as ||u|| −→ ∞. 
Remark 4.7. Evidently, if f(x, 0) 6= 0 a.e. in Ω, then the weak solution obtained
in Corollary 4.3 is nontrivial.
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