Abstract-There has been only limited discussion on the effect of uncertainty and noise in multi-objective optimisation problems and how to deal with it. Here we address this problem by assessing the probability of dominance and maintaining an archive of solutions which are, with some known probability, mutually non-dominating. We examine methods for estimating the probability of dominance. These depend crucially on estimating the effective noise variance and we introduce a novel method of learning the variance during optimisation. Probabilistic domination contours are presented as a method for conveying the confidence that may be placed in objectives that are optimised in the presence of uncertainty.
Introduction
Evolutionary computation (EC) techniques are now extensively used when attempting to discover the optimal or near optimal parameterisation for problems with unknown or complex function transformation from parameters to objective(s) (see for instance the Adaptive Computing in Design and Manufacture series (Parmee, 2004) ). Almost all optimisation procedures search the parameter space by evaluating the objectives for a given parameterisation before proposing a new, hopefully better, parameterisation. It is generally assumed that repeated evaluation of the objectives for a single parameterisation yields the same objective values. However, a special, but not insubstantial, class of these problems exists in which there is additional uncertainty in the veracity of the results obtained from the system model. One clear example arises when measurement error or stochastic elements in physical system leads to different results for repeated evaluations at the same parameter values (Biiche et al. , 2002; Stagge, 1998) . Our own interest in this topic arises from the optimisation of classification error rates in pattern recognition tasks: precise error rates depend upon the particular data set used; different, but statistically equivalent data sets, arising from bootstrap samples, yield different error rates (Fieldsend & Everson, 2004 ; Everson & Fieldsend, 2005) and it is important to evaluate the uncertainty associated with optimal classifiers. Work is ongoing in the scalar optimisation EC community to tackle these types of problem, and indicates some elitist techniques can prove fragile (Rana et al. , 1996; Di Pietro et al. , 2004) modern multi-objective evolutionary algorithms (MOEAs) rely heavily on elitism, this should be of concern to practitioners dealing with uncertain multi-objective problems.
In this paper we model the uncertainty in the objectives as observational noise corrupting the true objectives. We describe, in Section 2, a sequence of methods for use in multiobjective optimisation depending on the amount of information that is known about the noise characteristics. These methods are illustrated on standard test problems modified by the addition of noise. Teich (2001) and Hughes (2001) have each addressed multiobjective optimisation with uncertainty and here we extend their work by relaxing the assumptions made about the noise characteristics. Hughes (2001) 
The parameters may also be subject to the J constraints:
which, for simplicity, we assume can be evaluated precisely. The multi-objective optimisation problem may thus be expressed as:
subject to e(x) (e1(x),...,ej(x)) > 0. (4) ness of the elite solution improves with generation. It is possible that we might want to remove the summation from (9), so that we reject a point if the probability that it is dominated by any other single archive member is greater than a. This would remove problems with (9) if the size of the archive becomes large, but would leave open the possibility of a point being almost dominated by lots of archive members at the a level.
The imperative issue in using the probabilistic dominance framework is obviously how to calculate p(x -< x'). This is dependant on what a priori knowledge is available about the system noise (or what assumptions it is reasonable to make). Various methods for its calculation in different situations are now discussed.
Unknown noise
The most severe case is when the noise properties are completely unknown. The noise may be asymmetric and there may be dependencies between noise in different objectives. In this case the degree of dominance between two solutions can be estimated by repeated evaluation at the fixed parameter values x and x'. Suppose that {Y }y are the objectives evaluated n times at x, and {Y'}yi=1 are n' evaluations at x', then the probability that x dominates x' is estimated by the fraction of times that yi dominates y : n np (x x')= EtZI(yi Yy) (10) where I(.) is the indicator function. Estimating probabilistic dominance by this sampling method clearly requires several evaluations of the objectives at both x and x', which may be prohibitively expensive. This cost can be substantially reduced if it is known or it can be assumed that the noise corrupting each objective is independent. In this case the evaluations for each objective dimension can be permuted to form additional samples.
Independent noise for each objective
If the noise on contaminating the objectives can be assumed to be independent, the probability of dominance decomposes into a product of probabilities for each dimension:
Each of the constituent probabilities p(fd(X) < fd(x')) is:
where V(y IL, o) =(2Xo-22e (14) is the standard normal density with mean p and standard deviation a2. Note that (13) allows for the possibility that the noise variance a2 may vary with location. Using (13) in (12) gives the probability of dominance in terms of the error function (Hughes, 2001) :
Clearly if x' -x then m = 0 and p(f(x) < f(x')) = 1/2, as expected by symmetry. Consequently p(f(x) < f(x')) = 2-D and the probability that x' and x are mutually nondominating isI--1.
The uncertainty in whether one solution dominates another may be reduced by re-evaluating the solutions at x and x'.
As above, let {}f yi be the objectives evaluated n times at x, and {Y}' -1 be the n' evaluations at x'. Then the uncertainty in the location of f (x) is reduced proportional to the square root of the number of repeated measurements:
/n) (17) where y = n-r E =1 yi is the mean estimate for f(x), with an analogous expression for x'. The probability of dominance is therefore calculated by (15) but with
where Yd and Yd represent the evaluations of f(x) and f(x') respectively. These integrals can be computed if additional information about the noise distributions is known. Hughes (2001) has addressed the case of Gaussian noise with known noise variance, which we review and extend below. An important simplification occurs when the noise is known to be bounded: Teich (2001) has modelled the noise as uniform and has proposed modified archive acceptance schemes for various MOEAs, similar to those discussed above (8) and (9). However the boundedness of the noise means that if the solutions are sufficiently well separated in objective space dominance or lack of dominance may be decided with no uncertainty.
Gaussian noise with known variance
An attractive and often reasonable assumption is that the noise is normally distributed about the true objective value; thus, dropping the indices indicating the particular objective,
These expressions show that the probability of one solution dominating another can be calculated with increasing accuracy as the number of times each solution is re-evaluated is increased. Also, as might be expected, the best estimate for the f (x) is just the sample mean y. However, this analysis is based upon the variance of the contaminating noise being known. Figure 1 illustrates the importance of having an accurate knowledge of the variance. The figure shows n n' = 10 noisy evaluations of two objectives at f(x) = (0.0, 0.0) and f(x') = (0.1, 0.1). The noise is Gaussian with covariance matrices Ex = Ex [ 065 01
Contours in Figure la show one and two times the standard error, using the known variances, centred on the sample mean estimates of f(x) and f(x'). The contours depicted in the right panel show the estimates using the variances estimated from the samples themselves. With these true standard errors the p(f(x) -< f(x')) = 0.63 and p(f(x') -< f(x')) = 0.04 The variances estimated from the data samples themselves are used in Figure lb . Clearly the estimates for f(x) are poor and give a misleading estimates of the probability of dominance; in this case p(f(x) -< f(x')) = 0.56 and p(f(x') -< f(x')) = 0.06. This example highlights the importance of accurately estimating the variance and we now describe a straightforward Bayesian scheme which can be used for estimating it as the optimisation proceeds. 
Gaussian noise with unknown variance
During the course of an optimisation we envisage evaluating the objectives for each parameter set n times. Although our approximation of f(x) cannot incorporate information from re-evaluations at different parameterisations, if it is assumed that the variance of the corrupting noise is constant across parameter space then the repeated evaluations can be combined to learn the variance, r2.
Consider the re-evaluations Y = yi for a fixed parameter set x. The likelihood of observing these evaluations is:
gamma prior:
The hyperparameters a and b control the shape and width of the prior; as a, b -> 0 the prior becomes non-informative, favouring no particular scale.
Combining the prior and likelihood to evaluate the posterior shows that the joint posterior is a Normal Inverse Gamma (NIG) density:
If we have some prior idea of the probability density, p(cr2, f(x)), of U2 and f(x) it may be combined in Bayes rule with the likelihood to yield a posterior density, which incorporates the prior information and information gained from the evaluations:
In general we have no a priori belief about f(x) and so choose the prior to be uniform on some suitably large interval of the real line. In some circumstances more may be known about the location of f (x) (for example, that f (x) lies in some interval or is positive) in which case more informative priors can be used. We choose a conjugate prior (Bernardo & Smith, 1994) 
is the unbiased estimator of the sample variance. The posterior marginal density p(U2 Y) is again an inverse gamma density with parameters a' and b'. The expected value of the variance is thus (Bemardo & Smith, 1994, page In fact the marginal density of f (x) is a student-t density (see, for example, (Bernardo & Smith, 1994) ):
The mean of this density is just y and its variance is
2)x which can be used in place of the standard error. The tails of the student-t density decay more slowly than a Gaussian density, reflecting the additional uncertainty in f(x) than if the noise variance were known. Properly the student-t density should therefore be used in (12). However, as the shape parameter 2a' becomes large the student-t approaches the Gaussian density. Reference to (23) shows that 2a' increases like the total number of evaluations for each objective, so approximating p(fd(x) Y) by Gaussian densities rapidly becomes a good approximation.
Variable noise
So far we have assumed that the noise for each objective is constant for all parameter values, although in practise this may not be the case, particularly if the noise enters the problem through the parameterisation. The assumption of constant noise in this case can be dangerous as it may lead to over-optimistic insertion of solutions into the archive. Although more sophisticated modelling schemes can be devised, the Bayesian updates for the inverse gamma parameters (equations (23)) may be modified to discount the contribution of historical data as follows:
When r = 0 all prior information is forgotten and the measured noise variance is the sample variance, whereas q = 1 recovers the constant noise situation, in which all samples (27) count equally regardless of how recently they were meas- ured. Intermediate values of r1 exponentially discount historical samples. Figure 4 illustrates the estimation of time varying noise on the modified DLTZ2 problem described below. As Figure  4a shows, the noise for each of the three objectives was varied in a step-wise manner every 500 iterations. Figure  4b shows that the modified scheme with q = 0.95 is well able to track the noise variance, while the variance estimates using no historical information (Figure 4c ) are prone to extreme fluctuations. 
Examples of optimisation with noise
Here we illustrate optimising with uncertainty in the multiobjective domain, with Guassian noise of unknown variance.
We create a modified version of the DTLZ2 test function (Deb et al. , 2002) , which is formulated in its standard 3-objective parameterisation. Gaussian noise is then added at each evaluation, with variances 1, 0.5 and 0.05 added to the three objectives. The formulation of this augmented test function is given in Table 1 , and is implemented here with K = 8. fi(x) = cos (xw7r/2)cos (x2wr/2) (1 + g (x)) +KAf(0, vi) f2(x) = cos (x,ir/2) sin (x2-xl2) (1 + g (x)) + ,A(0, V2)
f3(x) = sin (xw7r/2) (1 + g (x)) + J\f(0, V3)
We then run a simple (1+1)-ES MOEA (as described in (Fieldsend & Everson, 2004; Everson & Fieldsend, 2005) ) for 1500 iterations and view the estimated noise variance and standard error during this time -in relation to the true (known) values. Figure 2 shows plots of these values using n = 3 evaluations for each parameterisation, both using the Bayesian update method (Figures 2a and 2b) , and by reestimating at each iteration empirically from the samples at that iteration (Figures 2c and 2d) . Figure 3 shows similar plots, but using n = 30 evaluations for each parameterisation instead of n = 3. Both figures show that after only a relatively few iterations a good approximation to the underlying noise variances is being made by the Bayesian update method. The variability of simply re-estimating the variance at each iteration from the samples at that iteration on the other hand generates a very volatile estimate of the variance, even when 30 samples are taken at each generation. Figure 5 -7 show the fronts obtained for this problem when using Gaussian noise with variances 0.1 added to the two objective formulation of DTLZ2. The noiseless front for this problem is a curve of radius 1 in the positive quadrant, centred on the origin. Figure 5 shows the optimised front, and corresponding true noiseless evaluations, found by an algorithm that treats the evaluations is if they were noise-free (a single evaluation per parameterisation), which is run for 25000 iterations. Figure 6 shows the same figures corresponding to using the 'thick' archive of probably nondominating solutions found by the Bayesian variance update methodology using 5 re-evaluations per iteration after 5000 iterations. Figure 7 shows the mutually non-dominating members from Figure 6 (assessed on the means), which is our best estimate of the Pareto front from the probably nondominating archive.
As can be seen, the re-evalution method with variance up- (Everson & Fieldsend, 2005) .
Gamma densities. However, handling non-Gaussian noise efficiently remains an active area of research. Finally, we advocate the use of probabilistic domination contours for the presentation of estimated Pareto fronts as these permit assessment of the degree of confidence that may be placed in an operating point.
