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Abstract
We prove that there are Fenchel-Nielsen coordinates for the Teichmu¨ller space of a
finite area hyperbolic surface with respect to which the length functions are convex.
1 Introduction
Let X be a complete hyperbolic surface with finite area and T (X) its Teichmu¨ller space.
Recall that points in T are equivalence classes of marked hyperbolic surfaces, i.e. equiv-
alence classes of pairs (Y, f) where Y is a hyperbolic surface and f : X → Y is a
quasi-conformal homeomorphism.
The goal of this paper is to describe certain coordinates of T (X) with respect to
which the length functions are convex. Given a homotopically essential, non-peripheral
curve γ ⊂ X and a point (Y, f) ∈ T (S), then the curve f(γ) is freely homotopic to a
unique geodesic in the hyperbolic surface Y . Denoting by `γ(Y, f) the length of this
geodesic we obtain a well-defined function
`γ : T (X)→ R+
This is the length function associated to the curve γ.
Of the many well-known ways to parametrize Teichmu¨ller space perhaps the most
classical is attributed to Fenchel and Nielsen. Fix a pants decomposition P of X, i.e. a
multicurve such that X \ P is homeomorphic to the disjoint union of thrice punctured
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spheres. A simple computation shows that P has |P| = 3g + n− 3 components where g
is the genus and n the number of cusps of X. The Fenchel-Nielsen coordinates
Φ : T (X) ∼−→ R3g+n−3+ × R3g+n−3 (1.1)
associate to each point in T (X) the length and the twist for each component of the pants
decomposition P.
In the above discussion it the meaning of ”lenght” is clear. To define the ”twist
parameter” it has to be decided what a 0-twist represents. There is no canonical way
to determine this so we refer to any of the possible length-twist coordinates as Fenchel-
Nielsen coordinates associated to the pants decomposition P. We prove:
Theorem 1.1 Let X be a complete, finite area, hyperbolic surface of genus g and with
n cusps, and fix a pants decomposition P of X. There are Fenchel-Nielsen coordinates
Φ : T (X) ∼−→ R3g+n−3+ × R3g+n−3 associated to P such that for any essential curve γ in
X the function
lγ ◦ Φ−1 : R3g+n−3+ × R3g+n−3 → R+
is convex. If moreover the curve γ intersects all the components of P then lγ ◦ Φ is
strictly convex.
Other convexity results of the length functions lγ are due to Kerckhoff [7] and Wolpert
[8]. They proved respectively that the length functions are convex along earthquake
paths and Weil-Petersson geodesics. Both authors derived from their results proofs of
the so-called Nielsen realization problem; so do we.
Theorem 1.2 (Kerckhoff) The action of every finite subgroup of the mapping class
group on T (X) has a fixed point.
Tromba [10] gave a different proof of Theorem 1.2 using the convexity of the en-
ergy functional along Weil-Petersson geodesics. Proofs of this theorem in a completely
different spirit are due to Gabai [5] and Casson-Jungreis [4].
In order to prove Theorem 1.1 we follow a slightly indirect path. We will associate
a continuous map sλ : T (X) → R|λ| to every maximal, finite leaved lamination λ of X.
The image Tλ = sλ(T (X)) of sλ is an open convex subset of a linear subspace of the
correct dimension 6g + 2n− 6. We refer to
sλ : T (X) ∼−→ Tλ
as shearing coordinates associated to the lamination λ. The shearing coordinates are
closely related to those studied by Bonahon [1].
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Given a pants decomposition P of X, we choose a maximal lamination λ containing
P and describe Fenchel-Nielsen coordinates associated to P in such a way that the map
Φ ◦ s−1λ : Tλ
∼−→ R3g+n−3+ × R3g+n−3
is linear. In particular, Theorem 1.1 follows immediately from the following more general
result:
Theorem 1.3 Let X be a complete, finite area, hyperbolic surface with genus g and
with n cusps. Let λ be a maximal lamination in X with finitely many leaves and let
sλ : T (X) ∼−→ Tλ be the shearing coordinates associates to λ. For any essential curve γ
in X the function
lγ ◦ s−1λ : Tλ → R+
is convex. If moreover the curve γ intersects all the leaves of λ then lγ ◦ s−1λ is strictly
convex.
The paper is organized as follows. After a few preliminaries in section 2, we introduce
in section 3 the shearing coordinates and reduce the proof of Theorem 1.3 to Proposition
3.6, our main technical result. In section 4 we relate Fenchel-Nielsen coordinates to
shearing coordinates and prove Theorem 1.1. In section 5 we study the length function
on the Teichmu¨ller space of the annulus and finally in section 6 we prove Proposition
3.6. The proofs are, once one is used to the notation, elementary.
2 Teichmu¨ller space and other important objects
Let X be a complete, orientable hyperbolic surface with possibly infinite area. A marked
hyperbolic surface is a pair (Y, f) where Y is a hyperbolic surface and f : X −→ Y
is a quasi-conformal homeomorphism. Two marked surfaces (Y0, f0) and (Y1, f1) are
equivalent if there is an isometry φ : Y0 −→ Y1 such that φ ◦ f0 and f1 are quasi-
conformally isotopic. The Teichmu¨ller space T (X) is the set of equivalence classes of
marked hyperbolic surfaces. We give T (X) a metric (and topology) as follows. The
distance, dT ((Y0, f0), (Y1, f1)), between two pairs is the infimum of the logarithm of the
quasi-conformal constant of all maps φ : Y0 −→ Y1 with φ◦f0 quasi-conformally isotopic
to f1.
Remark. In this paper we will be mostly interested in Teichmu¨ller spaces of finite area
surfaces although the ambitious reader could easily see that our results can be extended
to a more general setting. In particular, as we will see in section 5 the Teichmu¨ller space
of a hyperbolic annulus plays a key role in our work.
Continuing with the same notation as above, we can identify the universal covers of
X and Y with the hyperbolic plane H2; this identification is unique up to composition
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with an isometry of H2. Let f˜ : H2 → H2 be the lift of the quasi-conformal homeomor-
phism f : Y → X. It is well-known that f˜ extends continuously to a homeomorphism
of ∂f˜ : ∂H2 → ∂H2; here ∂H2 is the boundary at infinity of H2. Moreover, lifts of
quasi-conformally isotopic maps have extensions which differ by composition with (the
boundary extensions of) isometries of H2.
A lamination on X is a closed, but perhaps not compact, subset of X which is
foliated by geodesics. If the surface X has finite area, we will be only be interested in
laminations λ with only finitely many leaves. Recall that the only non-isolated leaves of
such a lamination are simple closed geodesics in X.
Let f : X −→ Y be a quasi-conformal homeomorphism between hyperbolic surfaces
and let f˜ : H2 −→ H2 and ∂f˜ : ∂H2 → ∂H2 be as above. The maps f and f˜ will not take
geodesics to geodesics. In order to by-pass this problem, we associate to any geodesic
γ ⊂ H2 the unique geodesic f¯(γ) ⊂ H2 which has the same endpoints on ∂H2 as the arc
f˜(γ). If γ is a closed geodesic on X then its pre-image γ˜ in H2 will be equivariant and
therefore f¯(γ˜) will also be equivariant and descend to a geodesic f¯(γ) on Y . If γ is also
simple then f¯(γ) is simple as well. For a lamination we apply f¯ to each geodesic in the
lamination. Similarly, for an ideal triangle ∆ we let f¯(∆) be the ideal triangle whose
boundary is the the f¯ -image of the geodesics bounding ∆.
We refer to [6] and [3] for facts and definitions in this section.
3 Shearing coordinates
The goal of this section is to define shearing coordinates for the Teichmu¨ller space T (X)
of a finite area hyperbolic surface.
3.1 Ideal triangulations
Before setting up our coordinates we need some definitions and notation. An ideal
triangle on a hyperbolic surface X is the image of an injective, local isometry from
an ideal triangle in H2 to the surface. Recall that any two ideal triangles in H2 are
isometric and that ideal triangles have the same isometry group as euclidean equilateral
triangles. An ideal triangulation of X is a lamination with finitely many leaves whose
complementary components are ideal triangles. An ideal triangle has a unique inscribed
disk that is tangent to all three sides of the triangle. The midpoints of the sides are three
tangency points; compare with figure 1 (a).
Let γ0 and γ1 be geodesics in H2 that are asymptotic to a point p∞ ∈ ∂H2. For
each p0 ∈ γ0 there is a unique p1 ∈ γ1 such that the horocycle based at p∞ through p0
intersects γ1 at p1. We define a map hγ0,γ1 : γ0 −→ γ1 by hγ0,γ1(p0) = p1. We allow the
possibility that γ0 = γ1 in which case hγ0,γ1 is the identity map; compare with figure 1
(b).
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Figure 1: (a) and (b)
Let ∆a and ∆b be ideal triangles in H2 with disjoint interiors and let γ be a geodesic
separating the two triangles. We also assume that both ∆a and ∆b are asymptotic to γ;
that is, there are sides γa and γb of ∆a and ∆b that are asymptotic to γ. Let ma and
mb be the midpoints of γa and γb.
We define s(∆a,∆b, γ) to be the signed distance between hγa,γ(ma) and hγb,γ(mb)
where the sign is determined by orienting γ such that ∆a is on the left of γ; compare
with figure 2. If ∆a and ∆b have a common boundary edge there is only one choice for
γ so we will sometimes write s(∆a,∆b) = s(∆a,∆b, γ).
γ
∆a
∆b
Figure 2: The two dots are hγa,γ(ma) and hγb,γ(mb). In this picture s(∆a,∆b, γ) is equal
to the length of the bold printed segment.
The following lemma is a collection of simple facts on s(·, ·, ·) whose proof we leave
to the interested reader.
Lemma 3.1 Let ∆a, ∆b and γ be as above.
• s(∆b,∆a, γ) = s(∆a,∆b, γ).
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• If φ is an isometry of H2 then s(∆a,∆b, γ) = s(φ(∆a), φ(∆b), φ(γ)).
• s(∆a,∆b, γ′) = s(∆a,∆b, γ) for any another geodesic γ′ separating ∆a and ∆b and
asymptotic to γ.
If moreover ∆0,∆1, . . . ,∆k is a chain of pairwise asymptotic ideal triangles with disjoint
interior and γi is for i = 1, . . . , k a geodesic separating ∆0, . . . ,∆i−1 from ∆i, . . . ,∆k
then we have
s(∆0,∆k, γ) = s(∆0,∆1, γ1) + · · ·+ s(∆k−1,∆k, γk)
for any geodesic γ separating ∆0 and ∆k. 3.1
Remark. Working in say the upper half-plane model, assume that two ideal triangles
∆a = [θ1, θ2, θ3] and ∆b = [θ1, θ3, θ4] have a common boundary edge [θ1, θ3]. Let
κ = [θ1, θ2, θ3, θ4] =
(θ1 − θ3)(θ2 − θ4)
(θ1 − θ4)(θ2 − θ3)
be the cross-ratio of the four vertices θ1, θ2, θ3, θ4. We have then the formula
s(∆a,∆b) = log(κ− 1)
Decomposing the general picture into adjacent ideal triangles and using the last claim of
Lemma 3.1, it is easy to also express s(∆a,∆b, γ) as sums of logarithms of algebraic ex-
pressions in cross ratios when ∆a and ∆b don’t have a common boundary edge; compare
with figure 3.
3.2 The coordinates
Let λ be from now on an ideal triangulation of the complete finite area hyperbolic surface
X. We now define a coordinate map sλ : T (X) −→ R|λ| by defining a coordinate function
sγ for each leaf γ of λ. We need to make some choices in the definition of sλ but the
map will be unique up to post-composition with a linear map.
Assume γ is an isolated leaf of λ and let γ˜ be a component of the pre-image of γ in
the universal cover. Let λ˜ be the pre-image of λ in the universal cover. Let ∆aγ and ∆
b
γ
be the two ideal triangle in the complement of λ˜ whose boundary contains γ˜. Then we
define sγ(Y, f) = s(f¯(∆aγ), f¯(∆
b
γ), f¯(γ˜)). Here f¯ is as in the end of section 2. It is clear
that sγ(Y, f) is independent of the choice of the lift γ˜.
Now assume that γ is a closed curve in λ. To define sγ we need to make some
arbitrary choices. Again let γ˜ be a component of the pre-image of γ in the universal
cover. In this case there will not be ideal triangles whose boundary contains γ˜. Instead
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γ
∆a
∆b
Figure 3: The dotted lines determine the auxiliary ideal triangles needed to express
s(∆a,∆b, γ) in terms of cross ratios.
we choose ideal triangles ∆aγ and ∆
b
γ such that γ˜ separates the triangles and they are
both asymptotic to γ˜. We then define sγ(Y, f) = s(f¯(∆aγ), f¯(∆
b
γ), f¯(γ˜)).
Remark. Observe that by the last claim of Lemma 3.1, different choices of ∆a and
∆b, say ∆ˆa and ∆ˆb, yield functions sˆγ(Y, f) = s(f¯(∆ˆaγ), f¯(∆ˆ
b
γ), f¯(γ˜)) which differ from
sγ(Y, f) by a linear combination of the functions sη(Y, f) corresponding to the isolated
leaves η separating ∆a from ∆ˆa and ∆b from ∆ˆb.
We now define our coordinate map by
sλ : T (X) −→ R|λ| (3.2)
by sλ(Y, f) = (sγ1(Y, f), . . . , sγn(Y, f)) where γ1, . . . , γn are the components of λ. By the
remark above, different choices amount to postcomposing sλ with an invertible linear
transformation of R|λ|.
To see that sλ is continuous we fix an identification of X˜ = H2 with the upper half-
plane. Given a quadruple (θ1, θ2, θ2, θ4) with θi ∈ ∂H2 = R ∪ {∞} we then define a
function
T (X)→ R, (Y, f) 7→ [∂f˜(θ1), ∂f˜(θ2), ∂f˜(θ3), ∂f˜(θ4)].
Since the cross-ratio is invariant under isometries of H2 this function is well-defined. It
directly follows from the geometric definition of a quasi-conformal map that this function
is continuous. Since sλ(Y, f) can be expressed in terms of cross-ratios it follows that sλ
is continuous.
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3.3 Image of sλ
Our next goal is to determine the image of sλ. Before doing so we need still some more
notation.
Assume that γ is a non-isolated, i.e. closed, leaf of λ. Our choice of ∆aγ and ∆
b
γ
determines an a-side and a b-side of γ. In particular if Cγ is a collar neighborhood of
γ then Cγ\γ has two components which we call the sides of γ. If C˜γ is the component
of the pre-image of Cγ that contains γ˜ then ∆aγ will intersect one of the components of
C˜γ\γ˜. The image of this component in X will be one of the components of Cγ\γ. This
is the a-side. Then ∆bγ will intersect the other component of C˜γ\γ˜ and this component
will map to the b-side of γ.
We need to assign a sign to each side of γ that will be determined by the direction
∆aγ and ∆
b
γ spiral around γ. As above, orient γ˜ so that ∆
a
γ is on the left. Then σ
a
γ = −1
if ∆aγ is asymptotic to the forward end of γ˜ and σ
a
γ = +1 if ∆
a
γ is asymptotic to the
negative end. We make a similar definition for σbγ . Note that since γ˜ separates ∆
a
γ form
∆bγ we need to change the orientation of γ˜ when we define σ
b
γ .
γ
∆a ∆b
Figure 4: In this picture σaγ = −1 and σbγ = 1.
Still assuming that γ is a non-isolated leaf of λ, we will now express its length of
in terms of our coordinates. The intersection of each leaf β of λ with the a-side of γ
will have 0, 1 or 2 components. Let naγ(β) be this number and similarly define n
b
γ(β).
Note that if β is a closed leaf then the number will always be zero. The content of the
following lemma is that the length function `γ is given by any of the following two linear
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functions
`aγ : R|λ| → R, `aγ(x) = σaγ
|λ|∑
i=1
naγ(γi)xi
`bγ : R|λ| → R, `bγ(x) = σbγ
|λ|∑
i=1
nbγ(γi)xi
Lemma 3.2 If γ is a closed curve in λ and `γ : T (X) −→ R is its length function then
`γ = `aγ ◦ sλ = `bγ ◦ sλ.
Proof. Let (Y, f) be a marked hyperbolic structure in T (X). We will calculate `aγ ◦
sλ(Y, f). Working in the universal cover H2 using the upper half space model we can
assume that f¯(γ˜) is the vertical line at x = 0.
If we assume that σaγ = −1 then we can also choose f˜ so that the geodesics in f¯(λ˜)
that intersect that a-side of f¯(γ˜) are vertical geodesics with negative x-coordinates. Label
these x-coordinates xi with xi+1 < xi. By our normalization the subgroup of the deck
group for Y that fixes f¯(γ˜) will be generated by the isometry z 7→ e`γ(Y,f)z. The set of
vertical geodesics will be invariant under this isometry and we will have xi+k = e`γ(Y,f)xi
where
k =
∑
β∈λ
naγ(β)
is the number of components of the intersection of λ with the a-side of γ. Therefore
`γ(Y, f) = log xi+k/xi.
Let ∆i be the ideal triangle that has two vertical sides with x-coordinate xi and xi+1.
Note that the midpoints of the two vertical sides will have the same y-coordinate which
we label mi and that xi+1 = xi−mi. We also observe that s(∆i,∆i+1) = − logmi+1/mi
so
k−1∑
i=0
s(∆i,∆i+1) = −
k−1∑
i=0
logmi+1/mi
= − logmk + logm0
= − log(xk − xk+1) + log(x0 − x1)
= − log xk/x0
= −`γ(Y, f).
The second to last equality follows from the fact that `γ(Y, f) = log xk/x0 = log xk+1/x1
and therefore xk+1/xk = x1/x0.
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To finish the proof we need to write the sum on the left in terms of our coordinates.
To do so we note that each vertical geodesic with x-coordinate xi maps to an isolated
component β of λ and sβ(Y, f) = s(∆i−1,∆i). Furthermore this geodesic will intersect
the a-side of γ so naγ(β) is positive. In fact each component β of λ that intersects
the a-side of γ will have exactly naγ(β) pre-images among the vertical geodesics with
x-coordinates x1, . . . , xk. Therefore
`aγ ◦ sλ(Y, f) = σaγ
|λ|∑
i=1
naγ(γi)sγi(Y, f)
= −
∑
β∈λ
naγ(β)sβ(Y, f)
= −
k−1∑
i=0
s(∆i,∆i+1)
which completes the proof when σaγ = −1.
When σaγ = +1 the proof is exactly the same except the vertical geodesics on the
a-side of f¯(γ˜) have positive x-coordinate. If we label the coordinates xi with xi < xi+1
then s(∆i,∆i+1) = logmi+1/mi. The rest of the proof of the proof is exactly the same
so this accounts for the σaγ = +1 in the definition of `
a
γ .
The proof for `bγ is obviously the same. 3.2
Now let c be a cusp of X. We let nc(β) be the number of components of the inter-
section of β with a horospherical neighborhood of c and define
`c(x) =
|λ|∑
i=1
nc(γi)xi.
We then have the following lemma.
Lemma 3.3 If c is a cusp of X then `c ◦ sλ(Y, f) = 0 for all (Y, f) in T (X).
Proof. The proof follows the same basic idea as the proof of Lemma 3.2. We can
assume that a component of the pre-image of the horosphere neighborhood of the cusp
is a horosphere neighborhood of infinity in the upper half-space model of H2. Then
the geodesics in f¯(λ˜) that intersect this neighborhood will be vertical geodesics with
x-coordinates xi labeled such that xi < xi+1. The neighborhood will be invariant under
the deck transformation that fixes infinity and we can assume that it is of the form
z 7→ z + 1. In particular xi+k = xi + 1 where
k =
∑
β∈λ
nc(β).
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The set of midpoints mi will also be invariant under the action of z 7→ z + 1 so we also
have mi = mi+k. Repeating the calculations from Lemma 3.2 we see that
k−1∑
i=0
s(∆i,∆i+1) = log xk/x0 = 0
and that
`c ◦ sλ(Y, f) =
k−1∑
i=0
s(∆i,∆i+1)
and the lemma is proven. 3.3
The functions `aγ , `
b
γ and `c are linear functions defined on all of R|λ|, in particular we
deduce from Lemma 3.2 and Lemma 3.3:
Corollary 3.4 The image of sλ is contained in the convex polytope Tλ ⊂ R|λ| consisting
of all those x with `aγ(x) = `
b
γ(x) > 0 for all simple closed curves γ in λ and `c(x) = 0
for all cusps of X. 3.4
3.4 The coordinates are coordinates
We prove now the central result of this section:
Theorem 3.5 The map sλ is a homeomorphism from T (X) to Tλ.
We will derive Theorem 3.5 from some standard results about Teichmu¨ller space and
the following proposition.
Proposition 3.6 Let α be a closed curve on X and `α : T (X) −→ R+ its length func-
tion. Then there is a convex function ¯`α : R|λ| −→ R¯ such that `α = ¯`α◦sλ. Furthermore
the ¯`α-image of Tλ is in R+ and if α intersects every leaf of λ then ¯`α is strictly convex.
Proposition 3.6 is the main work of this paper; we defer its proof to the final section.
Proof of Theorem 3.5. As mentioned before, the fact that sλ can be expressed in
terms of cross ratios shows that it is continuous. By Corollary 3.4 the image lies in Tλ
which is a convex subset of a linear subspace of R|λ|. The number of ideal triangles in
X\λ is −2χ(X) = area(X)/pi and therefore |λ| = −3χ(X) + nc where nc is the number
of closed curves in λ. In the definition of Tλ there is one equation for each closed curve
and one equation for each cusp. These equations are also linearly independent so Tλ is
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an open subset of a linear subspace of dimension |λ| − nc − np where np is the number
of punctures (or cusps). Note that dim T (X) = −3χ(X)− np = |λ| − nc − np.
If sλ(Y0) = sλ(Y1) then by Proposition 3.6, `α(Y0) = `α(Y1) for all closed curves α
and therefore Y0 = Y1. This implies that sλ is injective. By invariance of domain sλ is a
local homeomorphism and its image an open subset of Tλ.
To see that the image is closed take a finite collection of closed curves Γ = {α1, . . . , αk}
such that the complementary pieces are disks or punctured disks. Such a collection binds
the surface. Let `Γ : T (X) −→ R+ be the sum of the length functions `αi and similarly
define ¯`Γ : R|λ| −→ R and the sum of the ¯`αi .
Let Yi be a sequence in T (X) such that sλ(Yi) converges to a point x in Tλ. By
Proposition 3.6 ¯`Γ(x) < ∞ and since `Γ(Yi) = ¯`Γ ◦ sλ(Yi) → ¯`Γ(x) we see that `Γ(Yi)
is uniformly bounded. Therefore the Yi lie in a compact subset of T (X) by Lemma 3.1
of [7] or Proposition 2.4 of [9]. In particular we can find a subsequence such that Yik
converges to some Y ∈ T (X) and therefore lim sλ(Yi) = lim sλ(Yik) = sλ(Y ) is in image
of sλ. Therefore the image is a closed set.
Since the image is open and closed it must be all of Tλ. 3.5
Before moving observe that Theorem 1.3 in an immediate consequence of Proposition
3.6 and Theorem 3.5:
Theorem 1.3 Let X be a complete hyperbolic surface with finite area of genus g and
with n cusps. Let λ be a maximal lamination in X with finitely many leaves and let
sλ : T (X) ∼−→ Tλ be the shearing coordinates associates to λ. For any essential curve γ
in X the function
lγ ◦ s−1λ : Tλ → R+
is convex. If moreover the curve γ intersects all the leaves of λ then lγ ◦ s−1λ is strictly
convex. 1.3
3.5 The Nielsen realization conjecture
Kerckhoff proved the follow theorem using the convexity of length functions along earth-
quake paths. We give a similar proof using our convexity result.
Theorem 3.7 (Kerckhoff) If Γ binds then `Γ has a unique minimum on T (X).
Proof. Fix an ideal triangulation λ. Since Γ binds there must be some curve in Γ that
is not in λ so by Proposition 3.6 the length function ¯`Γ is strictly convex on Tλ. As we
noted in the proof of Theorem 3.5 the function `Γ is proper and since `Γ = ¯`Γ ◦ sλ the
function ¯`Γ is also proper. A proper, strictly convex function that is bounded below has
a unique minimum so ¯`Γ, and therefore `Γ, have unique minimums. 3.7
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Kerckhoff used this result to prove the Nielsen realization conjecture. As the proof
is short we include it here.
Theorem 1.2 (Kerckhoff) The action of every finite subgroup of the mapping class
group on T (S) has a fixed point.
Proof. Let G be the finite subgroup. The G orbit of any finite set of binding curves
will still bind and will be G-invariant. Let Γ be such a G-invariant binding set and let
X be the unique minimum of `Γ. Clearly X is fixed by G. 1.2
3.6 Surfaces with geodesic boundary
We conclude this section with a few remarks on surfaces with boundary. Let X be a
finite area hyperbolic surface with boundary components β1, . . . , βk. For each boundary
component βi choose an interval Ii of (0,∞) and let T (X; I1, . . . , Ik) be the Teichmu¨ller
space of marked hyperbolic surfaces where the length of βi is in the interval Ii. We allow
the Ii to be open, closed, half-open or a point.
An ideal triangulation of X is still a finite leaved geodesic lamination whose comple-
ment is the union of an open ideal triangle; in particular, ∂X ⊂ λ. Let λˆ = λ \ ∂X
be the union of the all interior leaves of λ. The definition of the coordinate map
sλ : T (X; I1, . . . , Ik) −→ R|λˆ| still makes sense. For each boundary component β of
X we have a function `β : R|λˆ| −→ R where the composition `β ◦sλ is the length function
for the boundary component. The definition of `β is exactly the same as the definition
of the functions `aγ and `
b
γ . Let Tλ,I1,...,Ik be the subset of Tλ ⊂ R|λˆ| satisfying `βi(x) ∈ Ii
for i = 1, . . . , k.
Theorem 3.8 The map sλ is a homeomorphism from T (X; I1, . . . , Ik) to Tλ,I1,...,Ik .
Proof. Note that if each Ii is a point then Tλ is an open subset of a linear subspace of
R|λˆ| and the proof is the same as the proof Theorem 3.5. The general case follows from
this observation. 3.8
4 Fenchel-Nielsen coordinates
In this section we prove Theorem 1.1. We will assume knowledge of some basic form of
the Fenchel-Nielsen coordinates; see for example [2].
Let X be a hyperbolic surface and γ a non-peripheral simple closed curve. Fenchel
and Nielsen defined for t ∈ R the twist deformation T tγ(X) of X along γ with twist
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parameter t as follows. First isotope γ to the geodesic in its free homotopy class, also
denoted by γ, and let g : R → γ be a parametrization by arc-length. Let γ1 and γ2
be the two boundary components obtained after cutting X along γ and for i = 1, 2 let
gi : R → γi be the induced parametrization. Up to relabeling, we may assume that
g1 is orientation preserving and g2 is orientation reversing with respect to the induced
orientation of the boundary curves γ1 and γ2. The hyperbolic surface T tγ(X) is obtained
from the cut open surface by identifying the points g1(s) with g2(s + t) fro all s ∈ R.
Compare with figure 5.
Figure 5: Twist deformation for t equal to the length of the bold printed arc
The surface T tγ(X) is just a hyperbolic surface; in particular it has so far no marking.
However, it is well-known that there is flow, the Fenchel-Nielsen Dehn-twist flow
τγ : R× T (X)→ T (X), (t, (Y, f)) 7→ τ tγ(Y, f)
such that for (Y, f) ∈ T (X), the surface T tγ(Y ) is the hyperbolic surface associated to
the point τ tγ(Y, f).
If γ and γ′ are disjoint curves, then the flows τγ and τγ′ commute. In particular,
labeling by γ1, . . . , γ|P| the components of some pants decomposition P of X we have an
action
τP : R|P| × T (X)→ T (X), ((t1, . . . , t|P|), (Y, f)) 7→ τ (t1,...,t|P|)P (Y, f)
where τ
(t1,...,t|P|)
P = τ
t1
γ1 ◦ · · · ◦ τ
t|P|
γ|P| . It is well-known that the action given τP is free and
proper.
To the pants decomposition P of X we can also associate the function
`P : T (X) −→ (R+)|P|
14
which assigns to each point in T (X) the |P|-tuple of lengths of curves in the pants
decomposition. Observe that the R|P|-action τP preserves by definition the function `P
and hence acts on the fibers.
In fact, any existence results for Fenchel-Nielsen coordinates implies that the τP -
orbits actually coincide with the fibers of `P . We can summarize this discussion as
follows:
Proposition 4.1 Let P be a pants decomposition of a finite area surface X. Then
`P : T (X)→ (R+)|P|
has a natural structure as a R|P|-principal bundle.
Every principal bundle over a contractible space is trivial but not canonically trivi-
alized. In fact, any choice of a section yields a trivialization and vice-versa. From the
point of view of the authors, all coordinates for Teichmu¨ller space obtained by trivializing
the principal bundle `P : T (X) → (R+)|P| deserve to be referred to as Fenchel-Nielsen
coordinates. We are now ready to prove Theorem 1.1.
Theorem 1.1. Let X be a complete, finite area, hyperbolic surface of genus g and with
n cusps, and fix a pants decomposition P of X. There are Fenchel-Nielsen coordinates
Φ : T (X) ∼−→ R3g+n−3+ × R3g+n−3 associated to P such that for any essential curve γ in
X the function
lγ ◦ Φ−1 : R3g+n−3+ × R3g+n−3 → R+
is convex. If moreover the curve γ intersects all the components of P then lγ ◦ Φ is
strictly convex.
To begin with extend P to an ideal triangulation λ and let
sλ : T (X)→ Tλ
be the shearing coordinates associated to λ. Theorem 1.1 will follow immediately from
Theorem 1.3 when we interpret the shearing coordinates sλ as Fenchel-Nielsen coordi-
nates.
Denote by λ0 = λ\P the set of isolated leaves in λ, recall the definition of the convex
polytope Tλ ⊂ R|λ| = R|P| × R|λ0| and observe that the factor R|P| × {0} in the above
splitting of Rλ is contained in Tλ. In particular, the canonical R|P|-principal bundle
structure on
pi : R|λ| = R|P| × R|λ0| → R|λ0|
induces a R|P|-principal bundle structure on
pi : Tλ → pi(Tλ)
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Here pi is the projection to the second factor of the splitting of R|λ|.
It follows directly from the definition just before Lemma 3.2 that for all γ ∈ P the
linear form `aγ : Tλ → R+ is independent of the R|P|-factor and hence induces a well-
defined linear function ˆ`γ on pi(Tλ). Observe that this function is positive by Lemma
3.2. Denoting by ˆ`P : pi(Tλ) → (R+)|P| the function whose γ-coordinate is ˆ`γ we have
from Lemma 3.2 that the following diagram commutes
T (X) sλ //
`P

Tλ
pi

(R+)|P| pi(Tλ)
ˆ`Poo
(4.3)
The map ˆ`P is then linear and surjective. Since
dim(pi(Tλ)) ≤ dim(Tλ)− dim(R|P|) ≤ |P|
we obtain that ˆ`P is a linear isomorphism. In particular, the bundles T (X) → (R+)|P|
and Tλ → pi(Tλ) are isomorphic as fiber bundles. Moreover, it follows directly from
the definition of the shearing coordinates that they are also equivalent as R|P|-principal
bundles. Compare with figure 6.
The projection Tλ → (R+)|P| is linear and has kernel of dimension |P|. In particular,
there is a linear map L : Tλ → R|P|× (R+)|P| such that the following diagram commutes:
Tλ
L //
pi
""F
FF
FF
FF
FF
R|P| × (R+)|P|
wwppp
ppp
ppp
pp
(R+)|P|
(4.4)
Here the unlabeled arrow is the projection on the first factor.
Combining (4.3) and (4.4) we obtain a trivialization of the principal bundle `P :
T (X) → (R+)|P|, i.e. Fenchel-Nielsen coordinates, which differ from the shearing coor-
dinates sλ by a linear map. Since by Theorem 1.3 the length functions are convex with
respect to the shearing coordinates and convexity is preserved by linear maps, the same
result holds for this choice of Fenchel-Nielsen coordinates. This concludes the proof of
Theorem 1.1. 1.1
5 Length functions on T (A)
Let A be a complete hyperbolic annulus and assume that the core curve α is isotopic to
a geodesic and let T (A) be the Teichmu¨ller space of A. Observe that according to the
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γ γ
γ˜ γ˜
Figure 6: The lower horizontal arrow is the twist deformation along the central curve
γ where the parameter is the length of the bold printed arc. The pictures in the upper
row schematize the situation in the universal cover: the straight lines represent a lift γ˜
of γ, the white dots are the midpoints of the sides of the chosen triangles ∆a and ∆b;
the black dots are the projections of these midpoints to γ˜. The increase in the shearing
coordinate associated to γ coincides with the twist parameter.
definition above, T (A) is infinite dimensional. Fix also an ideal triangulation λ˜ of A and
let λ be the sublamination of λ˜ obtained by deleting all leaves of λ which are disjoint
from the core geodesic of A. Assume that λ contains only finitely many non-isolated
leaves. In this section we construct a map
sλ : T (A)→ R|λ|
and a convex function
¯` : R|λ| −→ (0,∞]
such that ` = ¯`◦ sλ. Here
` : T (A) −→ (0,∞)
is the function which assigns to each hyperbolic annulus the length of its core curve.
5.1 A treatise on wedges
An ideal wedge is the region bounded by two asymptotic geodesics in H2. If W is an
ideal wedge in H2 or A then there is a unique ideal triangle ∆(W ) two of whose bound-
ary components are the boundary components of W . In particular, the two boundary
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edges γ1 and γ2 of the ideal wedge W have well-determined midpoints. Orienting both
boundary edges we parametrize γ1 and γ2 by R via the signed distance from their. To
(x, y) ∈ R2 we associate the pair of points in ∂W corresponding to x in γ1 and y in γ2
respectively; let d(x, y) be he distance in H2 of these two points in ∂W .
(x, y)
y
x
Figure 7: The length of the bold segment is by definition d(x, y).
We can describe the function
d : R2 −→ (0,∞)
more explicitly using the upper half space model of H2. Namely, define d(x, y) to be the
distance in H2 between the points ıex and 1 + ıey.
Lemma 5.1 The function d is strictly convex and
|x− y| ≤ d(x, y) ≤ |x− y|+ 1
max{ex, ey} .
Lemma 5.1 can be proved via a simple computation but it should be remarked that
in more intrinsic terms it just follows from the fact that H2 is negatively curved and
hence that the distance function is convex. 5.1
An injective isometric immersion of a wedge into a hyperbolic annulus A will also be
called an ideal wedge; all the definitions above carry over without difficulties.
An ideal wedgelation is a geodesic lamination λ on A whose complement is a disjoint
union of ideal wedges, and such that λ contains only finitely many non-isolated leaves.
For the sake of concreteness we will also assume that every leaf of λ which is isolated to
one side is actually isolated.
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Lemma 5.2 Let S be a hyperbolic surface and λ an ideal triangulation of S. Let also
A be an annulus and pi : A→ S a covering. The set of leaves of pi−1(λ) which intersect
every curve in A homotopic to the core curve is an ideal wedgelation. 5.2
On a finite area surface it is not possible to consistently orient an ideal triangulation.
On an annulus, an ideal wedgelation can be consistently oriented and this will will be
important in the work below. To do so we fix an orientation on A and of its core geodesic
α. Observe that all the leaves of an ideal wedgelation λ of A intersect α exactly once.
We then orient every geodesic in λ so that if γ is a geodesic in λ the orientation of A at
α ∩ γ is given by the ordered pair of the oriented tangent vectors to α and γ.
Figure 8: An ideal wedgelation of the annulus A with the corresponding orientations
induced by the bold printed core geodesic.
Observe that if W is an ideal wedge of in A\λ, then the orientations of the boundary
edges of W determined by W and the orientations determined by λ agree if and only if
the vertex of W is to the left of the core curve α.
5.2 The shearing map
Recall that for every ideal wedge W in H2 or A we have associated a unique ideal triangle
∆(W ). If W a and W b are disjoint wedges in H2 and γ is a geodesic in H2 separating
W a from W b and asymptotic to some boundary edge of W a and some boundary edge
W b we define
s(W a,W b, γ) = s(∆(W a),∆(W b), γ).
Clearly, all claims of Lemma 3.1 hold in this setting as well.
An ideal wedgelation of A yields now a map
sλ : T (A) −→ R|λ|
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in the same way as it did for an ideal triangulation on a surface except we replace ideal
triangles with ideal wedges W−γ and W+γ . We remark that sλ does not yield coordinates
of T (A). We refer to the map sλ as the shearing map.
5.3 The function L
Let λ be an ideal wedgelation of A, λ0 ⊂ λ the collection of isolated leaves of λ and
W the set of ideal wedges in A \ λ. Recall that λ \ λ0 consists by definition of only
finitely many leaves and that we are also working under the additional assumption that
the leaves in λ \ λ0 are non-isolated on both sides.
For each W ∈ W let γ−W be the left boundary edge and γ+W be the right boundary
edge where left and right is defined with respect to the orientation of the core curve α.
Observe that both γ+W and γ
−
W belong to λ. If the two boundary components γ
+
W and
γ−W of W are asymptotic to the left α then define dW (x, y) = d(x, y) for (x, y) ∈ R2. If
they are asymptotic to the right of α then define dW (x, y) = d(−x,−y). Here left and
right are defined with respect to the orientation of α.
Define a function L : R|λ| × R|λ0| −→ (0,∞] by
L(x,y) =
∑
W∈W
dW (γ−W (y), γ
+
W (y) + γ
+
W (x)).
Here γ(x) is the γ-coordinate of x ∈ Rλ. Note that L does not depend on the coordinates
of the non-isolated leaves in λ.
Meaning of L: The definition of L is a bit obscure. Before moving on we explain its
meaning in the particular case that λ is a finite wedgelation. In particular λ0 = λ and the
sum in the definition of L is finite. Given a point (B, f) ∈ T (A), its image x = sλ(B, f)
under the shearing map encodes how the different wedges are glued in X. The element
y ∈ Rλ0 picks a point in each leaf of the (finite) wedgelation λ. In particular, y picks in
every wedge W two different points in the boundary. Let αW be the geodesic segment
in W joining these two points. The juxtaposition of all the segments αW is a closed loop
in (B, f) homotopic to the core curve; L(x,y) is the length of this loop.
5.4 Piecewise geodesic segments
Our next aim is to generalize the preceding discussion on the meaning of the function
L. Assume now that λ is a general wedgelation and recall that λ0 is the collection of
isolated leaves of λ.
For a marked hyperbolic annulus (B, f) ∈ T (A) let P(B, f) be the set of closed
continuous loops β on B homotopic to f(α) and such that the intersection of β with
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each wedge in B\f¯(λ) is a geodesic segment. In particular, any β ∈ P(B, f) intersects
each geodesic in f¯(λ) exactly once. We let
pλ : P(B, f) −→ R|λ0|
be the map defined by the property that γ(pλ(β)) is the signed distance between mf¯(γ)
and the intersection of β with f¯(γ) for all γ ∈ λ0. As always, the sign is determined by
the orientation induced by the core geodesic α.
The map pλ is clearly injective. However, if λ0 6= λ it is easy to see that it is not
surjective. Our next goal is to determine the image of pλ. In order to do so we define
two quantities a−γ (x,y) and a+γ (x,y) for every non-isolated leaf γ; recall that we are
assuming that leaves which are isolated to one side are actually isolated. We first define
a−γ . Label the geodesics between γ and W−γ , the (arbitrarily) chosen wedge to the left
of γ, by γ−0 = γ
+
W−γ
, γ−1 , . . . so that they are positively ordered with respect to α. Define
a−γ (x,y) = limn→∞
(
γ−n (y) +
n∑
i=0
γ−i (x)
)
(5.5)
if the limit exists. The definition of a+γ (x,y) is very similar with small changes. Label the
geodesics between W+γ and γ by γ
+
0 = γ
−
W+γ
, γ+1 , . . . so that they are negatively ordered
with respect to γ and define
a+γ (x,y) = limn→∞
(
γ+n (y)−
n−1∑
i=0
γ+i (x)
)
(5.6)
if the limit exist and a+γ (x, y) = ∞ otherwise. To understand the meaning of the sums
in the definition compare with the last claim in Lemma 3.1.
Given x ∈ R|λ| define Px ⊂ R|λ0| to be the set
Px =
{
y ∈ R|λ0|
∣∣∣ the limits (5.5) and (5.6) exist, and
a−γ (x,y) = a+γ (x,y) + γ(x) <∞ for all γ ∈ λ\λ0
}
.
We prove:
Lemma 5.3 Let (B, f) be a marked hyperbolic annulus in T (A). If x = sλ(B, f) then
the pλ-image of P(B, f) is Px and
length(β) = L(x, pλ(β)).
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Proof. Let γ be a geodesic in λ\λ0. As above we label the geodesics on the left of γ
by γ−0 , γ
−
1 , . . . and on the right by γ
+
0 , γ
+
1 , . . . . If β is a curve in P(B, f) let p±i be the
point of intersection of β with f¯(γ±i ). Note that the sequence p
−
i and p
+
i will limit to
the same point p on γ since β is a continuous path. Therefore both hf¯(γ−i ),f¯(γ)(p
−
i ) and
hf¯(γ+i ),f¯(γ)
(p+i ) will limit to p. Let d
−
i be the signed distance between hf¯(γ−0 ),f¯(γ)(mf¯(γ−0 ))
and hf¯(γ−i ),f¯(γ)(p
−
i ) and similarly define d
+
i . Then d
−
i will limit to the signed distance
between hf¯(γ−0 ),f¯(γ)(mf¯(γ−0 )) and p which we label d
−. Similarly d+, the limit of d+i ,
will be the signed distance between hf¯(γ+0 ),f¯(γ)(mf¯(γ+0 )) and p. Since the signed distance
between hf¯(γ−0 ),f¯(γ)(mf¯(γ−0 )) and hf¯(γ+0 ),f¯(γ)(mf¯(γ+0 )) is γ(x) we have
d− − d+ = γ(x). (5.7)
Since the h-maps are isometries and hf¯(γ−i ),f¯(γ) ◦ hf¯(γ−0 ),f¯(γ−i ) = hf¯(γ−0 ),f¯(γ) we have that
d−i is also equal to the signed distance between hf¯(γ−0 ),f¯(γ−i )(mf¯(γ−0 )) and p
−
i . By definition
γ−n (pλ(β)) is the signed distance between mf¯(γ−n ) and p
−
n so we have
d−n = γ
−
n (pλ(β)) +
n∑
i=0
γ−i (x)
by the last claim of Lemma 3.1. Therefore d− = a−γ (x, pλ(β)) and similarly d+ =
a+γ (x, pλ(β)). Rearranging (5.7) we have
a−γ (x, pλ(β)) = a
+
γ (x, pλ(β)) + γ(x)
and therefore pλ(β) is in Px.
For every y ∈ Px we need to build a curve β on B such that pλ(β) = y. Given
a geodesic α in λ0 let pα be the point on f¯(α) whose signed distance from mf¯(α) is
α(y). Then on each of the finitely many components of B\f¯(λ\λ0) there is an arc that
intersects each α in λ0 at pα and is a geodesic in each wedge. For these arcs to complete
to a simple closed curve in P(B, f) we need that for each geodesic γ in λ\λ0 the limit
of the points pγ−i is equal to the limit of pγ+i . From the first paragraph of this proof we
see that this holds when y is in Px.
Finally we note that the length of β is the sum of the lengths of the restriction of β
to each ideal wedge. This is exactly the sum L(x, pλ(β)). 5.3
Before moving on to more interesting topics, we observe:
Lemma 5.4 The set P = {(x,y) ∈ R|λ| × R|λ0||y ∈ Px} is a linear subspace and the
projection P→ R|λ| is surjective. 5.4
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5.5 Convexity
We restrict from now on the function L to the linear subspace P. The function L is an
infinite sum of convex functions. This sum will not be finite everywhere so we need an
extended notion of convexity. If V is vector space and f : V −→ (−∞,∞] is a function
then f is convex if
f
(
x0 + x1
2
)
≤ f(x0) + f(x1)
2
whenever f(x0) and f(x1) are finite. The function is strictly convex if the inequality is
always strict. We need the following general lemma.
Lemma 5.5 Let V0 and V1 be vector spaces and P a subspace of V0×V1 whose projection
onto V0 is onto. Let Px = {y ∈ V1|(x,y) ∈ P}. If F : V0 × V1 −→ (0,∞] is convex then
f(x) = inf
y∈Px
F (x,y)
is convex. If
f(x) = min
y∈Px
F (x,y)
and F is strictly convex on P then f is strictly convex.
Proof. Let x0 and x1 be points in V0. We can assume that both f(x0) and f(x1) are
finite for otherwise the lemma is trivial. For any  > 0 we can choose a y0 ∈ Px0 and
y1 ∈ Px1 such that f(xi) > F (xi,yi)− . Since P is a subspace we have that (y0 +y1)/2
is in P(x0+x1)/2 and therefore
f
(
x0 + x1
2
)
≤ F
(
x0 + x1
2
,
y0 + y1
2
)
≤ F (x0,y0) + F (x1,y1)
2
≤ f(x0) + f(x1)
2
+ .
Since the  is arbitrary we have that
f
(
x0 + x1
2
)
≤ f(x0) + f(x1)
2
and f is convex.
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If f is defined by a minimum then there are y0 and y1 such that f(xi) = F (xi,yi).
If F is also strictly convex we have
f
(
x0 + x1
2
)
≤ F
(
x0 + x1
2
,
y0 + y1
2
)
<
F (x0,y0) + F (x1,y1)
2
=
f(x0) + f(x1)
2
which implies that f is strictly convex. 5.5
Theorem 5.6 Let ¯` : R|λ| −→ (0,∞] be defined by
¯`(x) = min
y∈Px
L(x,y).
Then ¯` is strictly convex and
` = ¯`◦ sλ.
Proof. To see that the minimum defining ¯` exists we use Lemma 5.3. At the same time
we will see that ` is the composition of sλ and ¯`. The set P(B, f) contains the geodesic
representative in the homotopy class of f(α) so
`(B, f) = min
β∈P(B,f)
length(β)
= min
β∈P(B,f)
L(sλ(B, f), pλ(β))
= min
y∈Px
L(x,y)
= ¯`◦ sλ(B, f)
where second two inequalities follow from Lemma 5.3 and x = sλ(B, f).
Let W be a wedge inW. Since the function d is strictly convex the function (x,y) 7→
dW (γ−W (y), γ
+
W (y)+γ
+
W (x)) is convex on R
|λ|×R|λ0| and is strictly convex along any line
through distinct points (x0,y0) and (x1,y1) were either γ+W (x0) 6= γ+W (x1), γ+W (y0) 6=
γ+W (y0) or γ
−
W (y0) 6= γ−W (y1). Therefore if L is not strictly convex along this line we
must have β(x0) = β(x1) and β(y0) = β(y1) for all β ∈ λ0. For all closed curves γ in
λ we then have a±γ (x0,y0) = a±γ (x1,y1) and therefore if y0 ∈ Px0 and y1 ∈ Px1 we also
have γ(x0) = γ(x1). Therefore if L is not strictly convex along the line it can’t lie in P;
equivalently L is strictly convex on P. Lemma 5.5 then implies that ¯` is strictly convex.
5.6
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6 Proof of Proposition 3.6
We now return to a finite area hyperbolic surface X with an ideal triangulation λ and
recall the proposition.
Proposition 3.6 Let α be a closed curve on X and `α : T (X) −→ R+ its length function.
Then there is a convex function ¯`α : R|λ| −→ R¯ such that `α = ¯`α ◦ sλ. Furthermore the
¯`
α-image of Tλ is in R+ and if α intersects every leaf of λ then ¯`α is strictly convex.
Let piα : Aα −→ X be the annular covering such that α lifts to Aα. If (Y, f) is a pair
in T (X) then Yf(α) is the annulus cover of Y such that f(α) lifts to Yf(α). The map
f : X → Y lifts to a quasi-conformal homeomorphism fα : Xα −→ Yf(α). This induces
a map Πα : T (X) −→ T (Xα). Let `α : T (X) −→ (0,∞) be the geodesic length function
for α and let ` : T (Xα) −→ (0,∞) be the geodesic length function for the core curve of
the annulus. Then `α = ` ◦Πα.
Let λα be the set of geodesics in pi−1α (λ) that intersect the core curve α. Then λα is
an ideal wedgelation of Xα by Lemma 5.2. The covering map piα defines a map p¯iα from
the leaves of λα to the leaves of λ which induces a map Π¯α : R|λ| −→ R|λα|.
Proposition 6.1 We can choose the coordinates for T (A) and T (S) such that sλα◦Πα =
Π¯α ◦ sλ.
Proof. The covering map pi : H2 −→ X factors through piα. In particular X and Aα
have the same universal cover and the pre-image λ˜α of λα is a subset of the pre-image
λ˜ of λ. Assume we have chosen the coordinate map sλ. Let γ′ be a geodesic in λα
and let γ = piα(γ′) be its image in λ. Let γ˜′ be a component of the pre-image of γ′ in
H2. In our choice of coordinate map sλ we have chosen a pre-image γ˜ in H2 of γ and
ideal triangles ∆aγ and ∆
b
γ . Then there is a deck transformation g ∈ pi1(X) such that
g(γ˜) = γ˜′. Since γ˜ separates ∆aγ from ∆bγ we have that γ˜′ separates g(∆aγ) from g(∆bγ).
These ideal triangles will also be asymptotic to γ˜′ so they must have exactly two edges
that intersect α˜, the pre-image of α in H2 and these edges will be in λ˜α. Exactly one of
these ideal triangles, say g(∆aγ), will be on the left γ˜
′. Since it has two edges in λ˜α there
will be a wedge W in H2\λ˜α with ∆(W ) = g(∆aγ). We let W−γ = W . Similarly the ideal
triangle g(∆bγ) determines a wedge in H2\λ˜α which we define to be W+γ . If g(∆bγ) is on
the left we reverse the labels. It is then straightforward to check that the lemma holds.
6.1
Let ¯` : R|λα| −→ [0,∞] be the factorization of ` given in the previous subsection so
that ` = ¯`◦ sλα . Define ¯`α : R|λ| −→ [0,∞] by ¯`α = ¯`◦ Π¯α. We then have the following
commutative diagram:
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T (X) σλ //
Πα

`α
$$I
II
II
II
II
R|λ|
Π¯α

¯`
α{{www
ww
ww
ww
[0,∞]
T (Xα) σλα //
`
::uuuuuuuuu
R|λα|
¯`
ccGGGGGGGGG
The first claim of Proposition 3.6 follows directly from the commutativity of the triangle
on the top. The convexity of ¯`α follows from the strict convexity of ¯` and the fact that
Π¯α is linear. In the case that α intersects every leaf of λ, the map Π¯α is also injective
and hence ¯`α is convex as claimed. The following lemma now concludes the proof of
Proposition 3.6:
Lemma 6.2 The function ¯`α is finite on Tλ.
If we knew at this stage that sλ is a homeomorphism onto its image Tλ, the claim of
Lemma 6.2 would follow also from the commutativity of the diagram above and the fact
that `α is obviously finite. Unfortunately, we derived this fact from Proposition 3.6.
Proof. Let x be in Tλ and let xα = Π¯α(x). We will choose a y ∈ R|(λα)0| such that
y ∈ Pxα and L(xα,y) < ∞. Let γα be a non-isolated leaf of λα. Then p¯iα(γα) is
a closed leaf γ of λ. Let γ+i be the leaves on the right of γα labeled as the were in
the previous section. Assume that the right side of γα maps to the a-side of γ. Then
p¯iα(γ+i ) = p¯iα(γ
+
i+k) where
k =
∑
β∈λ
naγ(β).
Therefore γ+i (xα) = γ
+
i+k(xα) and there is a constant c such that
c =
j+k−1∑
i=j
γ+i (xα)
for all j ≥ 0. It follows that
nk+j∑
i=0
γ+i (xα) = nc+
j∑
i=0
(xα).
Choose the γ+i -coordinates of y such that
γ+n (y) =
n−1∑
i=0
γ+i (xα) = γ
+
n−1(y) + γ
+
n−1(xα).
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Let W+γα be the set of wedges in W whose boundary edges are in γ+i and γ+i for some
i ≥ 0. Then
∑
W∈W+γα
dW (γ−W (y), γ
+
W (y) + γ
+
W (xα)) =
k−1∑
j=0
∞∑
i=0
d
(
γ+j+ki+1(y), γ
+
j+ki(y) + γ
+
j+ki(xα)
)
=
k−1∑
j=0
∞∑
i=0
d
(
ic+ γ+j (xα), ic+ γ
+
j (xα)
)
≤
k−1∑
j=0
∞∑
i=0
e−ic−γ
+
j (xα)
< ∞
where the inequality on the third line follows from Lemma 5.1.
We now take the leaves γ−i on the left of γα. We similarly choose the γ
−
i -coordinates
but so that we have a+γα(xα,y) + γα(xα) = a
−
γα(xα,y) we define
γ−n (y) = γα(xα)−
n∑
i=0
γ−i (xα).
Similar to above we define W−γα to be the set of wedges in W whose boundary edges are
γ−i and γ
−
i+1 for some i ≥ 0 we similarly find that∑
W∈W−γα
dW (γ−W (y), γ
+
W (y) + γ
+
W (xα)) <∞.
We repeat the above construction for each of the finitely many non-isolated leaves of
λα. Note that each wedge W ∈ W is asymptotic to at most one of the non-isolated leaves
γα and therefore is in at most one of the sets W+γα or W−γα that contains W and all but
finitely many of the W are in one of these sets. This defines y for all but finitely many
coordinates. The remaining we choose freely. We can then split the infinite sum L(xα,y)
into finitely many sums each of which is finite. Therefore ¯`α(x) ≤ L(xα,y) <∞. 6.2
This concludes the proof of Proposition 3.6 and with it the whole paper.
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