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Since the first realization of reversible charge doping in graphene via field-effect devices, it has
become evident how the induction a gap could further enhance its potential for technological ap-
plications. Here we show that the gap opening due to a sublattice symmetry breaking has also a
profound impact on the polar response of graphene. By combining ab-initio calculations and analyt-
ical modelling we show that for realistic band-gap values (∆ . 0.5 eV) the piezoelectric coefficient
and the Born effective charge of graphene attain a giant value, independent on the gap. In particular
the piezoelectric coefficient per layer of gapped mono- and bilayer graphene is three times larger
than that of a large-gap full polar insulator as hexagonal Boron Nitride (h-BN) monolayer, and 30%
larger than that of a polar semiconductor as MoS2. This surprising result indicates that piezoelectric
acoustic-phonons scattering can be relevant to model charge transport and charge-carrier relaxation
in gated bilayer graphene. The independence of the piezoelectric coefficient and of the Born effec-
tive charge on the gap value follows from the connection between the polar response and the valley
Chern number of gapped Dirac electrons, made possible by the effective gauge-field description of
the electron-lattice/strain coupling in these systems. In the small gap limit, where the adiabatic
ab-initio approximation fails, we implement analytically the calculation of the dynamical effective
charge, and we establish a universal relation between the complex effective charge and the so-called
Fano profile of the phonon optical peak. Our results provide a general theoretical framework to un-
derstand and compute the polar response in narrow-gap semiconductors, but may also be relevant
for the contribution of piezoelectric scattering to the transport properties in Dirac-like systems.
I. INTRODUCTION
After more than ten years from the discovery of ex-
foliated monolayers[1], graphene is still object of intense
research activity due to its fascinating electrical, mechan-
ical, and optical properties. The unique sublattice sym-
metry arising from its 2D honeycomb lattice leads to a
gapless Dirac cone structure at the corners of the cor-
responding Brillouin zone that is responsible for its pe-
culiar electronic properties. Pristine graphene displays
therefore a semimetallic behavior and, as such, it can-
not sustain any static polarization. Nonetheless, sev-
eral symmetry-breaking schemes have been proposed and
adopted to engineer a moderate bandgap in graphene,
among which we cite disorder [2], confined geometries
such as quantum dots or nanoribbons [3–6], interaction
with the substrate [7–9] and applied electric field in bi-
layer graphene [10–12].
When a bandgap is open, and once the proper sym-
metry requirements are met, internal polarizations are in
principle allowed in gapped graphene, leading to piezo-
electricity or to infrared (IR) absorption of its optically-
active phonon modes, as well as mediating piezoelec-
tric and polar (Fro¨hlich) electron-phonon interactions
with foreseeable consequences on transport properties
and on relaxation dynamics of photo-carriers. So far,
there have been proposals to engineer piezoelectricity
in graphene by, e.g., creating triangular holes in dielec-
tric graphene nanoribbons[13] or by chemical doping of
graphene sheets [14, 15]. Even though both schemes en-
tail a breaking of the inversion symmetry and the opening
of a bandgap, the predicted piezoelectric constants were
found to be one order of magnitude smaller than those
recently computed for other non-centrosymmetric 2D
hexagonal crystals, such as hexagonal Boron Nitride (h-
BN) and transition-metal dichalcogenides (TMDs)[16–
19]. On the other hand, a giant increase of the IR
intensity has been explicitly observed in gated bilayer
graphene as a function either of the gate voltage[11] or of
the gap size[12]. The resulting phonon peak in the optical
conductivity displays a pronounced Fano-like asymmetry,
and both phenomena have been ascribed to a “charged
phonon” effect, where the IR activity is borrowed by
the electronic background interacting with the phonon
mode[20, 21]. Interestingly, also optical measurements on
nanoporous graphene revealed a clear spectroscopic fea-
ture close to the frequency of the graphene E2g phonon
mode, whose IR activity has been suggested to arise from
disorder of the nanoporous structure[2].
In this work, we systematically study the possibility
of engineering sizeable internal polarization in gapped
graphene by considering different and experimentally
achievable symmetry-breaking perturbations. To this
end, we calculate from first principles – in the frame-
work of Density Functional Theory (DFT) – two phys-
ical quantities which describe the coupling between the
electric field and the vibrational modes of an insulating
material, namely the piezoelectric tensor and the Born
2effective charges in the static limit. The piezoelectric
tensor represents the coupling of the electric field to the
cell deformations, or, stated differently, with the acous-
tic phonon modes when q → 0, thus being related to
the piezoelectric electron-phonon interaction of acoustic
phonons. On the other hand, Born effective charges allow
one to quantify the coupling between the electric field and
the optical phonon modes in the long-wavelength limit
(q → 0), i.e., to assess the IR vibrational spectra as well
as the Fro¨hlich electron-phonon interaction.
Interestingly, our calculations unveil a universal behav-
ior of both piezoelectric and Born effective charge tensors
in gapped graphene and gated bilayer graphene. When
the external perturbation breaks the equivalence between
the two carbon atoms of the unit cell (or, stated differ-
ently, the sublattice symmetry), gapped graphene mono-
layer displays Born effective charges and piezoelectric
constants comparable to those of gated bilayer graphene.
In addition, in both systems these two quantities are sub-
stantially independent both on the bandgap width ∆ (at
least in the experimentally accessible range ∆ . 0.5 eV )
and on the Fermi velocity. The predicted Born effec-
tive charges are comparable with those of h-BN mono-
layer, a strongly polar material, while the piezoelectric
constant is 3 times larger than that computed ab-initio
for h-BN[16], and 30% larger than that of a polar semi-
conductor as MoS2. This surprising result indicates that
piezoelectric acoustic-phonon scattering can be relevant
to model charge transport and charge-carrier relaxation
in gated bilayer graphene. To get an analytical insight
on the origin of these giant universal values we derive
both quantities in gapped graphene monolayer using the
modern theory of polarization[22, 23] and a modified
Dirac-like model which includes the sublattice-symmetry
breaking. Within this framework the coupling between
the electrons and the lattice/atomic distortions can be
expressed through appropriate gauge fields[18, 24–30].
Then we show that not only the piezoelectric constant[18]
but also the in-plane Born effective charge can be ex-
pressed in terms of the valley Chern number, which is
independent on the gap value and is proportional solely
to the gauge-field coupling constants. This result allows
one to explain why gapped graphene displays the same
giant polarization as an inherently polar material like h-
BN monolayer. As the gap value decreases the static
(adiabatic) approximation is expected to fail. Regarding
the Born effective charges this occurs when the bandgap
is smaller than the optical phonon energy, requiring a
complete frequency-dependent calculation. Here we pro-
vide an analytical estimate of the dynamical effective
charges within the gapped Dirac-like model. Our deriva-
tion, that is shown to be fully consistent with the dia-
grammatic field-theory approach adopted for gated bi-
layer graphene[20, 21], demonstrates that the IR activity
not only vanishes ad expected as ∆→ 0, but it also dis-
plays a huge increase at resonance, i.e. when the bandgap
is comparable with the frequency of the optically-active
phonon. Furthermore, we relate the Fano asymmetry of
the phonon peak to the imaginary part of the (complex)
dynamical effective charge, in analogy with the findings
of Refs. 20 and 21.
The paper is organized as follows. Sec. II provides
the theoretical background, defining the basic quantities
that will be analyzed in the following sections and briefly
discussing their limits of validity and applicability. In
Sec. III we review the symmetry requirements that
both the piezoelectric and the Born effective charge ten-
sors must obey and we introduce the symmetry-breaking
mechanisms that will be considered, while in Sec. IV
we illustrate the computational and analytical models
adopted to describe them. Piezoelectricity and (static)
Born effective charges in gapped graphene are discussed
in Secs. V,VI, while Secs. VII, VIII are devoted to
the frequency-dependent calculation of effective charge
within the Dirac-cone approximation, and its impact on
the optical conductivity of gapped graphene.
II. THEORETICAL BACKGROUND
The Born effective charge tensor ZIαβ and the piezo-
electric tensor eαβγ are defined as
ZIαβ =
Ω
|e|
∂Pα
∂uIβ
, eαβγ =
∂Pα
∂ǫβγ
, (1)
where e is the electronic charge, uIβ is the static atomic
displacement of ion I along the β direction and ǫβγ is the
strain tensor, the Greek indexes used hereafter for Carte-
sian components. In 3D systems Pα is the macroscopic
polarization and Ω is the unit cell volume, while for 2D
systems Pα is the dipole moment per unit surface and Ω
is the unit cell area.
Since the definitions of Eq. (1) are static, they cannot
be applied to metallic systems, for which a static polar-
ization cannot be defined. While in metals the effective
charges and piezoelectric tensor can be defined only with
perturbations of finite frequency, the static definitions
given in Eq. (1) can be safely adopted to characterize the
lattice response of insulators to an applied electric field
as long as the vibrational frequencies are much smaller
than the electronic bandgap. The piezoelectric tensor
is probed by quasi-static strain deformations or, stated
differently, by acoustic low-energy phonons. Therefore,
a static approximation is fully justified even in narrow-
gap semiconductors. On the other hand, the latter may
display electronic excitation energies that are compara-
ble with the optical phonon frequencies. This is par-
ticularly true in (gapped) graphene systems, that exhibit
phonon energies up to 0.2 eV and bandgap of comparable
or smaller size. In order to evaluate the optical response
under such circumstances, it is therefore necessary to gen-
eralize the static definition of the Born effective charge by
considering the derivative of the polarization with respect
to a time-dependent phonon displacement oscillating at
frequency ω. Within a DFT scheme, the dynamical ef-
fective charge tensor may be decomposed into ionic and
3electronic contributions:
ZIαβ(ω) = Z
Iδαβ + Z
I,el
αβ (ω). (2)
The ionic contribution ZI is equal to the ionic charge in a
pseudopotential calculation, where the core electrons are
assumed to follow rigidly the nuclei displacement. The
ZI,el accounts for polarization of the valence electrons
induced by the lattice vibrations, and it can be evalu-
ated by means of the time-dependent Density Functional
Perturbation Theory[31] (DFPT) as:
ZI,elαβ (ω) =
2
Nk
∑
k
∑
i,j
θ (ǫF − ǫki)− θ (ǫF − ǫkj)
ǫki − ǫkj + ~ω + iη ×
× 〈uki| ie~vα
ǫki − ǫkj |ukj〉 〈ukj|
∂V KS
∂uIβ
|uki〉 , (3)
where |uki〉 is the periodic part of the unperturbed Bloch
wave function with Kohn-Sham energy ǫki and band in-
dex i, V KS is the Kohn-Sham potential, ǫF is the Fermi
energy, θ is the Heaviside step-function, η is a small posi-
tive real number, and vα is the velocity operator, defined
as
vα =
1
~
∂HKS
k
∂kα
. (4)
In semiconductors, the frequency-dependent Born effec-
tive charge Eq. (3) is a complex quantity if ~ω is larger
than the direct gap. As we will discuss in Sec. VIII,
the complex nature of the frequency-dependent effective
charge will largely impact the optical response of narrow-
gap semiconductors. On the other hand, if ~ω is smaller
than the direct gap, ZI,elαβ (ω) is a real quantity and re-
duces to the static limit for ω = 0, η = 0, that is routinely
used to assess the optical strength of the IR vibrational
response[32].
III. SYMMETRY BREAKING
Before computing explicitly the Born effective charge
and piezoelectric tensors, it can be useful to review their
symmetry requirements in graphene and related systems,
and to describe the symmetry-breaking schemes that will
be analyzed and discussed in the next sections.
Graphene is a semimetal with 2 Carbons per unit
cell, arranged in a 2D hexagonal lattice with layer group
p6/mmm, whose electronic band structure exhibits lin-
ear dispersion close to the K (K ′) points of the Bril-
louin zone (see Fig. 1a). Since the crystallographic point
group D6h admits a center of inversion, the piezoelectric
tensor is identically zero. On the other hand, the effec-
tive charge tensor is, in principle, allowed to be nonzero,
the lattice symmetries imposing it to be diagonal with
two independent in-plane and out-of-plane components
ZIxx = Z
I
yy ≡ ZI‖ and ZIzz = ZI⊥ for each carbon atom.
Since the two carbons in the unit cell are equivalent, their
effective charges are the same; nonetheless, the acoustic
sum rule (ASR) stemming from translational invariance
and charge neutrality[33] requires that
∑
I Z
I
αµ = 0, im-
plying that the effective charge tensor must vanish. This
is consistent with the fact that no IR activity is allowed
in pristine graphene, the only optically active phonon
mode being the Raman-active, in-plane E2g mode at
1582 cm−1.
The crystal symmetry is reduced to p3¯m1 in bilayer
AB Bernal-stacked graphene[34], where half of the car-
bon atoms lie over an atom in the neighboring graphene
sheet, the other half lying directly over the center of a
hexagon in the next layer, as shown in Fig. 1d. The
interlayer hybridization modifies the linear dispersion at
the K point, turning bilayer graphene in a zero-gap semi-
conductor with parabolic valence and conduction bands
touching at valleys K and K ′. The crystallographic
point group D3d of bilayer graphene still admits a cen-
ter of inversion and, hence, piezoelectricity is not al-
lowed. The Born effective charges of bilayer graphene,
instead, are nonzero because the carbon atoms belong-
ing to the two sublattices of each layer, e.g., atoms 1
and 3 shown in the side view scheme of Fig. 1d, are
not equivalent. As for graphene monolayer, the lattice
symmetry imposes the effective charge tensor to be di-
agonal, with two independent Z‖ and Z⊥ components
for each carbon atom. Inversion symmetry relates atoms
1 (3) and 2 (4), located on different graphene sheets,
which therefore display the same effective charges. Fi-
nally, imposing the charge-neutrality ASR one obtains
ZC1‖(⊥) = Z
C2
‖(⊥) = −ZC3‖(⊥) = −ZC4‖(⊥). As for the vibra-
tional optical activity, and consistently with the non-zero
Born effective charges, the crystal symmetry allows for
two IR-active optical modes, stemming from out-of-phase
lattice displacements in the two graphene sheets, namely
an in-plane two-fold degenerate Eu mode and an out-of-
plane A2u mode, analogously to graphite[35].
It is useful to consider also the simplest example of a
diatomic crystal with 2D hexagonal lattice, namely h-BN
monolayer. h-BN monolayer is isomorphic to graphene
but, displaying two inequivalent atoms per cell, it be-
longs to a different layer group p6¯2m (crystallographic
point group D3h), hence lacking inversion symmetry.
Due to its diatomic nature, h-BN monolayer is insu-
lating with a large direct gap of approximatively 6 eV
at K point[36]. Having no centre of inversion, it may
exhibit piezoelectricity; theoretical predictions suggest,
in fact, that piezoelectric constants of h-BN monolayer
should be quite large and comparable to those of popu-
lar bulk piezoelectric[16–18]. Point group symmetry D3h
implies a single independent piezoelectric coefficient, be-
ing e222 = −e211 = −e121 = −e112, where 1,2 repre-
sent x and y of the chosen Cartesian reference frame
shown in Fig. 1. As for graphene, the Born effective
charge tensor is diagonal, with two independent com-
ponents ZI‖ and Z
I
⊥. Additionally, the ASR constrains
the in-plane and out-of-plane Born effective charges to
be opposite for B and N, i.e., ZB‖(⊥) = −ZN‖(⊥) ≡ Z‖(⊥).
4Consistently, two IR-active modes are allowed in h-BN,
namely an in-plane two-fold degenerate E′ mode and
an out-of-plane A′′2 mode. Both the piezoelectric coef-
ficient and Born effective charges have been calculated in
the framework of DFT, with the reported values being
e222 = 1.38×10−10 C/m[16], Z‖ = 2.7 and Z⊥ = 0.8[37].
In this paper we consider three different mechanisms to
induce a symmetry breaking in graphene: a) a sublattice
symmetry breaking, i.e., a breaking of the equivalence
between the two Carbon atoms (we refer to this case
as disproportionated graphene); b) a distortion of the
hexagonal lattice inducing a
√
3 × √3R30◦ superstruc-
ture, lowering the translational invariance and inducing
inequivalent hopping channels between Carbon atoms; c)
an applied electric field on bilayer graphene in the out-
of-plane direction. All these symmetry-breaking mecha-
nisms induce a bandgap opening and a nonzero coupling
between optical modes and radiation, which is quantified
by nonzero Born effective charges, whereas piezoelectric-
ity is allowed only when the inversion symmetry is lost,
as in the case of a) and c) mechanisms. The modified
symmetry of gapped graphene imposes new constraints
on both Born effective charge and piezoelectric tensors,
as illustrated below.
a. Disproportionated graphene. The sublattice sym-
metry of graphene can be broken by the interaction with
properly chosen substrates as, e.g., SiC[7–9], where every
second carbon atom has a neighbor in the bottom layer,
a modulated potential is induced in graphene, that acts
differently on atoms belonging to different sublattices.
The equivalence between Carbon atoms is thus broken,
with a reported band splitting up to 0.5 eV between the
valence and conduction bands at the K point[9]. From
a symmetry point of view, disproportionated graphene is
equivalent to monolayer h-BN, and the piezoelectric and
Born effective charge tensors obey exactly the same con-
straints. The piezoelectric tensor has a single indepen-
dent coefficient e222, while the Born effective charge ten-
sor is diagonal with two independent components Z‖(⊥)
describing in-plane (out-of-plane) Born effective charges.
As for h-BN, the in-plane E′ and out-of-plane A′′2 modes
are IR-active.
b. Distorted graphene. The hexagonal-lattice dis-
tortion with the
√
3×√3R30◦ reconstruction, where ev-
ery third carbon hexagon in the graphene lattice expands
or shrinks, lowers the translational symmetries of pristine
graphene, as shown in Fig. 1c, while keeping the crystal-
lographic point-group symmetry . The crystal periodicity
is modified accordingly, and the
√
3×√3R30◦ superstruc-
ture is described by a unit cell with 6 carbon atoms ro-
tated by 30◦ and rescaled by a factor
√
3 with respect to
the primitive unit cell with 2 carbon atoms. Signatures of
this kind of distortion measured by scanning tunnelling
microscopy and Raman spectroscopy have been reported
for graphene nanoribbons and on the edges of graphite
sheets (see, e.g., Ref. 38 and references therein). In the
supercell setting, the Dirac points of pristine graphene
are folded to the Γ point, where the distortion induces
a bandgap opening, the bandgap width being related to
the amount of the distortion. Since the point-group sym-
metries of distorted graphene are unchanged, the pres-
ence of a center of inversion implies that the piezoelec-
tric tensor is identically zero. Nonetheless, because of
the translation-symmetry lowering, the in-plane Born ef-
fective charges of distorted graphene can be non-zero,
being generally different from the ones of disproportion-
ated graphene. Instead of the cartesian reference sys-
tem, it is more convenient to adopt the radial-tangential
coordinate system shown in Fig. 1c, where the Born ef-
fective charge tensor is diagonal. In this reference sys-
tem, the charge-neutrality ASR imposes for the in-plane
components that Zr = −Zt, while the out-of-plane com-
ponent is zero. The distorted structure has its own vi-
brational modes: the only optical IR-active mode is the
in-plane E1u, corresponding to the K5 eigenmode of pris-
tine graphene[39], experimentally visible at 1218 cm−1,
folded to Γ in the supercell setting.
c. Gated bilayer graphene. It is well known that
gated bilayer graphene exhibits a gap at valleys K and
K ′ whose width is related to the intensity of the elec-
tric field. The largest reported gate-induced bandgap
that has been realized amounts to approximatively 250
meV [40]. When the electric field is switched on, the
equivalence between layers is broken because of the po-
tential gradient along the z direction, and inversion sym-
metry is lost. As a consequence, the layer group reduces
to p3m1 for perfectly perpendicular electric field, and the
crystallographic point group reduces from D3d to C3v;
since C3 and σv symmetries are preserved, the piezo-
electric tensor obeys similar constraints as in h-BN, be-
ing characterized by a single independent coefficient e222.
Similarly, the Born effective charge tensor remains diag-
onal, with two independent components ZI‖ and Z
I
⊥ per
atom. However, the equivalence between carbon atoms 1
(3) and 2 (4), enforced by inversion symmetry in unbiased
bilayer graphene, is lost (see Fig. 1d), and the Born ef-
fective charges cannot be simply described by two global
coefficients Z‖(⊥). As for the vibrational optical activ-
ity, the inversion-symmetry breaking causes all optical
phonon modes 3A1 + 3E to be simultaneously Raman-
and IR-active.
IV. METHODS
For each symmetry-breaking mechanism discussed
in the previous section, we computed the piezoelec-
tric coefficients and the Born effective charges within
the local-density approximation (LDA)[41] of density
functional theory (DFT) as implemented in Quantum
ESPRESSO [42]. The relaxed-ion piezoelectric constant
was estimated as e222 = [P2(ǫ22) − P2(−ǫ22)]/2|ǫ22|,
where ǫ22 is the uniaxial strain, ions were allowed to re-
lax for each strained cell and P2 is the surface polariza-
tion obtained from Berry phase calculation [22, 23]. The
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FIG. 1. Atomic structure and band structure of graphene, hexagonal Boron Nitride (equivalent to disproportionated graphene
from a symmetry point of view), distorted graphene and gated bilayer graphene. a) Graphene is a semimetal with two Carbons
per cell and a linear dispersion at point K. b) Monolayer hexagonal Boron Nitride is a wide gap insulator isomorphic to
graphene with one atom of Boron (red) and one of Nitrogen (blue) per cell; its diatomic nature, breaking the sublattice
symmetry characteristic of graphene, causes a gap opening at valley K (the estimated bandgap at DFT level is also given). c)
Distorted graphene (solid red line) is obtained, with respect to pristine graphene (dashed black line), as a shifting of the atoms
in the radial direction every third hexagon. The sign of the shifting ξ is assumed to be positive for the expansion and negative
for the shrinking of the hexagon. Radial and tangential directions are identified by the r and t axis. The band structure
exhibits a gap at Γ whose amplitude (and sign) depends on the strength (and sign) of the deformation: we get ∆ ≃ 0.98 eV for
ξ = 0.0355 A˚. d) The structure of bilayer graphene is shown from top and side view. Green dashed and red solid lines represent
the lower and the upper plane, respectively. The electric field is perpendicular to the atomic planes. The amplitude of the gap
is related to the intensity of the electric field. We assume that the gap is positive for E = |E|zˆ and negative for E = −|E|zˆ.
The gap width is computed as the difference between conduction and valence bands at K point.
static effective charges have been computed ab-initio by
means of density-functional perturbation theory (DFPT)
[43]. Details of the calculations are given in App. A, while
we discuss here the computational models we adopted to
simulate the different symmetry-breaking mechanisms.
a. Disproportionated graphene. Graphene with in-
equivalent C ions can be seen as a continuous transfor-
mation from pristine graphene to h-BN monolayer. Such
transformation can be modelled by varying the atomic
charges of the basis atoms from ZC1 = ZC2 = 6 (Car-
bons) to ZC1 = 6 − δ (Boron-like) and ZC2 = 6 + δ
(Nitrogen-like) with δ between 0 and 1 and 2δ measuring
the charge disproportion between Carbon ions. For every
selected value of δ, two pseudopotentials (one per atom)
were generated with the package atomic of Quantum
ESPRESSO. All calculations were done, then, with the
atomic masses and lattice parameter of pristine graphene
(a0 = 2.460 A˚), which is slightly smaller than the lattice
parameter of h-BN monolayer (2.504 A˚). As expected,
the sublattice-symmetry breaking opens a bandgap at K
point, whose width is found to increase almost linearly
with δ from 0 to ∼ 4.6 eV , which corresponds to the
h-BN bandgap calculated within LDA.
b. Distorted graphene. The lattice distortion has been
simulated using a
√
3×√3 R30◦ supercell with 6 Carbons
and modifying the atomic coordinates in the radial di-
rection. We considered atomic displacements ξ from the
equilibrium positions of pristine graphene (dotted lines
in Fig. 1c), with step ξ0 = 8.875× 10−3 A˚, up to a max-
imum distortion corresponding to a bandgap of 2 eV .
c. Gated bilayer graphene. The applied electric field
was simulated by adding a saw-tooth potential along the
zˆ direction to the bare ionic potential. The slope of the
potential determines the intensity of the electric field and
thus the amplitude of the gap. The chosen range of the
slope variation allows for a bandgap tuning in a range
between 0 and 0.4 eV , which is the physically signifi-
cant range for gated bilayer graphene. The corresponding
electric field can then be obtained from the calculations
of Ref.30.
In order to get further insight into our computational
results, we also complemented our DFT study with an
analysis of a modified Dirac-like model for dispropor-
tionated graphene. We start from the usual Dirac-like
model HK(k) = ~vFk ·σ, where ~ is the reduced Planck
constant, vF is the Fermi velocity, k = (kx, ky) is the
electron-momentum measured with respect to the Dirac
point K, in a Cartesian basis, and σ = (σx, σy) is the
Pauli matrix accounting for the sublattice isospin. The
inequivalence between Carbon ions can be modelled by
a sublattice staggered potential which is diagonal in the
basis of atomic sites |A〉 and |B〉 – i.e., in the sublattice
isospin – and opens a gap ∆ between the π∗ and π bands,
6thus obtaining
HK(k) =
(
∆/2 ~vF (kx − iky)
~vF (kx + iky) −∆/2
)
. (5)
By diagonalizing the Hamiltonian (5) one obtains the fol-
lowing eigenvalues and eigenfunctions for π and π∗ bands:
Epi
∗
k
= +E, upi
∗
k
=
(
u
v
)
, (6a)
Epik = −E, upik =
(−v∗
u
)
, (6b)
where E =
√
∆2/4 + (~vFk)2, u and v are given by
u =
1√
2
(
1 +
∆/2
E
) 1
2
v =
eiθ√
2
(
1− ∆/2
E
) 1
2
, (7)
and θ = tan−1(ky/kx).
The coupling of electrons with strain and lattice distor-
tions can be accounted for by two different gauge fields,
Ae−s andAe−l, respectively, defined as[17, 18, 24–29, 44]:
Ae−s = (ǫ11 − ǫ22) xˆ − 2 ǫ12 yˆ (8)
Ae−l = zˆ × u ≡ −uy xˆ + ux yˆ (9)
where ǫβγ is the strain tensor and u is the atomic dis-
placement. The Hamiltonians describing the coupling
with the two structural distortions can be written in a
compact form as:
HK(k)e−s = ~vF
(
k +
βe−s
2b
Ae−s
)
· σ + ∆
2
σz, (10)
HK(k)e−l = ~vF
(
k +
βe−l
b2
Ae−l
)
· σ + ∆
2
σz, (11)
where βe−s, βe−l are dimensionless coupling constants
and b = a0/
√
3 is the nearest-neighbor distance between
carbon atoms, a0 being the lattice constant. Since the
effect of the gauge fields is to shift the Dirac cone of an
amount proportional to the dimensionless coupling con-
stants, βe−s and βe−l can be estimated from first princi-
ples from the Dirac-cone shift in reciprocal space induced
by a lattice strain or distortion.
V. PIEZOELECTRICITY
We first consider piezoelectricity in gapped graphene,
wondering if large internal polarizations may arise in re-
sponse to a strain (cell) deformation. Such strain-induced
polarization would affect the electron-phonon coupling
between charge carriers and acoustic phonons with fore-
seeable consequences on graphene resistivity[24]. As pre-
viously noticed, for the static approximation to hold the
characteristic vibrational energy should be smaller than
the bandgap, a condition that can be easily fulfilled for
acoustic phonons involved in the electron scattering. In-
deed, the maximum energy of acoustic phonons scatter-
ing with conduction electrons in graphene can be esti-
mated as ǫLA ≃ vLAs 2kF , where vLAs = 21.4 km/s is
the longitudinal sound velocity and kF = ǫF /vF , ǫF
being the Fermi energy and vF = 10
3 km/s the Fermi
velocity[24]. Usually, |ǫF | < 200 meV in transport de-
vices, resulting in a maximum acoustic phonon energy
ǫLA . 4 meV, which is much smaller than the typical
bandgap measured in epitaxial graphene. In this sec-
tion, therefore, we estimate the polarization induced by
acoustic phonons in the long wavelength limit and in the
static (adiabatic) approximation, i.e., the piezoelectric
constant.
As previously discussed, gapped distorted graphene
with
√
3 × √3 R30◦ reconstruction cannot be piezoelec-
tric, whereas disproportionated graphene and gated bi-
layer graphene both display piezoelectricity. In the fol-
lowing we will mainly focus on the in-plane piezoelec-
tric response, for which sizeable values – ranging from
∼ 1.4×10−10 to ∼ 5.5×10−10 C/m – have been recently
predicted in inhomogeneous 2D hexagonal crystals, such
as h-BN and transition-metal dichalcogenide monolay-
ers [16–19]. In Ref. 18, the piezoelectric constant of h-BN
has been derived from model Eq. (10) in the framework
of the modern theory of polarization [22, 23]. Evaluating
P within the Berry-phase formalism (see App. B), the
piezoelectric constant can be related to the valley Chern
number Cvalley =
∑
τ τ Cτ , where Cτ = τ sgn∆/2 is the
usual Chern number at a given valley labeled by τ , where
τ = ±1 at K,K ′ points, respectively. Notice that the ad-
ditional τ factor in the definition of valley Chern number
guarantees that the contributions from inequivalent val-
leys sum up, leading to Cvalley = sgn∆, in contrast to
the total Chern number of gapped graphene, that van-
ishes because the contributions from K,K ′ points cancel
out each other. Finally, the piezoelectric constant for
gapped graphene monolayer in the Dirac-cone approxi-
mation is:
e222 = β
e−s e
2πb
Cvalley ≡ βe−s e
2πb
sgn∆, (12)
which differs by a factor 2 from the analytic expression
previously given for h-BN[18]. As discussed in App. B,
this discrepancy is due to the fact that the complex con-
jugate contribution to the derivative of the Berry-phase
polarization has been overlooked in Ref. 18.
The piezoelectric constant, therefore, turns out to be
independent on the Fermi velocity and the gap ampli-
tude, while it depends only on the bond length b and on
the electron-strain coupling constant βe−s. In graphene,
such dimensionless coupling constant can be derived from
the Dirac-cone shift under a strain deformation calcu-
lated in Ref. 24 for both clamped and relaxed ions[24],
yielding βe−sc.i. = 3.37 and β
e−s
r.i. = 2.66, respectively[45];
these values compare well with those estimated for h-
BN monolayer [17], being βe−sc.i. (h-BN)= 3.3 and β
e−s
r.i. (h-
BN)= 2.3. Since the Berry-phase expression of the piezo-
electric coefficient does not depend on the bandgap, dis-
7proportionated graphene is expected to display piezoelec-
tric response comparable with that of the wide-gap h-BN
monolayer as soon as the sublattice symmetry break-
ing is switched on. In fact, the relaxed-ion piezoelec-
tric constant of gapped graphene monolayer can be esti-
mated from Eq. (12), yielding e222 = 4.73× 10−10 C/m,
which is one order of magnitude larger than in chem-
ically doped graphene (with a predicted piezoelectric
constant e222 ∼ 6.3 × 10−11 C/m ) [15]. To put the
estimated magnitude into context, an approximate 3D
piezoelectric coefficient can be evaluated by dividing the
2D value of e222 by the graphite interlayer spacing (3.35
A˚), yielding e222,3D ∼ 1.4 C/m2, which compares well
with popular bulk piezoelectric materials such as ZnO or
α−quartz[46, 47].
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FIG. 2. Relaxed-ion per-layer piezoelectric coefficient in dis-
proportionated graphene and gated bilayer graphene as a
function of the gap. The piezoelectric constant of h-BN mono-
layer, also shown, is larger that that of fully disproportionated
graphene. This is due to the use of a slightly different lattice
parameter in the two cases (as discussed in Sec. IVa). The
constant (orange) line represents the result of the analytical
model Eq. (12). The inset is a zoom on the small gap region.
Continuous lines are polynomial fits.
In order to further verify this prediction, we calculated
from first principles the relaxed-ion piezoelectric coeffi-
cient of both disproportionated graphene and gated bi-
layer graphene as a function of the bandgap. The calcu-
lated per-layer piezoelectric coefficient is shown in Fig. 2,
and compared with the ab initio estimate of the piezoelec-
tric coefficient for h-BN [16]. Our analytical result is well
confirmed, even though e222 is significantly suppressed as
the bandgap increases in monolayer graphene, question-
ing the validity of the Dirac-cone model and/or gauge-
field approximation for the electron-strain coupling for
large values of the gap. Nonetheless, in the range of ex-
perimentally accessible values for the gap, ∆ . 0.5 eV ,
the per-layer piezoelectric coefficient e222 of both gapped
disproportionated graphene and gated bilayer graphene is
substantially independent on the gap width. In addition,
for gapped mono- and bilayer graphene the piezoelectric
coefficient per layer is three times larger than that of the
polar h-BN monolayer (e222 = 1.38×10−10 C/m)[16] and
∼30% larger than that of the polar semiconducting MoS2
monolayer (e222 = 2.5−4 ×10−10 C/m)[19]. Since gated
bilayer graphene can be experimentally realized [10], our
prediction suggests a viable alternative for engineering
large, measurable piezoelectricity in graphene that could
be easier than the already proposed mechanisms based
on chemical doping or asymmetric lattice defects[13–
15]. In addition, our findings suggest that the scatter-
ing by piezoelectric acoustic phonons can be sizable in
gapped bilayer graphene, and it should be further ex-
plored its possible relevance for electric transport and
charge-carrier relaxation.
VI. BORN EFFECTIVE CHARGES
We now come to analyze the evolution of the Born
effective charge tensor of graphene induced by each
symmetry-breaking scheme previously introduced.
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FIG. 3. In-plane (blue) and out-of-plane (green) components
of the Born effective charge in disproportionated graphene of
the atom with nuclear charge ZC2 = 6+δ as a function of the
gap and of the parameter δ. Positive, negative and zero gap
correspond to B-like, N-like, C atom respectively (the sign
of the gap is only a graphical artifice). Continuous lines are
polynomial fits. Filled circles correspond to the Born tensor
components of h-BN. The constant line (orange) represents
the result of the analytical model Eq. (13).
a. Disproportionated graphene. The calculated in-
plane and out-of-plane components of the Born effective
charge are shown in Fig. 3 as a function of the gap for
monolayer graphene with inequivalent sublattices. Only
the effective charge of a single atom is shown since the
other can be trivially obtained by imposing the ASR,
as discussed in Sec. III. The out-of-plane component of
the Born tensor is found to increase linearly with the
bandgap amplitude, vanishing when the equivalence be-
tween sublattices is restored, as expected. This can be
rationalized by the fact that out-of-plane distortions do
8not alter - at the first order in the atomic displacement
- the bond length, implying that the variation of charge
density is mainly due to the rigid movement of the elec-
trons together with the vibrating atom. On the contrary,
an in-plane atomic displacement affects the bond length
at linear order and thus radically modifies the electronic
charge density, leading to a significant polarization re-
sponse. Moreover, Fig. 3 shows that the in-plane com-
ponent of the Born tensor tends to a finite value when
approaching the small gap limit – even if the Born effec-
tive charges of pristine graphene vanish, as discussed in
Sec. III –, showing a step discontinuity as the gap changes
sign.
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FIG. 4. Reciprocal-space contributions to the in-plane com-
ponent of the Born tensor in disproportionated graphene for
∆ = 0.4 eV (δ = 0.1) and ∆ = 4.7 eV (δ = 1.0). The
high symmetry points Γ, K and K′ of the reciprocal lattice
are highlighted. This representation corresponds to the sum
Z∗xx(ω = 0) + Z
∗
yy(ω = 0) from Eq. 3.
Similarly to piezoelectricity, this result seems to sug-
gest that an arbitrarily small gap in disproportion-
ated graphene is sufficient to have sizable Born effective
charges, even comparable with the ones of h-BN mono-
layer. Further insight can be achieved by evaluating the
Born effective charges from the Dirac-like model Eq. (11).
The validity of the Dirac approximation in this case is
confirmed by Fig. 4, in which we show the contributions
of the interband transitions to the Born effective charge
tensor, calculated in DFPT using Eq. (3) in the static
limit (ω = 0), as a function of the k index in the sum-
mation. As one can see, for disproportionated graphene
the most important contributions occur around the Dirac
pointsK andK ′. The peaks at Dirac points get narrower
as the bandgap is smaller, suggesting that the conic ap-
proximation is more accurate for small values of the gap.
The Born effective charges can then be evaluated from
the Berry-phase polarization induced by the atomic dis-
placements in model Eq. (11), in close analogy with the
calculation of piezoelectric coefficients (see App. B). It
turns out that the in-plane Born effective charge also is
related to the valley Chern number Cvalley , being:
Z‖ = β
e−l 3
√
3
2π
Cvalley ≡ βe−l 3
√
3
2π
sgn∆. (13)
Within this picture, the step discontinuity at zero gap
corresponds to the change of sign of the sublattice poten-
tial, coinciding with the transition between the insulating
and metallic states. The dimensionless coupling constant
βe−l can be estimated from first principles as the ratio
between the shifting of the Dirac cone, due to the atomic
displacement u, and the atomic displacement itself. We
obtained βe−l = 2.38, which is consistent with the value
b2
√
〈D2
Γ
〉/(~vF ) = 2.47 given in Ref. 44. Plugging this
value in Eq. (13), we find Z‖ = 1.97, in very good agree-
ment with the numerical results shown in Fig. 3, espe-
cially for small values of the bandgap, where the Dirac-
cone approximation is expected to hold.
Therefore, both our numerical and analytical results
show that the in-plane Born effective charge - at least in
the static approximation - is substantially independent
on the bandgap for disproportionated graphene: a per-
turbation that breaks the equivalence between Carbon
atoms induces an internal polarization, whose strength
does not depend neither on the bandgap ∆ nor on the
Fermi velocity vF but only on the electron-phonon cou-
pling constant βe−l, analogously to the piezoelectric co-
efficient dependence on the electron-strain coupling con-
stant βe−s.
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FIG. 5. Radial component of the Born effective charge in
distorted graphene as a function of the gap and the atomic
displacement ξ given in units of ξ0 = 8.875×10−3 A˚. The sign
of the gap is the same of ξ which is positive for the narrowing
and negative for the enlargement of the hexagon. Continuous
lines are polynomial fits.
b. Distorted graphene. As previously discussed, the
Born effective charge tensor of distorted graphene is di-
agonal in the radial-tangential coordinate system and the
two components must have opposite sign as required by
the ASR. In Fig. 5 we report the radial component of
the Born tensor as a function of the gap and the atomic
displacement ξ expressed in units of ξ0 (see Sec. IV). As
for disproportionated graphene, the in-plane Born effec-
tive charge becomes suddenly different from zero as soon
as the perturbation is switched on, that is, in this case,
as soon as the atoms are displaced from the original po-
sition. However, for distorted graphene the magnitude
9of the in-plane Born effective charge is rather reduced
compared to disproportionated graphene, being roughly
one order of magnitude smaller. We also notice that
the Born effective charge behaves slightly asymmetrically
with respect to the atomic displacement. Such behavior
is not surprising, since the distortion does not preserve
the translational symmetry of graphene and a positive
atomic displacement is not equivalent to a negative one.
c. Gated bilayer graphene. In Fig. 6 we show the evo-
lution of the in-plane component of the Born effective
charge tensors in gated bilayer graphene as a function
of the gate-induced bandgap. We observe that the Born
effective charges of gapped bilayer exhibit analogous fea-
tures as observed in the monolayer: i) they are almost
independent on the gap, and thus on the intensity of the
electric field which induces the gap in the bilayer and ii)
they get sizable as soon as the electric field, and thus the
gap, is different from zero. The numerical value Z‖ ≈ 2
is even similar to the one found in small gap region of
disproportionated graphene, again in close analogy with
the predicted per-layer piezoelectric coefficient discussed
in the Sec. V. On the other hand, the out-of-plane com-
ponent of the effective charge tensor is smaller than 1 %
of the in-plane component, as shown in Fig. 7. At zero
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FIG. 6. In-plane component of the Born tensors in gated
bilayer graphene as a function of the gap at K. The sign of
the gap corresponds to the direction of the electric field with
respect to the z axis. The colors relate the curves with the
corresponding atom. For zero electric field the Born effective
charges Z∗1 = Z
∗
2 = −Z∗3 = −Z∗4 = 0.394 were computed as
the average between the right and left limit. Continuous lines
are polynomial fits.
field, the symmetry arguments discussed in Section III
allow for a finite albeit small value of the effective charge
for bilayer graphene. In Fig. 6 we estimate Z‖ ∼ 0.39 as
the average between the right and left limit of the calcu-
lated ZI‖ , which is found to fulfill the charge-neutrality
sum rule ZC1‖ = Z
C2
‖ = −ZC3‖ = −ZC4‖ .
All symmetry-breaking mechanisms discussed above
show similar features. Beside inducing an opening of
the bandgap, they invariably trigger finite and sizable
-0.02
-0.01
 0
 0.01
 0.02
-0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4
Z*
o
u
t
gap (eV)
3 1
2 4
EE
FIG. 7. Out-of-plane component of the Born tensors in gated
bilayer graphene as a function of the gap at K. The sign of
the gap corresponds to the direction of the electric field with
respect to the z axis. The colors relate the curves with the
corresponding atom. Continuous lines are polynomial fits.
(in-plane) Born effective charges, which weakly depend
on the gap value. Additionally, both for gapped mono-
layer graphene and gated bilayer graphene the effective
charges are comparable to those of h-BN, showing a re-
markable universal behavior. At the same time, in all
the considered cases this universality comes along with a
discontinuous behavior at zero gap. This effect is a signa-
ture of the failure of the static approximation when the
gap becomes comparable to the phonon frequency. As we
shall see in the next section, this paradox is solved once
that the dynamical (non-adiabatic) effects are taken into
account, allowing one to recover the expected vanishing
of the IR phonon strength for pristine graphene.
VII. NON-ADIABATIC EFFECTIVE CHARGES
IN DISPROPORTIONATED GRAPHENE
We will focus here on the dynamical generalization
of Born effective charges in disproportionated graphene,
where they can be explicitly calculated within time-
dependent DFPT using Eq. (3) for the Dirac-like model
Eq. (11). The velocity and electron-phonon operators
entering in Eq. (3) can be readily evaluated in the Dirac-
cone approximation, being:
vα = vFσα,
∂HK
∂uAµ
= ~vF
βe−l
b2
(σ × zˆ)µ. (14)
The dynamical effective charge can thus be written in a
compact form as
ZA,elαµ (ω) =
2e
Nk
∑
k
∑
i,j
Cijαµ,kΠ
ij
k (ω) (15)
10
where
Cijαµ,k = 〈uki|
i~vFσα
ǫki − ǫkj |ukj〉〈ukj |~vF
βe−l
b2
(σ × zˆ)µ|uki〉
(16)
and
Πijk (ω) =
θ(ǫF − ǫki)− θ(ǫF − ǫkj)
ǫki − ǫkj + ~ω + iη . (17)
Here, ǫF is the Fermi energy, θ is the Heaviside step-
function and η is an infinitesimal positive number needed
to define the retarded response function. However, to
simulate the effect of a finite electronic lifetime, we will
explicitly derive in the following the expression for the
effective charge by assuming that η can acquire a finite
value. Notice that, in the presence of doping, the ex-
cess electronic density per unit area with respect to the
charge-neutrality condition can be easily computed for
gapped graphene in the Dirac-cone approximation, be-
ing:
n = 2
∫ kF
0
kdk
2π
=
1
π(~vF )2
(
ǫ2F −∆2/4
)
θ (ǫF −∆/2) .
(18)
Using Equations 6 and 7 and replacing the summation
over k with the integral Ω
∫
kdk/2π
∫
dθ/2π we get
ZA,elαα (ω) = 2eNvΩ
∫ k¯
0
kdk
2π
∑
ζ=±1
−〈Cpipi∗αα,k〉θ
2E + ζ(~ω + iη)
, (19)
where Nv = 2 is the valley degeneracy and k¯ is a momen-
tum cut-off for the linear conic approximation, whose ex-
act value is irrelevant since the integral (19) is convergent
at large momenta. Finally
〈Cpipi∗αα,k〉θ = 〈Cpi
∗pi
αα,k〉θ = −(~vF )2
βe−l
b2
∆
4E2
(20)
is the average over θ of Cpipi
∗
αα,k. Performing the integral
over the energy and separating real and imaginary part
of the effective charge tensor, we obtain
Re[ZA,elαα (ω)] =Z˜
∆~ω
(~ω)2 + η2
[ η
~ω
θ˜(m,ω) + ξ˜(m,ω)
]
,
(21)
Im[ZA,elαα (ω)] =Z˜
∆~ω
(~ω)2 + η2
[
θ˜(m,ω)− η
~ω
ξ˜(m,ω)
]
,
(22)
where Z˜ is the static effective charge calculated by taking
ω = 0 in Eq. (19) and the functions θ˜(m,ω) and ξ˜(m,ω)
are given by
θ˜(m,ω) = π − tan−1 2m+ ~ω
η
− tan−1 2m− ~ω
η
, (23)
ξ˜(m,ω) =
1
2
log
(2m+ ~ω)2 + η2
(2m− ~ω)2 + η2 , (24)
with m being the threshold energy for particle-hole exci-
tations:
m = max(∆/2, ǫF ). (25)
We notice that, in the absence of doping (n = 0), we
recover the static Born effective charge evaluated from
the Berry-phase polarization, as expected. This can be
easily seen from Eq. (19), since for ω = 0 the integral only
depends on the dimensionless variable vFk/∆, hence:
Z˜ = ZA,elαα (ω = 0) = β
e−l 3
√
3
2π
sgn∆, (26)
which coincides precisely with Eq. (13), so that Z˜ = 1.97.
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FIG. 8. Real and imaginary part of the dynamical effective
charge Z(ω0) given by Eqs. (21) and (22), respectively, as a
function of the ratio ∆/~ω0. Here to mimic the finite electron
lifetime we used a broadening η = 0.01 eV, which is consid-
erably smaller than the phonon energy scale ~ω0 ≃ 0.2 eV.
The constant line (orange) corresponds to the static effective
charge Z˜ = 1.97 evaluated via Eq. (13) or, equivalently, Eq.
(26).
While the (adiabatic) Born effective charge of dispro-
portionated graphene is independent on the bandgap,
the frequency-dependent, non-adiabatic effective charge
displays a strong dependence on it. In fact, the in-
tegral in Eq. (19) diverges when ∆ ∼ ~ω. As we
will discuss in the next section, this dependence dra-
matically affects the optical vibrational response, espe-
cially when the bandgap is comparable with characteris-
tic phonon energies. To highlight this effect in dispropor-
tionated graphene, we show in Fig. 8 the real and imag-
inary parts of the non-adiabatic effective charge evalu-
ated at the frequency of the graphene optical phonon
(~ω0 = 1582 cm
−1 ≃ 0.2 eV ) as a function of the gap
∆. As expected for pristine graphene, Z(ω0) vanishes
at zero gap, while for |∆| ≫ ~ω0 the imaginary part of
the effective charge vanishes, and Z(ω0) is a real num-
ber which tends to the static value Z˜. The dependence
on the bandgap clearly emerges close to the resonance
condition ∆ ∼ ~ω0, as the frequency-dependent effective
charge is peaked at the phonon energy. In the next sec-
tion, we will show that the enhancement of the effective
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charge close to the resonance is responsible for an inten-
sification of the infrared spectral line, once the graphene
bandgap is engineered and tuned to match the optical
phonon energy, while its imaginary part determines the
phonon peak shape and, specifically, the Fano asymme-
try.
The non-adiabatic effective charge of disproportion-
ated graphene also depends on the carrier density in the
presence of doping. In Fig. 9 we show a contour plot of
the modulus of the effective charge at the phonon fre-
quency |Z(ω0)| as a function of the gap and doping. For
∆ = 0 the effective charge vanishes whatever is the Fermi
energy as expected for pristine graphene. For n = 0 (un-
doped sample) the effective charge is peaked at the res-
onance and tends to the static limit for ∆ > ~ω0. In
the intermediate region the effective charge forms a ridge
whose height decreases with increasing doping.
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FIG. 9. Absolute value of the dynamical effective charge at
the phonon frequency as a function of the gap divided by ~ω0
and of the electron density n. Continuous lines correspond to
semi-integer values of |Z(ω0)|.
VIII. OPTICAL CONDUCTIVITY IN
DISPROPORTIONATED GRAPHENE
It is well known that the effective charge controls the
optical strength of the phonon response in the optical
conductivity. In 3D materials the frequency-dependent
polarization and the current density are given by P(ω) =
χ(ω)E(ω) and J(ω) = σ(ω)E(ω), respectively. The two
response functions, electrical susceptibility χ(ω) and op-
tical conductivity σ(ω), are 3×3 Cartesian tensors obey-
ing the relation σ(ω) = −iωχ(ω). The optical conduc-
tivity in SI units has dimensions of Ω−1m−1, whereas
in 2D crystals J(ω) is given by the electric current per
unit length and the optical conductivity has units of
Ω−1. The optical conductivity can be written as the
sum of an electronic and an ionic contribution: σ(ω) =
σel(ω) + σion(ω). The former is due to the electronic
current with ions kept fixed, while the latter arises from
the nuclear motion as a consequence of the electric field.
Its Cartesian components can be generally written as
σionαβ (ω) = −iω
1
Ω
3N∑
s=4
fs,α(ω)fs,β(ω)
ω2s − (ω + iγs/2)2
(27)
where s is phonon mode index (restricted to optical
modes), ωs is the phonon frequency, γs is the full width
at half maximum of the phonon peak in the static limit
and fs(ω) is the oscillator strength, defined as
fs,α(ω) = e
∑
I,µ
ZIαµ(ω)e
I
s,µ(MI)
−1/2. (28)
Here MI is the mass of ion I and e
I
s is the orthonor-
malized eigenvector of the dynamical matrix correspond-
ing to the eigenvalue ω2s , while Z
I
αµ(ω) is the frequency-
dependent effective charge defined in Eq. (3).
From Eqs.. (27) and (28) one immediately sees that
since the phonon peak is usually rather sharp its spectral
weight is essentially controlled by the value of the dynam-
ical effective charge tensor evaluated at the phonon fre-
quency. As discussed below Eq. (3), ZIαµ(ωs) acquires a
finite imaginary part in small-gap semiconductors, where
the bandgap is smaller than ωs, allowing for interband
transitions at the energy scale of the phonon. In this
regime the complex nature of the dynamical charge ten-
sor explains also the appearance of the Fano asymme-
try of the optical spectra[20, 21]. Indeed, the infrared
absorption – proportional to the real part of the opti-
cal conductivity Eq. (27) – can be written in general for
ω ≃ ωs as a Fano function[48]:
Re[σionαβ (ω)] =
3N∑
s=4
Ps,αβ
qαqβ − 1 + (qα + qβ)z
(1 + qαqβ)(1 + z2)
, (29)
where we introduced the variable z = 2[ω − ωs]/γs.
The constant weight Ps,αβ , which represents the phonon
strength [21], is defined as
Ps,αβ =
1
Ωγs
{Re[fs,α(ωs)]Re[fs,β(ωs)]+
+Im[fs,α(ωs)]Im[fs,β(ωs)]} (30)
and the Fano asymmetry parameter qα is given by
qα = −Re[fs,α(ωs)]
Im[fs,α(ωs)]
. (31)
In the specific case of gapped graphene, the results of
the previous Section can be readily used to compute the
ionic contribution (29) of the G mode. In this case the
dynamical charge tensor is diagonal, and given by Eqs.
(21)-(22). Eq. (29) then simplifies to
Re[σionxx (ω ≈ ω0)] = P
q2 − 1 + 2qz
(1 + q2)(1 + z2)
(32)
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FIG. 10. (a) Inverse Fano asymmetry parameter 1/q and (b)
phonon strength P (in units of ω¯σ0/γ0) in undoped gapped
graphene as a function of the gap value, as given by Eqs. (34)
and (33).
where ω0 and γ0 denote the frequency and linewidth of
the G mode, and
P =
2e2
ΩMI
|Zelxx(ω0)|2
γ0
= ω¯σ0
|Zelxx(ω0)|2
γ0
(33)
q = −Re[Zelxx(ω0)]/Im[Zelxx(ω0)] (34)
where the electronic strength has been expressed in terms
of the so-called universal value σ0 = 4e
2/~, which sets the
scale of the electronic optical absorption in graphene[49],
and ~ω¯ = 8~2/MIΩ = 0.53 meV. To understand the ef-
fect of the gap opening in graphene we show explicitly
in Fig. 10 the q and P parameters as a function of ∆.
As discussed before, when the bandgap is larger than
the phonon frequency the imaginary part of the effec-
tive charge vanishes, so that from Eq. (34) q = −∞,
and one recovers the usual symmetric Lorentzian profile.
This can be seen in the first panel of Fig. 11, where we
show few illustrative cases of Eq. (32) at different values
of the q for a fixed value of P = 1. As the bandgap
progressively decreases the particle-hole continuum over-
laps with the phonon frequency giving rise to a complex
effective charge, which leads to a finite value of q and
an emerging asymmetric Fano profile [Fig. 11(b)]. When
the resonance condition ω0 ≈ ∆ between electronic exci-
tations and the phonon frequency is maximized the Fano
parameter approaches q = 0, and a negative peak ap-
pears [Fig. 11(c)]. At the same time, in gapped graphene
also the real part of the effective charge displays a non-
trivial frequency dependence at gap values smaller than
the phonon energy, as already discussed in the previous
Section. This has a marked effect on the phonon strength
(33) shown in Fig. 10, since it vanishes as expected when
∆ → 0 but displays a strong enhancement in proximity
of the resonance condition ω0 ≈ ∆.
To compare directly the ionic optical absorption with
the electronic one we estimated also the latter in the
conic approximation. Its analytical expression has been
already derived in Ref. 50, including both intra- and
inter-band contributions. In the limit of long electronic
-5 0 5
q=-∞
a)
-5 0 5
q=-1
b)
-5 0 5
q=0
c)
FIG. 11. Sketch of the Fano shaped peak in different regimes:
(a) positive symmetric Lorentzian peak; (b) highly antisym-
metric Fano profile (q=-1); (c) negative phonon peak (q=0).
The peak-to-valley distance is equal to 1 in all the cases.
lifetime (η → 0) it can be readily shown that the real
part of the interband contribution, the only one we are
interested in, is given by (see Appendix C)
Re[σelxx(ω)] = σ0
(
1 +
∆2
~2ω2
)
θ
(
~ω
2
−m
)
, (35)
where m is the excitation threshold defined in Eq. (25)
above. Finally, to compute the ionic part (32) we also
need an estimate of the phonon linewidth γ0. This is
given by the sum of two different contributions γe−ph +
γph−ph [51]. The first one, γe−ph, is associated with the
phonon decay into particle-hole pairs and can be explic-
itly computed in the conic approximation as (see Ap-
pendix D):
γe−ph = γ¯
(
1 +
∆2
~2ω20
)
θ
(
~ω0
2
−m
)
, (36)
where γ¯ = 9
√
3~β2/4Ma2 ≃ 1.26 meV (10.2 cm−1). The
second one, representing the decay of one phonon into
two phonons, has been fixed to a small constant value
γph−ph ≃ 0.25 meV (2 cm−1, see Fig. 1 of Ref. 49). For
finite electronic lifetime Eqs. (35), (36) can be readily
modified, in analogy with the general expressions for the
dynamical effective charge given by Eqs. (21)-(22), and
the full expressions are given in Appendices C and D,
respectively.
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FIG. 12. Real part of the total optical conductivity as a
function of the frequency ω for different values of ∆.
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vα vβ + vα Vsµ V
†
sµ
vβ
FIG. 13. Feynman diagrams representing the calculation of
the optical conductivity in the standard field-theory formal-
ism, along the lines of the approach used in Ref. 20, 21 for
bilayer graphene. Here the wavy lines denote the electromag-
netic field, while solid and dashed lines denote the Green’s
functions for electrons and phonons, respectively. Labels at
the vertices denote the insertion of either the velocity v or the
electron-phonon Vsµ operator.
The real part of the total optical conductivity in ab-
sence of doping - sum of electronic and ionic contribution
- is shown in Fig. 12 as a function of the frequency ω for
different values of the bandgap ∆. For ∆ > ~ω0 ≃0.2
meV the effective charge is real and well approximated
by the static value Z˜ given by Eq. (26). Since q → ∞
very rapidly, already for ∆ = 0.4 eV the phonon peak
presents a Lorentzian shape, and it appears as a sharp
and very intense peak inside the electronic gap. As the
gap value decreases and approaches the ω0 value the dy-
namical effective charge gets further enhanced with re-
spect to the static limit, and the phonon response ac-
quires a progressively larger optical strength P . Finally,
when ∆ < ~ω0 the ionic contribution overlaps with the
electronic one, the effective charge becomes complex and
the Fano parameter gets progressively smaller, leading
to a pronounced Fano asymmetry which manifests with
a marked negative peak. The same analysis can be done
for doped graphene with substantially no conceptual dif-
ferences.
The enhancement of the ionic optical conductivity at
the resonance condition ∆ ≃ ω0 in gapped disproportion-
ated graphene is a remarkable result, because it implies
a strong IR phonon activity, which is absent in pristine
graphene. A similar mechanism has been observed so far
only in bilayer graphene. In particular, by using a double-
gate device able to control independently the charge dop-
ing and the electrostatic asymmetry between the layers,
it has been shown in Ref. [12] that the IR activity of
the zone-central phonon in undoped bilayer graphene is
strongly enhanced when the bandgap is tuned to the
phonon energy. A somehow related mechanism has been
observed instead in single-gate devices, where both the
bandgap and doping are simultaneously changed, lead-
ing to a sizable increase of the phonon strength with
charge doping along with a marked evolution of the Fano
profile[11, 12]. The explanation of these observations pro-
vided in Refs. 20, 21 within a diagrammatic field-theory
scheme is completely analogous to the general scheme
provided by Eqs.. (3), (27) and (28). To make a closer
connections between the two approaches, one should just
take care of few technical differences. In the field-theory
approaches one usually computes directly the complex
optical conductivity σ(ω) in linear response theory with
respect to the gauge field A, rather than the electrostatic
potential. As a consequence, σ(ω) is related to the elec-
tromagnetic tensor K(ω) relating the average total cur-
rent to A . When one is interested only to the interband
part, σinter(ω) is directly given by the current-current
correlation function, i.e. Kαβ(ω) = e
2〈vαvβ〉, where vα
is the velocity operator defined in Eq. (14). In this ap-
proach, σinter is again the sum of an electronic and ionic
contribution. The electronic one σel is in the diagram-
matic formalism a bare bubble, see Fig. 13, accounting
only for the interband electronic transitions. The ionic
contribution σion appears as a vertex correction to the
bare bubble, and it describes all the possible (virtual or
real) intermediate processes where the particle-hole ex-
citation induced by the electric field decays in an inter-
mediate phonon mode. The resulting contribution to the
optical conductivity can be written as
σionαβ (ω) = −
∑
s,µ
KsαµK
s
µβDs(ω)
i~ωΩ
(37)
where Ds(ω) = 2~ωs/((~ω + iγs/2) − (~ωs)2) is the
phonon propagator and the coupling between the elec-
tronic current and the phonon mode is encoded in the cor-
relation functionsKsαµ = e〈vαVs,µ〉 andKsβµ = e〈V †s,µvβ〉.
Here Vsµ denotes the electron-phonon operator, which is
given e.g. in the case of the G mode of graphene by
∂HK/∂u
A
µ defined in Eq. (14) above. By computing the
contribution (37) one easily recovers the expression (27),
with fsα = (2ωs)
−1/2
∑
µK
s
αµ(ω)/ω. In other words, one
sees that the dynamical effective charge is represented in
this formalism by the mixed current-phonon bubbleKsαµ.
Its structure is then strictly similar to Eq. (17) above, i.e.
it is a Lindhart-like response functions weighting with
a symmetry-dependent factor the interband transitions
ǫki − ǫkj coupled to the phonon. Since again the pres-
ence of the phonon propagator Ds(ω) in Eq. (37) selects
the value of the mixed bubble at ω = ωs, in full analogy
with the dynamical effective charge Z(ωs) the Kαµ(ωs) is
real when the bandgap is larger than the phonon energy
ωs, so that only virtual electronic excitations decay into
the phonon, while it is imaginary when the ∆ < ωs and
real electron-hole pairs decay into the phonon.
IX. CONCLUSION
In this paper we studied the polar responses of
graphene when an external perturbation reduces its sym-
metry and induces the opening of an electronic bandgap.
By computing ab-initio within a DFT approach the static
response of gapped graphene we found two remarkable
and somehow unexpected results. First, the piezoelectric
coefficient and the Born effective charges are remarkably
sizeable, independently on the symmetry-breaking mech-
anism, as soon as a finite bandgap opens. In the case of
the effective charges they are even independent on ∆ for
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∆ . 0.5 eV, that is the experimentally relevant range.
Second, the computed polar response is numerically gi-
ant and comparable to that of a fully polar material
as h-BN. We showed that the universal behavior of the
piezoelectric and IR response in gapped graphene can be
understood within the Dirac-like model description for
the electronic degrees of freedom. Indeed, within this
framework the coupling of electrons to the strain/lattice
distortion can be always encoded as a coupling to an
effective gauge field, so that both the piezoelectric coef-
ficient and Born effective charge are simply proportional
to the valley Chern number of Dirac electrons. The con-
stant of proportionality, which can be readily estimated
ab initio, is similar in graphene and h-BN, explaining the
giant polar response of graphene and its fundamental in-
dependence on the gap for the experimentally accessible
range of gap values. For larger gap values the analytical
approximation breaks down and in particular the piezo-
electric coefficient displays a marked suppression. As a
result, the piezoelectric coefficient (per-layer) of gapped
monolayer and bilayer graphene is three times larger than
the one of h-BN, which is a large-gap polar material.
The ab-initio calculations have been limited, as usual,
to the static response. On the other hand, when the
band-gap becomes smaller than the relevant phononic
energy scale the adiabatic approximation is expected to
fail. While for the piezoelectric coefficient the phonons
involved are acoustic ones, suppressing considerably the
lower limit for the static approximation, in the case of
the Born effective charge such lower limit is set already
at ωs ≃ 0.2 eV, which is the energy of the optical G
mode. In order to describe the polar response in this
low-gap regime we computed analytically the dynami-
cal extension of the effective charge within the Dirac-like
model, and we used it to explicitly compare the ionic
conductivity to the electronic one for gapped graphene.
The frequency-dependent calculation confirms that when
∆ goes to zero the effective charge vanishes, in agree-
ment with the symmetry-based expectation for ungapped
graphene. However, along with this results two other re-
markable phenomena are observed. First, the strength
itself of the IR absorption displays a marked enhance-
ment around the resonance condition ∆ ≃ ωs, leading
to a huge phononic absorption. Second, as soon as the
bandgap is smaller than ωs a continuum of particle-hole
excitations becomes available at the phonon energy, and
the effective charge becomes a complex number. The in-
terference between the real and imaginary part of the ef-
fective charges translates into the well-known Fano asym-
metry of the phonon peak. These two findings, that were
already discussed in Refs. 20 and 21 within the con-
text of a field-theory derivation of the optical proper-
ties of bilayer graphene, establish a direct link between
the strength and Fano profile of the phononic absorp-
tion and the microscopic electronic mechanism respon-
sible for the bandgap opening. All our findings suggest
that gaining control over the symmetry-breaking mecha-
nisms responsible for the band-gap opening will also offer
a preferential tool to tune enormously its polar response.
In particular bilayer graphene, where the bandgap can
be easily controlled in field-effect devices, represents the
perfect playground to test the emergence of a giant polar
response. Indeed, the large piezoelectric response may
have a potentially huge impact on transport properties,
due to the contribution of piezoelectric scattering to the
electron mobility[52, 53]. In addition, the possibility to
implement ab-initio the computation of the dynamical ef-
fective charge stands as a promising predictive tool able
to guide future experimental work on ad-hoc engineering
of polar materials.
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Appendix A: Computational details
All calculations were performed using Quantum
Espresso [42] within the local-density approximation
(LDA)[41], adopting norm-conserving Trouiller-Martins-
type pseudo-potentials [54] and a plane-wave expansion
up to a 120 Ry cutoff. The convergence threshold was
set to 10−14 for self-consistent and phonon calculations
and to 10−6 for Berry phase calculations. An interlayer
spacing of 14 A˚ was adopted for monolayer graphene in
order to avoid any correlation between layers. For gated
bilayer graphene, instead, an interlayer distance of 3.35 A˚
and a spacing between bilayers of 11.65 A˚ were used. The
bilayer graphene was placed in the middle of the cell, and
the saw-like potential introduced to simulate the applied
electric field increased in the region from 0.5 A˚ to 13.5 A˚,
with slope varying between 0 and 3.1 V/nm; in order to
minimize edge effects, the change of the slope was lo-
cated in the empty region. Piezoelectric coefficients were
calculated using an orthorhombic cell with 4 atoms per
cell (8 in bilayer graphene), in order to align the direc-
tion of polarization along one of the lattice vectors, and a
2% strain in the armchair direction (y). The orthorhom-
bic structure was relaxed after the strain deformation in
order to minimize the forces on atoms. Since we were
interested in the in-plane response, the atomic out-of-
plane coordinates were kept fixed during relaxation in
bilayer graphene. Brillouin-zone sampling was performed
on n×n×1Monkhorst-Pack [55] mesh with n chosen on a
case-by-case basis to ensure the convergence of the calcu-
lations. For disproportionated graphene, we used denser
and denser k-point mesh as the bandgap gets smaller:
n = 110 for δ = 0.1 and 0.2, n = 80 for δ between 0.3
15
and 0.6, n = 50 for δ between 0.7 and 1. For Distorted
graphene, we used an energy cutoff of 100 Ry and fixed
n = 80 for all considered distortions but the smallest
one (ξ = ξ0), for which we used n = 100. Eventually,
in order to reach convergence in gated bilayer graphene,
characterized by small gaps in the range 0-0.4 eV , it was
necessary to use very dense grids for Brillouin zone sam-
pling, up to n = 400 for the smallest gap considered.
Appendix B: Berry-phase formulation
The electronic polarization, from which the electronic
contribution to both the piezoelectric and Born effective
charge tensors is derived, can be expressed for a two-
dimensional system as[22, 23]:
P (A) = −e
∑
s
∑
v
∫
BZ
dk
(2π)2
a(v)s (k,A), (B1)
where s = ±1 accounts for spin degrees of freedom, v
labels the occupied valence bands, A is a gauge field de-
scribing the strain or deformation perturbation and the
valence-band Berry connection is given by:
a(v)s (k,A) = i〈u(v)s (k,A)|∇k|u(v)s (k,A)〉, (B2)
|u(v)s (k,A)〉 being the eigenvector of the perturbed sys-
tem.
The polarization induced by the gauge perturbationA
in a 2D hexagonal lattice with D3h point-group symme-
tries can be generally written as
P = αA × zˆ (B3)
which is equivalent, within linear response theory, with
Eq. (1) once the following definitions are provided:
A = (ǫ11 − ǫ22) xˆ − (ǫ12 + ǫ21) yˆ α = e222 (B4a)
A = zˆ × u ≡ −uy xˆ + ux yˆ α = |e|
Ω
Z‖ (B4b)
With these definitions, and enforcing the symmetry re-
quirements of the D3h point group, the linear-response
coefficient can therefore be evaluated as[18]:
α = − ∂Py
∂Ax ≡
∂Px
∂A y
=
e
2
Ns
∫
BZ
dk
(2π)2
{
∂a
(v)
y
∂Ax −
∂a
(v)
x
∂Ay
}
A→0
,
(B5)
where Ns = 2 is the spin degeneracy and
∂a
(v)
α
∂Aβ = −2Im
〈
∂
∂Aβ u
(v)(k,A)
∣∣∣∣ ∂∂kα u(v)(k,A)
〉
(B6)
In order to evaluate Eq. (B6), we introduce in analogy
with Ref. 18 a fictitious velocity v˜ defined as
v˜ = bn
∂H(k,A)
∂A (B7)
where the bond length b is introduced to keep the cor-
rect units, being n = 1 or n = 2 for a strain or an
atomic displacement perturbation, respectively. Using
this fictitious velocity, both models for electron-strain
and electron-lattice interactions can be recast as:
H(k,A) = H(k) + 1
bn
∑
α
Aαv˜α(k) (B8)
and the Bloch valence eigenvector of the perturbed two-
bands system described by Eqs. (10) and (11) can be
expressed, in first-order perturbation theory, as:
|upi
k,A〉 = |upik〉+
1
bn
〈upi∗
k
|v˜ · A|upi
k
〉
Epi
k
− Epi∗
k
|upi∗
k
〉. (B9)
where eigenstates and eigenvalues of the unperturbed sys-
tem are defined in Eqs. (6). Using Eq. (B9) together with
the following identity[56]:
〈
upi
∗
k
∣∣∣ ∂upik
∂kα
〉
=
〈upi∗
k
|vα|upik〉
Epi
k
− Epi∗
k
, (B10)
where v is the velocity operator vα = ∂Hs/∂kα, we can
express Eq. (B6) as:
∂apiα
∂Aβ = −
2
bn
Im
〈upi
k
|v˜β |upi∗k 〉〈upi
∗
k
|vα|upik〉
(Epi
k
− Epi∗
k
)2
. (B11)
The integrand of the linear-response coefficient in Eq.
(B5) then reads:{
∂a
(v)
y
∂Ax −
∂a
(v)
x
∂Ay
}
= − 2
bn
Im
{ 〈upi
k
|v˜x|upi∗k 〉〈upi
∗
k
|vy|upik〉
(Epi
k
− Epi∗
k
)2
− 〈u
pi
k
|v˜y|upi∗k 〉〈upi
∗
k
|vx|upik〉
(Epi
k
− Epi∗
k
)2
}
= Ω˜pi(k) + c.c. ≡ Ω˜pi(k)− Ω˜pi∗(k),
(B12)
where we introduced the generalized Berry curvatures for
the valence and conduction bands, respectively:
Ω˜pi(k) =
i
bn
〈upi
k
|v˜x|upi∗k 〉〈upi
∗
k
|vy|upik〉 − (x↔ y)
(Epi
k
− Epi∗
k
)2
Ω˜pi
∗
(k) =
i
bn
〈upi∗
k
|v˜x|upik〉〈upik|vy|upi
∗
k
〉 − (x↔ y)
(Epi
k
− Epi∗
k
)2
(B13)
Notice that the contribution of the complex conjugate of
Ω˜pi(k) – equal to the conduction-band generalized Berry
curvature with opposite sign – has been overlooked in
Ref. 18.
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The Hamiltonian Eq. (5), as well as the Hamiltonians
Eqs. (10) and (11), describes the low-energy electronic
bands at a given valley K; the corresponding Hamil-
tonian at valley K ′ can be easily derived by imposing
time-reversal symmetry. By introducing a valley index
τ = ±1, the Hamiltonians, including electron-strain and
electron-lattice interaction, can be written in a compact
form as Hτ = hτ · σ, where
he−sτ = ~vF
(
τkx +
βe−s
2b
Ae−sx , ky + τ
βe−s
2b
Ae−sy ,
∆
2~vF
)
(B14)
he−lτ = ~vF
(
τkx − β
e−l
b2
uy, ky + τ
βe−l
b2
ux,
∆
2~vF
)
.
(B15)
Using these Hamiltonians, one immediately gets
v˜e−s = τ
βe−s
2
v (B16a)
v˜e−l = τ βe−l v (B16b)
Therefore, the generalized Berry curvatures Eqs. (B13)
turn out to be proportional to the usual Berry curvatures
Ωpi, Ωpi
∗
, which are strongly peaked around the valleys
K, K ′. Since in the considered two-bands models the
relation Ωpiτ = −Ωpi
∗
τ ≡ Ωτ holds, we find Ωpiτ−Ωpi
∗
τ = 2Ωτ ,
which explains the origin of the factor 2 missing in Eq.
(8) of Ref. 18. Plugging Eqs. (B16a),(B16b) in Eq. (B13)
and decomposing the integral Eq. (B5) into its valley
contributions, one recovers:
e222 = β
e−s e
4πb
∑
τ
τ
1
2π
∫
dk 2Ωτ (k)
≡ βe−s e
2πb
∑
τ
τCτ
(B17)
Z‖ = β
e−l Ω
4πb2
∑
τ
τ
1
2π
∫
dk 2Ωτ(k)
≡ βe−l 3
√
3
2π
∑
τ
τCτ
(B18)
where the integral
∫
τ
is restricted around a given val-
ley, with the valley-resolved Chern number being Cτ =
τ sgn∆/2.
Appendix C: Electronic optical conductivity
The interband term of the electronic conductivity is
calculated from DFPT as
σelxx(ω) = σ0
∫ ∞
m
dE
2π
(
1
E
+
∆2
4E3
) ∑
ζ=±1
−2i~ω
2E + ζ (~ω + iη)
(C1)
where σ0 = πe
2/2h is the universal conductivity of clean
graphene. For infinite electronic lifetime (η → 0), the
real part of σelxx(ω) is thus given by
Re[σelxx(ω)] = σ0
(
1 +
∆2
(~ω)2
)
θ
(
~ω
2
−m
)
. (C2)
If we keep instead η finite, the electronic contribution to
the real part of the optical conductivity can be written
as
σelxx(ω) = σ0
1
π
(~ω)2
(~ω)2 + η2
[
θ˜(m,ω)− η
~ω
ξ˜(m,ω)
]
+
+ σ0
1
π
(~ω)4∆2
[(~ω)2 + η2]3
[
θ˜(m,ω)− 3ξ˜(m,ω)]+
+ σ0
1
π
(~ω)2∆2η2
[(~ω)2 + η2]3
[−3θ˜(m,ω) + ξ˜(m,ω)]+
+ σ0
1
π
(~ω)2∆2η
2m[(~ω)2 + η2]2
, (C3)
where θ˜(m,ω) and ξ˜(m,ω) have already been defined in
Eqs. (23) and (24).
Appendix D: Phonon linewidth
The optical-phonon self-energy of graphene at zero
temperature has already been calculated in Ref. 25. It
can be easily generalized to gapped graphene as
Π(ω) = −λ
∫ ∞
m
dE
2π
(
E +
∆2
4E
) ∑
ζ=±1
1
2E + ζ (~ω + iη)
(D1)
where m = max(∆/2, EF ) and λ is given by
λ =
9
√
3~β2
Ma2ω0
=
4γ¯
ω0
≈ 2.6× 10−2, (D2)
where γ¯ = 9
√
3~β2/4Ma2.
The phonon line-width γe−ph can be estimated as the
self-energy evaluated at the phonon frequency, i.e.
γe−ph = −2Im[Π(ω0)]
~
. (D3)
For infinite electronic lifetime (η → 0), we get
γe−ph = γ¯
(
1 +
∆2
(~ω0)2
)
θ
(
~ω0
2
−m
)
. (D4)
If we keep instead η finite, the electron-phonon line-width
can be written as
γe−ph = γ¯
[
θ˜(m,ω0) +
η
~ω0
ξ˜(m,ω0)
]
+
+ γ¯
1
π
∆2
(~ω0)2 + η2
[
θ˜(m,ω0)− η
~ω0
ξ˜(m,ω0)
]
,
(D5)
where θ˜(m,ω) and ξ˜(m,ω) have already been defined in
Eqs. (23) and (24).
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