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This paper deals with an optimization problem that arises when a new paced simple as-
sembly line has to be designed subject to a limited number of available workstations, cycle
time constraint, and precedence relations between necessary assembly tasks. The studied
problem, referred to as SALPB-S, consists in assigning the set of tasks to workstations so
as to find the most robust line configuration (or solution) under task time variability. The
robustness of solution is measured via its stability radius, i.e., as the maximal amplitude of
deviations for task time nominal values that do not violate the solution feasibility. In this
work, the concept of stability radius is considered for two well-known norms: ℓ1 and ℓ∞.
For each norm, the problem is proven to be strongly N P -hard and a mixed-integer linear
program (MILP) is proposed for addressing it. To accelerate the seeking of optimal solutions,
an upper bound on the stability radius is devised and integrated into the corresponding
MILP. Computational results are reported on a collection of instances derived from classic
benchmark data used in the literature for the Simple Assembly Line Balancing Problem.
1. Introduction
A simple assembly line is a typical flow-oriented manufacturing system (see, for example, [22,6]), which is used to
fabricate a large quantity of a single type of product. It can be viewed as a set of linearly ordered workstations linked by
a conveyor belt moving the product units. During manufacturing, the units pass through the workstations in the order of
their location. Thus, they are sequentially injected at the beginning of the line, are transferred from one workstation to
another, and are outputted at the end of the line. The workstations operate simultaneously. At each of them, its own set of
tasks is repetitively carried out on the successive units.
In addition to the above, functioning simple assembly lines have also the following quite natural characteristics (see [3]):
• only one unit can be processed simultaneously at the workstation and only one workstation at a time can handle the
unit;
• the tasks of any workstation are performed sequentially one by one without splitting;
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• there is neither buffer stock nor parallel workstation and, as a consequence, the transfer of all the units situated on the
line is implemented in a synchronized manner, i.e., all units are moved from their current workstations to the next ones
simultaneously.
The design of such lines is an important problem, since it generally involves significant investments. This stage includes
several important issues, one of which is named as balancing problem. In general, it consists in a partition of the set of neces-
sary assembly tasks among workstations in an optimal way with respect to a given production goal. Mostly, supplementary
restrictions can also be taken into consideration for this problem. For instance, some tasks are usually not executed in an
arbitrary manner, but are subject to precedence constraints. The representation of these constraints is often done by a di-
rected acyclic graph, where the set of nodes corresponds to the set of tasks and the arcs introduce a partial order over them.
Thus, an arc (i, j) means that the task j cannot start before the task i is completed. The synchronized manner of the units
transportation enforces that the total working time (or load) of any workstation is not greater than a certain given value
determining a production rate of the line. Such a value is referred to as cycle time1 and the corresponding constraint to as
cycle time constraint. Finally, limitations of the available space for assembling may be naturally translated into restraints on
the maximal number of workstations to be installed.
With regard to the objectives used, simple assembly line balancing problems (SALBP) are commonly classified into the
following types (see, e.g., [22,2]): minimize the number of used workstations for a fixed cycle time (SALBP-1); minimize the
cycle timewith a given number of workstations (SALBP-2); and if neither the number of workstations nor the line cycle time
is fixed, maximize the line efficiency (SALBP-E). The latter problem seeks a line configuration that minimizes the following
expression: the number of used workstations multiplied by the working time on the most loaded one. For these problems,
known to beN P -hard (see [22], Chapter 2.2.1.5), a great number of exact and heuristicmethods have been developed. Their
comprehensive surveys can be found in [20,23,2].
Despite of all the attention given to SALBP, its classic formulation remains quite general and does not always reflect
particular real-world situations in manufacturing. Frequently, more specific assumptions have to be taken into account.
Thus, for instance, one of the important subjects to be considered is the task time variability. Indeed, as mentioned in [2],
task times are often not exactly known at the preliminary design stage of the line and only their nominal (or estimated)
values are used. This is caused by the following practical factors:
• for manual assembly lines, the performance of operators, implementing tasks, depends on their work rate, skill level,
fatigue and motivation;
• product specifications as well as workstation characteristics may be changed during the line life cycle. It can be reasoned
by a customer demand or updating the market of materials;
• various delays and micro-stoppages when tasks are executed.
Any of these events may occur in anymoment of the line exploitation and can cause a costly line interruption if the cycle
time is exceeded. As a consequence, to construct a robust line configuration for a long term usage, the task time variability
should be anticipated at the line balancing stage. In what follows, we present an overview of the existing approaches
dedicated to these aspects.
The choice of an appropriate approach for handling the processing time of tasks strongly depends on the available
information dealing with its uncertainty. Thus, among the ways used in the literature, we can distinguish the following
ones: stochastic, fuzzy and robust approaches.
For the stochastic approach, task processing times are represented as independent random variables with known proba-
bility distributions. As a consequence, for grouping the tasks into workstations, a particular technique supervising the cycle
time constraint has to be used. Among the works dealing with this topic, those applying the so-called chance-constrained
method are usually cited. This method consists in assigning the tasks so as to ensure that the probability of respecting the
cycle time is greater, for each workstation, than a given value named as confidence level. For instance, such method was
applied in [29,1] for a U-type assembly line balancing and in [18] for a two-sided assembly line design. In these articles, the
authors use an integer linear programming (ILP) formulation of the corresponding problem that integrates the probabilistic
cycle time constraint. Based on the information expressing the task times, they introduce new supplementary variables and
use various linearization techniques in order to obtain again an equivalent deterministic ILP formulation for the probabilistic
problem studied.
Concerning the fuzzy approach, the potential task processing time values are represented as a fuzzy set whose mem-
bership function describes their possibility distribution. Similarly to the stochastic case, for assigning such tasks to
workstations, controlling the cycle time constraint is needed. To do this, a suitable fuzzy arithmetic and an appropri-
ate method dedicated to comparing these fuzzy sets have to be introduced. An application of tasks with fuzzy times
was presented in [28,9] for SALBP-1, in [13] for a mixed-model line balancing and in [30] for a bi-objective variant of
SALBP-2.
However, it should be noted that the use of these two approaches in practice could be a difficult challenge. This is due to
the fact that the available knowledge on the input data is not always sufficient to derive adequate probability or possibility
1 In this paper, we suppose that the cycle time can be greater than or equal to the working time of the most loaded workstation.
distributions for all task processing times, especially if the design of the assembly line is planned for the first time. Robust
approaches (see [15]) are oftenmore relevant in such situations, since they assume that only a discrete set of scenarios and/or
intervals of potential task time realizations are knownwithout any distribution or even only a set of tasks whose processing
time may vary is given as input.
The use of the discrete or interval representation of scenarios usually modifies the goal of a problem considered. Indeed,
an optimal solution found for one scenario can lose its optimality and even its feasibility for another one. To get around this
situation, a criterion named as absolute robustness or min–max can be applied. Widely used in robust optimization, it aims
to seek a solution remaining feasible for all scenarios and having the best performance for the worst of them. For instance,
this criterion was studied in [12] for SALBP-1 with interval processing times. To find the solution mentioned above, the
authors develop a branch-and-bound algorithm. A similar approachwas applied in [5] for SALBP-2, but with a discrete set of
scenarios. In the latter work, the computational complexity of seeking the robust solution was presented for different types
of precedence constraints.
The case where only a set of uncertain tasks (with variable processing times) can be identified without any additional
information is less informative, but probably the most frequent in practice. Because of the lack of information, the methods
used for the approaches referred earlier are not applicable. To evaluate a solution in such a situation, [25,24], studying
SALBP-1 and SALBP-2, have suggested a specific indicator, called as stability radius. Given a solution, it is calculated as the
maximal amplitude of the deviations of the uncertain task times from their nominal values for which the solution feasibility
(or optimality) remains respected. The authors show that this indicator can serve as an appropriate robustness measure.
Indeed, the greater its value for a solution studied, the greater the robustness of the line configuration engaged. Moreover,
it was proven that computing the stability radius in the sense of feasibility is a polynomial problem for any admissible
solution of SALBP-1. These positive outcomes have inspired several other studies. Thus, in [10], the results obtained for
SALBP-1 and SALBP-2 were generalized for SALBP-E. A robust version for a more complex assembly line balancing problem
subject to task timeuncertainty has been also proposed in [11]. For that problem, the stability radius in the sense of feasibility
was considered as the second objective to be maximized. To find a trade-off between its value and the cost of the line, an
ǫ-constraint based heuristic approach has been developed for seeking a Pareto set approximation for such bi-objective
optimization problem. It is important to mention that the concept of stability radius has been also studied for various
scheduling problems in [27], different combinatorial optimization problems in [26,16] and multi-objective integer linear
programming problems in [7].
In this paper, we continue to study the stability radius within the framework of assembly line design subject to task
times uncertainty. For the case considered, we address an assembly line design with a fixed cycle time, a limited number
of workstations and precedence constraints. This new optimization problem is referred to as SALBP-S, where S stands for
stability radius maximization. Namely, compared with the previous works, instead of calculating the stability radius for a
given line configuration, we seek a feasible one with the greatest stability radius value. To evaluate the stability radius, two
norms are used in this paper: ℓ1 and ℓ∞. For each norm, the corresponding problem is proven to be strongly N P -hard and
a mixed-integer linear program (MILP) is developed and tested on a set of numerical instances.
The rest of the paper is organized as follows. Basic definitions, properties and illustrative examples are presented in
Section 2. In Section 3, the N P -hardness as well as upper bounds on the stability radius of the problems considered is
established. Section 4 describes two MILP formulations for both norms studied. Computational results constitute Section 5.
Final remarks and conclusions are given in Section 6.
2. Basic definitions and properties
In order to simplify the further statement, we introduce below some notations related to SALBP-S:
• V = {1, 2, . . . , n} is the set of necessary assembly tasks;
• W = {1, 2, . . . ,m} is the set of available workstations;
• tj is a nominal processing time of the task j ∈ V ;
• T is the cycle time;
• G = (V , A) is a directed acyclic graph representing the precedence constraints, where A is the set of arcs.
Thus, an allocation of the set of tasks to the set of workstations is called a feasible solution if each task is assigned to exactly
one workstation (1)–(2) such that the precedence and cycle time constraints are respectively satisfied (3)–(4):
V =
⋃
k∈W
V sk , (1)
V sp ∩ V
s
q = ∅, ∀p, q ∈ W , where p 6= q, (2)
(i, j) ∈ A ⇒ k ≤ l, where i ∈ V sk , j ∈ V
s
l , (3)∑
j∈V sk
tj ≤ T , ∀k ∈ W . (4)
Here V sk is a set of tasks assigned to the workstation k of the solution s.
It is supposed here that there exist two sets of uncertain tasks: a non-empty set V˜ 1 (V˜ 1 ⊆ V ) of a priori uncertain tasks
whose processing time may deviate from its nominal value with regard to time without any additional information and a
set V˜ 2 (V˜ 2 ⊆ V ) of a posteriori uncertain tasks whose uncertainty is caused by a set Ŵ (Ŵ ⊆ W ) of uncertain workstations.
These workstations are such that any task allocated to them becomes uncertain (even if it belongs to V \ V˜ 1). Hereinafter,
the set of all uncertain tasks is denoted as V˜ = V˜ 1 ∪ V˜ 2 and any workstation from W \ Ŵ is called certain. The presence
of certain and/or uncertain workstations can be explained by the existence of assembly lines having simultaneously two
types of workstations: workstations with automatic tasks executing by robots or machines and workplaces where tasks are
operated in a manual manner, respectively.
To evaluate the robustness of a feasible solution, we use the concept of stability radius whose formal definition requires
some supplementary notations:
• t = (t1, t2, . . . , tn) ∈ R
n
≥ is a vector expressing the nominal task times;
• Ξ = {ξ ∈ Rn≥ | ξj = 0, j ∈ V \ V˜ } is the set of vectors where each of which presents possible processing time deviations
(or variations) for the uncertain tasks;
• F(t) is the set of feasible solutions with respect to a given vector t ∈ Rn≥.
Here, R≥ is the set of non-negative real numbers.
Remark 1. Since any decrease of task processing time cannot compromise the solution feasibility, it is sufficient to consider
only non-negative task time deviations in this work, i.e., for any j ∈ V˜ we have ξj ∈ R≥.
Thus, the stability radius of a feasible solution s ∈ F(t) can be defined as follows (see [24]):
ρ(s, t) = max{ǫ ≥ 0|∀ξ ∈ B(ǫ) (s ∈ F(t + ξ))}, (5)
where B(ǫ) = {ξ ∈ Ξ |‖ξ‖ ≤ ǫ}.
In other words, ρ(s, t) is determined as the value of the radius of the greatest closed ball B(·), called stability ball,
representing the deviations of the uncertain task nominal processing times, for which s remains feasible. Any element ξ
of B(·) is evaluated based on a given norm ‖ · ‖ defining the distance between vectors t and t + ξ (or the amplitude of
deviations from t).
In this paper, two norms ℓ1 (‖ · ‖1) and ℓ∞ (‖ · ‖∞) are studied in detail, where by definition ‖ξ‖1 =
∑
j∈V˜ ξj and
‖ξ‖∞ = maxj∈V˜ ξj. As a consequence, the notations ρ1(·, ·), B1(·) and ρ∞(·, ·), B∞(·)will be used for ℓ1 and ℓ∞, respectively.
The following useful property and lemma are direct corollaries from the definition of stability radius.
Property 1. For any solution s ∈ F(t) and ξ ∈ Ξ such that ξj = ρ∞(s, t), j ∈ V˜ we have s ∈ F(t + ξ).
Lemma 1. The inequality ρ∞(s, t) ≤ ρ1(s, t) holds for any s ∈ F(t).
Proof. Let s ∈ F(t) for some t ∈ Rn≥. Then, taking into account the definition of ρ∞(s, t), we obtain the following:
∀ξ ∈ B∞(ρ∞(s, t)) (s ∈ F(t + ξ)).
Hence, based on the evident inclusion B1(ǫ) ⊆ B∞(ǫ) that is valid for any ǫ ≥ 0, we have
∀ξ ∈ B1(ρ∞(s, t)) (s ∈ F(t + ξ)).
Consequently, due to the definition of ρ1(s, t), the necessary inequality is proven. 
Below, we provide an illustrative example of the interpretation of the stability radius in the ℓ∞- and ℓ1-norms. The
following problem instance is considered: n = 6, m = 2, V˜ = {1, 2}, t = (1, 1, 1, 1, 1, 1), T = 4 and Ŵ = ∅. There is no
precedence constraint.
Two feasible solutions s′ and s′′ are shown in Figs. 1 and 2, respectively.
It is easy to see that any increase within the limit of one time unit of the processing time of any uncertain task does not
compromise the feasibility of s′ and s′′ (see Fig. 3), i.e., for any ξ ∈ B∞(1)we have s
′ ∈ F(t + ξ) and s′′ ∈ F(t + ξ).
At the same time, even for a small excess (δ > 0) of this limit, the solution feasibility can be violated. Thus, for instance, s′
and s′′ do not belong to F(t+ξ ∗), where ξ ∗ := (1+δ, 1, 0, 0, 0, 0) ∈ B∞(1+δ). Hence, we obtainρ∞(s
′, t) = ρ∞(s
′′, t) = 1.
Simultaneously, it can be observed that any total increase, i.e. the sum of the processing time deviations, within the limit
of one time unit (resp. two time units), of all uncertain tasks does not disturb the feasibility of s′ (resp. s′′), i.e. (see Figs. 4
and 5), for any ξ ∈ B1(1)we have s
′ ∈ F(t + ξ) (resp. for any ξ ∈ B1(2)we have s
′′ ∈ F(t + ξ)).
However, any small exceeding of these limits can affect the solution feasibility. For example, s′ 6∈ F(t + ξ ′) and
s′′ 6∈ F(t + ξ ′′), where ξ ′ := (1 + δ, 0, 0, 0, 0, 0) ∈ B1(1 + δ) and ξ
′′ := (1 + δ, 1, 0, 0, 0, 0) ∈ B1(2 + δ). In other
words, we obtain ρ1(s
′, t) = 1 and ρ1(s
′′, t) = 2.
This example demonstrates that the study of the stability radius in the ℓ1- and ℓ∞-norms at the same time may provide
an interesting information concerning the robustness of solutions in order to differentiate them.
The next two theorems confirm the presented above example and show how to calculate the exact value of the stability
radius for a given feasible solution for two introduced norms. They prove that the stability radius in the ℓ1-norm is equal
to the minimum idle time among the workstations containing uncertain tasks. While for the ℓ∞-norm, it needs to seek the
workstation that provides the minimum value of the idle time divided by the number of its uncertain tasks.
Fig. 1. Solution s′ .
Fig. 2. Solution s′′ .
Fig. 3. Projection of B∞(1) on R
2 for s′ and s′′ .
Fig. 4. Projection of B1(1) on R
2 for s′ .
Fig. 5. Projection of B1(2) on R
2 for s′′ .
Theorem 1. The stability radius ρ1(s, t) for s ∈ F(t) is calculated as follows
ρ1(s, t) = min
k∈W˜ s
T −∑
j∈V sk
tj
 , (6)
where W˜ s = {k ∈ W | V˜ sk 6= ∅}, V˜
s
k = V
s
k ∩ V˜ .
Proof. To simplify the further statement, the followingnotation is introduced:ρ1 andϕ1 are the left-hand and the right-hand
sides of (6), respectively. To prove (6), we consequently show that the inequalities ρ1 ≥ ϕ1 and ρ1 ≤ ϕ1 hold.
First, let us prove that ρ1 ≥ ϕ1. To do this, it is sufficient to check the following
∀ξ ∈ B1(ϕ1) (s ∈ F(t + ξ)). (7)
If ϕ1 = 0, the inequality ρ1 ≥ ϕ1 is evident. Let ϕ1 > 0 and ξ ∈ B1(ϕ1). Then, by the definition of ϕ1, for any k ∈ W˜
s we
have ϕ1 ≤ T −
∑
j∈V sk
tj.
Hence, due to the definition of B1(ϕ1), we obtain
T −
∑
j∈V sk
(tj + ξj) = T −
∑
j∈V sk
tj +
∑
j∈V˜ sk
ξj

≥ T −
∑
j∈V sk
tj + ϕ1
 ≥ 0, k ∈ W˜ s.
Therefore, taking into account the following evident inequalities
T −
∑
j∈V sk
(tj + ξj) ≥ 0, k ∈ W \ W˜
s,
we conclude that s ∈ F(t + ξ), i.e., formula (7) holds.
Now let us show that ρ1 ≤ ϕ1. The latter inequality is equivalent to the following formula
∀δ > ϕ1 ∃ξ
∗ ∈ B1(δ) (s 6∈ F(t + ξ
∗)). (8)
To prove (8), the definition of ϕ1 is used. By the definition of ϕ1, there exists k
∗ ∈ W˜ s such that ϕ1 = T −
∑
j∈V s
k∗
tj. Then,
setting j∗ ∈ V˜ sk∗ and ξ
∗ ∈ B1(δ), where ξ
∗
j = δ, if j = j
∗ and ξ ∗j = 0 otherwise, we obtain
T −
∑
j∈V s
k∗
(tj + ξ
∗
j ) = T −
∑
j∈V s
k∗
tj + δ
 = ϕ1 − δ < 0.
In other words, s 6∈ F(t + ξ ∗) and therefore (8) holds. 
Theorem 2 is a result obtained in the work of [24] and can be proven in the same way as Theorem 1.
Theorem 2. The stability radius ρ∞(s, t) for s ∈ F(t) is calculated as follows
ρ∞(s, t) = min
k∈W˜ s
T −
∑
j∈V sk
tj
|˜V sk |
. (9)
It is easy to see that formulas (6) and (9) can be calculated in polynomial time for any given feasible solution. For more
details, we address the reader to the paper of [24], where such a linear complexity algorithm is presented for the ℓ∞-norm
with Ŵ = ∅ and which can be easily adapted for the studied case for both norms.
3. Stability radius maximization
In this section, we study the complexity of SALBP-S. Hereinafter, this problem is denoted as P1 (resp. P∞) for the ℓ1-norm
(resp. ℓ∞-norm). At first, we establish theirN P -hardness and show that P1 and P∞ are not equivalent. At the end, respective
upper bounds are provided for both problems.
3.1. Complexity
Here, we show that P1 and P∞ are strongly N P -hard. For both problems, no precedence constraints are assumed to be
given and Ŵ = ∅.
Lemma 2. P∞ and P1 are strongly N P -hard even if V = V˜ .
Proof. To prove this theorem, we will use a reduction from the N P -complete in the strong sense problem Bin-Packing
(see [8]) to the decision version of P∞ and P1, denoted as P1,∞-Decision.
Bin-Packing: Given a set B = {1, 2, . . . , q} of q bins of size 1 and a set I = {1, 2, . . . , k} of k itemswith sizes v1, v2, . . . , vk
such that vi ∈ [0, 1], i ∈ I , does there exists a partition of I into q disjoint subsets (or bins) Ij, j ∈ B such that
∑
l∈Ij
vl ≤ 1 for
any j ∈ B?
P1,∞-Decision: Given a set V of tasks, their processing times t ∈ R
|V |
≥ , a numberm of workstations, a cycle time T and a
value ρ, does there exist a feasible allocation s of the tasks to the workstations such that ρ1,∞(s, t) ≥ ρ?
Given an instance of Bin-Packing, we construct the following generic instance of P1,∞-Decision: m = q, n = k, T = 1,
ρ = 0 and tj = vj for each j ∈ V . Since, by the definition of stability radius, ρ1,∞(s, t) ≥ 0, it is easy to see that for the
considered instances, a solution of P1,∞-Decision exists if and only if there exists a solution of Bin-Packing. 
Here, we show that P1 and P∞ are not equivalent problems. Consider the following instance: n = 5, m = 2, t =
(1, 1, 1, 1, 4), T = 7, Ŵ = {1, 2} and V˜ = ∅. Following Theorem 1, solution s′ shown in Fig. 6 is optimal for P1 for which
ρ1(s
′, t) = 3, while ρ∞(s
′, t) = min
{
7−4
1
, 7−4
4
}
= 3
4
due to Theorem 2. At the same time, solution s′′ shown in Fig. 7 is
optimal for P∞ so as ρ∞(s
′′, t) = min
{
7−5
2
, 7−3
3
}
= 1, whereas ρ1(s
′′, t) = 2 due to Theorem 1.
3.2. Upper bounds
In this sub-section, we propose tight upper bounds for P1 and P∞. In order to simplify the further statement, we denote
the optimal values of these problems as ρ1 and ρ∞, respectively.
3.2.1. An upper bound on ρ1
First, it is easy to deduce that
ρ1 ≤ UB
1
1 := T −max
j∈V˜1
tj.
Second, as the stability radius only depends on the load of the workstations that process uncertain tasks, theoretically
its value is maximal when the tasks of V \ V˜ 1 are allocated to workstations from W \ Ŵ without idle time and the rest
is distributed between the remaining workstations as uniformly as possible. In the best case, the maximal number of the
workstations that process certain tasks only and whose load is equal to T is min
{
m− |Ŵ |, χ
}
, where χ =
⌊∑
j∈V\V˜1
tj
T
⌋
.
At this point, two cases are possible:
1. m − |Ŵ | ≤ χ . Then only uncertain workstations are available for processing all the tasks that have not been allocated
to workstations ofW \ Ŵ . In that case,
ρ1 ≤ UB
2
1 := T −
∑
j∈V
tj − T · (m− |Ŵ |)
|Ŵ |
.
2. m− |Ŵ | > χ . Then at least one certain workstation is available for processing a total load of
∑
j∈V\V˜1 tj − T · χ units of
time remaining from V \ V˜ 1, plus some
∑
j∈V˜1 tj units of time originating from a priori uncertain tasks. The present case
is then split into two sub-cases:
2.1. Either all m − χ remaining workstations share the remaining load, which leads to a minimum uniform load per
workstation that is equal to∑
j∈V
tj − T · χ
m− χ
.
2.2. Or a certain workstation processes all the remaining tasks from V \ V˜ 1, lettingm− χ − 1 workstations sharing the
load of all a priori uncertain tasks.
Consequently,
ρ1 ≤ UB
3
1 := T −min

∑
j∈V
tj − T · χ
m− χ
,max

∑
j∈V˜1
tj
m− χ − 1
,Θ
(
m− χ − 1, V˜ 1
)
 ,
where
Θ (p,U) = max
{
k∑
i=0
tτk·p+1−i |k = 1, . . . ,
⌊
|U| − 1
p
⌋}
,
introduced in [14], determines a lower bound on the total working time of the most loaded workstation for the case of p
workstations and the set U of tasks. Here, τ = (τ1, τ2, . . . , τ|U|) is a permutation of U with respect to the non-increasing
order of their processing times.
So finally,
ρ1 ≤ UB1 :=
{
min{UB11,UB
2
1}, ifm− |Ŵ | ≤ χ,
min{UB11,UB
3
1} otherwise.
(10)
Fig. 6. s′ is optimal for P1 .
Fig. 7. s′′ is optimal for P∞ .
Fig. 8. Precedence constraints of the instance JACKSON.
3.2.2. An upper bound on ρ∞
It can be observed that, whatever a feasible solution, the number of workstations which process at least γ =
⌈
|˜V1|
m
⌉
a
priori uncertain tasks belongs to Xγ =
{
1, . . . ,
⌊
|˜V1|
γ
⌋}
. Hereinafter, the set of such workstations is denoted asWγ .
Let us estimate the maximal value of the stability radius, denoted below as ρk∞, among the feasible solutions for which
|Wγ | = k. By definition, eachworkstation ofW \Wγ processes at most γ −1 a priori uncertain tasks. Thus, the total number
of a priori uncertain tasks allocated toWγ is at least
ζk = max
{
γ k, |˜V 1| − (γ − 1)(m− k)
}
.
As a consequence, the load originating from the tasks of V˜ 1 is not less than
∑γ
j=1 tπj for each workstation of Wγ and
there exists at least one of them for which this load is at least
∑ζk
j=1 tπj/k, where π = (π1, π2, . . . , π|˜V1|) is a permutation
of V˜ 1 with respect to the non-decreasing order of their processing times. However, if the remaining total load
∑
j∈V\Πζk
tj
exceeds the remaining total capacity T · (m− k), then the surplus, formed in such a manner, has to be redistributed to the
workstations of Wγ . Consequently, there exists at least one workstation in W
s
γ that has to process a supplementary load
originating from the tasks of V \Πζk that amounts to at least∆k units of time, with
∆k =
[ ∑
j∈V\Πζk
tj − T · (m− k)
]+
k
,
whereΠζk = {π1, π2, . . . , πζk} and [x]
+ = max{0, x}, x ∈ R.
So, we have
ρk∞ ≤ UB
k
∞ := min

T −
ζk∑
j=1
tπj
k
γ
,
T −
(
γ∑
j=1
tπj +∆k
)
γ
 .
Finally, taking into account Lemma 1, we obtain
ρ∞ ≤ UB∞ := min
{
UB1,max
k∈Xγ
UBk∞
}
.
4. MILP formulations for P1 and P∞
Here, we present two MILP formulations: one for P1 and another for P∞.
4.1. MILP formulation for p1
P1 is formulated as a mixed integer linear program on the following decision variables: ρ1 is the stability radius value
to maximize, xj,k is a binary variable that is set to one if and only if the task j is allocated to the workstation k, and ak is a
nonnegative variable that is positive if the workstation k has at least one uncertain task, or if the workstation k is uncertain.
The central idea of the MILP formulation for P1 consists in considering ρ1 as the minimum idle time of the workstations that
process uncertain tasks (see Theorem 1).
Maximize ρ1∑
k∈W
xj,k = 1 ∀j ∈ V (11)
∑
j∈V
tjxj,k ≤ T ∀k ∈ W (12)
∑
k∈W
kxi,k ≤
∑
k∈W
kxj,k ∀(i, j) ∈ A (13)
m∑
q=k
xi,q ≤
m∑
q=k
xj,q ∀(i, j) ∈ A, ∀k ∈ W \ {1} (14)
xj,k ≤ ak ∀j ∈ V˜
1, ∀k ∈ W \ Ŵ (15)
ak = 1 ∀k ∈ Ŵ (16)
ρ1 ≤ T (2− ak)−
∑
j∈V
tjxj,k ∀k ∈ W (17)
xj,k = 0 ∀j ∈ V , ∀k 6∈ Q (j) (18)
ρ1 ≥ 0
ak ≥ 0 ∀k ∈ W
xj,k ∈ {0, 1} ∀j ∈ V , ∀k ∈ W .
Constraints (11) ensure that each task is allocated to exactly one workstation. As for constraints (12), they state that the
load of any workstation does not exceed the cycle time. The precedence constraints are expressed by inequalities (13) that
are reinforced by those of (14). The latter inequalities are shown to be the most efficient ones for the simple assembly line
balancing problem (see [21]). Constraints (15)–(17) describe the result obtained in Theorem 1. Indeed, it is easy to see that
(15)–(17) imply that ak ∈ {0, 1}. As a consequence, if k is a certain workstation without uncertain tasks, then ak = 0 and
(12) together with (17) yields ρ1 ≤ T , which is always valid. Otherwise, when ak = 1, (17) is a corollary of (6). Constraints
(18) induce that the task j can only be allocated to a restricted set of workstations denoted by the interval Q (j), where
(see [19])
Q (j) =


tj +
∑
i∈P (j)
ti
T
 ,m+ 1−

tj +
∑
i∈S(j)
ti
T

 .
Here, P (j) (resp. S(j)) is a set of all predecessors (resp. all successors) of j in the graph G representing the precedence
constraints. Finally, (10) is a helpful valid inequality for addressing P1 with a solver.
4.2. MILP formulation for P∞
P∞ is formulated as a mixed integer linear program on the following decision variables: ρ∞ is the stability radius value
to maximize, xj,k is a binary variable that is set to one if and only if the task j is allocated to the workstation k, and ξj,k is
a processing time deviation of the task j on the workstation k. The main principle of the MILP formulation for P∞ is fo-
cused on the fact that the processing time of all uncertain tasks can be increased by ρ∞ without losing the feasibility for
the optimal solution (see Property 1). However, it is recalled that, in practice, uncertain tasks can have different processing
time deviations.
Maximize ρ∞∑
k∈W
xj,k = 1 ∀j ∈ V (19)
ξj,k ≤ UB∞xj,k ∀j ∈ V , ∀k ∈ W (20)
ρ∞ =
∑
k∈W
ξj,k ∀j ∈ V (21)∑
j∈V
tjxj,k +
∑
j∈V
ξj,k ≤ T ∀k ∈ Ŵ (22)∑
j∈V
tjxj,k +
∑
j∈V˜1
ξj,k ≤ T ∀k ∈ W \ Ŵ (23)
∑
k∈W
kxi,k ≤
∑
k∈W
kxj,k ∀(i, j) ∈ A (24)
m∑
q=k
xi,q ≤
m∑
q=k
xj,q ∀(i, j) ∈ A, ∀k ∈ W \ {1} (25)
xj,k = 0 ∀j ∈ V , ∀k 6∈ Q (j) (26)
ρ∞ ≥ 0
ξj,k ≥ 0 ∀j ∈ V , ∀k ∈ W
xj,k ∈ {0, 1} ∀j ∈ V , ∀k ∈ W .
Constraints (19) and (26) are same as (11) and (18), they provide that each task j is allocated to exactly one workstation
from Q (j). Based on Property 1, constraints (20) and (21) state that the processing time deviation ξj of any task j is set to ρ∞,
which in turn is not greater than UB∞. This is also due to the fact that constraints (19) ensure that only one value ξj,k, k ∈ W
is non-zero for any fixed j ∈ V . As to constraints (22) and (23), they induce that the total load of each workstation does not
exceed T , whatever possible processing task time deviations within the stability ball. Moreover, they also indicate that ξj,k
has no impact if k is a certain workstation and j ∈ V \ V˜ 1. Inequalities (24) and (25) are respectively identical to those of
(13) and (14) and express the precedence constraints.
5. Computational results
A set of 25 instances has been used to test the upper bounds and mixed integer linear programming models of P1 and
P∞. These instances can be found at http://alb.mansci.de/. Each of them has been enriched with the number of workstations
m =
⌈
1.2
∑
j∈V tj
T
⌉
and the cycle time defined by T = 1.5maxj∈V tj. If the cycle time value T and the number of workstations
mwere set to their optimal value for SALBP-2 and SALBP-1 respectively, the stability radiuswould be zero formost instances.
Since such settings are inappropriate when processing times are bound to deviate, larger values for T and m have been set
to let the problem have solutions with a nonzero stability radius. Furthermore, we suppose that |˜V 1| ∈ {0, ⌈ n
4
⌉, ⌈ n
2
⌉, n} and
|Ŵ | ∈ {0, ⌈m
4
⌉, ⌈m
2
⌉,m}, where V˜ 1 (resp. Ŵ ) is built by taking the first |˜V 1| (resp. |Ŵ |) elements of a random permutation of
{1, . . . , n} (resp. {1, . . . ,m}) associated with each instance. All the permutations used are given in Appendix B. Only seven
combinations of V˜ 1 and Ŵ are considered, since the other ones do not bring a useful additional information. The detailed
results are given in Appendix A. The tests were carried out on a computer disposing Intel Xeon 2.66 GHz and 8 GB RAM.
Xpress-Mosel was used as a solver for addressing the mixed integer linear programming models proposed in this paper.
Tables A.1–A.7 report the stability radius found and the computational time required to solve to optimality all 25
instances that have been sorted by increasing number of binary decision variables (i.e., n × m). Each table corresponds
to a given proportion of uncertain tasks and uncertain workstations. All these tables are built as follows. The first column
is the instance’s name, followed by the number of tasks, the number of workstations, and the cycle time. Columns 5–8 are
related to P1, and the last four columns report the results for P∞. More precisely, columns 5 and 9 give the stability radius
value of the best solution found for P1 and P∞, respectively. The values, presented in bold type, correspond to the casewhere
there is no uncertain task and all uncertain workstations are empty for the solution provided by MILP, which implies the
infinite stability radius. Columns 6 and 10 provide the best upper bound on the stability radius returned by the solver for
P1 and P∞, respectively. Columns 7 and 11 inform the upper bounds on the stability radius for P1 and P∞ introduced in
Sections 3.2.1 and 3.2.2, respectively. Finally, columns 8 and 12 report the computational time in seconds for solving the
instance to optimality within the limits of 900 s (15 min). Thus, if no optimal solution was found after 900 s, ‘dnf’ (did
not finish) is displayed in the corresponding column. The last row of any table displays the number of instances solved to
optimality, as well as the average computational time calculated over them for both P1 and P∞.
Fig. 9. ρ1 = 1.5 for JACKSONwith V˜
1 = {2, 3, 7, 8, 9, 10} and Ŵ = ∅.
Fig. 10. ρ∞ = 1.25 for JACKSONwith V˜
1 = {2, 3, 7, 8, 9, 10} and Ŵ = ∅.
Fig. 11. ρ1 = 2.5 for JACKSONwith V˜
1 = ∅ and Ŵ = {3, 5, 6}.
Fig. 12. ρ∞ = 1.25 for JACKSONwith V˜
1 = ∅ and Ŵ = {3, 5, 6}.
For the sake of illustrating the results presented in these tables, the solutions returned for the instance JACKSON are
shown in Figs. 9–14. That instance is defined by the precedence graph in Fig. 8.
For Table A.4, the uncertain tasks account for half of the total amount of tasks and there is no uncertainworkstation. Fig. 9
shows an optimal solution for P1, for which ρ1 is set by workstations 3 and 6, as they both have the greatest load (9 units
of time) among those disposing uncertain tasks. Since T = 10.5, then ρ1 = 1.5 (see Theorem 1). Fig. 10 shows an optimal
solution for P∞, for which ρ∞ is set by workstation 5 and equals 1.25 (see Theorem 2).
Fig. 13. ρ1 = 1.5 for JACKSONwith V˜
1 = {2, 3, 7, 8, 9, 10} and Ŵ = {3, 5, 6}.
Fig. 14. ρ∞ = 0.75 for JACKSONwith V˜
1 = {2, 3, 7, 8, 9, 10} and Ŵ = {3, 5, 6}.
For Table A.5, |˜V 1| = 0 and |Ŵ | = ⌈m
2
⌉. In Fig. 11, even though V˜ 1 is empty, the gray tasks are those allocated to
uncertain workstations. The value for ρ1 is set by workstation 5, as its load is maximum. Indeed, since Ŵ = {3, 5, 6}, the
stability radius in the ℓ1-norm is determined by the maximum load over these three workstations. The optimal solution for
P∞ shown in Fig. 12 happens to be exactly the same as for P1 and workstation 5 is again responsible for the numerical value
of ρ∞.
In Table A.6, |˜V 1| = ⌈ n
2
⌉ and |Ŵ | = ⌈m
2
⌉. As can be seen in Fig. 13, the number of uncertain tasks is actually larger than
|˜V 1| because any task allocated to an uncertain workstation becomes uncertain: that is the case of task 11. The numerical
value for ρ1 is set by workstations 1 and 6. The optimal solution of P∞ shown in Fig. 14 is different from that in Fig. 13 but
is equivalent to it. Indeed, both solutions are optimal for P1 and P∞ at the same time.
Table 1, which summarizes Tables A.1–A.7 shows that P∞ is more difficult to solve than P1. This is not surprising, since
P∞ has a greater number of variables and constraints than P1. Furthermore, the difficulty of finding an optimal solution with
the maximum stability radius increases with the amount of uncertainty, i.e., with |˜V 1| and |Ŵ |. This can be explained by
the fact that more tasks and workstations are involved in the objective function value when |˜V 1| and |Ŵ | increase. Indeed,
a certain workstation that has no uncertain task has no impact on the stability radius.
The role of the upper bounds for addressing P1 and P∞ are quite different: UB1 is more often equal to the maximum
stability radius, especially for low values of |˜V 1| and |Ŵ |. However, even for large scale instances that are not solved to
optimality for P1, the solver may be unable to improve UB1. Thus, for example, if the instance BARTHOL2 with |˜V
1| = ⌈ n
4
⌉
and |Ŵ | = 0 is addressed without UB1, then the best upper bound found by the solver is 97.31 instead of 41.5 when
UB1 is used (see Table A.1). By contrast, the upper bound returned by the solver for P∞ is often much better than UB∞.
Consequently, UB∞ does not provide a significant advantage, but it can help anyway. For example, if the instance ARC83
is addressed without UB∞ in the case where |˜V
1| = 0 and |Ŵ | = ⌈m
4
⌉, then the best upper bound found by the solver is
4039.48 instead of 3355.72 when UB∞ is used (see Table A.2).
For the sake of evaluating the impact of UB1 and UB∞ for difficult instances, a more systematic study is performed on
the instance SCHOLL for which no optimal solution is found neither for P1 nor for P∞. Table 2 shows the best upper bound
returned by Xpress-Mosel in 15 min with and without UB1 and UB∞ (for P1 and P∞, respectively). An asterisk denotes the
cases where the solver is unable to improve the bound (UB1 or UB∞). As can be seen in Table 2, using UB1 and UB∞ does not
always help, and can even be slightly detrimental, since the best upper bound is sometimes better without applyingUB1 and
UB∞. The main reason for such a counter-intuitive behavior might be performance variability (see [4]) affecting the solver.
The complexity of the code of the numerous ingredients that are part of modern solvers may sometimes lead to unexpected
negative interactions, as stated by Andrea Lodi in [17].
This observation is confirmed by the computational experiment performed with the instance GUNTHER, for which all
optimal solutions have been found. It can be seen in Table 3 that enforcing the upper bound on the stability radius sometimes
Table 1
Number of optimal solutions found (out of 25 instances), and average CPU time (in seconds) required by Xpress-Mosel for finding an optimal solution.
|˜V 1| = ⌈ n
4
⌉ |˜V 1| = 0 |˜V 1| = ⌈ n
4
⌉ |˜V 1| = ⌈m
2
⌉ |˜V 1| = 0 |˜V 1| = ⌈ n
2
⌉ |˜V 1| = n
|Ŵ | = 0 |Ŵ | = ⌈m
4
⌉ |Ŵ | = ⌈m
4
⌉ |Ŵ | = 0 |Ŵ | = ⌈m
2
⌉ |Ŵ | = ⌈m
2
⌉ |Ŵ | = m
# opt. sol to P1 17 17 15 13 16 14 13
# opt. sol to P∞ 14 15 14 13 13 13 12
Avg. CPU time for P1 0.65 6.36 0.90 8.49 0.33 4.53 5.02
Avg. CPU time for P∞ 29.54 25.94 64.47 52.48 22.83 21.10 41.26
Table 2
Impact of UB1 and UB∞ on the best upper bounds returned by Xpress-Mosel in 15 min for the instance SCHOLL.
Bound used |˜V 1| = ⌈ n
4
⌉ |˜V 1| = 0 |˜V 1| = ⌈ n
4
⌉ |˜V 1| = ⌈m
2
⌉ |˜V 1| = 0 |˜V 1| = ⌈ n
2
⌉ |˜V 1| = n
|Ŵ | = 0 |Ŵ | = ⌈m
4
⌉ |Ŵ | = ⌈m
4
⌉ |Ŵ | = 0 |Ŵ | = ⌈m
2
⌉ |Ŵ | = ⌈m
2
⌉ |Ŵ | = m
Best UB for ρ1
None 1261.00 1416.00 1060.00 1635.45 742.00 742.10 380.00
UB1 984.13
∗ 1416.73∗ 984.13∗ 623.36∗ 742.10∗ 623.36∗ 380.10 ∗
Best UB for ρ∞
None 207.79 1903.03 207.79 104.59 1164.27 103.89 52.47
UB∞ 207.79 1379.43 207.79 104.59 501.78 104.59 52.47
Table 3
Impact of UB1 and UB∞ on the CPU time (in seconds) required by Xpress-Mosel for finding an optimal solution for the instance GUNTHER.
Bound used |˜V 1| = ⌈ n
4
⌉ |˜V 1| = 0 |˜V 1| = ⌈ n
4
⌉ |˜V 1| = ⌈m
2
⌉ |˜V 1| = 0 |˜V 1| = ⌈ n
2
⌉ |˜V 1| = n
|Ŵ | = 0 |Ŵ | = ⌈m
4
⌉ |Ŵ | = ⌈m
4
⌉ |Ŵ | = 0 |Ŵ | = ⌈m
2
⌉ |Ŵ | = ⌈m
2
⌉ |Ŵ | = m
CPU time for P1
None 1.09 0.30 6.27 55.27 0.16 27.14 1.51
UB1 0.94 0.08 5.38 25.41 0.44 7.18 22.78
CPU time for P∞
None 188.60 1.01 10.51 5.93 45.16 73.40 208.10
UB∞ 113.51 1.50 4.87 28.49 162.10 54.57 358.05
leads to a dramatic increase of the CPU time. More precisely, when |˜V 1| = n and |Ŵ | = m, we have UB1 = 11.7 (see
Table A.7), and using ρ1 ≤ UB1 leads to increase the CPU time from 1.51 s (without upper bound) to 22.78 s. Replacing the
last inequality by ρ1 ≤ 12 (which is obviously weaker) or by ρ1 ≤ 11 (which is stronger) leads to a CPU time of 1.19 s
and 1.81 s, respectively. The fact that the solver finds the optimal solution at the root node (i.e., after calling a heuristic
procedure) and spends the remaining time trying to prove the optimality status of this solution is also an indication that the
solver used is subject to performance variability in that case.
6. Conclusion and perspectives
This paper deals with SALBP-S, which is a problem of robust balancing for simple paced assembly lines without buffer
stock nor parallel workstations. It consists in finding a line configuration with the greatest stability radius subject to
restricted number of workstations, fixed cycle time, precedence constraints, and task time variability. The stability radius
is evaluated in both ℓ1- and ℓ∞-norms. For each norm, the corresponding problem, denoted respectively as P1 and P∞,
was proven to be strongly N P -hard. A MILP formulation as well as tight upper bounds was proposed for each problem.
Numerical results show that the used commercial solver can find an optimal solution in less than 15 min for half of the
instances.
The proposed MILP models are a first attempt to address the problems studied. The second natural step of our future
research is a detailed analysis concerning the influence of different parameters on the value of the stability radius as well
as the development of an efficient appropriate branch-and-bound procedure. Studying the stability radius as a robustness
measure either for other configurations of assembly lines or within the framework of dynamic balancing is interesting as
well. Another attractive task is investigating a new industrial optimization problem that can be called as ‘‘reverse robust
balancing’’. This problem appears when we seek a simple assembly line configuration whose stability radius has to be
greater than a given value enforced by a decision maker. In this situation, it is not always possible to find such a solution
and the unique possibility to get around this difficulty is to use parallel workstations with duplicated tasks that require
supplementary financial expenses. As a consequence, the aim of the reverse robust balancing problem is to find a line
configuration with the desired value of stability radius, while minimizing the number of parallel workstations.
Appendix A. Supplementary data
Supplementary material related to this article can be found online at http://dx.doi.org/10.1016/j.dam.2016.03.005.
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