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Abstract
The ability to accurately quantify the performance an additively manufac-
tured (AM) product is important for a widespread industry adoption of AM as
the design is required to: (1) satisfy geometrical constraints, (2) satisfy struc-
tural constraints dictated by its intended function, and (3) be cost effective
compared to traditional manufacturing methods. Optimization techniques of-
fer design aids in creating cost-effective structures that meet the prescribed
structural objectives. The fundamental problem in existing approaches lies
in the difficulty to quantify the structural performance as each unique design
leads to a new set of analyses to determine the structural robustness and such
analyses can be very costly due to the complexity of in-use forces experienced
by the structure. This work develops computationally tractable methods tai-
lored to maximize the structural performance of AM products. A geometry
preserving build orientation optimization method as well as data-driven shape
optimization approaches to structural design are presented. Proposed meth-
ods greatly enhance the value of AM technology by taking advantage of the
design space enabled by it for a broad class of problems involving complex
in-use loads.
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Chapter 1
Introduction
1.1 Motivation
Additive manufacturing (AM) has been emerging as a powerful technique to manufacture
three-dimensional (3D) objects [3, 4]. There is a growing interest in AM due to its appli-
cability to complex geometries, rapid design-to-fabrication turnaround, and its widening
spectrum of material choice, making it suitable in a myriad of engineering applications
[3, 4, 5]. In such applications, however, design of an additively manufactured product is
particularly important for widespread industry adoption as it is required to: (1) satisfy ge-
ometrical constraints, (2) satisfy structural constraints dictated by its intended functional
purpose, and (3) be cost effective compared to traditional manufacturing methods (Figure
1.1).
Common approach in designing a structure meeting these requirements usually start
by defining a design envelope so that the geometrical constraints are always satisfied
for any design that fits into this design space. Then, the design is altered to satisfy the
structural constraints so that the resulting product is robust under the in-use forces it
experiences while keeping the cost minimum by reducing the material usage.
The fundamental problem, here, lies in the difficulty to quantify the structural per-
formance. Each design requires a new structural analysis to determine the structural
robustness and such analyses can be very costly due to the complexity of in-use forces
experienced by the structure. Existing approaches address this by making overly con-
servative simplifications, resulting in over-engineered solutions. Hence, they cannot take
advantage of the design space enabled by additive manufacturing. As a result, a new
suite of practical design and simulation technologies is required to enhance the indus-
trial value of AM . Therein, the overarching goal of this thesis is to develop and evaluate
computationally practical methods that improve the structural performance of additively
manufactured products. We investigate geometry-preserving build-orientation selection,
1
Figure 1.1: Geometrical constraints, structural constraints and cost are the major factors lead-
ing the design process for additively manufactured products. Image courtesy of GrabCAD, 3D
Systems and Generate.
data-driven shape optimization, and reduced order topology optimization approaches.
1.2 Scientific Challenges
Optimization techniques offer design aids in creating structures that meet the prescribed
structural needs. Recent studies highlight the flexibility of 3D printing in structural op-
timization [6, 7, 8]. Broadly defined, the principle scientific challenges in structural op-
timization are related to computational cost of repeated structural analysis operations,
complexities in the load configurations and high-dimensionality of the shape parametriza-
tion.
Repeated costly FEA operations Main impediment in structural optimization approaches
is the challenge in computing the structural robustness. Each unique set of design param-
eters leads to a new structural analysis to compute the stress, strain and displacement
fields and determine whether the current design satisfies the structural constraints un-
der the loads it experiences. Combined with the geometric complexities and anisotropic
2
material behavior, large number of iterations involving repeated FEA operations often
introduce expensive computational bottlenecks.
Moreover, even with very small alterations in the design problem, a structurally op-
timum result can not be predicted directly by a human from physical principles due to
the complex nature of the problem. Hence, the entire optimization process needs to be
performed from scratch.
Complicated in-use loads A common assumption in structural optimization approaches
is that the applied loads are purely static. In many real world applications, however, the
structural loads are much more complicated; load application points, load magnitudes or
both might vary during the use of the object. A naive approach to optimizing a struc-
ture under such uncertainties in the force configurations would be to compute an optimal
structure for every possible force configuration and select the best one. However, finding
the best structure among all candidates requires an expensive verification step to ensure
that the structure is safe for all other loading configurations, hence making the problem
combinatorial. Moreover, there is no guarantee that any optimum solution obtained for a
certain load configuration will be structurally sound for the remaining cases [9]. Given the
high computational cost of 3D optimization for a single load configuration, the combina-
torial nature of the standard approach makes the solution computationally intractable for
practical use.
Shape parametrization Although there is a large body of work investigating various
parametrization methods for shape optimization [7, 2, 10], they commonly suffer from the
fact that the geometry needs to be discretized repeatedly as the structure evolves along
the optimization path. This process tends to introduce non-linearities into the optimiza-
tion problem as well as it creates an extra computational burden. Topology optimization
approaches [11, 12] addresses this problem by using a fixed volumetric mesh as the pa-
rameterization. However, dimensionality in such parametrization method is usually very
large, thereby making the optimization process prohibitively expensive.
1.3 Methodology
This thesis presents computational methods for enhancing structural performance of
additively manufactured objects. Structural performance of an additively manufactured
product can be best described by strength-to-weight ratio as the two principal design
constraints, structural robustness and cost, are conflicting in material usage. As more
material is used, creating stronger designs far from failure, manufacturing as well as life-
cycle costs get worse [13, 14]. However, studies have demonstrated that optimizing the
geometry of AM parts can help decrease material usage, while maintaining part strength.
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Figure 1.2: We investigate geometry preserving as well as shape optimization methods. Our
contributions in this domain are highlighted in yellow.
It has been also shown experimentally that better structural performance can be obtained
by exploiting the anisotropy in material properties while keeping the geometry, therefore
the material usage, the same. In this thesis, we build upon these prior work (discussed
in Chapter 2) and alleviate some of the fundamental limitations associated with current
computational tools and practices. Figure 1.2 illustrates the methods we investigate in
this thesis.
First, in Chapter 3, we introduce a build orientation optimization algorithm where we
seek to exploit the anisotropy in material properties of additively manufactured products.
Our surrogate modeling based optimization approach provides a practical solution to this
highly non-linear and complex problem by avoiding large number of costly FEA opera-
tions.
In Chapter 4, we investigate a data-driven approach to conventional topology opti-
mization problems. Here, we address the computational inefficiencies in structural opti-
mization algorithms by learning from known solutions to topology optimization problems.
This allows quick estimation of a new design for a novel set of design constraints. We also
demonstrate that these estimations can serve as effective initial conditions that facilitate
faster convergence in conventional topology optimization problems.
Aforementioned methods we investigated in this thesis are formulated based on the
assumption that the external forces can be modeled as known and fixed quantities. How-
ever, a critical observation that arise here is that the external forces’ contact locations
and magnitudes may exhibit significant variations during the use of the object in many
real world applications. Hence, in Chapter 5, we address the computational complexities
of structural optimization problems in which there is uncertainty in force locations. We
present an efficient critical instant analysis approach which determines the most critical
force contact location responsible for creating the highest stress within the current shape
hypothesis. Combined with our low dimensional shape parametrization, our method pro-
vides a practical solution to the structural optimization problem.
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Finally, in Chapter ??, we develop a method for designing shell structures. Build-
ing upon the lightweighting methods introduced in Chapter 4 and Chapter 5, our aim is
to control how the structure evolves through the optimization by introducing a new shape
parametrization that enforces shell-like structures. Combined with our critical instant anal-
ysis, the resulting structures are aimed to withstand worst-case loading scenarios.
1.4 Contributions
Aligned with our motivation and the aforementioned challenges, the set of contributions
demonstrated in this thesis includes:
• A novel build orientation selection algorithm for AM that maximizes the minimum
factor of safety under prescribed loading and boundary conditions.
• A surrogate-based optimization approach that minimizes the number of FE simula-
tions in build orientation optimization.
• A framework to experimentally determine the process dependent anisotropic mate-
rial properties of additively manufactured products.
• A novel data-driven approach for structural topology optimization problems.
• A comparison of mapping methods between the loading configurations and the
optimal topologies.
• A practical method for estimation of initial topologies to conventional topology opti-
mization approaches.
• A novel formulation for structural optimization problems under force location uncer-
tainty.
• A method we call critical instant analysis that identifies the critical load instant
quickly.
• A practical reduced order lightweighting method using the above two ideas.
• A novel formulation for shell structure design involving structural mechanics.
• A gradient-free shape optimization approach to arbitrary 3D problems with uncer-
tainties in force configurations.
• A heat based shape parametrization method that allows large variations in thick-
ness while guaranteeing self-intersection free boundaries in the resulting structure.
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Chapter 2
Background
2.1 Build Orientation in AM
There is a growing interest in AM technologies in the fields of computational design,
process design and material science. Here, we focus on the studies that highlight the
directional dependencies in AM, computational design with structural concerns and build
orientation selection for AM.
2.1.1 Directional Dependencies
The most commonly studied effects of print-induced anisotropy include dimensional ac-
curacy and surface roughness [23, 24], build time and cost [25, 26], the amount of support
material [27, 28] and the mechanical properties (e.g.,strength, elastic modulus) [29, 30].
Most relevant to our work, we focus on the studies examining the anisotropy in the struc-
tural properties of AM parts.
Various studies have experimentally shown that 3D printed parts exhibit directional
dependencies in their mechanical properties. Ahn et al. [29] characterize the anisotropic
mechanical properties of ABS parts manufactured using fused deposition modeling (FDM).
Similarly, El-Gizawy et al. [31] and Hill and Haghi [32] investigate the mechanical prop-
erties of polyetherimide and polycarbonate when used in FDM. Barclift and Williams [33]
and Kesy and Kotlinski [34] experimentally study the effects of process parameters on
material properties in polyjet printing. Similarly, Galeta et al. [35] study powder based
AM. These experimental studies demonstrate that AM induces a significant structural
anisotropy for many process and material combinations. Moreover, these works have
shown that the resulting anisotropy can be represented very well using an orthotropic
material model.
7
Several computational methods have also been proposed to address this problem.
Hildebrand et al. [36] minimize the directional bias by partitioning the model into parts
and selecting a build direction individually for each part. However, they investigate the
geometric accuracy only. Zhou et al. [1] take a worst-case analysis approach to iden-
tify the structurally weak parts of a design where a constrained optimization problem is
solved to obtain the worst loading configuration with the orthotropic material assumption.
Umetani and Schmidt [37] address the structural anisotropy in FDM with the assump-
tion that the vertical bonds between the layers are much weaker than the in-layer bonds.
Based on this assumption, a cross sectional heuristic analysis is formulated to find an
orientation that maximizes mechanical strength. Our approach builds upon these prior
works by enabling a orthotropic material model with unique properties in each of the
three principal directions. Additionally, in our approach, we maximize the factor of safety
by considering the prescribed external loads and boundary conditions without making
simplifying assumptions about the analysis.
2.1.2 Structural Concerns
Several studies have recently focused on the computational design for AM addressing
structural concerns. In these studies, a common approach is to deform or modify the
initial design to overcome its structural problems. Luo et al. [38] partition large objects
into 3D printable smaller parts where each partition’s impact on the overall structural
robustness is evaluated using FE analysis, which informs the strategy for subsequent
partitions. Similarly, Stava et al. [7] evaluate hand-held objects’ structural weakness using
FE analysis to determine parts of the designs that require thickening, hollowing, or strut
placement. Analysis is restricted to boundary conditions representing gravity and gripping
using two fingers at heuristically predicted locations. Based on this analysis, several
automatic shape modifications are proposed.
Recent works have also focused on cost-effective 3D printing strategies while still
addressing structural concerns. Wang et al. [8] replace the solid interior of the object
with a truss structure to reduce the amount of material used in the printing process. Lu
et al. [2] use a hollowing approach based on Voronoi diagrams to obtain lightweighted
structures that can sustain prescribed stresses.
In our approach, we preserve the input design and do not perform shape modification.
Instead, for an input design with prescribed boundary conditions, we optimize the build
orientation to maximize the stress-based factor of safety in the resulting fabricated object.
However if needed, the above cost-effective methods can be used as a pre-processing
step to reduce the amount of material used in AM.
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2.1.3 Build Orientation Selection
Although build orientation selection with respect to geometrical features is very well stud-
ied for AM applications, there is only a limited amount of work that directly addresses
structural concerns. Suh and Wozny [39] account for the critical features (e.g.,thin walls
and slender protrusions) that need to be appropriately oriented due to potential failure
problems. They use a purely geometric approach to ensure that the critical features lie
in the layer accumulation direction and do not consider the loading conditions on the
designed object. In an inspiring work, Thompson and Crawford [40] introduce a build
orientation selection algorithm that considers the load and boundary conditions together
with the material properties. To this end, they use the Tsai-Wu failure criterion to deter-
mine whether the object is safe or unsafe for a candidate build orientation. However, this
binary objective only ensures safe orientations and does not maximize the factor of safety.
Umetani and Schmidt [37] suggest the best build orientation for a given geometry by ana-
lyzing the structural weakness at different cross-sections assuming that the primary mode
of loading is bending. The part is oriented such that the weakest cross-sections are as
perpendicular as possible to the layer accumulation direction. This approach assumes
that the material behaves isotropically within a single layer, hence the in-layer orientation
does not affect mechanical strength.
Our approach is inspired by the studies presented in [40] and [37] in that the actual
loading conditions determine the build orientation if the structural robustness is the main
concern. However, unlike [40], we maximize the mechanical strength over the entire
geometry instead of incorporating the failure criterion as a constraint when assessing
candidate orientations. Moreover, our work differs from [37] in that we do not assume
in-layer isotropy and allow all modes of loading configurations (bending, torsion, com-
pression etc.) to be jointly considered.
2.2 Data Driven Structure Design
In this section, we review the relevant literature on structural topology optimization tech-
niques, use of data analysis and dimensionality reduction approaches as well as data
mapping methods.
2.2.1 Topology Optimization
Topology optimization is one of the most powerful technologies in structural design [41,
42]. It optimizes the shape and material connectivity of a domain through the use of finite
element methods together with various optimization techniques [43].
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Density-based topology optimization approaches including homogenization methods
[44, 45] and solid isotropic microstructure with penalty (SIMP) methods [46, 47] are one
of the most popular methods in the literature. These methods approach topology op-
timization in a way that defines geometry by optimizing material distribution in the do-
main. A detailed review on density based topology optimization methods can be found in
[48, 49, 50]. Another approach for structural topology optimization is based on topolog-
ical derivatives and level-sets [43, 51, 52]. The optimization process utilizes the implicit
description of the boundary to numerically represent the geometry. A recent work [42]
discusses the level-set based topology optimization methods more deeply. In [50], topo-
logical derivative and level-set based methods in the literature are claimed to be very
promising although they are not widely embraced by industries. Aside from the above
methods, evolutionary approaches are also used for topology optimization, e.g. [53, 54].
However, the use of genetic algorithms are computationally expensive, thus they are suit-
able for only small scale problems [50].
Since topology optimization is an iterative and computationally demanding process,
an efficient implementation of the above mentioned methods in various programming
languages is also important for designers. In [55, 56], authors present two different
versions of an efficient MATLAB code for structural topology optimization of classical
Messerschmitt-Bölkow-Blohm (MBB) beam problem. As an optimization technique, they
implemented an available SIMP approach with slight modifications involving filters. In our
approach, we utilize the available code in [55] to generate the initial optimized topologies
for different loading conditions as a way to generate the pool of training data.
2.2.2 Data Analysis and Dimensionality Reduction
In data-driven methods, a pre-analysis of available data to extract informative characteris-
tics is essential, especially for large multivariate data sets. Such methods are commonly
used in engineering design and computer science, e.g. [57, 58, 59, 60]. Although the de-
sign approach is not data driven, dimensionality reduction idea is also used in structural
topology optimization in [61] to reduce the computational cost by decreasing the number
of independent design variables.
In data driven design context, the most commonly used dimensionality reduction
methods include principal component analysis (PCA) [62], multidimensional scaling (MDS)
[63], isomaps [64] and locally linear embedding (LLE) [65]. PCA is an eigenvector based
approach that uses an orthogonal transformation to convert the original data into lin-
early independent components. Dimensionality reduction is accomplished by represent-
ing data in terms of the linearly independent components that best explain the variance
in the data. In MDS, high dimensional data is embedded into low dimensional space
in such a way that pairwise distances between data points are preserved. Isomaps
aim to preserve the geodesic distances in the manifold formed by the data. LLE is a
neighborhood-preserving dimensionality reduction method. It projects high-dimensional
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data into lower dimensional global coordinates by utilizing different linear embeddings
for each data point locally. In the proposed work, we use PCA to analyze the dominant
characteristics of our data set and to reduce the dimensionality accordingly. However, the
aforementioned dimensionality reduction methods could be adopted into the workflow of
the proposed techniques without loss of generality.
One important aspect of the proposed work is the mapping between an input config-
uration (in our case the loading configuration) and the resulting optimal topology. Note
that a PCA-based learning and topology reconstruction is readily implementable with the
available training images. However, the key need is to be able to specify a novel loading
configuration, from which the optimal topology can be estimated. In previous work, most
methods employ a linear mapping between the input feature vectors and the resulting
PCA reconstructions [60, 66]. However, the relationship between the input loading con-
figurations and the resulting topology reconstructions in our domain is highly non-linear
as demonstrated in the following sections. To address this challenge, we present a map-
ping technique that uses feed-forward neural networks. This generative method provides
a significant improvement over linear regression models by covering non-linearities auto-
matically without requiring any explicit information about the design space complexity.
2.3 Structure Design Under Uncertainties
Our review focuses on studies that highlight fabrication oriented design, lightweight struc-
ture synthesis, and structural analysis, with an emphasis on approaches involving addi-
tive fabrication.
2.3.1 Fabrication Oriented Design
A large body of work has investigated automatic techniques for 3D shape design and
additive fabrication subject to a variety of functional requirements. Recent examples
include designing for prescribed deformation behaviors [67, 68, 69, 70, 71], balancing
models [72], spinnable objects [73] and broader methods that can handle multiple re-
quirements [74, 10, 11]. Our problem falls under the general category of weight-optimal
structure design subject to external forces [46, 8, 2, 11]. However, our approach ad-
dresses a more general class of problems in which the precise force locations cannot be
prescribed apriori, or the structure experiences forces that can contact its surface at a
multitude of locations.
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2.3.2 Lightweight Structure Synthesis
Cellular structure [75], honeycomb-like structure [2], truss element based skin-frame
structure [8], beam element based tree-like structure [76] generation methods and topol-
ogy optimization methods [11, 12] are among the recent lightweight internal structure
synthesis techniques that consider durability as one of the primary constraints. How-
ever, these methods assume a prescribed static force configuration for structural design.
Although driven by similar motivations, our work addresses a more general problem of
structural design under force location uncertainty. On the other hand, our formulation is
also complementary in that it may facilitate the extension of these previous methods to
problems involving force uncertainties.
Langlois et al. [77] performs structural optimization by predicting the failure modes
of objects in real world use. Their stochastic finite element model uses contact force
samples generated by rigid body simulations to predict failure probabilities. They per-
form weight minimization while limiting the failure probability below a prescribed thresh-
old. While their method is applicable to scenarios where loading is stochastic in nature
(such as dropping and collisions), it is not streamlined for deterministic scenarios where
the set of possible force configurations are known and no failure is tolerated for any of
them. However, their method is extremely well-suited to automatically generating our con-
tact regions, thereby allowing stochastic scenarios they consider to be addressed using
structural guarantees our approach enables.
Model reduction has been used for material [78] design, with a primary emphasis on
controlling deformation behavior. Our approach is similar to traditional topology optimiza-
tion methods [12, 6] in that we optimize the material distribution using a fixed volumetric
mesh as the parameterization. However, structural optimization under force location un-
certainties introduces computational challenges that make a full dimensional analysis
using the original shape parameterization to be prohibitively expensive. We are thus
inspired by the above reduction method for shape synthesis, and use this in our imple-
mentation in conjunction with our new critical instant analysis.
Musialski et al. [10] introduce the idea of offset surfaces for hollowing out a solid ob-
ject. This method serves as another shape parameterization for functional optimization.
In our work, we use this method to form a fixed, ingrown boundary shell, and use the
remaining internal volume for shape optimization.
2.3.3 Structural Analysis
In structural optimization, stress and deformation analysis using Finite Element Analysis
(FEA) often introduce expensive computational bottlenecks. Simple elemental structures
such as trusses [79, 80, 8] and beams [76] have been used to alleviate this issue. For
cases where the structure cannot be represented by these simple elements, Umetani and
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Schmidt [37] simplify the problem into 2D cross-sections and extend the Euler-Bernoulli
model into free-from 3D objects to facilitate analysis.
Zhou et al. [1] extend modal analysis used in dynamic systems (such as vibrations)
to static problems to identify the potential regions of a structure that may fail under ar-
bitrary force configurations. Our critical instant analysis builds upon this approach; we
use modal analysis to determine the weak regions in a similar manner. It allows our
method to determine possible failure points based purely on geometry, i.e., independent
of the loading. We incorporate the weak region analysis into our structural optimization
to focus on only a small region in the object to monitor the stress, thereby helping the
convergence.
In bridge (traffic load) and building (wind load) design, an equivalent uniformly dis-
tributed static load can be used to perform simple approximate analysis to account for
force location uncertainty [81]. However, this approach is limited to simple geometries,
making it unsuitable for our purposes.
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Chapter 3
Build Orientation Optimization
Additively manufactured objects often exhibit directional dependencies in their structure
due to the layered nature of the printing process. While this dependency has a signif-
icant impact the object’s functional performance, the problem of finding the best build
orientation to maximize structural robustness remains largely unsolved. We introduce an
optimization algorithm that addresses this issue by identifying the build orientation that
maximizes the factor of safety of an input object under prescribed loading and boundary
configurations. First, we conduct a minimal number of physical experiments to charac-
terize the anisotropic material properties. Next, we use a surrogate-based optimization
method to determine the build orientation that maximizes the minimum factor safety. The
surrogate-based optimization starts with a small number of finite element solutions cor-
responding to different build orientations. The initial solutions are progressively improved
with the addition of new solutions until the optimum orientation is computed. We demon-
strate our method with physical experiments on various test models from different cat-
egories. We evaluate the advantages and limitations of our method by comparing the
failure characteristics of parts printed in different orientations.
3.1 Introduction
There is a growing interest in additive manufacturing (AM) due to its applicability to com-
plex geometries, rapid design-to-fabrication turnaround, and its widening spectrum of ma-
terial choice, making it suitable in a myriad of engineering applications [82, 4, 3, 5, 83, 84].
In the context of structural and geometric design, recent works have investigated auto-
matic techniques to achieve prescribed functions such as designing for desired deforma-
tions [67, 74], designing for prescribed appearances [85, 86], balancing models [72] and
generating spinnable objects [73].
This chapter is based on Ulu et al., 2015 [21].
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Figure 3.1: Our approach takes as input a 3D model of an object with the corresponding load-
ing/boundary configurations and anisotropic (orthotropic) material properties, then calculates an
optimum build orientation that maximizes the factor of safety (FS). The build orientation is defined
by three Euler angles [α, β, γ]. A surrogate model between the candidate orientations and the
objective function is constructed. The surrogate model is progressively improved with the addition
of new candidate orientations until the optimal orientation is found.
The layered nature of AM has major implications on the resulting objects. To date,
there have been many studies highlighting the impact of build orientation (i.e.,how the
part is oriented in the print workspace) on aspects such as surface quality, the amount
of required support material, geometric accuracy, build time, and overall fabrication cost
[27, 23, 25, 26]. However, the build orientation has a major impact on the structural
properties of additively manufactured parts. This is commonly manifested in the form
of anisotropically printed objects, making structural performance highly dependent on
the build orientation. While this intricacy has been observed and experimentally demon-
strated in a limited fashion, to date, no attempts have been made to engineer its impact
to improve structural robustness.
In this work, we introduce a new build orientation selection algorithm for polymer-
based AM processes that aims to maximize an input object’s resistance to failure under
prescribed external loads. We define an increased resistance to failure as one that in-
creases the direction-dependent material yield strength relative to the stresses gener-
ated within the object. We thus formulate a new build orientation optimization problem
where the optimal orientation is achieved by maximizing the minimum factor of safety
observed in the object. The problem, however, is difficult to solve using conventional
gradient-based methods. This is because the build orientation impacts several structural
parameters including the elastic moduli, the yield strengths, and the material’s Poisson’s
ratios. Additionally, unless the domain is particularly simple, where appropriate analytical
functions can be utilized, the relationship between the build orientation and the resulting
stress tensor field is difficult to establish in closed form. This difficulty makes the gra-
dient and the Hessian of the objective function very difficult to precompute for arbitrary
geometries and loading configurations.
On the other hand, a brute force approach (e.g.,uniform parameter sweep) will typi-
cally require a large number of finite element (FE) simulations to appropriately cover the
design space, which can be computationally prohibitive. To address this challenge, we
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Figure 3.2: Principal directions in the orthotropic material model (a) A single layer in AM process
where x and y are the in-plane principal directions. (b) The layer accumulation (build) direction, z.
use a surrogate-based optimization method that starts with a small number of FE simula-
tions for various build orientations to model the design space. Then, the initial surrogate
model is iteratively improved with the addition of new evaluation points until the optimum
orientation is found. In each iteration, the functional form of the surrogate model en-
ables a gradient-based search on this proxy model, thereby accelerating the optimization
process.
Our optimization algorithm uses an orthotropic material model to establish the com-
pliance matrix. To identify the parameters of this matrix, we perform a set of physical
experiments on a small set of test specimens that are printed using the target object’s
material and print settings (Fig. 3.1). This choice enables the process and environment
dependent properties to be accounted for during our solutions.
Our primary contributions are:
• a novel build orientation selection algorithm for AM that maximizes the minimum
factor of safety under prescribed loading and boundary conditions,
• a surrogate-based optimization approach that minimizes the number of FE simula-
tions,
• a framework to experimentally determine the process dependent anisotropic mate-
rial properties.
3.2 Preliminaries
We begin by introducing our material model, our FE simulation infrastructure and the
techniques to physically characterize the anisotropy in 3D printed parts.
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Figure 3.3: Geometry a, b and material x, y coordinate frames. The top row shows an example for
the equivalent representations of the same physical problem. The bottom row illustrates our case
where there are two distinct build orientations and separate FE simulations are required to obtain
the stress information for each configuration. Hence, while stress transformation formulas seem
to be applicable here, they are indeed not applicable in our problem.
3.2.1 Material Model and Analysis
We base our approach on an orthotropic material model which is commonly used in
AM due to the 3-orthogonal nature of the print process. Figure 3.2 illustrates the three
principal directions with the coordinate frame x ⊥ y ⊥ z. Here, x and y correspond to the
orthogonal in-layer directions and z corresponds to the layer accumulation direction.
In the orthotropic material model, a total of nine parameters need to be determined
experimentally. These parameters are the Young’s moduli, shear moduli and Poisson’s ra-
tios for the three principal directions. Additionally, to compute the factor of safety, the ten-
sile yield strength, compressive yield strength and shear strength need to be determined
experimentally for these principal directions. The orthotropic material model enables all
such parameters to be determined with a minimal number of tests using well established
metrology techniques including tensile, compressive and shear tests. Further details of
the material characterization experiments are explained in Section 3.2.3.
3.2.2 Finite Element Analysis
We use FE simulations to calculate the stress tensor field for a given geometry and
boundary conditions. With the orthotropic material assumption, a new FE simulation is
required for each candidate build orientation. Figure 3.3 illustrates this issue on a simple
two dimensional example. For a given geometry and boundary conditions, we assign
a local coordinate frame, a ⊥ b (⊥ c for 3D), which is attached to the geometry. We
also establish a global coordinate frame, x ⊥ y (⊥ z for 3D) that represents the material
orientation.
In this work, we use a script based ANSYS Mechanical Parametric Design Language
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Figure 3.4: Material characterization. (a) Print directions considered, (b) experimental setup for
tensile tests and (c) a typical stress-strain curve showing a subset of the material properties to be
extracted.
(APDL) to run FE simulations required in our optimization scheme. During optimization,
a new material coordinate frame is established that operates on a fixed geometry, mesh,
and boundary conditions. The different build orientations are thus evaluated by adjusting
the material coordinate frame. After each FE simulation, the computed stress tensor in-
formation is encoded in the geometry coordinate frame, thus a stress transformation is
required to evaluate the stress values in the material coordinate frame where the struc-
tural properties are known. This transformation facilitates the factor of safety calculation
at each element in the domain as will be shown later.
3.2.3 Material Characterization
To demonstrate the integration of physical anisotropy characterization into our optimiza-
tion scheme, we use a high-resolution (30µm vertical and 42µm lateral) Objet Connex
350 multi-material 3D printing system. Thin layers of photosensitive resins (30µm) are
deposited onto a build tray (350 mm x 350 mm x 200 mm) by inkjet printing. The de-
posited layer is then immediately cured using a UV light source for photo-polymerization,
which is coupled to the print head and solidifies each liquid material layer. During the
curing process, a roller levels the liquid polymers making the material immediately ready
to be built upon with successive layers. The building process uses two kinds of material:
object (two different materials can be used and different digital materials can be obtained
through a mixture of these materials) and support. It is possible to build the final product
with and without the support material around the features.
Using this setup, we print a test specimen in seven different orientations and perform a
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Table 3.1: Results of physical characterization tests for the three principal directions.
Principal
Dir.
Young’s
Modulus
[GPa]
Yield Strength
[MPa] (Ten-
sile/Compressive)
Shear
Modulus*
[GPa]
Shear
Strength
[MPa]
Poisson’s
Ratio
x 1.16 35.86/52.46 0.51 4.38 0.09
y 1.05 25.52/37.63 0.28 4.38 0.37
z 0.52 8.77/13.58 0.30 4.38 0.31
* Determined analytically using [1].
Figure 3.5: Repeatability tests for (a) orientation 2, (b) orientation 5 and (c) the stress-strain
curves for different build orientations shown in Fig. 3.4.
tensile test for each orientation to reveal the directional dependency of the material prop-
erties (Fig. 3.4). For each direction, we print three copies of ASTM D638 standard tensile
test specimen using VeroWhite™photosensitive resin. For each specimen, we conduct
a tensile test using an INSTRON 4467 instrument and two strain gauges mounted to the
front and back faces of the specimen to obtain the engineering stress-strain curves for
each specimen.
Figure 3.5(a) and (b) show the stress-strain curves for the three identical specimens
printed along directions 2 and 5 (see Fig. 3.4(a)), respectively. The results show that the
stress-strain curves of similarly oriented specimens behave similarly up to their ultimate
tensile strength. Indeed, the deviation in the elastic moduli and yield strength values are
less than 3%. Thus, the material properties are consistent within a given orientation. On
the other hand, when the parts are printed in different directions, significant differences
are observed in the material properties. Fig. 3.5(c) shows the stress-strain curves for the
specimens printed in the seven different directions revealing the directional dependency
of material properties.
We extract the material properties required for our optimization algorithm from the
stress-strain curves. To this end, the Young’s moduli and tensile yield strengths (0.2%
strain offset) as well as the Poisson’s ratios (the ratio between the slopes of the stress-
axial strain and stress-transverse strain) are obtained for the directions of 1, 6, and 7
shown in Fig. 3.4(a). These directions correspond to our standardized principal directions
and are listed in Tab. 3.1. Furthermore, we perform compression tests on the standard
test specimens (ASTM D395) using an INSTRON 4469 compression instrument to obtain
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the compressive yield strengths shown in Tab. 3.1. For the orthotropic material model,
it is also necessary to determine the shear related material properties. For this, we
calculate the required shear moduli using the approach in [1]. The corresponding shear
strengths are assumed to be 50% of the lowest yield strength value according to the
maximum shear theory [87] for conservative estimates. However, shear strengths can
also be experimentally determined to enhance the precision of our approach without loss
of generality.
3.3 Build Orientation Selection
We quantify the structural robustness of an object using the factor of safety (FS) criterion.
The overall goal is to choose a build orientation that maximizes the FS over the entire
geometry.
For each element i, each FE simulation computes a stress tensor σ i containing six
unique components: σiX , σ
i
Y , σ
i
Z , τ
i
Y Z , τ
i
XZ and τ
i
XY . Here, σ
i
m and τ imn terms are
the normal and shear stresses, respectively. Based on the maximum stress theory, a
conservative approach to assign a single FS to an element is to compute six independent
FS values for each stress component and choose the minimum one as the FS for that
element. In our approach, we use this principle to formulate our optimization problem as
follows:
minimize
x
f(x) =
n∑
i=1
[
6∑
k=1
(
1
FSki (x)
)κ]
subject to α, γ ∈ [−pi, pi] and β ∈ [0, pi] ,
where x = [α, β, γ]T .
(3.1)
Here, FSi is the 6×1 vector of safety factor values (FSki ) for the i’th element, and x is the
vector of design variables where α, β and γ are the intrinsic Euler angles representing
a sequential rotation about the global z, x and z axes, respectively. κ is a large positive
number and n is the number of elements in the FE analysis. The goal is to find x that
minimizes our objective f(x). In our approach, we calculate FSi(x) for an element as
follows:
FSi(x) = σ
Y /σ ′i(x) where σ
′
i(x) = R(x)σ iR
T(x) (3.2)
where σY is the 6×1 vector of yield strengths for the anisotropic material obtained for
the principal directions (material coordinates). σ i is the stress tensor in the geometry
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Figure 3.6: Performance of our objective function. (a) Problem configuration. Elements with
the lowest 300 safety factor values are highlighted for the initial (b), and the optimized (c), build
orientations.
Figure 3.7: Histograms of the lowest 300 FS values for the initial and optimized problem configu-
rations of Fig. 3.6. Note the improvement in the minimum FS, as well as the general shift towards
the right.
coordinates and σ ′i(x) is its transformation to the material coordinates. R(x) is the trans-
formation matrix from geometry to material coordinates.
One advantage of our formulation given in (3.1) is that the elements with lower FS
values contribute more heavily to the objective function compared to those with high FS
values. Hence, in each iteration, the optimization desirably focuses more on increasing
the FS of the most critical elements. Figure 3.6 illustrates the performance of our objective
function. For the given door handle, the FS for the most critical element is increased from
3.5 to 4.6 using our approach. Figure 3.7 shows the histograms of the lowest 300 FS
values for the problem configuration shown in Fig. 3.6. As the orientation is optimized,
the number of elements with low FS values decreases and the distribution shifts to the
right.
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3.4 Surrogate-based Optimization
Because our objective function is based on the stress values obtained from an FE anal-
ysis applied for each candidate orientation, finding the optimum orientation can be very
expensive using conventional methods due to the large number simulations. This effort
can be even more prohibitive for complex geometries with a large number of elements.
Hence, it is critical to determine useful evaluation points to restrict the number of FE
runs as much as possible. To address this challenge, we employ a surrogate modeling
approach that approximates the design space with a proxy response surface.
Surrogate models (metamodels) are commonly used in engineering and design opti-
mization when each function evaluation involves costly simulations [88, 89, 90]. In design
optimization, these expensive objective functions or constraints are replaced with surro-
gate models that serve as approximations to the original functions.
We use surrogate modeling to approximate the design space represented by the build
orientation x and the corresponding objective function f(x) in (3.1). This objective func-
tion is highly dependent on the geometry, loading configuration and orthotropic material
properties, with no access to an analytical relationship between the design variables and
the objective function. In all the examples presented in this work, we have applied a
brute force parametric sweeping as a benchmark and have found the resulting objective
functions to be non-convex. We thus formulate our problem as a black-box global ap-
proximation problem and employ a surrogate-based optimization method. Specifically,
we use MATLAB’s Surrogate Model Toolbox (MATSuMoTo) presented in [91].
The main steps are as follows:
1. Design of Experiments: Select the number of initial orientations (x’s) and evaluate
the corresponding objective functions (f(x)’s) using FE simulations.
2. Surrogate Modeling: Construct the surrogate model mapping x’s to f(x)’s.
3. New Samples: Select new samples using the surrogate model and perform new FE
simulations.
4. Iterate: Iterate until the maximum number of function evaluations is reached or the
improvement f(x) ceases.
Figure 3.8 shows an example for a two dimensional problem. The third dimension
shows the objective values. Here, the transparent surface represents the exact values of
the objective function in the specified design space. As the number of iterations (i.e.,the
number of samples evaluated using the expensive objective function) increases, the sur-
rogate model converges to the exact values of the objective function.
In Step 1, in order to determine the initial orientations, we use the Latin hypercube
sampling (LHS) method with ’maximin’ criterion that allows a wider and more uniform
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Figure 3.8: (a) Initial design of experiments, (b) constructing a surrogate model, (c) selecting
new samples and (d) enhancing the surrogate model. (b) and (c) are repeated until a certain
stopping criteria is satisfied. Black and red dots represent initial and new samples, respectively.
Transparent surface is the exact objective function and colored surface is the surrogate model
constructed with the selected samples.
coverage of the design space by maximizing the pairwise distances between the sample
points. This is a statistical method commonly used for design of experiments. Because
there is no a priori information about the design space, LHS is a suitable method that
spreads the sample points evenly across the design space. In order to evaluate the
objective function at the selected orientations, we use ANSYS Mechanical APDL, and
obtain the stress tensor field and calculate the FS values using (3.2).
For surrogate modeling, there are several methods available in the literature includ-
ing polynomial regression models [92], radial basis functions (RBF) [93, 94, 95], neural
networks [96], kriging [88, 97] and support vector machines [98]. The best choice for the
surrogate modeling method is usually problem dependent. In this work, we use a cubic
RBF (with leave-one-out cross validation) to construct the surrogate model because of its
simplicity, robustness to different problem settings and high performance for small sam-
ple sizes [99]. However, it is possible to use other methods or combinations based on
the problem setup and the characteristics of the design space, if known apriori. Com-
parative studies addressing this challenge can be found in the literature [99, 100, 101].
In Step 3, the constructed surrogate model is used to approximate the objective func-
tion in the remainder of the design space without performing costly FE simulations. For
the next iteration, we use the randomized global candidate point search as our sampling
strategy. Here, in addition to the set of candidate points around the minimum of the sur-
rogate model, a number of uniformly distributed samples are selected across the entire
domain. We choose this strategy to avoid possible local minima by allowing the optimiza-
tion algorithm continue the search globally even after a local optimum has been detected.
With this sampling strategy, it has been shown that the surrogate modeling approach is
asymptotically complete, i.e., the algorithm will find the global optimum with probability
one for an indefinitely long run-time and exact calculations [91]. However, for practicality,
number of function evaluations are restricted and thus the resulting orientation may not
be the exact global optimum.
Figure 3.9 compares our surrogate based optimization with the brute force approach
of uniformly sampling the design space. Here, 1008 objective function evaluations are
performed using both the brute force and the surrogate-based approaches hence making
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Figure 3.9: Comparison of surrogate-based optimization with brute force approach. Samples
representing different build orientations are shown with dots. The color of each dot represents
the normalized objective function value for the corresponding orientation. The best orientations
obtained with the two methods and the corresponding minimum FS values are also shown.
Figure 3.10: Performance of surrogate-based optimization for problem configuration in Fig. 3.9
with respect to the sample size. Red circle shows the best objective value that can be obtained
using the brute force approach. With surrogate-based optimization, the same performance level
of brute force approach can be obtained with only 215 samples.
the computational effort identical in both cases. This number represents a uniform grid of
30 degree increments in each of the design variables in the brute force method. With the
surrogate-based optimization, the minimum FS obtained for the optimum orientation after
1008 function evaluations is approximately 10% better than that computed by the brute
force approach. It can also be observed that the surrogate modeling enables a more
efficient sampling strategy where regions of local minima are more rigorously explored
(dense regions with many blue points in Fig. 3.9).
Figure 3.10 illustrates the performance of the surrogate modeling approach as a func-
tion of evaluation points for the problem shown in Fig. 3.9. It can be observed that using
only 215 function evaluations, the surrogate model can attain the best FS computed by
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Figure 3.11: Effect of different loading configurations on the optimum build orientation. Left col-
umn shows the problem configuration and right column shows the corresponding optimum build
orientations.
the brute force approach which uses 1008 samples. Although the numerical values here
might be problem dependent and may vary, similar gains are expected to be observed for
various problem settings.
3.5 Results and Discussion
For a fixed geometry and material, the optimum build orientation may change drastically if
the loading configuration changes. In Fig. 3.11, optimum orientations are investigated for
two different loading configurations of the door handle (displacement boundary conditions
are kept the same). It can be observed that the difference between the optimal build
orientations for these two examples is quite distinct.
Figure 3.12 demonstrates the proposed algorithm on different problems. In all cases,
we observed significant improvements in the FS when our optimization approach is ap-
plied. Table 3.2 shows the improvement in FS for several problem configurations. De-
pending on the geometry, loading, boundary conditions and the initial orientation, we
were able to achieve up to 90% improvement in the resulting FS values. It is also im-
portant to note that in some examples (such as the slingshot and the nut cracker), it is
possible to move from unsafe (FS < 1.0) to safe (FS > 1.0) using our method without
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Table 3.2: Numerical results for several test cases.
Problem Setup Optimum Orientation Initial FS Opt. FS Improvement
Handle (Fig. 3.11-Top) [−79.07◦, 16.15◦,−13.86◦] 3.3202 4.6003 38.55%
Handle (Fig. 3.11-Bottom) [117.10◦, 26.19◦,−180◦] 1.6881 2.2259 31.85%
Spring (Fig. 3.12) [56.12◦, 35.25◦,−5.33◦] 9.7441 12.0901 24.07%
Slingshot (Fig. 3.12) [−100.12◦, 128.06◦, 179.01◦] 0.9123 1.2056 32.15%
Nut Cracker (Fig. 3.12) [7.80◦, 123.97◦,−93.32◦] 0.7815 1.4844 89.94%
Figure 3.12: Build orientation optimization results for three different problem configurations. Left
column shows the problem settings. Middle column shows the distribution of the lowest 300
FS values over the geometry for the initial and optimum orientations. Right column shows the
optimum build orientations.
any geometric modification.
Table 3.3 shows the computational performance of our approach for problems with
different mesh complexities. Because the FE simulations constitute the computational
bottleneck, the number of elements directly impact the overall computation time. We
observe that the computation time per element is similar for all models and it is approxi-
mately 0.1s. In these problems, the stopping criterion is the maximum number of objective
evaluations (i.e.,FE simulations) which is selected to be 400. A PC with a 2.4GHz Core
CPU and 8GB RAM using MATLAB R2014b is used for surrogate modeling, which drives
the FE simulations using a script based ANSYS Mechanical APDL (v14).
We conducted two sets of physical experiments to evaluate the performance of our
approach. First, for the seven orientations shown in Fig. 3.4(a), we computationally de-
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Table 3.3: Computational performance of our method for several test cases. The maximum num-
ber of objective function evaluations are limited to 400.
Problem Setup
Number of
FEA
Elements
Computation
Time [s]
Door Handle (Fig. 3.11) 11290 1196.3999
Spring (Fig. 3.12) 94228 5571.1827
Slingshot (Fig. 3.12) 37558 2655.4636
Nut Cracker (Fig. 3.12) 9145 1124.9073
Figure 3.13: Performance evaluation of our algorithm with a standard dog-bone tensile specimen.
termined the best orientation by calculating our objective function for each of the orienta-
tions. Direction 2 proved to be the best orientation. For the same geometry and loading
configuration, we then computed the optimum orientation using the proposed surrogate
modeling approach, printed a new specimen corresponding to this optimum orientation,
and conducted a tensile test. Figure 3.13 compares the stress-strain curves for these two
orientations. It is observed that our optimum orientation improves the yield strength by
13% (from 40.14 MPa to 45.56 MPa).
We conducted another test on a custom-designed part shown in Fig. 3.14. Note that
aside from the conventional tensile specimens, there are not many design alternatives to
physically observe and quantify yielding. As a result, we devised an experiment where we
simultaneously acquire the forces and the elongation using a tensile-test machine. We
compare the orientation we obtained with our approach against the orientation that mini-
mizes the amount of support structure (machine orientation) and an orientation based on
a mechanical engineer’s best judgement (Fig. 3.14). It is shown that our optimized orien-
tation withstands a higher end force before yielding compared to the other two directions
(12% and 20% better compared to human and machine prediction, respectively). For each
of the model and loading configuration shown in this work, we asked several engineers
to predict the best orientation to maximize FS. In all cases, our approach outperformed
human judgment.
Scope and assumptions Our analysis is restricted to homogeneous materials and we
assume a linear-elastic FE model to successfully simulate the stress and strains in the
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Figure 3.14: Performance evaluation of our algorithm with a custom-designed part.
object. For non-homogeneous material models and higher-order finite elements, stresses
may be calculated more accurately at a cost of additional computational complexity. Such
modifications in the analysis may result in changes in the resulting optimum orientation.
Our failure criteria is based on maximum stresses and we do not consider strain failure
or maximum displacement constraints. However, since our approach is based on FE
simulations, it is readily possible to include such criteria in the objective function or the
constraints without loss of generality. The yield criterion we use is accurately applicable
to ductile materials. For brittle materials, we use the ultimate tensile strength (UTS) as
the yield strength. This assumption may cause our analysis for brittle materials to be less
accurate compared to ductile materials.
Our approach assumes that the properties extracted from the tensile test specimens
accurately represent the properties of the designed object. In certain printing techniques
such as FDM, each layer may involve first a contouring of the layer where the outline of the
layer is printed, followed by a raster fill-in. In such cases, the properties will be a function
of the object’s scale, thus possibly creating a mismatch between the test specimen’s and
the actual object’s properties. Also, we assume that the effects of support structure on
the anisotropic mechanical properties of fabricated products are negligible. However,
investigation and incorporation of these effects might enhance the performance of the
presented method further.
In our approach, we assume that the geometry is known and fixed. Although it is pos-
sible to combine our build orientation optimization with the structural optimization meth-
ods described in Chapters 5 and ??, computational complexity introduced with such an
addition would be significant due to the possible increase in the number of local minima.
3.6 Conclusions
Additively manufactured products exhibit directional dependencies in their structural prop-
erties due to the layered nature of the printing process. As a result, the build orientation
can significantly affect the structural performance of the resulting objects. In this work,
we developed a build orientation optimization algorithm that maximizes the mechanical
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strength of an additively manufactured object under certain loading/boundary configura-
tions. We start with a set of physical experiments to determine the orthotropic material
properties. Then, our optimization approach uses this information to calculate an opti-
mum build orientation.
Our objective in the optimization problem is formulated based on the factor of safety
values obtained using FE simulations. We have shown that a surrogate-based optimiza-
tion approach can accelerate the optimization process by strategically choosing useful
evaluations points. Both our computational and physical experiments show that the op-
timized build direction can lead to considerable improvements in an object’s ability to
withstand applied loads.
Future work In this work, we explored our build orientation optimization algorithm only
for a single polymer material and AM process combination. We expect the proposed for-
mulation to be readily applicable to new polymer-based materials and print technologies.
While we have observed a strong consistency among the samples printed in the same
orientation, more studies quantifying the sensitivity of the results to the process param-
eters may be required to further validate the proposed work. We have not tested the
proposed method to AM of metals. Recent efforts in process and microstructural mod-
eling/simulation for metals would be critical for a successful extension of the proposed
method to metals. Our preliminary discussions reveal that there may be a large num-
ber of parameters that affect anisotropy making such properties a strong function of the
overall part geometry, spatial position in the print volume, thermal aspects of the process
and post processes applied to the part. Moreover, in this work, we optimize the build
orientation for a single loading configuration only. Yet, the optimization problem can be
extended to ensure that the resulting build orientation is robust to multiple different load-
ing configurations. This may require solving the problem multiple times using different
loading configurations and choosing an orientation that jointly maximizes the FS for all
considered loading conditions. Likewise, the uncertainty on the loading conditions could
be encoded statistically to solve for a more robust build orientation. Finally, other crite-
ria such as creep and fatigue failure provide interesting research opportunities for build
direction optimization.
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Chapter 4
Data Driven Structural Optimization
Topology optimization problems involving structural mechanics are highly dependent on
the design constraints and boundary conditions. Thus, even small alterations in such pa-
rameters require a new application of the optimization routine. To address this problem,
we examine the use of known solutions for predicting optimal topologies under a new set
of design constraints. In this context, we explore the feasibility and performance of a data-
driven approach to structural topology optimization problems. Our approach takes as in-
put a set of images representing optimal 2-D topologies, each resulting from a random
loading configuration applied to a common boundary support condition. These images
represented in a high dimensional feature space are projected into a lower dimensional
space using component analysis. Using the resulting components, a mapping between
the loading configurations and the optimal topologies is learned. From this mapping,
we estimate the optimal topologies for novel loading configurations. The results indicate
that when there is an underlying structure in the set of existing solutions, the proposed
method can successfully predict the optimal topologies in novel loading configurations. In
addition, the topologies predicted by the proposed method can be used as effective initial
conditions for conventional topology optimization routines, resulting in substantial perfor-
mance gains. We discuss the advantages and limitations of the presented approach and
show its performance on a number of examples.
4.1 Introduction
Efficient use of material is a key priority for designers in many industries including auto-
motive, aerospace and consumer product industries [41, 102, 103]. Optimizing material
layout to satisfy a specific performance criteria, i.e. topology optimization is thus a crucial
part of engineering design process. With recent advances in manufacturing technolo-
This chapter is based on Ulu et al., 2014 [22] and Ulu et al., 2015 [20].
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Figure 4.1: Overview of our approach for optimal topology estimation.
gies, topology optimization now attracts even more attention [102]. So far, various op-
timization algorithms including genetic algorithms, method of moving asymptotes, level
sets and topological derivatives have been studied for structural topology optimization
[41, 53, 54, 104, 42, 43].
Although structural optimization algorithms are becoming computationally more effi-
cient with time, the need for a large number of iterations can rarely be avoided due to the
essence of optimization theory. Even with very small alterations in the design constraints,
a structurally optimum topology can not be predicted directly by a human from physical
principles due to the complex nature of the problem. Based on this observation, we ex-
plore how known solutions to topology optimization problems can be exploited to generate
a new design for a novel set of loading configurations. Here, the main challenge is to find
a mapping between design constraints and the resulting optimal topologies. With this mo-
tivation, we present a data-driven approach to topology optimization involving structural
mechanics and explore its feasibility and performance.
Our approach takes as input a set of images representing optimal 2D topologies, each
resulting from a conventional optimization method, and generates an optimal topology es-
timation for a novel set of design constraints (Fig. 4.1). In this study, only the variation
in loading configurations is explored under a fixed set of structural boundary conditions.
However, the application of the presented method is not limited to this choice, because
design constraints can be expanded to accommodate any changes in the boundary con-
ditions as long as the size of the overall design domain is kept the same. In the proposed
method, the set of input images (known optimal topologies) which are represented in a
high dimensional image space are projected onto a lower dimensional space using Princi-
pal Component Analysis (PCA). Once the dimensionality is reduced, a mapping between
the loading configurations and the optimal topologies represented as PCA component
weights is computed using a feed-forward neural network. Using the trained mapping,
we estimate the PCA component weights for a novel loading configuration, and use the
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resulting estimation to synthesize a solution in the image space. This image represents
our estimation of the optimal topology, given a novel loading configuration.
The primary goal of this study is to explore the feasibility and effectiveness of a data-
driven approach to structural topology optimization problems. Our results show that the
proposed method can successfully predict the optimal topologies in different problem
settings, but the results are sensitive to the complexity and the size of the design space
dictated by the loading configurations. However, independent of the problem complexity,
a practical advantage of the proposed system is that the resulting topology estimations
serve as effective initial conditions that facilitate faster convergence in conventional topol-
ogy optimization problems.
Our main contributions are:
• a novel data-driven approach for structural topology optimization problems,
• a comparison of mapping methods between the loading configurations and the op-
timal topologies,
• a practical estimation of initial topologies to conventional topology optimization ap-
proaches.
4.2 Problem Formulation
We illustrate our approach using the Messerschmitt-Bölkow-Blohm (MBB) beam prob-
lem, a classical problem in topology optimization. The rectangular beam is represented
by an Nx-by-Ny image as illustrated in Fig. 4.2. The design domain is discretized by
square finite elements each of which corresponds to a pixel in the gray-scale images. A
number of external forces, Fi (i = 1, ..., k), can be applied to the beam at the nodes rep-
resented by (xi, yi) coordinates. Applied forces can be in any direction, i.e. they can have
both horizontal and vertical components with magnitudes ranging between [0, 1]. Bound-
ary support conditions are shown in Fig. 4.2. Note that this model is used to facilitate
discussions; the following sections will demonstrate results on variations of the domain,
boundary conditions and loading configurations.
Our aim is to estimate the optimal topology for such problems when a novel loading
condition is prescribed. For this, we generate a pool of training data where each training
sample consists of a known loading configuration, and a corresponding optimal topology.
To compute the optimal topologies given the loads, we use a density-based topology
optimization algorithm given in [55]. The method assigns a density value, ρe, between
[0, 1] to each pixel e in the domain that dictates the Young’s modulus Ee for that particular
pixel as:
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Figure 4.2: Left: Nx-by-Ny design domain for topology optimization problem. Right: Example
loading configuration and resulting optimal topology. Multiple external forces, Fi, can be applied
to the beam at the nodes represented by (xi, yi) coordinates.
Ee(ρe) = Emin + ρ
p
e(E − Emin) (4.1)
where E is material stiffness, Emin is a very small stiffness value assigned to void re-
gions and p is the penalization factor to attain black and white images. The optimization
works toward minimizing the compliance resulting from the generated gray-scale struc-
ture. Mathematical formulation for the optimization procedure is given as follows:
minimize
ρ
c(ρ) = UTKU
subject to V (ρ)/V0 = r,
KU = F,
0 ≤ ρ ≤ 1.
(4.2)
where the objective function c is the compliance and U, K and F are the global displace-
ment vector, stiffness matrix and force vector, respectively. r is the predetermined fraction
of material volume V (ρ) and design space volume V0. Details of this formulation can be
found in [55].
As a result of the optimization process, resulting images with a varying Young’s mod-
ulus field represent the optimal topologies for the corresponding loading configurations,
where lighter colors represent weaker regions (lower stiffness). The collection of these
images establish an input database to our method.
4.3 Component Analysis
Principal component analysis is useful for analyzing the input data to identify the signif-
icant features inherent in the data, as a way to facilitate dimensionality reduction with
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Figure 4.3: Top: Example training samples. Bottom: Average image and first three PCA images.
minimal information loss.
Suppose we have M images each with Nx-by-Ny resolution in our dataset. Then,
gray-scale density values for images are stacked into M column vectors tj (j = 1, ...,M)
of length l = Nx × Ny to form the high-dimensional image space feature vectors. To
mean-shift the data, the average image t¯ is calculated and subtracted from each sample
in the training dataset, i.e. tj − t¯. In Fig. 4.3, a randomly selected subset of the example
training dataset (with 1000 samples), the resulting mean image, and the first three PCA
component images are shown.
Let the mean centered image be pj = tj − t¯, we can store our entire data set into
lxM matrix P to perform principal component analysis. Each column of P represents one
mean centered image. In order to obtain the eigenvectors (i.e. principal components),
the covariance matrix can then be constructed as C = PPT. However, size of the matrix
C is l-by-l and calculating l eigenvectors may not be practical. As mentioned in [59], if
the number of features is larger than the number of training images (l >> M), there can
be at most (M − 1) useful eigenvectors (corresponding to non-zero eigenvalues) instead
of l. These eigenvectors of l-by-l PPT matrix can be determined from the eigenvectors
of M -by-M matrix PTP as cj = Pvj where vj is eigenvectors of PTP. In this work, cj’s
will be referred to as eigen-images. Each input topology optimization image can then
be represented as a linear combination of these M eigen-images, resulting in a PCA
weight vector of Wi = [w1, w2, ..., wM ]T . Even using only a few number of eigen-images,
M ′, associated with the largest eigenvalues, a good approximation of an image can be
obtained.
In Fig. 4.4, reconstruction of sample topology optimization images with different num-
ber of eigen-images are illustrated. Note that the figure shows example reconstructions
of samples that were used during training (train), as well as for novel samples that were
not part of the training (test). In this example, images are 80-by-40 pixels and there are
1000 training images generated by random assignments to the loading configurations and
solving for the corresponding optimal topologies. Since PCA is limited by the number of
training samples (1000 < 3200), the number of non-zero eigen-images is 1000. In Fig. 4.5,
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Figure 4.4: Reconstruction of example samples relative to the different number of eigen-
components used. Each row corresponds to a different example. The upper half illustrates recon-
structions for sample training images. The lower half shows the same for test images (i.e., images
not involved in the construction of PCA). Difference between each reconstruction image and the
original one is evaluated using (4.3) and given underneath the corresponding image.
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Figure 4.5: Magnitudes of eigenvalues corresponding to non-zero eigen-images obtained with
PCA.
magnitudes of the eigenvalues corresponding to these eigen-images are shown. Here,
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Figure 4.6: Training images projected into the 2D space created by the first two PCA components.
it can be observed that a remarkably small number of eigen-images are sufficient for
a high-fidelity reconstruction of the original images. Based on these observations, we
use the first 80 eigen-images in our examples in remainder of the work, without loss of
generality.
Fig. 4.6 shows the dataset of 1000 training images when projected to the space cre-
ated by the first two eigen-vectors.
To quantify the mismatch between an original image and its reconstruction, we use
the L1 distance between the two images:
d(t1, t2) =
‖t1 − t2‖L1
length(t)
(4.3)
Fig. 4.7 illustrates this difference. This metric provides a value between [0, 1] where
0 represents identical images. For this particular example, the difference between the
original image and its reconstruction is calculated as 2.8 × 10−3 using (4.3). Fig. 4.4
also demonstrates the difference values evaluated for various examples underneath each
corresponding image.
When properly weighted, eigen-images can be linearly combined to create an approx-
imation to a new image representing a new optimized topology. For this purpose, a set
of PCA weights associated with the corresponding loading configuration should be esti-
mated. We address this problem by introducing a mapping function between the loading
configurations, F and the PCA weights, W of the training samples. Details of this process
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Figure 4.7: Difference between an example topology and its reconstruction using first 80 eigen-
images.
will be described in the next section.
4.4 Mapping Load Configurations to Optimal Topologies
A useful application of PCA decomposition is that with a low dimensional data, a mapping
between the original input and the PCA vector space can be created. In this section, we
present a neural network approach to generate this mapping, specifically between the
force vector indicating load conditions (Fi) and the PCA weights (Wi). In order to show
the effectiveness of the neural network mapping, we compare its performance with linear
regression and polynomial regression approaches in the following section.
In our experiments, the mapping functions uses the following input and output config-
urations:
1. The input vector is composed of four real numbers (x and y positions and magni-
tudes) for each force in the problem.
2. The output vector is composed of 80 real numbers corresponding to the PCA weights.
Neural network Theoretically, a neural network with a sufficient number of nodes and
training samples is able to learn any input-output relationship for regression. However,
with high dimensional data, such regression would require a considerably large number
of training samples and hidden layer nodes resulting in impractical convergence time in
the training stage [105]. We present results that indicate with limited amount of data and
empirically determined number of hidden layer nodes, the neural network can appropri-
ately learn the mapping from input force vectors to the output PCA weights for topology
optimization.
In our experiments, we utilize a fully-connected feed-forward single hidden layer neu-
ral network [105] as the learner with the aforementioned input and output configurations.
We train the resulting neural network with the scaled conjugate gradient algorithm. In
order to determine the number of nodes in the hidden layer, we conducted a set of ex-
periments with different number of hidden layer nodes. In Fig. 4.8, a comparison of
38
!!!!!!!!"##$#%!!!!!!!!!!!!!!!!!!!!!&'()&*+,!!!!!!!!!!!!!!!!!!!!!!!!!!&'&)&*+,!!!!!!!!!!!!!!!!!!!!!!!!-'.)&*+/!!!!!!!!!!!!!!!!!!!!!!!-'0)&*+/!
!!!!!!!!"##$#%!!!!!!!!!!!!!!!!!!!!!.',)&*+/!!!!!!!!!!!!!!!!!!!!!!!!1'.)&*+/!!!!!!!!!!!!!!!!!!!!!!!!('-)&*+/!!!!!!!!!!!!!!!!!!!!!!!0'-)&*+/!
!!!!!!!!"##$#%!!!!!!!!!!!!!!!!!!!!!&'1)&*+,!!!!!!!!!!!!!!!!!!!!!!!!!!&'()&*+,!!!!!!!!!!!!!!!!!!!!!!!!&'0)&*+,!!!!!!!!!!!!!!!!!!!!!!!&'()&*+,!
!!!!!!!!"##$#%!!!!!!!!!!!!!!!!!!!!!&'()&*+,!!!!!!!!!!!!!!!!!!!!!!!!!!&'&)&*+,!!!!!!!!!!!!!!!!!!!!!!!!2'/)&*+/!!!!!!!!!!!!!!!!!!!!!!!&'&)&*+,!
!!!3#454678!!!!!!!!!!!!!!!!,*!9$:;<!!!!!!!!!!!!!!!!!!!!!0*!9$:;<!!!!!!!!!!!!!!!!!!!!-*!9$:;<!!!!!!!!!!!!!!!!!!!!!&,*!9$:;<!
!!
!!
!!
!!
=
#7
46
!,
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
=
#7
46
!&
!
!!
!!
!!
!!
!=
;
<>
,
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!!
!=
;
<>
!&
!
Figure 4.8: Estimation performance of different neural network configurations with different num-
ber of hidden layer nodes. Each row corresponds to a different example. The upper half illustrates
estimations for sample training images. The lower half shows the same for test images (i.e., im-
ages not involved in the training of neural networks). Difference between each estimation image
and the original one is evaluated using (4.3) and given underneath the corresponding image.
neural network performances are presented. In these experiments, neural networks are
trained with the same dataset created for a specific design domain (middle configuration
in Fig. 4.11). This dataset includes 400 training images of size 20-by-20 pixels. Each
network is trained until the same level of convergence in network design variables (i.e.
adaptive weights) is achieved. The performance of each neural network is then evaluated
by using randomly selected samples from both the training and test dataset (a set of ran-
domly generated samples that are not in the training dataset). Expectedly, as the number
of hidden layer nodes increases, the neural network performs better for samples in the
training dataset. However, the performance gets worse for test samples due to overfitting.
Based on this experiment, we use 80 nodes in the hidden layer for all examples presented
in the results section without loss of generality.
Linear regression As an alternative method, linear regression is one of the most com-
monly used approaches for learning the mapping between a set of feature vectors [60].
However, the relationship between the loading configurations and the PCA weights in
such a high dimensional space may not be accurately predicted by this approach. In this
work, we present the linear regression for performance comparison purposes.
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In order to construct the mapping between the input vector (i.e. loading configuration,
F) and output vector (i.e. PCA weights, W), the mutivariate linear regression model can
be formulated as follows:
W = Fβ where,
W = [W1,W2, ...,Wi, ...,WN]
T ,
F = [F1,F2, ...,Fi, ...,FN, 1]
T .
(4.4)
Here, N is the number of samples in the training dataset (400 in our experiments), vector
Wi includes M ′ PCA weights (80 in our experiments) and β represents the parameter
matrix to be obtained. Equation (4.4) can be solved as β = F†W where F† is pseudo-
inverse of input matrix F.
Polynomial regression The linear regression method formulated in (4.4) can be ex-
tended to polynomial regression in order to account for the non-linearity in the design
space. Theoretically, it may be possible to model non-linear behavior in the design space
with high order polynomials. However, computational cost increases as the order of the
polynomial increases, especially for high dimensional spaces with a large number of train-
ing samples due to the (pseudo-)inverse calculation of a large matrix. In this work, we
use only quadratic regression for illustration purposes since we do not have any prior
knowledge on the complexity of the design space. The mathematical formulation for the
quadratic regression is given as:
W = Qβ where,
W = [W1,W2, ...,Wi, ...,WN]
T ,
Q = [Q1,Q2, ...,Qi, ...,QN, 1]
T ,
Qi = [F
2
i1,F
2
i2, ...,F
2
ik,Fi1Fi2,Fi1Fi3, ...,Fi(k−1)Fik,Fi1,Fi2, ...,Fik].
(4.5)
Here, Fik is the k’th element of input vector Fi. Different from (4.4), regressors in Q
additionally include second order terms. Similar to linear regression, (4.5) can be solved
as β = Q†W where Q† is the pseudo-inverse of input matrix Q. As seen, when the
order of polynomial increases, the size of the matrix to be inverted increases drastically.
For example, when there is only one force in the design domain (represented by four
elements in Fi), the size of F is 400-by-5 for linear regression with 400 training samples.
However, the size of Q is 400-by-15 for quadratic regression. This difference is even more
substantial for higher order polynomials, especially when the number of input forces or
training samples are large.
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Figure 4.9: Example topologies and their neural network estimations using the first 80 eigen-
images. Difference between original image and estimations (calculated using (4.3)) and objective
values (structural compliance) calculated using (4.2) are also shown for numerical comparison.
4.5 Results and Discussion
With a sufficient number of training samples, the neural network can generate a precise
mapping between the loading configurations and the corresponding PCA weights. How-
ever, the resulting estimation can be affected by the number of eigen-images used to
express that image. Fig. 4.9 illustrates the performance of our approach on several test
samples for a specific design domain (middle configuration in Fig. 4.11). In this configura-
tion, the PCA and neural network are trained using 400 samples and tested with randomly
generated loading configurations. As previously mentioned, only the first 80 eigen-vectors
are used for reconstruction and estimation. Fig. 4.9 shows the original samples and their
corresponding estimations using our method. Note that estimation involves using the
neural network to map the loading configuration into the PCA weight vector, followed by a
PCA based reconstruction using 80 samples. Besides the image differences, compliance
value given in (4.2) can also be compared to evaluate the performance. In Fig. 4.9, the
table shows the compliance values obtained for regular topology optimization result and
our estimation together with the image differences. Here, it can be observed that image
difference directly reflects the percent change in the compliance value. Hence, one can
judge the performance by only checking the image difference computed with our metric
given in (4.3).
In Fig. 4.10, we compare the performance of neural network versus linear regression
and quadratic regression formulated in (4.4) and (4.5) on a sample test image. All of the
mapping methods are trained with the same 400 samples. Note that linear and quadratic
regression fail to reproduce some of the details in the optimal topology. It can also be
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Figure 4.10: Comparison of neural network estimation with linear regression and quadratic re-
gression estimation of an example topology. Difference between original image and estimations
(calculated using (4.3)), objective values (structural compliance, calculated using (4.2)), training
and estimation times are also shown for numerical comparison.
observed that the quadratic regression performs even worse than linear regression for this
specific test case. Fig. 4.10 also demonstrates the numerical values for image differences
(from the original), compliance values and computation times for training and estimation.
Although neural network performs significantly better than the other methods, there is a
time trade-off because of the training process. The training and testing of each mapping
method is conducted on a PC with a 2.4GHz Core CPU and 8GB RAM using MATLAB
R2014b.
Configuration
Sample Left Middle Right
Test 1 0.30× 10−3 s 0.34× 10−3 s 0.36× 10−3 s
Test 2 0.41× 10−3 s 0.39× 10−3 s 0.30× 10−3 s
Test 3 0.38× 10−3 s 0.34× 10−3 s 0.29× 10−3 s
Training Time 485.09 s 363.18 s 625.19 s
Table 4.1: Computation times for the tests cases demonstrated in Fig. 4.11.
Fig. 4.11 illustrates the performance of our algorithm on several test configurations.
In the top row, basic representations of the design problems are illustrated. Here, bound-
ary conditions and loading configurations are shown. Red areas represent spaces where
forces can be placed. In the following row, reconstructions of several test samples using
eigen-images are presented. Since only the first 80 eigen-images are used to construct
an image, there are slight differences from the original optimal topologies. We compare
our estimation results with the optimal topologies in the third row. As the design problem
becomes more complex, the accuracy of resulting estimations reduces since the number
of training samples for neural network may fail to be sufficient. Better estimations can be
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Figure 4.11: Performance of our method for different design configurations. Left: single force
anywhere on the top surface in any direction and magnitude. Middle: single force anywhere in
the domain in any direction and magnitude. Right: two vertical forces anywhere in the domain in
any magnitude. Reconstruction refers to the PCA reconstruction of the sample using the eigen-
images. Estimation uses the proposed neural network, followed by PCA reconstruction.
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Figure 4.12: Convergence time comparison. Time of convergence when neural network estima-
tion is used as initial condition (tinitial condition) is shorter than that of regular topology optimization
(tregular) for most of the test samples. Configuration used: Fig. 4.11 (left).
made using a higher number of training samples for more complex problems. In the last
row of Fig. 4.11, a histogram showing the distribution of error between the optimal topol-
ogy and the estimation result of our approach among 100 test samples is given for each
design configuration. Although we use a limited number of training samples and PCA
components, the main structure for optimal topologies can be estimated. Computation
times obtained for the same test samples are shown in Table 4.1 together with the neural
network training times.
In design problems involving complex loading configurations, the reconstruction ac-
curacy may decrease visually (e.g., estimations in the last column of Fig. 4.11). However,
even in those cases, our optimal topology estimates can be used as an initial condition
for a conventional topology optimization algorithm, e.g. [55, 56], to reduce the conver-
gence time. Fig. 4.12 shows the effect of using our estimation as an initial condition.
For around 70% of 100 test samples, reduction in convergence time is observed for the
posed problems. This gain can be even more significant for larger and more complex
design domains.
4.6 Conclusions
We explore the feasibility and performance of a data-driven approach to topology op-
timization problems involving structural mechanics. We take a set of optimal topology
examples for a given configuration, and project them into a lower dimensional space with
PCA analysis. We then learn a mapping from loading configurations to optimal topolo-
gies using neural networks. Using the trained network, we studied the performance of
estimating optimal topologies for novel loading configurations. Our results show that the
proposed method can successfully predict the optimal topologies in different problem set-
tings. Moreover, we also prove that the topologies predicted by the proposed method are
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effective initial conditions for faster convergence in subsequent topology optimization.
We believe such time and computational power savings will be greater as the problem
size and complexity increase. Thus, a valuable future direction is the application of the
proposed method for 3D topology optimization.
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Chapter 5
Structure Design Under Force
Location Uncertainty
We introduce a lightweight structure optimization approach for problems in which there
is uncertainty in the force locations. Such uncertainty may arise due to force contact
locations that change during use or are simply unknown a priori. Given an input 3D
model, regions on its boundary where arbitrary normal forces may make contact, and a
total force-magnitude budget, our algorithm generates a minimum weight 3D structure
that withstands any force configuration capped by the budget. Our approach works by
repeatedly finding the most critical force configuration and altering the internal structure
accordingly. A key issue, however, is that the critical force configuration changes as the
structure evolves, resulting in a significant computational challenge. To address this, we
propose an efficient critical instant analysis approach. Combined with a reduced order
formulation, our method provides a practical solution to the structural optimization prob-
lem. We demonstrate our method on a variety of models and validate it with mechanical
tests.
5.1 Introduction
With the emergence of additive fabrication technologies, structural optimization and lightweight-
ing methods have become increasingly ubiquitous in shape design [7, 8, 2, 11]. In many
such methods, a common approach is to model the external forces as known and fixed
quantities. In many real world applications, however, the external forces’ contact loca-
tions and magnitudes may exhibit significant variations during the use of the object. In
such cases, existing techniques are either not directly applicable, or require the designer
This chapter is based on Ulu et al., 2017 [17].
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Figure 5.1: We present a method for lightweight structure design for scenarios where external
forces may contact an object at a multitude of locations that are unknown a priori. For a given
surface mesh (grey), we design the interior material distribution such that the final object can
withstand all external force combinations capped by a budget. The red volume represents the
carved out material, while the remaining solid is shown in clear. Notice the dark material concen-
tration on the fragile regions of the optimum result in the backlit image. The cut-out shows the
corresponding interior structure of the 3D printed optimum.
to make overly conservative simplifications to account for the uncertainty in the force
configurations [81].
We propose a new method for designing minimum weight objects when there exists
uncertainty in the external force locations. Such uncertainties may arise in various con-
texts such as (i) multiple force configuration problems where the object experiences a
large set of known force configurations such as those arising in machinery, (ii) unknown
force configuration problems where the location of the contact points may change non-
deterministically such as consumer products that are handled in a multitude of ways, or
(iii) moving contact problems where a contact force travels on the boundary of an object;
such as automated fiber placement manufacturing or cam-follower mechanisms.
Our approach takes as input (1) a 3D shape represented by its boundary surface
mesh, (2) a user-specified contact region; a subset of the boundary where external forces
may make contact, and (3) a force-budget ; a maximum cap on the total summed magni-
tude of the external forces at any given time instance, and produces a minimum weight
3D structure that withstands any force configuration capped by the budget (Figure 5.1).
For structural optimization with force location uncertainties, a seemingly reasonable
approach would be to compute an optimal structure for every possible force configuration
and select the best structure at the end. However, this strategy fails to guarantee that the
final structure (or any other optimum structure computed along the way) is safe under any
force configuration other than the one it was computed for [9]. Therefore, at a minimum,
finding the best structure requires validating each optimum structure against all possible
force configurations. Unfortunately, even this strategy does not guarantee that a solution
exists within the set of computed optima.
Our approach overcomes these challenges using a critical instant analysis which ef-
ficiently determines the most critical force contact location responsible for creating the
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highest stress within the current shape hypothesis. This capability enables each step of
the shape optimization to efficiently determine the maximum possible stress that can be
generated under the force budget and accordingly design the material distribution against
failure. Our approach preserves the outer shape through an ingrown boundary shell while
optimization removes material from the inside. We do not permit structural alterations to
the exterior of the object for strengthening. Hence, our approach is clearly not useful in
cases where material failure occurs even in the fully solid version of the object.
Our main contributions are:
• a novel formulation for structural optimization problems under force location uncer-
tainty,
• a method we call critical instant analysis that identifies the critical load instant
quickly,
• a practical reduced order lightweighting method using the above two ideas.
5.2 Problem Formulation
Our design problem aims to find an optimal material distribution inside the boundary sur-
face mesh S0 parametrized by the discretized volumetric mesh. Similar to topology opti-
mization [12], material design [68, 78] and microstructure design [69] approaches, each
element in the discretized domain is associated with a design variable ρe representing
whether element e is full (ρe = 1) or void (ρe = 0). To overcome the computational barri-
ers introduced by binary variables, we adopt the common approach of allowing ρe ∈ [0, 1]
and penalize the intermediate values during optimization [46]. We assume linear isotropic
materials and small deformations. The elemental stiffness matrixKe can be related to ρe
and the stiffness matrix for base material Ksolide as
Ke = K
void
e + ρ
β
e (K
solid
e −Kvoide ). (5.1)
Here, β is a penalization factor and Kvoide = K
solid
e is the stiffness matrix assigned
to the void regions to avoid singularities in FEA. We use  = 10−8 and β = 3. In (5.1),
Ksolide is constant for each element and is computed as
Ksolide = VeB
T
e C
solid
e Be, (5.2)
where Ve is volume of the element, Be is the strain-displacement matrix that depends
only on the element’s rest shape and Csolide is the elasticity tensor constructed using
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Figure 5.2: The point force on node i is spread in a circular area Ap. Nodal forces are computed
using (5.4). Highlighted nodes, including i and j, have non-zero nodal forces.
the Young’s modulus and Poisson’s ratio of the base material. Given a volumetric mesh
V with m elements, one can assemble ρe into vector ρ ∈ Rm and construct the global
stiffness matrix K(ρ) in order to determine the displacements u from Ku = f , where f
is the nodal force vector. Then, the stress-displacement relationship can be written as
σ = CgBu, (5.3)
where σ ∈ R6m captures the unique six elements of the elemental stress tensor and
B is the assembly of Be matrices. Block-diagonal matrix Cg ∈ R6m×6m is constructed
with elemental elasticity tensors Ce(ρ) on the diagonal. For each element, Ce can be
computed analogous to Ke in (5.1). While applicable to different element types, we use
linear tetrahedral elements making K(ρ) ∈ R3n×3n, u ∈ R3n, f ∈ R3n and B ∈ R6m×3n
for a volume mesh having n nodes.
The approach formulated in (5.1)-(5.3) is useful because it preserves the same dis-
cretization throughout the optimization. Additionally, it is amenable to model reduction
presented in Section 5.4 for more efficient iterations (at the expense of reduced degrees
freedom).
5.2.1 Force Model
External forces are allowed to make contact within a user-specified union of contact re-
gions SL ⊆ S0. To avoid stress singularities (i.e.,unbounded stresses under a point force),
we distribute the force to a small circular area Ap (with radius rp) around the contact point.
Then, we construct the force vector f by computing the nodal forces as
pj = −P (Aj/3Ap)ni, (5.4)
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where pj is the force vector at node j when a force with magnitude P is applied
to node i. The area Aj is the portion of Ap covered by triangles adjacent to node j
and ni is the surface normal at node i (Figure 5.2). Our approach approximates Ap by
intersecting the boundary mesh with a sphere of radius rp centered at node i. Congruent
with our earlier problem description of normal contact forces only, (5.4) assumes the
force is applied compressively along the surface normal direction. This formulation thus
neglects friction and excludes forces that pull on the surface. Note, however, that most
real-world contact scenarios such as handling a part or the contacts within an assembly
can be modeled with compressive normal forces developing between interacting bodies.
To anchor the object in space, we require that the mesh is fixed at three or more non-
collinear boundary nodes. Boundary constraints remain unchanged during optimization.
In this work, we use the von Mises failure criterion. For linear elastic structures, the
stress is a linear function of dispacement and the displacement at any given point is a
linear function of the force vector. Similarly, the force vector is a linear combination of
point normal forces in the contact region. Thus, the stress at a point within the structure
can be determined by a superposition of each point force’s contribution [106], thereby
making the von Mises stress convex in the applied force. For the force budget fB, the
space of allowable forces is defined by ‖pj‖ > 0 and
∑ ‖pj‖ < fB, i.e., a simplex C with
vertices of the form fB for j’th coordinate and zero for the rest and the coordinate origin.
By Rockafellar’s Theorem 32.2 [107], supremum of a convex function on a convex set C
is attained at one of the points in the set enclosed by the convex hull C. Therefore, von
Mises stress at a point will be maximized by spending the entire force budget at a specific
point. The same principal holds for the maximum of the von Mises stress over the whole
object as a maximum of a set of convex functions is convex. As a result, at the heart of
our approach is the search for this most critical contact point given a shape hypothesis
(Section 5.3.2)
5.2.2 Optimization Problem
We tackle the following stress-constrained mass minimization problem
minimize
ρ
M(ρ) =
m∑
e=1
ρeVe
subject to K(ρ)ui = f i ∀i ∈ SL,
σcr(ρ) ≤ σy,
0 ≤ ρ ≤ 1.
(5.5)
Here, f i and ui represent the nodal force and displacement vectors when the external
force is applied to surface node i. The object fails if the maximum stress ever exceeds
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Figure 5.3: Given a contact region (green in a), our algorithm optimizes the interior material
distribution (b-c) to find the smallest weight structure (d) that can withstand all possible force
configurations. In (b-c), we show the material distribution in two steps of the optimization. Inset
figures illustrate the stress distributions for the most critical force instants in (b-c) and the removed
material in (d).
the yields strength σy. Hence, we define the critical stress σcr as
σcr = max
i
(max
e
( σvme )) ∀i ∈ SL and ∀e ∈ V, (5.6)
where σvme is the von Mises stress computed for element e.
5.3 Algorithm
For force instant i, all elemental von Mises stresses σvme (hence the maximum) within the
object can be computed using (5.3) with a single linear solve. However, finding the maxi-
mum across all possible instants require as many FEA solves as the number of instants.
This number can be large, especially for structures where SL consist of many nodes.
In such cases, computing the critical stress can be costly, making shape optimization
prohibitively expensive. We next describe our approach to addressing this problem.
5.3.1 Overview
Figure 5.3 illustrates our approach. From an input 3D shape and prescribed contact
regions (Figure 5.3(a)), we optimize the material distribution. At each step governed by
the current material distribution, we compute the critical stress by efficiently finding the
most critical force instant. We call this process critical instant analysis. In this analysis,
we reduce the search space by computing a set of force regions (FR) over the contact
region SL and weak regions (WR) within the entire structure V. FRs are a subspace
of the surface that are likely to contain the critical force instant. Likewise, WRs are the
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Figure 5.4: Given a structure represented by the material distribution, we uniformly sample a
number of force instants on SL (a) and perform FEAs to obtain corresponding the stress distribu-
tions (b). We then use quadratic regression to estimate the stress distributions for the remaining
force instants and construct the criticality map (c). Areas with high criticality constitutes our force
regions (d). The blue regions in (a) represent the fixed boundary condition and the remainder of
the boundary surface forms SL.
regions where the maximum stress is likely to occur. We efficiently find the critical force
instant within FRs using a reduced number of FEA evaluations dictated by the number
of vertices within FRs. Then, optimization updates the material distribution to minimize
mass (Figure 5.3(b-c)). At the end, a minimum weight structure satisfying the imposed
constraints is obtained (Figure 5.3(d)). Algorithm 1 summarizes our approach. Note that
the material distribution is updated only once at each optimization step based on the
computed gradients.
ALGORITHM 1: Our structure optimization algorithm
Input : S0 and SL
Output: Optimized structure
while Mass is reduced do
Compute force regions (FRs);
Compute weak regions (WRs);
for each FR do
Perform a hierarchical search to find largest stress at WRs;
end
Choose the maximum stress across all FRs as the critical stress σcr;
Update material distribution ρ;
end
5.3.2 Critical Instant Analysis
Critical instant analysis finds the most critical force instant and the corresponding stress
σcr with an order of magnitude fewer FEA evaluations compared to a brute-force ap-
proach.
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Force Regions For a structure represented by material distribution ρ, certain force
configurations will cause the largest stresses in the body. We compute these critical
force locations as our force regions and restrict the search space for σcr in (5.6) to a
smaller space Sfr ⊂ SL.
Figure 5.4 illustrates our approach to compute FRs. We start by estimating a criticality
map on SL, which captures the severity of the force instants. The higher stress a force
instant creates, the more critical it is deemed. Thus, the criticality of a force instant is
simply the maximum stress it creates in the object.
To efficiently acquire the entire criticality map, we perform FEAs only for a small num-
ber of force instants and estimate the stress distributions for remaining force instants by
learning a mapping between the nodal forces and the resulting stress distributions. We
sample the force instants across SL by performing k-means clustering using the farthest-
first traversal initialization and selecting the center points of the resulting clusters as our
sample instants. We use approximate geodesic distances [108] as the distance metric in
clustering.
Suppose we have l training samples and the boundary mesh S0 consists of s nodes.
In its original form, the sample force instant fi is represented as a sparse vector of size
3n and the corresponding von Mises stress forms a vector of sizem. With a small number
of training samples (l  3n and l  m), it is not possible to represent the relationship
between two high dimensional data using a simple mapping function. Moreover, in its
sparse form, fi is devoid of any spatial information relevant to the corresponding force
instant. Hence, in this representation, two spatially proximate force instants that likely
create similar stress distributions can be as distinct as two spatially distant force instants.
To reduce the dimensionality of the force space and establish proximity, we transform and
project the sparse force vectors using the surface Laplacian. We stack the magnitudes
of forces on boundary surface nodes (i.e.,‖p‖ in (5.4)) into row vectors f ′i of length s.
We assemble the mean centered f ′i into a (l × s) matrix F so that each row is f ′i − f¯
where f¯ is the average of {f ′i}. We then compute the Laplacian basis functions ψj as
the eigenvectors of the surface graph Laplacian Ls ∈ Rs×s. We assemble the first q
eigenvectors to form our lower dimensional basis matrix Ψ = [ψ1,ψ2, . . .ψq]. The lower
dimensional representation of the force instants can then be written as
F L = FΨ, (5.7)
where F L becomes an (l × q) matrix.
Similarly, we use principal component analysis (PCA) to project the stress data onto a
lower dimensional space. We assemble the mean centered stress vectors into an (l×m)
matrix T . A PCA on T yields (l− 1) principal vectors of size m. Then, each stress vector
can be approximated by (l−1) PCA weights through a linear combinations of the principal
vectors
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Figure 5.5: Criticality maps as a function of the number of samples. With more samples, the
estimated criticality map converges to the actual map, but at an increased cost.
T L = TΦ (5.8)
where T L is (l× l− 1) matrix storing the PCA weights for each sample in its rows and
Φ is the assembly of principal vectors.
Lower dimensionality in F L and T L allows us to learn a simple mapping between
the two spaces with a reasonable computational cost. We have found that quadratic
regression with L2 regularization performs sufficiently well for capturing the relationship
between the PCA weights of the stress vectors and the reduced dimensional force vectors
such that T L = Fˆ LW . Here, Fˆ L is (l × (q2 + 3q + 2)/2) matrix including the quadratic
terms for F L. In matrix form, the coefficient matrix can be computed as
W = (Fˆ LT Fˆ L + rI)−1(Fˆ LTT L) (5.9)
where r is a small number controlling the importance of the regularization term. Us-
ing this map, we estimate the criticality of a new force instant by computing the stress
distribution it creates through the quadratic map, and extracting its maximum. Note that
the estimated stress vectors are only an approximation of the actual values, thus cannot
be used directly for σcr. However, they provide strong guidance in estimating the location
of the most critical force instant. We thus use the synthesized criticality map to determine
the force regions (Figure 5.4(d)). The connected components of high criticality areas in
SL comprise our force regions.
The accuracy of the criticality map depends on the number of training samples l.
While a large number of samples increases accuracy, the computational cost also in-
creases proportionally. Figure 5.5 illustrates the criticality maps obtained with different
number of training samples. We observed that using 5% of the nodes in SL for training
produces an acceptable approximation of the criticality map such that in all of our ex-
amples, after the criticality values are estimated, top 10% of the nodes with the largest
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Figure 5.6: Force regions computed for two fully solid models. We take connected components in
high criticality regions as our FRs (red-white areas).
criticality values always contain the ground truth critical instant. Figure 5.6 illustrates the
force regions we obtained for two different models.
Weak Regions For a structure with material distribution ρ, we need to find the max-
imum stress produced by each force instant to determine σcr in (5.6) and solve (5.5).
However, failure often occurs at certain regions of the object leaving the remainder safe
at all times. WRs help us constrain the regions of the structure where we seek the maxi-
mum stress Vwr ⊂ V.
In our algorithm, we use an approach similar to [1] to determine the possible failure
locations as our weak regions. We determine WRs using modal analysis that involves
solving the generalized eigenvalue problem
λjM g(ρ)uj = −K(ρ)uj , j = 1, 2, . . . ,m (5.10)
where uj is j’th eigenmode, λj is the corresponding eigenvalue and M g(ρ) is the
mass matrix for the tetrahedral mesh. Note that WRs are structure dependent, hence
need to be updated at each step of the optimization. To reduce computational cost, we
use a lumped mass matrix and distribute each element’s mass to its nodes equally, thus
creating a sparse diagonal matrix M g ∈ R3n×3n.
WRs can be extracted by computing the low frequency eigenmodes in (5.10) and
identifying the nodes that experience large stresses under these deformations. In our
examples, we use the first 15 vibration modes and 2.5% of the most stressed nodes to
form our WRs. Different from [1], we combine all unique nodes obtained from modal
analysis to construct the WRs. Figure 5.7 shows the WRs we obtained for two fully solid
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Figure 5.7: Weak-regions are found around thin parts or sharp edges where stress concentration
is likely to occur. Both are fully solid models and are fixed at the bottom.
models (ρe = 1 ∀e). Note that WRs are found around possible stress concentration points
such as thin parts and crease edges.
Critical Instant We solve (5.6) for σcr in a much smaller domain defined by the FRs
Sfr ⊂ SL and WRs Vwr ⊂ V. In particular, only the force instants captures with FRs are
used, and maximum stresses are only sought in WRs.
We use a simple greedy hierarchical search to find the force instant creating the
largest stress in the structure. For each FR island, we partition it into four segments
and perform FEA by applying the force to their central nodes. We then further select
and partition the segment that produces the highest stress within WRs, and repeat this
process until converging to a single node. After repeating this process for all FR islands,
we choose the maximum stress across all FR islands as σcr for that particular optimiza-
tion step. The stiffness matrix K and Cg need to be computed only once during these
evaluations as the structure remains unchanged. We thus factorize K once for each
optimization step, and determine displacements and stresses using efficient forward and
backward substitutions.
5.3.3 Stress Singularity
Stress constrained mass minimization problems are prone to singularity issues [109, 110,
6]. For instance, in (5.5), the global optimum is obtained when ρ = 0, making all elements
void. To mitigate this problem, we establish a layer of fully solid boundary shell that is ex-
cluded from optimization. This approach overcomes the singularity problem by coercing
the optimization to employ material in the remaining inner volume as a way relieve the
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Figure 5.8: To prevent undulations in the shell (a), we use offset surfaces to create a smooth
boundary shell with prescribed thicknesses (b-c). In all three cases, the volumetric mesh has 29k
elements.
high stresses generated on the boundary shell. Enforcing a boundary shell also pre-
serves the original outer surface.
All elements that contribute one or more vertices to the outer boundary S0 could serve
as the boundary elements. For an arbitrary volumetric mesh, however, forming a solid
shell using only these elements may introduce stress concentrations (Figure 5.8(a)). To
create a smooth and uniform thickness shell, we first generate an inner offset surface Si
using the method presented in [10]. Then, we tetrahedralize the entire domain, which
results in a smooth shell layer Vs ⊂ V sandwiched by Si and S0 (Figure 5.8(b-c)). We use
a uniform shell thickness prescribed by the user, which can be adjusted based on a 3D
printer’s minimum print thickness. Although we do not optimize the shell thickness, we
discuss its effects in Section 5.5.
5.4 Model Reduction
The optimization problem (5.5) is typically very high-dimensional as the number of design
variables is equal to the number elements in the volumetric mesh V. This, in turn, has
a significant impact on the computational performance. To accelerate optimization, we
compute a set of material modes [78], which helps control the material distribution using
only a small number of variables. Material modes can be computed as the eigenvectors
of the element-based graph LaplacianL ∈ Rm×m defined on V by solving the generalized
eigenvalue problem
µjV γj = −Lγj , j = 1, 2, . . . ,m (5.11)
where µj are non-negative eigenvalues, γj are corresponding eigenvectors and V ∈
Rm×m is a diagonal matrix composed of Ves. Eigenvectors γj are orthogonal and smooth
scalar functions that spectrally decompose the material distribution [111, 112]. The first
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Figure 5.9: Left to right: material distributions corresponding to 1st, 5th, 25th and 50th modes.
Lower modes control global material distribution while higher modes enable local details.
mode represents the homogeneous material distribution and while the level of detail con-
trol increases with higher frequencies (Figure 5.9). We assemble the first k eigenvectors
to form the reduced order basis Γ = [γ1,γ2, . . .γk] so that the material distribution can
be written as
ρ = 1 + Γα, (5.12)
where α = [α1, α2, . . . αk]T is the design vector for the reduced order problem. This
formulation allows us to trivially enforce fully solid material on the boundary shell ele-
ments by by setting the corresponding rows in the reduced basis matrix Γe to be 0. This
way the entries in α can take on any value during the optimization without violating the
geometrical constraints.
Logistic Function In our reduced order formulation, we use a logistic function G(x) to
penalize the intermediate values of ρe by modifying (5.12) as
ρ = G(Γα) (5.13a)
G(x) = 1/[1 + e(κ(x−x0))]. (5.13b)
Here, κ and x0 determine the steepness and inflection point of the logistic function.
Note that x0 should be adjusted to satisfy G(0) ≈ 1 to ensure that the elements on
the boundary shell are solid. While increasing κ intensifies binarization by pushing the
intermediate densities toward 0 and 1, it also hampers convergence. We use κ = 5 for all
of our examples.
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In addition to binarizing the intermediate densities, the use of logistic function in
(5.13a) guarantees ρe ∈ [0, 1] ∀e ∈ V for −∞ < α < ∞. This allows us to remove a
large number of constraints 0 ≤ ρ ≤ 1 from our reduced order optimization problem.
5.4.1 Reduced Order Problem
Applying (5.13) to our optimization formulation (5.5), the reduced order optimization prob-
lem can be stated as
minimize
α
M(α) = G(Γα) · V
subject to K(α)ui = f i ∀i ∈ Sfr,
σcr(α) ≤ σy,
(5.14)
where
σcr = max
i
(max
e
( σvme )) ∀i ∈ Sfr and ∀e ∈ Vwr, (5.15)
for Γe = 0 ∀e ∈ Vs.
A benefit of the reduced order formulation is that the number of new design vari-
ables k can be markedly small compared to the number of original variables m in (5.5).
This number is independent of the input mesh and needs to be prescribed by the user.
Because the structural optimization algorithm involves a large number of costly FEA eval-
uations per iteration, we found k ≤ 15 to provide a favorable tradeoff between speed and
expressiveness. Hence, we use 15 material modes in all of our examples, unless other-
wise stated. The optimization starts with a fully solid model (α = 0). Our approach is
predicated on the assumption that this starting solution is feasible, hence amenable to
lightweighting through optimization.
At the end of the optimization, the resulting material distribution may still contain el-
ements with intermediate densities. In such cases, we threshold the gray scale material
distribution to obtain a fully binarized solution. In our examples, we use ρ = 0.5 as the
threshold; elements with lower densities are set to void. Nonetheless, there exists more
sophisticated thresholding methods [113]. Another positive byproduct of the reduced or-
der approach is that the resulting material distribution after binarization typically does not
suffer from a checkerboard effect, as the reduction leads to smooth material modes in V,
especially for k  m. This, in turn, helps alleviate exhaustive post-processing.
Note that the material modes are precomputed as they depend only on V. Because
only the first k modes are used in the reduced order formulation, they can be computed
efficiently using iterative methods. We use ARPACK for this purpose [114]. In order to
solve (5.14), we use sequential quadratic programming [115]. Our code solves linear
systems using the Eigen library’s SimplicialLDLT sparse solver [116].
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Figure 5.10: Critical force instants are shown on estimated criticality maps. All models are fully
solid and are fixed at the bottom.
Our hierarchical search method and density based shape representation allow us to
compute gradients analytically. We compute gradients of the critical stress with respect
to the design variables using the adjoint method [117]. We use p-norm approximations
(p = 15) for the max functions. Details are given in Appendix A.
5.5 Results and Discussion
5.5.1 Criticality Analysis
Figure 5.10 illustrates the results of our critical instant analysis on a collection of fully
solid models. In all cases presented in this work, our approach involving criticality map
estimation followed by a hierarchical search is able to determine the true critical force
instant (yellow arrows). We verified this match using an expensive brute force search
method. As shown in Figure 5.10, our estimated criticality map captures the true critical
instant quite well in that it finds the most critical force to be at the point with the highest
estimated criticality (dark red). Nonetheless, our analysis can tolerate inaccuracies in
the estimated criticality map. Figure 5.11(a) shows such a case. Although the criticality
map estimates the most critical point to be on the arm closer to the baby (dark red),
our algorithm subsequently finds the true critical instant in that vicinity by searching an
expanded area forming the force region.
Figure 5.11 illustrates the critical instants for two different material distributions. Be-
cause we construct the criticality map for each step of the optimization, the force regions
are updated and the change in the critical instant is captured well. In all of our examples,
the critical force instant is always contained in the identified force regions.
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Figure 5.11: Critical instant can change significantly during optimization. While forces around the
arms are critical for the fully solid model (a), the critical instant shifts to the mother’s temple as the
structure is hollowed (b).
Figure 5.12: A comparison between worst case structural analysis [1] and our method. While
worst case analysis predicts the critical forces well for handling scenarios, it may miss contextually
relevant critical instants during actual use cases. Our analysis, with delineated contact regions
and boundary conditions, predicts the critical instants to be around the seat of the rocker.
Comparison Figure 5.12 compares our critical instant analysis with the worst-case
structural analysis of Zhou et al.[1]. The worst-case structural analysis method is de-
signed to predict the critical force configurations that develop during handling an object.
Thus, it may have a tendency to overpredict the weakness, resulting in overengineered
solutions if used for structural optimization. In our method, because we delineate the
contact regions and the displacement constraints to reflect the knowledge of actual use,
our approach captures the critical forces that are more likely to be encountered during
a product’s nominal use. For instance, the region encircled in Figure 5.12 for our anal-
ysis shows the high stress region worst-case analysis fails to capture. The boundary
conditions and the contact regions used in our analysis are shown in Figure 5.13.
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Figure 5.13: Structural optimization results. Left-to-right, problem setups with fixed boundary
conditions (blue) and contact regions (green), our optimized structures and 3D printed cut-outs of
optimal results. Red shows the removed material.
63
Figure 5.14: A comparison between build-to-last [2] and our method. Our optimization approach
produces a lighter structure while sustaining any possible force applied on the boundary. Build-
to-last optimizes the structure for a single static force.
5.5.2 Structural Optimization
Figure 5.13 illustrates the results of our method on various 3D models. The displacement-
constrained regions are shown in blue. The contact regions are shown in green. Our
reduced order optimization detects the parts of the objects where high stresses may
develop and distributes material accordingly. For objects with small weak regions such
as the fertility and penguin models, our optimization allows us to preserve the same
structural strength that their fully solid versions possess, while shedding a large portion
of the mass. Similarly, our algorithm performs well for models with thin elements such as
the chair by utilizing mass around the stress carrying regions of the object. Notice the
arms supporting the seat in the rocking chair and the back support in the chair model.
In these examples, we achieved 50% to 90% mass reduction. Table 5.1 summarizes
the weight reduction together with various other metrics relevant to these models.
Comparison In Figure 5.14, we compare our approach with the build-to-last method
[2]. We impose a force budget of 20N applied anywhere on the surface of the shark. Our
optimum result weighs 33% less than the build-to-last structure that takes a prescribed
force location as input1. Unlike build-to-last, our algorithm hollows the fins and the nose
where high stresses cannot be generated in any force configuration. Also, our method
generates a three-pronged rib structure at the base, possibly to accommodate the forces
that can be applied laterally in all arbitrary directions.
1In [2], we could not identify the force magnitude being used.
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Figure 5.16: Convergence plot for the bracket model using three different material modes. Bina-
rized values are also shown.
Number of Material Modes Figure 5.15 illustrates the effect of the number of material
modes. We optimized the bracket using 15, 50 and 100 modes for the same force budget
and boundary conditions. As shown, higher material modes allow for a finer local shape
control. Hence, a larger mass reduction is obtained with increasing number of material
modes (see Table 5.1). Although larger number of modes allow our algorithm to remove
more material through local control, computational cost also increases. In Table 5.1,
per iteration computation times are given for the bracket model using different number
of material modes. As the number of modes increases, computational cost increases
significantly, while only a minor improvement in further mass reduction is achieved.
Convergence Figure 5.16 shows the convergence profiles for the bracket model. While
convergence is achieved after a similar number of iterations, the smaller number of mate-
rial modes tend to leave more intermediate density elements in the optimized distribution,
resulting in a larger mass when binarized.
One might worry that in a symmetrical object, the critical point could jump from side
to side, with every incremental improvement to one side causing a symmetric worsening
of the other side, and convergence never being reached. We attempted to trigger this
potential failure by creating a test case with a carefully-constructed perfectly symmet-
ric boundary and tetrehedral mesh (Figure 5.17). Our algorithm nonetheless converged
in 124 steps. We conjecture that the homogenous (first) material mode tends to ab-
sorb enough of the change to avoid oscillation; though it could also be that low-level
numerical asymmetries, e.g.,ordering effects in linear algebra routines, account for the
convergence.
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Figure 5.17: Evolution of material distribution throughout the optimization process for a sym-
metrical slingshot model. Optimization is initialized with fully solid object. Left to right material
distribution converges to the resulting state. The model is fixed at the bottom.
Boundary shell thickness There is a trade-off between the shell thickness and the
flexibility of our algorithm in generating an internal structure. As the boundary shell
gets thicker, its contribution to the structure’s strength becomes more prominent, thereby
shrinking the design space for our algorithm. On the other hand, too thin boundary shells
can lead to large local compressive stresses that renders optimization infeasible. In such
cases, our method fails to converge to a varied solid versus void material distribution (Fig-
ure 5.18(a)). The main reason is that high local compressive stresses encourages the
optimization to perform local thickening around the force application points. However, low
frequency modes can alter the material distribution only in large chunks. Therefore, fine-
level local modifications cannot be achieved unless a large number of material modes
are used. Figure 5.18 illustrates the effect of the shell thickness on the resulting material
distribution. With a proper choice of the thickness (Figure 5.18(b)), our method is able
to reduce mass by 72% compared to fully solid model, while the reduction was only 17%
and 54% for (a) and (c), respectively.
5.5.3 Validation and Performance
Fabrication We 3D printed our optimum results on an OBJET Connex printer using
inkjet printing technology. We use VeroWhitePlus material with a yield strength of 50MPa,
a Young’s modulus of 2.1GPa, and a Poisson’s ratio of 0.3 [118].
When soluble support material is used, the boundary shell can be pierced by small
holes to empty the internal support material. We observed that our reduced order method
has a tendency to create only a small number of inner void regions (especially for a small
number of material modes) and thus the support material can be removed with minimal
alterations. To avoid trapping support material, resulting models can be printed in several
pieces and glued together after cleaning.
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Figure 5.18: Effect of boundary shell thickness on material distribution. From (a) to (c), shell
thickness is increased while all other parameters are kept constant. For very small thickness
values, our algorithm fails to converge to a binary material distribution using only few material
modes due to high local compressive stresses. Close-up images show the shell thickness for
each case.
Physical Tests We performed compression tests on our optimized cactus model to
physically evaluate the strength of the 3D printed models, as shown in Figure 5.19. We
used an INSTRON universal testing machine and ran compression tests on the optimized
cactus model. For comparison, we chose an identically weighing uniform thickness cac-
tus. We performed the same compression test on the long arm and measured the failure
load. For our optimized model, we measured the failure force to be 36.82N . The uniform
thickness model snapped at 20% less force of 29.69N .
For our optimized model, we measured the failure force of 39.62N for the short arm,
and 74.22N for the trunk. The test results agree well with our critical instant analysis in
that the tip of the long arm turns out to be physically the most critical force point in the
optimum model and there is no need to add material to either the short arm or the trunk.
Figure 5.20 illustrates the stress distribution when a 35N force is applied to the same
three points as the physical tests. It can be observed that the short arm and the trunk are
quite safe, while very high stresses are present on the long arm.
Figure 5.21 illustrates a test model we designed to observe the effect of the force
budget. The model has two thin regions with slightly different dimensions. We set the
contact region to be the entire top surface while fixing it only at the bottom right and left
edges to simulate a simply supported beam. We then optimized the structure for two
different force budgets of 4N and 5.5N . For the smaller force budget, the optimization
focuses material around the thinnest part only. However, for the larger force budget,
material is distributed around both of the failure prone regions. Notice that only a portion
of the thinnest neck is filled for the small force budget while it is entirely filled for the larger
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Figure 5.19: Compression tests on the optimized cactus. Left and middle images show the result-
ing model and a 3D printed cutout.
Figure 5.20: Stress distributions when the same magnitude force is applied to three different
locations on the optimized cactus. Analysis results match the compression tests in that failure
occurs on the long arm, short arm and trunk, in order.
force budget. To validate the optimization results of the test model, we performed a set
of three-point bend tests. For benchmarking, we also tested a completely empty shell
model (full-void). Figure 5.22 shows the experimental setup together with the force plots
we obtained. The test model optimized for the larger force budget performs best while
the empty model breaks at the smallest force magnitude. Our structural optimization
method strengthens the model up to 46% while increasing its mass by only 15%. The
discrepancies between the input force budget and the measured failure forces can be
due to the FEA modeling of the problem as well as the possible anisotropic behavior of
the 3D printed material [21].
Performance Table 5.1 shows the performance of our algorithm. We tested our method
on a 3.2GHz Intel Core i5 computer with 8GB of memory. We selected various 3D models
and optimized under different force configurations. Although the major computational
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Figure 5.21: A model with two failure-prone regions optimized for two different force budgets. For
a force budget of 4N (a), material is only placed around the thinnest region while both critical
regions are beefed up for a larger force budget of 5.5N (b).
Figure 5.22: Three point bend tests on optimized test models. The model optimized for larger
force budget performs best while empty model breaks at a small force value.
cost comes from the critical instant analysis, we achieve 5× acceleration on average
over a brute force approach. This acceleration becomes more significant as the contact
region (hence the number of force instants) grows in relation to the total boundary surface.
Shark (large contact region) vs. Bracket (small contact region) in Table 5.1 highlights this
difference. The main reason is that the stiffness matrix is assembled and factorized
only once at each optimization step and σcr is computed by only performing a back-
substitution for each force instant. For a large number of force instants, the cost of a
single assembly and factorization becomes much smaller compared to the number of
linear solves performed.
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5.5.4 Limitations and Future Work
Our critical instant analysis is based on an approximation to the relationship between in-
put forces and resulting stresses. We found this approximation to work well when stresses
due to bending and torsion are dominant compared to local compressive stresses. For
shapes where local compressive stresses play a dominant role in failure, an efficient ap-
proximation of stress and an accurate estimation of the criticality map remains an open
problem. For models with many small protruding features, our geodesic force instant
sampling may fail to sample such features, thus causing the estimated criticality map to
miss potential critical instants.
In our approach, we benefit from the boundary shell in preserving the external shape
and solving the singularity problems in the optimization. However, it can also serve as a
main structural component as its thickness is increased. In this work, we do not optimize
the boundary shell thickness. A natural extension of our approach would be to efficiently
determine the boundary shell thickness as a preprocessing step to our algorithm.
In the future, our analysis could be extended nonlinear and/or anisotropic material
models. One of the advantages of using material modes is that the resulting density
is smoothly varying, which makes the results easier to fabricate. This work focuses on
making objects as safe at all times, but in some cases one may want to incorporate weak
points to enable fail-safe designs. Our critical instant analysis might be able to handle
this case by using a criticality map construction that takes into account a spatially-varying
thresholds.
5.6 Conclusions
We present a lightweight structure optimization method for 3D objects under force loca-
tion uncertainty. We propose a novel critical instant analysis method to efficiently deter-
mine the force instant creating the highest stress in the structure. With this method, we
show that an approximation to the relationship between the force configurations and re-
sulting stress distributions can be captured using only small number of FEA evaluations.
Combined with a reduced order formulation, we demonstrate that our method provides
a practical solution to this computationally demanding optimization problem. We evalu-
ate the performance of our algorithm on a variety of 3D models. Our results show that
significant mass reduction can be achieved by optimizing the material distribution while
ensuring that the object is structurally sound against a wide range of force configurations
capped by a force budget.
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Chapter 6
Conclusion
In this thesis, computational methods to improve structural performance of additively
manufactured objects are investigated. A geometry preserving method as well as data-
driven shape optimization approaches to the structural design problems are presented.
We start by introducing a new build orientation selection method for AM processes
that aims to maximize an input object’s resistance to failure under prescribed external
loads. Additively manufactured objects often exhibit directional dependencies in their
structure due to the layered nature of the printing process. Our optimization algorithm
exploits this anisotropy in the material properties and identifies the build orientation that
maximizes the factor of safety of an input object under prescribed loading and boundary
configurations. We use a surrogate-based optimization method that starts with a small
number of finite element solutions corresponding to different build orientations. The initial
solutions are progressively improved with the addition of new solutions until the optimum
orientation is computed.
Second, we present a data-driven approach to topology optimization involving struc-
tural mechanics. In topology optimization problems, even small alterations in design con-
straints or boundary conditions require a new application of the optimization routine. Our
algorithm addresses this problem by using known solutions for predicting optimal topolo-
gies under a new set of design constraints. Our approach takes as input a set of images
representing optimal 2D topologies, each resulting from a random loading configuration
applied to a common boundary support condition. Using these sample images, a map-
ping between the loading configurations and the optimal topologies is learned. From this
mapping, we estimate the optimal topologies for novel loading configurations.
We, then, introduce a structure optimization approach for a more general class of
problems in which there is uncertainty in the force locations. Such uncertainty may arise
due to force contact locations that change during use or are simply unknown a priori.
Given an input 3D model and regions on its boundary where arbitrary normal forces may
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make contact, our algorithm generates a minimum weight 3D structure that withstands
any force configuration possible. Our approach works by repeatedly finding the most
critical force configuration and altering the internal structure accordingly. Combined with
a reduced order formulation, our method provides a practical solution to the structural
optimization problem.
Finally, we present a method for designing shell structures for worst-case loading
scenarios. Topology optimization, when geometrically unconstrained, tends to create
very complex internal structures. For closed geometries, such internal structures prevent
easy removal of support material encapsulated inside as well as disrupt the inner cavity
that could be used for functional purposes. To address this, given an input 3D shape,
our algorithm alters the model’s shell thickness and generates a minimum weight 3D
structure that withstands a wide range of force configurations capped by a prescribed
force budget. Resulting geometry is hollow with a single inner cavity and preserves the
appearance of the input model.
Methods presented in this thesis greatly enhance the value of AM technology by tak-
ing advantage of the design space enabled by it for a broad class of problems involving
complex in-use loads.
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Appendix A
Analytic Gradients
Following the final formulation in (5.14), the gradient of mass with respect to the reduced
order design variables α can be calculated as
∂M
∂α
=
∂M
∂ρ
∂ρ
∂α
(A.1)
where the first term is simply the elemental volume vector V and the second term can
be obtained by following (5.13) as
∂ρ
∂α
=
∂G
∂x
∂x
∂α
. (A.2)
Here, x = Γα and its derivative with respect to α is simply the reduced order material
basis matrix Γ.
The gradient of the critical stress σcr with respect to α can be obtained following the
formulation in (5.15) as
∂σcr
∂α
=
∂σcr
∂ρ
∂ρ
∂α
. (A.3)
We use p-norm approximations (p = 15) for the max functions. For H(σvm) = ‖σvm‖p
where σvm is composed of σvme ∀e ∈ Vwr, the derivative of σcr with respect to ρ can be
computed as
∂σcr
∂ρ
=
∂H
∂σvm
∂σvm
∂σ
(
∂σ
∂u
∂u
∂ρ
+
∂σ
∂ρ
)
(A.4)
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where the derivative of u with respect to ρ can be obtained from the equilibrium
equation Ku = f as
∂u
∂ρ
= K−1
(
−∂K
∂ρ
u
)
. (A.5)
Applying the adjoint variable method, (A.4) can be re-written as
∂σcr
∂ρ
= ξT
(
−∂K
∂ρ
u
)
+
∂H
∂σvm
∂σvm
∂σ
∂σ
∂ρ
(A.6)
where ξ is the adjoint variable and defined as
ξT =
∂H
∂σvm
∂σvm
∂σ
∂σ
∂u
K−1. (A.7)
All the terms in equations (A.3) and (A.6) can be directly obtained and the adjoint
variable can be computed by solving the system of linear equations in (A.7).
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