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Abstract
OFFSHORE wind farms need to develop technologies that fulfill three main ob-jectives: Efficiency, power density and reliability. The purpose of this thesis
is to study an HVDC transmission system based on series connection of the tur-
bines which theoretically meet these three objectives. A new topology of matrix
converter operated at high frequency is proposed. This converter is studied us-
ing different modulation algorithms. Simulation and experimental results demon-
strated that the converter can be operated as a current source converter with high
efficiency. An optimal control based on a linear quadratic regulator is proposed
to control the matrix converter as well as the converter placed on shore. Results
demonstrated the high performance of this type of control and its simplicity for
implementation. An stationary state study based on non-linear programming and
Montecarlo simulation was carried out to determine the performance of the concept
for long-term operation. Series connection is an efficient technology if and only if
the differences in the effective wind velocity are small. This aspect limits the num-
ber of wind turbines that can be connected in series, since a numerous number of
turbines will lead to high covariances in the distribution of the wind. A comple-
mentary study about active filter and reactive power compensation was carried out
using an optimization-based algorithm.
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Introduction
The purpose of this introductory chapter is to provide a short overview of
the the thesis and present their main objectives, scope and contributions.
WIND energy is one of the key technologies to mitigate climate change and thedependency on fossil fuel in the industrialized countries. Wind turbines gen-
erate energy with zero emissions and low environmental impact. The last aspect
is especially important under the new international treaties like the Kyoto Protocol
and Project Europe 2030. In comparison with other energy resources, wind is one
of the most environmental friendly technologies. Wind energy does not use water
during operation, this is a definite advantage taking into account that even a ther-
mal electric plants require water as working fluid. In addition, wind farms have
zero emission during operation, and their impact on ecosystems is very small in
comparison with a hydro power or thermal electricity.
Wind energy is a growing market with more than 159 GW installed around the
world [1]. Wind farms placed on land are a common element in the landscape in
countries like Germany and the Netherlands. This means that the technology and
its market are mature. Nevertheless it is still an active research field. Most efforts
are aimed to increase the rating and efficiency of the wind turbines and the integra-
tion with the grid. Perhaps the most important research challenges are related to the
wind farms placed offshore. Although they have indeed some potential advantages
over on-land wind farms, there are also many problems that must to be solved. Off-
shore wind farms lead to high power/energy capability but transmitting the power
from offshore to land is a great challenge. AC is an efficient solution for overhead
11
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CHAPTER 1. INTRODUCTION
transmission lines with distances below 100 km. For cables, this breaking point is
reduced to only 40 km due to its high capacitive effect [2]. Consequently, HVDC
transmission is the most cost-effective technology for offshore wind parks[3].
There are many opportunities to create innovative and customized solutions in
offshore wind technology. One of these solutions is the series connection of wind
turbines which is selected as the main area of study in this thesis. Consequently,
power electronics and the control of the converters must be designed accordingly.
Thus a high frequency link based on matrix converter is proposed for offshore tur-
bines. The matrix converter is a technology that has demonstrated to be efficient
and reliable for applications where high level of power density is required. Both
reliability and power density come from not needing of electrolytic capacitors. The
converter is operated at high frequency in order to reduce the size of passive el-
ements such as transformer and filters. An HVDC transmission system based on
PWM-CSC technology is proposed for integrating the wind park to the grid. Op-
timal control of the converters is also studied in this thesis in order to increase the
efficiency and controllability of the converters.
1.1 Objectives
1.1.1 General
The main objective of the project is to investigate the concept of series connection of
offshore wind farms and the operational capabilities the reduced matrix converter
for wind energy application.
1.1.2 Specifics
• To identify challenges and opportunities of series connection for offshore ap-
plications.
• To develop an optimal modulation of the converter considering minimum
losses.
• To apply an optimal control strategy for controlling the converters.
• To determine the operation features of series connection for long-term
operation considering the stochastic behaviour of the wind and the physical
constrains of the system.
• To make a prof of concept by an experimental prototype.
12
i
i
“Tesis˙AGR” — 2012/7/31 — 13:31 — page 13 — #13 i
i
i
i
i
i
CHAPTER 1. INTRODUCTION
1.2 State of the art
In recent years, there has been an increasing interest in new DC grid configurations
for offshore wind parks [4]. Some of these configurations apply similar concepts as
distribution networks with radial feeders and several stages of conversion at differ-
ent voltage levels [5, 6]. However, a conventional radial feeder is different than a
DC offshore grid, since in the first case the voltage level is raised using conventional
transformers while in the second case the voltage level is raised using power elec-
tronic converters. Each of these stages of conversion implies an increasing in the
investment and operative cost due to the expensive support platforms and the high
operational losses.
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≈
C1 C2 C3 C4
Offshore grid
Figure 1.1: Two step-up DC grid proposed by Meyer in [7]
Figure 1.1 shows a DC grid proposed by C.Meyer in [7]. This grid topology
presents four stages of conversion labeled as C1 to C4. The first stage of conversion
(C1) is required for controlling the generators. The second and third stage of conver-
sion (C2 and C3) are step-up DC/DC converters. The last stage of conversion (C4)
is the on-shore converter for grid integration of the wind farm. Other two alterna-
tives of parallel connection are achieved by eliminating the stage C2 or the stage C3.
These two options are named centralized converter concept and disperse converter
concept respectively. A new type of DC/DC converter with a three-phase high fre-
quency transformer was also proposed in Meyer’s work. The centralized converter
concept was the most efficient solution with that type of DC/DC converter.
Another option, also studied by Meyer, is the dispersed converter concept with
series connection. This topology is schematically represented in Figure 1.2. In that
work it was found that series connection leads to the lowest grid losses. However,
the total losses are not competitive with a DC parallel connections due to the losses
in the converters. As a consequence of that, the efficiency of the converter must be
13
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Figure 1.2: Dispersed converter concept with series connection presented in [7]
improved in order to make series connection a practical alternative.
Series connection has been also presented by S.Lunberg in [8] and by L.Max in
[9]. Here, other type of DC/DC converter was investigated with the objective to
increase the efficiency of the system. Other topologies of DC/DC converters have
been proposed in [10].
Mogstad presented in [11] a topology based on matrix converter. The topology
was developed with three stages of conversion: AC/AC - transformer - AC/DC. In
that work the converter was operated as voltage source with a simple carrier based
modulation. The AC/DC converter was an H-bridge and the generator an asyn-
chronous machine. Features such as losses, control and operation of the converter
were not analyzed in that work. Therefore results were not conclusive about the
advantages of series connection and matrix converter for offshore applications.
From the point of view of the converter, some studies have been developed using
three-phase matrix converters [12, 13, 14]. Such a converter of up to 1 MW has been
reported in [15]. A three-phase matrix converter with internal high frequency trans-
former was presented in [16]. This type of converter is suitable for wind energy
applications with AC grids. An AC-DC converter with reduced matrix converter
was presented in [17] for UPS applications (Uninterrupible power system). That
converter is based on voltage source operation exclusively. A topology of a matrix
converter with a medium frequency transformer was applied successfully for trac-
tion applications in [18]. In [19] a topology of a reduced matrix converter with a
medium/high frequency link was presented. The wind turbines are interconnected
in the high frequency stage and a platform is required for supporting the AC/DC
converter. Modular approaches of matrix converter have been proposed for wind
energy applications [20, 21]. Matrix converters with a neutral point can also be used
in wind park applications [22]. One of the most important research fields is the
new topologies of matrix converters [23, 24]. Different configurations of multilevel
matrix converters have been proposed [25]. In [26] a multilevel matrix converter is
presented. The multilevel characteristic is achieved by using H-bridge cells as bidi-
14
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CHAPTER 1. INTRODUCTION
rectional switches. Multilevel indirect matrix converters have also been proposed
[27, 28, 29].
Controlling offshore wind farms is an important research problem. In [30] an
offshore wind farm based on DC bus concept is presented. The control of the DC
voltage during faults is one of the main problems in this type of parallel configu-
ration. The system uses voltage source converters and is controlled by using fuzzy
logic.
An HVDC system based on PWM-CSC and series connection was proposed in
[31]. That work was mainly focused in the control strategy of the system. There are
few works related to PWM-CSC for HVDC transmission.
1.3 Main contributions
The main contributions of this thesis are:
• Series connection: most of the studies of series connection of wind turbines
used voltage source converter and DC/DC converters. Other studies pre-
sented line commutated converters. This thesis presents a new approach with
a combination of a high frequency link and a pulse width modulated current
source converters. Current source converters are more convenient for series
connection since the shared variable is the current. The entire operation of the
park changes when this type of converters are used. It requires a coordinated
control in order to guarantee optimal operation. Such optimal coordinated
control was also developed in this thesis [32].
• Matrix converter: a new topology of matrix converter was proposed for wind
energy applications. This topology eliminates one stage of conversion in com-
parison with previous works presented by Meyer, Max and Lunberg. In those
works the energy conversion system consists of four stages: AC/DC - DC/AC
- transformer - AC/DC. By using matrix converter the two first stages are re-
placed by a single converter. The proposed converter is called reduced ma-
trix converter in order to differentiate it from three-phase matrix converter
and single-phase matrix converter. In the proposed topology the input is
a three-phase sinusoidal waveform and the output is a single-phase square
waveform. Different modulation algorithms were developed for the matrix
converter. Two types of operation were studied: voltage source and current
source. An optimal modulation from the point of view of the losses was im-
plemented [33].
• Control: optimal control theory was applied in the generation system as well
as in the on-land converter. Despite being a classic control theory, to the
knowledge of the author, it has not been proposed before for offshore wind
power applications [34].
15
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• Stochastic analysis of series connection. A Montecarlo simulation and an op-
timal load flow were developed for series connection. This simulation refines
the results obtained before about series connection. It was found that series
connection leads to low utilization factor for high standard deviation of the
wind velocities. It means series connection is an efficient alternative when-
ever the wind velocities are the same in all the turbines [35].
• Active filtering. Although active filtering was not an objective of this the-
sis, a compensation algorithm based on mathematical optimization was im-
plemented. This algorithm is general enough to be considered in different
applications[36].
1.4 Scope
The research in this thesis was developed considering two main paradigms: series
connection and matrix converter. Both of them pose significant new challenges for
grid integration of offshore wind farms. Of course it is impossible to solve all these
challenges in just one PhD thesis. Therefore, it is focused on three main tasks:
• Optimal control and operation of the system
• Converter design
• Modulation
The general approach of the project consists on a theoretical investigation, which
is complemented with an experimental prototype. Series connection is investigated
from the power electronics and power systems point of view. Different types of
numerical simulations are considered including time domain analysis, Montecarlo
simulation and non-linear optimization. The experimental set-up is presented as
prof of concept of the modulation strategy. Losses are also investigated by using
numerical simulations. Designing the high frequency transformer as well as the
isolation coordination of the entire park was left for future investigations.
1.5 Research results
The first analysis of losses of the proposed topology was presented in [37]. In that
stage of the research the topology of the converter and its modulation was the same
presented by Mosgtad in [38]. After that, different topologies of high frequency links
with asynchronous generators were investigated [39]. The asynchronous generator
was controlled using flux oriented theory and classic PI controllers. A modified
16
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space vector modulation for the reduced matrix converter was proposed in [40].
Carrier based modulation and space vector modulation were compared according
to the total losses without considering the clamp circuit or the leakage inductance
of the high frequency transformer.
In all the aforementioned cases, the converter was operated as a voltage source
converter. However, series connection requires converters operated as current
source because the current is the shared variable in the circuit. Therefore, two new
types of modulation were developed for current source operation [41]. A compari-
son between voltage source and current source operation was presented in [42, 43].
Some details about the commutation process and the influence of the parasitic ca-
pacitances of the transformer were presented in [44]. The complete comparison of
modulation strategies was summarized in [33].
The asynchronous machine was replaced by a permanent magnet synchronous
generator. The reason behind this decision was the power density and efficiency of
the entire system. A full bridge diode rectifier is enough for AC to DC conversion
since the machine does not require to be magnetized.
The optimal control of each converter as well as the coordinated control of the
entire wind park were the next challenge [45]. Controlling the machine as well as the
on-land converter posse big challenges for current source converters which cannot
be performed by classic PI controllers. Therefore, an optimal linear regulator control
was designed [34]. Optimal control strategies are not common in power electronic
applications. In this thesis it is demonstrated its advantages. The operation of the
entire park was studied taking into account the stochastic model of the wind [32].
An optimization algorithm based on non-linear programming is used in conjunc-
tion with a Montecarlo simulation [46]. This studied demonstrated some possible
disadvantages of the series connection whether the differences in the wind velocity
are high.
On the other hand, a work about reactive power compensation using mathemat-
ical optimization was also developed during the investigation [47, 36]. An active
filter can be placed in the on-land converter in order to reduce the harmonic con-
tents. Since this work was not directly connected with the main objectives of the
thesis, it is presented as an appendix.
Other applications of matrix converter and PWM-CSC were studied although
they were not into the main objectives of the thesis. Series connection with the
proposed conversion system were studied in [48] for wave energy applications. An
electronic transformer based in matrix converter for smart grids applications was
proposed in [49]. In addition, a series connection of wind turbines for small power
applications was presented in [50]. The results for this application are particularly
promising since isolation is not a concern in such a low power applications.
17
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1.6 Layout of the thesis
The thesis is organized as follow:
In Chapter 2 a discussion about the advantages and challenges of series connec-
tion is presented. Each element of the system is briefly described. The mathematical
model of the elements is also presented.
In Chapter 3 the proposed high frequency link is studied in detail. Different
modulation strategies are studied and compared from the total losses point of view.
Details of the converter such as protection, semiconductor devices and the topology
itself are presented in this chapter.
Chapter 4 studies the optimal control strategy for both the high frequency link
and the PWM-CSC placed on-land. Since both type of converters have similar mod-
els, the general conclusion of one can be applied to other other. A linear quadratic
regulator is used in the inner loop of the matrix converter as well as the PWM-CSC.
Chapter 5 presents some details about the operation of the entire park. An op-
timal power flow based on a non-linear programming method is presented. Long
20
i
i
“Tesis˙AGR” — 2012/7/31 — 13:31 — page 21 — #21 i
i
i
i
i
i
CHAPTER 1. INTRODUCTION
term studies based on Montecarlo simulation show some limitations of series con-
nection when the number of series connected turbines is big and the wind velocities
are not homogeneous between turbines.
Chapter 6 presents conclusions and future research needs.
Three appendixes complements the thesis. Appendix A summarize the main
results from the investigation about non-active power compensation. However an
active filter can be placed in any part of the park to reduce the harmonic distor-
tion, this research is more general and can be applied to any grid. This work is not
connected directly with the other chapter of the thesis.
Appendix B describes the parameters used in the simulations as well as in the
experimental set-up.
Finnally, Appendix C presents the models for the wind in short and long term
simulations. The short term model was used for dynamic simulations while the
long term model was used for the Montecarlo simulation.
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Overview of the Concept
This chapter presents a discussion about the advantages and challenges
of series connection from the system point of view. A theoretical analysis
is presented which demonstrates that series connection not only prevents
the need for offshore platforms but also increases the efficiency of the off-
shore grid. Each element of the proposed system as well as its mathemat-
ical model are briefly described.
HIGH voltage direct current transmission (HVDC) is required in deep sea off-shore wind farms. The wind turbines offshore can be integrated by either an
AC or a DC grid. Efficiency and investment cost could be reduced by using off-
shore DC grids and in particular series connected DC grid. However, this approach
poses a paradigm shift. Power systems have been for years designed and operated
in a parallel AC network and a great amount of knowledge has been achieved in
this type of grids. Many technological challenges must overcame for making series
connection and DC grids a feasible solutions.
Designing efficient and light converters is one of this challenges. Converters in a
DC grid do not imply increased investment cost, since they are also required in AC
offshore grids. An AC/DC converter is required for the HVDC transmission, but
converters are also required in each generator to operate at variable speed in order
obtain maximum energy extraction from the wind.
Double fed induction generators are the most common alternative for wind
farms in AC grids. The reason behind that is the reduction of the size of the con-
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verter. A converter with only 30 % of the nominal power of the generator is required
in double fed induction generators. However, in DC grids this is not an advantage
since another full converter is required for grid integration. Therefore, squirrel cage
induction generators or permanent magnet synchronous generators are the most
suitable technology. The selection of the type of generator will be discussed later in
this chapter. The model of each element in the conversion chain will be also part of
the discussion in this chapter, as well as the type of DC grid topologies.
2.1 Offshore wind facilities
Offshore wind farms have demonstrated advantages over conventional land-based
wind facilities to meet the increasing electricity demand in a sustainable way. Some
of the advantages of offshore wind energy are [53]:
• Less visual and auditory contamination. One of the most frequent complains
from people who live close to any wind farm, is the visual impact of the tur-
bines and the noise generated by them. Wind farms could therefore affect the
natural and cultural landscape which is one of the most complex problems
from the social point of view. It seems clear that off-shore wind farms are a so-
lution to this problem since the distance of the turbines to shore is long enough
to the cities.
• Reduced user conflicts. When a wind farm is built, surrounding land must
used in order to locate the turbines, substations and transmission lines. Off-
shore wind farms will reduce ostensibly these costs.
• More power capacity [54]. Mountains and elements such as trees and build-
ings create turbulence that have effect on the wind velocity. Therefore, wind
velocities offshore are higher and more constant than wind velocities on land.
• Short distances to high density energy demand. Large urban agglomerations
have a high density demand for energy in the centres of cities which in many
cases are on the shore. Due to the large area occupied by the city itself, on-
land wind farms must be placed far away from the centre. Therefore, even if
the distance from the offshore wind turbine is high, will often be less than the
distance to places where it is possible to install an on-land wind farm.
• Opportunity for new and customized technologies. Each large challenge is in
fact an opportunity for new technologies such as innovative designs of power
electronic converters as well as grid topologies and control strategies.
• Large wind turbines. On-land wind turbines have a limited rating not only
because the technology itself but also because of the constraints related to
airplane routes and visual impact. Therefore, offshore wind farms are more
suitable places for wind turbines with high power ratings.
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• Shorter distances between turbines. Wind turbines must be placed consider-
ing the possible interference between turbines and the mountains. This in-
terference creates air turbulences which decrease the usable energy. In some
land-based settings, this requires turbines to be separated by as much as 10
rotor diameters from each other. In offshore wind farms this distance can be
shortened to as little as four diameters.
Despite of its clear advantages, offshore wind energy has many challenges. One
of the most important of them is the transmission of the power from offshore to
the main grid. The higher the distance to shore, the better the wind conditions.
Therefore, long distances are expected in offshore wind facilities. The most efficient
alternative for such long distances is HVDC transmission. Moreover, the offshore
grid must be optimized. A DC grid is therefore seen as a suitable option since each
turbine must have a power electronic converter anyway. These converters are used
to control the rotational speed of the machine in order to obtain maximum power
extraction from the wind.
In any electric grid, the transmitted power is given by a product between the
voltage and the current and the transmission losses are given by resistance times
the square of the current. It is obvious that the higher the voltage is the lower the
transmission losses are. However, generators and loads have limited voltage rat-
ings. Therefore, several stages of convention are required in order to increase the
generated voltage. These stages of conversion are done by transformers in AC grids
or DC/DC converters in DC grids. The DC/DC converters are increasing their ef-
ficiency in order to become a competitive technology. Transformers are perhaps
the most efficient of the electric machines and even a DC/DC converter for power
applications require a transformer inside.
2.2 Requirements of offshore wind farms
Offshore wind farms have to deal with new challenges which must be faced to make
them a feasible alternative:
• Size and weight reduction: increasing the power density is an important ob-
jective since each component placed offshore represents high investment and
operative costs. The fist phase of cost is due to the construction of platforms
to support the electric components while the second is related to maintenance
because of the transportation of spare parts from shore.
• Efficiency: long distances are expected in offshore wind farms since, as was
outlined above, the longer the distance from shore, the higher and more con-
stant the generated power is. Therefore, losses must be minimized not only in
the converters but also in the transmission lines.
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• Reliability: Maintenance and replacement of components represent high
transport costs. Accordingly, the reliability of the components themselves
must be optimized.
Off-Shore
Wind Energy
Size-Weight
Less
Stages Capacitor
High
Freq
Losses
Less
Stages
DC grid
Mdulation RB-IGBT
Reliability
Less
Stages
Capacitor
Modular
Figure 2.1: Mind map of the three main objectives for offshore grids
These three aspects are shown schematically in Figure 2.1 and are linked to in-
vestment and operational cost. Each of these aspects are related to a solution strat-
egy. A solution with high power density means a reduction in the size and weight
of equipment and therefore a reduction in investment cost. Losses reduction can
be achieved with new semiconductor technologies such as reverse blocking insu-
lated gate bipolar transistors (RB-IGBT), with optimal modulation and control of
the converters, and with an optimal design of the DC grid. On the other hand, size
and weight can be optimized using high switching frequencies, eliminating bulky
elements such as electrolytic capacitors and using topologies with less stages of con-
version. Finally, reliability can be improved by eliminating elements and by using
modular approaches with less stages of conversion as will be showed later in this
chapter.
Series connection of wind turbines in conjunction with an efficient topology of
converters are a potential solution for all these challenges. Parallel DC grids re-
quire intermediate step-up DC/DC convention in order to achieve the high voltage
required for efficient transmission. These DC/DC converters usually include bulky
step-up transformers. In the proposed DC grids the high voltage required for HVDC
transmission is achieved by connecting the wind turbines in series. Therefore, in-
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termediate step-up transformer is not required. As consequence of that, expensive
support platforms are not required either. The current of the offshore grid is the
same current of the transmission line reducing the total losses.
Another consequence of the series connection is the control strategy. The cur-
rent must be controlled in order to maintain the system stable. This control could
be performed by the offshore wind turbines or by the on-land converter. The first
option would require drop controls and could reduce the efficiency of the entire
system. The second option is therefore easier and more efficient. For that reason,
a current source converter must be placed on-land. A pulse-width-modulated cur-
rent source converter (PWM-CSC) arises as the most convenient solution although a
line commutated converter is also a possible alternative. Line commutated convert-
ers are erroneously called current source converters. However, a line commutated
converter does not have full control of the current in the three-phase side. There-
fore, the term current source converter should be reserved for PWM-CSC. However
this technology is as old as the voltage source converters, it is not used for HVDC
applications. There is a knowledge barrier between voltage source converters and
current sources converters rather than a technological barrier. As will be discussed
in the Chapter 4, PWM-CSC has some advantages from the control point of view.
2.3 Offshore grid: AC vs DC topology
Platform
HVDC line
Figure 2.2: Schematic representation of an offshore wind farm with an AC grid
An offshore AC grid is depicted in Figure 2.2. In this concept, the offshore tur-
bines are connected in a conventional three-phase grid which in turns is connected
to the HVDC transmission system. Usually, this type of grid is designed with radial
suppliers similar to radial feeders in a distribution system. All operative offshore
wind farms installed in the world have been built with an AC offshore grid [55].
The reason behind that is the accumulated knowledge about this technology. AC is
a well known and reliable technology. However, a DC grid could be a more efficient
solution since it increases the utilization of cables offshore [7, 56]. In AC systems
with ideal sinusoidal waveforms, cables must carry both active and reactive power.
Needless to say transmission operators are mainly interested in the active power
which is the one that produces useful work. Reactive power is a flowing power that
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appears because of an energetic interchange between electric and magnetic fields in
each one of the phases of a three-phase system. Consequently a DC grid is poten-
tially more efficient from the transmission point of view. Power electronic convert-
ers are required in both AC and DC grids for controlling the rotational speed and
achieve maximum power extraction from the wind.
2.4 Series vs parallel DC grid
In order to transmit power from offshore to land, it is required to increase the voltage
level to reduce the current and therefore the transmission losses. This can be done in
two ways: using a step-up transformer or by connecting the wind turbines in series.
The first alternative implies parallel connection, as shown in Figure 2.3.
≈
=
≈
=
≈
=
=
= HVDC
G
Nacelle
AC/DC≈
=
Figure 2.3: Schematic representation of an offshore wind farm with parallel DC grid
The concept is very similar to conventional approaches. The wind turbines are
connected in radial suppliers which in turn are connected to a centralized DC/DC
converter. An offshore platform is required to support this converter. Most of the
designs of DC/DC converters for power systems applications require an internal
step-up transformer [7, 9]. To increase the power density in this type of converters
is perhaps the most important challenge for this topology.
The second alternative is depicted in Figure 2.4. This grid topology can achieve
a high voltage level, suitable for power transmission, without using a step-up trans-
former or any additional converter. A support platform is not not required. There-
fore, investment cost are significantly reduced. In addition, series connection re-
duces the transmission losses in the offshore grid.
To understand the loss reduction in series connection, let us assume an ideal off-
shore grid composed ofN turbines at the same distance. For parallel operation, with
all turbines at nominal voltage and power, the grid losses are given by Equation 2.1
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Figure 2.4: Schematic representation of an offshore wind farm with a series grid
PL(parallel) =
N∑
k=1
Rparallel ·
(
k · Pnom
Vnom
)2
(2.1)
where Rparallel is the resistance in one fragment of the conductor, and Pnom,
Vnom are the nominal power and voltage of each turbine. The index k represents the
number of the turbine in the sequence starting from the farthest position respect to
the centralized platform.
For series connection, the current in each fragment of the supplier is the same
and the total losses are given by Equation 2.2.
PL(series) =
N∑
k=1
Rseries ·
(
Pnom
Vnom
)2
(2.2)
Therefore, the losses relation between series and parallel connection is function
of the number of turbines as shown in equation 2.3.
PL(parallel)
PL(series)
=
Rparallel
Rseries
·
(
N2
3
+
N
2
+
1
6
)
(2.3)
Due to the fact that parallel connection carries more current, Rparallel is in gen-
eral lower than Rseries. However the total effect of the loss reduction increases
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quadratically with the number of series connected wind turbines. For the same type
of cable, there is no doubt that series connection reduces the transmission losses.
For different types of cables, series connection reduces the transmission losses as
the number of series connected turbines increases.
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Figure 2.5: Losses ratio between series and parallel connection for different resistance ratio
and different number of turbines
Figure 2.5 illustrates the losses ratio in per-unit for different values of resistance
and different number of turbines. Notice the fast growth in the power ratio even
for a low resistance ratio. For example, losses in a parallel connection are almost 40
times larger than losses in a series connection, for just 30 turbines and a cable resis-
tance that is 10 times higher. Of course this is a simplified analysis since the losses
in the converters were not taken into account. More details about series connection
can be found in reference [32].
2.5 Challenges of series connection
The reduction of transmission losses in the offshore grid and the elimination of ex-
pensive platform support, are the most clear advantages of series connection. How-
ever, it presents some technical challenges which need to be faced. For example,
variation in the wind velocity could cause variations in the output power and there-
fore in the output voltage. Consequently, a wide voltage variation capability and
coordinated control are required.
On the other hand, insulation in the nacelle of the turbine is a practical problem.
Some authors have presented advances in this issue but it is still an open research
field [57, 58, 59]. In addition common mode voltage can create undesired currents
which results in additional losses. The voltage between the neutral point of each
generator and earth will increase as the number of series connected wind turbines
increases. Therefore, the required isolation level of each turbine will be different.
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In [57] Jovcic proposes some possible solutions to the isolation problem namely:
• Insulating generator windings with respect to generator frame. In this case,
each generator requires a high isolation level. It is claimed that this type of
high isolation is technically possible although expensive.
• Insulating the nacelle with respect to the tower. This solution was also pro-
posed in [58] and [59]. A portion of the tower can be constructed with an
insulating material.
• An insulation transformer can be installed as in the case of low power switch-
mode power supplies.
Control of the converters must guarantee a fast response and stable behaviour.
Converters offshore must be designed taking into account not only efficiency but
also power density. Bulky elements lead to additional operative cost related with
the transportation of replacement parts. Therefore, the size and weight of convert-
ers, generators and passive elements must be reduced. For that reason, a high fre-
quency link is proposed in this thesis. High frequency reduces the size and weight of
passive elements such as transformers and passive filters. This issue will be briefly
discussed in next section and will be explained in detail in next chapter.
2.6 The proposed high frequency link
In general, offshore wind turbines require efficient and light power electronic con-
verters. For the case of series connection, a new conversion system is required. The
proposed high frequency link is shown in Figure 2.6. It consists on a reduced ma-
trix converter (RMC) which transforms the three-phase voltages and currents in a
square wave, high frequency single phase output. A high frequency transformer
is used for galvanic isolation and to raise the output voltage. Finally a full-bridge
diode rectifier is used as an AC/DC converter to connect the conversion system
with the output DC grid. Other topologies of high frequency link are possible. A
complete study of these alternatives was presented in [39].
A permanent-magnet synchronous machine is used as a generator in the pro-
posed conversion system. The reason behind this is the high efficiency and power
density of the permanent-magnet synchronous generators and their relation with
the proposed high frequency link. A permanent magnet machine does not require
initial magnetization. Therefore, the AC/DC converter in the high frequency link
can be a full-bridge diode rectifier. High frequency is used in order to reduce the size
and weight of the inductive elements like the transformer and filters. In addition,
this will improve the controllability of the generator since it reduces the delay time
of the control. The generator is controlled by the RMC which transforms three-phase
sinusoidal voltage/current wave form to a square - high frequency voltage/current
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|3
Clamp
Generator
Reduced matrix converter
High frequency transformer
Full-bridge (diode)
Nacelle
Figure 2.6: Proposed high frequency link based on reduced matrix converter
wave form. The modulation of this converter and details such as the protection
scheme will be presented in next chapter. The high frequency transformer is used
for isolation purposes and can be designed to raise the voltage level to reduce trans-
mission losses.
2.6.1 High frequency transformer
A single-phase high frequency high power transformer is suggested both for gal-
vanic isolation and to raise the output voltage. Instantaneous power in single-phase
transformers oscillates when it comes to a sinusoidal wave form. However, this
transformer is operated with a square wave waveform. Therefore, the instantaneous
power is constant since it comes from a three-phase balanced voltage source.
It is well known that the volume and weight of a transformer decreases as the
operative frequency increases. However, a small size makes the cooling of the elec-
trical parts difficult [60, 61]. Losses in a transformer consist mainly of copper and
core losses. At high frequency, copper losses are strongly dependent on the leakage
flux and are mainly due to eddy current effect in the conductors, i.e. skin and prox-
imity effects. Core losses change according to the material, the operative frequency,
flux density and waveform; Steinmetz is used to calculate core losses:
Pcore = Kwf ·Kmt · fα ·Bβ · Vg (2.4)
where Kwf is a factor which depends on the voltage wave form, Kmt,α and β
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are constant that depend on the core material, f is the frequency, B is the flux and
Vg is the volume of the core. Notice that after the converter and transformer have
been designed, the frequency, material and volume are all fixed values. Therefore,
for operative studies core losses can be modelled as a resistance in the conventional
model of the transformer. The same can be said for windings losses.
Unlike a standard transformer, a high frequency transformer must be optimized
for the particular operation and waveform. The waveform has an influence on the
constant Kwf which is related with core losses. The use of new materials is a key
factor to improve efficiency [62, 63]. Some investigations have demonstrated that it
is possible to build such a high frequency transformer for high power ratings [64].
For example, in [65] a nanocrystalline high frequency transformer of 2.8 [MVA] has
been reported.
In [66] it was demonstrated that a three-phase transformer has little benefit in
power density compared to a single-phase transformer. Therefore, a single phase
topology is plenty justified. Designing of the transformer is beyond the objectives of
this thesis. Interested readers are referred to [7] and [67] for designing of three-phase
high frequency transformers, [9] for a similar concept in single phase transformers
and [68] for a complete analysis about the use of nanocrystalline materials.
2.6.2 Permanent magnet synchronous generator
A permanent magnet synchronous machine (PMSG) is used as the generator. This
type of generator has many advantages for wind power applications for small and
high power levels [69, 70]. According to [13] it presents advantages such as:
• Flexibility in design allows for smaller and lighter designs.
• Lower maintenance cost and operating costs, bearings last longer.
• No significant losses generated in the rotor.
• In comparison to an asynchronous generator, a PMSG does not consume re-
active power. Therefore, the power electronic converter does not require bidi-
rectional power capability.
These advantages fit with the main objectives initially presented for offshore
wind farms. In addition, this machine does not require a gear box if it is designed
appropriately with high number of poles, and a soft start can be achieved due to the
magnetization provided by the permanent magnets.
33
i
i
“Tesis˙AGR” — 2012/7/31 — 13:31 — page 34 — #34 i
i
i
i
i
i
CHAPTER 2. OVERVIEW OF THE CONCEPT
2.6.3 The wind turbine
A simplified model that shows the relation between wind velocity, generated power
and rotational speed is described in Equation 2.5.
Pm =
1
2
· ρ · Cp(λ, β) ·Aω · V 3ω (2.5)
where Pm is the output mechanical power, Aω is the rotor swept area and Vω is
the wind velocity. Cp is the power coefficient which depends on the tip speed ratio
λ and the blade pitch angle β. The tip speed ratio is defined as shown in Equation
2.6.
λ =
ωm
Vw
·
(
Φ
2
)
(2.6)
According to [71] a general numerical approximation for the power coefficient
Cp can be used since there are only small differences between commercial wind
turbines. This approximation is given by Equation 2.7.
Cp(λ, β) = 0.5
(
116
λi
− 0.4β − 5
)
· e−21λi + 0.01 · λ (2.7)
with
λi =
1
1
λ+0.08·β − 0.035β3+1
(2.8)
In order to analyze the operation of the wind turbine, let us re-define Equation
2.5 in per unit representation:
Pm(pu) = Cp(pu) · V 3ω(pu) (2.9)
where Pm(BASE) is the nominal power generated by the wind turbine at nominal
wind velocity Vω(BASE). At nominal conditions, Cp(pu) = 1 and hence the available
power only depends on the wind velocity Vw. However, the power coefficientCp(pu)
changes for other wind velocities due to the control actions over the pitch angle and
the rotational speed. There are two main operative conditions: Vw(pu) > 1 and
Vw(pu) < 1.
In the first case, the available power is higher than nominal. Therefore, the pitch
angle β is controlled in order to reduce Cp and maintain the generated power in
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1 pu. Figure 2.7 illustrates the performance coefficient for different values of pitch
angle and tip speed ratio. The higher the pitch angle the lower the performance
coefficient. In general, the maximum rate of change in the pitch angle (β) is low
(≈ 8o/s). Therefore, the pitch angle can be considered as a constant for the speed
control.
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0
0.2
0.4
β = 0
β = 10
β = 20
λ[pu]
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p
Figure 2.7: Performance coefficient vs tip ratio for different values of β (λopt = 1[pu])
In the second case (low wind velocity) the available power is less than nominal.
Therefore, the value of Cp must be as high as possible in order to obtain maximum
extraction of power from the wind. This condition is shown in Figure 2.7 for β = 0
and λpu = 1. The rotational speed is controlled by the converter in order to maintain
λ = λopt. Therefore, in per unit representation rotational speed is directly propor-
tional to the wind velocity (ωm(pu) = Vw(pu)).
For higher wind velocities the power is maintained constant in its nominal value.
However, in series connection this point is not always feasible and sometimes the
power must be set on a smaller value to avoid over-voltages in some turbines and
under-voltages in the others. This problem will be treated in detail in Chapter 5. In
addition, there are two operative limits (cut-in and cut-out) given by the wind ve-
locity. The cut-in velocity is the minimum wind velocity at which the wind turbine
generates usable power while the cut-out velocity is the maximum feasible wind
velocity.
2.7 Modular approach
The proposed conversion topology can be implemented as a modular solution us-
ing multiple generators per turbine. This approach is schematically represented in
Figure 2.8. The conceptual presentation of this type of configuration has been stud-
ied in [72] from the mechanical point of view. This kind of drive-train presents some
advantages over the conventional configurations, such as the increase of reliability
and efficiency as well as the reduction of gear box mass.
Maintenance can be done without disconnecting the turbine. Just the gener-
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Input shaft
PMSG RMC FB
PMSG RMC FB
PMSG RMC FB
PMSG RMC FB
PMSG RMC FB
PMSG RMC FB
Planetary gearbox
Output shafts
Figure 2.8: Possible modular approach with multiple drive-train
ator/converter under maintenance needs to be disconnected. Modular approach
does not increase the complexity of the speed control, since all the generators in one
turbine operate at the same speed. In case of short circuit in one module (for exam-
ple in one high frequency transformer), the other turbines must supply a reduced
power to the grid. In that case the speed of the turbine must be adjusted to this new
operation point. An hybrid approach between synchronous and asynchronous gen-
erator can be used to exploit the advantages of both technologies. Interested reader
are referrer to [73] for more details about this concept. Other similar concepts based
on multiple generators are presented in [74] and [75]
2.8 The on shore converter
Most of the studies on HVDC and offshore wind farms have been only carried out
with classic voltage source converters or line commutated converters. However, far
too little attention has been paid to pulse-width modulated current source convert-
ers. This converter is shown in Fig. 2.9. It has some advantages compared to voltage
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LDC
Ls
Cs
Network
Figure 2.9: Pulse width modulated current source converter
source converters for series connection, namely [76, 77]:
• The DC current is controlled directly by the converter. This is especially im-
portant for the proposed series connection where the current must be con-
trolled in order to obtain stable operation. A line commutated converter could
control directly this current but its performance is inferior. The voltage could
be reduced to almost zero without affecting the controllability of the converter.
In a voltage source converter, a low voltage in the DC link significantly affects
the stability of the controls.
• The three-phase voltage can be controlled in just one control loop. Therefore,
the response of the complete system is expected to be fast. This issue will be
discussed in Chapter 4.
• The output voltage presents low harmonic distortion. In addition, power fac-
tor can be directly compensated [78].
• PWM-CSC presents better performance in weak grids compared with VSCs.
In a wind park connected in series, the current must be maintained at the same
level in all the turbines. This condition is physically imposed by the topology itself.
However, the control must be consistent with this constraint, otherwise the entire
system could become instable. Therefore, the on-land converter must maintain the
constant DC current. A PWM-CSC converter is the selected option at this stage. The
complete system for three series connected turbines is depicted in Figure 2.10.
PWM-CSCs are being used in motor drive applications at high power levels
[79, 80]. It can also be used in StatComs [81], super conducting energy storage [82]
and wind turbines [31]. Other topologies of current source converter can be used
for series connection of offshore wind farms. In this work a PWM-CSC is selected
although a line commutated converter is also a feasible option. The main disadvan-
tage of a line commutated converter is the harmonic distortion in the AC grid and
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PMSG RMC FB
PMSG RMC FB
PMSG RMC FB
HVDC Cable
PWM-CSC AC grid
Figure 2.10: HVDC system based on CSC and series connection
the probability of having failure commutation during a contingency. In addition,
active and/or passive filters are required in order to reduce the harmonic distor-
tion. A compensation theory based on mathematical optimization is presented in
Appendix A.
2.9 Protection
Protection of the entire HVDC system is an important task. Classic HVDC sys-
tems based on line commutated converters function well with DC faults. However,
they deal with failure commutation for AC faults. Conversely, HVDC light systems
based on a voltage source converter have poor performance for DC faults but good
enough performance in the case of AC faults. Problems during faults in HVDC sys-
tems can be solved by suitable control strategies or by using a DC circuit breaker.
Design of DC circuit breakers is still an open research problem. In [83] and [84]
some ideas about DC circuit breakers have been proposed. Losses in a solid state
circuit breaker are the main practical issues, since they are higher than in a con-
ventional mechanical breaker. Hybrid solutions appears to be an efficient solution
[7]. DC circuit breakers deal with new challenges compared with conventional AC
breakers. One of the major differences between AC and DC breakers is the absence
of natural current zero crossings in a DC system.
Failure commutation is not a problem in the proposed HVDC system since it is
based on forced commutated converters. In addition, it has a good performance in
DC faults since it is a CSC. A current source converter presents less problems during
a DC short circuit since the voltage can change drastically. In VSC-based systems,
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PMSG RMC
Diode
Rec-
tifier
DC
chop-
per
Clamp
Figure 2.11: Additional elements for protection of the system (in grey)
the HVDC breaker has to be able to interrupt the current quickly, as was stated
before. However since series connection is basically a CSC this is not a requirement.
Some additional protection schemes are required in the proposed topology as
shown in Figure 2.11. In the matrix converter, a clamp circuit is required in order
to avoid over-voltages and over currents in the transformer [85, 86, 87]. Some types
of modulation are prone to over-voltages due to the fast frequency and the parasitic
capacitances in the circuit. This will be discussed in the next chapter.
Moreover, a DC chopper is placed in the output of each turbine in order to cre-
ate damping resistance during the start up of the entire system and for over voltage
protection. Over voltage can be produced by a difference in the wind velocity be-
tween series connected turbines and during a fault in one turbine. Therefore, this
DC chopper acts only during transients. For stationary state, the coordinated control
will define the appropriate set points of power and current to guarantee minimal
losses. This will be discussed in the Chapter 5.
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Proposed Energy Conversion System
This chapter presents the proposed high frequency link and its modula-
tion using four strategies. A comparison from the losses point of view
is performed. Details of the converter such as protection, semiconductor
devices and the topology itself are also presented in this chapter.
SERIES connection requires a highly efficient conversion system in each turbine.Otherwise, the efficiency gained due to the topology can be lost in converters.
Making the decision about the power electronic converter is mainly related to the
type of machine that is used. There are many standard configurations for wind
generators. One of the most popular is the double fed induction generator. The
reason behind its popularity, specially in on-land wind parks, is the reduced size
of the converter. The converter required in a double fed induction generator is only
30 % the rating of the machine. A converter is required in a wind generator for wind
speed control. However, a double fed induction generator is not the most efficient
topology for DC grids since an additional full converter is required at the output to
achieve DC voltage. Needless to say DC machines have not improved enough in
efficiency to be competitive with AC machines. Therefore, the options are limited to
synchronous or asynchronous generators.
An asynchronous generator can be used with a conversion system as shown in
Figure 3.1(a). This configuration was proposed in [9] and [88]. It consists of four
stages of conversion AC/DC-DC/AC-Transformer-AC/DC. Since the transformer
is in the middle of two controlled converters, the voltage waveforms and the fre-
quency can be different from sinusoidal. In this case, a square medium frequency
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(a)
AC
DC
DC
AC
AC
DC
IG
(b)
AC
AC
AC
DC
IG
(c)
AC
AC
PMSG
Diode
Rectifier
Figure 3.1: Three possible configurations suitable for series connection of wind generators.
(a) Asynchronous generator with back to back converter, (b) asynchronous generator with a
high frequency link based on matrix converter, (c) Permanent magnet synchronous generator
with proposed high frequency link
waveform is used. Consequently, the power density can be improved. A second op-
tion with reduced stages of convention was proposed in [89] and is shown in Figure
3.1(b). The main advantage of this configuration is the two first stages of conver-
sion are replaced by a direct AC/AC converter. Finally, an improved topology is
presented in Figure 3.1(c). The induction machine is replaced by a permanent mag-
net synchronous generator. Besides of the superior efficiency of this type of machine
compared with asynchronous generator, the last stage of conversion is simplified. In
contradistinction to asynchronous generators which require the AC/DC converter
to be designed using controlled devices (IGBTs), a simple full bridge diode rectifier
can be used for PMSG. This is because an asynchronous generator requires to be
magnetized at the starting point. There is not lost controllability in the machine,
since the wind velocity is controlled by the AC/AC converter.
The AC/AC converter to be used is a reduced matrix converter. In general, it
has been demonstrated in several articles the advantages of the matrix converter in
terms of efficiency, reliability and power density [90, 91, 92, 16, 93]. These three as-
pects are the main objectives for offshore technologies. Unlike conventional AC/AC
converters which require an intermediate stage of DC conversion, a matrix con-
verter can achieve direct AC/AC conversion. An indirect AC/DC-DC/AC conver-
sion implies the use of electrolytic capacitors to maintain a constant DC voltage (see
Figure 3.1(a)). In addition to the cost, electrolytic capacitors present some disad-
vantages such as decreasing the converter’s lifetime, and increasing its weight and
volume. The matrix converter is therefore more efficient and reliable than other
types of AC/AC converters.
Topologies based on the matrix converter (see Figure 3.2) have been used in spe-
cific applications where size and reliability are a key issues. Examples of such ap-
plications are motor drives [94], aircraft [95], marine electric propulsion [96] and
offshore wind farms. The matrix converter can also be used in distribution systems
as electronic transformer [49]. The matrix converter presents some advantages over
conventional topologies namely:
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Figure 3.2: Schematic representation of a three-phase matrix converter
• reduction in size and weight
• increase in reliability
• elimination of the electrolytic capacitor
• high controllability
• sinusoidal input and output currents
• bidirectional power flow
Despite being used for relatively low power applications, the matrix converter
has shown its potential for high power applications such as UPFCs [97] wind energy
[15, 98] and reactive power compensation [99].
The basic configuration of a three-phase matrix converter is shown in Figure 3.2.
It consists on nine bidirectional switches connected in a matrix array. A matrix con-
verter works as a current source converter in the input and as voltage source con-
verter in the output. Therefore, modulation must be designed so that it avoids open
circuits in the output and short circuits in the input. Other topologies of the ma-
trix converter are also possible. For example, in [20] and [21] modular approaches
of matrix converters are presented. Multilevel topologies have been also suggested
[28, 29, 25]. So far, after the classic matrix converter, the most studied topology is
the indirect matrix converter [100, 101].
Unlike conventional matrix converters, a reduced matrix converter converts
three-phase AC voltages/currents into a single phase system [102]. The conversion
is achieved by eliminating one leg in the conventional three-phase topology. Modu-
lation is completely different since the output is not three-phase as will be explained
later in this chapter.
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3.1 Bidirectional switches
A reduced matrix converter requires bidirectional switches to allow AC-AC conver-
sion. A bidirectional switch can be constructed using two IGBTs+Diodes as shown
in Figure 3.3(a) and (b). The first configuration is called a common emitter connec-
tion while the second is called a common collector. Here, (b) presents some advan-
tages over (a) since only one gate drive can be used for both switches. Neverthe-
less, some modulation techniques require independent control of the switches. Two
anti-parallel diodes are placed in each IGBT since conventional IGBTs lacks reverse
blocking capability for nominal voltages. A third option is to build a bidirectional
switch with two reverse blocking IGBTs without additional diodes (Figure 3.3(c)).
(a) (b) (c)
Figure 3.3: Possible topologies to build a bidirectional switch: (a) Common emitter, (b) Com-
mon collector, (c) Reverse blocking-IGBTs
A RB-IGBT has the same functionality as a conventional IGBT but with ad-
ditional reverse blocking capability. In principle a bidirectional switch with RB-
IGBT has less conduction losses since the current flows for just one element. In
bidirectional switches (a) and (b) the current flows always by one diode and one
IGBT. However, early bidirectional switches built with reverse blocking IGBTs pre-
sented presented higher switching losses compared with conventional semiconduc-
tors [92]. Nevertheless, modern technology of RB-IGBT could be competitive re-
spect to an implementation with discrete IGBTs+Diodes [103] for some particular
applications. The matrix converter has been studied for low power applications
because of the lack of high power bidirectional devices. High power bidirectional
switches can be built by using a set of series-connected IGBTs with series diodes as
was proposed by Bucknall in [96]. Similar ideas could be used for RB-IGBTs.
Other alternative for building bidirectional switches is the Integrated Gate Com-
mutated Thyristors (IGCT). In particular the type with reverse blocking capability.
IGCTs for 10 kV and 6.5 kA have been reported in [104] and [105]. The semiconduc-
tor structure of an IGCT has low intrinsic inductance so that the current can be shut
off almost instantaneously. This new type of semiconductors is typically operated
at 500 Hz [106]. However, the switching frequency can be increased up to 40 kHz
being limited only by the thermal losses and the design of the cooling system.
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3.2 Operation of the converter
A detailed power circuit for the proposed high frequency link is shown in Figure 3.4.
Two main operation principles are possible according to the controlled variable in
the three-phase side: current or voltage control. These two operation principles can
be implemented with carrier-based modulation or space vector modulation. There-
fore, four modulation cases will be studied in this chapter:
• Carrier-based modulation and voltage operation mode
• Carrier-based modulation and current operation mode
• Space vector modulation and voltage operation mode
• Space vector modulation and current operation mode
Clamp Circuit
bp
bn
ap
an
cp
cn
Reduced Matrix Converter HFT FullBridge
Figure 3.4: Detailed circuit of the proposed high frequency link
Passive filters placed in the input and output of the converter are different ac-
cording to each operation type as shown Figure 3.5. The design of passive filters is
an important task for matrix converter[107]. In this case a simple capacitive filter is
used. The value of this capacitor is designed according to the switching frequency.
The cut off frequency of the filter is selected as 10 % of the switching frequency.
Therefore, the capacitive filter Cs can be calculated as shown in Equation 3.1 where
Ls is the series inductance and fs the switching frequency.
Cs =
1
Ls · (2pifs/10)2 (3.1)
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(b)
RMC
Full
Bridge
AC filter DC filter
(a)
RMC
Full
Bridge
DC filter
Figure 3.5: Passive filters for different operation modes. (a) Voltage source operation. (b)
Current source operation
For voltage source operation, a capacitive filter must be placed in the output
of the full bridge converter to reduce the DC current ripple. The inductance of
the machine acts as a filter to reduce the harmonics in the input current. For cur-
rent source operation, a three-phase capacitive filter must be placed in the input
to reduce the harmonic content of the three-phase current, unless the machine is
designed to support distorted currents. In order to compare these two operating
modes, it is assumed that the machine is the same, therefore capacitive filters are
required for current source operation. The filters do not necessarily represents a
disadvantage because of their small size inherent in high frequency switching. A
filter in the output is also required to reduce the voltage DC ripple.
While conventional matrix converters have reduced voltage utilization, the pro-
posed converter presents 100 % for voltage source operation, due to the fact that its
operation is similar to a three-phase inverter which constantly changes the polarity
of the DC side. The RMC should not be confused with a single phase matrix con-
verter, since the output wave form is not a sinosoidal, but a square wave. Therefore
the power is not in an oscilatory form as in a single phase system, but is constant on
both the single and three-phase sides.
If the converter is operated as a voltage source, the input and output voltages
are related as shown in Equation 3.2.
VAC =
√
3
2
·ms · VDC
2 ·N (3.2)
where N is the ratio of the transformer and ms is the modulation index. Even
for a 1:1 transformer, the DC voltage is therefore higher than the AC voltage. In
addition, the transformer can be used to raise the voltage in order to reduce the
transmission losses.
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Figure 3.6: Voltage ratio for voltage source operation (VSO) with 1:1 transformer and current
source operation (CSO) for different transformer ratios (1:N)
On the other hand, if the converter is operated as a current source, the current
in the generator is related to the output DC current (IDC) through the following
equation:
IAC = IDC ·ms · N√
2
(3.3)
and the voltage as:
VAC =
√
2
3
· 1
ms · cos(θ) ·N · VDC (3.4)
where cos(θ) is the power factor. For a unity power factor, the maximum output
DC voltage is 86.6 % of the peak line to line AC voltage.
The voltage ratio for current and voltage source operation are shown in Figure
3.6. In this research a 1:2 ratio is used for current source operation while a 1:1 ratio
is used for voltage source operation. In that case, the output voltage and currents
are within the same range and the comparison of losses will be fair.
3.3 Protection
Because of the absence a of free wheeling path in the RMC, a clamp circuit must be
used for protection as shown in Figure 3.7. This protection scheme is similar to the
one used in a conventional three-phase matrix converter. Other protection schemes
use varistors and/or zener diodes [86] to avoid over-voltages [85], but clamp circuit
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is one of the most secure and effective solutions for high power applications due
to the additional losses introduces by those components. A reduction in the clamp
circuit resistance and capacitance can be achieved by using a strategy based on the
use of an IGBT as proposed in [87].
Cc
Rc
Reduced Matrix Converter
Figure 3.7: Clamp circuit for protection of the reduced matrix converter
The over-voltage elimination capacity of the clamp circuit is given by the voltage
in its capacitance Cc which can be controlled by the discharge chopper circuit. In
this situation, the IGBT in the clamp circuit must operate to reduce the voltage in
the clamp, and therefore the over-voltage limit. The resistor Rc connected in series
with the IGBT allows energy dissipation. This resistance must be low enough to
discharge the capacitor when the voltage is too high. A design criteria to achieve
reasonable losses is 0.5 % of the nominal power of the converter. Gating control
in the IGBT can be achieved using a zener diode or a simple analog circuit with
a voltage sensor. The IGBT in the clamp circuit reduces the required value of the
capacitor. The size on the whole converter is not increased as diodes in the clamp
circuit require only 10 % of the current capability of the main circuit. This is because
the maximum surge current in a power diode is much higher than the maximum
average current. On the other hand, voltage in the clamp circuit can also be used to
supply power to control circuits and anciliary services inside the nancelle, increas-
ing the reliability of the whole system.
Over-current protection consists of a control circuit which inhibits the bidirec-
tional switches during a fault. The clamp circuit creates the path for the current in
the machine and the transformer. A DC chopper must be placed in the capacitive
filter in order to avoid over-voltages and undesired oscillations during transients.
This DC chopper does not add losses to the system in the stationary state since it op-
erates only during transients. It also increases the controllability of the entire system
since the AC/DC converter is only a full bridge diode rectifier.
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3.4 Possible types of modulation
3.4.1 Carrier based modulation for voltage source operation
Carrier-based modulation is one of the most popular switching techniques for three-
phase converters due to its easy implementation. In the proposed high frequency
link, the modulation must be modified to take into account the polarity change at the
input of the high frequency transformer. This modulation is schematically explained
in Figure 3.8. Likewise a conventional converter, an, bn and cn is modulated using
the inverse signal for ap, bp and cp respectively.
Vr(a)
Vr(b)
Vr(c)
×
×
×
±1
Carrier
0o
90o
SA
SB
SC
Figure 3.8: Modified carrier-based modulation for the RMC and VSO
Vr(a), Vr(b) and Vr(c) are the per unit voltage reference signals generated to con-
trol the speed of the machine in order to achieve a maximum tracking point in the
turbine. In stationary state, these reference signals are three-phase sinusoidal wave-
forms at low frequency (around the nominal frequency, in this case 50 Hz). Due to
the large difference between the frequency of these reference signals and the trian-
gular carrier, it appears as a constant as shown Figure 3.9.
Time[s]
Time[s]
Carrier
Vr(a)
−Vr(a)
SA
Figure 3.9: Timing diagram for carrier based modulation VSO
A center-aligned triangular signal is used as carrier, which produces less har-
monic contents in comparison with other triangular carriers. The modulation of
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the RMC is responsible for the change in the polarity in the high frequency trans-
former and the control of the voltage applied to the generator. Consequently, two
independent and orthogonal carriers are required to avoid unnecessary additional
switching actions as shown in Figure 3.8. Notice that only two switching actions are
executed each period and the time between switching actions is longer for the same
carrier frequency in comparison with the modulation for a conventional inverter.
Therefore, the RMC can achieve higher frequency operation. It is possible also to
use different frequencies between the carrier for the three-phase and single-phase
sides. Nevertheless, different angles and carrier based-modulation schemes where
studied for the proposed converter, and the optimal operation was achieved when
both carriers have the same frequency and pi/2 shift angle (orthogonal carriers).
Instead of dead time as in a conventional voltage source converter, the proposed
converter requires overlapping to guarantee a path for the current. Therefore, when
one change occurs in one leg, both bidirectionals are turned on (for exampleAP and
AN ) creating a continuous path for the current and a short circuit in the transformer.
This action reduces also the turn on and reverse recovery losses, but increases the
turn off losses. The total effect is a small decrease in losses.
3.4.2 Carrier based modulation and current source operation
Carrier-based PWM techniques are very simple for the voltage source converter
compared to the current source converter. In a conventional VSC the switching
state of two semiconductors in the same leg are opposite to avoid a short circuit in
the DC side. Therefore, it is necessary to only have one modulation signal per leg
since the output for the other can be achieved with a logic NOT gate. On the other
hand, in current source mode, it is necessary to guarantee a path for the currents at
all instants. As a result of that, two switches must be on conduction all the time and
a more complex logic circuit is required as shown in Figure 3.10.
The input signals (ma,mb,mc) are calculated by comparison between the refer-
ence currents Iabc(reff) with a centre aligned triangular signal used as carrier. In the
proposed converter, the DC side is replaced by a single phase, high frequency square
wave output. To achieve this current waveform, the logic circuit must be modified
according to a second carrier by building an additional logic circuit in each output
as is shown in Figure 3.11. This type of modification is easily achieved for FPGA
implementation, where the output is exactly the same as conventional modulation
when the desired polarity in the transformer is positive and the opposite when it is
negative. The frequency of the output is fixed by the frequency in the second carrier
(Sign(σ)) and must be greater than the frequency of the first carrier.
However it must be a multiple of 2 in order to avoid undesired harmonics on the
three-phase side. Other important difference between the proposed converter and
the conventional converters is the use of overlapping. In a conventional voltage
source converter the presence of an electrolytic capacitor on the DC side constrains
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Figure 3.10: Logic circuit for carrier based modulation in a conventional current source con-
verter
the switching actions. A short circuit in the DC side must be avoided even if it is for
a very short time. The solution to this problem is the use of dead time. On the other
hand, in a conventional current source converter, an open circuit must be avoided
due to the high inductance on the DC side. Therefore, overlapping is required in the
modulation. Both, dead time or overlapping can be easily implemented by analog
circuits or digitally in an FPGA. In the proposed converter, the high inductance is
after the full bridge diode rectifier and not in the transformer itself. Therefore, over-
lapping or dead time can be or not implemented. This depends on the magnitude
of the leakage inductance and the parasitic capacitances of the transformer.
3.4.3 Space vector modulation and voltage source operation
For space vector modulation and voltage source operation, the reference voltage is
represented in α, β coordinates as given in Equation 3.5
~Vr∠φ =
2
3
(
Vr(a) + Vr(b) · ej2pi/3 + Vr(c) · e−j2pi/3
)
(3.5)
All possible stages are classified into two sets: Active states are As and zeros
states are Zs. These states are defined by the bidirectional switches conducting in
each leg:
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Conventional logic circuit
ap
an
Sign (σ)
AP
AP = ap · S + an · S¯
Figure 3.11: Modification in the logic circuit to achieve a square wave in the RMC for current
source operation
As = {(ap, an, cn), (ap, bp, cn), (an, bp, cn),
(an, bp, cp), (an, bn, cp), (ap, bn, cp)} (3.6)
Zs = {(ap, bp, cp), (an, bn, cn), (ap, an, bp, bn),
(ap, an, bn, cn), (ap, bp, bn, cp), (an, bp, bn, cp),
(ap, bp, cp, cn), (an, bn, cp, cn)}
(3.7)
Notice that there are more zero states than in a conventional voltage source con-
verter. This is because no capacitor is required and the system can be short circuited
on both sides. This gives an additional degree of freedom to minimize the losses
when a zero space vector is required. However, since both sides are mainly induc-
tive, some-over voltages are going to be induced in the transformer. Therefore this
voltage operation mode is only feasible if the leakage inductance is low enough to
guarantee reasonable losses and low over-voltages. This over-voltages can be elim-
inated by the clamp circuit but its impact on the losses must be evaluated as will be
presented after.
All feasible states of voltage space vector drawn as an hexagon like the one
shown in Figure 3.12.
A symmetrical and periodic voltage square wave form is required in the high
frequency transformer VT . Therefore, the desired reference voltage is represented
as a linear combination of the possible states and the voltage in the transformer:
~Vr = ms · VT
2
· ejφ =
∑
k∈As
dk · ~Vk +
∑
i∈Zs
di · ~Vi (3.8)
wherems is the modulation index and φ is the angle of the space vector reference
voltage. The scalars dk and di are duty cycles for each feasible space vector. The
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Figure 3.12: All possible voltage space vectors states for voltage operation mode
angles of the active sectors in Figure 3.12 divide the space in six sectors; each sector
determines the set of vectors which are used to compound the vector ~Vr. An integer
variable S (sector index) is associated with each sector and defined according to the
angle φ as:
S =
⌊
φ
pi/3
⌋
, 0 ≤ φ ≤ 2pi (3.9)
where b, c represents the floor function defined by Equation 3.10.
bxc = max {n ∈ Z|n ≤ x} (3.10)
In a conventional converter, the two adjacent active vectors and one zero vector
are enough to generate the desired output. In an RMC, it is necessary to generate
not only the desired three-phase input reference but also the desired output square
wave in the transformer. Consequently, more space vectors are required: two adja-
cent vectors to generate the positive part of ~Vr; two vectors opposite to the adjacent
to generate the negative part of ~Vr and finally some zero vectors to complete the
set. For example in the sector S1, the vectors (ap, bp, cn), (an, bp, cn), (an, bn, cp),
(ap, bn, cp) and the zero vectors can be used to generate the desired input and out-
put voltage. Other combinations are possible but they will produce more switching
losses, therefore they are discarded.
A relative angle φo is defined as:
φo = φ− φs (3.11)
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Let us define Aright and Aleft as the right and left active vectors adjacent to
the expected reference, while φs is the angle of the right vector Aright and can be
calculated using the sector index S. For example Aright = (ap, bp, cn) and Aleft =
(an, bp, cn) for the positive part in sector S = 1 (See Figure 3.12):
φs = S · pi
3
(3.12)
In each switching period, the voltage must achieve the desired references for the
input and the output. In the first half of the period, the mean input voltage is given
by:
~Vr =
2
Tp
Tp/2∫
0
~V(t)dt =
τx
Tp/2
· ~Vx + τy
Tp/2
· ~Vy + τz
Tp/2
· ~Vz (3.13)
where ~Vx is the voltage corresponding to the state Aleft, ~Vy is the voltage corre-
sponding to the stateAright and ~Vz corresponds to the zero states Zs. These voltages
can be easily defined as:
~Vx =
1
2
· VT · ejφs (3.14)
~Vy =
1
2
· VT · ej(φs+pi3 ) (3.15)
~Vz = ~0 (3.16)
τx,τy and τz are the pulse duration in each state. By replacing Equation 3.8 in
3.13, the duty cycles for each state are calculated as:
dy =
τy
Tp/2
=
2 ·ms√
3
· sin(φo) (3.17)
dx =
τx
Tp/2
=
2 ·ms√
3
· sin(pi/3− φo) (3.18)
dz = 1− dx − dy (3.19)
Notice that the duty cycles depend on the relative angle φo and not on the refer-
ence angle φ. Therefore, these equations are general for any sector S. Since a square
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T ime[s]
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Figure 3.13: Switching action for space vector modulation and voltage source operation for a
reference voltage in sector S = 1
waveform is required in the transformer, the calculated duty cycles must be applied
twice, for the positive and negative periods of the transformers voltage.
The zero vectors can be any in the set Zs; they are selected to minimize the num-
ber of switching actions. An overlapping can be used. Figure 3.13 illustrates the
modulation for a voltage in sector S1. Notice that the overlapping generates a short
circuit in both sides of the converter. Moreover, the used zero vectors avoid an open
circuit in the transformer.
3.4.4 Space vector modulation and current control
The space vector principle is similar for the current source converter. In this case,
the feasible set of active and zero vectors are given by:
As = {(ap, bn), (ap, cn), (bp, cn),
(bp, an), (cp, an), (cp, bn)} (3.20)
Zs = {(ap, an), (bp, bn), (cp, cn)} (3.21)
All feasible active states of current vectors are drawn in a hexagon like the one
shown in Figure 3.14. Three additional zero current state completes the array. These
zero states are placed in the origin of the axes and despite presenting a current equal
to zero on the three-phase side, it is different from zero on the single phase side.
The objective is to find a symmetrical and periodic square wave form in the
output which can be defined in one period Tp as:
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Figure 3.14: All possible active current vector states when implementing space vector modu-
lation
Iout =
{
IDC , if 0 ≤ t ≤ Tp/2
−IDC , if Tp/2 < t ≤ Tp
}
(3.22)
Sector index is rotated pi/6 in comparison with case III.
S =
⌊
φ
pi/3
+
1
2
⌋
, 0 ≤ φ ≤ 2pi (3.23)
Polarity of the adjacent vectors are changed to achieve a square wave form. The
alternated effect of this switching signal is compensated by the full bridge. As a
result of that, the output is a DC current IDC , just like a current source rectifier. In
order to reduce the harmonic distortion, space vectors must change in order from
one high frequency period to the next. Hence a complete sequence for a reference
current in the sector S = 1 is given in Figure 3.15.
In a conventional current source converter, a reference current Iref in the sector
S = 1 can be achieved by placing the vectors (ap, cn)−(bp, cn)−(cp, cn). In this case
it is also necessary to use the vectors (cp, an) − (cp, bn). This is represented by the
blue-filled section in Figure 3.14. Notice that applying the space vectors below will
produce the same output in the three-phase side since the polarity of the current has
changed. In order to reduce the harmonic distortion, space vectors must change in
order from one high frequency period to the next. Hence a complete sequence for
a reference current in the sector S = 1 is given in Figure 3.15. Transitions between
steps can be made using overlapping or dead time. The capacitances and induc-
tances in the transformer are small enough to permit both possibilities. However, as
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Figure 3.15: Sequence of switching actions for a reference current in the sector S = 1
will be demonstrated in the results, the use of overlapping is more suitable.
Figure 3.16 shows the modulation for one reference vector in the second sector
(S = 1). Initially, the vector ~Ix is used. For S = 1, the vector Ix = Iac is applied
during the first τx seconds. Then the vector must be changed to ~Iy which in this
case is Ibc. Notice that only two switches change state: bp turns ON while ap turns
OFF. Next, a zero vector ~Iz is used which can be any of the three zeros vectors
in Zs. Nevertheless, the vector which produces less switching changes is used, in
this case ~Icc. This could constitute a complete switching cycle from the point of
view of the three-phase side, however, the current in the single-phase side is just
the positive part. To complete the square wave on the high frequency transformer,
the same duty cycles (dx, dy and dz) are used but with the opposite active vector; in
this case, ~Ica instead of ~Iac and ~Icb instead of ~Ibc. The zero vector remains the same
in order to minimize losses. Since the current in the transformer is now negative,
the current in the AC side will be again the desired values. The frequency of the
single phase side is therefore half the PWM frequency on the three-phase side. Other
multiple integer values of the square wave frequency are possible, but the higher the
frequency the lower the size of the transformer. Consequently, two times is the most
suitable value.
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Figure 3.16: Switching action for space vector modulation and current control for a reference
current in sector S = 1
3.5 Methodology for losses calculation
Comparison between different operation strategies is made to investigate the losses.
A detailed behavioural model based on the methodology presented by Itoh in [108]
was used. This model was implemented in an external dynamic link library (dll)
programmed in visual c++ and connected to PSIM as simulation software.
Semiconductor devices, generate conduction and switching losses. Conduction
losses in an IGBT as well as an RB-IGBT are function of collector current (IC) and
voltage collector emitter VCE . Voltage VCE can be approximated as quadratic func-
tion of the current as shown in Equation 3.24:
VCE = α1 + α2 · IC + α3 · I2C (3.24)
The average dissipated power due to the conduction in each IGBT in one period
T is calculated as in Equation 3.25.
Pcond =
1
T
to+T∫
to
VCE · IC dt (3.25)
On the other hand, switching losses are a function of the blocking voltage and
the current in each semiconductor. The energy dissipated in each switching action
can be described by Equation 3.26
Esw = gsw(IC , VCE) (3.26)
where gsw are a non-linear functions of the blocking voltage and current. There
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are a different functions for each type of switching action (turn on, turn off or re-
verse recovery). The model of this function depends on the information available of
the semiconductor. For example in [109] there is a complete model of gsw for a par-
ticular class of RB-IGBT. However, this type of model is not always available in data
sheets. Therefore, gsw can be approximated to a proportional function as the one
presented in Equation 3.27 when the only available information is the dissipated
energy (Enom) at nominal conditions.
g(aprox)(IC , VCE) = Enom ·
(
VCE
Vnom
)
·
(
IC
Vnom
)
(3.27)
The two models are presented in Figure 3.17 for the turn on losses of an RB-
IGBT. Notice both models are very similar. Equation 3.28 shows a measurement of
the error between this two models.
E2R =
1
Inom
· 1
Vnom
Inom∫
0
Vnom∫
0
(gsw − gaprox)2 · dVc · dIc (3.28)
For this particular case Enom = 18[mJ ]. The parameters of the exact model are
referenced in [109]. The value of ER is 1.8263[mJ ] which is around 10 % of Enom.
This error is even lower at nominal conditions. Consequently, the function gaprox is
a good approximation in most of the cases. In addition, for this particular study, the
waveform of the voltages and currents are square. Therefore, the values of IC and
VCE for each switching action is close to the nominal.
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Figure 3.17: Turn on losses for an RB-IGBT. (a) Exact model. (b) Approximated model
Generator and passive elements must be taken into account in this study. The
model of the generator can be simplified in stationary state as a Thevening equiv-
alent if Ld ≈ Lq . The losses in the machine are therefore just a function of the line
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current and the stator resistance Rs. The Thevening voltage is dependent on the
wind velocity. Harmonic distortion in the current will affect the losses in the ma-
chine and create additional stress in the shaft.
In the transformer, two types of losses were considered: core and winding losses.
The first are function of voltage magnitude, frequency and the core material. These
three variables are not affected by the modulation at a fixed frequency and therefore
core losses are not necessary to be considered in this analysis, despite having a high
importance in the design of the transformer. Winding losses depend mainly on the
current, therefore they are considered as a series resistance. Parasitic capacitances
are also considered in the transformer. These capacitances are not important in a
conventional low frequency transformer but they become more important as the
frequency is increased. As the leakage inductance modifies the ideal square wave,
it must be considered in the study. It modifies the current/voltage applied to the
semiconductors and could create over voltages which must be faced by the clamp
circuit. Indeed, the losses in the clamp circuit must be calculated due to the effect of
this leakage inductance, otherwise they would be negligible.
3.5.1 Analytical model of the losses
Using the approximated model of the losses it is possible to determine an analytical
model for losses calculation at nominal conditions. This is a general method for the
four considered cases are considered. As shown in Equation 3.24 the conduction
losses depend on the collector current. For voltage source operation the current in
each phase is given by Equation 3.29.
Ic =
√
2 · Irms · Cos(ωt) (3.29)
The total conduction losses can be easily calculated replacing expressions 3.29
and 3.24 into Equation 3.25 and taking into account that in VSO three semiconduc-
tors are conducting each instant of time. The result of this calculation is shown in
Equation 3.31.
Pcond =
6 · √2 · α1
pi
Irms + 3α2 · I2rms +
8 · √2 · α3
pi
I3rms (3.30)
For current source operation, the magnitude of the collector current is constant
changing only in polarity. Two semiconductors are conducting all the time. There-
fore the conduction losses in one period are given by Equation 3.31.
Pcond = (2α1) · Icso + (2α2) · I2cso + (2α3) · I3cso (3.31)
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Both are cubic equation with almost same coefficients since at nominal operation
Icso =
√
3/2Irms. Therefore conduction losses are almost the same in both cases.
This result does not depend on the type of modulation.
Conversely, the switching losses depend on the type of modulation and
operation principle. The total power dissipated in one period is given by Equation
3.32.
Psw =
1
T
kf
T∑
0
Esw(IC , VC) (3.32)
where Esw is given by Equation 3.26 and kf is a factor which takes into account
the number of switching actions according to the modulation strategy. At high fre-
quency operation the approximation given in Equation 3.33 is possible.
T∑
0
Esw ≈ f
T∫
0
Eswdt (3.33)
Notice the integral term does not depends on the switching frequency. There-
fore, the switching losses are linearly dependent on the frequency.
3.6 Simulation results
A simulation study for a 2 MW wind turbine was carried out. The values of two ABB
StackPak 5SNR20H2500 module were used in the calculation. Parameters of the
simulation are given in Appendix B. Results for the studied modulations at switch-
ing frequency of 10[kHz] are shown in Figure 3.18.
CBM-VSO SVM-VSO CBM-CSO SVM-CSO DCLink
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Figure 3.18: Comparison of losses for different modulation schemes and 10 [kHz]
The bar in black represents losses in the back-to-back configuration presented
in Figure 3.1(a) used as reference and operated at 10 kHz. Space vector modulation
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presents a more efficient behaviour in both type of operations as a result of a suitable
use of the zero state vectors and a correct order of the active vectors to achieve less
switching actions. Voltage source operation is more efficient from the RMC point
of view, due to the fact that for the same output rating in the high frequency link,
the semiconductors in the RMC receive higher current. However, from the point of
view of the entire conversion system, current source operation is more efficient. In
current source operation, the current magnitude in the conduction of IGBTs is the
same as the one in the transformer while in a voltage source operation, it is the same
as the generator. Therefore, for voltage source operation, it is a sinusoidal waveform
while for current source operation it is square wave form.
Figure 3.19 presents the losses for current source operation space vector modu-
lation (lowest losses), and the losses for the back to back configuration at different
frequencies. The reduced matrix converter is more efficient than back-to-back topol-
ogy when the frequency increases with a crossing point around 6 kHz.
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Figure 3.19: Comparison between the matrix converter SVM-CSO ( ) and a DC link conver-
sion system ( )
Figure 3.20 shows the losses for the four considered cases. The spikes in the
voltage for voltage source operation, create over voltages in the clamp circuit which
have to be eliminated by the DC chopper generating additional losses. In current
source operation, the clamp circuit is not used in the stationary state, therefore, total
losses are low.
Losses in the full-bridge are constant in the frequency and operational modes. In
all cases, space vector modulation presents less losses in comparison with carrier-
based modulation. The losses in the machine and the transformer represent less
than 1% of the losses in the system. Current source operation is more suitable for
series connection since the converter offshore can maintain constant the current.
Moreover, both the voltage and the current in the generator are sinusoidal wave
forms. For parallel connection, voltage source operation is more suitable since the
DC/DC converters offshore can maintain the voltage constant. In both cases the
generator can be controlled by the reduced matrix converter.
Medium frequency could also be used (for example 1[kHz]) with a greater re-
duction in the switching losses, however, the present work uses higher frequencies
due to its potential reduction of size and weight. In addition, lower frequencies deal
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Figure 3.20: Losses for different types of modulation and operation principles: Reduced ma-
trix converter( ), full bridge diode rectifier ( ), clamp circuit( ), total losses ( )
with higher harmonic distortion on the three-phase side. This harmonic distortion
has influence on machine losses and the torque. Oscillating torque reduces lifetime
of the shaft.
The wind velocity has an influence on the operation of the converter as shown in
Figure 3.21. For conventional maximum tracking point control, the rotational and
electric speed in the permanent magnet machine is proportional to the wind velocity
for values below the nominal (which is 10[m/s] in this case). For values higher than
the nominal velocity, the rotational speed is fixed to the nominal value. The currents
in the machine are controlled by the RMC in such a way that Id is maintained in
zero and Iq is calculated according to the power generated by the turbine. In all the
cases, space vector modulation presents better results. Current source operation is
efficient for wind velocities higher than 7[m/s]. High wind velocities are expected
in offshore wind farms. Therefore, current source operation is the most suitable
solution. However, with wind velocities between 4[m/s] and 7[m/s] voltage source
operation is more efficient. Notice that the simulation was carried out for nominal
DC voltage in VSO and nominal DC current in CSO; for series connection the current
is controlled by the converter on-land and depends on the dispatch strategy of the
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Figure 3.21: Comparison of losses at different wind velocities
entire park as will be discussed in Chapter 5. An optimal power flow must be used
for low wind velocities to reduce the losses of the entire system. For example, if
the DC current was reduced to 800[A] for a wind velocity of 6[m/s] the total losses
would be reduced from 8.72% to 7.27%.
3.7 Proof of concept
In order to prove the modulation, an experimental set-up was built as shown in Fig-
ure 3.22. Only space vector modulation for current source operation was tested
since the simulation and analysis demonstrated the advantages of this type of
operation. The parameters of this set-up are shown in Appendix B. The modu-
lation was programmed using Verilog as programming language and an APA300
field programmable array (FPGA) board. The FPGA board receives the pulse dura-
tion τxyz from a digital signal processing board (DSP). In this case, a TSM320C6713
floating point Texas Instrument DSP was used.
Figure 3.23 shows the waveform of the current in the high frequency trans-
former. Notice some spikes when the polarity of the current changes. This is be-
cause of the parasitic capacitances in the transformer. This effect is negligible at
low-frequency but becomes important at high frequency operation. In order to re-
duce this parasitic capacitances the design of the transformer must be to faced. A
very compact transformer could have a high capacitance. Therefore, designing the
transformer is a compromise between losses, size and parasitic capacitances. The
design of the transformer was not part of the objectives of the thesis. The simula-
tion results considering this parasitic capacitance effects are shown in Figure 3.24.
Voltage and current in the high frequency transformer are shown in Figure 3.25.
The voltage is symmetrical without any spikes. As aforementioned, the current
presents some spikes that can be visualized in this figure. Overlapping can be used
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Figure 3.22: Experimental set-up. (1) Reduced matrix converter. (2) High frequency trans-
former. (3) Full bridge diode rectifier. (4) DC filter. (5) Capacitance clamp circuit. (6) Clamp
circuit. (7) Control board
in this type of modulation since it is a current source converter. However, when
overlapping is used, the spikes are not eliminated but moved ahead as shown in
Figure 3.26. This test was made at low voltage and current. Notice the spikes are
proportionally larger at low voltage than at high voltage. Moreover, the current
waveform is less flat and noisy.
A second option is to use dead time instead of overlapping as shown in Figure
3.27. In this case there are spikes in both voltage and current. This is an expected
result since the operation of the converter is current source. As a consequence of
that, a small overlapping is beneficial for the operation of the converter in order to
avoid spikes on the voltages. However, spikes in the current cannot be eliminated
by the modulation itself.
The AC current in the three-phase side is shown in Figure 3.28. Low harmonic
distortion is obtained. This is a good feature of the converter since the harmonic dis-
tortion in the current is directly related with oscillations in the torque which reduce
the lifetime of the shaft.
In all cases described above, the converter was operated at constant modulation
index. The angle required for space vector modulation was calculated using the
voltage in terminals of the converter and phase locked loop algorithm. Unity power
factor is achieved. The phase locked loop will be presented in the next chapter
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where the control of the converter are going to be studied.
Figure 3.23: Experimental result of the current at the high frequency transformer for
operation at 120 V and 4 A
0.6 0.8 1 1.2 1.4 1.6 1.8 2
−20
0
20
t[ms]
I A
Figure 3.24: Simulation result of the current at the high frequency transformer for operation
at 120 V and 4 A
Figure 3.25: Current and Voltage in the high frequency transformer for operation at 80V
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Figure 3.26: Current and Voltage in the high frequency transformer with overlapping
Figure 3.27: Current and voltage in the high frequency transformer with dead time
Figure 3.28: AC current in the reduced matrix converter (Experimental)
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3.8 Final considerations about the modulation
In all the cases studied a modified space vector modulation presents lower losses
than carrier-based modulations. Conduction losses are the same no mater the type
of modulation or operation principle. In general current source operation is more
convenient for series connection since the current can be controlled on-land. Total
losses were lowest in current source operation since the DC chopper in the clamp
circuit is not operated in stationary state. This operation is most suitable for se-
ries connection because the DC current can be controlled by the converter on-land.
Therefore, series connection is the most efficient alternative not only according to
the grid losses but also to the converter losses themselves. However, current source
operation poses considerable challenge from the control point of view. This issue
will be discussed in the next chapter.
Comparatively, losses in the machine and the transformer are lower than the
losses in the reduced matrix converter. On the other hand, the wind velocity as well
as the DC current affects the losses from the converter. Due to the small value of the
modulation index at low wind velocities, the losses in percentage are higher if the
DC current is maintained at the nominal value. Therefore, an optimal power flow
must be developed to reduce the losses at such operative conditions.
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Control of the Converters
This chapter studies the optimal control for the high frequency link and
the pulse width modulated current source converter placed on-land. A
linear quadratic regulator is used in the inner loop. The operation fea-
tures of this control are tested in stationary state and transients.
THE proposed conversion system as well as the series connection requireoperation as a current source converter. As was demonstrated in the last chap-
ter, the proposed a high frequency link operates at maximum efficiency when it
is modulated in current mode. On the other hand, the shared current in the grid
must be controlled by the on-shore converter. As was presented, in Chapter 2, this
converter is a pulse width modulated current source converter (PWM-CSC) which
must be controlled to achieve two objectives: to maintain a constant DC current and
compensate the power factor in the AC side. Both, the RMC and the PWM-CSC are
then controlled by the same principle.
Figure 4.1 depicts the control of the on-land converter and the reduced matrix
converter. An inner loop controls the current in the three phase side. Then, an outer
loop controls the speed and the power in the converters placed offshore and the
DC current and power factor in the PWM-CSC placed on-land. These controls are
local and designed using optimal control theory. A secondary control is proposed
for stationary state in order to coordinate the generation resources. This chapter
will study the control of the converters while the stationary state control will be
investigated in the next chapter.
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Figure 4.1: Schematic representation of the control
4.1 Optimal control
Proportional-Integral (PI) controls have for years been the standard in power elec-
tronic applications. PI controls have some advantages compared with other tech-
niques. For example, a PI control can deal with linear as well as non-linear sys-
tems. In addition, they are simple and robust for practical implementation. How-
ever, most of the time, PI controls are tuned by trial and error approaches. Multi-
ple input - multiple output (MIMO) systems are not directly considered and anti-
windup strategies are required to avoid saturation in the integral gain when the
control objective changes or the converter operates in over-modulation. More so-
phisticated techniques can deal with MIMO systems with changes in the control
objective. However, they are usually more complex in implementation and require
high computation effort.
Another approach is optimal control which is based on an optimization algo-
rithm. Optimal control can achieve a simple implementation with low computa-
tional effort and at the same time a rigorous mathematical formulation. Moreover,
it can deal naturally with a multiple input - multiple output system. The general
optimal control formulation for a linear system is as follows:
Min
t∫
0
XTQX + UTRUdt (4.1)
subject to:
X˙ = A ·X +B · U (4.2)
where X are the state variables and U are the control variables. The objective
function 4.1 is a measure of performance of the control.
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Figure 4.2: Two different trajectories
The solution of this type of optimization problems deals with calculus of varia-
tions. In this case, the problem is named optimal linear-quadratic regulator (LQR)
since the system is linear and the objective function is quadratic. LQR has some well
known advantages for power system applications [110], namely:
• Good gain margin
• High phase margin
• Tolerance to non-linearities
• It can manage directly MIMO systems
• The control is optimal according to a desired performance index
• Over-voltages and over-currents are directly considered in the performance
index
• Implementation is as simple as proportional controls and therefore anti-
windup strategies are not required when the control objective changes
Designing an LQR control requires to define correctly the objective function. To
understand the idea behind this objective function consider Figure 4.2 where two
different trajectories are depicted. Both trajectories are stable and achieve the de-
sired zero reference. However, their performance is different, for example maxi-
mum overshoot, oscillations and setting time are lower in the trajectory represented
by the fill area than in the trajectory represented by the thick line. Notice that that
the filled area is a good measurement of the performance of the control, since the
lower this area is the better the performance is. In conclusion, by minimizing this
filled area in the trajectories of the state variables and the control variables, the over-
voltages and over-current are minimized as well as the settle time. The problem is
now how to define the performance measurement (Q and R) in a MIMO system
where each variable could have a different measurement unit (Volts,Amperes,etc).
However, as will be discussed in the following sections, in electrical systems it is
straightforward to define the objective function due to the per unit representation.
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In order to solve the optimization problem, let us define the Hamiltonian func-
tion H. This function is analogous to the Lagrangian in conventional optimization
problems, and permits introducing the constrains (which in this case is the dynamic
system itself) inside a single objective function as given in Equation 4.3.
H = XTQX + UTRU + λ · (AX +BU) (4.3)
The optimality conditions are given by the following equations.
∂H
∂U
= 0 (4.4)
∂H
∂λ
=
dX
dt
(4.5)
∂H
∂X
= −dλ
dt
(4.6)
Interested reader are referred to [111] and [112] for more details about optimal
control. For the proposed linear problem with R and Q constant, semidefinite posi-
tive and an infinite horizon, the feedback control defined by Equation 4.7 fulfills the
optimal conditions.
X = Kp · U (4.7)
where the proportional gain matrix Kp is defined as Equation 4.8.
Kp = R
−1 ·B · S (4.8)
with S calculated from the Riccati’s algebraic equation:
AT · S + ST ·A+Q− S ·B ·R−1 ·BT · S = 0 (4.9)
In some cases, it is possible to obtain an analytical solution of S from Equation
4.9. However, most of the cases it is required a numerical approximation. This
numerical algorithm is well known and is available in all mathematical softwares
such as Matlab, Mathematica or Octave.
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4.2 Optimal control of the generator
Although optimal control can deal directly with multiple input multiple output sys-
tems, it is more convenient to separate the control in different hierarchical stages.
This is because the dynamic response of the electric part is faster than the mechani-
cal response. This division is classical in motor drives and wind energy applications.
RMC
Full
BridgePMSG
SVM
Current
loop
αβ
dq
ABC
dq
speed
loop
Torque
esti-
ma-
tion
Pitch
angle Power
vs, isωs IDC
Tˆm is(ref)
is, vs
is, vs ix
ix
P
Figure 4.3: Schematic representation of the proposed optimal control
The complete control is depicted in Fig 4.3. It is separated in two hierarchical
stages, namely: speed-loop and current-loop. The speed-loop controls the speed
and the power according to the maximum-power-extraction strategy. Torque esti-
mation and pitch angle control are required in this stage. The current-loop controls
the currents is in the PMSG while the modulation directly controls the currents in
the converter. Next sub-section describes the dynamic model of the electrical sub-
system and the conventional approach using PI controls. After that the proposed
current and speed loops using LQR are presented.
4.2.1 Dynamic model of the machine and the converter
Input and output currents in the HFL are related as given in Equation 4.10 using an
average model.
ix(αβ) = m · ejθ ·N · IDC (4.10)
where ix(αβ) are the input currents in αβ reference frame,N is the transformation
ratio of the high frequency transformer, IDC is the DC current and m and θ are
the modulation index and its angle respectively. ix is directly controlled by the
modulation of the converter. Figure 4.4 shows the schematic representation of the
variables in the converter in dq reference frame.
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PMSGRMC
ix(d), ix(q) is(d), is(q)
C vs(d), vs(q)
+
−
///
Figure 4.4: Schematic representation of the converter
The PMSG is modeled in the rotor reference frame (dq) as follows:
vs(d) = Rs · is(d) + Ld · d
dt
is(d) − Lq · ωs · is(q) (4.11)
vs(q) = Rs · is(q) + Lq · d
dt
is(q) + Ld · ωs · is(d) + ψm · ωs (4.12)
where ωs is the electric rotational speed, Rs is the stator resistance, Ld and Lq are
the inductances of direct and quadrature axes, is(d) and is(q) are the stator currents,
vs(d) and vs(q) are the stator voltages and ψm is the flux of the permanent magnets.
On the other hand, the dynamics of the capacitive filter in dq reference frame is
given by Equation 4.13
Cs ·
dvs(dq)
dt
+ ix(dq) + is(dq) + jωsCs · vs(dq) = 0 (4.13)
where Cs is the capacitance, is is the current of the PMSG and vs its voltage
(which is the same as the capacitive filter). The capacitive filter is selected using a
cut-off frequency wc lower than the switching frequency:
Cs =
1
Lq · w2c
(4.14)
The electromagnetic torque is defined by Equation 4.15:
TE =
3
2
·
(np
2
)
· is(q) · ψT (4.15)
with ψT the total flux defined as in Equation 4.16.
ψT = ψm + (Ld − Lq) · is(d) (4.16)
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Figure 4.5: Losses in the PMSG for different Vω and Id
If the current is(d) is kept constant, the flux ψT is also maintained constant. The
value of is(d) deals with the efficiency of the machine, and must be determined ac-
cording to the electric parameters. Losses in the permanent magnet synchronous
generator with different wind velocities are presented in Figure 4.5. The parameters
of the machine are described in Appendix B, Table B.1. For most cases Ld ≈ Lq
and therefore is(d) = 0 produces the lowest losses. In that case the torque becomes
proportional to is(q). In the case of a wind turbine a one-mass model describes the
dynamics of the mechanical speed as given in Equation 4.17.
dωm
dt
=
1
Jm
(Tm + TE) (4.17)
where ωm is the mechanical rotational speed, Tm is the mechanical torque, TE is
the electrical torque and Jm is the inertia machine-turbine. The mechanical torque
Tm is related to the mechanical power Pm and the rotational speed ω as given in
Equation 4.18.
Tm =
Pm
ω
(4.18)
Notice the mechanical power is directly related to the wind velocity as was
demonstrated in Chapter 2 and Equation 2.5.
4.2.2 Conventional approaches
In some applications the line current is is indirectly controlled by the modulation
of the converter without any additional control, by imposing the references values
ix(d) = 0 and ix(q) = Iq(ref). However, the dynamic behaviour of this approach is
not suitable for wind energy applications. For the sake of simplicity, let us consider
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is(ref) +−
is(dq)
H1
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jωsLqis
jωsψm
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vs(dq)
H2
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max
+
−
+
jωsCsvs
−is
ix
Medium-loop Inner-loop
Figure 4.6: Current control using an inner and medium loop in dq reference frame
Ld = Lq and define a new term σ = Rs/Ls. In that case, the current in the machine
is given by Equation 4.19.
iq(s) =
w2c
(
S2 + σS + w2c − w2s
)
Iq(ref) − S ·
(
S2 + σS + w2c + w
2
s
)
wsψm + σw
3
sψm
S4 + 2σS3 + (σ2S2 + 2(w2s + w
2
c ))S
2 + 2σ(w2c + w
2
s)S + w
2
sσ
2 + (w2c − w2s)2
(4.19)
By using this open-loop control the stationary state, although is small, is not zero.
In addition, the poles of the system are highly dependent of the operative frequency
ws which changes according to the wind velocity.
Another approach is to use proportional-integral controls. In that case, the con-
trol requires three stages [51]: an inner-loop which controls vs using ix, a medium-
loop which controls is using vs, and an outer-loop which controls ωs using is. The
inner and medium loop in dq reference frame are shown in Figure 4.6 where H1
and H2 are proportional-integral controls as given in Equation 4.20 and 4.21 using
Laplace representation.
H1 = kp1
(
1 +
1
τ1S
)
(4.20)
H2 = kp2
(
1 +
1
τ2S
)
(4.21)
The desired current is(ref) = 0 + jIq(ref) in the PMSG is given by the
speed/power loop. Let us replace the control in Equations 4.13, 4.11 and 4.12 (in
Laplace representation):
CsS
(
(Rs + LdS)is(d) − ωsLqis(q)
)−H2 (H1 +Rs + LdS) is(d) = 0 (4.22)
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CsS
(
(Rs + LqS)is(q) + ωsLdis(d) + ψmωs
)−
H2 (Rs + LqS) is(q) +H2H1(Iq(ref) − is(q)) = 0
(4.23)
Notice that, as desired, is(d) → 0 and is(q) → Iq(ref) when S → 0. However, the
resulting transfer function is a 12-order function. It is true that by proper design of
the proportional and integral gains is possible to improve the transient behaviour
of this control, but is equally true that the overshooting and oscillatory behavior
cannot be completely eliminated. Optimal control reduces the inner and medium
loops to only one inner current control as will be demonstrated in the next section
with a better transient behaviour.
4.2.3 Inner loop using optimal control
A linearized model of the machine is defined in Equation 4.2 where X are the state
variables as follows:
X =
(
is(d), is(q), vs(d), vs(q) − ψmωs
)T (4.24)
U are the currents that are directly controlled by the modulation of the converter:
U =
(
ix(d), ix(q)
)T (4.25)
The state matrix A depends on the speed as given in Equation 4.26. However, it
can be assumed as a constant matrix since the speed has a slow dynamic response
in comparison to the electrical variables.
A(ωs) =

−RsLd
Lq
Ld
ωs
1
Ld
0
−LdLq ωs −RsLq 0 1Lq
− 1C 0 0 ωs
0 − 1C −ωs 0
 (4.26)
The input matrix B is given by 4.27.
B =
1
Cs
(
0 0 −1 0
0 0 0 −1
)T
(4.27)
Conventional optimal control is designed for a zero-equilibrium point. In this
case, is(d) → 0 but the current is(q) must be a value defined by the speed/power
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controller (outer loop). Therefore, the feedback control has to be modified as given
in Equation 4.28.
U = Kp · (Xr −X) + Ur (4.28)
The reference vectors Xr =
(
xr(1), xr(2), xr(3), xr(4)
)T and Ur = (ur(1), ur(2))T
are defined as follows:
Xr =
(
1 0 Rs Ldωs
0 1 −Lqωs Rs
)T
·
(
isd(ref)
isq(ref)
)
(4.29)
Ur =
(
xr(1)
xr(2)
)
+ ωsC
( −xr(4)
xr(3)
)
(4.30)
The weight factors Q and R are defined according to the nominal voltages and
currents in order to achieve per unit representation as shown in Equations 4.31 and
4.32
Q = Diag
(
1
I2nom
, 1I2nom
, 1V 2nom
, 1V 2nom
)
(4.31)
and
R = Diag
(
1
I2nom
, 1I2nom
)
(4.32)
The entire control is represented in Figure 4.7. Notice the feedback control repre-
sented by Equation 4.28 is as simple as a proportional control from the implementa-
tion point of view. Nevertheless, the proportional gain is a matrix and not a simple
constant. Therefore, interactions between variables are considered. This interaction
between variables is taken into account in conventional PI controls by subtracting
the coupling terms jωsCvs. In this case, it is considered by the terms Kp(13) · vs(d)
and Kp(24) · vs(q).
is(ref) Eq 4.29
Xr
+
−
Eq 4.24is, vs
X
Kp +
+
Eq 4.30Xr
Ur
ix
Figure 4.7: Inner current control in the matrix converter
Conventionally, current source converters have undesired resonances due to the
capacitive filter. To avoid these negative effects, an active damping strategy must
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be used [113]. Optimal control however, can solve the problem in just one stage of
control without active damping control. This is due to the capability to deal with
multiple input - multiple output systems.
4.2.4 Outer loop
According to the maximum usable energy, the proposed control considers two main
operative points: maximum tracking point and constant power. For wind veloci-
ties below the nominal, the rotor speed must be controlled to extract the maximum
power available from the wind. When the wind velocity increases, the available
power becomes superior to 1[pu]. However, due to physical constrains in the tur-
bine (TE(max)) and the electric conversion system (Idq(max)), the generated power
must be reduced until 1[pu]. Thus, the available power considering these constrains
is given by Equation 4.33
Ppu =
{
V 3w(pu) Vw(pu) < 1
1 Vw(pu) ≥ 1 (4.33)
At high wind velocities, the reduced matrix converter must be controlled to
maintain a constant active power. The pitch angle is used to reduce the required
torque and to maintain the speed. The maximum available power is below 1[pu] for
low wind velocity conditions. In this operative point, the reference for the speed
is equal to the wind velocity per unit in order to extract the available energy from
the wind and maintain optimal tip speed ratio (see Equation 2.6). From the point
of view of the converter, the torque equation is linear and the mechanical torque
is considered as a disturbance. Therefore, an estimator of the mechanical torque is
required.
The rotational speed ωs is used as a variable to estimate the mechanical torque.
The value of ωs is known by measurement or by the PLL. If the mechanical torque is
estimated, then it is possible to have an estimation of the rotational speed. Therefore,
the estimated speed ωˆs is given by:
ωˆs =
1
Jm
t∫
0
(
TE(τ) + Tˆm(τ)
)
dτ (4.34)
where Tˆm is the estimated mechanical torque. Suppose there is a proportional
estimation as shown in Equation 4.35.
Tˆm = KE · (ωs − ωˆs) (4.35)
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By replacing Equation 4.35 into Equation 4.34 it is straightforward to demon-
strate this proportional gain can estimate Tm and when ωˆs → ωs then Tˆm → Tm.
The estimator is depicted in Figure 4.8.
TE ++
−1
JmS
+
+
ωs
KE Tˆm
Figure 4.8: Estimation of the mechanical torque
Once the mechanical torque is known, Equation 4.17 becomes linear and can be
solved using linear optimal control with the control variable U defined as:
U = TE + Tˆm (4.36)
and only one state variable X :
X = ωs − ωs(ref) (4.37)
The parameters of the resulting linear model areA = 0 andB = 1Jm . The optimal
control is again a simple proportional control as follows:
U = Km ·X (4.38)
with the weight factors defined as:
Q =
1
w2nom
(4.39)
R =
1
T 2nom
(4.40)
Returning to the original variables the control is given by Equation 4.41.
Iq(ref) =
3/2
np · ψm
(
Km · (ωs − ωs(ref))− Tˆm
)
(4.41)
Notice that the final control is similar to a PI control where the optimal feedback
Km is the proportional part and the estimation of the torque is the integral part.
Optimal control can also be used to design PI controls. However, the advantage of
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this approach is the behaviour when the control objective changes. In a PI control,
if the control objective changes, the integral part saturates and special anti-windup
techniques are required. When the objective control returns to velocity control, the
integral part is saturated or restarted from zero. In this case, the integral part is
replaced by an estimator. The estimator continues to estimate the mechanical torque
even during power control. After return to speed control the value of Tˆm is not
saturated and even more accurate. The pitch angle is maintained in zero during
speed control in order to achieve maximum transfer of power.
When the wind velocity is higher than 1[pu] the control objective changes. Iq
must be controlled in order to obtain nominal power while the pitch angle main-
tains the velocity. For power control the model becomes in a static plant where a
proportional control is enough. The power equation is linearized as follows:
∆P = ωs∆TE + TE∆ωs (4.42)
A proportional control over the linearized model gives:
∆TE = −Kg · 1
ωs
(
P(ref) − P
)
(4.43)
Replacing the control on the model, the expected mismatch in the power can be
calculated:
∆P =
TE∆ωs
1 +Kg
(4.44)
Notice that if ∆ωs → 0 then ∆P → 0. In addition, if Kg ≥ 0 then the error in P
is even lower. Therefore, a proportional control is suitable to control the power, the
tracking error is not completely zero but it is small enough. A wind farm is never in
a real stationary state and hence a precise power control is not really required.
The speed is controlled by the pitch angle. In this case the same optimal strategy
can be used, so that Tm is used as control variable. The value of TE can be calcu-
lated directly using the measured current Iq . The control for the mechanical torque
becomes:
Tm = Km · (ωs − ωs(ref))− TE (4.45)
once the desired Tm is calculated the mechanical power is Pm = Tm ·ωm and the
required pitch angle is given as following:
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β = −27.54−68.33·Pm+81.35·Vω+58.91·Vω ·Pm−(39.06−13.3·Pm)·V 2ω +6.871·V 3ω
(4.46)
The above expression was found fitting the data obtained by mapping the Equa-
tion 2.5 over a grid of 50 different pitch angles in the domain [0o − 40o] and same
amount wind velocities in the domain [4m/s, 20m/s]. This non-linear function could
be also approximated by a look-up table or by a neural network. The control of the
pitch angle must consider the maximum available change ≈ 8o/s. When the wind
velocity is below to the nominal value, the pitch angle must decrease to zero con-
sidering this maximum change constrain.Wind velocity Vω is required in order to
determine the set-point of the proposed control. In this case Tˆm is used to estimate
the wind velocity by inversion of the Equation 2.5 using numerical approximation
[114].
4.2.5 Control during abnormal operation and stationary state
During abnormal operation, for example short circuit, the generated power must be
reduced in order to guarantee safe operation. For voltages or currents higher than
maximum feasible, the power must be reduced. The reference for the power control
is given by Equation 4.47.
Pref(r) = Pref −Ks1 ·H (V − Vmax)−Ks2 ·H (I − Imax) (4.47)
where H is the Heaviside step function. Using this function, the reference of
the power (Pref ) corresponds to the maximum power tracking strategy unless an
abnormal operation is detected. In that case, the electric power must be decreased
according to the values of Ks1 and Ks2. An over-voltage occurs when one turbine
has high wind conditions and other very low wind conditions. This condition must
be avoided in stationary state by means of the tertiary control, but during transients
it must be faced by the control. By reducing the power in this case, the voltage will
be also reduced. On the other hand, over-current conditions must be avoided by
the same strategy when reducing the generated power. The most feasible case for
over-current is a short circuit in the DC line. In this case, the short circuit current is
supplied by the turbines. Therefore, the turbines must reduce their power until the
fault is cleared.
In stationary state, the reference of the power and the DC current must be calcu-
lated according to an optimal power flow for series connection which will be pre-
sented in Chapter 5. It consist in a non-linear programming model which minimizes
the transmission losses taking into account the electric constrains. The result of the
optimization algorithm is the set point for the maximum power at each turbine and
the DC current. Is specially important the set point of the current, since low currents
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mean low losses, but the capability to control the output power is reduced. There-
fore, at high wind velocities, the set point of the current must be increased in order
to extract the maximum amount of power. The complete process could be done by
defining a relation between the average wind velocity and the current but an opti-
mization approach is better since the electric constrains are taken into account in the
model.
4.3 On shore converter
The on-land converter is a PWM-CSC operated at medium frequency (2[kHz]). This
converter has the capability of controlling the DC current and the output power
factor. The PWM-CSC converter was presented in Figure 2.9. The currents ix are di-
rectly controlled by the modulation while the output currents ir are used to control
the reactive power and the DC current. Therefore, an strategy of inner and outer
loop is required. The state matrix is modified as follows:
A =

−RrLr −ω 1Lr 0
ω −RrLr 0 1Lr− 1Cr 0 0 −ω
0 − 1Cr ω 0
 (4.48)
and the state variables are:
X =
(
ir(d), ir(q), vr(d) − vgrid(d), vr(q)
)T (4.49)
where vgrid is the voltage in the point of common coupling. The model is ex-
actly the same as the model for the permanent magnet synchronous generator, just
now the parameters are different. Therefore the same strategy for the inner loop is
used. For the outer loop, the DC current must be controlled. For unity power factor
isq(ref) = 0 and the DC current is controlled using ird. Let us consider the DC power
given by Equation 4.50
P =
(
Ldc
2
)
d
dt
(I2dc − I2ref ) +Rdc · I2dc + Po (4.50)
where P is the active power delivered to the grid which is proportional to the
current Id in the AC side if losses in the converter are neglected. Po is the power
generated offshore and Idc is the DC current. The system is linear with X = I2dc −
I2ref . The disturbance Po must be estimated. The problem is very similar to the pitch
angle control. However, in this case, a different approach will be used. Since it is
not required to change between control objectives, a PI control is more suitable than
83
i
i
“Tesis˙AGR” — 2012/7/31 — 13:31 — page 84 — #84 i
i
i
i
i
i
CHAPTER 4. CONTROL OF THE CONVERTERS
an estimation. Fortunately, optimal regulator theory also permits the design of PI
controls [112].
The system has the same structure as Equation 4.2 with A = 2Rdc/Ldc and B =
2/Ldc. Although the disturbance Po can be estimated or even measured, it will be
assumed unknown. (This is a practical advantage since no fast communication will
be required). Lets us define an augmented system:
d
dt
(
X
Ux
)
=
(
A B
0 0
)
·
(
X
Ux
)
+
(
0
1
)
· UN (4.51)
with Ux = U + F · B−1 (notice in this particular case B is a constant and there-
fore it has simple inverse). This system is exactly the same as the original one, but
one additional estate variable is considered. The optimal control of the augmented
system results in:
UN = Ky(1) ·X +Ky(2) · Ux (4.52)
returning to the original variables:
U =
(
Ky(2)
B
)
·X +
(
Ky(1) −
Ky(2) ·A
B
)∫
Xdt (4.53)
which is a PI control where the control variable U gives the reference for the cur-
rent Id = U/Vnom. On the other hand Iq is maintained in zero in order to obtain
unity power factor. The complete control is presented in Figure 4.9. Notice the volt-
age is measure in the common connection point as well as in the capacitive filters.
The voltage in the common connection point is required for the phase locked loop
(PLL) while the voltage in the capacitive filters is required for the inner loop control.
PWM
CSCGrid
Vs V, I IDC
SVM
Inner
loop
PLL
ABC
dq
Outer
loop
Figure 4.9: Schematic representation of the control of the pulse width modulated current
source converter placed on-shore
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4.4 Phase locked loop
A simple phase-locked-loop (PLL) is used to synchronize the control to the voltage
of the system. This element can be used in the permanent magnet machine in order
to avoid the speed sensor. It is also important in the PWM-CSC placed on-land.
The structure of the control is presented in Figure 4.10. Three phase voltages are
measured and transformed to the α/β reference frame. Then using a PLL and the
value of the angle θ the operative frequency is calculated. Despite having an integral
gain, an offset of 2pi50 is used in order to increase the velocity and stability of the
algorithm. Finally, the angle is calculated integrating the frequency. All these cal-
culations are made using the DSP (TMS320C6713 DSK) which allows floating point
calculations.
Vα · Cos(θ) +
+
Vβ · Sin(θ)
PI +
+
314.15
1
S θ
Figure 4.10: Phase locked loop for sincronization
Figure 4.11 depicts the experimental results of the implemented PLL. The black
signal is the voltage after the α − β transformation while the grey signal is the an-
gle calculated by the PLL. The algorithm was implemented as a backward Euler
method. Notice the PLL can work even with a distorted sinusoidal waveform. This
distortion is because of the accumulated noise due to the multiple stage of amplifi-
cation in the acquisition board.
Figure 4.11: Experimental results of the implemented PLL
To visualize this result of the PLL the digital-to-analog converter in the control
board was used. Therefore, the scale of the voltage doe not correspond directly to
the real voltage in the converter.
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4.5 Results
A simulation study was carried out to demonstrate the concept of optimal operation
of series connected wind turbines. Parameters of the on-shore PWM-CSC are pre-
sented in Table B.4. Parameters of the high frequency link and the permanent mag-
net machine are presented in Table B.1. The optimal gain matrix Kp is given by
Equation 4.54. Notice the sparsity characteristic of this matrix. Sparsity simplify the
implementation of the control in a real application.
Kp =
(
0.399 0.000 0.166 0.000
0.000 0.399 0.000 0.166
)
(4.54)
The proposed LQR requires the parameters of the model in order to determine
the feedback control. However, some parameters changes during normal operation
and hence, sensitivity analysis is required. Let us define a vector χα as the variation
of the state variables respect to each parameter in the dynamic model as follows:
χα =
∂X
∂α
with α = {Rs, Lq, Cs, ωs, ψm} (4.55)
The sensitivity function is obtained by derivation of Eq 4.2 as given in 4.56 for
each parameter α.
χ˙α = (A−B ·Kp) · χα +
(
∂A
∂α
)
·X +
(
∂B
∂α
)
· U (4.56)
where α is the parameter to consider. Simulation results are shown in Fig 4.12.
The dynamic response of the current-loop is more sensitive to the capacitance and
inductance than the resistance.
0 1 2 3 4 5
−1.5
−1
−0.5
0
time [ms]
p
u χRs
χLq
χCs
χωs
χψm
Figure 4.12: Sensitivity analysis of isq respect to the parameters of the system
The stationary state error is almost zero for different variation on these param-
eters. The speed and the flux are involved in the state equation but the speed is a
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CHAPTER 4. CONTROL OF THE CONVERTERS
feedback value while the flux is a constant. Consequently, the control is almost no
sensitive to variations on the speed but is very sensitive to variations on the flux.
There is almost not influence in the setting time. To demonstrate that, the closed-
loop eigenvalues for different rotational speed were calculated. The real part of
these eigenvalues remains constant in all cases.
On the other hand, optimal gains are very robust to small variations of the pa-
rameters of the system. For example in Figure 4.13 the optimal gainKp(1,1) is plotted
for values between 50 % to 150 % of the resistance Rs, inductance Ls, capacitance
Cs and electrical speed ωs.
60 80 100 120 140
0.39
0.4
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0.41
0.41
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Cs
ωs
Ls
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K
p
(1
,1
)
Figure 4.13: Optimal values for small variations in the parameters of the converter
Notice that the optimal value is almost invariant with respect to the velocity
while variations with respect to the other parameters are very small. Robustness in
the optimal tuning is important from a practical point of view since the resistance
as well as the electric speed can change during normal operation.
Figure 4.14 shows the operation of the entire system. The offshore grid is repre-
sented by a Thevenin equivalent. The Thevenin voltage was determined according
to the available power from the wind.
0 1 2 3 4 5 6
0
1
2
Current×[800A]
Voltage×[10kV ]
Wind×[10m/s]
Power×[10MW ]
t[s]
p
u
Figure 4.14: Start-up and normal operation of the PWM-CSC converter.
A single pole controller was used to model the inertia of the machines. The de-
sired DC current is 800[A] and the available power is given according to the average
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CHAPTER 4. CONTROL OF THE CONVERTERS
wind velocity. From t = 0 to t = 0.5 the offshore system is disconnected. A path
for the current is given by the full bridge diode rectifier placed at the output of each
turbine. The on-shore converter maintains the current at 800[A]. At t = 0.5 the
turbines start to generate power, a transient is created but the optimal control can
lead the current to the desired value. Variations in the wind velocity after t = 1.5[s]
produce variations on the power and therefore in the output voltage. Nevertheless,
the current remains constant in all cases.
Performance of series connection for a three phase short circuit in the network
is presented in Figure 4.15. The voltage in the point of common coupling decreases
creating an over current in the DC line.
0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.5
1
1.5
2
IDC × [1kA]
Voffshore × [20kV ]
Vs × [22kV ]
t[s]
p
u
Figure 4.15: Performance of the PWM-CSC for a short circuit in the AC grid
Once the turbines detects this over-current, the output power is decreased. Due
to this, the offshore voltage is also decreased. Once the grid voltage returns to its
nominal value, the DC current as well as the power return to nominal operation.
For a DC fault two new mesh are created. One between the PWM-CSC and point
of fault and other between the point in fault and the offshore grid. The DC current
in the first mesh decreases while the DC current in the second mesh increases.
0.45 0.5 0.55 0.6 0.65 0.7
0
0.5
1
1.5
t[s]
I
[k
A
]
Figure 4.16: Performance of the PWM-CSC for a short circuit in the DC grid
Figure 4.16 shows the current in the second mesh. This situation is detected by
the offshore grid and the output power is reduced by using the secondary control
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CHAPTER 4. CONTROL OF THE CONVERTERS
given in Equation 4.47. The action of the control of the converters offshore is not fast
enough and the current continues raising to 1.47 kA. After the fault is eliminated the
complete system is restarted.
Faults in the transformer and the generator do not represent a big challenge since
are AC circuits. In case of fault in a particular wind turbine the DC chopper and the
full bridge diode rectifier act as a bypass (see Figure 2.11). The possible over voltage
in the other turbines is faced by the DC chopper and the secondary control. The
current in the DC grid for this case is depicted in Figure 4.17. The current decreases
as consequence of the reduction of the power but returns to its reference value.
0.45 0.5 0.55 0.6 0.65 0.7
600
700
800
900
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]
Figure 4.17: Performance of the DC current for a fault in one turbine
Three-phase voltages in the PWM-CSC are presented in Figure 4.18 for nominal
operation. The harmonic contents are very low considering it is a current source
converter operated at a relatively low frequency 2[kHz]. In the offshore converters,
the voltage waveform is almost sinusoidal due to the high frequency operation.
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Figure 4.18: Voltages at the capacitive filter of the PWM-CSC on-land (Vbase = 22kV )
Figure 4.19 illustrates the start-up of a wind generator with the high frequency
link based on reduced matrix converter and optimal control. The modulation index
m as well as the rotational velocity and generated power are plotted in the same fig-
ure. Behaviour is very smooth and the tracking error is zero. However, a wind park
rarely has smooth and constant wind velocity - although is more probable to have
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this condition in offshore parks than on land. Therefore, a simulation study with a
more accurate model of the wind is presented. To avoid the undesirable effects of
the ripple in the state variables, a simple low pass digital filter was implemented in
order to obtain a smooth state variables.
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Figure 4.19: Starting up of the wind-generator with a constant wind velocity
The applied wind profile is shown in Figure 4.20. This was generated using the
methodology described in Appendix C. In the simulation, the wind turbine receives
the wind velocity (depicted in grey) while the controls received the average wind
(in black). This average was calculated using a second order low pass filter.
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Figure 4.20: Wind Profile
Figure 4.21 presents the generated power and wind velocity for this wind profile
condition. The low value of the modulation index is due to the high DC current
which is controlled by the on-shore converter.
Notice the set point of the current is important from the point of view of the
losses. A high DC current leads to high transmission losses. Moreover, as will be
demonstrated in Chapter 5, high current also deals with a low modulation index
which in turns produce low efficiency in the RMC. Nevertheless, a low DC current
could lead to over-modulation in the offshore converters. The set point of the DC
current is therefore an important task from the operation point of view.
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Figure 4.21: Generated power, wind velocity and modulation index for different wind condi-
tions
4.6 Final considerations about the control
Controlling the current in a PWM-CSC is a complex task. Therefore, in this chapter,
an optimal control methodology was proposed. This control is applicable to the
on-shore as well as the offshore converters. A proportional plus estimation strategy
was used for controlling the wind turbines. Optimal control is an efficient solution
for controlling a PWM-CSC since only one stage of control is required without active
damping. Output voltages and currents have a very low harmonic distortion. The
proposed system can face short circuits for both the AC and DC sides.
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Operative Considerations
This chapter presents some details about the operation of the entire park.
An optimal power flow based on a non-linear programming method is
presented. Long term studies based on Montecarlo simulation show some
limitations of series connection when the number of series connected tur-
bines is big and the wind velocities are not homogeneous between tur-
bines.
SERIES connection could reduce the grid losses and investment cost since highvoltage is achieved without any additional conversion/transformation stage.
However, due to the aleatory nature of the wind and its turbulence, a coordinated
control is necessary to avoid unequal distribution of voltages resulting in over-
voltages in some turbines and under-voltages in the others. Wind velocity can be
different in each turbine, meaning that the available power is also different. The DC
current must be the same for all the turbines in the same cluster. Therefore, differ-
ences in the output power will create differences in the output voltage, the turbines
with reduced wind velocity will present low voltages which can lead the converters
into unstable operation. Meanwhile, turbines with high wind velocity will present
high voltages which must be faced by the clamp circuit generating additional losses
and stress.
On the other hand, the set point of the DC current must be calculated according
to the wind conditions. At high wind conditions, the wind turbines are controlled
in order to maintain their nominal power. Therefore, the voltages and currents are
nominal. However, at low wind conditions it is desirable to decrease the set point of
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CHAPTER 5. OPERATIVE CONSIDERATIONS
the current in order to reduce transmission losses. The set point of this current is an
optimization problem. Very low values of current lead to low transmission losses
but could produce over-modulation in the RMCs loosing controllability. Nominal
current will guarantee controllability sacrificing efficiency. At wind velocities below
the nominal, the rotational speed must be equal to the wind velocity (in per unit)
in order to achieve maximum tracking point. The maximum power that can be
extracted from the wind is given by Equation 5.1:
Ppu = V
3
w(pu) (5.1)
where Ppu and Vw(pu) are the active power and the wind velocity both in per unit.
The emf voltage in the permanent magnet machine is proportional to rotational
speed. Therefore the AC current is proportional to the square of the wind velocity
giving as result the minimal DC current I(min) required to avoid over-modulation
in the reduced matrix converter. This relation is given by Equation 5.2.
I(min) = Min
{
V 2w(pu) , 1
}
(5.2)
If all the wind turbines received the same wind velocity, the set point of the cur-
rent is simply determined by Equation 5.2. In that case fast communication would
not be required and only the value of the average wind velocity is necessary. How-
ever, for large series connected wind farms, this minimal current as well as the gen-
erated power must be determined by a coordinated control.
The objective of the coordinated control is to transfer the maximum power to the
grid taking into account transmission losses and the operative limits of the system.
It works as a secondary-tertiary frequency control in a conventional power system.
The interconnection between on shore and offshore is calculated considering the
model of the cable (T model in this case). In stationary state, only resistances have
a real effect. Fast communication is not requires since this control is operated in
stationary state.
A simple way to control the entire system, is to guarantee equal power generated
by each turbine. This solution is possible for small and medium sized wind parks
where wind velocity differences between generators are small. However, this type
of strategy would be inefficient in large wind farms because the generated power
would be limited by the turbine with lower wind velocity. It should be noted that
in large wind farms the difference between wind velocities in the turbines could be
high. Another alternative is to use conventional maximum tracking point strategy
in each wind turbine. In this case, the voltage capability of each converter must be
increased. Wind turbines with high wind velocities would have high voltage since
the current in the entire system is constant. On the other hand, wind turbines with
low wind velocities would have very low voltage. In addition, DC current must be
high enough to avoid over-modulation in the wind turbines with high wind veloci-
ties. Meanwhile, the modulation index in the wind turbine with low wind velocity
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is very small because the high DC current and low generated power. Efficiency in
the converter is very low in this operative conditions.
On the other hand, By imposing proper constrains, it is also possible to use an
optimal load flow algorithm to maximize the power on shore and minimize the
losses. This optimal power flow can be solved during the operation of the system
and acts as a tertiary control. Another alternative is to solve the optimization prob-
lem off-line for different scenarios. These results can be latter synthetised in a neural
network or a simple lock-up table which is used for the operation of the system. The
non-linear programming optimization model is presented in Equations 5.3 to 5.8:
max PT =
∑
k
Pk −RL · I2(DC) (5.3)
subject to
Pk = Uk · I(DC) (5.4)
Uk(min) ≤ Uk ≤ Uk(max) (5.5)
I(min) ≤ I(DC) ≤ I(max) (5.6)
Pk(min) ≤ Pk ≤ Pk(max) (5.7)
Pk(max) =
{
Pnom ·
(
Vw
Vw(nom)
)3
Vw ≤ Vw(nom)
Pnom Vw > Vw(nom)
}
(5.8)
Equation 5.3 represents the objective function which is to maximize the power
transfered to shore. Equations 5.4 to 5.8 represent technical constrains. Equation 5.4
represents the active power generated by the turbine k. Equations 5.5, 5.6 and 5.7 are
the operative limits in each turbine. Finally, Equation 5.8 is the available power in
each turbine according to the wind velocity. Notice this value changes according to
the wind fluctuations. For operation below the nominal value, the available power
is proportional to the cube of the wind velocity in per unit. For wind velocities
above the nominal values, the pitch angle operates in order to reduce the mechanical
torque and avoid high rotational speeds and torques.
It is possible to achieve maximum-tracking point in each turbine if the elec-
tric variables in the entire cluster are within the constraints, otherwise, the electric
constrains impose limits to the generated power. The optimization algorithm can
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be modified to maintain more constant output power instead of maximum output
power. In this case, the objective function is replaced by the one shown in Equation
5.9
min ∆P =
1
2
· (Pexpected − PT )2 (5.9)
This optimization model could be solved using any non-linear programming
technique (for example the interior point method), and represents a control in sta-
tionary state. The optimization algorithm itself is so simple in this case that is not
required a detailed analysis. The control is coordinated between offshore and on-
shore, but since it is a stationary state, no fast communication system is required.
Pk(max) is calculated according to the measured mean wind velocity. The desired
output power in each turbine (Pk) as well as the set point of the DC current are the
result of the optimization process. This power is used to find the reference values of
pitch angle and speed. Notice the losses in the converters are not taken into account
in this model. This type of losses will be considered in the next section.
The layout of the system used for the simulations is depicted in Figure 5.1. It
consist on 10 series connected wind turbines of 2 MW each one. The nominal DC
current is 800 A. Distance between turbines is 560 m and transmission distance is 40
km. These values were selected according to real data from [115] and [116].
...
560 m
T1 T2 T3 T10
40 km
Offshore grid
HVDC transmission Shore
Figure 5.1: Layout of the series connected wind farm
Simulation results are depicted in Figure 5.2. Turbine T1 receives variable wind
velocities while the other nine turbines receive constant wind velocities. The power
in T1 varies according to the wind velocity while the power in T2-10 remains con-
stant. The current in the DC grid is maintained on its minimal value until the wind
velocity in turbine T1 achieves its nominal value. In that case the DC current must
be increased in order to avoid over modulation in the converter.
Specially important is the dual variable λim related with the Constrain 5.6. It
represents the variation of the objective function if the constraint is relaxed as shown
in Equation 5.10:
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Figure 5.2: Results for the optimal operation of 10 series connected wind turbines. T1 ( )
and T2-10 ( )
λim =
∂PL
∂Ikmin
(5.10)
This dual variable is off course zero for high values of wind velocity. It represents
the reduction of losses if Imin is decreased. It means to increase the voltage ratio of
the transformer. A voltage ratio grater than 1 : 2√
3
leads to lower current when the
wind velocity is low. However, it decreases the efficiency of the converter since the
modulation index will be lower than 1 even for nominal conditions.
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5.1 Long term operation of the park
Long-term operation of the wind farm must be studied taking into account the
stochastic behavior of the wind. The wind velocity is modelled as a Weibull distribu-
tion as is presented in Appendix C. A Montecarlo simulation is used to evaluate the
energy production of the entire wind park. This type of stochastic simulation gives
the probability distribution of the generated power and the losses. As the wind is a
stochastic variable, the output power could not be guarantee in long term. What is
possible to determine is the generated power and losses with a certain probability.
The pseudo-code for Montecarlo simulation is presented in Algorithm 1. In
each scenario, the mean wind velocity is calculated by a random number using the
Weibull cumulative distribution. Then, the wind velocity in each turbine is calcu-
lated using a normal distribution with mean equal to the mean velocity calculated
previously. Variance is defined a priori. Then the optimization algorithm is called.
Algorithm 1 Montecarlo Simulation
1: while Convergence do
2: Vw(mean) ←WeibullDistribution(Rand)
3: [Vw(k)]← NormalDistribution(Vw(mean), Rand)
4: [IDC , Uk, Pk]← Optimization . Call non-linear programming function
5: PL ← RL · I2DC
6: PG ← Sum(Pk)
7: PM ← LossesHFL(Pk, IDC) . Call lookup table
8: PD ← PG − PL − PM
9: end while
The non-linear optimization problem is very simple and can be solved by using
recursive linearizations. The result of the optimization algorithm determines the DC
current and the optimal power in each turbine for each scenario. Therefore, trans-
mission losses PL and total generated power PG can be calculated. The losses in
the energy conversion system (machine, RMC, transformer, clamp, diode-rectifier,
filters) are calculated using a lookup table with linear interpolation. Finally, the total
delivery power PD is calculated.
The lookup table is created before using PSIM. A set of 500 simulations for dif-
ferent operative conditions was carried out. The losses were calculated taking into
account the on-state losses of the semiconductors and passive elements as well as
the turn on, turn off and reverse recovery losses at the IGBT and diodes. This is
a dynamic simulation but only the stationary state values are required. Since the
machine and the turbine have very low constant time, they were replaced by a
Thevenin equivalent. The Thevenin’s impedance is equal to the impedance of the
machine. The Thevenin’s voltage is calculated using the value of the power ob-
tained in the optimization algorithm. If the power obtained in the simulation pro-
cess is lower than the available power, then the voltage in per-unit is 1 otherwise it
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is equal to wind velocity. The losses (PL) of the converter in per unit over the basis
of the generated power and for 10 KHz are presented in Figure 5.3.
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Figure 5.3: Efficiency of the high frequency link for different modulation indexes at 10 kHz
operation
On the other hand, Figure 5.4 depicts the result of the Montecarlo simulation for
20000 different wind scenarios with a covariance of σ2 = 25m2/s2. Each point rep-
resents a particular scenario. Notice that a conventional maximum tracking point
algorithm would produce a quadratic curve in interval [5−10]m/s. In this case, par-
ticular scenarios require a power set-pint different from the ideal maximum tracking
point curve. Therefore, the generated power is sometimes lower than ideal. For high
wind conditions the dispersion of the data decrease due to the smooth action of the
pitch control.
Figure 5.5 shows a histogram of the energy production of the entire park for two
different covariances σ2 = 0 and σ2 = 25m2/s2. For σ = 0 all the series connected
turbines receive the same wind velocity, therefore, the voltage limits are fulfilled
and the energy production is maximum. For other value of covariance the energy
production decreases.
Series connection is a very efficient alternative when the wind velocities are close
to the turbines, otherwise it could present some negative consequences at high vari-
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Figure 5.4: Total Generated Power for 2000 different scenarios
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Figure 5.5: Total generated power for two different values of covariance of the wind velocity
between the turbines
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Figure 5.6: Total losses for different conditions
ation of the wind velocity; for example, the frequency of the scenario is increased
when the wind park stops due to low wind conditions. In addition, the frequency
of nominal power generation is decreased. However, the improvement in the effi-
ciency and reduction on investment cost could compensate these drawbacks.
The total losses of the wind park for different wind velocities and high covari-
ance are presented in Figure 5.6. Parameters for a cable of 2500 mm2 cross area and
40 km length were used for calculating the grid losses. At nominal power the total
losses are 0.0674 pu where 0.035 pu are due to the conversion system and 0.0324 are
transmission losses.
Notice the total losses decrease as the wind velocity is increased. The DC cur-
rent must be adjusted according to the wind conditions. However, only a short
margin remains between high wind velocities and what from a practical point of
view could be maintained constant. On the other hand, the voltage in each turbine
is much more variable than in a conventional parallel system. Figure 5.7 shows the
DC current versus the mean wind velocity. At high wind velocities the current is
the nominal value which is 800 A in this case. At low wind velocities, the set point
of the DC current is highly variable. Compare this behaviour with the theoretical
minimum current shown in Equation 5.2. This minimum value is the desired set
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Figure 5.7: Transmission current versus mean wind velocity
point of the DC current if and only if all turbines receive the same wind velocity.
In the real case, the optimization algorithm determines a higher set point. This be-
havior could seem contradictory since the minimal losses occur at minimal current.
However, minimal current could lead over-modulation in some turbines. This over-
modulation must be counteracted by the pitch angle which reduces the generated
power.
Figure 5.8 shows the results of voltage and generated power for one single tur-
bine. The results show a linear tendency of the voltage and the power due to the rel-
atively constant value of the current. The maximum voltage is set as 1.2 pu. There-
fore it is not necessary to get any information from the other turbines to define the
power reference. This is a simplification in the control strategy
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Figure 5.8: Generated voltage versus generated power for a single turbine
Figure 5.9 shows the operation of the system with a simplified strategy and is
compared with the optimization approach. The same covariance is used for both
simulations (σ = 5m/s). In this case the set point of the current is calculated accord-
ing to the Equation 5.2 without any optimization process. The wind park operates
less time on its nominal capacity because of the low current. Transmission losses
are decreased in magnitude but increased in percentage since the generated power
is lower. Nevertheless, a simplified strategy is a feasible solution from the point of
view of the physical implementation since no communication at all is required. The
only required variable is the mean wind velocity.
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Figure 5.9: Total generated power with and without optimization and σ = 5m/s
5.2 Final considerations about the operation of the sys-
tem
Series connection is an efficient alternative for grid integration of offshore wind
turbines. However, high variations in the wind velocity between turbines deteri-
orates the performance of the park. In order to face this problem an optimization
algorithm based on non-linear programming was proposed. The algorithm acts as
a secondary-tertiary control in stationary state. A simplified algorithm based ex-
clusively on the mean wind velocity is also feasible. The final strategy to be used
depends on the stochastic characteristics of the place. The physical placement of
the turbines can significantly affect the results. In addition, a very high number of
wind turbines could be self-defeating because of the difference in the wind veloc-
ity between turbines. This refines the results presented in Chapter 2 where it was
demonstrated that the higher the number of turbines is the lower the value of the
transmission losses. The number of turbines to be installed is therefore a planning
problem that involves stochastic optimization.
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Conclusions
This chapter recapitulates the main results of this this thesis and presents
some recommendations for further investigations.
HVDC systems based on a series connection of an offshore wind farm is an openresearch problem. This thesis has demonstrated the advantages of this type of
topology but also new challenges which were not studied before.
Series connection leads to fewer transmission losses which is one of the main
desirable features in an offshore wind park. In addition, series connection reduces
investment because support platforms are not required to centralize the power to be
transmitted to on-shore. A new converter topology was developed. This converter
was designed based on matrix converter topology at high frequency operation.
The matrix converter was selected because it reduces the stages of conversion.
On the other hand, high frequency operation reduces the size and weight of the
passive elements. Simulation and experimental results demonstrates the efficiency
and feasibility of this converter. Four main types of modulation were studied in this
converter. Current source operation with space vector modulation is demonstrated
to be the most efficient of these modulations. A modulation based on voltage source
operation is also possible despite both sides being mainly inductive. However, volt-
age source operation is feasible if and only if the inductance at the high frequency
transformer is very small. Nevertheless, simulation results demonstrated an over
use of the clamp to reduce the spikes in the voltage. The clamp circuit is used to
face faults in the converter but should not operate in stationary state since this type
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of operation increases the losses. As a consequence of the clamp circuit operation,
the modulation as current source converter is more efficient than the operation as
voltage source converter. This result fulfills the requirements of series connection
where DC current is the same in the entire grid.
Experimental studies proved the concept of reduced matrix converter. High fre-
quency operation was achieved with a 10 kW converter. As expected in the simu-
lation study, the voltage in the high frequency transformer is spikes-free and the
three-phase voltage and current present low harmonic distortion. Nevertheless,
some spikes were found in the current due to the parasitic capacitances in the high
frequency transformer. These spikes correspond with simulations although very
small integration step was required.
The next challenge that was faced in the thesis was the control of the converter.
This control was exclusively studied by simulations. Controlling current source
converters is a complex task. The main problem is the resonances of the capacitive
filters with the grid. Such resonances have been faced using active damping con-
trols. In this work an optimal control approach was used. Results demonstrated the
advantages of the control since only one stage of control is required for controlling
the currents. A proportional plus estimation strategy was used for controlling the
wind turbines. Output voltages and currents have a very low harmonic distortion.
The proposed control can deal with short circuit and transients.
Finally, a stationary state control was developed in order to optimize the
operation of the entire wind farm. A non-linear programming methodology was
used which fixes the set point of the DC current and the generated power. A Monte-
carlo simulation was carried out in order to determine the long-term behavior of the
proposal. Results demonstrate that differences in the wind speed between turbines
leads to low levels of efficiency in the park.
6.1 Future work
6.1.1 Micro-grids
Series connection can be applied to micro-grids as depicted in Figure 6.1. A matrix
converter is not used in this configuration but is a possibility if the micro-grid re-
quires fast control. Connection of the turbines in series is potentially more efficient
and has lower investment cost due to the use of only one control device and less
stages of conversion. Insulation is not a big problem in this type of configuration
since the voltage level is the same as the solar panels which are usually connected
in series until 500 or 600 V.
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PMSGΘ
PMSGΘ
PMSGΘ
PMSGΘ
PWM-CSC
Figure 6.1: Series connection of small-scale wind turbines for micro-grids applications.
6.1.2 New technology of semiconductors
In the current state-of-the-art of high power semiconductor devices, it is clear that
integrated-gate-commutated thyristors (IGCTs) have potential advantages. The pro-
posed matrix converter as well as the PWM-CSC can be investigated using these
new type of semiconductors. The available technology of IGCTs permit operation
at high power and high frequencies that are suitable for wind turbines applications.
Frequencies up to 40 kHz can be achieved with this technology. The limitation is
only the switching losses but there are not any intrinsic physical limitation of the
semiconductor itself. An study of the optimal operative frequency is also required.
Low frequencies have less switching losses in the semiconductors but higher losses
in the passive elements due to the harmonic distortion and the required size of in-
ductive elements.
6.1.3 New topologies
Other topologies of matrix converter can be studied not only for series connection
of wind farms but also for parallel connections. The three-phase matrix converter
is a promising alternative together with a three phase high frequency transformer.
The efficiency between a three phase and a single phase high frequency transformer
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must be compared. It is well known that three-phase transformers are more efficient
than single phase transformers for 50 or 60 Hz systems. However this condition has
not been proved in high frequency transformer with square wave forms. Even if the
three phase transformer is more efficient than single phase, it is required to evaluate
the total losses of the system, considering also the losses in the matrix converter.
6.1.4 Six phase generators
Six phase generators as well as six phase matrix converter could be studied for this
type of applications. The potential advantage of a six phase system is the increase on
the reliability. Modular approaches of matrix converter can be also used to improve
the reliability of the system. For example, tandem wind rotors with planetary gear
box. In this case, two high frequency links can be used to control the two machines
coordinated.
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Active Filtering Using Mathematical
Optimization
This appendix summarize and independent investigation about non-
active power compensation. However an active filter can be placed in
any part of the park to reduce the harmonic distortion, this research is
more general and can be applied to any grid. Since this work was not
directly connected with the main objectives of the thesis, it is presented
as an appendix.
HARMONIC content in the grid is a problem that must be faced. The PWM-CSC can generate power with low harmonic distortion if the commutation
frequency is high enough. However, the proposed concept of series connection can
be also applied using line commutated converters. In that case, the DC current can
be controlled by the converter on-land. The harmonic distortion in that case is high.
Therefore, either a passive or an active filter should be used. Usually, a passive filter
is enough for this type of applications. However, active an active filter has many
advantages. In this appendix a compensation theory based on mathematical opti-
mization is presented. This technique can be used in the proposed concept but is
general and can be applied to any active filter application.
Compensation strategies for active filters can be classified in many different
ways. In this thesis, a classification according to the reference frame is proposed
namely:
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• pq-dq based strategies
• ABC based strategies
The pq strategy uses the Clark transformation to define reactive power and all
variables in α, β stationary frame [117]. A more specialized compensation strategy
is the dq which is based on the same principles as the pq but in a rotational reference
frame [118]. Many other modifications have been proposed for pq theory, for ex-
ample in [119] a pqr power theory applicable to four wired systems was presented
where the main basis remains the same.
On the other hand, the ABC theory, also known as vectorial theory due to the
formulation presented by Peng [120], is defined in the three phase reference frame,
simplifying the analysis and the implementation. Despite of the advantages of
the ABC frame, theories based on the Clark or Park transformations are the most
widely implemented in reactive power compensation due to their robust function-
ality. However, these theories do not foresee a framework that allows integration of
network loss models and at the same time system intrinsic constraints.
The main contribution of this appendix is a generalized compensation strategy
based on mathematical optimization on the ABC reference frame that deals with
several conflictive objectives and includes among them the minimization of the net-
work losses. Four different compensation cases are investigated for which a simple
generalized formulation is derived. The simplicity of implementation and the flexi-
bility for different compensation cases are retained as the most important contribu-
tion in this approach.
A.1 Classic ABC theory
The classic ABC theory has been investigated by Peng using a vectorial approach
[121]. However, the problem can be also presented, as an optimization algorithm
aimed at the minimization of the line currents, as follows:
min
∑
k∈{a,b,c}
(Ik − Iqk)2 (A.1)
subject to ∑
k∈{a,b,c}
Vk · Iqk = 0 (A.2)
Throughout this appendix the voltage and current variables involved in the
mathematical models will refer to the terms schematically represented in Figure
A.1. The objective function (Eq. A.1) is proportional to the line losses while the
constraint (Eq. A.2) requires that the instantaneous power delivered by the shunt
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compensator is zero. Therefore the optimization model minimizes the line currents,
(and therefore line losses) subject to zero active power delivered by the filter. This
non-linear optimization model is resolved using the first order conditions, giving
the compensation currents in Equation A.3.
Network
Vk
Non-Linear
Load
Active
Filter
Ik − Iqk → Ik →
I
q
k
→
Figure A.1: Schematic representation of the voltages and currents involved in the model for
active filter compensation
Iqk = Ik − P∑
V 2k
· Vk (A.3)
where
P =
∑
k∈{a,b,c}
Vk · Ik (A.4)
The voltages are measured with respect to the neutral point. A vectorial repre-
sentation of Equation (A.3) was proposed by Peng [120]. In that case, reactive power
was defined as a cross product between instantaneous three-phase vectors of volt-
age and current while active power was defined in the conventional way as in Eq.
(A.4).
A.2 Effect of the Neutral Current
The neutral current IN in the transmission line can be eliminated by a shunt com-
pensator controlled by an algorithm based on the ABC theory, if and only if the
supply voltage does not contain a zero sequence. This undesirable feature is caused
by an incomplete understanding of the optimization problem. To demonstrate this
point, lets us modify the optimization model considering the neutral current:
min α · I2N +
∑
k∈{a,b,c}
(Ik − Iqk)2 (A.5)
subject to
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∑
k∈{a,b,c}
Vk · Iqk = 0 (A.6)
with IN the neutral current in the transmission line.
IN =
∑
k∈{a,b,c}
Ik −
∑
k∈{a,b,c}
Iqk (A.7)
and with
α =
RN
RL
(A.8)
Thus, α is the relation between the line resistance and the neutral resistance. For
the classic ABC theory the neutral resistance is considered to be zero. Clearly, the
classic ABC theory is a particular case of this model.
Let the Lagrangian function associated with the optimization problem be:
L(Iqk, λE) = α · I2N +
∑
k∈{a,b,c}
(Ik − Iqk)2 + λE ·
∑
k∈{a,b,c}
Vk · Iqk (A.9)
The optimality conditions are found deriving L as function of Iqk and λE :
∂L
∂Iqk
= −2 · (Ik − Iqk)− 2 · α · IN + λE · Vk = 0∀k ∈ {a, b, c} (A.10)
The derivative of L with respect to λE results in Equation (A.6) and represents
power delivered by the shunt compensator. Multiplying the set of Equations (A.10)
by Vk and adding the three phases results:
P + α · IN · (3 · Vo) = λE
2
·
∑
V 2k (A.11)
therefore, the dual variable, or Lagrange multiplier, corresponding to Constraint
(A.6) for a four wire system is:
λE =
2∑
V 2k
(P + 3 · α · IN · Vo) (A.12)
with:
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Vo =
1
3
∑
k∈{a,b,c}
Vk (A.13)
and the set of equations (A.10) becomes:
Ik − Iqk + α · IN = Vk∑
V 2k
(P + 3α · IN · Vo) (A.14)
In this equation, IN is still an unknown variable since is the neutral current in
the four wire system, and not the load. To obtain this value, the set of Equations
(A.14) is added in the three phases:
(1 + 3α) · IN = 3Vo
(
∑
V 2k )
(P + 3 · α · IN · Vo) (A.15)
Therefore, the optimal neutral current for ensuring minimal losses is:
IN =
Vo · P
(
∑
V 2k )
·
(
3
1 + 3α− 9α (V 2o /
∑
V 2k )
)
(A.16)
The expression obtained in (A.16) requires a thorough analysis as follows:
• The optimal value from the point of view of the losses in a four wire system,
is not necessarily the one with zero neutral current. However, it is not the one
generated by the classic ABC theory.
• The value of the optimal neutral current should decrease being zero in the
limit, for two different situations: when the neutral resistance increases or
when zero sequence voltage increases.
• It is desirable to reduce the neutral current especially when the zero sequence
voltage increases.
• These two cases are not considered by the classic ABC theory [122].
• If the zero sequence voltage Vo is zero, then the optimal neutral current is also
equal to zero. This is even in the case when the load presents zero sequence
current.
• If the neutral resistance was zero (α = 0) then the optimal neutral current
would be:
IN =
3Vo
(
∑
V 2k )
P (A.17)
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Notice this is the current that appears in the classic ABC theory. As a con-
sequence, the classic ABC theory results in optimal losses if and only if the
neutral resistance is zero, which is never the case in a four wire system.
• A compensation strategy that minimizes the total losses must take into ac-
count the neutral resistance, being particular to each system. However, from
the practical point of view the optimal solution must eliminate the neutral
current.
Equation (A.16) could be separated into two terms as a function of Equation
(A.17) defining a dimensionless value Ψ (let us call it optimal neutral factor):
IN =
3Vo · P
(
∑
V 2k )
·Ψ (A.18)
with
Ψ =
1
1 + 3α− 9α (V 2o /
∑
V 2k )
(A.19)
This factor Ψ, is a function of α and
(
V 2o /
∑
V 2k
)
which can be considered as a
measure of the voltage unbalance. Figure A.2 shows the optimal neutral factor Ψ as
function of α for different degrees of unbalance. Notice that Ψ is very robust to the
voltage unbalance, for example it is less than 30% for values of α above 1, which is
the most common case in real four wire systems. In other words, a shunt compen-
sator operated with the classic ABC theory permits currents which are more than
70 % higher than the optimal value. Therefore, to eliminate the neutral current is
more convenient than mantaining in the value generated by the classicABC theory.
0%
30%
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0.2
0.4
0.6
0.8
1
α
Ψ
Figure A.2: Optimal neutral factor as function of the neutral resistance α for voltage unbal-
ance of 0 % and 30 %
As α is a weight factor in the objective function, then, increasing this term is
equivalent to decreasing the desired neutral current. Therefore, if the compensation
objective includes elimination of the neutral current, then the following condition
must be satisfied:
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lim
α→+∞α · IN =
Vo · P
(
∑
V 2k )− 3 · V 2o
(A.20)
replacing Equation (A.20) in the expression (A.14), the new compensation cur-
rent is calculated:
Iqk = Ik − P · (Vk − Vo)
(
∑
V 2k )− 3 · V 2o
(A.21)
This extended compensation strategy expressed in Equation (A.21) can deal with
the most general case, unbalance and distortion in both voltages and currents. From
the optimization point of view, the best solution corresponds to expression (A.10)
where the power is transfered not only by the phases but also by the neutral wire.
As a consequence of this, neither the optimal neutral current is zero nor the one
generated by the classic compensation theories. However, as shown in Figure A.2,
the optimal neutral current is less than 30 % of the one calculated with the classic
ABC theory. Therefore, a compensation strategy which entirely eliminates the neu-
tral current is closer to the real optimal strategy. Moreover, from a practical point
of view, it is always preferable to have zero neutral current. This can be added as
an additional constraint in the optimization model, to avoid the calculation of the
limit, as will be presented in the next sections.
A.3 A flexible ABC theory with zero neutral current
An extended ABC theory is presented in this appendix with a clear mathematical
interpretation by means of a simple optimization approach. Four main cases are
studied to show its flexibility:
• Case I: Invariant instantaneous power (not energy storage required).
• Case II: Constant power (not oscillating power).
• Case III: Unity power factor (proportionality between voltages and currents).
• Case IV: Pure sinusoidal currents (zero line current harmonics).
The first case is the same as considered in classic ABC power theory except that
a more general model is presented; this case avoids energy storage requirement in
the shunt compensator and reduces but does not eliminate harmonic distortion. The
second case is a natural extension of Case I which allows reducing or eliminating os-
cillating power and hence the harmonic distortion. The third case was considered
by Fryze [123]. In that case, the system was balanced and without neutral current
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elimination; thus proportionality between voltages and currents makes non-linear
loads appear as if they were resistive from the network point of view. Finally case
IV eliminates harmonic distortion in the line current acting as an active filter. The
proposed compensation strategy can be as flexible as pq theories, but with a sim-
pler implementation (no need for reference frame transformation) and optimal line
losses.
All cases mentioned above were simulated in PSIM under the same conditions
in order to compare the performance of each compensation objective. Three-phase
voltage sources contain distortion and unbalance as shows in Figure A.4 and Table
A.1. The loads consist of a full-bridge diode rectifier with a high inductance and a
pure reactive single phase load connected to phase k = (c). Parameters of the load
and the distribution line for simulation results are shown in Figure A.3.
Vo 6= 0
THDV ≥ 0
+−
Vk(t) 0.1174Ω 0.6286mH 10mH
+−
+−
0.2242Ω 1.9425mH In →
ILk(t) → Ik(t) →
Non linear load
Unbalanced load
0.8H
10mH
100Ω
100µF
3mH
0.3µF
Figure A.3: Circuit for simulations of the proposed reactive power compensation
Table A.1: Voltages in the source
Magnitude Angle Frequency
[V ] [deg] [Hz]
13200 0 60
800 0 60 (zero sequence)
400 10 7× 60
200 0 11× 60
The impedance of the distribution line was selected using the values of the 4
node IEEE test system [124]. Simulations are based on an ideal compensator. More
accurate simulations considering the control of the DC link and the distortion owing
to the modulation are presented in next section.
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Figure A.4: Waveforms of the three phase unbalanced and distorted voltage source
A.3.1 Case I: invariant instantaneous power
The optimization model is modified to consider the zero sequence:
min
∑
k∈{a,b,c}
(Ik − Iqk)2 (A.22)
subject to:
∑
k∈{a,b,c}
Vk · Iqk = 0 (A.23)
∑
k∈{a,b,c}
Iqk = 3 · Io (A.24)
The objective function as well as energy storage constraints are the same as clas-
sic ABC theory, but a second constraint related with neutral current (3 · Io) is added
to ensure that the line neutral current be eliminated. Lagrangean function is calcu-
lated as:
L(Iqk, λE , λo) =
 ∑
k∈{a,b,c}
(Ik − Iqk)2
+ λE ·
 ∑
k∈{a,b,c}
Vk · Iqk

+λo
 ∑
k∈{a,b,c}
Iqk − 3 · Io
 (A.25)
The optimization model is solved deriving L with respect to Iqk, λE and λo.
The resulting non-linear equation system generates two Lagrange multipliers to be
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considered according to each constraint. From Equation (A.23):
λE =
2 · P
(
∑
V 2k )− 3V 2o
(A.26)
and from Equation (A.24):
λo = −λE · Vo (A.27)
The compensation equation is given by Equation (A.28):
Iqk = Ik −
(
P
(
∑
V 2k )− 3V 2o
)
· (Vk − Vo) (A.28)
Notice that Equation (A.3) from classic ABC theory is a particular case of Equa-
tion (A.28) when voltage is balanced Vo = 0. The zero sequence current is consid-
ered in equation (A.24) although the term Io is eliminated in the calculation process.
This explains why classic ABC theory can deal with zero sequence current under
balanced voltage conditions, in spite of the fact that it is not considered in the model.
The present model can deal with zero sequence current under-balanced and unbal-
anced voltages.
One interesting aspect of the mathematical optimization approach is the use of
the Lagrange multipliers as sensitivity factor which brings important information
in order to select the compensation objective. For example, the energy storage ca-
pability of the compensation device is directly related to the cost of the converter.
Different energy storage capability are required according to the compensation ob-
jective. In Case I, the energy storage is zero. However, it is not in a more general
situation. The energy storage requirement Eq and the instantaneous power deliv-
ered by the shunt compensator are related by the following equation:
d
dt
Eq = Pq (A.29)
with
Pq =
∑
k∈{a,b,c}
Vk · Iqk (A.30)
The objective function can be changed to minimize the losses in the transmission
line obtaining the same compensation equation:
PL = RL ·
∑
k∈{a,b,c}
(Ik − Iqk)2 (A.31)
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At the optimal solution, both the Lagrangian and the objective functions are the
same. In addition, all the constraints must be satisfied. Therefore, the derivative
of the Lagrangian L with respect to Pq is the same in the stationary point (optimal
solution):
RL ·
dL(optimum)
dPq
=
dPL(optimum)
dPq
(A.32)
Notice that Pq is the second addend in Equation (A.25). In general, Lagrange
multipliers represent the variation of the objective as function of the constraint. In
this case, λE represents the value of decreasing in line losses when energy storage
is increased. The sign changes according to the definition of the Lagrangian:
∂PL
∂Pq
= −RL · λE (A.33)
In the same way, λo represents the increasing in line losses if the zero sequence
current was not eliminated:
∂PL
∂Io
= −RL · λo (A.34)
λE can be used in the decision of the compensation objective since it represents
the improvement in the transmission losses if the energy storage capability is in-
creased. Moreover, λo can be used in the decision about the converter topology
(three of four legs).
A simulation result for line and neutral current in this compensation case is
shown in Figure A.5; compensation starts after 0.4[s]. In spite of the zero sequence
in the voltage source, neutral current is eliminated completely. The currents become
smoother although they are non-sinusoidal and the main objective is achieved.
without compensation compensated
Ia(t)
Ineutral
0.36 0.37 0.38 0.39 0.4 0.41 0.42 0.43
−200
−100
0
100
200
Time [s]
C
ur
r e
nt
s
[A
]
Figure A.5: Waveform of currents for invariant instantaneous power (case I)
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A.3.2 Case II: constant power
In this case, shunt compensation requires suppling the oscillating power to maintain
the line power constant. Energy storage is required depending on the magnitude of
the oscillating power and its frequency. The optimization model is as follows:
min
∑
k∈{a,b,c}
(Ik − Iqk)2 (A.35)
subject to ∑
k∈{a,b,c}
Vk · Iqk = P˜ (A.36)
∑
k∈{a,b,c}
Iqk = 3 · Io (A.37)
After the optimization problem is solved, the compensating currents are:
Iqk = Ik −
(
P¯m
(
∑
V 2k )− 3V 2o
)
· (Vk − Vo) (A.38)
with
P¯m = P − P˜ (A.39)
P¯m can be calculated easily with a digital low pass filter applied to the signal of
P or by an arithmetic moving average filter.
Results for this case are shown in Figure A.6. As in case I, compensation starts
at 0.4 [s] and the zero sequence current is completely eliminated even though the
voltage source is unbalanced. New line currents are smoother than in case I but
not completely sinusoidal; the power becomes constant after 0.4 [s] which is the
objective of this case of compensation.
Power before and after compensation for this case is shown in Figure A.7. Oscil-
lating power is completely eliminated.
A.3.3 Case III: unity power factor
This is an extension of the theory proposed by Fryze [125] but in this case the deriva-
tion of the algorithm results from the same optimization principle as in cases I and
II. In those cases, the objective function was instantaneous while in this case the
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Ia(t)
Ineutral
0.36 0.37 0.38 0.39 0.4 0.41 0.42 0.43
−200
−100
0
100
200
Time [s]
C
ur
re
nt
s
[A
]
Figure A.6: Waveform of currents for constant power compensation (case II)
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Figure A.7: Instantaneous power before and after compensation for case II
model is modified to consider a complete period. Consequently, rms line currents
are minimized instead of the instantaneous currents as follows:
min
1
T
to+T∫
to
 ∑
k∈{a,b,c}
(Ik − Iqk)2
 dt (A.40)
Subject to
1
T
to+T∫
to
 ∑
k∈{a,b,c}
Vk · Iqk
 dt = 0 (A.41)
∑
k∈{a,b,c}
Iqk = 3 · Io (A.42)
The objective is to achieve unity power factor constrained to the elimination of
the neutral current. The objective function and constraint are not compatible in all
the cases. However the optimization approach finds the solution nearest to the unit
power factor that at the same time eliminates the neutral current.
Notice that constraint (A.41) is not dependent on the time while constraint (A.42)
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is time dependent. As in all power theories, Vk and Ik are considered as indepen-
dent. Lagrangean function is calculated:
L(Iqk, λE , λo) = 1
T
to+T∫
to
 ∑
k∈{a,b,c}
(Ik − Iqk)2
 dt+
λE
T
·
to+T∫
to
 ∑
k∈{a,b,c}
Vk · Iqk
 dt+ λo ·
 ∑
k∈{a,b,c}
Iqk − Io

(A.43)
The instantaneous derivative of L with respect to three-phase currents is equal
to zero (first optimality condition):
−2
T
· (Ik − Iqk) + λE
T
Vk + λo = 0 (A.44)
Multiplying by Vk, adding in the three-phases and integrating in one period,
Equation (A.44) becomes:
− 2 · P¯m + λE ·
∑
k∈{a,b,c}
V 2k(rms) +
to+T∫
to
3 · λo · Vo dt = 0 (A.45)
adding Equation (A.44) in the three phases, and taking into account ∂L∂λo which
is nothing but Equation (A.42), this results in:
0 =
λE
T
· Vo + λo (A.46)
Combining these two equations, the Lagrange multipliers are found:
λE =
2 · P¯m(∑
V 2k(rms)
)
− 3V 2o(rms)
(A.47)
Finally, compensation currents are given by:
Iqk = Ik −
 P¯m(∑
V 2k(rms)
)
− 3V 2o(rms)
 · (Vk − Vo) (A.48)
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Figure A.8 shows the current wave forms for this case. In the other cases, com-
pensation starts at 0.4[s] in order to show the currents before and after the compen-
sation. Neutral current is eliminated. The objective is achieved since line currents
present almost the same waveform than voltage sources. Some energy storage ca-
pacity is required but the power is not constant as shown Figure A.9. Nevertheless,
oscillating power decreases considerably.
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Figure A.8: Waveform of currents for unity power factor compensation (case III)
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Figure A.9: Instantaneous power before and after compensation for case III
Compared to cases I and II, computational effort increases due to the rms calcu-
lation. However, the algorithm is still very simple for real implementation.
Figure A.10 shows the voltage and current in phase A for case III before and after
compensation. Notice that the relation between voltage and current is almost but
not completely linear. Small gaps in the compensated waveform are the result of the
elimination of the neutral current. This result is expected since the compensation
objective is to achieve a proportionality but the constraint of the neutral current
elimination limits this ideal objective. The results are however, the best possible
compensation according to the objective of proportionality that at the same time
eliminates the neutral current.
A.3.4 Case IV: sinusoidal current
In this case a sinusoidal waveform in line currents is desired, therefore:
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Figure A.10: Voltage vs Current for the case III. Before compensation (grey). After compen-
sation (black)
ILk = Imk · sin(ωs · t+ φk) (A.49)
where Imk are constant which will be set by the optimization process while φk is
set as the phase of the fundamental voltages. The objective function is represented
by Equation (A.40) but Equation (A.41) becomes time invariant in one period:
√
2
2
· V1k(rms) · Imk = P¯m (A.50)
Finally, the compensation current is given by:
Iqk = Ik −
(
P¯m
(
∑
V 21k(rms))− 3V 2o(rms)
)
· (V1k − Vo) (A.51)
The compensation algorithm is similar to case III except that here fundamental
voltage is used instead of Vk; This voltage V1k can be obtained through a low pass
filter, by integration methods or by a fast Fourier transformation. In this case, the
voltage waveform is sinusoidal (see fig. A.11). However, in some other cases, the
optimization approach cannot obtain pure sinusoidal waveform and at the same
time zero neutral current. Instead of that it will obtain the solution closest to this
ideal objective.
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Figure A.11: Waveform of currents for sinusoidal current compensation (case IV)
A.4 Other compensation objectives
A.4.1 Negative sequence currents
A negative sequence in currents can be caused by single phase loads connected to
two phases. Case I cannot compensate for these currents, since they create oscillat-
ing power. However, they can be compensated for the other three cases.
A.4.2 Reduced power oscillations
For economical reasons, it could be desirable only partial elimination of power os-
cillations. In order to reduce the power oscillations by a constant value ξ ∈ [0, . . . , 1]
Equation (A.36) becomes:
∑
k∈{a,b,c}
Vk · Iqk = ξ · P˜ (A.52)
and the compensation currents are given by:
Iqk = Ik −
(
(1− ξ) · P + ξ · P¯m
(
∑
V 2k )− 3V 2o
)
· (Vk − Vo) (A.53)
The required energy storage capacity is proportional to ξ and therefore a com-
promise relation between oscillating power and cost can be achieved. This equation
is a generalization of cases I and II since for ξ = 0 the instantaneous power is as
oscillating as the load and for ξ = 1 the power is constant. Figures A.12 and A.13
show the currents and power for this case with ξ = 0.5.
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Figure A.12: Waveform of currents for reduction of oscillating power with ξ = 0.5
0.3 0.35 0.4 0.45 0.5 0.55 0.6
2
2.5
3
3.5
4
·106
Time [s]
Po
w
er
[M
W
]
Figure A.13: Line power for reduction of oscillating power with ξ = 0.5
A.5 A single generalized formulation and some re-
marks about the implementation
The four studied cases have different objectives but similar structure. Therefore, it
is possible to generalize the compensation expression as follows:
Iqk = Ik −
(
Ps
(
∑
V 2s − 3V 2s(o))
)
· (Vr − Vr(o)) (A.54)
where Vs(o) and Vr(o) are the zero sequence voltage associated with Vs and Vr.
The values of Ps, Vs and Vr are shown in table A.2 for each case.
Table A.2: Values of power and voltage for a generalized compensation expression
Case Ps Vs Vr
I Invariant power P Vk Vk
II Constant power P¯m Vk Vk
III Unity power factor P¯m Vk(rms) Vk(rms)
IV Sinusoidal current P¯m V1k(rms) V1k
126
i
i
“Tesis˙AGR” — 2012/7/31 — 13:31 — page 127 — #127 i
i
i
i
i
i
APPENDIX A. ACTIVE FILTERING USING MATHEMATICAL OPTIMIZATION
It is important to note that the compensation objective cannot be perfectly
achieved as an ideal case due to the imposed constraint of neutral current elim-
ination. What can be guaranteed is the best possible solution according to each
objective, that at the same time eliminates the neutral current. By the general for-
mulation presented in Equation (A.54) it is clear that the optimization approach is
more flexible from the point of view of losses and its ability to deal with conflictive
objectives.
Real implementation of the proposed power strategy requires taking into ac-
count the control of the DC link and the modulation of the converter. An example
of this control is shown in Figure A.14 where a PI regulator is used to maintain
the DC link constant; this signal is added to the power reference (P) according to
the compensation objective. For the simulation, voltage reference VDC(reff) was se-
lected as 30[kV ] and the same parameters presented in Figure A.3. Modulation is
based on hysteresis control, although other types of modulation can be used. The
simplicity of the control scheme is maintained since only one PI regulator requires
to be tuned. Other types of control, modulation or converter topology can be used
in combination with the presented power compensation theory without significant
changes.
Ik
Vk
VDC
ω2o
S2+2ωoS+ω2o
VDC(reff) Kp ·
(
1 + 1τS
)
P(t)Ik
Iqk
M
od
ul
at
io
n
+−
+
+
Eq. A.54
Figure A.14: Control scheme to implement the proposed theory
A low pass filter must be placed in the voltage inputs (Vk) to avoid undesired
oscillations; the value of the cut-off frequency for the case implemented here was
ωo = 1[kHz].
The frequency spectrum for the same harmonics present in the voltage in the
four considered cases and the base current are shown in Figure A.15. In all cases har-
monic currents decrease, especially in cases II and IV. Case III follows the waveform
of the voltage and consequently, its spectrum depends on the spectrum of the volt-
age. Objectives with less energy storage requirement will result in more harmonic
distortion. Nevertheless in all cases, the harmonic content is greatly decreased.
Decreasing the losses in the system is one of the most important objectives of
power compensation from the point of view of the system operator. These losses
for different cases are presented in Table A.3. The results demonstrate that Case III
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Figure A.15: Main frequency spectrum for the considered cases (I,II,III and IV) and base load
current (B)
presents the optimal solution from the losses point of view. However, from the point
of view of protections and power quality the best solution is achieved with the pure
sinusoidal objective.
Table A.3: Losses in the line
Case Losses in [kW ] Decrease in [%]
Base 6.980421 0.00
Case I 5.896077 15.53
Case II 5.811034 16.75
Case III 5.794854 16.98
Case IV 5.804201 16.85
The maximum energy storage required for each compensation objective are
shown in Figure A.16. There is a trade off between the harmonic distortion and
the energy storage requirement.
30
60
90
120
Case I Case II Case III Case IVEn
er
gy
[J
]
Figure A.16: Maximum energy storage requirement in the compensator for each objective
A.6 Experimental results
An experimental investigation was carried out to demonstrate the practical applica-
bility and simplicity of implementation of the proposed power compensation the-
ory. A picture of the set-up is shown in Figure A.17(a). The voltage is supplied by a
programmable three-phase voltage source in order to generate harmonic distortion
and unbalance condition. Three independent programmable non linear loads are
used. The converter was modulated using hysteresis control. The control algorithm
was implemented with a DSPace board.
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Figure A.17(b) shows the voltages and currents without compensation. Three-
phase nominal voltage was set to 50[V ] with 5% of harmonic distorsion with the
harmonics 2, 5 and 7. PhaseA current is 45[A] with a maximum crest factorCFmax =
2 and 0.7 power factor.
The results obtained from the experimental work for each case are also presented
in Figures A.17. In all cases, compensation objectives are achieved. For example, in
case III, as expected, the compensated current becomes proportional to the voltage
and the neutral current is completely eliminated.
For case IV (sinusoidal waveform), the fundamental component of the voltage
must be determined. Various methods could be used to calculate it, in this case
a Fast Fourier Transformation (FFT) was used, but a PLL can also be used. The
proposed control algorithm requires low computational effort therefore it is possible
to afford the high computational resources required by an FFT.
There was a significant difference between the current waveforms with and
without compensation. It is important to note is that similar objectives could be
obtained with other type of compensation strategies. The clear benefit of the pro-
posed strategy is the generalized optimization approach by a single formulation
and the simple implementation of the compensation algorithm. An optimization
approach permits a customized solution according to the particular conditions of
the load and the system. In addition, the compensation equations are very similar
for different compensation objectives. Therefore, the algorithm is flexible to easy
changes of control objectives and thus allows the implementation of a multi-modes
control algorithm according to the compensation needs of the system.
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(f)
(d)
(b)
(e)
(c)
(a)
Figure A.17: Experimental results for the four cases studied. (a) Experimental set-up, (b)
Case base, (c) Case I, (d) Case II, (e) Case III,(f) Case IV
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Parameters for Simulation Studies and
Experimental Set-Up
This appendix presents the parameters used in the simulations as well as
in the experimental set-up.
Parameters of the permanent magnet synchronous generator are presented in
Table B.1. They are based on the work presented by Perdana in [70].
Table B.1: Parameters of the PMSG
Parameter Value Unit
Nominal power 2 MVA
Nominal AC voltage 690 V
AC Frequency 50 Hz
Xsd 0.8 pu
Xsq 0.5 pu
Rs 0.1 pu
Permanent magnet flux 1.4 pu
Nominal DC voltage 2.00 kV
Nominal DC current 1.00 kA
The model of the wind turbine was taken from [71] for a 2 MW wind turbine.
Its Parameters are shown in Table B.2. The number of pairs of poles of the machine
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are calculated using the electrical speed of the generator and the rotor speed of the
turbine. It is also possible to use either a 40 poles machine and a gear box 1:8 or
a 320 poles machine. Both alternatives are equivalent in the simulations since the
dynamic of the gear box were not modeled (according to [71] one mass model is
enough for electrical analysis).
Table B.2: Parameters of the wind turbine
Parameter Value Unit
Nominal power 2 MW
Nominal wind velocity 10 m/s
Rotor diameter 75 m
Minimum rotor speed 9 rpm
Nominal rotor speed 18.75 rpm
Total inertia constant 3 s
Parameters of the cable (Rt, Lt, Ct) are given in Table B.3. The resistance were
calculated using Equation B.1
Rt =
ρ
A
(B.1)
where ρ = 1.68 × 10−8 is the resistivity of the copper and A = 2500mm2 is
the cross section area. The length of the offshore wind farm to the shore is 40 km
but the equivalent resistance is 2 · Rt · Length = 0.5376Ω in order to consider the
returning cable. For 10 series connected wind turbines operated at nominal power
the transmission losses are 2.7%. This was the main criteria to select the cross section
area.
The equivalent inductance is calculated using Equation B.2
Lt =
µo
pi
(
1
4
+ ln
(
d
r
))
(B.2)
were d is the distance between the centers of the two conductors and r is the
radius of the conductors as depicted in Figure B.1. In this case d = 93.06 mm.
Table B.3: Parameters of the DC cable
Parameter Value Unit
Rt 6.76 mΩ/km
Lt 0.5774 mH/km
Ct 128 µF
Length 40 nF/km
Switching frequency 2 kHz
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2r
d
Figure B.1: Simplified representation of an HVDC cable
Table B.4: Parameters of the on-land CSC
Parameter Value Unit
Ls 2.985 mH
Rs 0.093 Ω
Cs 95.34 µF
Vs 22.00 kV
LDC 64.00 mH
Switching frequency 3 kHz
Table B.4 presents the parameters of the PWM-CSC. These were calculated using
typical values of this type of converter presented in [113]. The three-phase induc-
tance is typically 15% while the DC choke is typically 80%. Resistance was asumed
1/10 of the inductance. The capacitance was calculated using Equation B.3 for a
cut-off frequency half of the switching frequency.
(2pif) =
1√
LsCs
(B.3)
Parameters of the experimental set-up are given in Table B.5. The criteria for
their calculation are also presented in the same table.
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Table B.5: Parameters of the experimental set-up
Parameter Symbol Value Note
Nominal Power Snom 10 kVA
Nominal voltage Vnom 200 V line-line rms
Switching frequency f 10 kHz
Maximal voltage Vmax 300 V 50% overvoltage
Nominal current Inom 30 A Snom/(
√
3Vnom)
Maximal current Imax 50 A 60% over current
Imax diodes in clamp circuit Id 10 A 20%Imax
Voltage in clamp circuit Vd 400 V 3
√
2/piVmax
Maximum voltage clamp circuit Vdmax 450 V 50 V safety margin
Power in clamp circuit Pc 50 W 0.5%Snom
Resistance in clamp circuit Rc 3200Ω Vd2/Pc
Nominal DC voltage V dc 326 V Vnom
√
2/3
Maximal DC voltage Vdcmax 450 V Vdmax
Cut off frequency for DC filter fdc 1kHz 10%f
Capacitance in DC filter Cf 50 µF
Inductance in DC filter Lf 0.5 mH ωo = 1/
√
LsCr
Capacitance in AC filter Cr 50 µF
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Models of the Wind
This chapter describes the models of the wind in short and long term.
The short term model was used for dynamic simulations while the long
term model was used for the Montecarlo simulation.
THERE are mainly two models of the wind according to the type of study. Fordynamic simulations, it is necessary to model the possible behaviour of the
wind and turbulence. This is named short-term model. For long-term simulations,
specially power and energy planning, it is necessary to have a long-term model.
These two models are presented in this appendix.
C.1 Wind velocities (short-term model)
There are two models for the wind according to the type of simulation. For transient
analysis it is required a detail model which considers the fast changes in the wind
during a short period of time (for example 1 minute). The model for this type of
simulation was taken from [126] and [127]. This model considers four elements as
follow:
• Average velocity (Vw(mean)): it is the expected nominal speed, its value is con-
stant in the simulation.
• Ramp (Vw(ramp)) models a linear increase or decrease of the wind velocity.
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• Gust (Vw(gust)) models some very low frequency turbulences in the wind
• Noise (Vw(noise)) is a random turbulence modelled as a stationary process:
The wind applied to the turbine is the sum of these four elements:
Vω = Vw(mean) + Vw(ramp) + Vw(gust) + Vw(noise) (C.1)
The deterministic terms (mean,ramp,gust) can appear at the same time or in dif-
ferent instants, but the control must take into account all the possibilities. The noise
is model as a stationary proses with a spectral density equal to:
S(f) =
600 · Vmean
ln(h/zo)2
·
(
1 + 900
f
Vw
)5/3
(C.2)
with f the frequency in Hz, h the height of the turbine, and zo the roughness
length. This factor depends of the landscape type, but for open sea is in the interval
[1× 104 − 13].
C.2 Wind velocities (long-term model)
For long-term analysis the wind is modelled with a Weibull probability function.
The Weibull probability density function f and cumulative distribution function F
are respectively expressed as:
f(Vpu) = Vpu
(
k
α
)β−1
e−V
β
pu (C.3)
F (Vpu) = 1− e−V βpu (C.4)
where α is the scale factor and β is the shape factor. Per-unit wind velocity is
defined over the scale factor basis:
Vpu =
Vw
β
(C.5)
Parameters of the Weibull distribution are particular to the place where the wind
park is located [128]. Usually a shape constant of β = 2 and scale constant of α =
10[m/s] is a good approximation to model the stochastic behaviour of the wind
velocity as shown in Figure C.1.
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Figure C.1: Curves of Weibull probability density function (left axis) and cumulative distri-
bution function (right axis)
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