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Сравнение мощности статистических 
критериев в связи с обсуждением критерия 
воспроизводимости
В отечественном сегменте методологии науки обсуждается 
содержание такого критерия научности как воспроизводи-
мость, а также обсуждается специфика его функционирования 
в постнеклассической науке. Вместе с тем, отечественная 
критика паранаучных и предположительно паранаучных про-
ектов демонстрирует ситуацию, когда критики избегают в 
своей аргументации статистических выкладок. В связи с этим 
возникает ряд вопросов. В частности: «что такое воспроизво-
димость?» и «какова математическая формулировка критерия 
воспроизводимости?» Из литературного обзора мы видим, что 
к настоящему времени зарубежными коллегами предложено 
пять показателей воспроизводимости, которые апробируются 
и обсуждаются, но не существует пока общей математической 
формулировки критерия воспроизводимости (интегрального 
критерия, охватывающего указанные показатели), и тем более 
эти показатели еще не стали стандартом. В настоящей работе 
сравниваются два статистических критерия, относящихся к 
одному из пяти указанных показателей воспроизводимости.
Цель исследования. Целью настоящей работы является срав-
нение мощности двух статистических критериев, которые 
могут быть использованы для выявления эффекта с учетом 
требования воспроизводимости результатов исследований. 
При этом воспроизводимость оценивается по показателю 
«значимость». В соответствии с первым критерием эффект 
считается выявленным, если значимой оказалась величина эф-
фекта во всех исследованиях (т. е. если значимость величины 
эффекта воспроизводится во всех исследованиях). В соответ-
ствии со вторым критерием эффект считается выявленным, 
если значимой оказалась взвешенная средняя величина эффекта, 
полученная в результате метаанализа (при этом значимость 
величины эффекта может отсутствовать в индивидуальных 
исследованиях). 
Материалы и методы. Для достижения поставленной цели 
используются методы математической статистики. Мощ-
ности двух указанных критериев сравниваются по двум оцен-
кам. Первая оценка является теоретической. Вторая оценка 
получена в ходе статистического эксперимента. Мощности 
вычисляются: 1) при различных значениях величины эффекта 
по Коэну: «малая», «средняя» и «большая», 2) при различной 
степени гетерогенности: нулевая (модель с фиксированным 
эффектом), «малая», «средняя» и «большая», 3) при различном 
числе первичных исследований (от 2 до 8).
Результаты. Мощность первого критерия меньше либо много 
меньше, чем мощность второго критерия. Мощность первого 
критерия убывает с ростом числа первичных исследований, а 
мощность второго возрастает. С учетом конвенционального 
значения мощности равного 80% первый критерий оказывается 
непригодным к употреблению при рассмотренных значениях 
параметров первичных исследований (т. е. если для выяснения 
значимости величины эффекта в индивидуальных исследова-
ниях будет использован двусторонний t-критерий с уровнем 
значимости 0,05 и с двумя выборками типичной длины n = 25), 
в то время как мощность второго критерия может быть при 
необходимости увеличена путем увеличения числа первичных 
исследований, включаемых в метаанализ.
Вывод. Если критерий воспроизводимости, известный из фило-
софии науки, имеет своей целью подтвердить существование 
эффекта (связи) или, иными словами, выявить эффект, то 
в условиях, когда в процессе измерения присутствует суще-
ственная случайная составляющая, целесообразно применять 
не первый, а второй критерий.
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мости, значимость, метаанализ, мощность критерия
The criterion of reproducibility, as well as its functioning in 
post-non-classical science, are discussed in the Russian methodology 
of science. At the same time, critics avoid statistical calculations 
in their arguments. This raises the following questions: “What is 
reproducibility?” and “What is the mathematical formulation of 
the reproducibility criterion?” Literature review has identified five 
indicators of reproducibility, which was proposed by foreign col-
leagues. These indicators are being tested and discussed. However, 
there is no General mathematical formulation of the reproducibility 
criterion (an integral criterion covering these indicators), and these 
indicators have not yet become a standard. In the present work, we 
compare two statistical tests, related to one of these five indicators 
of reproducibility.
Purpose of the study. The aim of this paper is to compare the 
powers of two tests of statistical significance that can be used to 
reveal the effect with the requirement of reproducibility of research 
results. In this case, the reproducibility is estimated by the indicator 
“significance”. In accordance with the first criterion, the effect is 
considered to be revealed if the effect size in all studies is significant 
(i.e. if the significance of the effect size is reproduced in all studies). 
In accordance with the second criterion, the effect is considered to be 
revealed if the weighted mean of the effect size obtained as a result 
of meta-analysis is significant (the significance of the effect size may 
be absent in individual studies).
Materials and methods. Methods of mathematical statistics are 
used to achieve this goal. The powers of two tests are compared by 
two estimates. The first estimate is theoretical. The second one was 
obtained during a statistical experiment. The powers are calculated: 
1) for different values of the Cohen’s effect size: “small”, “medium” 
and “large”, 2) for different degree of heterogeneity: zero (fixed-effect 
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model), “small”, “medium” and “large”, 3) for different number of 
primary studies (from 2 to 8).
Results. The power of the first test is less or much less than the power 
of the second one. The power of the first test decreases with the growth 
of the number of primary studies, and the power of the second one 
increases. Taking into account the conventional power value equal 
to 80%, the first criterion is unsuitable for use in the considered 
values of the parameters of primary studies (that is, if a two-tailed 
t-test with the significance level of 0.05 and with two samples of the 
typical length n=25 is used to determine the significance of the effect 
size in individual studies), while the power of the second test can be 
increased if necessary by increasing the number of primary studies 
included in the meta-analysis.
Conclusion. If the criterion of reproducibility, known from the 
philosophy of science, is intended to confirm the existence of 
the effect (connection) or, in other words, to reveal the effect, 
in conditions where there is a significant random component in 
the measurement process, it is advisable to apply not the first, 
but the second test.
Keywords: reproducibility, reproducibility indicators, significance, 
meta-analysis, the power of a statistical test
Введение
Оценки подобные следую-
щей «результаты парапсихи-
ческих исследований и экспе-
риментов не воспроизводимы 
повторно» [1, с. 133] вызывают 
ряд вопросов. В частности – 
следующие два вопроса. Что 
такое воспроизводимость? Ка-
ким критерием или критерия-
ми следует руководствоваться, 
чтобы выяснить наличие вос-
производимости?
В литературе мы находим 
не так уж и много публика-
ций, проясняющих указанные 
вопросы. В особенности мало 
публикаций по второму во-
просу.
Насколько можно понять, 
термин «воспроизводимость» 
в контексте науки имеет сле-
дующие два значения. Первое 
значение – инвариантность 
действий в научном методе. 
Второе значение – инвариант-
ность результатов, полученных 
научным методом. Воспроиз-
водимость считают критерием 
научности знания [2, с. 25] (зна-
ния об объекте, исследуемом с 
помощью метода, либо знания 
о самом методе). Воспроизво-
димость – «инвариантность 
действий для любого субъекта 
в тождественно-подобной си-
туации» –является неотъемле-
мым признаком метода науки 
[3, с. 35–36]. «…Критерий вос-
производимости, утверждаю-
щий обязательность получения 
в идентичных условиях иден-
тичных результатов» [3, с. 436]. 
Используются также термины 
«воспроизводимость экспери-
ментов» [3, с. 518], «повторя-
емость результатов» [3, с. 623]. 
Как мы видим, в своих работах 
Ильин В.В. касается данного 
понятия неоднократно.
Рузавин Г.И. и Кезин А.В. 
связывают понятие воспроиз-
водимости с понятием интер-
субъективности в том смысле, 
что результаты научных ис-
следований должны допускать 
воспроизведение любым уче-
ным соответствующей области 
знания, т.е. не должны зави-
сеть от субъекта, проводящего 
исследования (см.: [4, с. 34; 5, 
с. 12–13]).
Черникова И.В. [6, с. 92–
93] относит в разряд класси-
ческой науки такое понимание 
термина воспросизводимости 
как возможность повторения 
опыта в любом месте, в любое 
время и любым эксперимента-
тором с одинаковым результа-
том.
В работе [7, с. 25] воспро-
изводимость рассматривается в 
трактовке классической науки: 
результаты экспериментальной 
проверки не должны зависеть 
ни от места выполнения, ни от 
времени, ни от установки, ни 
от наблюдателя. В работе [8, 
с. 184–185] критерий воспро-
изводимости излагается также 
с точки зрения классической 
научной рациональности.
Баяндин А.В. считает, что 
проверка теории (гипотезы) 
не сводится только к поста-
новке одного или несколь-
ких экспериментов; требуется 
всесторонний анализ условий 
возникновения эксперимен-
тального результата, а также 
перекрестные опыты и про-
верки на воспроизводимость 
[9]. Однако в данной работе 
Баяндина мы не видим ответа 
на практический вопрос: каков 
конкретно должен быть объем 
проведенного всесторонне-
го анализа, т.е. когда можно 
остановить проверки и сделать 
заключение о наличии воспро-
изводимости.
В работах Штанько В.И. 
и Дж. Холтона [10, с. 52; 11, 
с. 73] мы встречаем термин 
«тенденция к воспроизводи-
мости результатов» но не нахо-
дим пояснений, каким образом 
следует выявлять указанную 
тенденцию.
По мнению авторов ра-
боты [12] критерий «воспро-
изводимость эмпирического 
материала» означает, что фак-
ты, которые использовались 
при создании теории, должны 
статистически устойчиво по-
вторяться в наблюдении или 
воспроизводиться в экспери-
менте. Вместе с тем, в работе 
[12] мы не находим статисти-
ческих критериев, выявляю-
щих повторяемость.
Авторы работ [2; 5; 13; 14; 
15] указывают на ограничен-
ную повторяемость экспери-
мента в социально-гуманитар-
ных науках.
В работах [16, с. 156; 17, 
с. 95] критерий воспроизводи-
мости только упоминается.
В работе [18] рассматрива-
ются общеметодологические 
аспекты и проблемы с вос-
производимостью («реплика-
цией») экспериментов в пси-
хологии, но не обсуждаются 
статистические критерии.
Таким образом, обзор от-
ечественной литературы по 
методологии науки, осущест-
вленный в настоящей работе, 
дал ответ на вопрос о том, что 
такое воспроизводимость (са-
мое общее понимание), но не 
дал ответа на вопрос о том, 
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какова математическая форму-
лировка критерия воспроизво-
димости, которая позволяет на 
основании анализа имеющих-
ся эмпирических данных сде-
лать вывод о наличии или от-
сутствии воспроизводимости.
Среди зарубежных пу-
бликаций особое внимание 
привлекает работа большо-
го авторского коллектива под 
руководством Брайана Носе-
ка. Брайан Носек с соавтора-
ми пишут, что «не существует 
единого стандарта для оцен-
ки воспроизводимости» [19, 
с. aac4716-2]. В их работе мы 
находим пять использованных 
ими показателей (indicators) 
воспроизводимости: 1) значи-
мость, 2) p-значения, 3) вели-
чины эффекта, 4) субъективные 
оценки команды эксперимен-
таторов, 5) метаанализ величин 
эффекта. При этом по каждо-
му из показателей воспроиз-
водимость проверяется одним 
или несколькими способами 
(с помощью различных стати-
стических критериев). Вместе 
с тем, в их работе мы не видим 
математической формулиров-
ки критерия воспроизводимо-
сти в общем виде (например 
по типу критерия пригодно-
сти в квалиметрии), которая 
позволяет дать интегральную 
оценку воспроизводимости. 
Таким образом, насколько мы 
можем понять, не выработан 
общий критерий воспроизво-
димости, но предлагается ряд 
показателей и частных крите-
риев, которые апробируются и 
обсуждаются. Это обсуждение 
и является поводом для на-
писания настоящей статьи, и 
далее в настоящей работе мы 
сконцентрируем внимание на 
первом показателе воспроиз-
водимости («значимость»).
Можно назвать два (част-
ных) критерия, проверяющих 
воспроизводимость по перво-
му показателю («значимость»), 
который имеет в виду стати-
стическую значимость величи-
ны эффекта. Один из критери-
ев описан в работе [19]. Авторы 
указанной работы имели в ка-
честве эмпирических данных 
две связанные выборки. Одна 
выборка представляла 100 ори-
гинальных исследований, а 
вторая – их однократные по-
вторения. Воспроизводимость 
оценивалась по критерию 
Макнимара для парных номи-
нативных данных. Однако если 
представить себе другую ситуа-
цию, когда у нас имеется одно 
оригинальное исследование и 
одно или несколько исследо-
ваний, повторяющих это ори-
гинальное исследование, тог-
да критерий Макнимара, как 
представляется, неприменим. 
В этом случае напрашивается 
другой, интуитивно понятный 
критерий, в соответствии с ко-
торым общий результат счита-
ется значимым только тогда, 
когда значимыми оказались 
результаты одновременно и 
оригинального, и всех повтор-
ных исследований. В работе 
[20] рассматривается подобный 
критерий, который анализиру-
ет значимость каждого из двух 
имеющихся исследований, и 
выдает общую значимость при 
условии, если результаты сразу 
обоих исследований оказыва-
ются значимыми (Studies 1 & 2 
both achieve .05).
Определение 1. Критери-
ем 1 будем называть критерий, 
направленный на выявление 
истинного эффекта в ряде ис-
следований, при этом резуль-
тат считается значимым, если 
в каждом индивидуальном ис-
следовании величина эффекта 
является значимой.
По сути, Критерий 1 требу-
ет жесткой воспроизводимости 
значимости величины эффекта.
Как представляется, кри-
терий воспроизводимости из-
вестный в философии науки 
направлен на статистическую 
проверку заявленного эффекта 
(связи) на устойчивость, необ-
ходимость, направлен на защи-
ту от случайных, привходящих 
обстоятельств. В конечном 
счете, критерий воспроизво-
димости направлен на выяс-
нение того, существует ли за-
явленный эффект (связь), или 
не существует. Если поставить 
более узкую задачу – выявле-
ние таких статистических за-
кономерностей как ненулевая 
истинная величина эффекта 
(для модели с фиксирован-
ным эффектом) или ненуле-
вое математическое ожидание 
истинной величины эффекта 
(для модели со случайными 
эффектами), – то представяля-
ется, что Критерий 1 имеет 
довольно низкую способность 
к выявлению таких эффектов, 
и что в значительно большей 
степени на это способен кри-
терий, оценивающий значи-
мость суммарной величины 
эффекта, полученной в резуль-
тате метаанализа.
Определение 2. Критерием 2 
будем называть критерий, на-
правленный на выявление ис-
тинного эффекта в ряде иссле-
дований, при этом результат 
считается значимым, если зна-
чимым окажется взвешенное 
среднее величины эффекта, 
полученное в результате мета-
анализа.
Предположение. Крите-
рий 2 является более мощным, 
чем Критерий 1.
Если требование воспроиз-
водимости, известное из фи-
лософии науки, служит для 
статистического выявления 
эффекта (связи между явлени-
ями), то нет смысла исполь-
зовать Критерий 1, если он 
является менее мощным, чем 
Критерий 2.
В работе [20] сравниваются 
мощности Критерия 1, Крите-
рия 2 и ряда других критериев, 
а оценки мощности характери-
зуются следующим образом:
1) оценки получены путем 
статистического эксперимента;
2) рассматривается модель 
с фиксированным эффектом;
3) число первичных иссле-
дований равно 2;
4) объем объединенной вы-
борки в индивидуальных ис-
следованиях устанавливается 
равным 50 или 80 (в различных 
комбинациях).
Постановка задачи. Для 
проверки предположения в 
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настоящей работе сравнива-
ются: мощность Критерия 1 и 
мощность Критерия 2; оцен-
ки мощности характеризуются 
следующим образом:
1) рассматривается два рода 
оценок: а) теоретические оцен-
ки, б) оценки, полученные пу-
тем статистического экспери-
мента;
2) рассматриваются две мо-
дели: а) модель с фиксирован-
ным эффектом, б) модель со 
случайными эффектами с раз-
личной степенью гетерогенно-
сти (малая, средняя, большая);
3) число первичных иссле-
дований изменяется от 2 до 8;
4) объем объединенной вы-
борки в индивидуальных ис-
следованиях равен 50 (две вы-
борки по 25).
Значимость величины эф-
фекта в индивидуальном ис-
следовании проверяется по 
t-критерию. Для справки рас-
сматриваются указанные оцен-
ки мощности t-критерия.
1. Симуляция эмпирических 
данных, расчетные 
соотношения, средства 
компьютерной математики
1.1. Симуляция эмпирических 
данных
В настоящей работе ис-
пользуются данные двух типов. 
Первый тип данных соответ-
ствует модели с фиксирован-
ным эффектом, а второй тип 
данных – модели со случай-
ными эффектами. Данные по-
лучены с помощью генератора 
случайных чисел.
Для модели с фиксирован-
ным эффектом в ряде иссле-
дований задается одинаковая 
фиксированная истинная ве-
личина эффекта. При этом, 
частично повторяя статисти-
ческий эксперимент, описан-
ный в работе [20], в настоящей 
работе взяты две генеральные 
совокупности с нормальным 
распределением и одинаковым 
стандартным отклонением 
σ = 1; из каждой совокупности 
извлекается по одной выборке; 
объемы выборок одинаковы: 
n1 = n2 = 25 и типичны для 
психологии (объем объединен-
ной выборки равен 50). Задает-
ся три различных средних зна-
чения по первой генеральной 
совокупности (m1): на 0,2, на 
0,5 и на 0,8 больше, чем сред-
нее по второй совокупности 
(m2), чтобы истинное значение 
величины эффекта по Коэну
 1 2
m m
d
−
=
σ
 (1)
было соответственно: 0,2 («ма-
лая» величина эффекта), 0,5 
(«средняя» величина эффекта) 
и 0,8 («большая» величина эф-
фекта) [21, с. 40]. 
Для модели со случайными 
эффектами среднее по пер-
вой генеральной совокупно-
сти неизменно в рамках ин-
дивидуального исследования, 
а от одного индивидуального 
исследования к другому изме-
няется по случайному закону: 
m1 ∈ N(m, τ
2), где τ2 – диспер-
сия истинного эффекта между 
исследованиями; m – перемен-
ная, значение которой уста-
навливается также на 0,2, на 
0,5 и на 0,8 больше, чем сред-
нее по второй совокупности 
(m2), образуя математическое 
ожидание истинного эффекта
 2
m m−µ =
σ
 (2)
равное соответственно: 0,2 
(«малая» величина общего 
среднего эффекта), 0,5 («сред-
няя» величина общего средне-
го эффекта) и 0,8 («большая» 
величина общего среднего эф-
фекта). 
1.2. Значимость результата 
индивидуального исследования
Значимость величины эф-
фекта в первичных исследова-
ниях оценивается по двусто-
роннему t-критерию с двумя 
выборками и уровнем значи-
мости α = 0,05:
 
 1 2
2 2
1 2
ˆ −=
+
x x
t
s s
n
, (3)
 v = 2n – 2, (4)
n = n1 = n2 = 25,
где t̂ – эмпирическое значение 
t-критерия; ͞x1, ͞x2 – выбороч-
ные средние; s1
2, s2
2 – выбороч-
ные дисперсии; v – число сте-
пеней свободы.
Уровень значимости резуль-
тата вычисляем следующим об-
разом: p = 2*tcdf(t,nu,’upper’), 
где p – уровень значимости 
величины эффекта в t-фор-
ме в рассматриваемом инди-
видуальном исследовании; 
“*” – операция умножения; 
tcdf()  – функция кумулятивно-
го распределения Стьюдента из 
пакета прикладных программ 
MATLAB; t – эмпирическое 
значение критерия Стюдента, 
полученное по формуле (3); 
nu – число степеней свобо-
ды, найденное по формуле (4); 
‘upper’ – параметр, указываю-
щий, что следует найти допол-
нение кумулятивного распреде-
ления (т.е. площадь под кривой 
в сторону верхнего «хвоста»). 
Если p ≤ α = 0,05, то исследо-
вание маркируем как значимое; 
а если окажется, что p > α, то 
исследование маркируем как 
незначимое.
1.3. Значимость результата 
по Критерию 1
В соответствии с данным 
критерием итоговый результат 
ряда исследований, количество 
которых равно k, считаем зна-
чимым, если число значимых 
исследований равно k.
Назвать данный критерий 
статистическим можно не 
вполне, потому что, с одной 
стороны, критерий, конечно 
же, опирается на непробле-
матизируемые критерии зна-
чимости, применяемые в ин-
дивидуальных исследованиях, 
но, с другой стороны, научные 
основы процедуры статисти-
ческого синтеза, описанной в 
предыдущем абзаце, пока не 
просматриваются, о чем сви-
детельствует отсутствие соот-
ветствующих формул. Тем не 
менее, было принято решение 
написать настоящую работу 
в связи с тем, что философский 
дискурс по вопросам воспроиз-
водимости индуцирует интуи- 
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тивное представление, сфор-
мулированное в Критерии 1, и 
такое представление возникает 
не только у автора настоящей 
статьи, о чем свидетельствует 
факт рассмотрения данного 
критерия в работе [20].
1.4. Значимость результата 
по Критерию 2
Опираясь методику, изло-
женную в работе [22], в метаа-
нализе мы будем рассматривать 
значения величины эффекта в 
d-форме, наблюдаемые в пер-
вичных исследованиях:
 1 2ˆ −
=
within
x x
d
S
,
( ) ( )2 21 1 2 2
1 2
1 1
2
− ⋅ + − ⋅
=
+ −within
n s n s
S
n n
,
где d̂ – значение величины 
эффекта, наблюдаемое в пер-
вичном исследовании; Swithin – 
стандартное отклонение в объ-
единенной выборке.
Дисперсия наблюдаемой 
величины эффекта (аппрокси-
мация):
 ( )
2
1 2
1 2 1 2
ˆ
2
+
= +
+
n n dV
n n n n
. (5)
Проверка на гетерогенность 
производится для того, чтобы 
выбрать, по какой модели ве-
сти расчет: по модели с фик-
сированным эффектом либо 
по модели со случайными эф-
фектами. Для этого использу-
ют следующую статистику:
2
12
1
1
ˆ
ˆ =
=
=
   
= −
∑
∑
∑
k
i ik
i
i i k
i
i
i
W d
Q W d
W
,
 
1
=i
i
W
V
, (6)
где Wi – вес i-го исследова-
ния;  d̂i – величина эффекта, 
наблюдаемая в i-ом исследова-
нии; Vi  – дисперсия наблюда-
емой величины эффекта в i-ом 
исследовании; k – число пер-
вичных исследований. Для ну-
левой гипотезы статистика Q 
приблизительно подчиняется 
распределению χ2 с df = k – 1 
степенями свободы [23, с. 181], 
поэтому полученное значе-
ние Q проверяем по критерию 
хи-квадрат. Если проверка по 
критерию дает незначимый 
результат p(Q, df) > 0,10 [22, 
с. 112], то дальнейший рас-
чет ведем по модели с фик-
сированным эффектом. Если 
p(Q, df) ≤ 0,10, то дальнейший 
расчет ведем по модели со слу-
чайными эффектами.
Для модели с фиксирован-
ным эффектом находим следу-
ющие величины.
1
1
ˆ
=
=
=
∑
∑
k
i i
i
k
i
i
W d
M
W
,
где M – взвешенное среднее 
величины эффекта (или сум-
марная величина эффекта, 
оценка истинного значения 
величины эффекта d, установ-
ленного по формуле (1)).
 
1
1
=
=
∑
M k
i
i
V
W
 (7)
где VM – оценка дисперсии 
суммарного эффекта.
=M MSE V ,
где SEM – оценка стандартной 
ошибки суммарного эффекта.
=
M
MZ
SE
,
где Z – z-оценка суммарного 
эффекта. Уровень значимости 
среднего взвешенного значе-
ния величины эффекта нахо-
дим по следующей формуле:
 ( )2 1 = ⋅ − Φ p Z ,
где Φ(Z) – кумулятивное стан-
дартное нормальное распре-
деление. Если p ≤ α = 0,05, 
то результат метаанализа мар-
кируем как значимый; а если 
окажется, что p > α, то резуль-
тат менаанализа маркируем 
как незначимый.
Для модели со случайными 
эффектами находим следую-
щие величины.
( )2
2
1
max 0,
  
− − 
=   
−  
∑∑ ∑
ii
ii
ii
Q k
T
W
W
W
,
где T  2 – оценка величины τ2;
*
* 1
*
1
ˆ
=
=
=
∑
∑
k
i i
i
k
i
i
W d
M
W
,
*
2
1
=
+i i
W
V T
,
где M* – взвешенное среднее 
величины эффекта, оценка 
величины µ, установленной 
по формуле (2); Wi
* – вес i-го 
исследования в модели со слу-
чайными эффектами. Также 
вычисляем оценку дисперсии 
суммарного эффекта:
*
*
1
1
=
=
∑kM i
i
V
W
;
оценку стандартной ошибки 
суммарного эффекта:
 
* *=M M
SE V ;
z-оценку суммарной величины 
эффекта:
  
*
*
*
=
M
MZ
SE
;
уровень значимости результата 
для двустороннего критерия:
  ( )* *2 1 = ⋅ − Φ p Z .
Если p* ≤ α = 0,05, то ре-
зультат метаанализа маркиру-
ем как значимый; а если ока-
жется, что p* > α, то результат 
менаанализа маркируем как 
незначимый.
1.5. Мощность t-критерия
Мощность t-критерия нахо-
дим с помощью функции не-
центрального распределения 
Стьюдента в MATLAB.
Для модели с фиксирован-
ным эффектом мощность на-
ходим по следующей формуле:
PowerT = nctcdf(Tcr, nu, 
lambda1, ‘upper’) +
 nctcdf(-Tcr, nu, lambda1), (8)
где PowerT – мощность t-кри-
терия для модели с фиксиро-
ванным эффектом; nctcdf() – 
функция кумулятивного 
нецентрального распределения 
Стьюдента; Tcr – критическое 
значение, квантиль уровня 
(1 – 0,05 / 2) кумулятивного 
центрального распределения 
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Стьюдента; lambda1 – пара-
метр нецентральности, пред-
ставляющий собой значение 
истинной величины эффекта 
в t-форме, рассчитываем по 
формуле
 
 1 2
2
1
2
−λ =
σ
m m
n
. (9)
В модели с фиксирован-
ным эффектом все величины 
в формуле (9) фиксирова-
ны, а в модели со случайны-
ми эффектами величина m1, 
как было сказано выше, име-
ет нормальное распределение. 
Поэтому для модели со слу-
чайными эффектами находим 
приближенное значение мощ-
ности методом Монте-Карло 
следующим образом. Форми-
руем массив из 20 000 элемен-
тов m1 ∈ N(m, τ
2), подставляем 
его в (9) и получаем массив 
элементов λ1, подставляя ко-
торые в (8), получаем массив 
значений мощности. Вычис-
ляя среднее арифметическое 
массива мощностей, получаем 
приближенное значение мощ-
ности t-критерия для модели 
со случайными эффектами:
lambda1_Monte = 
abs(normrnd(m,tau,1,N)-m2)/
sqrt(2*sigma^2/n);
Tcr = tinv(1-0.05/2,nu);
PowerT_Monte = 
mean(nctcdf(Tcr,nu,lambda1_
Monte,’upper’) + nctcdf(-Tcr, 
nu,lambda1_Monte)).
1.6. Мощность Критерия 1
Мощность Критерия 1 бу-
дем искать, исходя из следую-
щих соображений. Мощность 
t-критерия в нашем случае есть 
вероятность такого простого 
события, когда случайная ве-
личина – величина эффекта, 
наблюдаемая в индивидуаль-
ном исследовании, – попадает 
в критическую область. И если 
считать, что значения величи-
ны эффекта, наблюдаемые в 
различных исследованиях, есть 
независимые случайные вели-
чины, то вероятность сложно-
го события, состоящего в том, 
что случайные величины ока-
жутся в критической области 
одновременно во всех иссле-
дованиях, есть произведение 
вероятностей соответствую-
щих простых событий. То есть 
мощность Критерия 1 есть 
мощность t-критерия, возве-
денная в степень равную чис-
лу исследований. Для модели 
с фиксированным эффектом 
имеем:
 Power1 = PowerT k, (10)
где Power1 – мощность Кри-
терия 1 для модели с фикси-
рованным эффектом; k – чис-
ло первичных исследований; 
PowerT найдено по формуле 
(8). Для модели со случайными 
эффектами имеем:
Power1_Monte =
 = PowerT_Montek (11)
где Power1_Monte – мощность 
Критерия 1 для модели со слу-
чайными эффектами;
PowerT_Monte – мощность 
t-критерия для модели со слу-
чайными эффектами.
1.7. Мощность Критерия 2
Модель с фиксированным 
эффектом рассчитываем с уче-
том следующих формул, при-
веденных в работе [22, с. 268]:
Power2 = 1 – Φ(cα – λ) + 
 + Φ(–cα – λ), (12)
 
δ
δλ =
V
, (13)
cα = 1,96,
где Power2 – мощность дву-
стороннего метааналитиче-
ского критерия (т.е. мощность 
Критерия 2) для модели с 
фиксированным эффектом; 
cα – критическое значение 
нормированного отклонения 
для уровня значимости α; 
λ – истинное значение нор-
мированного отклонения, со-
ответствующее альтернатив-
ной гипотезе; δ – истинное 
значение величины эффекта; 
Vδ – генеральная дисперсия 
суммарной величины эффекта.
Числитель формулы (13) 
есть истинная величина эф-
фекта: δ = d, найденная по 
формуле (1), а дисперсию Vδ 
рассчитываем следующим об-
разом. Подставляя в (5) ис-
тинную величину эффекта d, 
получаем генеральную диспер-
сию величины эффекта, на-
блюдаемой в индивидуальном 
исследовании:
 
 
( )
2
1 2
1 2 1 22
+
= +
+pop
n n dV
n n n n
. (14)
Далее, подставляя (14) в (6), 
а (6) в (7), получаем формулу 
генеральной дисперсии сум-
марного (наблюдаемого) эф-
фекта для модели с фиксиро-
ванным эффектом [22, с. 268]:
 Vδ = Vpop / k. (15)
Для модели со случайными 
эффектами имеем следующее 
нормированное отклонение, 
соответствующее истинной ве-
личине эффекта (альтернатив-
ной гипотезе):
 
 **
*
δ
δλ =
V
, (16)
где δ*, Vδ* – истинное среднее 
величины эффекта и истинная 
дисперсия суммарного эффек-
та (are the true mean effect size 
and its variance for the summary 
effect). Числитель формулы 
(16) находим по следующей 
формуле:
 
* 2−δ = µ =
σ
m m
.
Говоря о дисперсии в зна-
менателе формулы (16), Бо-
ренстин с соавторами пишут: 
«Дисперсия инкорпорирует 
дисперсию внутри исследова-
ний и дисперсию между ис-
следованиями (variance within 
studies and variance between 
studies). Рассмотрим простую 
ситуацию, в которой все ин-
дивидуальные исследования 
имеют одинаковые дисперсии 
наблюдаемой величины эф-
фекта (each study has the same 
within-study variance), скажем, 
VY. Тогда дисперсия может 
быть записана как
 
2
*
δ
+ τ
=
YVV
k
. (17)
Правдоподобные значе-
ния дисперсии внутри иссле-
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дования (of the within-study 
variance), VY, могут быть по-
лучены с использованием тех 
же процедур, что были исполь-
зованы для модели с фикси-
рованным эффектом» [22, с. 
270]. И здесь мы сталкиваем-
ся с противоречием. Согласно 
формуле (5), приведенной в 
[22, с. 27], при фиксирован-
ных размерах выборок n1, n2 
дисперсия величины эффекта 
V может быть «той же» толь-
ко при фиксированной ве-
личине эффекта d, формула 
(14), однако мы теперь рас-
сматриваем модель со случай-
ными эффектами. Поэтому, 
не находя ничего лучшего, по 
указанию Боренстина будем 
оценивать генеральное значе-
ние внутриэкспериментальной 
дисперсии, используя ту же 
процедуру, что и в модели с 
фиксированным эффектом. То 
есть в формулу (17) будем под-
ставлять дисперсию, найден-
ную следующим образом:
( )
2
1 2
1 2 1 22
+ µ
= +
+Y
n n
V
n n n n
.
Наконец, мощность Крите-
рия 2 для модели со случайны-
ми эффектами вычисляем по 
следующей формуле:
Power2 = 1 – Φ(cα – λ*) + 
 + Φ(–cα – λ*). (18)
В заключение теоретиче-
ской части следует отметить, 
что соглашением (см.: [22, 
с. 270]) были установлены три 
степени гетерогенности: малая, 
средняя и большая, подразу-
мевающие, что значение τ2 со-
ставляет соответственно: 0,33; 
0,67 и 1,0 от дисперсии вели-
чины эффекта в индивидуаль-
ном исследовании VY. В на-
стоящей работе для модели со 
случайными эффектами варьи-
ровались три параметра: общее 
среднее величины эффекта µ 
(«малый» эффект, «средний» 
эффект и «большой» эффект), 
степень гетерогенности: малая
 2
3
 
τ =  Y
V
, средняя 
 2 2
3
⋅ 
τ =  Y
V
,
большая ( )2τ = YV  и число ис-
следований (от 2 до 8).
2. Результаты моделирования
2.1. Модель с фиксированным 
эффектом
Значение, полученное по 
формуле (8), совпадает со зна-
чением, приведенным Коэном, 
и с результатами статистиче-
ских экспериментов (табл. 1).
Теоретические и экспери-
ментальные оценки мощности 
Критериев 1 и 2, полученные 
в настоящей работе (н.р.) и в 
работе [20] для «средней» ве-
личины эффекта (d = 0,5), 
приведены в табл. 2. По ка-
ждой строке табл. 2 было вы-
полнено 40 000 повторений с 
подсчетом относительных ча-
стот тех событий, при которых 
удовлетворялось требование 
критерия. (В работе [20] вы-
Таблица 1
Значения мощности t-критерия для фиксированного эффекта «среднего» 
размера (d = 0,5)
Параметр Значение
Теоретическая оценка мощности в работе [21, с. 36] для d = 0,5 при 
уровне значимости 0,05 и длине выборок n = 25; нулевая гипотеза: 
m1 = m2
0,41
PowerT – теоретическая оценка мощности, полученная в настоящей 
работе по (8). 0,41
Экспериментальная оценка мощности в работе [20, с. 336] 
(относительные частоты значимых первичных исследований Study 1, 
Study 2)
0,42
0,41
Экспериментальная оценка мощности в настоящей работе 
(относительная частота значимых первичных исследований) 0,41
Таблица 2
Теоретические и экспериментальные оценки мощности критериев для 
«среднего» фиксированного эффекта (d = 0,5), выраженные в процентах
Число 
исследований, 
k
Критерий 1 Критерий 2
Опыт 
[20]
Опыт 
(н.р.)
Теория 
(н.р.)
Опыт 
[20]
Опыт 
(н.р.)
Теория 
(н.р.)
1 2 3 4 5 6 7
2 17 16,70 16,82 69 69,7 69,2
3 – 6,93 6,90 – 85,8 85,4
4 – 2,77 2,83 – 93,9 93,6
5 – 1,14 1,16 – 97,5 97,3
6 – 0,53 0,48 – 99,1 98,9
7 – 0,17 0,20 – 99,6 99,6
8 – 0,08 0,08 – 99,9 99,8
Таблица 3
Теоретические и экспериментальные оценки мощности критериев для 
«малого» и «большого» фиксированных эффектов, выраженные  
в процентах
Число  
исследований, 
k
Для «малого» эффекта  
(d = 0,2)
Для «большого» эффекта  
(d = 0,8)
Критерий 1 Критерий 2 Критерий 1 Критерий 2
Опыт Теория Опыт Теория Опыт Теория Опыт Теория
2 1,05 1,14 16,2 16,9 62,50 62,64 97,6 97,1
3 0,14 0,12 22,7 23,1 49,60 49,58 99,8 99,7
4 0,02 0,01 28,8 29,2 39,21 39,24 100,0 100,0
5 0,00 0,00 34,3 35,1 30,72 31,05 100,0 100,0
6 0,00 0,00 40,6 40,8 24,63 24,58 100,0 100,0
7 0,00 0,00 45,3 46,3 19,45 19,45 100,0 100,0
8 0,00 0,00 51,2 51,4 15,16 15,40 100,0 100,0
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полнено 10 000 повторений.) 
Относительные частоты, ум-
ноженные на 100 %, вошли в 
столбцы, обозначаемые словом 
«опыт». Значения в столбце 4 
рассчитаны по формуле (10), а 
в столбце 7 – по формуле (12), 
и все выражены в процентах.
Значения мощности для ве-
личины эффекта «малого» и 
«большого» размеров (по Ко-
эну) представлены в табл. 3. Из 
таблиц видно, что расчетные 
значения мощности совпада-
ют с оценками мощности, по-
лученными в статистическом 
эксперименте, с точностью до 
одного процентного пункта.
Теоретическая оценка по-
казывает, что для выявления 
фиксированного эффекта «ма-
лой» величины с вероятностью 
99,9% требуется объединить 
метаанализом не менее 25 ис-
следований, при этом мощ-
ность Критерия 1 составит 
1,4 ⋅ 10–18%.
2.2. Модель со случайными 
эффектами
В модели со случайными 
эффектами произведены вы-
числения для девяти сочета-
ний величин эффекта и ге-
терогенности (табл. 4). Для 
каждого сочетания трех усло-
вий – величина эффекта, сте-
пень гетерогенности, число 
исследований – было выпол-
нено по 20 000 повторений. 
В графы «Опыт» по Критерию 1 
и Критерию 2 помещены отно-
сительные частоты событий, 
удовлетворяющих соответству-
ющим критериям, умноженные 
на 100 %. В графы «Теория» по 
Критерию 1 помещены значе-
ния, рассчитанные по формуле 
(11) и умноженные на 100 %. 
В графы «Теория» по Крите-
рию 2 помещены значения, 
рассчитанные по формуле (18) 
и умноженные на 100 %.
3. Заключение
3.1. Обсуждение
Как видно из табл. 4, наи-
большие расхождения опыт-
ных и теоретических оценок 
Таблица 4
Теоретические и экспериментальные оценки мощности критериев для 
модели со случайными эффектами, выраженные в процентах
µ
2τ
YV
k
Критерий №1 Критерий №2
Опыт Теория Опыт Теория
0,2
0,333
2 1,93 2,12 16,4 13,9
3 0,25 0,30 21,3 18,5
4 0,02 0,04 25,4 23,1
5 0,01 0,01 30,3 27,7
6 0,00 0,00 34,3 32,2
7 0,00 0,00 39,1 36,6
8 0,00 0,00 43,0 40,8
0,667
2 3,13 3,29 18,0 12,1
3 0,54 0,61 21,4 15,7
4 0,07 0,11 25,2 19,4
5 0,03 0,02 28,3 23,1
6 0,00 0,00 31,8 26,8
7 0,00 0,00 34,8 30,4
8 0,00 0,00 38,5 33,9
1,000
2 4,43 4,46 18,3 10,9
3 0,91 0,96 21,6 13,9
4 0,23 0,21 24,0 16,9
5 0,02 0,04 26,4 20,0
6 0,01 0,01 28,7 23,1
7 0,00 0,00 31,4 26,1
8 0,00 0,00 34,7 29,2
0,5
0,333
2 17,85 17,67 57,7 56,8
3 7,51 7,47 72,8 74,3
4 3,16 3,22 83,8 85,4
5 1,44 1,36 89,9 92,1
6 0,56 0,57 94,5 95,8
7 0,31 0,25 96,9 97,9
8 0,09 0,10 98,5 98,9
0,667
2 18,64 18,30 53,8 47,9
3 8,24 8,17 67,2 64,6
4 3,27 3,47 77,0 76,9
5 1,47 1,44 84,3 85,4
6 0,65 0,65 89,5 91,0
7 0,29 0,29 93,5 94,6
8 0,13 0,12 95,7 96,8
1,000
2 19,02 19,37 50,1 41,3
3 8,14 8,63 61,5 56,8
4 3,73 3,74 70,8 69,2
5 1,80 1,67 78,4 78,6
6 0,76 0,73 84,5 85,4
7 0,34 0,31 89,0 90,3
8 0,14 0,14 92,6 93,6
0,8
0,333
2 56,91 57,56 87,0 91,5
3 43,16 43,51 95,9 98,3
4 32,80 32,96 99,0 99,7
5 25,48 25,12 99,8 100,0
6 19,30 18,69 100,0 100,0
7 14,01 14,23 100,0 100,0
8 11,01 11,12 100,0 100,0
0,667
2 53,80 53,55 82,1 84,6
3 39,54 39,30 92,2 95,5
4 28,81 28,85 97,3 98,8
5 21,57 21,45 99,2 99,7
6 15,71 15,16 99,8 99,9
7 11,93 11,29 99,9 100,0
8 53,80 53,55 82,1 84,6
1,000
2 51,97 51,34 78,2 77,7
3 36,83 36,01 88,3 91,5
4 26,20 26,39 94,9 97,1
5 18,55 18,69 98,0 99,0
6 13,58 13,19 99,3 99,7
7 9,27 9,63 99,8 99,9
8 6,96 6,93 100,0 100,0
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(около 8–9 процентных пун-
ктов) получаются для Кри-
терия 2 при малой и средней 
величинах эффекта, большой 
гетерогенности и числе иссле-
дований k = 2. По-видимому, 
такое большое расхождение 
связано с грубостью аппрокси-
мации, принятой в настоящей 
работе. Однако это не затемня-
ет общей картины: мощность 
Критерия 1 меньше или го-
раздо меньше мощности Кри-
терия 2, и при этом с ростом 
числа исследований мощность 
Критерия 1 уменьшается, а 
мощность Критерия 2 возрас-
тает. И если учесть, что по об-
щему соглашению мощность 
критерия должна быть 80% 
[22, с. 265], то Критерий 1, как 
видно из табл. 4, оказывается 
непригодным к употреблению 
(при указанных значениях па-
раметров первичных исследо-
ваний), тогда как мощность 
Критерия 2 при необходи-
мости может быть увеличена 
путем увеличения числа ис-
следований, включаемых в ме-
таанализ.
При неблагоприятном со-
четании независимых пара-
метров (k = 2; 
2
1,000τ =
YV
) мы
видим, что мощность t-крите-
рия (как корень степени k из 
мощности Критерия 1) при-
близительно равна мощности 
Критерия 2:
для µ = 0,8 имеем  
= 0,717 < 0,777 (теория);
для µ = 0,5 имеем  
= 0,440 > 0,413 (теория);
для µ = 0,2 имеем  
= 0,210 > 0,183 (опыт).
И это понятно. Для моде-
ли с фиксированным эффек-
том такого быть не может, 
поскольку и в индивидуаль-
ных исследованиях, и в ме-
таанализе мы измеряем одну 
и ту же истинную величину 
эффекта d, и дисперсия взве-
шенного среднего в соответ-
ствии с формулой (15) кратно 
меньше дисперсии результата 
индивидуального исследова-
ния за счет кратно большего 
объема объединенной выборки 
при метаанализе. Для модели 
со случайными эффектами мы 
путем метаанализа измеряем 
общее среднее µ, вследствие 
чего в дополнение к генераль-
ной дисперсии индивидуаль-
ного исследования появляется 
дисперсия истинной величины 
эффекта τ2. Тогда при боль-
шой степени гетерогенности 
(τ2 = VY) и двух исследованиях 
(k = 2) из формулы (17) полу-
чаем генеральную дисперсию 
взвешенного среднего равную 
генеральной дисперсии вели-
чины эффекта в индивидуаль-
ном исследовании:
2
*
2δ
+ τ +
= = =
Y Y Y
Y
V V V
V V
k
.
Поэтому мощности Крите-
рия 2 и t-критерия приблизи-
тельно равны при указанном 
сочетании параметров.
3.2. Выводы
Известны два частных кри-
терия, проверяющих воспро-
изводимость по показателю 
«значимость». Один крите-
рий, рассмотренный в работе 
Брайана Носека, работает с 
выборкой пар исследований, 
где одно исследование в паре 
является оригинальным, а 
другое – повторным. Другой 
критерий, подробно рассмо-
тренный в настоящей статье и 
обозначенный здесь как Кри-
терий 1, работает с выборкой 
из двух и более исследований, 
где одно исследование можно 
условно считать оригиналь-
ным, а остальные – повторны-
ми; и этот критерий требует, 
чтобы во всех исследованиях 
величина эффекта была значи-
мой. Кроме того, в настоящей 
работе рассмотрен критерий, 
требующий значимости сум-
марной величины эффекта, 
полученной в результате мета-
анализа (Критерий 2).
Критерий 1 по сравнению 
с Критерием 2 малоприменим 
для цели статистического вы-
явления эффекта по следую-
щим причинам. Во-первых, 
мощность Критерия 1 меньше 
или много меньше мощности 
Критерия 2, и с ростом числа 
первичных исследований, ох-
ватываемых анализом, мощ-
ность Критерия 1 убывает, а 
мощность Критерия 2 воз-
растает. Во-вторых, с учетом 
конвенционального значения 
мощности равного 80% Кри-
терий 1 оказывается непри-
годным к употреблению при 
рассмотренных значениях па-
раметров первичных иссле-
дований (т.е. если в индиви-
дуальных исследованиях для 
выяснения значимости вели-
чины эффекта будет использо-
ван двусторонний t-критерий 
с уровнем значимости 0,05 и 
с двумя выборками типичной 
длины n = 25), в то время как 
мощность Критерия 2 может 
быть при необходимости уве-
личена путем увеличения чис-
ла первичных исследований, 
включаемых в метаанализ.
Мощность Критерия 2, 
как правило, больше мощ-
ности t-критерия, применя-
емого к индивидуальному 
исследованию, благодаря срав-
нительно большому объему 
объединенной выборки в мета-
аналитическом исследовании. 
Исключением из этого прави-
ла являются случаи с большой 
гетерогенностью и малым чис-
лом исследований. Мощность 
Критерия 1 меньше мощности 
t-критерия, применяемого к 
индивидуальному исследова-
нию, вследствие перемноже-
ния мощностей t-критериев.
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