Introduction
N-grams are very popular in automatic speech recognition (ASR) systems (Young et al., 2005) , (Lamere et al., 2004) , (Whittaker & Woodland, 2003) , (Hirsimaki et al., 2009) . They have been found as the most effective models for several languages. N-grams calculated by us will be used for the language model of a large vocabulary Polish ASR system and other outside application, first of them being SnapKeys virtual keyboard. Our earlier results and process of collecting statistics were described already . In this chapter we want to describe a complete model and its applications.
Creating a large vocbulary model of Polish is a difficult task because there are fewer Polish text corpora then for English. What is more, Polish is very inflected in contrast to English. The rich morphology causes difficulties in training language models due to data sparsity. Much more text data must be used for inflected languages than for positional ones to achieve the model of the same efficiency (Whittaker & Woodland, 2003) .
Available text corpora for Polish
There are 280 000 words in Polish myspell dictionary. The number contains only basic forms. With all inflections, over 1 000 000 words can be easily expected. This is just without proper names. In our case we noted several million words, because of proper names and errors. The IPI PAN Corpus (Przepiórkowski, 2004 ) is a the main professional and official corpus of Polish texts. Currently, there are over 250 million segments which are morphosyntactically annotated in a publicly available version. It was developed by the Linguistic Engineering Group at the Institute of Computer Science, Polish Academy of Sciences. The same group works on creating much larger corpus of Polish toegether with some publishers. However, there are several larger corpora of Polish. They are often not annotated and not available publicly. It is a result of a specific approach of Polish law to copyrights. It is legal to download any texts from Internet, even, if they were put there without authors permission. However, it is not legal to upload any such materials anywhere without persmission and this law is very strictly enforced. This is why natural language researchers working on Polish do not offer their resources both for free or commercialy, eventhough, some of them collected relatively large data sets. For the mentioned reason, it is not easy to estimate real sizes of corpora of Polish texts. Newspaper articles in Polish were used as our first corpus. They are Rzeczpospolita newspaper articles taken from years [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] Table 3 . Errors in the analysed corpora made another corpus. The smallest articles were removed from the corpus. In this way we avoided some Wikipedia patterns like Zawada -a village in Poland, located in Łódzki voivodeship, in Tomaszewski powiat, in Tomaszów Mazowiecki parish. During years 1975 -1998 , the village belonged to piotrkowskie voivodeship. There are over 50 000 villages described using exactly same pattern. As a result before we removed them, this pattern provided the list of 5 most common 3-grams, even after combining Wikipedia with two other corpora. Several thousands literature books in Polish from different centuries were used. The fourth corpus is a collection of transcripts from the Polish Parliament, its special investigation committees and Solidarność meetings. They contain mainly transcribed speech but also some comments on the situation in rooms. It is not as big as others but the only one containing transcriptions of spoken language. What is more its topics are law oriented, which corresponds very well with our project, which provides ASR system for Police, administration and other governmental institutions. We are still in the process of collecting more Polish text corpora and combining the statistics of the described ones.
In all cases perplexity is very high comparing to typical English corpora. It is because of inflected nature of Polish and significant number of proper names in the corpora.
Problems with processing Polish corpora
Some English, Russian, Chinese and other foreign words appeared in the statistics as well as single letters. Such words could be effects of including some foreign quotes in articles. However, most of the foreign words are proper names and they appeared in Polish sentences.
After an analysis of results of collecting n-gram statistics from various corpora, we decided that some supervised correction is necessary. Because of the amount of data, the choice of strategy in this process was crucial from financial point of view. We designed and implemented software Fixgram (Ziółko, Skurzok & Michalska, 2010) to optimise n-gram corrections by time efficiency. The list of words for corrections is preprepared on a server. This is why, it is partly unsupervised method. Three schemes of preparing words were implemented. The first one is finding pairs of words which are different only by orthographic notation, in example rz andż. The second is by finding words with any non-Polish letters. The third method is by comparison with myspell dictionary. The words which do not exist in myspell are also more likely to be errors then others. A user of Fixgram receives a database of words chosen for corrections to save time spent on automatic search for them in a database during human work. All chosen words are given to the Fixgram user in order by the number of times they appeared in a corpus. All, less common cases will be done automatically, typically by deleting. There is no reason in spending human time for rare cases which are likely to be incorrect and not crucial for statistics. The results from one corpus can be transferred to another one. Sometimes human decisions can be generalised and used for less often cases. A few types of problems were encountered. The first one are Chinese and English proper names. They appeared quite frequently in the newspaper corpus. Often two Chinese names were detected as orthographic errors because of differences only in ch and h. Chinese proper names tend to be also often in addition to a Polish word, so one orthographic transcription is for a correct Polish word and the other for Chinese proper name. Another type of a problem are words which were split into two words with a space so they appeared as two separate words in n-grams. These are difficult to be found automatically. There are also words which are wrongly formatted (not in UTF-8). Most of them are not in any of known to us standards for Polish letters. This is because we changed all typical standards to UTF-8 before collecting the statistics. These words can still be recognised by a human, as typically there is only one special Polish letter and other are standard Latin letters. Fixgram ( Fig. 1) (Ziółko, Skurzok & Michalska, 2010) presents contexts of each word (2-and 3-grams). It makes correcting these cases much easier. Apart from that, quite a lot of Russian words and single letters (in Cyrillic) were discovered. All of them were removed. Several automatically detected words were actually correct. For example, there are plenty of similar surnames with an only difference in Polish special ortographic notation. There were some other words which are correct with both orthographic transcriptions but different senses, like morze (Eng. sea) and może (Eng. maybe). These cases were kept in the n-gram database by a human decision.
We have an extra collection of texts from Internet. However, to ensure proper quality, these websites will be first filtered using statistics collected from literature and journals. Only websites with very little new 1-grams will be accepted and added to the model. This process will be repeated iteratively several times. The decisions can be also taken using phoneme statistics of Polish which we also already calculated and currently are improving. In these ways we want to use Internet resources to analyse as much text as possible, but to avoid including texts of low quality or non-Polish ones. 
Results
The most common words in Polish are presented in Table 4 . Most frequent 2-grams and 3-grams show Tables 5 and 6 . Collected statistics show that the amount of text we used was enough to create representative statistics for 1-grams, 2-grams and even for 3-grams. It is the first such model for Polish. The most popular 1-grams in Polish are mainly pronouns, what is not surprising. The most popular 2-and 3-grams contain often a dot. Its commonality in the statistics is overhelming but the probability that a particular word starts or ends a sentence is indeed much higher then that two exact words appear next to each other. The English translations were provided in Table 4 with 1-grams. However, it is quite difficult to translate pronouns without a context. This is why, there are sometimes several translations and eventhough, they are only brief and not complex translations. One of the commonly used words is siȩ. It is a reflexive pronoun. It could be translated as oneself, but it is much more common in Polish than in English. It is used always, if a subject activity is conducted on herself or himself. The distribution of 1-grams is presented in Fig. 2 . The histogram has an expected shape, similarly to histograms of 2-and 3-grams. 
Implementation and applications
Storing large vocabulary n-gram model is another issue to concern. 2-and 3-grams cannot be stored as strings because they would use too much disk space. This is why each 1-gram (unigram on Fig. 3 ) has an ID. The 2-grams are stored as two 1-gram ID, which are integer numbers. The each 2-gram has its id bigram, so 3-grams are stored as a set of two id bigrams. The language properties have been very often modelled by n-grams (Huang & Lippman, 1988) , (Young et al., 2005) , (Manning, 1999) , (Jurafsky & Martin, 2008) , (Khudanpur & Wu, 1999) , (Whittaker & Woodland, 2003) , (Hirsimaki et al., 2009 ). Let us assume the word string w ∈ W consisting of n words w 1 , w 2 , w 3 , ..., w n . Let P(W) be a set of probability distributions over possible word strings W that reflects how often w ∈ W occurs. It can be decomposed as P(w) = P(w 1 )P(w 2 |w 1 )P(w 3 |w 1 , w 2 )...P(w n |w 1 , ..w n−1 ).
( 1) It is theoretically justified and practically useful assumption that, P(w) dependence is limited to n words backwards. Probably the most popular are trigram models where P(w i |w i−2 , w i−1 ), as a dependence on the previous two words is the most important, while model complication is not very high. Such models still need statistics collected over a vast amount of text. As a result many dependencies can be averaged. Simplified case of applying n-grams in speech recognition is presented in Fig. 4 . N-grams are the most basic and common language model in ASR systems (Young et al., 2005) , (Lamere et al., 2004) , (Whittaker & Woodland, 2003) , (Hirsimaki et al., 2009) . It is a result of their simplicity end effectiveness Our attempt was to build such model for large vocabulary Polish applications. The large number of analysed texts will allow us to predict words being recognised and improve recognition of the ASR system highly. Polish is highly inflected in comparison to English. The rich morphology causes difficulties in training language models due to data sparsity. Much more text data must be used for inflected languages than for positional ones to achieve the model of the same efficiency (Whittaker & Woodland, 2003) . The modified weighted Levenshtein distance (MWLD) (Ziółko, Gałka, Skurzok & Jadczyk, 2010) and dynamic time warping (DTW) (Rabiner & Juang, 1993) algorithms allow to evaluate a distance of words from an ASR system dictionary with a sequence of phoneme hypotheses. In case of recognising continuous speech, this procedure have to be repeated hundreds thousands of time for different words and different phoneme hypotheses. An optimal decision is taken to find a sequence of word hypotheses. This processes is known as level builder. Typically, the situation is even more complex. Instead of a sequence of words, a lattice of words should be built. The final sentence hypothesis is taken from the lattice, by applying syntax and semantic modelling. Word hypotheses are sorted by natural logarithms of MWLD or DTW. The W words with lowest distances are introduced to the lattice for each allowed start point of a word. Let us assume a set of I word hypotheses and matrix H ∈ (C, ) n×k of phoneme hypotheses where C stands for a set of characters representing Polish phonemes, are logaritms of propabilities, n is size of C (number of possible phoneme types) and k corresponds to time. Let us introduce w m as m-th word of a M size (0 < m ≤ M) dictionary. Then, let us denote a i as a start time of ith word hypothesis and b i as its end. Let us introduce p m (a i = t 1 , b i = t 2 ) as a probability that word w m is an ith observation for a sequence of phonemes from time a i to A lattice with stressing of probable 1 grams (bold and undelined) and 2 grams (red arrows) is depicted in the middle one. A word lattice with reduction of unprobable 2-grams is shown in the bottom one. In all cases the correct sentence is marked by a purple shadow. In the second case it leads mainly via strong n-grams. In the third case the proper path still exists in the lattice after reductions 
where b i−j is an end of another word hypothesis and where t = 3 is a threshold of allowed time distance between neighbouring words counted in the number of frames (phoneme hypotheses). In the simplest case j = 1, but generally j < i (in case of a lattice). The task of level building is to maximise p m (a i = t . Result of searching for the best path through the word network using 3-gram weight, node after a node (see Fig. 10 ). English translations are in Fig. 7 and 50 parallel word hypotheses allowed to start from a particular time point in the described way.
The word hypotheses are turned into a lattice by connecting nodes if ends and starts are closer to each other in time then a chosen threshold. Created word lattices are large, which makes searching for a best path time consuming, while ASR system should work in real time. This is why, edges which statistically were found unlikely by n-grams can be cut out. Finding the best path can be provided using Dijkstra algorithm (Dijkstra, 1959) . Applying 2-grams is very straightforward, but using 3-grams is more complex. This is why we will disscuss its possible implementation considering an example. The whole network of our example is presented in Fig. 7 , but with simplified values from 2-grams only. Then calculating probability for a particular word using 3-grams is presented in Fig. 8 . It has to be stressed that many more calculations have to be conducted to calculate these weights, and also many more values have to be kept when the best path is searched. Fig. 9 shows the entire sentence we want to decode and its weights using 3-grams being components of this sentence. Fig. 10 shows searching the best path node after a node. Our example has 10 nodes and 17 edges. It results in 26 possible 3-grams (Fig. 11) . Typically n-grams of higher orders are smoothed by backing-off methods (Kneser & Ney, 1995; Ney et al., 1994) . It can improve results by up to 5%. Another recently popular method is to apply Bloom filter (Bloom, 1970) instead of backing-off. The presented n-gram model of Polish will be licensed to be available for both research and commercial applications. The first commercial usage will be an Imaginary Interface made by SnapKeys. It has 4 imaginary letter keys at the begining. Afterwards a user can hide them because they can begin to blind type anywhere on the screen. It leaves entire scrren for displaying output data and allow faster typing thanks to smaller finger movements. The interface connects several probability models to find words which a user wants -1-gram being one of them. The Polish version is now being developed using our model.
Conclusions
N-gram models are strightforward but very effective in language modelling. Large corpora are necessary to build effective n-grams models. This and other problems make this task especially complicated for languages like Polish which are highly inflected and without very large professional text corpora. Eventhough this difficulties, a succesful n-grams model of Polish was build at AGH and offered to public.
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