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ABSTRACT 
We consider linear-quadratic control problems with and without stability, subject 
to an arbitrary implicit continuous-time system, in a simple distributional framework, 
and it is shown that the associated optimal costs, if existent, are solutions of our 
dissipation inequality for implicit systems. This concept is related to the linear matrix 
inequality, which is expressed in original system coefficients only, and the above-men- 
tioned optimal costs turn out to be characterizable uniquely by certain solutions of this 
inequality. However, these solutions need not be rank minimizing if the underlying 
system is not seandard, and we specify why this is the case. Our statements are valid 
for regular as well as for singular problems, and the possible significance of the 
algebraic Riccati equation is illustrated for both regular and singular problems. 
Furthermore, we present necessq and sufficient conditions for solvability of our 
problems and for the existence of optimal controls and associated optimal state 
trajectories. Finally. we elaborate on the uniqueness of these controls and state 
trajectories. 
1. INTRODUCTION 
This paper is concerned with the concepts of dissipation inequality (DI) 
and linear matrix inequality (LMI) for g eneral implicit continuous-time 
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linear systems with constant coefficients. In particular, we will investigate the 
strong relation between these concepts and linear-quadratic control problems 
(LQCPs) subject to implicit systems. 
To the best of the author’s knowledge, these issues have been investigated 
in depth for standard systems only. For standard systems the main points are 
as follows. 
Consider the standard system 
2’(t) = iG(t) + &ii(t), (l.la) 
4(t) = G(t) + E(t), (l.lb) 
with Z(O) = Z0 E R”“, and E(t) E R”, Z(t) E R”, y(t) E R’ for all t > 0, 
and where all matrices involved are real-valued and constant. In addition, we 
define the objective function 
j(X,,,U) := j)‘(t)y(t) dt, (1.2) 
where U ~_S$lg,(lR+ ), the m-vector version of &,,,(R+), the space of 
locally square-integrable functions over Iw+ = [O, m>. Then for every Iz, E R” 
we can introduce the functions 
J-(X0) := inf{J( f,, ii)]” E2?~,oc(R+)), (I-3) 
j+( I$) := inf 
1 
J(?O,G)]G E2ZT,0,(R+), 1 rLrIpt) = o), (1.4) 
as 0 < r-< go) < J’(X,). In [l] these functionqare called the optimal cost for 
the linear-quadratic control problem (LQCP) without and with stability, 
respectively. The LQCPs are called regular if ker D = 0, and singular if - 
ker D # 0. 
The optimal costs I-: R” + 172’ and J’: R” --f R+ satisfy the dissipa- 
tion inequality (DI) if, for every X, E R”, p(XO> < ore [l-3]. A function 
?: R” -+ R is said to satisfy the DI if for every 2, E R”, every T > 0, and 
every locally square-integrable function U: [O, T] --) R” it holds that 
iTg’(t)ij(t) dt + v(E(T)) > v(X,), (1.5) 
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and v(O) = 0. Next, we define for any K E Iw”’ n the dissipation matrix 
-- -- 
F(K) := cE+L@E+iz i@+c’D -- 
B’i? + D’C 
-- 
1 
(1.6) 
D’D 
[4], and z is said to satisfy the linear matrix inequality (LMI) if K is -- 
symmetric and F(K_) >, 0. Th e set of real symmetric solutions of the LMI 
will be denoted by r: 
r := FE [w”X” ( I 
- - i?=i?, F(K) >O 
> 
. (1.7) 
It is well known [I, 41 that there exists an integer 3 > 0 such that, for 
every K E T, rank F(K) > 5. In fact, j? = normal rank T(s), with T(s) = B 
+ C(sZ - &)-‘B, the transfer matrix of (1.1). If E E F is such that -- 
rank F(K) = 3, then z will be called rank minimizing. If ker 5 = 0, then 
p = m and E E r is rank minimizing if and only if E = K’ E [WnXn satisfies 
the algebraic Riccati equation 
-,- -- ?c+zK+&(EE+CD)(iS’fi)-@K+D’C)=O. (1.8) 
PROPOSITION 1.1. Assume that @r all gJ E R”, p(Z,) < 00. Then there 
exist real symmetric matrices ?E I? and K-E r, K+> K-2 0, such that, 
for all X0 E R”, 
j-( go> = x$x 0' J’( Zo) = x$+x0. 
In addition, K+ and K- are rank minimizing; 
K+>K forall RET; 
K-GE if E > 0 and K E ?; is rank minimizing. 
Proof. The claims concerning the existence of z- and K’ can be 
found in [3] and [l] if (A, B) is controllable, and in [6,5] if (A, I?) is 
stabilizable, and it is clear [6] that J’(Xo> < m for every X0 E Iw” if and only 
if (A, B) is stabilizable. The remaining statements on K+ are in [l] and [4]; 
those on K- are in [6]-[8]. H 
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REMARK 1.2. The characterizations of K+ and E- in Proposition 1.1 
can be given in words as follows. K+ is the largest solution of the LMI; K- 
is the smallest positive semidefinite rank-minimizing solution of the LMI. We 
establish that the optimal costs (1.3)-(1.4) can be characterized in terms of 
rank-minimizing solutions of the LMI. 
Optimal controls and resulting optimal state trajectories for regular LQCPs 
are ordinary functions [l, 61. For singular LQCPs, however, optimal controls 
and/or resulting state trajectories are in general distributions [9], and 
singular LQCPs subject to standard systems are solved completely in terms of 
distributions in [lo, 6,8]. 
In the present paper we will investigate LQCPs without and with stability 
subject to the implicit generalization of (1.1): 
Ed(t) = Ax(t) + Bu(t), (1.9a) 
y(t) = Cx(t> + h(t)> (1.9b) 
where E, A E [WIXn, B E [WIXm, C E (WrXn, D E RrXm, e = rank E, x(t) 
E R”, and u(t) E R” and y(t) E R’ for all t > 0. Whereas for standard 
systems of the form (l.la) every initial condition rd = x(O) is consistent [ll] 
in the sense that (l.la) has a solution x = x(x,, U) with x(0+) = x0, there 
may be inconsistent points x0 E R” if E is singular; i.e., if E is not 
invertible, then there may be points x0 E R” for which (l.la) does not have 
an ordinary (measurable) solution x with x(0+) = x,, [12]. 
EXAMPLE 1.3 [13]. The implicit system 
has only one solution, namely xi = 0, xg = 0. Hence x0 = 0 is consistent 
and x0 f 0 is inconsistent. 
Various contributors on implicit systems make distinction between consis- 
tent and-inconsistent points by interpreting x,, E R” as the value of the state 
variable 2c of (1.9a) immediately before starting the dynamical process: 
xg = x(0-). Then a point x(0-) E R” is considered consistent if there exists 
an ordinary solution x of (1.9a) with x(0-) = x(0+). However, in electrical 
circuits x0 = x(0-) may be inconsistent, for instance if the state value at 
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t = O- represents the potential of a capacitor immediately before closing a 
switch. Such a value of x(0-) might give rise to an impulsive solution of the 
system if this switch is closed. 
EXAMPLE 1.3 (Continued). The system in Example 1.3 corresponds to a 
simple circuit with unit capacitor only, x2 denoting its potential, xi the 
current. The switch is closed at t = 0. If xOi := x,(0-) = 0, but xa2 := 
x,(0-) # 0, then the solution of Example 1.3 becomes [13] x2 = 0, xi = 
-xo2 8(t), with s(t) denoting the Dirac delta function. 
Such examples strongly suggest reconsidering (1.9a) in a distributional 
framework, so as to allow the implicit system to exhibit distributional behavior 
if x0 = x(0-) is inconsistent. Observe that such behavior may occur even if 
the input u is an ordinary function; in example I.3 there is no control 
possibility at all. 
In [14] Cobb formulated an LQCP with stability for an implicit system 
(1.9) in terms of distributions. There, SE - A is assumed to be invertible, as a 
result of which the distributional version of (1.9a) has a unique (possibly 
distributional) solution for every pair (x,, u>, with u any (possibly distribu- 
tional) input, and x,, = x(0-) E R” [14]. In Section 2 (Preliminaries) we will 
set up LQCPs subject to any implicit system (1.9) in a distributional 
framework. 
Consequently: for certain choices of inconsistent points and chosen inputs 
our distributional implicit system equation may have more than one (distribu- 
tional) solution, or even no solutions at all. This observation leads to extra 
difficulties in the formulation of our LQCPs: We must explicitly require that 
infimization be done over input functions and corresponding state functions 
(if any). In standard LQCPs this difficulty is no issue, as solutions of (l.la) are 
automatically functions if the chosen inputs are, whereas in [I4] 
C = [;I> D = [‘:I, 
and hence infimization of the objective function “forces” both inputs and 
state trajectories to be functions. Also in [Is] the existence of solutions for the 
implicit system equation is guaranteed by assuming that SE - A is invertible; 
yet, the matrices C and D are allowed to be more general than in [14]. 
Now it is our objective to (re)start the treatment of LQCPs subject to 
implicit systems (1.9) from unambiguous problem formulations rather than 
from unnecessarily restrictive assumptions. Moreover, we will consider regu- 
lar as well as singular LQCPs. We will call any LQCP subject to any system 
(1.9) regular if output functions are generated by control functions and state 
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functions only, and we will call such a problem singular if it is not regular 
[16]. Whereas LQCPs subject to standard systems are regular if and only if 
the input weighting matrix in (1.2) is positive definite, LQCPs subject to 
implicit systems may be regular if ker D # 0, and they may be singular if 
ker D = 0. For examples of such problems, see [16, Section 11. It is proven in 
[16] that regularity of any LQCP subject to any system (1.9) can be character- 
ized by a condition on the quintuple (E, A, B, C, D), and if E # I, then this 
condition may be satisfied if kerD # 0, whereas it may not be satisfied if 
ker D = 0; the problems in [14-151 appear to be regular [16]. More of this in 
the sequel. 
A major role in our treatment will be reserved for the linear mat& 
inequality (LMI) associated with an implicit system (1.9). 
DEFINITION 1.4. Consider the matrix quintuple 2 = (E, A, B, C, D), 
with E, A E [WIXn, B E Rlxm, C E RrXn, D E Rrx”. Then a matrix K = 
K’ E lw”’ satisfies the linear matrix inequality (LMI) if F(K) > 0, with 
F(K) := C'C t A’KE •t E’KA E’KB t C’D 
B’KE + D’C 1 D’D ’ (1.10) 
The set of solutions of the LMI is denoted by r: 
r := {K E WXi) K = K’, F(K) > 0). (1.11) 
First, we will define in Section 5 the concept of dissipation inequality 
(DI) for general systems (1.9); the optimal costs for LQCPs subject to (1.9) 
turn out to satisfy the DI (if there costs are finite). Then, the DI will be 
related to the LMI, and it will be shown that the concept of rank-minimizing 
solutions of the LMI makes sense for arbitrary E, even if SE - A is not 
invertible. 
In Section 4, then, we will prove that optimal costs for LQCPs subject to 
implicit systems can be represented by means of certain solutions of the LMI, 
regardless whether the problems are regular or not. In addition, we will state 
conditions that are necessary and sufficient for finiteness of these optimal 
costs. 
Thus, characterizations of optimal costs for LQCPs subject to implicit 
systems can be expressed directly in terms of the original system coefficients 
(E, A, B, C, D) for arbitrary E, as is done for the case E = Z in Proposition 
1.1. However, solutions of the LMI that correspond to these optimal costs 
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need not be rank minimizing, as they are in the standard case (Proposition 
1.1). What is more, the algebraic Riccati equation [15,17] 
C’C + A’KE + E’KA - (E’KB + CrD)( D’D)-‘( B’KE + D’C) = 0 
(1.12) 
may not have solutions even if ker D = 0 and the LQCPs are solvable. 
In fact, it turns out that characterizations of optimal costs for LQCPs 
subject to general linear systems (1.9) must be given in terms of all solutions 
of the LMI rather than in terms of rank-minimizing ones-yet these charac- 
terizations reduce to the ones in Proposition 1.1 if E = I. In other words, F 
itself, rather than the set of rank-minimizing solutions of F, turns out to be 
the pivot in linear-quadratic control subject to arbitrary linear systems. 
Several examples are included to underline all relevant aspects of our 
statements. 
Finally, we discuss the existence of optimal inputs and optimal state 
trajectories for the problems under consideration. If these problems are well 
posed, then (possibly distributional) optimal controls and optimal state trajec- 
tories always exist for the LQCP without stability, and (possibly distributional) 
optimal controls and state trajectories exist for the LQCP with stability if and 
only if Rosenbrock’s system matrix [18] satisfies a certain rank condition, as is 
the case if E = I [6]. Moreover, these inputs and state trajectories are unique 
if and only if the system matrix is left invertible. The actual determination of 
optimal controls and state trajectories can be quite involved, especially for 
nonsquare systems, and therefore we have deferred it to a subsequent paper. 
2. PRELIMINARIES 
The celebrated article [lo] contains the first distributional treatment of 
singular LQCPs subject to standard systems. The class of distributions eimp 
in [lo] is not only large enough to solve these problems [lo, 6,8,19], but also 
adequate for describing implicit system properties such as geometric struc- 
ture [2O], feedback control and pole placement [21-221, and invertibility 
properties [23-241. Since, in addition, giimp has many nice properties, we see 
no reason for not adopting this class here; compare the allowed distributional 
class in [14]. 
The class gi,,, 
P 
is analyzed in detail in [25] and [lo]; see also [24] and, of 
course, Schwartz 91. A distribution u E piimp is called impulsive-smooth, and 
an impulsive-smooth distribution can be decomposed uniquely into an im- 
614 TONGEERTS 
pulse (i.e., any linear combination of the Dirac delta distribution S and its 
derivatives aCi), i >, 1) and a smooth distribution. A distribution is called 
smooth if it corresponds to a function which is smooth on R+ and zero 
elsewhere. As in [lo], a function f is smooth on [w+ if f(t) is arbitrarily often 
differentiable on (0, a) and if, for all derivatives fCi)(t) (i > 0), lim, L ,, fci’(t) 
exists and is finite. 
The class %?i,,,p is a commutative algebra over Iw with convolution * of 
distributions as multiplication (unit element S), and hence it is closed under 
differentiation (= convolution with 6”)) and closed under integration (= 
convolution with H, the Heaviside distribution). It holds that SCi) = 
s(i-i) * S(i) (i 2 I), with a(“) = 6. By setting 6(-l) := H, 8(-i) := 
a(-(j-1)) * a(-1) (j a I), we establish that SCi+j) = 8ti) * 6(j) (i, j E Z), and 
thus the inverse of Sci) (w.r.t. convolution), (6(“))-‘, equals SCsi) (i E Z>, 
(6 )-’ = 6, 6(-j) is smooth G-j)(t) = tj-‘/(j - l)! (t E lR+), and 
#-j)(t) = 0 (t < 0) for j > 1: If g_. p Imp, gs:,, c iFimp denote the subalgebras 
of impulses and smooth distributions, respectively, then gimp = %‘+ 
B 
+ %&,. 
If u E %s’,m, then u(O+) := lirntlo u(t), and then the distributional erivative 
of u, u(i), equals U + u(O+) 6, where J denotes the ordinary derivative of u 
on R+. Example: Let u(t) = 2e’ on R+, u(t) = 0 on (-m, 0). Then u(i) = u 
+ 2 6, whereas ti = u. If h E R, then the distribution 6(l) - h S is invert- 
ible; its smooth inverse equals eht on lR+. In the sequel gi$, denotes the 
k-vector version of @i,,,p, and %$p”” 2 the k, x k, matrix version with entries 
in eimp. If H is any real square matrix, then IS(i) - Hi3 is invertible with 
inverse eHt on R+. 
Finally, let @,, denote the subalgebra of fractional impulses: 
q := (u E q& = ul*u;1,u1,2 E E&mp. u2 # 0); (2.1) 
then gf is isomorphic to the field of rational functions R(s) [24, Proposition 
2.31. For instance, the polynomial 1 - s2 corresponds to the pulse 6 - SC2). 
The rational function (s + l)/(s - 3) corresponds to the fractional pulse 
u = (6(l) + 8)*(8(l) - 36)-l. Set IJ = (6”) - 36)-i; then u = d + 
u(O+)6 + o, with 2, = e3t on R+. Since zj = 30, we get that u = 40 + 6. 
Due to the properties of Vim,, we can keep the treatment fully algebraic 
bx de;y;ing _c;n:lution by juxtaposition and setting p := Ij(l), p* := 6, 
P :- >p :- H, and so forth (see [25] and [lo]), and a multiple of 6, 
a6, is then denoted by LX, as p * = 1. The distributional derivative of 
u E gi7imp, u(l) = a(‘) * u, is replaced by pu, and thus pu = zi + u(O+), if 
u E F&. 
Instead of (1.9) we now present its distributional version 2: 
pEx = Ax + Bu + Ex,, (2.2a) 
y=cx+Du, (2.2b) 
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with x0 E R” (and Ex, = Ex,~), u E giz,. For every pair (x,,, u) E lR” X 
giEp we define the solution set 126, Section 21 
S( x0, u) := (x E %‘&,I( pE - A)x = Bu + Exe>. (2.3) 
If r,, is interpreted as x(0-), then (2.2a) coincides with the system equation 
in [14] as well as with (1.9a) in Laplace transform [27, $22; 13; 20; 281. Yet it 
should be stressed that (2.2a) is, in fact, an initial-value problem for a linear 
differential-algebraic equation on Iw+ in the distribution sense 1261. 
If SE - A is invertible, i.e., if ( pE - A)-’ exists, then for every pair 
(x,,u) E R” x gi;, the solution set contains exactly one element: x = ( pE 
- A)-‘(Bu + Ex,) E gi; 
P 
. If, moreover, E = Z and u E gsg, then this x 
coincides with the usual so ution of (I.Ia) on R+, as x(t) equals 
eAtx + 0 I teA(‘-T)8u( 7) d7 0 
on R+, and r(t) = 0 if t < 0. Observe further that (2.2a) reduces to the 
distributional version of (l.la> in [10,6] if E = Z. 
Equation (2.2a) also reduces to (I.9a) if u as well as x is smooth; we then 
Kt pEx = Ei + E(x(O+)) = Ax + Bu + Ex,, and hence Ei = Ax + Bu on 
+, i.e., (1.9a). As a by-result, it follows that x(0+) - x0 E ker E if u E %sE 
and x E S(x,, u) n gs’,“,. This is a special case of 
LEMMA 2.1 [24, Main Lemma 2.51. Let x0 E R”, u E ei&,. u = ui + 
u2, ui E 9’“. u2 E gs:> and x E S(x,,u), x = xl + x2, x1 E F,,Yimp, 
x2 E Fs’,“m. TL? 
pEx, + E( x(0+)) = Ax, + Bu, + Ex,, (2.4a) 
pEx, = Ax, + Bu, + E( x(0+)). (2.4b) 
EXAMPLE 1.3 (Continued). The system 
p[:: :I[::] =[ii !il][::] + [i ii][:::] 
has as solutions x2 = 0, xi = -xo2. If xi is smooth, then xo2 = 0. 
The LQCPs without and with stability subject to (2.2) are then defined as 
follows. 
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DEFINITION 2.2. Consider C (2.2). 
(LQCP)-: For all x,, E R”, determine 
J-(Q) := inf 
and if, for all x0, J-(x,,> < ~0, then for every x,, compute (if possible) 
u E gS; and x E S( x0, U) n CF~‘,“, such that /,“y’(t>y(t> dt = J-(x0>. 
(LQCP)+: For all x0 E R”, determine 
J’( x0) := inf kmy’(t)y(t) dtlu E %Fs;“m, r E S(X,,U) n gs;, 
lim x(t) = 0 , (2.6) 
t-m I 
and if, for all x0, J’(xa> < cc, then for every x0 compute (if possible) 
u E gSz and x E S(x,,u) n gS:,“,, lim,,, x(t) = 0, such that JIy’(t)y(t) dt 
= J’< x,). 
These problems are called regular if, for all x0 E R”, 
and singular if (2.7) is not satisfied. 
This definition of regularity for LQCPs subject to general systems (2.2) 
appears in [16, Definition 3.11, and it is clear that (2.7) is a system property. If 
E = 1, then (2.7) is satisfied if and only if ker D = 0 [16, Proposition 2.11. 
For general E we have [16, Theorem 3.21 
PROPOSITION 2.3. The LQCPs in Definition 2.2 are regular if and only if 
(ker[E z]) n [A B]-‘imE =O. 
EXAMPLE 1.3 (Continued and extended). The LQCPs subject to 
(2.8) 
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are singular, whereas ker D = 0. Indeed, u = 0 is optimal for (LQCP)- as 
well as for (LQCP)+, since u = 0 yields x2 = 0, xi = -xo2, impulsive. 
In the sequel we will frequently need several subspaces from 1241. 
DEFINITION 2.4 [24, Definition 3.1; 26, Definition 4.11. Consider the 
system C (2.2). A point xa E R” is called weakly unobseruable if there exists 
an input u E gSz and a state trajectory x E S(x,, o> E %YSL such that y = 0. 
If, moreover, x(0+) = xa, then xg is called weakly unobservable in the sense 
of consistency. The space of former points is denoted by SY= V(C), the 
space of latter points by Vc = Ye(C). A point x0 E R” is called strongly 
controllable if there exists an input u E E$,,p and a state trajectory x E 
gpyirnp such that y = 0. The space of these points is denoted by W= W(X). 
A point x,, E [w ” is called consistent if there exists an input u E SSz and a 
state trajectory x E S(x,, u> n qst such that x(0+) = x,,. The space of 
these points is denoted by 1, = 1,(X>. Finally, a point x, E R” is called 
weakly consistent if there exists an input u E gSt such that S(x,, u) n gS’,“m 
# 0. The space of these points is denoted by IT = Z$“(C). 
PROPOSITION 2.5 [24, Proposition 3.4, Theorem 3.6, Theorem 3.91. 7, 
is the largest subspace _Y for which 
[;t]TC[Ez] +im[i], 
and T= Vc + ker E. W is the smallest subspace Xfor which 
E-'[A B]{(z@ Rm) IT ker[C D]} CX 
1, is the largest subspace A for which A.4 c E-4 + im B, and 17 = 1, + 
ker E. 
Algorithms for computing all spaces are in [24, Proposition 3.8, Theorem 
3.101, and it follows that 
I, =A-'{EZ, + im B}, 
w= E-'[A B]{(WCIJ W) n ker[C D]}. 
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From Definitions 2.2 and 2.4 we observe that (LQCP)- and (LQCP)+ 
are not solvable if IF # Iw”; if x0 e IT, then we will define J’(xJ := +m, 
J-(x0) := + m. Hence a necessary condition for solvability of any LQCP in 
Definition 2.2 is IF = Iw”. 
EXAMPLE 2.6. Consider the system 
p[: :I[::] =[:’ :][:1] + [t]u + [::I[::$ 
y=[o l] x1 . [ 1 x2 
It follows that xi = 0, x2 + u + xOi = 0, and hence IF = ker E; if xOi # 0, 
then for every %a2 and every smooth u, 
s (1 X01 x02 I 1 ,u l-q’,2,=0. 
For such points x0 we have 1+(x0> = +m, J-(x0> = +m. However, if 
Jd+(xo) := inf 
i 
Lmy’(t)y(t) f&iu E @&,, x E S(x,,u), Jiimx(t) = 0 
1 
, 
then Jd+(xo) = 0, as u = -xai (impulsive) yields xi = 0, x2 = 0. We estab- 
lish that infimization over functions may exceed infirmization over distribu- 
tions if E # I; it is proven in [19, Proposition 2.241 that this is not the case if 
E = I. More of this in Section 4. 
3. THE DISSIPATION INEQUALITY AND THE LINEAR 
MATRIX INEQUALITY 
Given the distributional system 2: 
pEx = Ax + Bu + Ex,, 
y=cx+Du, 
(3.la) 
(3.lb) 
with x0 E Iw”, u E ‘&5’&,, and the solution set S( x0, u) (2.3). 
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In this section we will define the dissipation inequality (DI) for an implicit 
system (3.1), and it will be shown that the optimal costs (2.5)-(2.6) satisfy the 
DI. Then, we will unravel the link between DI and LMI, and investigate I 
(l.ll), the set of solutions of the LMI. 
Let the subspaces %i, ps, %d be such that zi @ (I, n ker E) = I,, 
(I, n ker E) @ SY3 = ker E, IF @ S$ = R”, and let the subspace 9a be 
such that EZ, @P2 = R2. In addition, let %‘a be such that %i @ %‘z = [w”, 
with ?Y1 = B-‘(EZ,). Then, w.r.t. suitably chosen bases, (3.la) decomposes 
into 
Xl 
p 0 
[ 
El1 0 0 El4 x2 
0 0 E24 
II 
x3 
x4 
0 0 EM 
0 0 E,, ’ 
(3.2a) 
with ker B,, = 0, and El, invertible. Since there exists an F E [w”“” such 
that (A + BF)Z, c EZ, [24, Proposition 3.5, Theorem 3.61, it follows that 
A,, = B,, F,,, A,, = Bz2 F,, for some matrices F,,, F,,. Moreover, by con- 
struction and Lemma 1 in the Appendix, 
[-A,, SE,, - A,,,- B,,] is left unimodular. (3.2b) 
Finally, note that [E,, A,, A,, B,,] is right invertible if [E A B] is 
assumed to be of full row rank. 
Without loss of generality, we may (and hence will) assume [E A B] to 
be of full row rank. The next result generalizes [21, Theorem 21. 
PROPOSITION 3.1 [26, Theorem 4.51. Let [E A B] be of full row rank. 
Then IF = R” zland only if 
imE+imB+AkerE=IW’. (3.3) 
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The condition (3.3) can be interpreted as controllability in the sense of 
Verghese [I3], or as impulse controZZabi2ity [35]; the latter will become 
evident in Proposition 3.5. 
In the remainder of this paper (3.3) will be a standing assumption, as it is 
obviously necessary for solvability of our LQCPs in Definition 2.2. This has 
nice implications for (3.2a); it reduces to 
with E,, invertible, A,, = B,, F,,, A,, = B,, Fz2, and [A,, B,,] invertible, 
due to (3.2b). 
We will demonstrate that all possible system trajectories for (3.1) can now 
be expressed in system trajectories for a standard system of reduced order 
e = rank E, and vice versa. For, if xai, x,,s, x,,s, ui, us, xi, x2, and xs 
satisfy (3.9, then 
xg = 0, u2 = -F,,x, - F,, x2 > (3.5) 
and thus, with 
A,, := ( A,, - B,, F,,), A,, := ( A,, - &.F,,) 7 (3.6) 
we have 
a standard system equation (I.Ia> of size e = rank E. If (3.Ib) is partitioned 
in accordance with (3.4): 
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then (3.8) becomes 
with 
c, = C, - DzF,,, c, = C, - D,F,,. 
Now, let 
(3.9) 
(3.10) 
denote the unique solution of 
pX = E,lA- 11X + E,’ A,, 1 
with 
51 I 1 “2. E g~‘+~- and X0 E R”, ‘mP 
and 
q(+]) :=+,[~~]) + [c, D@]. (3.12) 
PROPOSITION 3.2. Let [&, x&, xb,Y E [w” be given, let [u’,,u’,Y E 
%:p> and let [xi, xi, xi7 E gizp satisfy (3.4) and (3.8). Then x3 = 0, 
us = - Fz,x, - F,, x2. In addition, 
. 
Conversely, if 
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then the controls 
Ul = z2 and u2 = -F,,? 
and the state trajectories 
F226 
x2 = Cl> and x,=0 
satisfy (3.4) for xol = X, and xo2, xo3 arbitrary. In addition, for these 
choices of controls and state trajectories the output y in (3.8) equals 
Proof. If in (3.11)-(3.12) we insert 
with Z0 = x,,r, 
then p(X - x1) = E~‘~J? - x1) [(3.7)] and hence 
The converse is immediate. n 
Proposition 3.2 is a more geometrically orientated version of [29, Theo- 
rem 2.11, which generalizes a state-space decomposition in [15], where 
SE - A is assumed to be invertible. Proposition 3.2 will be of great use to us 
in the sequel. 
In our definition of the dissipation inequality we will need a few extra 
concepts. 
DEFINITION 3.3. Let T > 0. Then a function f: [0, T] * Rk is called 
smooth on [0, T] if f E C”((0, T) + Rk> and if, for all i > 0, lim, 1 a f(“)(t) 
and lim t t T f(‘)(t) exist and are finite. 
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DEFINITION 3.4. Consider the implicit system 
Ex’(t) = Ax(t) + Bu(t) (3.13) 
on [O,w), with E, A E IWlxn, B E R’xm. Let T > 0. For every x0 E R” and 
every smooth u on [0, T] we define the set of smooth solutions on [O, T], 
SLS X07 u) := {x: [O,T] --) [w”I x smooth on [0, T], 
v tG(O,T): (3.13) holds, x(0+) - x0 E ker E}. (3.14) 
Then a point x,, E R” will be called weakly consistent on [0, T] if there exists 
a smooth input u on [0, T] such that Ss2( x0, U) # 0. If, in addition, for some 
x E S,L(x,, U) we have x(0+) = x,,, then x0 will be called consistent on 
[0, T]. The system (3.13) is control solvable on [0, T] in the function sense if 
every x,, E R” is weakly consistent on [O, T]. 
Definition 3.4 is the analog for a finite time interval of [26, Definitions 
3.1, 4.11; the definition of control solvability is rooted in the observation that 
in many control problems x0, interpreted as x(0-), may be arbitrary, as a 
result of which one might be interested in designing control laws that work 
for all possible state values rather then for a certain subset. If E = I, then 
every x0 E R” is obviously consistent on [0, T]. In general, (3.13) is control 
solvable on [0, T] in the function sense for every T > 0 if and only if (3.3) is 
satisfied, i.e., if (3.la) is impulse controllable [35]. For a short proof of this, 
see Proposition 3.5. 
PROPOSITION 3.5. Let [E A B] be of full row rank. Then 
v r , a : (3.13) is control solvable in the function sense on [0, T ] 
oimE+imB+AkerE=R’. 
Proof. -=: According to Proposition 3.1, Z,” = R”. Then, for every 
x,, E R” there exists an input u E C,: and a state trajectory x E %$, such 
that pEx = Ax + Bu + Ex,,. It follows that Ed(t) = Ax(t) + Bu(t) on [O, m) 
with x(0+) - x,, E ker E and thus x,, is control solvable in the function 
sense for every T > 0. 
* : Assume that qB = 0, v_E = 0, and VA? = 0 for all z E ker E. Let 
T > 0 and x,, 6 R”, arbitrary. Then there exists a smooth function 
x: [O, T] + R” such that VA&O+) = 0 and thus TAX,, = v&(0+) + vA[x, 
- x(0’>] = 0; hence VA = 0 and we establish that 77 = 0. 
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DEFINITION 3.6. Consider the implicit system (1.9). Then a function 
V:R” + R satisfies the dissipation inequality (DI) for (1.9) if 
V( x0) = 0 for all x0 E ker E, 
and if for all x0 E R”, for all T > 0, for all smooth u on [0, T], and for all 
x E SST,(q), u), 
j7yW y(t) dt + V( x(T-)) a V(Q) 
0 
(3.15) 
[with x(0-1 := x01. 
THEOREM 3.7. If, for all x0 E IF?“, J-(x0) < 00, then J-: [w” + [w+ 
satisfies the DZ for (1.9). Moreover, for every x0 E R” and every T > 0, 
J-( x0) = inf 
i/ 
‘2~’ (t) y(t) dt + I-( x(T-)) o 
usmcothon[O,T], x E Sk(x,,,u) (3.16) 
(with x(0-1 := x0 ), and there exists a unique positive semidefinite P- E Iw”’ “, 
with ker E c ker P-, such that, for all x0 E R”, J-(x,,) = rbP_x,. Zf, for 
all x0 E R”, J’(xO) < OTJ, then J’: R” + [w+ satisfies the DZ for (1.9). 
Moreover, J’ satisfies (3.16) for every x0 E R” and every T > 0, and there 
exists a unique positive semidefinite P+E RnXn, with ker E c ker P+, such 
that, for all x,, E R.“, J’(x,) = x’,P+x,. 
Proof. We only consider the case T > 0. Due to Proposition 3.5, (3.13) 
is control solvable in the function sense on [0, T] for every T > 0. Let the 
system (1.9) be decomposed as C is in (3.4) and (3.81, and let x0 E R”, 
T > 0, u be smooth on [O, T], and x E SL(x,, u). Then it follows that x1.2,3 
and u1 2 in (3.4) are smooth and x,(0’) = i. In fact, on [0, T] we have 
(3.5), (3.7), and (3.9). Conversely, if X0 E R”, is smooth on [O, T 1, and X 
denotes the resulting solution on [O, T] of 
Ul I 1 u2 ’ with ui = &, u2 = -F,,, - F,,V,, 
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is smooth on [0, T]; x1 = X, x2 = El, and xg = 0 are smooth; x1(0+) = X,; 
and y(t) equals 
on 10, Tl. 
By Proposition 3.2, J-(X,) = J-(x,,i> and J-(x(T-)) = J-(x,(T-)), 
where 
the optimal cost for (LQCP) subject to the standard system (3.11)-(3.12). 
Since J-(~a,) < 00 for every xoI, the function J-: R” + R+ satisfies the 
associated DI (1.5) and also 
J~(rO,) = inf 
i 
smooth on [0, T] 
[3, Lemma I]. Hence, again by Proposition 3.2 and the above, J-: R” -+ iw+ 
satisfies the DI as well as (3.16). Moreover, since there exists a unique 
positive semidefinite F such that, for all xOi, J-(xai) = x&P-~a~ if 
J-(xol) < m for every xOi E R” [7,30], we establish that there exists a 
unique positive semidefinite P-E lRnx”, with ker E C ker P-, such that, for 
all x0 E R”, J-(x0> = x~P_x,. 
Next, let 
J’( x,,) := inf 
i 
and assume that J+(x,,) < 0~ for every r,,. Then J’<x,,> < w for every x,,i 
and conversely (Proposition 3.2 [5, Proposition 1.2]), and there exists a unique 
P’ > 0 such that, for all xol, J+(x,,) = zcbiP+~ai (Proposition 1.1) and, 
consequently, there exists a unique P+ > 0, with ker E c ker P+, such that, 
for all x,,, J’( x0) = XL P+x,,. The remaining claims for J’ are clear by the 
foregoing. n 
The DI can be interpreted for implicit dissipative systems, as was done in 
12-31 for (1.5) with respect to standard dissipative systems: we will not 
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elaborate on such issues here. Observe that (3.16) reflects the Bellman 
optimality principle [31]; see also [3]. 
Next, we will link the DI (3.15) with F(K) (1.10). Lemma 3.8 generalizes 
a classical result for standard systems [32,1]. 
LEMMA 3.8. Consider (1.9), and let K = K’ E [w”‘, x0 E R”, T 2 0, u 
be smooth on [0, T], and x E SL(x,, u). Zfx(O-) := x0, then 
/ 
Ty’(t)y(t) dt + x’(T-)E’KEx(T-) 
0 
= x;E’KEq, + f[ x’(t) 
Proof. We have 
y’(t) y(t) + $ [x’(t) J=wt)l 
= y’(t)y(t) + [x’(t)A’ + u’(t)B’]KEx(t) 
+ x’(t)E’K[ Ax(t) + Bu(t)] 
on (0, T) if T > 0. The rest is straightforward. n 
Now, assume that the matrix P- (Theorem 3.7) exists. Then there exists a 
symmetric matrix K-E R”” such that P-= E’K-E, as ker E C ker P-. 
Such a matrix K- may not be unique; it may not be positive semidefinite 
either. If, in terms of (3.4, 
with P,>O, 
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then every 
with K;r = (E;l)-lP1;Efil and K 22 symmetric satisfies the requirements. 
Analogously, if P+ in Theorem 3.7 exists, then there exists a symmetric 
K+E Rzx’ such that P+= E’K+E, and K’ may be nonunique and indefi- 
nite. Theorem 3.9 translates Theorem 3.7 into terms of K- and K+ by 
means of Lemma 3.8. 
THEOREM 3.9. Assume thatJ_( x,) < CC for all x0 E R”, and let P-2 0 
be such that 1-c r,) = xb P-x, for all x0. Then for a22 K-= (K->’ E iRzxt 
that satisfy P- = E’K-E, for all x0 E R”, for all T > 0, for all smooth u on 
[0, T], and for all x E S,‘,< x0, u), it holds that 
f[x’(t) u’(t)][F(K-)] $; dt > 0. 
[ 1 (3.18) 
Moreover, for all such K-, all x0 E R”, and all T z 0, 
inf f[d(t) u’(t)][F(K-)] 
i 
u smooth on [0, T], x E SsL( x0, u) = 0. (3.19) 
Assume that J’(xJ < 00 for all x0 E R”, and let P+> 0 be such that 
{~~)~=;~P-*, for all x0. Then analogous statements hold for all K+ = 
lx1 that satisfy P+= E’K+E. 
Let US investigate (3.18) further by using the decomposition in (3.4). Let 
T > 0, x0 E R”, u be smooth on [0, T], and x E S,‘,( x0, u). Then ~~,~,a and 
~r,~ are all smooth, x1(0+) = xol, and xa = 0, u2 = -F,,x, - F,,3c2. Let 
K-= [(ii), ;!-I. 
Then (3.18) reduces to 
x1(t) 
/oT[ x;(t) > G(t) > 4(t)] [ &( K,)] x2(t) dt 2 0, I I (3.20) 4t) 
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[see (3.6) and (3.10)]. It follows from Theorem 3.9 that (3.20) is valid for all 
xol, all T 2 0, and all smooth 
[ 1 :: on [0, T], with x,(t) the smooth solution 
of (3.11) on [0, T] (see the proof of Theorem 3.9). Consequently [3, Lemma 
4; 33, p. 7991, 
F,( K,) > 0, (3.22) 
and (3.22) is necessary for the claim 
F( K-) > 0 (3.23) 
for some symmetric K- that satisfies P- = E’K-E. This follows directly 
from the observation that F( K- ) 2 0 if and only if &K-) > 0, with 
(3.24) 
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LEMMA 3.10. Let 
with M’ denoting the Moore-Penrose inverse of any matrix M. Zf Fl( K,) 2 0, 
and K, is chosen such that 
Q] -?P- 1 [C, 011 P3 De], (3.25) 
then F(K) z 0. 
Proof. See appendix; recall that [A,, B,,] is invertible and hence there 
exists for every K, exactly one K, such that (3.25) is satisfied. W 
Lemma 3.10 shows that P- can be. expressed in an element of r, the set 
of solutions of the LMI (Definition 1.4). Similarly, Pi in Theorem 3.9 can be 
related to an element of r. In other words, we have found the relation 
between DI and LMI. 
THEOREM 3.11. Aswme that, for all x0 E R”, J-(x,,) < a, and let 
P-a 0 be such that, for all x0, J-(x0) = xb P-x,. Then there exists a K-E r 
such that P-= E’K-E. Zf, for all x0 E R”, J’(x,> < CQ, and Pf> 0 is such 
that, for all x0, J’(xO) = xbP+x,, then there exists a K’ E r such that 
P+ = E’K+E. 
Proof. If P-= E’K-E, with K- symmetric, and 
then F1( K,) > 0 (3.221, and if KY2 is chosen in accordance with (3.25), then 
F(K-) > 0 (Lemma 3.10) and hence F(K-) > 0. The proof for P+ runs 
similarly. n 
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If E = 1, then K- = P- and K+ = P+ in Theorem 3.11, and we recover 
the relation between the DI and the LMI for standard systems [l, 31. 
In the remainder of the section we will derive two interesting results for 
I (l.ll), the set of solutions of the LMI. First, we must borrow from [24] the 
concept of right-invertibility in the strong sense. 
DEFINITION 3.12 [24, Definition 4.71. The system 2 (3.1) is right 
invertible in the strong sense if 
The recent article [24] contains two definitions for right- as well as for 
left-invertibility of a general system (3.1); in [24, Definition 4.31 the system 2 
is called right invertible in the weak sense if 
and the two concepts coincide if det(sE - A) # 0 [23-241. 
PROPOSITION 3.13 [24, Corollary 4.131. Assume that [E A Bl is offull 
row rank. Then the following statements are equivalent: 
(i) C is right invertible in the strong sense. 
(ii) V(C) + w(X) = Iw”, and 
(iii) [A iSE i] 
[f G i] is offuZZ row rank. 
is right invertible as a rational matrix. 
Observe that right-invertibility (in’ either sense) is equivalent to right- 
invertibility of the transfer function 
T(s) := D + C(sE - A))lB (3.26) 
[23] if det(SE - A) # 0. If E = I, we reobtain [lo, Theorem 3.241. 
Next, let 
K := normal rank 
A-SE B 
I C D’ 
I.e., K denotes the normal rank of Rosenbrock’s system matrix. 
THEOREM 3.14. Assume that (3.3) holds. Then for every K E r, 
(3.27) 
rank F(K) > K - 1. (3.28) 
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Let C, denote the system 
pEx = Ax + Bu + Ex, 
with 
F(K) = 
[ I gk [“K “K], rank F(K) = rank[ C, DK] .K 
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yK = C,x + D,u, (3.29) 
Then rank F(K) = K - 1 if and only if xK is right invertible in the strong 
sense. 
Proof. See appendix. 
Let rrrrin denote the set of rank-minimizing elements of r: 
rnlin := (K E I’lrank F(K) = K - I}. (3.30) 
If det(sE - A) # 0, then K = 1 + p, with p := normal rank T(s) (3.26), and 
r = {K E I’lrank F(K) = p}, If E = I, then we reobtain the key result in 
[4]. Recall that p = m if E = Z and ker D = 0. In general we have 
COROLLARY 3.15. Assume that (2.8) holds. Then K = n + m, and Tmi, 
= {K E I’lrank F(K) = n + m - I}. Zf (2.8) holds, ker D = 0, I = n, and 
4(K) := C’C + A’KE + E’KA 
-(E’KB + C’D)(D’D)-‘(B’ZG!? + D’C), (3.31) 
then rmi, = {K = K’ E lR”“lI4(K) = 0). 
Proof. By means of the decoml+ion in (3.4) and (3.8) it is easily seen 
that (2.8) is valid if and only if [C, Dl], with C, = C, - D, Fzz, is left 
invertible. It follows that Rosenbrock’s system matrix is left invertible as a 
rational matrix, and thus K = n + m. If, in addition, 1 = n (E and A are 
square) and ker D = 0, then l?,,,i, = {K E rlrank F(K) = m} on one hand, 
and on the other, by Schur’s lemma [12], rank F(K) = rank 4(K) + 
ranks D’D) = rank 4(K) + m. Thus, rank F(K) = m if and only if +( K > = 
0. n 
Observe that Corollary 3.15 reduces to the well-known statement that the 
rank-minimizing solutions of the LMI are the symmetric solutions of the 
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algebraic Riccati equation (1.8) if E = Z and ker D = 0 (see Section 1). We 
saw in Proposition 1.1 that optimal costs for LQCPs subject to standard 
systems are represented by rank-minimizing solutions of the associated LMI, 
and hence the set of solutions of (1.8) is of interest for these LQCPs if 
ker D = 0. 
However, in Section 4 we will see that for general E the algebraic Riccati 
equation (ARE) 4(K) = 0 (3.31) need not have solutions even if (2.8) holds, 
1 = n, and ker D = 0. In particular, this implies that optimal costs for LQCPs 
subject to implicit systems need not be represented by rank-minimizing 
solutions of the LMI. On the other hand, the ARE 4(K) = 0 may have 
solutions if these LQCPs are singular, i.e., if (2.8) does not hold (Proposition 
2.3). 
EXAMPLE 1.3 (Continued and extended). If 
k kl2 
K= kll 
[ 1 k ) 12 22 
then F(K) > 0 if and only if k,, = 0 and k,, E [0,2]. Observe that (2.8) 
does not hold. Yet, ker D = 0, and the ARE is defined; its solutions satisfy 
k,, = 0, and k,, = 0 or 2. Note that K = n + m = 3, although (2.8) is 
violated, andthat K - 1 = K -n = m = 1. 
In Section 4 we will prove that “suitable” K- and K+ in Theorem 3.11 
must be selected from all elements of p (1.11) rather than from all elements 
of Imi, (3.30). Yet our characterizations for K- and K+ will reduce to those 
in Proposition 1.1 if E = I. An essential tool in our selection procedure is 
Lemma 3.16, an obvious generalization of a crucial statement in 18, Theorem 
6.21. As in [8], the strongly controllable subspace w= w(z) (Definition 2.4) 
turns out to play a major role in describing solutions of the LMI. 
LEMMA 3.16. Assume that (3.3) holds. Then 
K E r -W(c) Cker(E’m). 
Proof. The strongly controllable subspace W= flX*> can be computed 
by the algorithm w0 = ker E, T+ 1 = E-l[A BI{(% @ Rm) n ker([C DIN, 
W, = W [24, Theorem 3.101. Obviously, W, C ker(E’KE). Now, let x0 E wi. 
Then there exist X and U such that Ex, = A? + Bii, C? + ZX = 0, E? = 0. 
Hence 
[F’ ii’][F(K)] ; =O, 
[I 
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and thus 
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[F(K)$] = [“‘yo] = 0 and x0 E ker( E’KE). 
Assume that q c ker(E’KE) (i > 0), and let x0 E q,,. Then there exist 
j;- E% andusuchthat Ex,=A?+BG,C!i+~=O.Again,[!i’ s’][F(K)lx 
x 
[ I u 
= 0, and hence 
[qq][;] = [E’a;,,mz] = 0. 
Since im E + im B + A ker E = R1, it follows that E’ZCEx, = 0, and this 
completes the proof by induction. n 
4. EXISTENCE AND CHARACTERIZATION OF OPTIMAL COSTS; 
EXISTENCE AND UNIQUENESS OF OPTIMAL INPUTS 
This section deals with necessary and sufficient conditions for the exis- 
tence of J-(x0) and J’< x0) (2.5)-(2.6), with characterization of P- and P+ 
(Theorem 3.7) in terms of the LMI (Definition 1.4), and with the existence 
and uniqueness of optimal inputs. 
As in [29], the system C (3.1) will be called output stabilizable if 
Vx, E 1w” 3u E esz 3x E S( x0, u) n e: : lim y(t) = 0. (4.1) 
t-m 
In addition, we will call s state stabilizable if 
Vx, E [w” 3u E @sz 3x E S(x,,u) n g:: lim x(t) = 0. (4.2) 
t+@= 
PROPOSITION 4.1 [29, Theorem 2.21. Let [E A Bl be of full row rank, 
and let W= Y(Z) denote the weakly unobservable subspace. Then 2 is 
output stabilizable if and only if (3.3) is satisfied and if, for all h E C’ := {s 
E GlRe s > 0}, 
(q[ AE - A, -B] = 0, qEF= 0) = r] = 0. (4.3) 
Moreover, I% is output stabilizable if and only if, for every x0 E R”, 
J-(x0) < 00. 
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For standard systems, the condition (4.3) appears in [3O] as a generaliza- 
tion of the usual Hautus criterion for state stabilizability. For arbitrary E we 
have 
COROLLARY 4.2. Let [E A B] be of fuZ1 row rank. Then 2 is state 
stabilizable if and only if (3.3) holds and 
Vs E c“: [SE - A, -B] is tight invertible. (4.4) 
Moreover, C is state stabilizable if and only if, for every x,, E R”, J+( x0) < 
co. 
Proof. If in Proposition 4.1, C = I and D = 0, then 7, = Ye(X) = 0 
and hence EF= EYc = 0 (Definition 2.4, Proposition 2.5), and (4.3) re- 
duces to (4.4). Finally, it is clear that J’( x,) < UJ for every x,, E R” only if 
Z is state stabilizable. Conversely, if C is state stabilizable, then it follows 
directly from (3.4) and (3.8) that (3.11)-(3.12) is state stabilizable, and hence, 
for every f,, E R”, the optimal cost for (LQCP)’ subject to (3.11)-(3.12) is 
finite (e.g. [6]). By Proposition 3.2, then, J+(x,,> < 00 for every x0 E R”, and 
the proof is complete. W 
Now, let us introduce for the system 2, besides (2.5)-(2.6), the functions 
1, (x0) := inf myr (t) y(t) dt u E gi,“,,> x E S( ~0, u) (4.5) 
and 
Jd+(xa) := inf joly’(t)y(t) dtlu E @&, x E S(r,, u>, 
lim x(t) = 0 
I 
. (4.6) t-+m 
Here j,“y’(t)y(t) dt is set equal to +m if either y GZ gs’,‘, or y E ‘8; and y 
is not square-integrable over R+. Also, lim, em x(t) stands for lim, em x,(t) if 
x2 denotes the smooth component of x E @&,. Then, obviously, Ji( x0> < 
J-(x& Jd+( XJ < J’( Xl)>, and strict inequality may occur-in Example 2.6 
we saw that Jd+(xJ = 0 and J+(r,> = +m for certain points x0. Note that 
this example does not satisfy (3.31, our standing assumption since Section 3. 
In this final section we will establish that infimization over functions equals 
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infimization over distributions if (3.3) is satisfied, and optimal inputs and state 
trajectories for (4.5)-(4.6) are in general distributions, unless (2.8) holds. 
LEMMA 4.3. Assume that x,, E R", u E gs',",, and x E S(x,,u) f~ 9YS’,“,. 
Then 
/ =-Y’(t) YW dt < m * lim d( x(t), V+ W) = 0, 0 t-m 
with d( X, 9) denoting the (Euclidean) distance between Z E R” and the 
subspace 9 c R". 
Proof. Consider (3.4) and (3.8). Then, by (3.51, we get i3.7) and (3.91, 
and hence the Euclidean distance between x,(t) and F+ W converges to 
zero as time tends to infinity [19, Corollary 3.28; 30, Remark 11. Here, 7 and 
W denote the weakly unobservable and the strongly controllable subspace for 
(3.11)-(3.121, respectively. The claim then follows from Proposition 3.2. 
THEOREM 4.4. Assume that [E A B] is of full row rank, and consider 
(LQCP)-. For all x0 E R”, J-(x,> < 00 if and only if 2 is output stubiliz- 
able. Assume this to be the case. Then there exists a unique P-E Rnx”, 
Pm> 0, such that, for all x0 E R”, &(-(x0) = J-(x0) = xbP_x,. For some 
K-E r, we have P-= E’K-E, and E’KE < E’K-E if K E I7 and ‘Yc E’KE. 
Furthermore, ker P- = Y+ W. For every x0 E R” there exists an input 
u E gi;, and a state trajectory x- E S(x,, u) such that y E gS’,‘, and xbP_x, 
= /,“y’(t)y(t) dt. y (2.8) holds, th en these optimal inputs and optimal state 
trajectories are functions of the Bohl type, i.e., linear combinations of 
functions of the type t ke ht, k > 0. 
Proof. The first claim follows from Proposition 4.1. Assume that 2 is 
output stabilizable. Then Theorem 3.7 guarantees the existence of P- such 
that, for all x0, J-(x0> = xbP_x,. By Theorem 3.11, there exists a K-E I? 
such that P- = E’K-E. Now suppose that, for some X0, ];(?a) < FL P-X,. 
Then there exists an input u E %?&, and a state trajectory x E S(x,, u> such 
that y E %?& and [,“y’(t>y(t>dt < ?bP-?,.If u = ur + u2, ur E @&,r, 
u2 = %: and if x = x1 + x2, x1 E %$,,,r, x2 E g$, then Cx, + Du, = 0 
and pEx, = Ax, + Bu, + E[ X0 - x(0+)] (2.4a), and hence, by definition, 
xa - x(0+) E W-= w(C). c onsequently, by Lemma 3.16, /,“y’(t>y(t) dt < 
x(O+)P-x(0+), as y = Cx, + Du, and pEr, = Ax, + Bu, + E[x(O+)] 
(2.4b), and we have a contradiction with (2.5). Thus, Jd(xJ = J-(x,,) for 
every x,,. Now the existence of optimal inputs and state trajectories within 
the class of impulsive-smooth distributions is stated in [29, Theorem 2.31; 
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also, it is shown in [29] that these inputs and state trajectories are Bohl 
functions if (2.8) holds. 
Next, it follows from Lemma 3.16 that YY+ WC ker P-, since, obviously, 
Y"c ker P-. On the other hand, if xbP_x, = 0, then there exists an input 
u E %Zm ,mp and a trajectory x E S(r,, u> such that y = 0, and hence, by [24, 
Theorem 3.21, x0 E V+ W. Thus, ker P-= Y+ W. Finally, let K E F and 
VC ker(E’KE). By Lemma 3.16, then, Y+ PC ker(E’KE). Let x0 E R” 
be arbitrary, u E gYz, and x E S(x,, u) n gs:“, such that lry’(t) y(t) dt < to. 
Then, necessarily, 
lim x’(t)E’KEx(t) = 0 
t+m (4.7) 
(Lemma 4.3), and hence, by (3.17), 
j=y’(t)y(t)dt =x;E’KEx, + /“[x’(t) u’(t)][F(K)] 1;:; dt 
0 0 I 1 
(4-W 
with F(K) > 0. Thus, j,“y’(t)y(t>dt > rbE’KEr, and J-(x0) = xbP_r, = 
rbE’K_Ex, > x~E’KEr, for every x,,, as a result of which E’K-E > E’KE. 
This completes the proof. n 
The characterization for P- in Theorem 4.4 determines P- uniquely; if 
for some other matrix P’ > 0 there exists a K’ E I such that P’ = E’KE, VC 
ker F, and E’KE < P’ for any K E r that satisfies YC kedE’KE), then 
Pm= E’K-E < P’ and P’= E’Z& < Pp. 
COROLLARY 4.5. Assume that E = I and that C is output stabilizable. 
Then J-( x,) = XL K-x,, with K-E r, Y+ W= ker K-, and if K E r with 
KY= 0, then K < K-. 
REMARK 4.6. In [19, Proposition 3.201 it is demonstrated that the 
characterizations for K in Proposition 1.1 and in Corollary 4.5 coincide. 
Unlike Proposition 1.1, Corollary 4.5 represents K- in terms of all solutions 
of the LMI, rather than rank-minimizing ones. 
THEOREM 4.7. Assume that [E A B] is of full row rank, and consider 
(LQCP)+. Then J’(ro) < m for every x0 E R” if and only $’ C is state 
stabilizable. Assume this to be the case. Then there exists a unique P+ E RX”’ “, 
P+a 0, such that, for aEZ x0 E R”, Jd+(xO) =J’(x,> = xbP+x,. For some 
Kf~ r, one has P’= E’K’E, and E’KE < E’K’E for all K E r. For every 
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x0 E Iw”, there exists un input u E gimimp and a state trajectory x E S( x,,, u) 
such that y E gSk and xbP+x, = jry’(t) y(t) dt if and only if 
E 1 =K. (4.9) 
These optimal inputs and optimal state trajectories are Bohl functions if (2.8) 
holds. 
Proof. The first statement follows from Corollary 4.2. Then, by Theo- 
rems 3.7 and 3.11, there exists a unique positive semidefinite P’ such that, 
for all x0 E [w”, J+(x~) = xbP+x,, and P+ = E’K’E for some K+ E I’. 
Hence J$(x,) = XL PtxO (see proof of Theorem 4.4). Now, let K E r, 
X” E K!“, u E %Y$Z, x E S(x,, u) f’ %?+‘&, lim,,, x(t) = 0, and 
j,“y’(t> y(t) dt < m. Then, by (3.17), we get (4.8) and hence xhP+x, = 
x’,E’KfEx, > rbE’KEx,; i.e., E’KtE 2 E’KE. 
Next, it is well known that for every initial condition an optimal 
impulsive-smooth input (with impulsive-smooth state trajectory) exists for 
(LQCP)+ subject to a standard system if and only if there are no invariant 
zeros on the imaginary axis (e.g. [6]). Th ese invariant zeros can be character- 
ized as those s E C for which the rank of Rosenbrock’s system matrix is 
smaller than K, its normal rank (3.27) [34]. Now, consider (3.4), (3.8). It 
follows directly that, for every s E c=, 
E,‘A 11 - sl E,‘[A,, B,,] +l_e 
Cl [ G Dl] 1 ’ 
as [A,, B,,] is invertible, and hence, by Proposition 3.2, for every x,, E [w” 
there exists an input u E gi& and a state trajectory x E S(x,, u), with 
lim t-a x(t) = 0, such that y E gs’,I and X$ P+x, = /ry’(t) y(t) dt if and 
only if (4.9) is satisfied. Finally, (2.8) holds if and only if [cZ Dl] in 
(3.11)-(3.12) is left invertible, and optimal inputs and state trajectories for a 
regular (LQCP)+ subject to a standard system are Bohl functions (e.g. [6]). 
Then, the proof is completed by again applying Proposition 3.2. n 
Also, the representation of P+ = E’K’E in Theorem 4.7 is unique; if, for 
some other P’ > 0, J’(xo) = x~@x, for all :0, with P’ = E’kE, K E I?, and 
E’l& > E’KE for all K E r, then P’ = E’KE < P+ and P+ = E’K’E < f. 
If E = I, then we reobtain the representation of Ki in Proposition 1.1. 
Our Theorems 4.4 and 4.7 thus present necessary and sufficient condi- 
tions for the existence of (2.5) and (2.6); moreover, if these conditions are 
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satisfied, then (2.5) and (2.6) can be represented by certain solutions of the 
LMI. 
EXAMPLE 4.8 [14-151. Consider the system 
The condition (2.7) is obviously satisfied, and hence we have (2.8) (Proposi- 
tion 2.3). Also, the system is already in the decomposition (3.41, (3.81, and SSs 
and +Z!r do not appear. Note that det(sE - A) # 0. For (3.11)-(3.12) we get 
1 
[ I 0 p, = x2 + x01> Y= 0 x1 + 1 x2. -1 [I 0 
The ARE for this subsystem is 2 - k2 = 0, with k = 2112 as the only positive 
semidefinite solution. Hence (LQCP)- and (LQCP)+ for this subsystem have 
the same optimal cost as well as the same optimal inputs, since the associated 
system matrix is clearly left invertible for every s E @. These optimal inputs 
are x2 = -21’2x, with resulting trajectory x,(t) = e-21’2t~01 on [Wf. Thus, 
for the original system the optimal input and optimal state trajectory follow 
from the system equation itself and from 
21’S, + x2 = 0, 
and the optimal cost for (LQCP)- as well as for (LQCP)+ is 
k 0 11 
[ 1 0 0’ with k,, = 2ij2. 
Let us check this by using Theorem 4.4 and 4.7. If 
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then 
and thus 
F = (K12 - (k,, - 1)2 - k,2, a O}; 
it follows that 
k,, < 21’2, and K+= arbitrary) E F. 
Hence, for every K E F, 
k 0 
E’m = I1 
[ 1 0 0 
< E’K+E = 
by Theorem 4.7. In addition, by Theorem 4.4, P- = Pf, since Y”= ker E. 
Next, it is readily checked that K (3.27) equab 3 and hence K - 1 = 1 
[observe that K - 1 = p, with p = normal rank T(s) (3.26), since det(sE - 
A) f 01; yet for every K E F we have rank F(K) > 2. Thus, Fmin = 0 
(3.30). Equivalently, by Corollary 3.15, the ARE 4(K) = 0 (3.31) has no 
solutions, even although the LQCPs under consideration are solvable [151. 
We establish that Fmin is of importance w.r.t. LQCPs if E is invertible 
(Proposition 1.11, but Fmin may be empty if E is singular. Hence “suitable” 
matrices for characterization of (2.5) and (2.6) are to be sought among 
elements of F instead of Fmin, regardless whether E is invertible or not, as is 
shown by the Theorems 4.4 and 4.7. 
Finally, let us take a look at the system X,,+ (3.291, with F(K+) 
factorized as 
We have 
640 
and 
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c,+= “y2 ’ , [ 1 0 
D,+= [;I 
satisfy the requirements. We establish immediately that Y”(S,+) = R2; for 
every ::: , 
[ I 
the input u = -xi is such that the trajectory following from 
x2 = -2l ‘xi and px, = x2 + x,,i is smooth and yK+= 0. As Ki is not 
rank minimizing, it follows from Theorem 3.14 
invertible in the-strong sense, as a result of which 
that CK+ is not right 
EA B 
0 C,+ D,+ 1 
is not right invertible (Proposition 3.13). This is indeed the case. 
EXAMPLE 4.9. Consider the system 
We have e = 2, 1 = 4, n = 3, im E + im B = R4, x0 E T if and only if 
x02 = 0, and x0 E W if and only if xol = 0. Also, (2.8) does not hold. In 
(3.4), (3.8),Z?a and Z!i do not appear. The subsystem (3.111, (3.12) becomes 
p[: Yi][:j =[ii -:I[::] +[$ + [i :I[::$ 
y=[o l] x1 . 
[ I x2 
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The LQCPs associated with this subsystem are indeed singular. It follows 
from Proposition 1.1 that 
K-= 0 and Kf= i i . [ 1 
The optimal controls for (LQCP)- as well as for (LQCP)+ turn out to be 
impulsive. For the former problem x3 = -xo2 is optimal; this impulse yields 
x - 0 and thus y = 0. For the latter problem x3 = -xo2 - 2x,, is opti- 2- 
mal, since the resulting x2 equals -2( p + l)-lx,,, and thus xi = ( p - 
1)-I[ -2(p + 1)-’ + 11x,, = (p - 1)-‘[( p - 1xp + 1)-‘lx,, = (p + 1>-’ 
X017 x1,2 converge to zero as time tends to infinity, and /ry’ y dt = 2 x,“,. 
Now, let 
K= 
Then F(K) (1.10) equals 
I 
k 11 kl2 kl3 kl4 
k 12 k22 k23 k24 
k 13 k23 k33 k34 * 
k 14 k24 k34 k44 I k,, - k,, 2k,, - k,, + 2k,, km km k  - k,, k --13 %, k,, + 2k,, 2k,, k,, km ku + 2k,., 
k 
k,, -l;k,, 
-2k,, + 2k,, k,, - 2k,, k,, - k,, k,, - km + 2.h 
k,, k,, - 0 - 0 1 - k,, 0
and F(K) > 0 if and only if 
2k,, k,, k,z k,, - k,, klz - k,, + 2k14 
k,l 2k 12 - 2kz,+ 1 k,, k,, - km + 1 km - kz, + 
0 0 > 0, 
1 0 
0 0 
2ka I 
k,z kzz 0 
k,, - k,, k,z - km + 1 0 
k,, - ku + 2k,, k,z - k,, + 2k,, 0 
and this is the case only if k,, = 0, 
Moreover, k,,(2 - k,,) > 0 and hence 
Kf= r if k:, = 2, kT3 = 2, and k13 = 1, 
kL3 = 0, ki3 = 0. Thus, by Theorems 4.4 
k,, = 0, k,, = 2k,,, k,, = 2k,,. 
k,, E [O, 21. It is easily seen that 
and also that Kp E r with k, = 0, 
and 4.7, 
P-= 0 and 
p+= 1: : 8 
in accordance with the above. 
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Finally, 
I 0 0 0 0 0 4 20 00 0 0 0 0 0 2 0 F(K_) = 0 0 0 0 0 , F(Kf)= ; 0 0 -:, ii , 
0 0 0 1 0 
I 
0 -10 10 
0 0 0 0 0 0 00 00 
I 
and appropriate factorizations for (3.29) are given by [C,- DJ = 
[[0 0 0][1 0]] and 
[CIZ+ D,+l = [ [: : :] [ _; :]I. 
Note that rank F(K) = 1 = K - E (3.271, whereas rank F(K+) = 2. Hence 
K-E rmin (3.30), and, indeed, Y”;c(X,-) + W(CK-) = R3 (ul = x2, u2 = 
-xOs yield x2 = 0, ui = 0, and hence yK-= O>, and 
EA B 
0 C,- D,- 1 
is of full row rank, in accordance with Proposition 3.13 and Theorem 3.14. 
Moreover, 7(X,+) + flCK+) = R3 [ui = x2, u2 = -xaZ - 2x,, yield x2 
= -2(p + I)-lx,,, xi = (p + l)-lx,,, and thus yK+= 01, but 
EA B 
0 C,+ D,+ 1 
is not right invertible; note that K+ P Tmin. 
In Examples 4.8 and 4.9 we saw that ‘Y(X,,) + WCC,) = R” if K E I, 
C, is as in (3.29), and E’KE = P, with P representing the optimal cost for 
either (2.5) or (2.6). This turns out to be generally true for all such K E r, as 
a result of which we can generalize a statement in Proposition 1.1. 
THEOREM 4.10. Let K-E r be such that P- = E’K-E, with P- repre- 
senting the optimal cost for (LQCP)-. Then K-E rmin if and only if 
rank[a [;Kf;] =I+rankF(K-). 
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Let K’ E r be such that P+ = E’K’ E, with P’ representing the optimal 
cost for (LQCP)+. Then Kt E I’,,,i, if and only if 
rank[; [;K4’] = 1+ rankF(K+). 
Proof. By (3.19), for all x,, E R” and all T > 0, 
inf dt u smoothon [O,T], x E S&(xO,u) = 0, 
with 
yK-(t) = C,+(t) + D@(t), F(K) = 
[ I 
2; [ CK- DK- 1, 
K 
and rank F( K-) = rank[C,- DK-1. Consequently, by Proposition 3.2, [19, 
Appendix] and again Proposition 3.2, 
inf 
i/ 
%y;W YK-(t) dt u E q:,“,> xEs(x,,u) rigs; =0, 
I 
and thus, by Theorem 4.4, 7(X,-) + v(X~-) = R”, with C,- as in (3.29). 
It follows that K-E rmin if and only if 
EA B 
0 C,- D,m 
I 
is of full row rank, by Theorem 3.14 and Proposition 3.13. Finally, 
EA B 
0 C,- D,- I 
is of full row rank if and only if 
rank[: [GK_B;] =1+rankF(K-). 
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The second part of the proof runs similarly. W 
COROLLARY 4.11. If im E = R’, then K- and K’ in Theorem 4.10 are 
REMARK 4.12. If for a certain K-E rmin we have E’K-E = 
P- representing the optimal cost for (LQCP)), then, by Theorem 
(3.3% 
rank[: [GK_B;] = ic. 
However, if K-E IY is such that 
E’K-E = P- and rank[ f ‘;K_B;] = K, 
P-, with 
4.10 and 
then K- need not be rank minimizing. For example, consider the system 
Observe that ker D = 0; yet, (2.8) d oes not hold. The control u = 0 yields 
Xl = 0 and x2 = -xai (impulsive) and hence Y+ W= R2. Thus, P-= 0 
(Theorem 4.4) and P- = E’K-E with K- = 0 E r. It follows that (3.27) 
.=3=rank[f ‘~(o~l] =rank[f g i]; 
however, by Theorem 4.10, K- @ rmin, since 1 + rank F(0) = 4. Analogously, 
if K+c r is such that E’K+E = Pf, with P+ representing the optimal cost 
for (LQCP)+, and 
rank[t [lK+B,I] = K, 
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then K+ need not be rank minimizing (note that P+ = P- in the above-given 
example). Therefore we cannot say in Theorem 4.10 that e.g. 
K-E r min if and only if rank [; [;K-B;] = K. 
In Examples 4.8 and 4.9 we saw that “suitable” K- and Kf in f for 
representation of P- and P+ need not be rank minimizing; Theorem 4.10 
explains why. For this reason, our main results on the optimal costs for 
(LQCP)- and (LQCP)+ are formulated in terms of all solutions of the LMI. 
In particular, the set of solutions of the ARE 
A := {K E [wlx’( K = K', 4(K) = o} (4.10) 
[Equation (3.31)] may be fully . u-r-e evant w.r.t. determination of the optimal 1 
costs (2.5)-(2.6) even if (2.8) holds, ker D = 0, and the LQCPs under 
consideration are solvable (see Example 4.8). Yet, K- and K+ are in A in 
two special cases where ker D = 0. 
LEMMA 4.13. Let ker D = 0. Then r = {K E R1”‘14(K) > O}, and 
rank F(K) > m if K E I?. 
We stress that in Lemma 4.13, m may be unequal to K - 1, and hence we 
cannot say that l,,,i, = {K E l’lrank F(K) = m} if ker D = 0. 
EXAMPLE 4.14. The system 
PI1 01[::] = lo ‘I[:;] +u + 11 “I[:$ 
y = [: y[::] + [:]u 
is such that K - i = 3 - 1 = 2 and m = 1. Note that ker D = 0, (2.8) is 
valid, and im E = R’ = 08. Hence if K-E I? is such that P- = E’K-E, then 
K-E rmin by Theorem 4.10. Since 
1 K Kfl 
KEr ifandonlyif K 1 0 20, 
z‘+10 1 I 
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it follows that rmin = { - 1, 0}, and thus K- = 0 and P- = 0. In fact, also 
P+ = 0, since P+ = E’K+E with K+ = 0. The input u = -xi is optimal for 
(LQCP)- as well as for (LQCP)+, and it has infinitely many associated state 
trajectories; yet only x2 = 0, xi = (p + l)-ix,, is optimal for both prob- 
lems. Observe that A = 0. 
THEOREM 4.15. Assume that im E = R’, ker (D) = 0, and that 
normal rank A--SE B =z+m 
C D I 
Let P-> 0 be such that, for all x. E R”, J-(x0) = xb P-x,. Then there 
exists a K-E A such that P-= E’K-E. In addition, E’K-E > E’KE if 
K E A and YC ker(E’KE). Zf, moreover, P+ > 0 is such that for all 
x0 E R” one has J’(xO) = xb P+x,,, then there exists a K’ E A such that 
P’= E’K’E, and E’K’E > E’KE for every K E A. 
Proof. By Lemma 4.13, rank F(K) > m if K E r, and rank F(K) = m 
if and only if K E A. By Theorem 3.14, then A = Imin. Now there exists a 
K-E r such that E’K-E = P- (Th eorem 3.11), and it then follows from 
Corollary 4.11 that K-E A. Next, if K E A and MC ker(E’KE), then 
E’KE G E’K-E, by Theorem 4.4. Analogously, if Ki E r is such that P’= 
E’K+E, then Ki E A and if K E A, then E’KE < E’K’E, by Theorem 4.7. 
EXAMPLE 4.16. Consider the system 
Pi1 01[::] = [o 11[:j +u+ [l “I[::;]> 
y=[l o] x1 +u. 
[ I x2 
We have K = 2 and hence K - 1 = m = 1. Also, 
and p- = P+ = 0. Observe that (4.9) is satisfied. For every [ xol. xo2Y the 
input u = -xi is optimal for (LQCP)+ as well as (LQCP)-; a possible 
optimal state trajectory is X2 = 0, xi = (p + l)-lx,, (as in Example 4.14). 
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Note that x2 = -xol (impulsive), x1 = 0 is another optimal state trajectory 
that is associated *th u = --x1; (2.8) does not hold. 
Observe that Theorem 4.15 shows the relevance of solutions of the ARE 
for possibly singular LQCPs subject to a possibly nonsquare system. How- 
ever, in the next case, extensively studied in [17], (2.8) is satisfied and E and 
A are assumed to be square. 
THEOREM 4.17. Assume that ker D = 0, 1 = n, ker E c ker C, and 
im E + A ker E = R’. Zf, for aZZ x0 E IL!“, J-(x0) = &P-x, with P-a 0, 
then there exists a K- E A such that P- = E’K-E, and E’K-E > E’KE $ 
T’“c ker(E’KE) and K E A. Zf, for all x,, E R”, 1+(x,,> = xbP+x, with 
P+>, 0, then there exists a K’E A such that P+= E’K+E, and E’K+E >, 
E’KE for all K E A. 
Proof. First, consider a general system (3.11, decomposed as in (3.4) and 
(3.8). Assume, moreover, that im[C, D,] C im[Es Dl] [Equations (3.51, 
(3.10)]. Then we have the following result (proven in the Appendix): 
if K= 
Ku Ku I 1 KL Km E r, then rank F(K) = rank F,( K,,); (4.11) 
see (3.21). 
Here, A,, = B,, F,, for some square F,,, [A,, A,,] is invertible, C, = 0, 
and C, = 0. Hence [cs Dl] = [-D, F,, Dl], with F,, inwertible, and thus 
im[C, D2] c im[C, Dl]. Consequently, for every K E r, rank F(K) = 
rank F1(K,,), by the foregoing. Now, let K-E r be such that P- = E’K-E, 
with 
K-= [ ,;!), ;::]. 
partitioned in accordance with (3.41, (3.8). Th en it is easily established that 
rank[: ‘F”( K-B;] = e + (1 - e) + rank Fr( K,) 
=Z+rankF(K-) 
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and hence, by Theorem 4.10, K-E r;nin. Finally, (2.8) holds, as 
rank E ’ = 0 
[ 1 CD ’ 
and thus, by Corollary 3.15, A = Tmin. Similarly, if K+E I such that P+ = 
E’K+E, then K’ E Imi, = A. The rest follows from the proof of Theorem 
4.15. n 
EXAMPLE 4.18. Consider the system 
r[s 8 $I= ]i H $]+ 
hl 
y=[o 1 l] x2 fu. 
i 1 x3 
It is readily checked that Y”= R3, and hence P- = 0 by Theorem 4.4; the 
control u = 0 yields y = 0. Let 
k 11 kl, Al3 
K = kl, k,, k23 . 
[ 1 k 13 k,, k33 
Then K E h * 
kl, + h3 kl, + kl3 
1 + 2k,, 1 + k,, + km 
1 + k,, + k23 1 1 
- [k,, ku+l ‘1. 
By Theorem 4.17, P- = E’K-E, and K- = 0 E A. Also, Pt = E’K+E with 
Kt~ I7 and E’K+E > E’KE for every K E A. If K E A then k,, = 0 or 
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k,, = 2; in the latter case k,, = 0, k,, = 2, k,, = 0, k,, = 0. In the former 
case k,, may be arbitrary and k,, = - ikfz. As for every K,, we have 
we find that 
2 0 0 
p+= L 0 0 0. 
0 0 0 
I n 
Observe that Theorem 4.15 and Theorem 4.17 reduce to corresponding 
statements in Proposition 1.1 and Corollary 4.5 if E = I. 
In this section we have derived characterizations of the optimal costs for 
(LQCP) and (LQCP)+, and we have seen under which conditions optimal 
inputs and optimal state trajectories exist. However, we have not elaborated 
on the actual computation of these inputs and state trajectories. As this issue 
may be rather complicated, for instance in the case of nonsquare systems, it 
will be treated in -full detail in a future paper. Nevertheless we will conclude 
the present paper with a statement on the uniqueness of optimal controls and 
optimal state trajectories. 
DEFINITION 4.19 [24, Definition 4.101. The system 2 (3.1) will be called 
lef invertible in the strong sense if 
X0 = 0, y = 0 =+.u = 0, Ex = 0. 
In [24, Definition 4.11 2 is called left invertible in the weak sense if 
X0 = 0 and y = 0 imply that u = 0. Strong and weak left invertibility 
coincide if det(sE - A) # 0; see also [23]. 
PROPOSITION 4.20 [24, Corollary 4.151. Assume that 
is of full column rank. Then the following statements are equivalent: 
(i) Z is left invertible in the strong sense. 
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(ii) Z x0 = 0, y = 0, 
i 1 
then u = 0, x = 0. 
(iii> A - SE B 
C D 
is lef invertible as a rational matrix. 
THEOREM 4.21. Let 
be of full column rank. Consider (LQCP)-, and assume that I: is output 
stabilizable. Then for eve y x,, E R” there exists exactly one optimal u E gi:,“,, 
and exactly one optimal x E S(x,, u) f~ ‘2Yz 
in the strong sense. Zf this is the case, then t x 
if and only if 2 is left invertible 
e smooth parts of these unique u 
and x are of the Bohl type. 
Consider (LQCP)+, and assume that C is state stabilizable and that (4.9) 
is satisfied. Then for eve y x0 E R” there exists exactly one optimal u E gi’,“,, 
and exactly one optimal x E S(x,, u> n %Yi:,“, 
in the strong sense. Zf this is the case, then t r;l 
if and only if C is left invertible 
e smooth parts of these unique u 
and x are of the Bohl type. 
Proof. Consider the system 2 decomposed as in (3.41, (3.8), and the 
system (3.11)-(3.12). Directly, 
ker[i J-0 * ker[:: :r]=O. 
Consequently, C is left invertible in the strong sense if and only if 
(3.11)-(3.12) is left invertible (in either sense), by Proposition 3.2 (or by 
combination of Proposition 4.20 with [lo, Theorem 3.261 or [23, Theorem 
3.91). It is known that for every z0 E R” there exists exactly one optimal 
Vl 
[ 1 E gn+m-I 02 v 
for (LQCP)- subject to (3.11)-(3.12) if and only if (3.11)-(3.12) is left 
invertible, and the smooth parts of this optimal input and of the resulting 
state trajectory are of the Bohl type [lo, 6,8]. Together with Theorem 4.4, 
this proves the first part. The second half follows analogously, by using 
Theorem 4.7 instead of Theorem 4.4. W 
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The systems in the examples are all left invertible in the strong sense, 
except for the system in Example 4.16. Note that one may assume without 
loss of generality that 
E 0 
kerA B =0 
i 1 C D 
for a system (3.1). 
Our final statement generalizes Corollary 3.15 for strongly left-invertible 
square systems. 
PROPOSITION 4.22. Assume that 1 = n, that 
E 0 
ker D = 0 and ker A B = 0, 
[ 1 C D 
and that Z is lefi invertible in the strong sense. Then A = Tmin. 
Proof. By Lemma 4.13, rank F(K) = m if and only if K E A. Since, by 
Proposition 4.20, K = l + m (3.27), the claim follows from (3.30). H 
In Example 4.8, 1 = n, ker D = 0, and (2.8) holds; the system is left 
invertible in the strong sense, and we saw that Pmin = A = 0. The example 
in Remark 4.12 also satisfies all requirements of Proposition 4.22; yet, (2.8) 
does not hold. It is easily found that 
Note that 
Z+rankF(K)=2+1=3=rank 
[: ‘:,d’] 
if K E A, in accordance with Theorem 4.10, and that, for every K E Pmin, 
P’ = P- = 0 = E’KE; however, also 0 = E’K, E with K, = 0 E P, K, e 
Imin. Similar observations can be made for the extended version of Example 
1.3. 
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5. CONCLUSIONS 
In this paper we have defined and investigated linear-quadratic control 
problems (LQCPs) subject to general implicit continuous-time systems. The 
optimal costs can be interpreted as solutions of the newly defined concept of 
dissipation inequality (DI) f or implicit systems. These interpretations have 
been converted into unique representations of the optimal costs by certain 
solutions of our concept of linear matrix inequality (LMI). In this way the 
optimal costs are determined by the original system coefficients only, and the 
results are valid for regular as well as for singular problems. In particular, 
they reduce to the classical ones if the system is standard. 
The notion of rank-minimizing solution of the LMI, well known with 
respect to standard systems, has meaning for implicit systems as well, even if 
there is no transfer function, and we have derived under which conditions the 
optimal costs for the LQCPs under consideration can be characterized be 
rank-minimizing solutions of the LMI. In addition, we have shown the 
possible relevance in this connection of the algebraic Riccati equation for 
both regular and singular LQCPs. Further, we have proven that the optimal 
cost for the LQCP without (with) stability is finite for every initial condition if 
and only if the underlying system is output (state) stabilizable. Optimal inputs 
and optimal state trajectories always exist for the former problem, provided 
that the optimal cost is finite, and they exist for the latter problem if and only 
if, again, the optimal cost is finite, and the system matrix has no rank deficit 
on the imaginary axis. Moreover, these inputs and state trajectories are 
unique if the implicit system is left invertible in the strong sense. 
APPENDIX 
LEMMA 1. Consider the implicit system pEx = Ax + Bu + Ex,, with 
ker B = 0. Then 
zc = 0 e [ sE - A, - B ] is left unimodular. 
Proof. * : Let x,, E I,. Then, for some u E gSz and x E S( x0, u) n 
gS’,“,, we have x(0+) = x0. Since [SE - A, -B] has a polynomial left inverse 
L(S), it follows that 
x I I U = L( P)E% 
is impulsive, and hence u = 0, x = 0, and x,, = 0. 
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=a : If I, = 0, then there are no consistent points in C” either. Now, 
assume that A E C and (hE - A>X, - Bii, = 0, F, E C”, ii0 E C”. Then 
the input u(t) = e%G, and the state trajectory g(t) = eAt?, are both smooth, 
X(0+) = X0, and, for all t > 0, E(d/u?t)F(t) = AEZ(t> = AZ(t) + B&t). We 
conclude that !iO = 0. Consequently, B&, = 0 and thus U,, = 0; [hE - 
A, - B] is shown to be left invertible for every h E @. n 
Proof of Lemma 3.10. Consider F(K-) (3.24) with Fi(K,) 2 0, and 
K, chosen such that (3.25) holds. From (3.22) we deduce that 
and 
On the other hand, by (3.25) F( K-) > 0 if and only if 
r I] Cc DI (A .3) 
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is positive semidefinite. Set 
prc3 %I := z- [CT3 D2] ([$3 D21i’(s]. 
It follows from (A.11 that the right upper block of (A.31 is equal to 
(Eh%[ A,, 411 + q c, DI]) 
and the right lower block of (A.3) equals 
-1 
c2 
[ 1 0; prc, Dzl C2 [ - Dl]. 
Finally, the left upper block of (A.3) equals 
It follows that the block matrix (A.31 
completes the proof. 
>/ 0 if and only if (A.2) holds, and this 
n 
Proof of Theorem 3.14. Since (3.3) holds, there exist N E R(“+m-l)Xn 
and M E lR(n+m-~)xm such that 
det([f i] - [$ i]) ~0; 
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If 
A:= A B 
[ 1 N M' 
and c’:= [C D], 
then F(K) = 6’6 + A’Z% + _l?g > 0, with 
i:= K 0 
[ I 0 0’ 
Let [C, DK], of full row rank, be such that 
F(K) = 
Then rank F(K) = rank[C, DK ] > normal rank fK( s), with 
fK(S) := [C” D,](si -A)-?, where i := I 0 [ 1 . n+fT-1 
Since 
r;< -q&(s) 
= B’( -& - d)f(qsb - A)-lg 
+ iiy--s2 - i4y1[( A;+ SiqE + Ec’q A - si)](sE - ic-lti 
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mG = 01, we es_tabiish _ that r_ank -F(K) = rank [C, DK] > 
normal rank T(s), with T(s) := C(sE - A)-‘B. It is readily checked that 
normal rank[ d(sz - A)-’ ti] 
=normalrank[“@iL ii] -(n+m) 
SE-A -B 0 
= normal rank C D 0 
I 
- (?I + m) 
-N -M -1 
=K+(n+fTZ--)-((n+m)=K--1. 
and, similarly, that 
normal rank ?K ( S) = normal rank 
SE-A -B 
C 
K D, -‘* I 
Consequently, 
normal rank 
SE-A -B 
C 
Dk I ’ 
=K 
K 
rank F(K) > K - I, 
and 
rankF(K) = K---Z 
* rank[ CK DK] = normal rank 
SE-A -B 
c&v DK 1 is right invertible as a rational matrix 
w ZK is right invertible in the strong sense, 
by Proposition 3.13. 
Proof of (4.11). Assume that 
Kll Kl2 
K= K’ I 1 12 K22 E r, 
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i.e., F(K) > 0 (3.241, and im[ C, D2] = irn[c, D,]LThen there exists a real 
matrix X of appropriate size such that [C, D,] = [C, D,]X, and hence it is 
easily checked by means of (3.24) that K E J? if and only if 
and rank F(K) = rank @K,,). 
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