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Introduction
In video conferencing and videotelephony applications, the bit rate of sending video sequences must be kept low due to the limited channel bandwidth. To satisfy the very-low-bit-rate (VLBR) requirement of the Public Switch Telephone Network (PSTN), temporal sub-sampling is a simple technique, which may be combined with other compression schemes to achieve very large compression ratio. A previous proposed motion compensated temporal interpolation (MCTI) [ 1-31, a block-based approach, can interpolate frames with reasonably good visual quality but also with some blocking artifacts.
in block-based motion estimation, all the pixels within the same block are assumed to belong to the same object, which undergoes translational motion. it is also assumed that no camera zooming occurs. However, in reality, there may be more than one object within a block and the objects may move in different directions. In that case, one motion vector per block will not be sufficient to describe the multiple object motions. This results in blocking artifacts in MCTI.
However, in a pixel-based motion model, each pixel has its own motion vector. This can describe multiple object motions within any block. With no block structures in the pixel-based optic flow model, there should be no blocking artifacts. Figure 1 shows the pixel-by-pixel motion field of the block-based and pixel-based models for a block containing two objects. In the block-based model on the left, all the pixels within the same block are described by the same motion vector although the two objects are moving in different directions. In the pixel-based model on the right, each pixel has its own motion vector. Therefore, multiple objects can be described by the pixel-based model accurately. Actually, deformation can also be adequately described by the pixel-based model because the pixel motion within an object can be different. It appears that pixel-based motion model may be vastly superior to the block-based motion model.
In this paper, we perform a comparative study between the block-based and pixel-based temporal interpolation. We will compare the visual quality and PSNR of the interpolated frames using both approaches together with their computation requirements. (MCTI) 
2.Temporal Interpolation Algorithms

Motion Compensated Temporal Interpolation
12-31
For any k, the goal is to generate a frame to be inserted between the (k-l)'h and k"' received frames so that object motions would appear to be smoother. in MCTI, the (k-l)'h frame, the kLh frame and the inserted frame are divided into blocks of size NxN. Forward and backward block-based motion estimation are performed to find the motion vector. Then the appropriate motion vectors of each block arc added to a candidate motion vector lists of the blocks in the inserted frame. For each block, the candidate motion vector with the largest overlapping area is chosen and the inserted frame is then generated by motion compensation.
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Temporal Interpolation using Optic Flow (TIOF)
Temporal Interpolation using Optic Flow (TIOF) applies a typical optic flow [4] model to temporal interpolation. Similar to MCTI, for any k, our goal is to generate a fi-ame to be inserted between the (k-lSh and kth received frames so that object motion would be smoother. This time, instead of block-based motion model, we use optic flow, which is a pixel-based motion model, for interpolation.
Forward and backward motion vectors for each pixel are found iteratively. Each pixel in the inserted frame is generated by motion compensation, which is similar to that in MCTJ. Figure 3 is the original frame 7 of the "Miss America" sequence, a difficult frame to interpolate. In this portion of the sequence, the eyes of Miss America is opened in frame #6 and then closed in frame #8. In the actual frame #7, the eyes are half closed.
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Simulation Results and Discussion
The two algorithms, block-based MCTI and pixelbased TIOF, are simulated using the luminance component of "Miss America" and "Salesman" sequences which are in CIF (352x288) format. In analyzing the simulation results, besides subjective visual quality, we will compare the quality by comparing their peak-signal-to-noise-ratio (PSNR). For the sake of simplicity, the generated frame is interpolated from the original (k-l)Lh frame and the original (k+l)Ih frame. Fig. 2 Comparison of PSNR of TIOF and MCTI ("Miss America '7 From the plot in Figure 2 , we can see that the PSNR of TIOF is significantly higher than that of MCTI in most of the frames. On the average, the PSNR of TIOF is almost 1dB higher than that of MCTI in our simulation, as can be seen in Table 1 . For the "Miss America" sequence, the pixel-based TIOF gives better visual quality than the block-based MCTI. Both TIOF and MCTI generate the eye by blurring it. As expected, TIOF succeeds in removing the blocking artifacts of MCTI. According to the error map, we can see that, for both TIOF and MCTI, the error are mainly due to the moving parts, the eyes in particular.
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Note that the region of error for the eyes is larger in MCTI than that in TIOF. This is probably due to the disadvantage of block-based approach as mentioned before.
In block-based approach, all blocks are assumed to undergo linear translational motion. If the object inside a block is deforming, such as the eyes of Miss America, such that the assumption no longer holds, the block-based MCTI cannot interpolate properly. However, when TIOF is used, the pixel-based model can describe motion of individual pixels and hence the motion of the eyes can be better described.
In block-based MCTI, all the objects in a block are assumed to have the same motion. But, not all objects inside a block undergo the same motion in real situations. As a result, using MCTI, there are errors in the collar of Miss America where the neck moves but her T-shirt remains stationary. These errors are absent when the pixel-based TIOF is used.
So far, TIOF appears to be better than MCTI.
However, pixel-based TIOF does not perform well for all the cases. When the simulation is performed on the "Salesman" sequence, the pixel-based TIOF has poorer result than the block-based MCTI. This can be seen from the results below. Figure 8 shows the plots of PSNR against frame number for the "Salesman" sequence using TIOF and MCTI. The average PSNR for TIOF and MCTI are shown in Table 2 .
__ rable 2 Average PSNR of "Salesman" sequence Unlike the simulation using the "Miss America" sequence, the PSNR of TIOF on "Salesman" in Figure  8 is lower than that of MCTI in most of the frames. This is confirmed by the lower average PSNR of TIOF in Table 2 . Fig. 9 is the original frame 13 of the "Salesman" sequence, a very difficult frame to interpolate. In this portion of the sequence, the left hand of the salesman undergoes rapid rotational motion, while the right hand, together with the box, undergoes rapid deformation. With non-translational motion, both TIOF and MCTI may have problems.
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Similar to the "Miss America" sequence, according to the error map, the error for both TIOF and MCTI are mainly due to the moving parts, the left hand and the box in the right hand in particular.
In the MCTI generated Figure 12 , lots of blocking artifacts occur around the left hand, the right hand and the box. Most of the block-based motion field are wrong in these areas and thus blocking artifacts result. In the TIOF generated Figure 10 , the error can be easily seen from the image directly. Both the left hand and the box in the right hand do not interpolated well using TIOF. From the pixel-based motion field, it was found that most of the motion vectors are wrong due to the inability of the motion estimation algorithm to track fast and non-translational motion. As a result, there are dot errors (salt-and-pepper artifacts) which are due to the wrong motion vectors for the pixels in these two regions. This suggests that the pixel-based interpolation is very sensitive to the error of the motion vector, probably even more sensitive than block-based MCTI because the resulting PSNR of TIOF is lower than MCTI.
Errors in motion lead to blocking artifacts in the block-based MCTI, and salt-and-pepper artifacts in the pixel-based TIOF. The two kinds of artifacts are different but are both annoying.
In terms of computation, MCTI requires a lot of computation, in the order of 10' per frame. This makes it less than practical and thus fast algorithms are investigated in [l] . On the other hand, TIOF requires even more computation than MCTI. It is in the order of lo9, which makes it highly impractical.
Considering the varying performance and high computation requirement of pixel-based approach, we find that it is more beneficial to pursue the blockbased approach, to improve its performance and reduce its computation requirement.
Conclusions
In this paper, we study the pros and cons of temporal interpolation using block-based MCTI and pixel-based TIOF to generate the skipped frame in temporally subsampled video sequence. Simulation results suggest that the pixel-based TIOF does not introduce the blocking artifacts as block-based MCTI does. However, the pixel-based TIOF has its unique saltand-pepper artifacts which is annoying. A serious drawback of the pixel-based approach is the extremely huge computational requirement which makes it impractical.
We conclude that the block-based approach is more suitable for temporal interpolation than the pixel-based approach.
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