Linear models based on proportionality between variables have been commonly applied in biology and medicine but in many cases they do not describe correctly the complex relationships of living organisms and now are being replaced by nonlinear theories of deterministic chaos. Recent advances in molecular biology and genome sequencing may lead to a simplistic view that all life processes in a cell, or in the whole organism, are strictly and in a linear fashion controlled by genes. In reality, the existing phenotype arises from a complex interaction of the genome and various environmental factors. Regulation of gene expression in the animal organism occurs at the level of epigenetic DNA modification, RNA transcription, mRNA translation, and many additional alterations of nascent proteins. The process of transcription is highly complicated and includes hundreds of transcription factors, enhancers and silencers, as well as various species of low molecular mass RNAs. In addition, alternative splicing or mRNA editing can generate a family of polypeptides from a single gene. Rearrangement of coding DNA sequences during somatic recombination is the source of great variability in the structure of immunoglobulins and some other proteins. The process of rearrangement of immunoglobulin genes, or such phenomena as parental imprinting of some genes, appear to occur in a random fashion. Therefore, it seems that the mechanism of genetic information flow from DNA to mature proteins does not fit the category of linear relationship based on simple reductionism or hard determinism but would be probably better described by nonlinear models, such as deterministic chaos.
There is no doubt that many spectacular achievements in molecular biology and medicine have come from applying linear theories based on proportionality between two variables. However, as pointed out by Higgins (2002) , nonlinear behavior prevails within human systems due to their complex dynamic nature. For this reason nonlinear system theories are beginning to be applied in interpreting, explaining and predicting biological phenomena in categories of the theory of deterministic chaos. According to Higgins (2002) "chaos theory describes elements manifesting behavior that is extremely sensitive to initial conditions, does not repeat itself and yet is deterministic. Complexity theory goes one step beyond chaos and is attempting to explain complex behavior that emerges within dynamic nonlinear systems".
At present there are several examples of biological phenomena explained according to the theory of deterministic chaos or other nonlinear models: functioning of some neuronal networks (Korn & Faure, 2003) , predictability of heart rhythm (Lefebvre et al., 1993) , pulsatile secretion of parathyroid hormone (Prank et al., 1995) , variability of cytokine receptors in cancer cells (Muc-Wierzgon et al., 2004) , functioning of RNA polymerase (Couzin, 2002) . The non-linear patterns of gene expression have been extensively studied by Savageau (2001) and by Kauffman (Shmulevich et al., 2005) . In the following sections we review the complexity of the genetic information flow during phenotypic expression to conclude that nonlinear theories, such as deterministic chaos, may better explain some biological phenomena without questioning of the current paradigm of molecular genetics (Chorąży, 2005) .
THE CENTRAL DOGMA OF MOLECULAR BIOLOGY AND DETERMINATION OF HUMAN GENOME SEQUENCE
In April 1953, Watson and Crick (1953) published their Letter to Nature describing a structure for the salt of deoxyribonucleic acid -DNA. With the exception of some viruses, DNA is the genetic material of all organisms and genetic information is stored digitally, as defined by the order of the nucleotide bases: A,C,G,T. According to John Maynard Smith (2001) approximately 10 9 bits of information is needed for the formation of a complex living organism.
In each cell, DNA exists as very long chains packaged in the form of chromosomes. Humans have 22 pairs of autosomes and two sex-determining chromosomes, X and Y. The basic units of genetic information, the genes, are linearly arranged on chromosomes. According to "the central dogma of molecular biology" formulated by Crick the genetic information flows in principle in one direction: from DNA to RNA to proteins. The gene exerts its effect by having its DNA transcribed into messenger RNA, which is in turn translated into a protein. Every gene consists of several functional components; two main functional units are the promoter region and the coding region. In the promoter region there are specific structural elements that allow a gene to be expressed only in an appropriate cell, and at an appropriate time. These are cis-acting elements able to bind protein factors (trans-acting elements) that are physically responsible for transcription.
Each human body cell contains a complete set of genes (i.e., the full human genome), but only a fraction of these genes are used (or expressed) in any particular cell, at any given time. According to the current paradigm the genes carry the complete information on the structure and function of a living cell as well as a complex organism. Thus it was presumed that determination of the human genome sequence would allow us to comprehend how the organism functions, predict the molecular background of human disorders, and understand what causes the differences between individuals and between species. Although the completion of the Human Genome Project was celebrated in April 2003, exactly 50 years after the structure of DNA was described, the exact number of human genes encoded by the genome is still unknown (Ohta, 2005) . The gene-prediction programs used by the International Human Genome Sequencing Con-sortium estimated the number of protein-coding genes at around 30 000-40 000, a figure much lower than previous estimates (around 100 000), and only 50-100% greater than the number possessed by the simple roundworm Caenorhabditis elegans (about 20 000 genes) (Claverie, 2001) . In order to determine the exact number of genes and to locate them in the appropriate chromosome and locus, advanced molecular procedures have to be used. Moreover, these procedures should be based on parallel analysis of the transcript profile (transcriptome) and the corresponding set of proteins (proteome) of each type of tissue, at different stages of differentiation. One has to remember that all protein-coding sequences (exons) represent less than 2% of nuclear DNA, whereas gene-free DNA stretches are occupied by various repetitive sequences. These sequences comprise almost 45% of the human genome and are believed to play an important role in its stability and evolution (Jurka, 2004 ). It appears now that the popular belief in the omnipotence of individual genes cannot be upheld: it is the whole genome and its interaction with the environment that are responsible for the functioning of the cell and organism. Moreover, we still know very little on how the information encoded in a linear manner in DNA is converted into the three-dimensional morphological structures of the whole organism. Finally, as pointed out by Chorąży (2005), the current paradigm assuming that nuclear and mitochondrial DNA is the only genetic material completely neglects the contribution of other heritable material provided by the ovum.
WHY PROTEINS OUTNUMBER GENES
The real number and diversity of proteins encoded by the human genome is much higher than the number of genes. The previous estimation of the number of genes in the context of the Human Genome Project was based on the data obtained using computational programs to detect genes by determination of characteristic sequences, as the gene's beginnings and ends, or by comparing the sequence with known genes and proteins. Both strategies have disadvantages: small genes may be missed and not detected; a gene can code for several proteins but is recognized as encoding only one product; some genes can overlap, and there is a growing list of genes coding for different types of RNA only (such as tRNA, siRNA, microRNA), and not for proteins (Szymański & Barciszewski, 2003) . So, depending on the computational methods and gene-finding programs used, the predicted number of all human genes is different, and, as we have already mentioned above, has to be verified by intensive work in the laboratory.
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Even if we do not know the exact total number of genes, we already understand the reasons for the great difference between the number of genes and proteins. First of all, most eukaryotic genes are composed of coding exons and non-coding introns, and transcripts of many of these genes may undergo alternative splicing. Majority of genes have several splice forms in which specific exons can be excluded or included, and the length of the individual exons can be altered (Matlin et al., 2005) . The phenomenon of alternative splicing is quite a common process that affects the biological properties of a protein. According to Croft et al. (2000) , around 50% of human genes have more than one alternative variant, and in most cases the functional significance of individual variants is poorly understood. The best known examples of alternative splicing include generation of tissue-specific isoforms, and variants with different cellular localization or altered function. For example, tropomyosin gene encodes two isoforms: one is expressed in smooth muscles and the other in nonmuscle cells (Cooper, 2002) . Alternative splicing is responsible for altered intracellular localization of the product of Wilm's tumor gene (WT1), encoding a protein with four zinc finger motifs at the C terminus. This protein includes (or excludes) a sequence consisting of 17 amino acids in its central region; moreover, three amino acids (lysine, threonine and serine) are present (+KTS) or absent (-KTS) between the third and fourth zinc finger motifs ( Fig. 1 ). Alternative splicing within the WT1 zinc finger region determines whether the protein has affinity for the essential splicing factors or for steroidogenic factor, SF1, in the nucleus: the +KTS isoform is localized in spliceosome sites whereas the -KTS isoform is localized in the nucleoplasm (Larsson et al., 1995; Laity et al., 2000) . In many cases, alternatively spliced gene products fulfill different functions. Good examples of these are transcription factor isoforms which, according to the nature of domains, act as activators or repressors of transcription. Repressor activator pro-tein 1 (Rap1p) in Saccharomyces cerevisiae is a model transcription factor with a silencing and putative activation domain playing an important role in the expression of glycolytic enzyme genes (Lopez, 1998) .
Another source of variation of a polypeptide encoded by one gene is the use of alternative promoters and activation of gene transcription at different sites, as well as the use of alternative polyadenylation sites. Both transcriptional processes contribute to the generation of variants that are tissue-specific, with expression in appropriate cellular organelles and at the proper developmental stage, or with expression associated with sex-specific regulation. An example of at least eight alternative promoters being used is the largest human gene, DMD at the Xp21 locus, responsible for Duchenne and Becker muscular dystrophy. Distinct promoters are utilized in lymphocytes, muscle and kidney cells, as well as in various cells of the central nervous system, making it possible to express cell-type specific proteins. The full length gene product consisting of 78 exons exists only in the cortex, muscles and Purkinje cells (Cox & Kunkel, 1997 ).
An additional mechanism increasing the number of proteins without the need to increase the number of genes is RNA editing. This is a very rare form of post-transcriptional processing involving base-specific alteration in the RNA after transcription but before translation. There are two distinct mechanisms of RNA editing: substitution catalyzed by enzymes that recognize a specific target sequence, and insertion/deletion mediated by guide RNA molecules. Insertion/deletion editing tends to occur in mitochondria and kinetoplastid protozoa and slime molds, while substitution editing is known to occur in human cells, although very rarely. The best documented example of substitution editing in humans is the APO-B gene, expressed in the liver and intestine (Driscoll et al., 1989) . The gene consists of 29 exons composed of 4564 codons. In the liver, a complete chain of 4563 amino acids (variant of apolipoprotein B-100) is expressed; the protein participates in the transport of cholesterol and other lipids in the blood. In the cells of intestine, chemical modification of the C nucleotide in codon 2153 (CAA) into a U (UAA) takes place and this results in glutamine codon changing to a STOP codon. The reaction is catalyzed by cytidine deaminase. Thus the intestine variant, apolipoprotein B-48, contains 2152 amino acids and takes part in the absorption of lipids from the intestine (Fig. 2) . Other examples of substitution editing in human cells include subtle differences in the properties of some receptors of neurotransmitters and some voltage-gated ion channels. The modifications include A→I editing, where adenosine is deaminated to inosine, which normally is not present in mRNA, as is observed in the gluta- The boxes represent exons. In the C terminal region four zinc fingers motifs are indicated with numbered arrows. Alternatively spliced fragments (inclusion or exclusion of a sequence encoding 17 amino acids in exon 5, and 3 amino acids: lysine, threonine and serine in exon 9) give rise to four isoforms: +17aa, +KTS; -17aa, +KTS; +17aa, -KTS; -17aa, -KTS. mate receptor (Barbon et al., 2003) , and U→C editing in Wilm's tumor gene (WT1) (Sharma et al., 1994) . Presently, it is difficult to state what is the significance of RNA editing in human cells. Considering the fact that so far we know only a few examples of RNA editing, this phenomenon is not the major or the most important mechanism contributing to the increase in the number of different proteins. On the other hand, in the postgenomic era, we can expect the list of examples of RNA editing in humans to grow.
In addition to the processes already described, post-translational cleavage is another mechanism contributing to generation of a variety of gene products. Polypeptide cleavage is observed in the maturation of some plasma proteins (Brennan, 1989) , hormones, neuropeptides (Hook et al., 2004) , growth factors (Lu, 2003) , etc. Sometimes, cleavage includes only a signal peptide (leader sequence), but may also generate more than one functional polypeptide as in the case of preproinsulin. Also post-translational modifications, such as phosphorylation, methylation, hydroxylation, carboxylation, glycosylation, etc. may change the activity of the individual protein, may contribute to changes in protein-protein interaction or subcellular localization, and may also indicate the fate of the protein, e.g. its destiny for prompt degradation.
The synthesis of plasma glycoproteins in the liver may represent a model of limited determinism of certain biochemical processes in the cell. It is known that attachment of polysaccharides to a polypeptide chain requires the presence of certain amino acids, such as asparagine (Asn), which, moreover, must be spatially available to glycosyltransferases. Glycosylation occurs during migration of nascent polypeptides in the channels of endoplasmic reticulum. The efficiency of glycosylation, and thus the final form of a glycoprotein, depends on many factors: activity of glycosyltransferases, rate of polypeptide migration, concentration of active sugar pecursors used by glycosyltransferases, etc. We, and other authors, have demonstrated sig-nificant changes in the glycosylation pattern of liverproduced acute phase glycoproteins during a typical inflammatory response (Koj et al., 1982; Van Dijk & Mackiewicz, 1993) . Thus the existence of genetically controlled conditions, such as the presence of available Asn in the polypeptide, or an active specific glycosyltransferase in the endoplasmic reticulum are certainly necessary -but not sufficient -for the synthesis of "mature" plasma glycoproteins; their appearance depends also on variable metabolic conditions prevailing actually in a cell. This example may well illustrate the thesis stating that the expression of genetic information is better described by a model of deterministic chaos rather than a simple linear relationship.
It appears that not only the number of proteins, but also the number of genes in the genome is in fact higher than the current estimates since some DNA regions can be used as a template for other genes, encoding functionally distinct proteins.
Overlapping genes occur more often in simple genomes, such as those of phages and bacteria. Although in human cells only two cases of overlapping genes sharing a common sense strand and using different reading frames are known, there are examples where both strands, sense and antisense, are used as templates in the expression of distinct transcription units. The first case concerns genes for mitochondrial ATPase subunits 6 and 8. These two partially overlapping genes are transcribed in the heavy (H) strand and are translated in different reading frames. Other well-documented examples of overlapping genes have been described in loci for the neurofibromatosis type I gene (NFI), factor VIII gene (F8C) and retinoblastoma gene (RB1). Both strands, sense and antisense, are used for transcription. The antisense strand of intron 27 of the NFI gene contains three genes: OGMP -oligodendrocyte myelin glycoprotein, and EVI2A and EVI2B, which are homologs of murine genes involved in leukemogenesis (Cawthon et al., 1991) . Next, in intron 22 of the blood clotting factor VIII gene there are two genes, F8A and F8B. The latter is transcribed from the same strand as factor VIII gene. The generated transcript encoded by the F8B gene, besides the new exon spliced in intron 22, contains exons 23-26 of the factor VIII gene (Levinson et al., 1992) . In the case of the RB1 gene, in intron 17, there is a coding sequence for a G-protein-coupled receptor gene (U16). Several overlapping genes exist in the class III region of the HLA complex in the 6p21.3 region. Also, small nucleolar RNA (snoRNA), siRNA and miRNA genes are located within other genes. It is likely that the continued study of human genome organization will show more examples of genes transcribed from the same stretch of DNA. 
RESTRICTIONS IN GENE EXPRESSION
Considering the pattern of tissue-specific regulation, it must be noted that only some of the genes in the human genome are expressed in all types of cells. There are housekeeping genes and tissue-specific genes. The so-called housekeeping genes encode protein products responsible for general functions in all cells. These are, for example, genes encoding proteins engaged in protein synthesis and energy production. According to Hastie and Bishop (1976) and Jongeneel et al. (2003) , only around 11 500-12 500 genes are expressed in a given cell type, and of these 9 500-10 500 are housekeeping genes. The rest are genes representing temporal as well spatial patterns of expression during growth, differentiation and development.
The so-called tissue-specific genes are involved in the functional and phenotypic characteristics of the cell. However, at this point it must be added that tissue-specific gene expression often show the phenomenon of "leakage" or "illegitimate transcription". Chelly and co-workers (1989) used PCR to amplify the cDNA of various tissue-specific genes (genes for anti-Mullerian hormone, β-globin, aldolase A, and factor VIIIc) in human fibroblasts, hepatoma cells, and lymphoblasts. Similarly, experiments performed in rats, where erythroid-and liver-type pyruvate kinase transcripts were detected in brain, lung, and muscle, confirmed that there was "illegitimate" transcription. The occurrence of these "illegitimate" transcripts is very low. For example, in the case of Duchenne muscular dystrophy gene transcripts, fibroblasts and lymphoblasts contain less than one molecule of specific RNA per 500-1 000 cells (Chelly et al., 1988) . However, the existence of "illegitimate" transcripts provides a powerful tool for geneticists, who identify mutations in pathological transcripts and can use for this purpose any available cells.
In addition to restrictions on gene expression at the spatial and temporal levels, there is monoallelic versus biallelic expression: expression of only one of the two parental alleles, although studies on the developing embryo have shown that in mammals and some other animals there is an absolute requirement for a genetic contribution from the maternal and paternal genomes. McGrath and Solter (1984) and Surani et al. (1984; 1986) performed experiments with pronuclear transplantation in mice and showed that embryos containing only maternal genetic information develop minimal extraembryonic tissues (trophectoderm), whereas a poorly developed embryo is characteristic of embryos containing only the paternal genome. This experiment demonstrated the requirement for a genetic contribution from both sexes. Monoallelic versus biallelic expression concerns only dozens of genes and there are several mechanisms responsible for this phenomenon. One of these is genomic imprinting, where allelic exclusion occurs according to the parental origin (Brannan & Bartolomei, 1999) . Elements that contribute to the functioning of imprinting centres and regional propagation of the imprints are CpG-rich differentially methylated regions (which, during development, retain germline-imposed methylation or demethylation), direct repeat clusters, and unusual RNAs (antisense, nontranslated, etc.) (Reik & Walter, 1998) . Although numerous studies on genomic imprinting have been conducted in the past few years, our knowledge of imprinting is limited to the identification of imprinted genes and to several factors that contribute to the process.
In the mammalian genome, only a small number of genes are imprinted, and they show monoalleleic expression only in some cell types or certain stages of development. It appears that parental imprinting is a random, stochastic procedure. Examples of imprinting are found in Prader-Willi Syndrome (PWS) and Angelman Syndrome (AS). Both diseases result from either a maternal or paternal deletion on chromosome 15 or from uniparental disomy -inheritance of both chromosomes as a pair from one parent (Ledbetter et al., 1981) . The mechanism resulting in monoallelic expression may also be independent of the parental origin. Examples of such expression include X-chromosome inactivation and allelic exclusion after programmed DNA rearrangement. In the first case, X-linked genes differ in dose between females (XX) and males (XY); therefore, in female mammalian embryos, in the late blastocyst stage inactivation of one of the X chromosomes occurs (Lyon, 1999) . This process includes chromosomes of both maternal and paternal origin. Females become hemizygous, meaning that they have a single functional copy of each gene, exactly the same as in males. The inactive X acquires numerous features of silent chromatin, including the expression of a noncoding RNA, a switch to late replication, histone modifications, recruitment of the histone variant macroH2A, and DNA hypermethylation. The XIST gene plays a major role in X-chromosome inactivation, encoding quite a large RNA (17 kb), which is spliced and polyadenylated but not translated (Brown et al., 1992; Chow & Brown, 2003) . An example of monoallelic expression, or allelic exclusion independent of parental origin and following programmed DNA rearrangement, is also observed in the expression of immunoglobin genes in B lymhocytes, T-cell receptor genes in T lymphocytes (Skok et al., 2001; Mostoslavsky et al., 2001) and olfactory receptor genes (Chess et al., 1994) .
To control expression at different levels, eukaryotic organisms have developed many differ-6 006 J. Jura and others ent regulatory mechanisms. Knowledge about the regulation of all known human genes is far from being complete and further experimental analyses are required. However, we know that all nuclear processes, including gene expression, depend on an architectural framework. Thus, chromosomes in the nucleus are not randomly distributed, but occupy spatially defined subvolumes (Misteli, 2005) . Despite the fact that chromosome territories exist, there is a tissue-specific arrangement of chromosomes (Boyle et al., 2001; Parada et al., 2004) . It has been suggested that this positioning contributes to proper gene function (Ragoczy et al., 2003) . Moreover, bringing DNA and proteins together within a defined sub-region not only influences activation and repression of gene expression but may also be involved in the posttranslational modification of proteins by sumoylation and ubiquitylation (Chambeyron & Bickmore, 2004) . The best example of how nuclear architecture is important in cell functioning is that of laminopathies. Mutations of genes encoding these structural proteins contribute to weakening of the mechanical stability of nuclei, cell death or alteration in the gene expression pattern (Misteli, 2005) .
Besides the importance of nuclear architecture, control at the transcriptional and translational levels seems to be of utmost importance in the regulation of gene expression. Transcriptional regulation occurs through the binding of trans-acting factors (transcription factors, hormones) to the cis-acting elements in the regulatory region of the gene. Modulation of the expression level may also be achieved by the binding of specific proteins to the regulatory regions of the gene (enhancers, silencers, boundary elementsinsulators). The expression may also be regulated at the post-transcriptional level and includes different mechanisms of RNA processing. Some of these mechanisms, such as alternative splicing, alternative polyadenylation and RNA editing have been already described above. In recent years noncoding RNAs have been shown to constitute key elements implicated in a number of regulatory mechanisms in the cell of bacteria and eukaryotes. These types of RNA are involved in regulation of gene expression at both transcriptional and post-transcriptional levels, by mediating chromatin modifications, modulating transcription factor's activity and influencing mRNA stability, processing and translation (Szymanski & Barciszewski, 2003) .
SOMATIC RECOMBINATION
The phenomenon of recombination is the source of genetic variations in germ cells, when during the early stages of cell division, in meiosis, two chromosomes of a homologous pair exchange DNA segments. Recombination is also important in somatic cells. Defects in recombination may be associated with an inability to repair damaged or broken chromosomes in somatic cells, resulting in cancer. Somatic recombination also refers to specialized immune cells -B and T cells. The immune system is remarkable in its ability to respond to the vast majority of foreign antigens. The antibodies produced by this system represent the best example of protein diversity. The explanation of the genetic basis of antibody diversity brought Susumu Tonegawa the Nobel prize in 1987 (Tonegawa, 1983) .
B and T lymphocytes recognize a great variety of antigens. The immune response can be induced by different molecules, e.g. proteins, lipids, carbohydrates, DNA, etc. The specificity of antigen recognition is determined by the antigen receptors on B and T lymphocytes. An individual B or T lymphocyte is monospecific and produces a single type of immunoglobulin (Ig) and T-cell receptor (TCR). The molecular background of this diversity of proteins is the result of the unique organization of Ig and TCR genes.
The immunoglobulin molecule consists of four polypeptide chains: two heavy and two light ones. The variable part of the light chain of immunoglobulin is encoded by two regions: V (variable) and J (joining), and the heavy chain by three genes: V, D (diversity) and J. The C-terminal segment of the immunoglobulin molecule contains the constant region (C). The variable regions of both types of chains form a pocket located at the N-terminal segment of each chain and specifically bind the antigens. The numbers of V, J, and D genes in our genome are limited. They are organized in clusters on different chromosomes. The appearance of a new antigen in the body results in the replenishment of B-and T-cell clones expressing specific combinations of V, D and J genes and able to bind this antigen. Recombination of VDJ genes greatly enhances the versatility of the immune response and makes it possible to economize the genome size in comparison with a situation in which there were one gene for every antigen. It is obvious that this arrangement makes the notion "one gene -one protein" completely obsolete. Moreover, it points out to the importance of random processes (occurring in deterministic chaos) that are responsible for somatic recombinations.
The rearrangements of V, D, and J gene segments are mediated by RAG1 and RAG2, products of the recombination-activating genes, RAG-1 and RAG-2 (Fugmann et al., 2000) . Both factors have a long evolutionary history (Kapitonov & Jurka, 2005) and they act as a DNA recombinase (Schatz et al., 1989; Oettinger et al., 1990 ) that recognizes recombination signals, consisting of conserved nucleotide heptamers and nonamers separated by less con-
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Besides somatic recombination some additional mechanisms contribute to the diversity of Ig molecules. These include random formation of many different VJ L and VDJ H combinations, and alternative joining of D segments (V-D-D-J). The common phenomena additionally increasing the variability of immunoglobulins include imprecise joining of gene segments and addition of nucleotides to the DNA sequence at splice sites. Following the antigen-antibody contact frequent mutations occur in the recombined VDJ H and VJ L genes. Additionally, the heavy chain class is often changed during the cell lineage. This phenomenon is termed "class switching" or "isotype switching" and involves joining of the VDJ unit generated by somatic recombination to different segments of constant region (CH) genes. This results in production of antibodies with heavy chains of different classes, such as gamma, alpha, and epsilon.
The T-cell receptor (TCR) molecules are engaged in the cell-mediated immune response to foreign antigens. The molecule consists of two types of chains, and each chain has a variable and a constant region. The TCR heterodimer is usually composed of β and γ chains or, on a minority of T cells, α and δ chains. Both chains of the TCR are glycosylated at sites on their V and C regions. Genes encoding TCRs molecules are located on different chromosomes and are organized in clusters in a similar way as the Ig genes. The TCR diversity is mainly the result of somatic recombination, and the mechanism is the same as in the formation of Ig molecules. Individual gene segments for TCR are separated by the same recombination signal sequences as are found between the Ig gene segments, and the same RAG-1 and RAG-2 protein products (recombinases) are involved in somatic recombination. However, unlike for Ig molecules, somatic hypermutation does not seem to be an important diversity mechanism for TCR.
LIMITS OF DETERMINISM IN THE FLOW OF GENETIC INFORMATION
The "genocentric" approach to the functioning of the living organism based on the omnipotence of individual genes can no longer be upheld (Paszewski, 2005) . A growing evidence suggests that DNA nucleotide sequences, although encoding the complete proteome, are unable to regulate directly all biological structures and functions of the cell or organism, as initially defined by the central dogma of molecular biology. We know now that the existing phenotype arises from a complex interaction of the whole genome and various environmental factors. To these factors important in the development and transmission of individual phenotype belong epigenetic instructions -changes of gene function not related to changes in DNA sequences. The most prominent examples of epigenetic mechanisms are: DNA methylation, histone acetylation and, changes in chromatin configuration, RNA interference, and altered protein conformation.
Silencing of genes by DNA methylation is a common mechanism of regulation of gene expression in the development and differentiation of an organism. However, sometimes methylation leads to pathogenic loss of function of a particular gene. For example methylation of CpG islands in promoter regions is associated with inactivation of genes and this type of undesirable effects on gene expression has been described for several tumor suppressor genes in many varieties of cancer (Jones & Laird, 1999) . Also histone acetylation may have permissive or inhibitory effects on gene transcription. Certain transcription factors, for example p300/CBP, exhibit histone acetyltransferase activity. By binding to DNA they acetylate chromatin, relax the histone structure and permit the transcription to occur. How important chromatin configuration may be in the regulation of gene expression is shown in cases where endogenous and exogenous genes localized in regions with different level of transcription activity are inhibited or overexpressed. One of the best known examples is the MYC oncogene. Its translocation from chromosome 8 to a transcriptionally active immunoglobin region in chromosome 14 leads to overexpression and highly elevated level of the coded protein, and finally to the development of Burkitt's lymphoma.
In eukaryotes, including humans, there is a growing number of well described cases of influence of noncoding RNAs (ncRNAs) on gene expression modulation. The ncRNAs are engaged in chromatin modifications, modulation of transcription factor activity, mRNA processing and stability (Szymanski & Barciszewski, 2003) . Discoveries in the field of epigenetics provide the evidence that studies at the transcriptome and proteome level are not sufficient to understand how a complex organism functions.
Conformational changes may alter the native structure of a protein's into a new form, with new properties. Such changes often lead to aggregation of proteins. The best known example are amyloid fibrils which are the feature of a group of late-onset degenerative diseases, such as prion diseases (Prusiner, 1998) and tauopathies characterized by aberrant intracellular aggregation of hyperphosphorylated tau protein (Vega et al., 2005) .
When evaluating the flow of genetic information in terms of determinism and reductionism the following constraints should be taken into account: -DNA nucleotide sequences that occur in the genome and encode proteins, do not determine the current phenotype that is dependent on the regulation of gene expression in response to challenges of the environment; -Regulation of gene expression in animals is extremely complex due to the complicated structure and functions of gene promoter elements and additional modulation by hormones and some low-molecular forms of RNA; -Thanks to the alternative splicing of mRNA, a gene can encode not only one specific peptide, but a whole family of polypeptide chains; -Rearrangement of coding DNA segments during somatic recombination is a source of great variation in the structure of immunoglobulins that is necessary for antibody function; -Some phenomena associated with the expression of genetic information are of a random nature: rearrangement of immunoglobulin genes, or parental imprinting of genes; -Explanation of the processes of utilization of genetic information in the animal organism is further complicated by the phenomenon of emergence (Morowitz, 2002) , in which new, unpredictable proper-ties of a system emerge after it has exceeded a certain threshold of complexity (e.g., the emergence of awareness in animals); -It seems that the mechanism of genetic information flow does not fit the category of linear models based on simple reductionism and hard determinism, but would be better described by nonlinear models such as deterministic chaos. The elements of deterministic chaos in genetic information might influence not only the phenotypic expression but also the rate of evolution. The proof of this conclusion must be provided by compatible mathematical models.
