Abstract-No-reference image quality assessment (NR-IQA) has received increasing attention in the IQA community since reference image is not always available. Real-world images generally suffer from various types of distortion. Unfortunately, existing NR-IQA methods do not work with all types of distortion. It is a challenging task to develop universal NR-IQA that has the ability of evaluating all types of distorted images. In this paper, we propose a universal NR-IQA method based on controllable listwise ranking (CLRIQA). First, to extend the authentically distorted image dataset, we present an imaging-heuristic approach, in which the over-underexposure is formulated as an inverse of Weber-Fechner law, and fusion strategy and probabilistic compression are adopted, to generate the degraded real-world images. These degraded images are label-free yet associated with quality ranking information. We then design a controllable listwise ranking function by limiting rank range and introducing an adaptive margin to tune rank interval. Finally, the extended dataset and controllable list-wise ranking function are used to pre-train a CNN. Moreover, in order to obtain an accurate prediction model, we take advantage of the original dataset to further fine-tune the pre-trained network. Experiments evaluated on four benchmark datasets (i.e. LIVE, CSIQ, TID2013, and LIVE-C) show that the proposed CLRIQA improves the state of the art by over 8% in terms of overall performance. The code and model are publicly available at https://github.com/GZHUImage-Lab/CLRIQA. Index Terms-List-wise ranking, convolutional neural network, no-reference image quality assessment.
I. INTRODUCTION
N OWADAYS, individuals are increasingly relying on social media. And a large part of social media interaction involves sharing images. Unfortunately, images always suffer from more or less distortion in the process of acquisition, post-processing, transmission, and storage. Accordingly, image quality assessment (IQA), which can output the quality score of a distorted image consistent with human visual system (HVS), become an important research topic [26] . In practice, reference image is not always available. For instance, in social platform, users share images while their friends view them without any references. Hence, no-reference IQA (NR-IQA) has been the most widely and deepest studied for machine perception [37] , [38] . Commonly, images suffer from two distinct types of distortion. One is the synthetic distortion induced artificially by fast fading (FF), white noise (WN), pink Gaussian noise (PGN), JPEG (JP), JPEG2000 (JP2K), Gaussian blur (GB), global contrast decrements (CTD), and so on. Images from the LIVE [31] , CSIQ [17] , and TID2013 [27] datasets are all the synthetically distorted ones. The other is the authentic distortion introduced inherently during capture, processing, and storage by a camera device. Each image of LIVE-C [3] is the authentically distorted one and collected without any manual post-processing. As analyzed in [3] , the authentic distortion is deemed as a mixture of overexposure, underexposure, motioninduced blur, low-light noise, and compression error, and so on. The synthetically and authentically distorted images are shown in Figure 1 . We can observe from Figure 1 (a) that it is possible to determine the type of the distorting operator, and the pristine reference might be hallucinated. Conversely, by referring to Figure 1 (b) we find that it is not well-defined distortion category for the authentically distorted image.
In literature, most NR-IQA methods are designed based on natural scene statistics (NSS) [18] . The NSS-based NR-IQA methods extract handcrafted features to build a regression model. However, the handcrafted features highly rely on the specific distortion. Hence, so far none of them can effectively deal with all types of distortion. For instance, BRISQUE [25] cannot handle the JP2K distortion well, GMLOG [37] fails to evaluate the GB distortion, and while almost all of the NSSbased methods [25] , [29] , [37] , [6] , [36] , [18] perform worse with respect to the FF and CTD distortion.
Recently, the success of deep learning (DL) attracts researchers applying them to solve the NR-IQA problem [11] , [13] , [40] , [19] , [4] . In general, as networks grow deeper and wider, their performances get better and better. To this end, larger and larger annotated datasets are also required for training. Unfortunately, existing IQA datasets with ground truth quality scores contain the limited number of samples, such as LIVE (808), CSIQ (896), TID2013 (3,025), and LIVE-C (1,162). However, the annotation and collection processes for IQA dataset are extremely labor-intensive and expensive. It has become a mainstream for the DL-based NR-IQA methods to enlarge the size of dataset [22] . Very recently, researchers proposed to generate the synthetically distorted images to extend the dataset [42] , [20] , [23] , [4] . Although these degraded images are label-free, their quality ranking information is aware and thus can be used to train a network (i.e. learning to rank). Their designed ranking functions achieve an effective ranking, while the output scores after rank learning are largely inconsistent with the actual qualities of training images. This negatively affects the performance of trained network model. Besides, existing ranking-based NR-IQA methods do not work for LIVE-C. It is extremely challenging task to simulate the authentically distortion image in order to extend the LIVE-C dataset. This is because the authentic distortion categories are not only well-defined but complex mixture of unknown distortions [3] . What is more, it is a natural demand to design an effective ranking function to improve the performance of ranking-based NR-IQA methods.
In this paper, we develop a universal NR-IQA method based on controllable list-wise ranking. The universal function indicates that the proposed method can effectively deal with all types of distortion, including synthetic and authentic distortion. To this aim, we first present an imaging-heuristic approach to extend the authentically distorted image dataset. Moreover, inspired by the natural symmetricity assumption presented in [7] , we construct a controllable list-wise ranking function to pre-train a CNN. The extended dataset allows us to train a deeper and wider network. The designed controllable list-wise ranking function can control the output of network after sufficient training to be entirely consistent with the ground truth quality scores.
The major contributions of this paper are as follows.
• We present an imaging-heuristic approach to extend the LIVE-C dataset. As far as we know, LIVE-C is the unique IQA dataset that possesses authentically distorted images, and has received the most widely attention. However, up to now there has been little work that can perform well on this dataset. This is because the authentically distorted images cannot be effectively simulated by existing methods. To overcome this problem, we construct an inverse function of Weber-Fechner law to formulate over-underexposure, and then adopt fusion strategy and probabilistic compression to simulate the authentically distorted images. The size of the extended LIVE-C dataset is enlarged by over two hundred times, which greatly benefits the network train based on rank learning.
• We design a controllable list-wise ranking function to train a CNN. Existing ranking-based NR-IQA methods, such as [1] , [20] , [21] , [4] , cannot work well for all the IQA datasets developed so far. One of the major reasons is that these methods fail to design a powerful ranking function. Although the pair-wise ranking can achieve a good rank, the outputs of their networks are not only uncontrollable but also far inconsistent with the actual qualities of training images. To avoid this shortcoming, the controllable list-wise ranking loss limits the upperlower bound and introduces an adaptive margin to tune the interval among ranking levels. As a result, our method significantly improves the state of the art in terms of overall performance. To our best knowledge, we are the first to propose to extend the LIVE-C dataset, and the proposed CLRIQA performs the best in implementing the universal NR-IQA function.
II. RELATED WORK
In this section, we introduce the related works, including universal NR-IQA, DL-based NR-IQA, and ranking-based NR-IQA.
A. Universal NR-IQA
The universal NR-IQA method should have the ability of evaluating any images regardless of the types of distortion, datasets, and availability of reference. During the past six years, researchers attempted to design universal NR-IQA methods. As far as we know, Gao et al. [2] are the first to propose the universal concept for NR-IQA. Unlike previous works that are highly dependent on the type of distortion, they combined three types of NSS models to construct a universal feature. Sang et al. [30] proposed to compute a feature value without training and given distortion types. The computed value is directly acted as the quality score of an image. However, these two traditional methods are not exactly universal because they do not work with the newly discovered distortion types at all, such as the authentic distortion in the LIVE-C dataset.
B. Deep learning based NR-IQA
In recent five years, some progresses have been made in DL-based NR-IQA. Kang et al. [11] are the first to apply deep CNN to NR-IQA by cropping small size of image patches for training. Tang et al. [33] employed the deep belief network to extract a feature representation for NR-IQA. Kim and Lee [13] used the local quality maps as intermediate targets to train a deep CNN. To achieve good consistency with human judgement, Zeng et al. [40] generated five Likert-type levels to built a probabilistic quality representation (PQR), and then adopted CNN to learn the PQR of an image. Lin et al. [19] and Ren et al. [28] proposed to use generative adversarial network (GAN) to obtain a hallucinated reference image for NR-IQA. For integrating with different CNNs, Gu et al. [5] proposed to extract features within a vector regression framework. Kim et al. [14] combined deep CNN model with two handcrafted features to further enhance the accuracy. Except for [40] , all of these DL-based NR-IQA methods cannot effectively evaluate the authentically distorted images.
C. Ranking-based NR-IQA
Ranking-based NR-IQA generally pre-trains a network by learning to rank. Gao et al. [1] employs preference image pairs picked by observers to train a regression model. Ma et al. [24] extract GIST features for pair-wise rank learning. Neither of these two methods is based on the deep network and dataset extension. Zhang et al. [42] is the first to propose to generate the degraded image to train a deep network according to the pair-wise rank learning. Soon after, Liu et al. [20] improves [42] by introducing the Siamese network to rank learning subject to a pair-wise ranking hinge function. Gu et al. [4] employs the reinforcement recursive list-wise ranking to train a CNN. A Markov decision process (MDP) is also used to implement the list-wise ranking. But regrettably, these ranking-based NR-IQA methods do not consider the extension of LIVE-C dataset for deep network training.
III. PROPOSED METHOD
The framework of proposed method is shown in Figure  2 . It consists of three models, which are extending datasets, pre-training, and fine-training models, respectively. In what follows, we describe each of them in detail.
A. Extending Datasets

1)
Extending authentically distorted image dataset: As analyzed in [3] , the authentic distortion can be roughly identified as a mixture of several deformations, such as overexposure, underexposure, motion-induced blur, and compression error. After a careful observation, we find that out of focus, vignetting, and contrast distortion also exist in many images of LIVE-C, too. To simulate these seven types of distortion, we present an imaging-heuristic approach to extend the authentically distorted image dataset. Specifically speaking, the value of pixels with high illumination is increased to simulate overexposure; the value of pixels with low illumination is decreased to simulate underexposure; and we deform images by using motion blur, Gaussian blur, chromatic aberrations, global contrast decrement, and JPEG compression to simulate motion-induced blur, out of focus, vignetting, contrast distortion and compression error, respectively. The detailed process is formulated as follows.
Step 1: Mimicking over-underexposure distortion. Normally, the authentically distorted image is captured under highly variable illumination conditions. Weber-Fechner law shows that the change of perceptive luminance is nonlinear in HVS [34] . Based on the law [9] , we construct two perceptive nonlinear functions to simulate the overexposure and underexposure, respectively. For an RGB image (I), we first extract its luminance component, denoted as L. Then the overexposed luminance component (L o ) is adjusted by the following function:
where (i, j) denote the spatial indices, k = 1, 2, ..., K, denotes the kth level of K distortion levels, λ 1 , δ 1 , γ 1 , and ν 1 are shape parameters which are set to 6.00×10 −3 , 3.15×10 −2 , 3.02, and 2.42, respectively, by our experiment. Similarly, the underexposed luminance component (
where the shape parameters λ 2 , γ 2 , δ 2 , and ν 2 are set to -
, and -3.01, respectively, by our experiment. Next, we transform the adjusted luminance component back to the RGB image (I t1 ).
Step 2: Image fusion with selected operators. During experiments, we find that the motion-induced blur, out of focus, vignetting, and contrast distortions can be approximately simulated by the motion filter, Gaussian lowpass filter, chromatic aberration, and global contrast decrement, respectively. On the other hand, the authentic distortion is usually a manydimensional continuum of deformations and fails to be precisely defined as the distortion categories. To better simulate such distortion, we first process I t1 with an operator W l,k , which is given by
where l = 1, 2, 3, 4 denote the indices of the motion filter, Gaussian lowpass filter, chromatic aberration, and global contrast decrement operators, respectively. Here, we define a set Ω = {{1}, {2}, {3}, {4}, {1, 2}, ..., {1, 2, 3, 4}}, which includes all possible combinations of the above four operators. Then we perform the fusion operation to obtain a fused image I t2 as follows.
where | · | denotes the set cardinality.
Step 3: Mimicking compression errors in storage. The authentically distorted images is finally stored by various devices. Most devices use compression tool and thus produce the compression errors. In the final step, I t2 is randomly selected in the probability of 1/2 to be compressed by JPEG tool with K distortion levels. Finally, the authentically distorted image is simulated, denoted by I t3 .
Algorithm 1 describes the operation process of extending the authentically distorted image dataset. For each authentically distorted image, we can obtain 3 degraded images with respect to each distortion level k after Step 1. These three degraded images corresponding to 3 types of distortion are overexposed, underexposed, over and underexposed ones, respectively. As done in [20] , the distortion level (K) is also set to 5 in our method. Subsequently, all of I t1 are sent to Step 2 one by one. During Step 2, 15 types of distortion for each distortion level are generated. As a consequence, there are total 45 types of distortion. In Step 3, I t2 is JPEG compressed with K distortion levels. Note that for a given type of distortion, the quality of generated image gradually decreases as the distortion level k increases. Finally, for each authentically distorted image, we can obtain 3×15×1×(5+1)=270 images, where there are 3×15×1=45 types of distortion, 5 distortion levels, and 1 original level. Thus, the original dataset is increased to 270 times. Take LIVE-C as an example, the extended dataset will contain 1162×270=313,740 images. Figure 3(a) show the original authentically distorted images and their degraded versions. We can see from Figure 3 (a) that these degraded images seem almost the same natural as the original ones. This indicates our imaging-heuristic approach can effectively simulate the authentic distortion.
Algorithm 1: Simulate Authentic Distortion
Input: An RGB image I Output: A set of 3 × 15 × 5 images Λ 1 Randomly generate C tag according to uniform distribution over {0, 1}; 2 Extract the luminance component L from I; 3 j = 1; 4 for k=1;1 ≤ K do 5 Adjust the value of pixel with over-underexpose; 16 Return a set of images Λ 2) Extending synthetically distorted image dataset: Given a synthetically distorted image with a quality score, we can deform it with different types of distortion and differen distortion levels to obtain a group of worse images. This idea has been successfully implemented in previous IQA method [20] . Hence, for synthetic distortion, we adopt the same method as done in [20] . Figure 3(b) show several groups of synthetically distorted images. We can see from Figure 3 (b) that all of the generated images of each group only suffer from a single type of distortion. Besides, these generated images show somewhat visual artifacts. Note that all the generated images have no ground truth score yet contain quality ranking information.
B. Pre-training Network by Rank Learning
After obtaining an extended dataset, we can pre-train a CNN by rank learning. We take one ground truth image and its 5 degraded versions, which are corresponding to 5 different distortion levels yet the same type of distortion, as a minibatch. Therefore, for a mini-batch the network has 6 outputs which are passed to the loss module. Our loss function is designed as follows. {I Although the ground truth quality score of the generated image is not available, we can apply the available ranking information to pre-train the network. Our ranking function is designed to
where θ denotes the network parameters and φ θ (·) represents an output feature representation. Note that in Eq. (5),
y0
K+1 is an adaptive margin with respect to the input y 0 . Owing to this adaptive margin, Eq. (5) can not only rank a mini-batch input in order of decreasing quality, but also control the interval among ranking levels to be y0 K+1 . In order to further limit the rank range, we design an upper-lower bound function:
and
where τ w and τ b denote the worst and best quality scores in a dataset. Finally, we construct the loss function as follows.
where λ r , λ b , and λ w are weight factors and 0 < n < m ≤ 5. Thanks to Eq. (8), the outputs of network can be controlled to be perfectly consistent with the actual qualities of original and degraded images. In training, the stochastic gradient descent is adopted.
C. Fine-tuning the Pre-trained Network
In order to obtain an efficient IQA model that can be closely in accordance with HVS, we apply the original dataset to further fine-tune the pre-trained network. In fine-tuning, each N images of original dataset is taken as a batch. Then we use the Euclidean distance as the loss function, which is given by where φ π (I i ) with network parameter π and y i denote the predicted quality score and ground truth quality score of ith image, respectively.
IV. EXPERIMENTAL RESULTS AND ANALYSIS In this section, we present the experimental setup and performance of the proposed method. The source code and network model can be downloaded at the following web address: https://github.com/GZHU-Image-Lab/CLRIQA.
A. Experimental Setup 1) Datasets description:
In order to verify the effectiveness of the proposed method, we adopt four famous benchmark IQA datasets for testing. They are LIVE [31] , CSIQ [17] , TID2013 [27] , and LIVE-C [3] . The details of these four datasets are illustrated in Table 1 . To be more specific, we give the distortion types for each dataset as follows.
• The LIVE dataset contains 29 reference images and 779 synthetically distorted images. The types of distortion are JPEG, JP2K, white noise, Gaussian blur, and fastfading.
• The CSIQ dataset contains 30 reference images and 866 synthetically distorted images. The types of distortion are JPEG, JP2K, white noise, pink Gaussian noise, Gaussian blur, and global contrast decrements.
• The TID2013 dataset contains 25 reference images and 3000 synthetically distorted images. The distortion types include additive Gaussian noise (#1), additive white noise in color components (#2), spatially correlated noise (#3), masked noise (#4), high frequency noise (#5), impulse noise (#6), quantization noise (#7), Gaussian blur (#8), image denoising (#9), JPEG (#10), JP2K (#11), JPEG transmission errors (#12), JP2K transmission errors (#13), non eccentricity pattern noise (#14), local block-wise distortions (#15), mean shift (#16), contrast change (#17), change of color saturation (#18), multiplicative Gaussian noise (#19), comfort noise (#20), lossy compression of noisy images (#21), image color quantization with dither (#22), chromatic aberrations (#23), and sparse sampling and reconstruction (#24).
• The LIVE-C dataset contains 1,162 authentically distorted images, each of which is neither reference nor well-defined distortion category but labelled with MOS. 2) Implementation details: Our network is built on the Caffe framework [10] and trained on a machine equipped with four GeForce RTX 2080 Ti GPUs. To match the network input, we crop the original image by 224 × 224 pixels for ResNet50 on ImageNet [8] . It is know that image resizing leads to information loss due to the interpolation or filter operation. Thus, we extract the sub-image by directly cropping the original image. In training, we randomly select a subimage from the original image as network input. In testing, we randomly select 60 sub-images to calculate the mean of these 60 prediction scores as the final output. The initial learning rates of 10 −5 and 10 −6 are set for the pre-training and finetuning networks, respectively. The learning rate drops by a factor of 0.1 every 10 epochs. The weight factors λ r , λ b , and λ w are all set to 1. In the experiments, the dataset is randomly divided into 80% for training and the remaining 20% for testing. Note that, for the sake of clarity, the parameters of image degradation for extending datasets are given in the Appendix.
3) Performance metrics: We adopt two widely used metrics to measure the performance of IQA methods. One is the Spearman's rank ordered correlation coefficient (SROCC), which is used to measure the monotonic relationship between the ground truth quality and prediction scores. Given N images, the SROCC is computed by
whereŷ i and y i denote the ground truth quality and prediction scores of the i-th image, respectively. The other is the linear correlation coefficient (LCC), which measures the linear cor- [25] 0 
whereȳ andŷ denote the mean value of the ground truth quality and prediction scores, respectively.
B. Different CNN models analysis
In order to obtain a good CNN model that can fit the proposed method well, we analyze the performance of three different CNN models, which are AlexNet [16] , VGG-16 [32] , and ResNet50 [8] . The learning curves of three CNN models obtained on four datasets are shown in Figure 5 . We can see from Fig. 5 that ResNet50 model performs the best among the three CNN models in terms of the final performance and convergence speed. Therefore, we select ResNet50 to train our model, which is also the deepest network compared with the other two networks.
C. Performance Comparison with the state of the art
The proposed CLRIQA is compared with 17 mainstream IQA methods on individual dataset, which are PSNR, SSIM [35] , FSIM [41] , DeepQA2017 [12] , BRISQUE [25] , GMLOG [37] , NFERM [6] , HOSA [36] , BJLC [18] , BIECON [13] , H-IQA [19] , PQR (ResNet50) [40] , DIQA [14] , Gao et al. [1] , RankIQA [20] , [21] , RRLRIQA (ResNet50) [4] , and Baseline (ResNet50) [15] . We use the ResNet50 on the original datasets as the baseline [15] .
1) Overall performance on individual dataset: The comparison results are shown in Table 2 . We can see from Table  2 that for the CSIQ and TID2013 datasets, the proposed method achieves the best performance among all the NR-IQA methods. Note that the FR-IQA method if designed rationally, such as DeepQA2017, always performs the best for the synthetically distorted image datasets among all the IQA methods. However, the FR-IQA methods are limited in practice and not applicable in the LIVE-C dataset, either. For the LIVE dataset, our method also enters the top three of NR-IQA methods. The top three are extremely close to each other. It is interesting that for the LIVE-C dataset our method performs much better than the others. This is mainly due to the fact the LIVE-C dataset is efficiently extended by the proposed imaging-heuristic approach. It is also obvious from the last column of Table 2 that for all the datasets, our method significantly improves the state of the art in terms of overall performance. It is worth mentioning that for the H-IQA method [19] , like [39] , [4] , we cannot reproduce the result of H-IQA due to lack of available source code and parameters, thus, the given result in this paper is only a copy of their published paper.
2) Evaluation on LIVE and CSIQ datasets: Here, we perform more detailed statistics on the performance results of 10 random rounds and compute the average SROCC of each type of distortion on the entire dataset. Due to limited space, four competitive methods [25] , [37] , [36] , [14] are selected to be compared with the proposed CLRIQA. As shown in Figure  4 , all the compared methods perform well and steady for all the distortion types in the LIVE dataset. This is because the distortion levels are clearly discriminated and these distorted images are labelled with accurate DMOS in the LIVE dataset. Even though, our method still perform the best in overall performance. Particularly, for the FF distortion, the proposed CLRIQA achieves over 7% higher than the competitors. For the relatively complex CSID dataset, we can see from the last seven bar group of Figure 4 that the advantages of CLRIQA appear rather obvious. Interestingly, the SROCC scores of CLRIQA are all above 0.9 with respect to not only each type of distortion but overall performance. This reflects the remarkable stability and generality capability of the proposed CLRIQA method.
3) Evaluation on TID2013 dataset: The detailed performance on the entire TID2013 are also reported in Table 3 . We can see from Table 3 that the proposed CLRIQA performs better than other methods on 18 of all 24 types of distortion. The overall performance on SROCC achieves 0.913, which is much higher than other methods. For some challenging types of distortion (i.e. #12 to #18, and #20), CLRIQA achieves satisfactory result, too. In particular, for the #12, #14, #17, and #18 distortion, all the competitors fail to challenge, but our method still performs very well.
D. Ablation Study
In this subsection, we perform the ablation experiment to determine the contribution of each element of the proposed model. For the synthetically distorted image, we select the TID2013 dataset for testing, while for the authentically distorted image, only LIVE-C can be used for testing. It is well known that LIVE-C is a challenging IQA dataset. It is extremely difficult for most IQA methods to improve the performance on LIVE-C. In the experiment, the baseline (BL) means the plain network that trains directly on the original dataset. Here, the use of pair-wise ranking (PWR) [20] , [21] to pre-train on the extended dataset and then fine-tune on the original dataset is called BL+PWR. The experimental results are shown in Figure 6 .
Pre-training. Note that the pre-training is built upon the dataset extension. In the experiment, BL+PWR obtains over 19% improvement on SROCC compared with BL. This demonstrates that the dataset extension (pre-training) can greatly improve the performance.
Adaptive margin (AM). By introducing an adaptive margin to the loss function, BL+PWR+AM achieves 0.893 SROCC, which leads to a 4.8% improvement over BL+PWR.
Upper-lower bound (ULB). BL+PWR+AM+ULB obtains the highest 0.913 SROCC, which results in a 7.2% improvement over BL+PWR+AM. This further shows the efficacy of limited upper-lower bound in our loss function.
Imaging-heuristic approach (IHA). We can see from the right haft part of Figure 6 , BL+IHA+PWR is obviously higher than BL. The experimental result shows BL+IHA+PWR yields 0.838 SROCC, a 2.3% improvement over BL. This demonstrates the dataset extension of LIVE-C (IHA) produces a significant improvement.
Controllable list-wise ranking (CLR). Finally, we show the efficacy of the proposed CLR on LIVE-C. BL+IHA+CLR obtains 0.849 SROCC, a further 1.3% improvement over BL+IHA+PWR. This indicates that for the challenging LIVE-C dataset, the proposed CLR further improves the PWR, too.
V. CONCLUSIONS
In this paper, we have developed a universal NR-IQA method by extending the dataset and designing a controllable list-wise ranking function. We present an imaging-heuristic approach to simulate the authentic distortion in a natural way. This is the first time, to our knowledge, that the authentically distorted images are simulated to extend the LIVE-C dataset. Furthermore, we design a controllable list-wise ranking loss function, which can effectively control the output of network to be consistent with the ground truth scores. This significantly improves the performance of trained network model. With the help of the substantially extended datasets and designed ranking loss function, our method performs the best compared with the state of the art. In addition, for all the distortion types and all the datasets developed so far, the proposed method achieves the best stability and generalization ability. This indicates that the proposed CLRIQA is of a universal function method. It should be pointed out that both the proposed method and RankIQA [20] , [21] apply the dataset extension and rank learning, but there are significant differences between these two methods. First, RankIQA cannot be applied to the LIVE-C dataset at all. It is known that he synthetic distortions can be easily simulated by existing image processing operations, which, however, cannot be applied to extend the authentically distortion images (such as LIVE-C). This is because the authentic distortions are considered as a complex mixture of unknown real-world deformations and thus are extremely hard to be simulated by existing methods. Therefore, RankIQA does not work with the authentically distortion images (i.e. the LIVE-C dataset). We are the first to present an approach to extend the LIVE-C dataset by constructing an inverse function of Weber-Fechner law to formulate over-underexposure and by adopting fusion strategy and probabilistic compression. By now, only the proposed method can successfully deal with the extension of LIVC-C. Second, based on a pair-wise ranking loss (PWR), RankIQA can obtain a good rank, whereas the output of its pre-training is neither controllable nor consistent with the actual quality of training image. By contrast, we design a controllable and adaptive list-wise ranking loss (CLR). The ablation study shows that the designed CLR significantly improves the PWR. As a result, the proposed method improves the state of the art (include RankIQA) by over 8% in terms of overall performance on all the four benchmark datasets.
APPENDIX
For each original dataset, we generate a number of degraded images with different distortion levels to extend dataset. However, the type and level of distortions depend on the original dataset. The process and related parameters are itemized in detail as follow.
LIVE dataset. Four widely used types of distortions including JP, JP2K, WN, and GB are used to extend LIVE dataset. For the JP, JP2K, and WN synthetic distortions, we select the different quality factors, different compression ratios, and different variances, respectively. Meanwhile, we use 2D circularly symmetric Gaussian blur kernels and change the standard deviations for the GB distorted images. The detailed parameters are reported in Tab. A1.
CSIQ dataset. Five types of distortions including JP, JP2K, WN, GB, and CTD are used to extend CSIQ dataset. For the first four distortion types, the generation processes are the same as used in LIVE dataset. But, the parameter for each distortion level is different. For CTD, we adjust the contrast value of colormap. The detailed generation parameters are shown in Tab. A2.
LIVE-C dataset. We apply the motion blur (MB) filter, GB filter, chromatic aberrations (CA), and CTD to simulate the motion-induced blur, out of focus, vignetting, and contrast distortions, respectively. Then they are randomly selected to be JPEG compressed. Those operators parameters are reported in Tab. A3.
TID2013 dataset. This dataset contains twenty-four types of synthetic distortions. In our experiment, we generate 17 of 24 distortion types, each of which has 5 distortion levels. The generation processes are as follows.
• #01 additive white Gaussian noise: We adjust the variance of the Gaussian noise added in RGB color space of the target image. • #10 JPEG compression: We set the quality factor that determines the DCT quantization matrix, the value of which is set to be [42, 33, 24, 15, 6 ].
• #11 JPEG2000 compression: We set the compression ratio, the value of which is set to be [52, 150, 343, 600].
• #14 non eccentricity pattern noise: We set the patches of size 15×15, which are randomly moved to nearby regions. The number of patches is set to be [66, 120, 174, 228, 282].
• #14 local blockwise distortion of different intensity:
We set image patches of 32×32 are replaced by single color value. The number of patches is set to be [6, 12, 18, 24, 30] .
• #16 local blockwise distortion of different intensity:
We set the mean value shifting generated in both directions, the value of which is set to be [21, 30, 39, 48, 57 ].
• #17 contrast change: We set the contrast change generated in both directions, the value of which is set to be • #23 chromatic aberrations: We adjust the mutual shifting of in the R and B channels, the value of which is set to be [4, 7, 10, 13, 16] .
