w 1. Introduction
A large part of spherical function theory on a Riemannian symmetric space can be generalized, after restriction to a maximal split torus, to the case where the root multiplicities of the restricted root system are allowed to be arbitrary real or complex parameters [HO, He 1, O 1, 02, 03, He2] . We have called these more general functions hypergeometric functions associated with a root system, since the rank one case just amounts to the theory of the Gaussian hypergeometric function. Our approach was through differential equations, whose form was quite easy to conjecture in simple algebraic terms. However the existence of these differential equations only followed in the very end, and depended at several stages on transcendental arguments.
In this paper we give an elementary algebraic construction of these hypergeometric differential equations. We also find the associated shift operators as previously obtained by Opdam [O 2] . The key tool is a global analogue of the Dunkl differential-difference operators [Du, He 3] . Although these operators do not form a commuting family (as they do in the infinitesimal case) they turn out to be self adjoint. Once this fact is realized (and easily proved) the desired hypergeometric differential operators and their shift operators are constructed in a fairly straight forward way.
Recently Macdonald has constructed q-analogues of the Jacobi polynomials associated with a root system [Ma 2]. These polynomials form a bridge between the spherical function theory for semisimple groups over a real and p-adic field. The q-analogue constant term conjectures, formulated by Macdonald several years ago, naturally fit into this frame work and even have appropriate generalizations [Ma 1, 2] . We hope that the results of this paper will also have natural q-analogues, which in turn might yield a solution to the Macdonald Clearly the set of all non-negative integral multiplicity functions on R is closed under addition. Moreover if k,~2Z+Va~R then k is certainly a non-negative integral multiplicity function on R.
For f= ~fz e~ ~ IR [P ] with f~ ~ IR andfa ~: 0 for only finitely many 2 ~ P we write
Here CT denotes the constant term. It is easy to see that the inner product (2.10) has a (real) analytic continuation for k, > 0, ~/~ 6 R. The following theorem is one of the crucial ingredients for the main result of this paper. (2.11)
Proof. Observe that for (f, 9) = CT(fj) we have (#r , g) = (f , ar f , g e ~ [P]. Indeed this follows from CT(#r (fg-)) = 0 and the fact that 9r is a derivation of IR [P] . Hence the adjoint D~ of De with respect to the inner product (2.10) is given by This will be used in the next section to prove that certain endomorphism of ~[p]W are in fact differential operators. The existence of the Jacobi polynomials with the two properties (3.4) and (3.5) is clear since p (2) is equal to m (2) minus the orthogonal projection of m (2) onto span (m (#);# < 2). Clearly the Jacobi polynomials p (2), 2 e P+ also form an R-basis of In case k,=0V~eR the Jacobi polynomials specialize to the monomial symmetric functions, and in case R is reduced and k,=IV~R the Jacobi polynomials become the Weyl characters. Proof Only the first statement needs a proof. But this is proved by a standard argument with induction on the degree using the fact that the polynomials (3.13) as ranges over E and d over 7/+ generate the algebra of invariants F,, [E] w. Q.E.D.
An immediate consequence of this theorem is the orthogonality of the Jacobi polynomials originally obtained by transcendental methods [He 1].
Corollary 3,12. The Jacobi polynomials satisfy the orthogonality relations We now describe how the Opdam shift operators can be obtained in an elementary way. For S ~ R a W-orbit with 2 S not contained in R we will construct the corresponding raising operator. If we put S+ = R+ c~S then it is easily verified that Using this it is easy order r equal to see that Gs,e ~-0 for ~ e E regular for W(S).
Theorem 3.15. The operator Gs, ~ given by (3.20) satisfies the shift relation (3.21) Gs,r162 VD(k)~D(k).
Here I s is the multiplicity function on R defined by (ls),=lV~eS and (ls)~ = OVa e R\S.
Proof. For 2, # e P+ we have (Gs,r )p( 2, k ), p(#, k + ls))k+a s = (Es, r (k)p (2, k), Asp(#, k + ls))k L k), Es, ~,,(,~sP(#, k + ls) ))~ = 0 if #+~(ls)< 2 or equivalently # < 2-O(ls). We conclude that Gs,e(k ) The commuting family of differential operators, as described by Theorem 3.11, is transformed by conjugation with the function (2.7) into a commuting family of differential operators of which the second order one becomes the Schr6dinger operator of the generalized Calogero-Moser system [HO, Prop. 2.2]. From this perspective Theorem3.11 can be reformulated as the quantum complete integrability of the generalized Calogero-Moser system. Now the classical complete integrability follows from a classical limit [02, Section 4]. Originally the classical complete integrability was obtained by Moser for type A, by realizing the system as a Lax pair [Mo]. This method was generalized by Olshanetsky and Perelomov for the classical root systems A,, BC, [OP 1 ]. For an explanation of this point of view of dynamical systems we refer to the survey papers [OP2, OP3, R].
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It is quite likely that large parts of the harmonic analysis of spherical functions can be generalized to the context of this paper (say for k,>0VaeR). For the compact case this now being established the next results to look for are the generalizations of the Paley-Wiener theorem and the Plancherel formula in the non compact case. One of the main ingredients for this seems to be an "explicit" generalization of the Abel transformation of Harish-Chandra.
I believe that ultimately this work will lead to a simpler and more complete understanding of the harmonic analysis of spherical functions on Riemannian symmetric spaces.
