We present a systematic study of the conditions for the generation of threshold energy eigen states and also the energy spectrum generated by two types of locally periodic delta potentials each having the same strength λV and separation distance parameter : (a) sum of N attractive potentials and (b) sum of pairs of attractive and repulsive potentials. Using the dimensionless parameter = λV in case (a) the values of = , = 1 2 N at which threshold energy bound state gets generated are shown to be the roots of Nth order polynomial D 1 (N ) in . We present an algebraic recursive procedure to evaluate the polynomial D 1 (N ) for any given N. This method obviates the need for the tedious mathematical analysis described in our earlier work to generate 
Introduction
The conditions for the occurrence of a threshold bound state and the energy spectrum generated by a uniformly placed set of N delta potentials of the same strength are of considerable interest. We designate such potentials as locally periodic potentials. The exact analytical and numerical results that are obtained for such potentials have an important role both from a conceptual and an application point of view. References [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] give a representative set of work mostly dealing with formal quantum mechanical aspects. It may be noted that the study of the spectrum of an infinitely large number of periodically placed attractive delta potentials had a critical role in the development of the band theory of solids [1, 13] . Similarly, references [17] [18] [19] [20] [21] [22] [23] [24] [25] deal with various applications using delta doped semi conductors and quantum wells. The various features of transmission across delta potentials are also an area of considerable interest. However, in the present work we restrict to a study of the threshold conditions for the generation of bound states by locally periodic delta potentials. The main thrust of the present paper is a comprehensive and comparative analysis of threshold conditions and bound states in one dimension (1D) in two cases: (a) locally periodic N attractive delta potentials U(N ) having separation parameter and (b) N pairs of locally periodic attractive and repulsive potentials U ∓ ( ). The former approximately simulates, in an intuitive way, the potential experienced by an electron in 1D as it traverses across N equispaced positive ions. When is even, the latter case corresponds to the motion of an electron across one dimensional pairs of equispaced positive and negative ions as in an ionic crystal like NaCl. Several aspects of case (a) stated above were explored by us in [14] by explicitly solving the Schrödinger equation and constructing the algebraic relations satisfied by the eigen values. These were used to set up the N th order polynomial Similarly in the three dimensional(3D) case for s-wave the corresponding polynomials D 3 (N ) were constructed for the potential U(N ) and it was found that this case also had the largest root N → 4 as N → ∞. We had noted that explicit construction of polynomials D 1 (N ) and D 3 (N ) using the above stated procedure becomes prohibitively complicated as N increases. One of the main accomplishments of the present paper is that we obviate this difficulty by replacing it with a much simpler recursive procedure such that one can construct explicit expressions for D 1 (N ) and D 3 (N ) for any N starting with the expressions for D 1 (1 ) and D 3 (1 ) . Further, in this paper, we mathematically demonstrate our earlier empirical result that N → 4 as N → ∞ for both the 1D and 3D cases. This establishes the interesting result that for N locally periodic attractive delta potentials all bound states get generated if ≥ 4. We also show that the smallest positive definite root of D 1 (N ) or D 3 (N ) approaches 0 as N → ∞. Next we take up the interesting problem of the sum of locally periodic attractive and repulsive delta potentials U ∓ ( ) having same strength and separation parameter . When = 2N it indicates the sum of N pairs of attractive and repulsive terms and when = 2N + 1, the last term is unpaired. Following the complicated procedure described in [14] Having consolidated the results stated earlier we investigate the distribution of bound states E (N ) generated by U(N ) and by U ∓ (2N ) for different values of and N with the objective of exploring the band structure of energy states and energy density. We find that unlike the case of well known problems like harmonic oscillator or particle in a box, the energy density is largest in the vicinity of E = E 1 < 0 and gradually decreases with reaching a minimum and again rises as approaches the highest value N. We numerically investigate the variation of |E (N )| as a function of and show that they vary approximately like a Gaussian function, of type + (−(( − 1)/ ) 2 ). Further we find that for a given N, the band E N − E 1 steadily decreases with and for a given , the band gap is practically independent of N, when N is large. Similar results are also obtained in the case of potential U ∓ (2N ). The plan of the paper is as follows: Section 2 describes a recursive procedure to evaluate the polynomials D 1 (N ), the threshold conditions and related properties for the potential U(N ). Section 3 contains the details of the corresponding results generated by potential U ∓ ( ). The pattern of eigen values generated by U(N ) and U ∓ ( ) are illustrated and discussed in section 4. In section 5 we give a summary of the main results obtained.
Threshold conditions for bound states generated by U(N )
Let us first examine in detail the conditions for generation of the threshold energy bound state in 1D by the potential
In our discussion we also include the corresponding closely related results generated for s wave in 3D using the potential
In (1) and (2) = , λ > 0, V > 0. We use the unit¯ = 1 and 2 = 1 such that λ and V have dimensions L and L −2 respectively. In our calculations we use nm unit for length. For electron 1nm eV. In reference [14] we described the procedure for solving the Schrödinger equation for potentials U(N ) and U(N ). For a ready reference we have given the methodology adopted to derive eigen value equations and the polynomials governing the threshold bound states in Appendix A. Exploring the eigen value equations in the energy limit E → 0 we had set up polynomials D 1 (N ) and
The roots of these polynomials specify g values which generate threshold bound states. These polynomials can be formally expressed as
In Tables 1 and 2 we list the coefficients (N) and (N) up to N = 12. In fact we extended these results up to N = 10 using the tedious algebraic manipulations and the results for N = 11 and N = 12 were later obtained using the much simpler recursive procedure constructed subsequently. In order to develop this procedure, we first examined the systematics of the coefficients (N) and (N) and some of these are listed below.
N (N) = 1 (8)
We expect the relations ( 
The relations (12) - (17) also can be expected to be valid in general. In the 3D case, the average value < > of the roots of D 3 (N ) also satisfies
Based on the properties of the coefficients of D 1 (N ) and D 3 (N ), polynomials obtained by us up to N = 12 can be expected to be valid and our numerical results described in [14] verify this up to N = 90. From a careful inspection of the pattern of the coefficients (N) and (N) in the range N = 1-10, we have identified the following recursion relations.
It is clear that the recursion relations (19) and (21) help us to obtain (N +1) using the values of (N) and (N) and subsequent use of (N + 1) along with (20) and (22) helps us to obtain (N + 1). In Appendix B we describe the heuristic inductive approach adopted to establish the recursion relations (19) and (20) . In fact the results for N = 11 and 12 listed in Tables 1 and 2 have been generated by using this procedure and they were later verified numerically. Hence the coupled recursion relations (19) - (1 ) . While making use of the recursion relations one should note that terms like (N) or (N) are not defined for > N or < 0 and when they occur as end terms in algebraic simplification, they should be set to zero. Thus, relations (19) - (22) make it unnecessary to use the tedious analytical procedure described in [14] to generate D 1 (N ) and D 3 (N ). During our study we found that the roots of D 1 (N ) and D 3 (N ) polynomials are very sensitive functions of (N) and (N). In fact a slight error in one or two of these coefficients leads to a substantially different set of roots, several of which are complex and completely unrelated to the generation of threshold bound states. Now we prove that when N becomes large the largest root N of D 1 (N ) approaches 4 and the smallest positive definite root approaches zero. In order to do this we first construct a polynomial in using = 2 + in the expression for −1 D 1 (N ) so that root = 0 can be omitted from our analysis. Some of the polynomial equations (6) and (7) and ignoring 2 and higher powers we can write
. indicating that there is a positive root 2 close to = 1 = 0 behaving as
Hence for the corresponding polynomial in there is a root approaching = -2 from the higher side. Since the roots of polynomials are in ± pairs, there is a corresponding root which approaches = +2 from the lower side. Since = + 2, this implies that 
Threshold conditions for bound states generated by U ∓ ( )
In this section we study the conditions for the threshold bound states generated by the potential U ∓ ( ). When = 2N, it signifies the sum of N pairs of attractive and repulsive delta potentials. Thus
in (24) if we set = 2N +1, we get the potential U ∓ (2N + 1 ) corresponding to N pairs of attractive and repulsive potentials and a last unpaired attractive term at = (2N+ 1) . The symbol ∓ is used to indicate that we are dealing with the locally periodic pairs of attractive and repulsive potential with an attractive potential as the initial term.
In Fig. 1 we schematically depict U ∓ (6 ) . Since the maximum number of bound states for a sum of N attractive delta potentials is N, it is clear that U ∓ (2N ) and U ∓ (2N + 1 ) can have a maximum of N and N + 1 bound states respectively. In the case of U ∓ ( ) we also used the procedure described in [14] to set up the polynomials D 1∓ ( ) for several values of . We found that D 1∓ ( ) is an even function of when is even and an odd function of when is odd. Hence they can be formally expressed as follows
A close examination of the coefficients 
This leads to the conclusion that the positive roots of (25) and (26) are nothing but the positive square roots of the corresponding roots of D 1 (N ) and D 3 (N ) respectively. In order to illustrate these correlations we give some details obtained for threshold conditions using U ∓ (3 ) and U ∓ (4 ) . In the case of U ∓ (3 ) the energy eigen value equation is found to be
where = α E = −α 2 Expanding both the sides of equation in powers of z and simplyfying we get 2 (− + 3 ) = 3 (−2 + 2 2 + 2 3 )+ terms containing higher powers of z Using the steps described in [14] and Appendix A we investigate (29) in the limit → 0 and get
+ terms containing higher powers of + terms containing higher powers of (33)
The corresponding polynomial equation governing the threshold bound states is 
Thus, = 2 is the minimum value of required to generate all the bound states in the case of potentials U ∓ (2N ) and U ∓ (2N + 1 ). This is quite different from the corresponding results for U(N ) and U(N ) established earlier.
Before we numerically explore as a function of , it is important to point out that D 1∓ (2N ) is an even function of and hence if we change to -in (25) , the roots will remain unaltered. This is not surprising because by this operation we just change the order in which the potentials are arranged in 1D; that is, the repulsive terms are at = a, 3a,.. and attractive terms are at = 2a, 4a,... but the overall eigen value problem remains unaffected. On the other hand U ∓ (2N + 1 ) has N + 1 attractive and N repulsive delta terms. Hence it can generate N + 1 bound states for ≥ 2. But, when one changes to -in U ∓ (2N + 1 ), the resulting potential will have N attractive and N + 1 repulsive delta terms implying that for ≥ 2 it cannot generate more than N bound states. However the roots of the polynomial D 1∓ (2N+1 ) remain unchanged if is replaced by -. This apparent contradiction is resolved if one observes that when we have N + 1 repulsive terms, = 0 cannot be treated as a physically meaningful root of the D 1∓ (2N + 1 ) polynomial signifying the onset of a threshold bound state. This is evident from the fact that in the case of a single repulsive delta potential, when we set up the eigen value equation as in [14] , the limit → 0 will imply → 0 but it does not signify the threshold bound state. Now we empirically study the behavior of the positive roots as a function of in the case of several 
In Fig. 2b we illustrate the results obtained by (38) for N = 10. For the data shown in Fig. 2a , fitted using empirical formula (37), the error of the fit is 1% or less. On the other hand the average error that we found in the fit shown in Fig. 2b is 6 .3% and the fit for smaller is much less satisfactory compared to the fit for larger . Thus we find (37) gives a better empirical fit for the roots . We have verified the general validity of these observations by extending the calculations up to N = 60. The general pattern of variation of for U ∓ (2N + 1 ) potential is similar and hence not explicitly given.
Bound state conditions for a sum of attractive and repulsive delta potentials
Before concluding this section we examine in some detail the general case of the sum of an attractive and repulsive delta potential of arbitrary strength in 1D given by 
where = α . In order to study the occurrence of a threshold eigen value, we study equation (40) as → 0 and obtain
+terms with higher power of z, this indicates that for the occurence of threshold eigen values E = 0 or equivalently = 0 requires the condition
Thus, when G 1 = G 2 = , we get the condition 2 = 0 for the occurrence of a threshold bound state and when > 0, there is one bound state with non zero energy. Now let us consider the eigenvalue equation (40) 
It is interesting to note that the inequality (42) holds for any positive value of G 2 provided G 1 ≥ 1. Thus, when 
Energy spectrum of locally periodic delta potentials
Now we take up the study of the energy spectrum generated by the potentials U(N ) and U ∓ (2N ). We restrict the former case to ≥ 4 so that we have the maximum possible number (N) of energy states generated for any N. The eigenvalue pattern generated by the potential U ∓ (2N + 1 ) is similar to that of U ∓ (2N ) and hence not included here. We describe a set of typical results obtained for energy levels for several values of , assuming a gap between adjacent potentials as = 1 nm. The energy eigenvalue E (N ) increases with from E 1 (N ) to E N and if = 4 E N approaches the threshold energy E = 0. E N (N ) -E 1 (N ) defines the band in which the energy levels are confined. Clearly, for a given if is increased, |E (N )| will decrease and vice versa. In  Fig 3a we 
In Fig. 4a we show the fit obtained using (44) with N = 40, = 6. Similarly, Fig. 4b shows the result obtained using U ∓ (2N ) for N = 30, = 4. In our numerical calculations we noticed that formula (44) gives a higher accuracy for smaller and that the error gradually increases to about 2% close to = N. In Figures 5a and 5b we show the variation of energy density ρ(E) = / E as a function of E calculated using the approximation ρ(E ) = 2/(E +1 − E −1 ) It is clear that the energy density is quite large near the ground state, and then steadily decreases reaches a minimum before rising to a lesser extent. We also studied the variation of N ) ) with is shown in Fig. 7 . From this figure we find that the band gap, which is approximately 5.75 for = 4, steadily decreases to 1.35 for = 10 and one expects this pattern to continue. This can be visualized by noting that the case of large fixed can be interpreted as widely separated (large a) potentials having fixed strength λV = / . In such a situation we expect the energy levels to be confined to a narrow band.
In order to have a clear comparative visualization of the spectrum generated by U(N ) and U ∓ (2N ), in Fig 8a-8b we depict their spectral pattern which is consistent with the observations made above. It may be noted that the energy level patterns shown in Fig 8a-8b have some similarity to the spectral distribution generated by an infinite square well containing several delta potentials described in [15] ; but are quite different from the other well known spectral distributions observed in standard cases like a harmonic oscillator, a particle in a box and a hydrogen atom. We expect that even in the cases of locally periodic potentials made up of several attractive square wells each having a narrow range the general pattern of energy spectrum will show a similar trend as in the present case.
Summary and conclusions
We have systematically studied the conditions for the generation of threshold energy bound states by i) locally periodic sets of N attractive delta potentials U(N ) ii) locally periodic sets of N attractive-repulsive delta potentials U ∓ (2N ) and iii) locally periodic sets of N attractiverepulsive delta potential pairs followed by a last unpaired potential U ∓ (2N + 1 ) in terms of the dimensionless parameter = λV . We first obtained explicitly the expressions for polynomials D 1 (N ) and D 3 (N ) governing N attractive delta potentials in 1D and 3D for N = 1 − 10 using the tedious mathematical procedure based on the algebraic equations satisfied by energy eigenvalues which become prohibitively complex with increasing N. By a careful observation of the coefficients (N) and (N) calculated based on the analytical procedure we identified general relations satisfied by (N) and (N) shown in (5)- (10) and (12)- (17) . Assuming the general validity of these relations we showed that largest root N of either [14] and the present paper are in conformity with these results. In order to overcome the difficulty in obtaining the coefficients (N) and (N) for large N, we developed a heuristic approach and identified the recursion relations governing the coefficients of in these polynomials. These relations can be used to obtain analytical expressions for D 1 (N ) and D 3 (N ) for any N using results derived for D 1 (N − 1 ) and D 3 (N − 1 ). The polynomials thus obtained can be verified numerically further confirming the validity of our procedure. Thus the present method obviates the complicated algebraic procedure for the derivation of analytical expressions of D 1 (N ) and D 3 (N ) outlined in [14] .
In the case of U(N ) all N bound states get generated if ≥ 4. The maximum possible number of bound states in the cases of U ∓ (2N ) and U ∓ (2N + 1 ) is N or N + 1 respectively; they all get generated when ≥ 2. If = the number of bound states that get generated is . Table 3 gives a compact and comprehensive summary of the mathematical results related to the threshold conditions obtained in this paper. We believe the results summarized in Tables 1-3 will be useful in exploring additional features and mathematical properties of the polynomials
In the case of the sum of an attractive and repulsive potentials, given by (39), of arbitrary strength λ 1 V 1 and λ 2 V 2 respectively and separated by a distance , bound states can occur if
, but not otherwise. It is clear that if λ 1 V 1 ≥ 1, a bound state will be generated irrespective of the numerical value of λ 2 V 2 . We have calculated typical results for energy levels generated by U(N ) and those generated by U ∓ (2N ) and constructed an empirical formula generating the energy levels reasonably well. The band gap (E N (N ) − E 1 (N )) for a given , is found to be practically independent of N for reasonably large N. For a given N, variation of |E 1 (N )|, |E N (N )| and band gap (E N (N ) − E 1 (N )) with steadily decreases. Study of the energy level generated by the potentials U(N ) and U ∓ (2N ) shows that energy density is larger at either end of the spectrum, more so near the ground state, and comparatively less in the middle region. This is in contrast with the corresponding results in the standard problems like harmonic oscillator or particle in a box. The systematic results obtained in this paper can be expected to be helpful in the experimental or theoretical study of structures generated by locally periodic potentials comprising of potentials having narrow range. In conclusion we state the following regarding various results described in this paper. All the results upto N = 1 − 10 listed in Tables 1 and 2 , and the inequality (43) governing the occurrence of bound states for a sum of attractive and repulsive delta potentials are exact and based on systematic mathematical analysis of the eigenvalue problem. The results in Table 3 are obtained using heuristic but systematic and inductive analysis of the coefficients (N) and (N) and their validity has been amply verified over a large range of N in this paper and earlier work [14] and these, in principle, can be verified for any N. Thus, the results for N = 11 12 in Tables 1  and 2 are based on the application of recursion relations (19)- (22) . A more rigorous mathematical proof of results listed in Table 3 is desirable but yet to be achieved. The formulae given in equations (37), (38) and (44) constructed to numerically fit the values of and E are empirical in character and are based on numerical studies extending upto N = 60.
Appendix A: Calculation of eigenvalues and threshold conditions for N delta potentials
In this appendix we briefly outline the procedure to calculate eigenvalues and threshold conditions for the sum of N attractive delta function potentials given by U(N ) = − N 1 λV δ( − ). This was elaborated in reference [14] . In this appendix we adopt the notations used in the present paper. We use the units such that 2 = 1,¯ = 1,
When these are adopted the Schrödinger equation in 1D for the potential U(N ) takes the form
The potential U(N ) splits the x axis in to N+1 domains:
In the N th domain we write the general solution of (A1) in the form
For the 1D bound state problem B 1 = 0, A N+1 = 0. Applying the boundary conditions applicable to delta function potentials at points ρ = , we get the following algebraic equations: 
Equations ( N of (A5) provide the eigenval-
. For example when N = 2, we get
As elaborated in [14] , the number of roots of (A6) satisfies the condition 0 < ≤ 2. Essentially, a similar approach can be used for any N > 2. In order to deduce the threshold conditions in the N = 2 case we expand D 4 4 ( ) as a power series in . After simplification we get
This can be explored in the limit → 0 leading to the equation
+ terms containing higher powers of (A8)
Clearly threshold bound states occur for values of g which satisfy (−2 + 2 ) = 0. Thus we get the second order polynomial equation
which has roots = 1 = 0 = 2 = 2 and these correspond to values at which threshold bound states occur. It is this procedure which was adopted by us in generating D 1 (N ) up to N = 10 (see Table 1 ). In the 3D s-wave case the procedure is similar except for the changed boundary conditions, namely ρ ≥ 0, A 1 = −B 1 , A +1 = 0 and φ(0) = 0. Taking in to account these conditions and following the procedure outlined above we can obtain the polynomials D 3 (N ) (see Table 2 ).
Appendix B: Recursion relations governing the coefficients of polynomials D 1 (N ) and D 3 (N )
In this appendix we describe the recursive procedure developed by us to generate the coefficients 1 (N), 1 (N) occurring in the polynomials D 1 (N ) and D 3 (N ) respectively. Using the tedious mathematical procedure described in [14] and briefly summarized in Appendix A of the present paper we first obtained coefficients (N) and (N) in the range N = 1 − 10. An examination of these coefficients (Tables 1-2) indicate the following pattern satisfied by them and we expect these relations to be valid for any N. Tables 1 and 2 we identified the following recursion relations as ansataz. (B3) and (B1) we find that 0 (2) = 0, 1 (2) = −2, 2 (2) = 1. Using these values of (2) in equation (B4) and (B2) we get 0 (2) = 1, 1 (2) = −3, 2 (2) = 1. These are the same as those listed in Tables 1, 2 for N = 2. Prompted by this, we proceeded to calculate (N) and (N) up to N = 10 and fully confirmed that the relations (B1)-(B4) are successful in generating (N) and (N) listed in Tables 1  and 2 upto N = 10. The coefficients (N) and (N) for N = 11 and 12 listed in Tables 1 and 2 were then deduced using these relations (B1)-(B4). We then obtained the roots of the polynomial D 1 (11 ) 3 .9258. The pattern of these roots are in confirmity with the properties of elaborated in the text. As described in [14] and also in the present paper these roots signify the values at which threshold bound states occur and we verified this by carrying out explicit numerical calculations. These results confirmed the validity of the recursion relations (B1)-(B4). Thus the fact that starting with the N = 1 case and using the coupled recursion relation (B1)-(B4) we could deduce all the coefficients listed in Tables 1 and 2 clearly indicating that we have obtained a reliable recursive procedure to evaluate (N) and (N) for any N. The coupled nature of these recursion relations signify the subtle inter-connection between (N) and (N). In principle the relations (B3) and (B4) can be expressed in decoupled form but are less convenient to use.
The method used by us in establishing the recursion relations (B3) and (B4) is basically heuristic and inductive, and can be tested and verified in principle for any N. A more rigorous proof using the manipulations of eigenvalues equation is yet to be achieved.
