Williamson's integral representation of n-monotone functions on the half-line is generalized to several dimensions. This leads to a characterization of multivariate survival functions with multiplysymmetry. We then introduce a new class of generalized Archimedean copulas, where in contrast to nested Archimedean copulas no extra compatibility conditions for their generators are required.
Introduction
One of the rst non-trivial results on higher order monotonic functions was published in 1956 by Williamson; it states essentially that every non-negative n-monotone function on the half-line is a unique mixture of the special ones of the form ( − c · s) n− + , with c ≥ . This theorem has been cited and used very much in recent years, in particular in connection with the so-called Archimedean copulas. It is also intimately related to multivariate survival functions with a special symmetry.
Our aim in this paper is to prove a Williamson-type theorem for functions of several variables, relating it to "multiply -symmetric" survival functions, and -perhaps more important -using it to create a new class of "generalized Archimedean copulas", where the disadvantage of exchangeability (i.e. "too much symmetry") in ordinary Archimedean copulas is overcome in a controlled way, without any "nesting conditions" which have to be ful lled by hierarchical Archimedean copulas.
Higher order monotonicity plays naturally a major role in this connection -some pertaining basic notions and results will be presented rst.
Notations used in this paper: 
and 
and similarly ∇ n h . The multinomial theorem gives
It is easy to see that, using the notation (f (−·))(s) :
A specially important index of monotonicity is n = d := ( , . . . , ) ∈ I N d . De ne for any measure µ on
(all of which of interest only where they are nite), thenμ is essentially characterized by being d -↑ ,μ by the condition d -↓ , and µ * by d -. See [3] , [4] and [5] for the original results, and [7] for a more detailed overview.
In the univariate case (d = ), n-decreasing functions are usually called "n-monotone", and nincreasing ones "n-absolutely monotone". Williamson's theorem is about n-decreasing (non-negative) functions, its multivariate extension is the central object of this paper.
An important notion in the following is that of a Bauer simplex; this is a compact convex subset K of some locally convex Hausdor space X , for which its set of extreme points ex(K) is closed (hence compact as well), and for which the integral representation given by the Krein-Milman theorem is unique. In other words, for each x ∈ K there is a unique µ ∈ M + (ex(K)) such that
for each continuous linear functional φ : X −→ I R . In our applications X will always be a suitable set of real-valued functions on some set T , with the topology of pointwise convergence. The point evaluations φ t (x) := x(t) for some t ∈ T are then continuous linear functionals, and we obtain
Two basic multivariate results on higher order monotonicity were shown in [6] , and will be used in what follows. The rst one is about the structure of n -↑ functions on [ , ] d , d ≥ ; cf. 
note that τ (t) = t . For n ≥ put
Then Kn is a Bauer simplex and
is again a Bauer simplex, with En as its set of extreme points.
The other result is the highly applicable Monotone Composition Theorem ("MCT"):
Wilkinson's theorem in higher dimensions
Bauer simplex with ex(Kn) = En = En ⊗ . . . ⊗ En d . We de ne
In the one-dimensional case it was shown in [6] , Theorem 4 that L k and H k are Bauer simplices (k ≥ ) .
Our aim is to extend these results to the multivariate situation. This is easy for Ln :
Lemma. Ln is a Bauer simplex, and
That is, for each g ∈ Ln there is a unique ν ∈ M + (ex(Ln)) such that
is a bijection from Kn to Ln , and even an a ne homeomorphism. Therefore Ln , too, is a Bauer simplex, and
and so it su ces to show φ(
, with τa given by (1), we get
The corresponding result for Hn is the main result of this paper. It was (partially) stated without proof in [6] as Theorem 9, with a loose remark on a possible proof, which nally turned out to be a lot more involved than anticipated at that time. For each f ∈ Hn there is a unique µ ∈ M + (ex(Hn)) such that 
where ν k ∈ M + (ex(Ln)) .
and j = (j , . . . , j d ) ∈ J , empty products being 1, of course. Splitting up the probability measure ν k we may write
where ν (k) ∅,j ≥ are just constants, i.e. the weights
where the integrals may be rewritten as
with the obvious image measures under x −→ x/k . Under the canonical embedding
may be considered as a measure on [ , ∞] d (it leads to the same integrals as above!), and the
has a (weakly) convergent subsequence with limit µ . Without restriction we may assume µ k −→ µ ; even µ
−→ µ α,j for each α and j may be assumed, by taking adequate subsequences. Taking the limit in (3) yields 
so that by induction hypothesis
, including the special cases β = ∅ or γ = ∅ . Two cases are left: and lim
we get the rest of what is claimed.
Functions in Hn are of course bounded. However, n-decreasing functions may well have a "singularity" at the origin, and still have a similar integral representation. This is made precise in the following 
where µm ∈ M+(I R d + ) is a nite measure. For k ∈ I N we have
Therefore there is a vaguely converging subsequence of (µm) m∈I N with a limit µ ∈ M+(I R 
The unicity of a representing measure can be seen as before, by taking partial derivatives (no boundary has to be taken care of here).
(ii) The rst part follows from (i). In order to see that µ has a nite co-s.f. let µ i be the i-th projection of µ .
Then for
. . .
Part (i) for d = is Williamson's theorem; see [8] , where the author states that this result goes back to Schoenberg.
Multiple -norm symmetric survival functions
We start with an elementary remark: an equilateral n-dimensional simplex with side-length a > has a volume proportional to a n , it is in fact given by
For d ≥ and s > the set A 
i.e. the s.f. of λ
s depends via x on x , and this obviously holds also for any mixture
with ρ ∈ M + (I R+) , where λ Proof. By Theorem 5 in [7] we know that f is n -↓ (taking into account that this is equivalent with s −→ f (−s) being n -↑ on I R |n| -↑ . Thus C f is a copula, for which the name "Generalized Archimedean Copula" seems to be appropriate; f will be called its generator. Each "group marginal" A j (xα j ) on [ , ] α j , where x i = ∀ i ∈ k≠ j α k , is an
