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Izvleček
V delu študiramo transport v Landu-Lifshitzovem modelu na mreži v eni prostorski
dimenziji, ki predstavlja klasičen analog kvantne spinske verige. Model motiviramo
s kvantnomehansko obravnavo izmenjalne interakcije. Vpeljemo koncept integrabil-
nosti v klasični mehaniki ter zapišemo enačbe gibanja modela z uporabo Laxovih
operatorjev in pogoja ničelne ukrivljenosti. Integrabilnost modela sledi iz involutivne
lastnosti para matrik monodromij, ki jo dokažemo z uporabo R-matrike. Predsta-
vimo Trotterjev razcep Liouvillove enačbe, ki nam omogoči učinkovito simulacijo
dinamike modela. Naiven razcep modela se izkaže za neintegrabilnega, kar potrdimo
z izračunom Lyapunovega spektra. Uvedemo novo integrabilno posplošitev Landau-
Lifshitzovega modela na diskretno krajevno-časovno mrežo ter poiščemo dvodelčni
hamiltonian, ki generira želeno dinamiko ter novo R-matriko modela. Pokažemo,
da je takšen model sam svoj dual. V nemagnetiziranem stanju se model izkaže
za superdifuzivnega, z analizo korelacijskih funkcij pokažemo, da spada v Kardar-
Parisi-Zhangov univerzalnostni razred. V magnetiziranem stanju prevlada balistično
obnašanje, opazimo bogato odvisnost korelacijske funkcije magnetizacije od celotne
magnetizacije.
Ključne besede: Landau-Lifshitzov model na mreži, transport, integrabilnost, sa-
modualnost, Laxov operator, R-matrika, Trotterjev razcep, Liouvillova enačba, inte-
grabilna trotterizacija, Lyapunov spekter, superdifuzivnost, Kardar-Parisi-Zhangov
univerzalnostni razred
PACS: 02.30.Ik, 05.10.-a, 05.50.+q, 75.10.Hk

Abstract
In the present work we study the transport properties of the lattice Landau-Lifshitz
model in one spatial dimensions, which represents a classical analogue of a quan-
tum spin chain. The model is motivated by a quantum mechanical treatment of the
exchange interaction. We introduce the concept of integrability in classical mecha-
nics and write down the model’s equations of motion using Lax operators and the
zero-curvature condition. The integrability of the models follows from an involutive
property of a pair of monodromy matrices which we prove using an R-matrix. We
present the Trotter decomposition of the Liouville equation, which allows for an
efficient simulation of the model dynamics. The naive decomposition of the model
turns out to be nonintegrable, which we verify by computing the Lyapunov spec-
trum. We introduce a novel integrable generalization of the Landau-Lifshitz model
on the discrete time lattice, compute the two-body Hamiltonian that generates the
requisite dynamics and find a novel R-matrix. We show that the model is self-dual.
The model turns out to be superdiffusive in a non-magnetized state, by analyzing
its correlation functions we further show it belongs into the Kardar-Parisi-Zhang
universality class. In a magnetized state ballistic trasnport predominates, a rich de-
pendance of the correlation function of magnetization upon net magnetization is
observed.
Keywords: lattice Landau-Lifshitz model, transport, integrability, self-duality, Lax
operator, R-matrix, Trotter decomposition, Liouville equation, integrable trotteri-
zation, Lyapunov spectrum, superdiffusivity, Kardar-Parisi-Zhang universality class
PACS: 02.30.Ik, 05.10.-a, 05.50.+q, 75.10.Hk
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Uvod
Magnetizem, lastnost nekaterih snovi, večinoma kovin, da na daljavo privlačijo ali
odbijajo določene druge snovi, je človeštvo poznalo že v antiki. Avtor ene izmed
najzgodnješih ohranjenih diskusij magnetizma je starogrški filozof Tales iz Mileta,
ki je živel v 6. stoletju pred našim štetjem. Njegova razlaga je v veliki meri slonela
na metafizičnih postulatih, a predstavlja enega izmed prvih znanih poskusov razlage
narave z uporabo univerzalnih zakonov.
Sledeči dobri dve tisočletji sta k razumevanju magnetizma prispevali večinoma v na-
tančnejši eksperimentalni obravnavi magnetnih fenomenov. Kljub pomanjkljivemu
razumevanju vzroka magnetizma so bili magneti, v vedno boljših kompasih, s pridom
uporabljeni za potrebe navigacije. Začetki moderne teorije magnetizma segajo v 18.
stoletje, ko so Franklin, Priestley, Coulomb in drugi izvedli pionirske eksperimente
na področju elektromagnetizma. Njihovo delo so v 19. stoletju med drugimi nada-
ljevali Ørsted, Gauss, Ampere, Biot, Savart, Faraday ter odkrili tesno povezavo med
elektriko in magnetizmom in vzpostavili natančen kvantitativen opis posameznih
pojavov. Na podlagi teh rezultatov je Maxwellu uspela sinteza zakonov klasičnega
elektromagnetizma v enačbah, ki še danes nosijo njegovo ime.
Klasična teorija elektromagnetnega polja dobro razloži večino opaženih efektov ma-
gnetizma v vsakdanjem življenju, a ne poda zadovoljive razlage izvora magnetizma.
Povedano drugače nam klasična teorija dobro opiše vpliv magneta, ne pa tudi, za-
kaj magnet sploh je magneten. Pomeben primer nezadostnosti klasičnega opisa je
Bohr-van Leeuwenov izrek [1], [2], ki pravi, da ima strogo klasičen sistem elektronov
v termičnem ravnovesju vedno ničelno magnetizacijo. Zanimivo je bil teorem prvič
formuliran leta 1911 v doktorski dizertaciji Nielsa Bohra, ki je bil eden izmed glav-
nih pionirjev kvantne mehanike v začetku 20. stoletja. Za referenco je izrek mogoče
najti v dodatku A.
Pomemben napredek k razumevanju mikroskopskega izvora magnetizma sta naredila
Dirac [3] in Heisenberg [4], ki sta pokazala, da izmenjalna interakcija elektronov v
orbitalah nekaterih kovin vodi do magnetnih lastnosti. Kvantni Heisenbergov model
je še danes eden izmed najbolj študiranih paradigmatičnih modelov magnetizma.
Kljub temu da je izmenjalna interakcija izključno kvantni fenomen, brez klasične
analogije, je mogoče reinterpetirati kvantni Heisenbergov model v klasično sliko.
Takšen model se izkaže za kaotičnega, zato je študij njegovega časovnega razvoja
težak.
Tesno povezan s klasičnim Heisenbergovim modelom je Landau-Lifshitzov model na
mreži [5], ki ima pred prej omenjenim modelom pomembno tehnično prednost inte-
grabilnosti. Ta omogoča njegovo točno rešitev.
Točno rešljivi modeli predstavljajo osnove teoretične fizike, na podlagi katerih lahko
preverimo in nadgradimo intuitivno razumevanje pomembnih lastnosti danega sis-
tema. Za rešljivost je pogosto ključna linearnost problema, kot v primeru harmon-
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skega oscilatorija, oziroma obstoj transformacije, ki problem linearizira, kot se zgodi
v primeru dveh sferično simetričnih teles z gravitacijsko interakcijo. Posledica linear-
nosti problema je princip superpozicije, ki pravi, da je poljubna linearna kombinacija
rešitev problema zopet rešitev, kar nam omogoča reševanje s standardnimi matema-
tičnimi orodji linearne algebre. Ravno princip superpozicije pa nakazuje na slabost
linearnega opisa, saj zelo omeji obseg možnih obnašanj rešitve.
Kljub pomembnosti linearnih modelov je v večini sistemov v naravi opazen vpliv
nelinearnosti, ki se lahko med drugim odraža kot kaotično obnašanje, samoorgani-
zacija v kompleksne strukture ali obstoj faz s kvalitativno drugačnimi lastnostmi.
Standarden pristop k upoštevanju nelinearnosti je uporaba perturbacijske teorije.
Nelinearnost, dodana točno rešenem modelu, se obravnava kot majhna perturbacija
in iterativno rešuje vedno težje probleme, katerih rešitve naj bi bile vedno boljši
približki polni rešitvi. Primer uspešnega perturbativnega razvoja so Feynmanovi
diagrami [6] v kvantni elektrodinamiki, kjer se teoretične napovedi zelo natančno
ujemajo z eksperimentalnimi rezultati. Pri perturbativnem reševanju lahko poleg
računske zapletenosti naletimo na težave, povezane s konvergenco perturbacijske vr-
ste, ko nelinearnost v problemu ni več majhna.
Kljub temu med vsemi fizikalno smiselnimi modeli najdemo majhen, a dispropor-
cionalno pomemben nabor močno nelinearnih modelov, ki jih znamo točno rešiti.
Pomemben primer takšnih modelov so integrabilni modeli.
Koncepti integrabilnosti in točno rešljivih modelov segajo v 18. stoletje in so tesno
povezani z razvojem analitične mehanike, ko so Lagrange, Euler, Jacobi in drugi našli
točne rešitve mnogih paradigmatičnih problemov v mehaniki togih teles. Kljub nji-
hovi osrednji vlogi v osnovah klasične mehanike je integrabilnost sčasoma izgubljala
na pomembnosti in v sredini 20. stolejta veljala za specialistično področje, nepove-
zano s širšo fiziko [7]. Glavni razlog za njen zaton je bilo pomanjkanje netrivialnih
integrabilnih sistemov z veliko prostostnimi stopnjami, zaradi česar je integrabilnost
veljala za redek fenomen brez možnosti za generalizacijo. Namig za nadaljnji razvoj
integrabilnosti je prišel iz nepričakovane smeri in je predstavljal združitev dveh – na
prvi pogled nepovezanih – področij matematične fizike.
Prvo področje točno rešenih modelov v statistični fiziki se je odprlo leta 1931, ko je
Bethe našel točno rešitev antiferomagnetnega Heisenbergovega modela v eni dimen-
ziji [8] z uporabo, po njem poimenovanega, koordinatnega Bethejevega nastavka.
Njegov razvoj in uporaba povezanih metod prehodnih matrik je v sledečih desetle-
tjih privedla do mnogih fundamentalnih napredkov: Onsagerjeva rešitev Isingovega
modela leta 1944 [9], Yang in Yangova rešitev anizotropnega Heisenbergovega mo-
dela leta 1966 [10], Liebova rešitev modela šestih oglišč leta 1967 [11], Baxterjeve
rešitve modela osmih oglišč leta 1972 [12], modela trdih šestkotnikov leta 1980 [13]
in kiralnega Pottsovega modela leta 2005 [14] ter drugih [15].
Osnova za povezavo točno rešenih modelov in integrabilnosti je bila nepričakovana
rešitev Korteweg-de Vriesove enačbe s strani Gardnerja, Greena, Kruskala in Miure
[16] leta 1967, ki je dala nov zagon področju solitonov in nelinearne dinamike. Na
podlagi Laxove generalizacije uporabljene metode [17] sta Faddeev in Zakharov leta
1971 v fundamentalnem članku [18] pokazala, da je Korteweg-de Vriesova enačba
neskočno-dimenzionalen integrabilen Hamiltonski sistem. Sledil je skokovit razvoj
področja, ki je pripeljal do razvoja metod inverznega sipanja [19], [20], [21] ter te-
sno povezanega algebraičnega Bethejevega nastavka [22], [23], ki nakazuje intimno
povezavo s prej omenjenim področjem točno rešenih modelov.
12
Osrednji povezujoči koncept je t. i. Yang-Baxterjeva enačba, ki opremi problem z bo-
gato algebraično strukturo, s pomočjo katere je mogoče priti do točne rešitve mnogih
nelinearnih modelov matematične fizike. Poleg široke uporabe na področjih klasične
fizike je Yang-Baxterjeva enačba ključ za razširitev metod na kvantne probleme.
Metoda kvantnega inverznega sipanja [24], [25] je v veliki meri sad leningrajske šole
pod vodstvom Ludwiga D. Faddeeva [26] in omogoča točno rešitev mnogih kvantnih
modelov.
V zgornjem kratkem in nujno nepopolnem zgodovinskem pregledu so bili poudarjeni
modeli statistične fizike, a so omenjene metode integrabilnosti našle uporabo tudi v
kvantni teoriji polja in fiziki visokih energij [27], [28], [29], [30], [31].
V zadnjih letih je prišlo do presenetljivega opažanja superdifuzivnega transporta v
kvantnem Hesinebegrgovem modelu [32], ki je spodbudil razvoj novih teoretičnih
pristopov k opisu transporta [33], [34].
V delu obravnavamo Landau-Lifshitzov model na diskretni enodimenzionalni mreži
s poudarkom na študiju njegovih transportnih lastnosti. Model je klasičen analog
kvantnega Heisenbergovega modela, zato se naravno pojavi vprašanje, ali pride do
superdifuzivnega transporta tudi v klasičnem modelu.
Prva tri poglavja dela so uvodnega značaja, v njih predstavimo fizikalno ozadje
obravnavanega problema ter ponovimo teoretično podlago, potrebno za razumevanje
sledečih rezultatov. V prvem poglavju vpeljemo Landau-Lifshitzov model, pokažemo
njegovo povezavo s klasičnim in kvantnim Hesenbergovim modelom ter utemeljimo
njegovo fizikalno osnovo. Model se izkaže za umeritveno invariantnega, kar izkori-
stimo, da ga povežemo z nelinearno Schrödingerjevo enačbo [35], dobro znano na
področju nelinearne optike [36], [37]. V drugem poglavju ponovimo pomembne rezu-
late klasične mehanike in z njihovo pomočjo definiramo koncept integrabilnosti ter
nakažamo, kako integrabilnost omogoči točno rešitev modela. Konstruiramo rodovno
funkcijo ohrajenih količin Landau-Lifshitzovega modela na mreži. Kompleten dokaz
integrabilnosti sledi iz predstavljene metode R-matrik. Kljub obstoju točne rešitve,
ki ga zagotavlja integrabilnost, je njen analitičen študij tehnično zelo zapleten, zato
postopamo drugače. V tretjem poglavju motiviramo postopek časovne diskretizacije
modela, ki omogoča njegov učinkovit izračun.
V preostalih poglavjih predstavimo rezultate raziskovalnega dela. Naivna diskre-
tizacija Landau-Lifshitzovega modela se izkaže za neintegrabilno, zato v četrtem
poglavju definiramo novo integrabilno posplošitev Landau-Lifshitzovege modela na
diskretno krajevno-časovno mrežo, ki jo lahko razumemo kot analog integrabilne dis-
kretizacije kvantnega Heisenbergovega modela [38]. Integrabilnost uvedenega modela
sledi iz nove R-matrike. Pokažemo, da je tako definiran model sam svoj dual. V pe-
tem poglavju predstavimo rezultate simulacij transporta v obliki avtokorelacijskih
funkcij sistema v magnetiziranem in nemagnetiziranem stanju. V nemagnetiziranem
stanju primerjamo dinamiko integrabilnega in neintegrabilnega modela ter poka-
žemo, da se močno razlikujeta. Transport v integrabilnem modelu se, podobno kot
v kvantnem primeru, izkaže za superdifuzivnega. Z analizo skaliranih korelacijskih
funkcij dodatno pokažemo, da spada v t. i. Kardar-Parisi-Zhangov univerzalnostni
razred. Poglavje zaključimo s kratkim sestavkom o Kardar-Parisi-Zhangovi enačbi
in univerzalnostnem razredu ter z diskusijo dobljenih rezultatov.
V zaključku nakažemo odprte poti za nadaljnje raziskovanje in nadgradnjo predstav-
ljenih rezulatov.
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Poglavje 1
Predstavitev modela
Kot smo omenili v uvodu, klasična elektromagnetna teorija ni zadostna za razlago
izvora magnetizma v snoveh. Z željo razumeti magnetizem si oglejmo preprost model,
ki bo nakazal njegov kvantni izvor, pri čemer sledimo razpravi v [39].
1.1 Izmenjalna interakcija in Heisenbergov model
Vzemimo dva najpreprostejša atoma, atoma vodika, sestavljena iz protona in pri-
padajočega elektrona. Protona se nahajata na pozicijah R1,2, poziciji elektronov
označimo z r1,2. Dokler sta atoma dovolj razmaknjena, da je njuna interakcija za-
nemarljiva, lahko hamiltonian takšnega sistema zapišemo kot vsoto hamiltonianov
dveh vodikovih atomov:
Hprost = H1 +H2, Hi = − ℏ
2
2me
∇2i −
e20
4πε0|Ri − ri| , (1.1)
kjer je me masa elektrona, e0 osnovni naboj, ℏ reducirana Planckova konstanta in ε0
električna konstanta. Laplacov operator ∇2i deluje le na prostorski koordinati i-tega
elektrona. Lastne funkcije Ψn hamiltoniana (1.1) so dobro poznane, spomnimo se le,
da so eksponentno lokalizirane okrog posameznega protona. Zaradi spina elektrona
je osnovno stanje posameznega atoma dvakrat degenerirano, saj spinska prostostna
stopnja (v kolikor zanemarimo spin-tir sklopitev) ne nastopa v hamiltoninanu (1.1).
Valovna funkcija lastnega stanja se tedaj zapiše kot produkt krajevnega in spinskega
dela. Ker sta energiji obeh stanj spina enaki, pri označevanju lastnih funkcij enoa-
tomskega hamiltoniana ne pišemo spinskega indeksa.
Atoma približamo na razdaljo, ko sta še vedno daleč vsaksebi, a že znatno čutita
elektrostatsko interakcijo drugega atoma. Sklopljen hamiltonian se zapiše kot:
Hsklopljen = H1 +H2 +Hint,
Hint =
e20
4πε0
( 1
|r1 − r2| +
1
|R1 −R2| −
1
|r1 −R2| −
1
|r2 −R1|
)
, (1.2)
kjer prvi člen interakcijskega hamiltoniana Hint predstavlja elektrostatstki odboj
elektronov, drugi člen odboj protonov, zadnja dva člena pa privlak protona in elek-
trona.
Osnovno stanje takšnega sistema bo podobno osnovnemu stanju dveh neskloplje-
nih vodikovih atomov, zato ga je smiselno iskati kot linearno kombinacijo osnovnih
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Poglavje 1. Predstavitev modela
stanj posameznih vodikovih atomov. Pri tem moramo biti pozorni, saj nam Pauli-
jevo izključitveno načelo narekuje, da mora fermionska valovna funkcija ob zamenjavi
dveh elektronov zamenjati predznak. Prostorski del dvodelčne valovne funkcije lahko
(anti)simetrizirano zapišemo kot:
Ψsim(r1, r2) =
1√
2
(
Ψ10(r1)Ψ
2
0(r2) + Ψ
1
0(r2)Ψ
2
0(r1)
)
, (1.3)
Ψasim(r1, r2) =
1√
2
(
Ψ10(r1)Ψ
2
0(r2)−Ψ10(r2)Ψ20(r1)
)
, (1.4)
kjer zgornji indeks na valovni funkciji označujejo proton, okrog katerega je elektron
lokaliziran. Pri tem smo ob zapisu simetrične valovne funkcije izpustili stanja, ko se
oba elektrona nahajata ob istem protonu, saj bodo takšna stanja energijsko neugo-
dna.
Spinski prostor se razcepi na simetričen in antisimetričen del kot tri tripletna in eno
singletno stanje:
Ψsinglet =
1√
2
(
|↑↓⟩ − |↓↑⟩
)
, (1.5)
Ψtriplet = | ↑↑⟩, 1√
2
(
|↑↓⟩+ |↓↑⟩
)
, | ↓↓⟩. (1.6)
Singletno stanje je antisimetrično na zamenjavo elektronov, zato se mora, da dobimo
antisimetrično valovno funckijo, spariti s simetričnim prostorskim delom valovne
funkcije. Podobno se mora tripletno stanje spariti z antisimetričnim prostorskim
delom:
Ψs = Ψasim(r1, r2)Ψsinglet, (1.7)
Ψt = Ψsim(r1, r2)Ψtriplet, (1.8)
kjer smo s Ψs,t na kratko označili celotno singletno in tripletno valovno funkcijo.
Energijski razcep singletnega in tripletnega stanja se tedaj zapiše kot:
Es − Et = ⟨Ψs|Hsklopljen|Ψs⟩ − ⟨Ψt|Hsklopljen|Ψt⟩ = (1.9)
= 2
∫
d3r1d
3r2Ψ
1
0(r2)Ψ
2
0(r1)HintΨ
1
0(r1)Ψ
2
0(r2) + 4E0
(∫
d3rΨ
1
0(r)Ψ
2
0(r)
)2
,
kjer je E0 energija osnovnega stanja prostega vodikovega atoma, Es,t pa energiji
singletnega in tripletnega stanja. Med računanjem smo upoštevali, da je hamilto-
nian (1.2) hermitski. Prvi člen v rezultatu predstavlja izmenjalno interakcijo med
elektronoma v paru atomov. Drugi člen predstavlja prekrivanje elektronskih orbital
para atomov, za katere vemo, da z razdaljo eksponentno padajo. Po naši predpo-
stavki sta atoma še vedno znatno narazen, zato bo drugi člen v primerjavi s prvim
zanemarljiv, saj ga posreduje le potenčno padajoča elektrostatska interakcija.
Razcep stanj se poenostavi:
Es − Et = 2Jiz, Jiz =
∫
d3r1d
3r2Ψ
1
0(r2)Ψ
2
0(r1)HintΨ
1
0(r1)Ψ
2
0(r2), (1.10)
Hint =
e20
4πε0
( 1
|r1 − r2| +
1
|R1 −R2| −
1
|r1 −R2| −
1
|r2 −R1|
)
. (1.11)
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1.1. Izmenjalna interakcija in Heisenbergov model
Z Jiz smo označili izmenjalni integral, katerega predznak nam pove, katero izmed
stanj je v našem približku osnovno stanje sistema. V danem primeru para vodikovih
atomov se izmenjalni integral izvrednoti v negativno vrednost. Bolj kot njegova točna
vrednost je pomembna zgoraj opisana aproksimacija osnovnega stanja večatomnega
hamiltoniana. Kombinacija elektrostatske interakcije in Paulijevega izključitvenega
načela vodi do razcepa singletnega in tripletnega stanja dvoelektronske valovne funk-
cije.
Singletno in tripletna stanja se razlikujejo v skupnem spinu, zato lahko v podpro-
storu teh štirih razcepljenih stanj hamiltonian (1.2) preprosteje zapišemo s spinskimi
operatorji spina i-tega elektrona, ki jih označimo z σ i, medtem ko spin celotnega
sistema označimo z σ. Za poljuben spin so lastne vrednosti operatorja kvadrata
velikosti spina oblike:
σ2|ψS⟩ = ℏ2S(S + 1)|ψS⟩, (1.12)
kjer je |ψS⟩ lastno stanje s spinom S. Z uporabo zgornje formule hitro izračunamo,
da ima operator σ1 · σ2 v singletnem stanju vrednost −34ℏ2 ter 14ℏ2 v tripletnem
stanju. Hamiltonian (1.2) se na podprostoru singletnega in tripletnih stanj zapiše
kot:
Hsklopljen =
1
4
(
Es+3Et
)
− 1
ℏ2
(Es−Et)σ1 ·σ2 = 1
4
(
Es+3Et
)
− 2Jiz
ℏ2
σ1 ·σ2. (1.13)
Ker je prvi člen konstanten, ga lahko s spremembo ničle energije postavimo na nič:
Hsklopljen = −2Jizℏ2 σ1 · σ2. (1.14)
Dobimo zanimiv rezultat: energija sistema je sorazmerna skalarnemu produktu spin-
skih operatorjev. Takšna sklopitev, značilna za interakcijo med magnetnimi dipoli,
je izključno posledica elektrostatke interakcije in Paulijega izključitvenega načela.
Hamiltonian (1.2) direktne magnetne interakcije med dipolnimi momenti elektronov
sploh ne vsebuje, kar moramo še upravičiti.
Energija dipolne interakcije med dvema dipolnima momentoma p1,2 na razdalji r je
enaka:
Edipol =
µ0
4πr3
(
p1 · p2 − 3
r2
(p1 · r)(p2 · r)
)
, (1.15)
kjer je µ0 permeabilnost vakuuma. Velikost vektorja dipolnega momenta elektrona
nam podajata Bohrov magneton µB in Landejev g-faktor:
pel = gµB ≈ e0ℏ
me
. (1.16)
Na medatomski razdalji v kristalih a, ki tipično znaša nekaj desetink nanometra,
lahko ocenimo energijo magnetne dipolne interakcije:
Edipol ≈ µ0e
2
0ℏ2
m2ea
3
≈ 10−5eV. (1.17)
Tako šibka interakcije ne mora razložiti magnetizma v vsakdanjih snoveh. Termična
energija bo že pri nekaj Kelvinih tega reda velikosti, zato termične flukutacije uničijo
red, ki ga vsiljuje dipolna magnetna interakcija. Kljub temu vemo, da je Curijeva
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temperatura železa višja od tisoč Kelvinov. Vidimo, da izmenjalna interakcija igra
glavno vlogo v preprostem modelu magnetizma snovi.
Premislimo, kako lahko izpeljan hamiltonian (1.14) uporabimo za konstrukcijo mo-
dela magnetizma v kristalu. Vzemimo enodimenzionalno kristalno rešetko iz N ena-
kih atomov, ki imajo v zunanji orbitali po en prost elektron. V kolikor so atomi
dovolj razmaknjeni, je smiselno predpostaviti, da bodo zunanji elektroni lokalizi-
rani na mestu atoma. Za najnižje ležeča stanja sosedskega para atomov tedaj velja
podobna efektivna sklopitev, kot smo jo izpeljali za dva atoma vodika [39]:
Hsoseda = −Jσ1 · σ2, (1.18)
kjer je reskaliran J prekrivalni integral in σ1,2 spinski operator elektrona na prvem
oziroma drugem atomu. Takšna interakcija z razdaljo hitro pada, saj so med oddalje-
nimi atomi vmesni atomi, ki senčijo elektrostatsko interakcijo. Različni modeli lahko
vodijo do pozitivnega ali negativnega prekrivalnega integrala, kar vodi do feroma-
gnetne ali antiferomagnetne snovi. V feromagnetu se želijo sosedski spini poravnati
v isto smer, medtem ko se želijo v antiferomagnetu poravnati v nasprotnih smereh.
Hamiltonian celotne verige N atomov je preprosto vsota sosedskih izmenjalnih in-
terakcij:
H = −J
N−1∑
j=0
σxj σ
x
j+1 + σ
y
jσ
y
j+1 + σ
z
jσ
z
j+1 = −J
N−1∑
j=0
σj · σj+1. (1.19)
Zaenkrat smo omenjali le najnižje ležeča stanja modela. Če je energija izmenjalne
interakcije mnogo manjša, kot je energija, potrebna za prehod elektrona v vzbujeno
orbitalo, ter nas zanima le obnašanje pri temperaturah, kjer je termična energija
primerljiva z interakcijsko energijo, bodo omenjena nizko ležeča stanja zvesto opi-
sala dinamiko našega kristala.
Hamiltonian (1.19) nam torej podaja kvantni Heisenbergov model na enodimenzi-
onalni mreži. Model sta prva predlagala Heisenberg [4] in Dirac [3] že v dvajsetih
letih 20. stoletja in velja za enega od paradigmatičnih modelov magnetizma v snovi.
1.2 Klasičen Heisenbergov model
Kot smo videli, je za kvanten izvor magnetizma ključna izmenjalna interakcija, ki
je posledica nerazločljivosti delcev in nima analogije v klasični fiziki. Kljub temu
zlahka zapišemo analog kvantnega Heisenbergovega modela (1.19) v klasični fiziki:
H = −J
N−1∑
j=0
Sj · Sj+1, (1.20)
kjer je Sj enotski vektor vrtilne količine na mestu j ter predstavlja naraven analog
elektronskega spina, konstanta J zopet označuje izmenjalni integral. Takšen hamil-
tonian predstavlja popolnoma smiseln klasičen model, a se za razliko od kvantnega
modela izkaže za kaotičnega. K tej temi se bomo še vrnili, zaenkrat omenimo le,
da se dva začetna pogoja v faznem prostoru takšnega modela eksponentno hitro
oddaljujeta. Volumen snopa trajektorij hamiltonskega sistema se v faznem prostoru
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ohranja, zato mora hitro priti do tesnega prepletanja orbit v faznem prostoru, kar
nakazuje na brezupnost točne analitične rešitve enačb gibanja. Da bi premostili to
oviro, si oglejmo model s kvalitativno podobno fiziko, ki pa bo imel nekatere tehnične
prednosti.
1.3 Landau-Lifshitzov model na mreži
Leta 1935 sta Landau in Lifshitz [5] na podlagi študija porazdelitev magnetnih
momentov v feromagnetnem kristalu predlagala sledeč klasičen model magnetne
interakcije v takšnem kristalu:
H = −J
∑
⟨i,j⟩
ln(1 + Si · Sj), (1.21)
kjer ⟨i, j⟩ označuje urejeno vsoto po sosednjih magnetnih momentih na mreži. Na
enodimenzioalni mreži se hamiltonian N delcev tedaj zapiše kot:
H = −J
N−1∑
j=0
ln(1 + Sj · Sj+1), (1.22)
kar nam podaja Landau-Lifshitzov model na enodimenzionalni mreži. Ob primer-
javi enačb (1.20) in (1.22) opazimo, da bo osnovna fizika obeh modelov kvalitativno
enaka, saj oba težita k poravnavi sosednjih magnetnih momentov v paralelni ali
antiparalelni smeri. Glavna razlika med modeloma je v funkcijski odvisnosti ener-
gije od skalarnega produkta sosednjih magnetnih momentov. Če Landau-Lifshitzov
hamiltonian (1.22) razvijemo v vrsto po potencah skalarnega produkta:
H = −J
∞∑
k=1
(−1)k+1
(N−1∑
j=0
(Sj · Sj+1)k
k
)
, (1.23)
opazimo, da je prvi člen v razvoju natanko klasičen Heisenbergov model (1.20), kar
zopet nakazuje na tesno povezavo med modeloma.
1.3.1 Landau-Lifshitzova enačba in umeritvena simetrija
Podobnost modelov je še lepše vidna v limiti zvezne porazdelitve magnetnih mo-
mentov.
Označimo S(x, t) = Sj(t), kjer je j-ti magnetni moment na mestu x = aj in a
označuje medatomsko razdaljo. Ko gre medatomska razdalja proti majhni vredno-
sti, postaja porazdelitev magnetnih momentov zvezna in je zgornja aproksimacija
smiselna.
Kot bomo pokazali v naslednjem poglavju, hamiltonian klasičenega Heisenbergovega
modela (1.20) generira enačbe gibanja:
d
dt
Sj = −JSj ×
(
Sj−1 + Sj+1
)
. (1.24)
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Z uporabo zveznega približka se zgornja enačba prepiše v:
∂tS(x, t) = −JS×
(
S− a∂xS+ a
2
2
∂xxS+ S+ a∂xS+
a2
2
∂xxS+O(a3)
)
(x, t) =
(1.25)
= −J a
2
2
S(x, t)× ∂xxS(x, t),
kjer smo pri razvoju diskretne diference upoštevali le prvi neničeln člen v razvoju
po a. Po reskaliranju časa dobimo Landau-Lifshitzovo enačbo:
∂tS = S× ∂2xxS. (1.26)
Ob njeni izpeljavi smo razvijali le do najnižjega neničelnega reda v a, zato hitro
vidimo, da tudi Landau-Lifshitzov model (1.22) vodi do enako zvezne limite, saj je
v prvem redu razvoja natanko enak klasičnem Heisenbergovem modelu.
Ko opazujemo enačbo (1.26)
(
ali enega od hamiltonianov (1.20, 1.22)
)
vidimo, da
imamo tri enačbe za tri komponente magnetnega momenta S. Ker je magnetni
moment enotski vektor ter časovni razvoj ohranja njegovo normo, imamo le dve
neodvisni prostostni stopnji. To je intuitivno razumljivo, saj lahko pri vsakem x
orientacijo vektorja S podamo na primer z azimutalnim in polarnim kotom. Vidimo,
da ima enačba umeritveno simetrijo, ki jo lahko izkoristimo, da se znebimo ene od
treh spremenljivk.
V ta namen si zvezno porazdelitev magnetnih momentov S(x, t) predstavljamo kot
tridimenzionalno krivuljo v prostoru, kjer x igra vlogo naravnega parametra krivulje.
Krivulji priredimo Frenet-Serretovo ogrodje, kot je prikazano na sliki 1.1.
Slika 1.1: Frenet-Serretovo ogrodje, ki potuje vzdolž krivulje v treh dimenzijah. Vek-
tor T je tangentni vektor krivulje S(x, t). Povzeto po [40].
Tangentni vektor T definiramo kot tangento na krivuljo S(x, t) pri fiksnem času t1,
1Parameter, ki se spreminja vzdolž krivulje, je x. Spreminjanje parametra t se odraža v zvijanju
celotne krivulje.
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vektorja normale N in binormale B pa kot :
T =
∂xS(x, t)
|∂xS(x, t)| ,
N =
∂xT(x, t)
|∂xT(x, t)| , (1.27)
B = T×N.
Dinamiko gibanja takšnega ogrodja nam podajajo Frenet-Serretove formule:
∂
∂x
⎡⎢⎢⎢⎣
T
N
B
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
0 κ 0
−κ 0 τ
0 −τ 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
T
N
B
⎤⎥⎥⎥⎦ , (1.28)
kjer je κ ukrivljenost krivulje, τ pa njena torzija.
Definicije (1.27) vstavimo v Landau-Lifshitzovo enačbo (1.26) ter z uporabo sistema
(1.28) po krajšem računu dobimo par enačb za časovni razvoj ukrivljenosti in torzije:
∂tκ = −2τ∂xκ− κ∂xτ,
∂tτ = ∂x
(∂2xxκ
κ
− τ 2
)
+ κ∂xκ. (1.29)
Zgornji par enačb predstavlja obljubljeno zmanjšanje števila neodvisnih spremen-
ljivk, a sta enačbi močno nelinearni in nimata jasne fizikalne interpretacije. V ta
namen vpeljemo kompleksno spremenljivko ψ kot:
ψ(x, t) = κ(x, t)ei
∫ x
−∞ τ(s,t)ds. (1.30)
Zdaj nam krajši račun pokaže, da se par enačb (1.29) poenostavi v:
i∂tψ = −∂2xxψ −
1
2
|ψ|2ψ, (1.31)
kar je natanko nelinearna Schrödingerjeva enačba, ki se pogosto pojavi na področju
nelinearne optike [36], [37]. S tem smo pokazali, da sta Landau-Lifshitzova (1.22) in
nelinearna Schrödingerjeva enačba (1.31) povezani prek umeritvene transformacije.
Rešitev ene izmed njiju poda po ustrezni transformaciji rešitev druge.
V delu se bomo ukvarjali z Landau-Lifshitzovim modelom na mreži (1.22), ne s kon-
tinuumsko Landau-Lifshitzovo enačbo, a je tudi krajevno diskreten model umeri-
tveno invarianten diskretizirani nelinearni Schrödingerjevi enačbi. Večina rezultatov
po primerni zvezni limiti velja za Landau-Lifshitzovo enačbo in posledično neline-
arno Schrödingerjevo enačbo.
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Poglavje 2
Integrabilnost v klasični mehaniki
V tem poglavju ponovimo nekaj osnov klasične mehanike ter vpeljemo koncept
klasičnega integrabilnega sistema, ki vodi do zapisa problema s kotno-akcijskimi
spremenljivkami. Obsežna refenca za obravnavane teme je knjiga [41]. Na primeru
Landau-Lifshitzovega modela na mreži predstavimo metodo konstrukcije rodovne
funkcije ohranjenih količin modela, potrebnih za integrabilnost modela. Naravna
posplošitev metode nas pripelje do R-matrik, ki zadoščajo Yang-Baxterjevi enačbi,
značilni za integrabilne sisteme.
2.1 Hamiltonova mehanika
V fiziki nas pogosto zanima časovni razvoj danega sistema. Za mnoge sisteme je
mogoče enačbe gibanja zapisati v sklopu Hamiltonove mehanike.
Naj q = (q1, q2, . . . , qn) in p = (p1, p2, . . . , pn) označujeta n-terici generaliziranih
koordinat in momentov sistema. Skupaj q in p tvorita kanonične koordinate na 2n-
dimenzionalnem faznem prostoru sistema z n prostostnimi stopnjami. Generalizirane
koordinate in momenti zadoščajo sledečim fundamentalnim relacijam:
{qi, qj} = 0, {pi, pj} = 0, {qi, pj} = δij, (2.1)
kjer {, } označuje Poissonov oklepaj. Ta je za par funkcij f in g definiran kot:
{f, g} = ∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
. (2.2)
Zapis implicira seštevanje po ponovljenih indeksih.
Definicija 2.1.1 Koordinate (Q,P) so kanonične natanko tedaj, ko zadoščajo rela-
cijam (2.1).
Definicija 2.1.2 Dve količini sta v involuciji natanko tedaj, ko je njun Poissonov
oklepaj enak nič.
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Enačbe gibanja se zapišejo kot:
dp
dt
= −∂H
∂q
,
dq
dt
=
∂H
∂p
, (2.3)
kjer je H = H(q,p) hamiltonian našega sistema.
Definicija 2.1.3 Transformacija kanoničnih koordinat (q,p) → (Q,P) je kano-
nična natanko tedaj, ko ohranja obliko enačb gibanja (2.3).
Enačbe gibanja (2.3) imajo skoraj popolno simetrijo med q in p. Edino, kar zmoti
njuno simetrijo, je negativni predznak v prvi enačbi. Kljub temu lahko s pomočjo
Poissonovega oklepaja (2.2) dobimo še bolj simetrično formulacijo časovnega razvoja
za poljubno gladko funkcijo f(q,p) na faznem prostoru. Imamo:
df
dt
(q,p) =
∂f
∂qi
∂qi
∂t
+
∂f
∂pi
∂pi
∂t
=
∂f
∂qi
∂H
∂pi
− ∂f
∂pi
∂H
∂qi
= {f,H}, (2.4)
kjer smo v drugem koraku uporabili enačbe gibanja (2.3).
Iz enačbe (2.4) je razvidno, da so ohranjene količine sistema natanko tiste, ki so
v involuciji s hamiltonianom. Enačbo časovnega razvoja lahko razumemo tudi bolj
abstraktno: hamiltonian na faznem prostoru inducira tok, vzdolž katerega se f pre-
naša.
2.2 Liouvillova integrabilnost
Zdaj smo pripravljeni, da definiramo pojem Liouvillove integrabilnosti v klasišni
mehaniki.
Definicija 2.2.1 Hamiltonski sistem z 2N-dimenzionalnim faznim prostorom je Li-
ovillovo integrabilen, če obstaja N funkcionalno neodvisnih ohranjenih integralov
gibanja, ki so paroma v involuciji.
Zgornja definicija potrebuje nekaj razlage. Označimo N -terico integralov gibanja na-
šega sistema z I =
(
I1, I2, . . . IN
)
. Eden izmed teh integralov gibanja je hamiltonian,
saj je Poissonov oklepaj poljubne količine same s seboj enak 0. Torej potrebujemo
še N − 1 ohranjenih količin, ki so med seboj v involuciji:
{Ii, H} = 0, {Ii, Ij} = 0, i, j ∈ {1, 2, . . . , N}. (2.5)
Pogoj o funkcionalni neodvisnosti nam pove, da morajo biti gradienti integralov gi-
banja linearno neodvisni, kar je ekvivalentno zahtevi, da ima matrika prvih odvodov
integralov gibanja poln rang v skoraj vseh točkah faznega prostora:
rank
(
∂I
∂q
,
∂I
∂p
)
= N. (2.6)
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Takšen pogoj je potreben, sicer bi že potence poljubne ohranjene količine dale ne-
trivialno neskončno družino ohranjenih količin.
Obstoj ohranjenih količin je pomembna lastnost sistema, a iz same definicije inte-
grabilnosti ni jasno, kako integrali gibanja pomagajo pri nadaljnjem reševanju pro-
blema. Razlog, zakaj je integrabilnost modela ključnega pomena za njegovo točno
rešitev, je utelešen v Liouville-Arnoldovem izreku. Navedemo ga brez dokaza, ki ga
je mogoče najti v [41].
Izrek 2.2.1 (Liouville-Arnold) Naj bodo I =
(
I1, I2, . . . IN
)
integrali gibanja in-
tegrabilnega sistema z N prostostnimi stopnjami. ZMc označimo množico točk (q,p)
v faznem prostoru, kjer imajo funkcije Ii predpisane vrednosti ci:
Mc = {(q,p); Ii(q,p) = ci, i = 1, . . . , N}
Tedaj velja:
1. Množica Mc je gladka mnogoterost, invariantna pod tokom, ki ga generira ha-
miltonian H = I1.
2. Če je mnogoterostMc kompaktna in povezana, je difeomorfna 1 N-dimenzional-
nem torusu:
T n =
{
(ϕ1, . . . , ϕN) mod 2π
}
.
3. Tok hamiltoniana H določa kvaziperiodično gibanje na Mc, ki se v kotnih ko-
ordinatah φ = (φ1, . . . , φN) zapiše kot:
dφ
dt
= ω, ω = ω(c).
Tudi Liouville-Arnoldov izrek potrebuje nekaj razlage. Ne da bi se spuščali v na-
tančne matematične definicije, lahko podamo fizikalno interpretacijo izreka.
Prva točka izreka nam pove, da fazni prostor modela razpade na gladke disjunktne
množice. Pri danih začetnih pogojih je gibanje ujeto v eno izmed teh množic.
Druga točka pove, da lahko del faznega prostora, ki razpade na kompaktne in pove-
zane množice, bijektivno preslikamo na N -torus.
Zadnja točka pove, da je gibanje na takšnem N -torusu trivialno. Natančneje – ob-
staja kanonična transformacija iz kanoničnih spremenljivik (q,p) v kanonične kotno-
akcijske spremenljivke (φ, I), v katerih je hamiltonian odvisen le od akcij: H = H(I).
Enačbe gibanja (2.3) se v takšnih koordinatah poenostavijo, akcije so konstantne,
koti se spreminjajo linearno s časom:
I(t) = I(0),
φ(t) = φ(0) +ωt, ω =
∂H
∂I
. (2.7)
Na sliki 2.1 so prikazane vse tri točke izreka. Nekoliko poenostavljeno lahko
rečemo, da fazni prostor integrabilnega modela razpade na disjunktne toruse, na
katerih je gibanje preprosto.
1Difeomorfizem je gladka bijekcija z gladkim inverzom med dvema mnogoterostima.
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Slika 2.1: Del faznega prostora integrabilnega sistema. Fazni prostor razpade na
disjunktne toruse, katerih radiji so odvisni od začetnih pogojev. Na zunanjem torusu
so prikazane trajektorije v kotnih koordinatah. Linearni razvoj kotov se odraža v
preprosti strukturi trajektorij. Povzeto po [41].
Liouville-Arnoldov izrek nakazuje, zakaj je integrabilnost ključna za točno rešitev
modelov. Zagotavlja obstoj kanoničnih kotno-akcijskih koordinat, v katerih je ča-
sovni razvoj trivialen. Torej lahko začetne pogoje integrabilnega modela transfor-
miramo v kotno-akcijske koordinate, jih razvijemo do poljubnega časa t ter rešitev
nato transformiramo nazaj v začetne koordinate. Opisana metoda se imenuje me-
toda inverznega sipanja in omogoča rešitev mnogih klasičnih problemov. Shematsko
je prikazana na sliki 2.2.
začetni pogoji začetne kotno-akcijske spremenljivke
končna rešitev razvite kotno-akcijske spremenljivke
direktno
sipanje
linearen časovni razvoj
inverzno
sipanje
nelinearen časovni razvoj
Slika 2.2: Shematski prikaz metode inverznega sipanja, ki jo motivira Liouville-
Arndolov izrek. Direktno in inverzno sipanje omogočata transformacijo med začet-
nimi in kotno-akcijskimi koordinatami.
Za Landau-Lifshitzov model v eni dimenziji (1.22) je takšen postopek znan [19], a
je tehnično zelo zahteven. Glavni problem tiči v tem, da sta transformaciji v kotno-
akcijske spremenljivke in njej inverzna transformacija v začetne spremenljivke po-
dani implicitno ter zahtevata rešitev pridruženega sipalnega problema za potencial,
ki je odvisen od začetnih pogojev. V kolikor nas zanimajo lastnosti rešitve v termič-
nem stanju, moramo vedeti, kako se verjetnostna gostota začetnih pogojev odraža
v sipalnem problemu, česar zaenkrat ne vemo.
V delu bomo zato postopali drugače, a najprej pokažimo še integrabilnost Landau-
Lifshitzovega modela.
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2.3 Integrabilnost Landau-Lifshitzovega modela
V sledečem bomo pokazali integrabilnost Landau-Lifshitzovega modela na mreži.
Zaradi kompletnosti zapišimo model še enkrat:
H =
N∑
j=1
ln (1 + Sj · Sj+1), SN+1 = S1, (2.8)
kjer smo zahtevali še periodične robne pogoje. Velikost sklopitvene konstante lahko
ob pravilnem reskaliranju energije postavimo na ena. Naravna izbira koordinat za
reševanje problema so vektorji vrtilne količine Sj s Poissonsko strukturo:
{Saj , Sbk} = δjkεabcScj , (2.9)
kjer je εabc Levi-Civitajev simbol. Model je analog kvantne spinske verige, zato bomo
govorili o klasičnih spinih. Enačbo (2.9) lahko preverimo z direktnim računom, pri
čemer se spomnimo definicije vrtilne količine in Poissonove strukture pozicije in
impulza, ali pa jo razumemo kot analog komutacijskih relacij spinskih operatorjev
v kvantni mehaniki.
Enačbe gibanja, ki jih generira hamiltonian (2.8), se ob uporabi enačbe (2.4) zapišejo
kot:
d
dt
Sk =
N∑
j=1
{Sk, log (1 + Sj · Sj+1)} =
N∑
j=1
1
(1 + Sj · Sj+1){Sk,Sj · Sj+1} =
= −Sk ×
( Sk+1
1 + Sk+1 · Sk +
Sk−1
1 + Sk · Sk−1
)
. (2.10)
Na prvem koraku računa smo upoštevali, da je Poissonov oklepaj derivacija2. V za-
dnjem koraku smo uporabili Poissonsko strukturo (2.9).
2.3.1 Pogoj ničelne ukrivljenosti
Zaradi krajšega zapisa označimo:
Sj = Sj · σ, (2.11)
kjer je σ = (σx, σy, σz) vektor Paulijevih matrik. Njihove definicije in nekaj uporab-
nih formul se nahaja v dodatku B.
Integrabilnost modela sloni na sledečem opažanju. Naj bo F : C2×Z×R×C→ C2
funkcija, definirana z:
Fn+1 = Ln(λ)Fn,
dFn
dt
= Vn(λ)Fn, (2.12)
kjer je λ kompleksen spektralni parameter.
Uporabljena notacija potrebuje nekaj razlage. Pri izbrani začetni vrednosti funkcije v
2Derivacije D je operator, ki zadošča Leibnizovem pravilu: D(fg) = D(f)g + fD(g).
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izhodišči F (n = 0, t = 0) je funkcija F odvisna še od kraja in časa ter kompleksnega
spektralnega parametra. Da se izognemo neberljivim formulam, označimo:
F
(
F (0, 0), n, t, λ
)
= Fn. (2.13)
Funkcijo F si najlažje predstavljamo kot kompleksno vektorsko polje nad diskretno
prostorsko in zvezno časovno mrežo Z × R, ki vsaki točki priredi kompleksen dvo-
dimenzionalni vektor. Pri vsaki vrednosti spektralnega parametra λ dobimo svoje
polje. V izhodišču izberemo začetno vrednost polja, ki jo nato z uporabo para enačb
(2.12) premikamo po mreži Z× R.
Laxov operator L in pridružen operator V sta definirana kot:
L(λ,Sn(t)) = Ln(λ, t) = Ln(λ) = I+
λ
2i
Sn(t) · σ = I+ λ
2i
Sn, (2.14)
V (λ,Sn(t)) = Vn(λ, t) = Vn(λ) = (2.15)
=
iλ
1 + Sn · Sn−1
(
(I+ Sn)(I+ Sn−1)
2i+ λ
+
(I− Sn)(I− Sn−1)
2i− λ
)
,
kjer smo zopet vpeljali kompaktnejšo notacijo, ki zakrije odvisnost operatorjev od
časa. V kolikor časovna odvisnost ne bo jasna iz konteksta, jo bomo pisali eksplicitno.
Da bosta enačbi (2.12) dobro definirali funkcijo F , mora biti vrstni red skakanja po
mreži in premikanja po časovni koordinati nepomemben:
d
dt
((
Fn
)
n→n+1
)
=
( d
dt
(
Fn
))
n→n+1
, (2.16)
kjer smo v spodnjih indeksih nakazali skok na mreži za eno mesto v desno. Ta pogoj
se ob uporabi definicije (2.12) na ravni operatorjev zapiše kot:
d
dt
Ln(λ) = Vn+1(λ)Ln(λ)− Ln(λ)Vn(λ). (2.17)
Takšnemu pogoju rečemo pogoj ničelne ukrivljenosti.
V zgornji pogoj vstavimo definicije operatorjev Ln ter Vn in po nekaj računanja
dobimo:
d
dt
Sn = −2Sn ×
( Sn+1
1 + Sn+1 · Sn +
Sn−1
1 + Sn · Sn−1
)
, (2.18)
kar so, do nepomembnega predfaktorja 2, natanko enačbe gibanja Landau-Lifshitzovega
modela (2.10)! Opazimo, da so enačbe gibanja (2.18) ekvivalentne enoličnosti funk-
cije F .
2.3.2 Matrika monodromije
S pomočjo pogoja ničelne ukrivljenosti (2.17) lahko izpeljemo pomembno identiteto.
Naj bo γ sklenjena krivulja 3 v domeni F , vzdolž katere ob upoštevanju enačb (2.12)
premikamo F , kot je prikazano na sliki 2.3.
Pogoj ničelne ukrivljenosti implicira, da je vrednost funckije F na začetku in
koncu poti enaka. Na ravni operatorjev to pomeni:
S−11 T
−1
N (t2)SN+1TN(t1) = I, (2.19)
3Ker je krajevna domena diskretna, je v tej smeri “krivulja” sestavljena iz zaporedja točk. Pravo
krivuljo dobimo šele v limiti zveznega prostora.
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Slika 2.3: Krivulja γ, po kateri prenesemo F . Vodorovna smer je krajevna smer
mreže, čas teče v vertikalni smeri. Prikazana je zvezna krivulja, ki jo dobimo v limiti
zvezne krajevne mreže. V primeru diskretne krajevne mreže je γ v vodoravni smeri
sestavljena iz zaporedja točk. Povzeto po [19].
kjer smo definirali:
TN(λ, t) =
←−
N∏
n=1
Ln(λ, t) = LN(λ, t) . . . L1(λ, t), (2.20)
Sn(λ, n) = τ exp
(∫ t2
t1
Vn(λ, t)dt
)
. (2.21)
Enačba (2.20) definira matriko monodromije ob času t, medtem ko enačba (2.21)
definira časovno urejen eksponent, ki nas premakne v vertikalni smeri od časa t1 do
časa t2. Zaradi periodičnih robnih pogojev sta S1 in SN+1 enaka. Preprosta mani-
pulacija enačbe (2.19) nam poda ključno enačbo za sled monodromije:
tN(λ, t1) = tN(λ, t2), tN(λ, t) = TrTN(λ, t), (2.22)
kjer Tr označuje sled matrike. Z drugimi besedami je sled monodromije ohranjena
ob časovnem razvoju po enačbah gibanja (2.18). Drugače lahko to fundamentalno
zvezo zapišemo kot opažanje, da je sled monodromije v involuciji s hamiltonianom
(2.8):
{tN(λ), H} = 0. (2.23)
Sled monodromije igra vlogo rodovne funkcije ohranjenih količin, saj je polinom sto-
pnje N v spektralnem paramteru λ. Koeficient pred λ0 je konstanta, koeficient pred
λ1 je nič, kar sledi iz brezslednosti Paulijevih matrik. Preostalih N − 1 keoficientov
nam da N − 1 neodvisnih ohranjenih količin. Za integrabilnost modela potrebujemo
še eno ohranjeno količino. Ta sledi iz opažanja, da je hamiltonian (2.8) invarian-
ten na globalne tridimenzionalne rotacije, kar pomeni, da bo celotna magnetizacija
modela ohranjena: { N∑
j=1
Sj, H
}
= 0. (2.24)
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Na prvi pogled nam to da tri ohranjene komponente klasičnega spina, a je le ena
izmed njih v involuciji z ostalimi ohranjenimi količinami, kar se najlažje vidi iz Pois-
sonske strukture (2.9).
S tem smo dobili natanko N neodvisnih ohranjenih količin, ki jih potrebujemo za
dokaz integrabilnosti modela. Za popoln dokaz integrabilnost moramo pokazati še,
da so takšne ohranjene količine paroma v involuciji. To je mogoče storiti z direktnim
računom, ki ga na tem mestu ne bomo izvedli, saj bomo njihovo involucijo dobili
brez dodatnega dela, ko posplošimo zgoraj uporabljeno metodo.
2.3.3 Ohranjene količine
Pred tem se posvetimo drugemu problemu z ohranjenimi količinami, ki jih dobimo
direktno iz sledi monodromije. Takšne ohranjene količine so v splošnem kompleksne
in nelokalne, zato ne bodo fizikalno smiselne. V takšni družini ohranjenih količin
prav tako ne bomo našli hamiltoniana. Z željo po lokalnih4 in realnih ohranjenih
količinah postopamo na sledeč način.
Iz definicije Laxovega operatorja (2.14) in lastnosti Paulijevih matrik sledita zvezi:
Ln(λ) = I− λ
2i
Sn ·
(
σx,−σy, σz) = σy(I+ λ
2i
Sn · σ
)
σy = σyLn(λ)σ
y, (2.25)
LTn (λ) = I+
λ
2i
Sn ·
(
σx,−σy, σz) = σy(I− λ
2i
Sn · σ
)
σy = σyLn(−λ)σy. (2.26)
Iz prve enačbe (2.25) sledi, da je tudi |tN(λ)|2 v involuciji s hamiltonianom:
{|tN(λ)|2, H} = {tN(λ)tN(λ), H} = {tN(λ)tN(λ), H} = (2.27)
= tN(λ){tN(λ), H}+ tN(λ){tN(λ), H} = 0, (2.28)
kjer smo zopet upoštevali, da je Poissonov oklepaj derivacija. V zadnjem koraku
smo upoštevali, da je sled monodromije v involuciji s hamiltonianom pri poljubni
vrednosti spektralnega parametra λ. Količina |tN(λ)|2 je manifestno realna, zato bo
generirala realne ohranjene količine, ki pa bodo nelokalne.
Da dobimo lokalne ohranjene količine uporabimo trik in pogledamo logaritemske
odvode absolutne vrednosti kvadrata sledi monodromije. Kot bomo pokazali, takšen
objekt generira lokalne realne ohranjene količine. Druga enačba (2.26) nam olajša
eksplicitno izražavo ohranjenih količin. Da bomo videli kako, si najprej oglejmo
zanimivo lastnost Laxovega operatorja Ln. Pri vrednostih spektralnega parametra
λ = ±2i je njegova determinanta enaka nič:
det
(
Ln(±2i)
)
= 0. (2.29)
Tedaj je Laxov operator v tej točki, do normalizacije natačno, projektor:
L2n(±2i) = 2Ln(±2i), (2.30)
kar pomeni, da ga lahko zapišemo kot produkt 2× 1 stolpca αn in 1× 2 vrstice βTn :
Ln(±2i) = αnβTn . (2.31)
4Količina je lokalna, če jo lahko zapišemo kot vsoto členov s končno podporo.
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Uporaba obeh enačb (2.25), (2.26) nam tedaj pove:
Ln(±2i) = σyLn(∓2i)σy = LTn (±2i) = βTnαn. (2.32)
Opremljeni s tem dejstvom zlahka izračunamo:
ln
(|tN(λ)|2)⏐⏐λ=2i = ln ( N∏
j=1
βTj+1αjα
T
j+1βj
)
=
N∑
j=1
ln
(
βTj+1αjα
T
j+1βj
)
, (2.33)
kjer smo zaradi periodičnih robnih pogojev implicitno uporabili α1 = αN+1, β1 =
βN+1. Zdaj opazimo:
Tr
(
Lj+1(λ)Lj(λ)
)⏐⏐
λ=2i
= Tr(αj+1β
T
j+1αjβ
T
j ) = β
T
j+1αjα
T
j+1βj, (2.34)
v čemer prepoznamo natanko zgornji izraz. Prednost zgornjega izraza tiči v preprosti
izražavi leve strani. Po definicije Laxovega operatorja (2.14) imamo:
Tr
(
Lj+1(2i)Lj(2i)
)
= Tr
(
(I+ Sj+1 · σ)(I+ Sj · σ)
)
=
= Tr
(
I(1 + Sj+1 · Sj) + (Sj+1 + Sj + iSj+1 × Sj) · σ
)
=
= 2(1 + Sj+1 · Sj), (2.35)
kjer smo upoštevali pravilo za množenje vektorja Paulijevih matrik ter njihovo brez-
slednost. Skupaj imamo:
I0 = ln
(|tN(λ)|2)⏐⏐λ=2i = N∑
j=1
lnTr
(
Lj+1(λ)Lj(λ)
)⏐⏐
λ=2i
=
N∑
j=1
ln(1 + Sj+1 · Sj) + ln 2,
(2.36)
kar je, do nepomembne konstante natančno, natanko hamiltonian Landau-Lifshitzovega
modela (2.8)! Logaritem absolutne vrednosti sledi mnonodromije je res rodovna
funckija realnih lokalnih ohranjenih količin. Višje ohranjene količine Ik dobimo z
odvajanjem:
Ik =
dk
dλk
ln |tN(λ)|2
⏐⏐⏐
λ=2i
, k = 0, 1, . . . , N − 2. (2.37)
Da so tako dobljene količine realne, je jasno iz realnosti rodovne funkcije. Njihova
lokalnost je najlepše vidna, če izračunamo prvo ohranjeno količino:
I1 =
d
dλ
ln |tN(λ)|2
⏐⏐⏐
λ=2i
=
d
dλ
(tN(λ)tN(λ))
|tN(λ)|2
⏐⏐⏐
λ=2i
=
=
N∑
j=1
Tr
(∏N
k=j+1 Lk(λ)L
′
j(λ)
∏j−1
k=1 Lk(λ)
)
Tr
(∏N
k=1 Lk(λ)
) ⏐⏐⏐
λ=2i
+ c.c. =
=
N∑
j=1
βTj+1L
′
j(2i)αj−1
βTj+1αjβ
T
j αj−1
+ c.c. =
N∑
j=1
Tr(Lj+1(λ)L
′
j(λ)Lj−1(λ)L
′
j(λ)
Tr(Lj+1(λ)Lj(λ)Lj−1(λ)Lj(λ)
⏐⏐⏐
λ=2i
=
=
N∑
j=1
1− Sj+1 · Sj−1 + 2(Sj+1 · Sj)(Sj · Sj−1)
4(1 + Sj+1 · Sj)(1 + Sj · Sj−1) , (2.38)
kjer smo s c.c. označili kompleksno konjugiran člen.
Ključen trenutek za lokalnost ohranjenih količine je nastopil, ko smo sled mono-
dromije zapisali v razcepljeni obliki. Sosednje vrstice βT in stolpci α se zmnožijo v
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skalarje. Te se pokrajšajo v števcu in imenovalcu, ostanejo le členi okrog odvaja-
nega Laxovega operatorja, ki ni več projektor, kar zagotovi lokalnost. Tudi pri višjih
ohranjenih količinah se zgodi podobno, vsi neodvajani Laxovi operatorji se krajšajo
s členom v imenovalcu. Vidimo tudi, da bodo višje ohranjene količine sestavljene
kot vsota členov, podprtih na vedno daljšem intervalu na mreži, saj ob vsakem od-
vajanju dobimo člene, kjer sta odvajana sosednja Laxova operatorja.
Logaritemski odvod sledi monodromije (2.37) potemtakem generira družino N − 1
lokalnih realnih ohranjenih količin, katerih prvi član je natanko hamiltonian Landau-
Lifshitzovega modela. Zadnjo ohranjeno količino nam da z-komponenta skupne ma-
gnetizacije sistema, ki se ohranja zaradi rotacijske simetrije.
2.3.4 R-matrika
Zgoraj smo pokazali, kako sled monodromije generira ohranjene količine modela.
Za dokončen dokaz integrabilnosti moramo pokazati še, da so te količine paroma v
involuciji. V ta namen bomo uporabljeno metodo nekoliko posplošili in uvedli pojem
R-matrike.
Zaenkrat smo v (2.3.1) na raven Laxovega in pridruženega operatorja dvignili le
enačbe gibanja Landau-Lifshitzovega modela, medtem ko smo Poissonovo strukturo
(2.9) še vedno uporabljali na ravni klasičnih spinov. Naravna generalizacija metode
je, da tudi Poissonovo strukturo dvignemo na raven Laxovih operatorjev. V ta namen
si najprej oglejmo Poissonov oklepaj med Sn = Sn ·σ na dveh različnih mestih. Ker
je Sn zdaj 2×2 matrika, moramo Poissonov oklepaj razumeti kot Poissonov oklepaj
na tenzorskem produku matrik:{
Sn, Sm
}
ik,jl
=
{
(Sn)i,j, (Sm)k,l
}
. (2.39)
Zapisano v koordinatah imamo:
{Sanσa, Sbmσb} = {San, Sbm}σa ⊗ σb = δn,mεabcScnσa ⊗ σb, (2.40)
kjer zopet seštevamo po ponovljenih indeksih. To želimo poenostaviti, zato se spo-
mnimo na zapis permutacijske matrike P , ki na tenzorskem produktu dveh vektorjev
deluje kot P (v1 ⊗ v2) = v2 ⊗ v1, s Pauliijevimi matrikami:
P =
1
2
(
I⊗ I+ σa ⊗ σa). (2.41)
S kratkim računom dobimo sledeč par enačb:
PSn ⊗ I = 1
2
(
Sanσ
a ⊗ I+ I⊗ Sanσa + iεabcScnσa ⊗ σb
)
, (2.42)
P I⊗ Sn = 1
2
(
Sanσ
a ⊗ I+ I⊗ Sanσa − iεabcScnσa ⊗ σb
)
. (2.43)
Enačbi odštejemo in dobimo:
iεabcScn
(
σa ⊗ σb) = P(Sn ⊗ I− I⊗ Sn), (2.44)
iz česar ob primerjavi z (2.40) sledi:
{Sn, Sm} = −i
[
P, Sn ⊗ I
]
δn,m. (2.45)
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Ko imamo ta rezultat, smo pripravljeni, da dvignemo Poissonovo strukturo na raven
Laxovih operatorjev:{
Ln(λ), Lm(µ)
}
=
{
I+
λ
2i
Sn, I+
µ
2i
Sm
}
=
=
{
1, 1
}
I⊗ I+ µ
2i
I⊗ {1, Sm}+ λ
2i
{
Sn, 1
}⊗ I− λµ
4
{
Sn, Sm
}
=
=
iλµ
4
[
P, Sn ⊗ I
]
δn,m, (2.46)
kjer Poissonov oklepaj matrik zopet razumemo z implicitnim tenzorskim produktom.
Rezultat želimo zapisati z uporabo komutatorja uporabljenih Laxovih operatorjev,
zato poskusimo z nastavkom:[
f(λ, µ)P,Ln(λ)⊗ Ln(µ)
]
= f(λ, µ)
[
P, I⊗ µ
2i
Sn +
λ
2i
Sn ⊗ I
]
=
=
f(λ, µ)
2i
(λ− µ)[P, Sn ⊗ I]. (2.47)
Vidimo, da ob pravilni izbiri funckije f(λ, µ) rezultata (2.46) in (2.47) sovpadata.
Imamo: {
Ln(λ), Lm(µ)
}
=
[
R(λ, µ), Ln(λ)⊗ Lm(µ)
]
δn,m, (2.48)
R(λ, µ) =
1
2
1
λ−1 − µ−1P, (2.49)
kjer smo z (2.49) definirali R-matriko. Enačba (2.48) je Poissonova struktura sis-
tema, dvignjena na raven Laxovih operatorjev. Kot bomo pokazali, je ključna za
integrabilnost Landau-Lifshitzovega modela in lahko nadomesti pogoj ničelne ukri-
vljenosti (2.17). Z njeno uporabo lahko induktivno pokažemo sledečo enakost za
matrike monodromij:{
TN(λ), TN(µ)
}
=
[
R(λ, µ), TN(λ)⊗ TN(µ)
]
. (2.50)
Bazo indukcije za N = 1 nam da že sama enačbe (2.48). Naredimo še indukcijski
korak:
{TN+1(λ), TN+1(µ)} =
= (LN+1(λ)⊗ I){TN(λ), TN+1(µ)}+ {LN+1(λ), TN+1(µ)}(TN(λ)⊗ I) =
= (LN+1(λ)⊗ LN+1(µ)){TN(λ), TN(µ)}+ {LN+1(λ), LN+1(µ)}(TN(λ)⊗ TN(µ)) =
= (LN+1(λ)⊗ LN+1(µ))[R, TN(λ)⊗ TN(µ)]+
[R,LN+1(λ)⊗ LN+1(µ)](TN(λ)⊗ TN(µ)) =
= [R(λ, µ), (LN+1(λ)⊗ LN+1(µ))(TN(λ)⊗ TN(µ))] =
= [R(λ, µ), TN+1(λ)⊗ TN+1(µ))], (2.51)
s čimer je indukcija zaključena. V prvem in drugem koraku smo upoštevali, da je
Poissonov oklepaj derivacija in je enak nič za Laxove operatorje na različnih mestih.
V predzadnjem koraku smo upoštevali, da je tudi komutator derivacija.
Ko smo dokazali enačbo (2.50), izračunamo njeno sled in dobimo:
Tr
({
TN(λ), TN(µ)
})
= Tr
([
R(λ, µ), TN(λ)⊗ TN(µ)
])⇒{
Tr
(
TN(λ)
)
,Tr
(
TN(µ)
)}
= 0⇒{
tN(λ), tN(µ)
}
= 0, (2.52)
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kjer smo upoštevali, da je sled komutatorja enaka nič. Enačba (2.52) je ključ do
paroma komutirajočih ohranjenih količin. Ker sta sledi monodromij funkciji dveh
neodvisnih spektralnih parametrov, je Poissonov oklepaj poljubnega para enak nič.
Vidimo, da smo z uporabo R-matrike dobili še splošnejši rezultat kot z uporabo
pogoja ničelne ukrivljenosti. Ohranjene količine iz sledi monodromije so zopet kom-
pleskne in nelokalne. To zlahka popravimo, enačba (2.25) pove, da so v involuciji
tudi absolutne vrednosti kvadrata monodromije. Ker je Poissonov oklepaj derivacija,
zlahka preverimo, da so v involuciji tudi logaritmi:{
ln
(|tN(λ)|2), ln (|tN(µ)|2)} = 0. (2.53)
V (2.3.3) smo pokazali, da je logaritem kvadrata absolutne vrednosti monodromije
rodovna funkcija realnih lokalnih ohranjenih količin Ik. Iz zgornje enačbe tedaj sledi,
da je poljuben par ohranjenih količin v involuciji:{
Ik, Il
}
= 0. (2.54)
Pokazali smo tudi, da je prva ohranjena količina natanko hamiltonian Landau-
Lifshitzovega modela. V kombinaciji z z-komponento celotne magnetizacije imamo
N ohranjenih količin, ki so paroma v involuciji, kar konča dokaz integrabilnosti mo-
dela.
Enačba (2.54) skriva še dodatno presenečenje. Videli smo, da je H = I0. Iz zgoraj
napisanega je razvidno, da ta ohranjena količina nima posebnega mesta v družini
ohranjenih količin, kar iz pogoja ničelne ukrivljenosti ni bilo razvidno. Vsaka od N
ohranjenih količin Landau-Lifshitzovega modela nam torej definira svoj integrabilen
model, podan s hamiltonianom H = Ik. Po analogiji z višjimi ohranjenimi količinami
takšnim modelom rečemo višji Landau-Lifshitzovi modeli.
2.3.5 Skrita simetrija
Obravnavo integrabilnost v klasični mehaniki končajmo s kratko neformalno disku-
sijo simetrije problema. Motivacija za takšno diskusijo izvira iz izreka Noetherjeve, ki
(poenostavljeno) pove, da vsaka zvezna simetrija modela generira pridruženo ohra-
njeno količino. Kot primer lahko vzamemo hamiltonian Landau-Lifshitzovega mo-
dela (2.8), ki je očitno invariantnen na translacije v času in tridimenzionalne rotacije,
kar razloži ohranjanje energije in celotne magnetizacije sistema. A kot smo videli,
ima model makroskopsko veliko število ohranjenih količin, več kot jih dobimo iz oči-
tnih simetrij modela.
V podobni zadregi se znajdemo ob študiju vodikovega atoma v klasični mehaniki
[42]. Tudi ta je invarianten na translacije v času in tridimenzionalne rotacije, kar
zagotovi ohranitev energije in skupne magnetizacije. Kljub temu obstaja še dodatna
ohranjena količina, Laplace-Runge-Lenzov vektor, ki ga ne generira očitna simetrija.
Njegov obstoj je posledica dodatne simetrije. Po pravilni transformaciji je hamilto-
nian vodikovega atoma manifestno invarianten na rotacije v štiri-dimenzionalnem
prostoru.
Podobno se zgodi tudi v našem modelu. Matrika monodromije (2.20) je invariantna
pod mnogo večjo simetrijsko grupo. Ker teh simetrij ne razberemo že iz hamiltoniana
(2.8), je smiselno govoriti o “skriti” simetriji modela.
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Omenili smo že, da integrabilnost modela, prek spremenljivk tipa-kot akcija, vodi
do njegove točne rešitve. A ker je takšen postopek, še posebej, ko nas zanimajo
povprečene količine, tehnično zelo zahteven, uberemo drugo pot.
Najočitnejši pristop k študiju Landau-Lifshitzovega modela na mreži sloni na enač-
bah gibanja (2.10). Ker se vsak klasičen spin sklaplja le s svojima najbližjima so-
sedoma, bo takšen sistem enačb, zapisan v matrični obliki, tridiagonalen. Te lahko
rešujemo z direktno numerično integracijo; ker je sistem enačb tridiagonalen, lahko
brez večjih problemov dosežemo sisteme z nekaj tisoč magnetimi momenti, kot na-
primer v [43]. Kljub navidezni preprostosti s takšnim pristopom težko dosežemo
asimptotsko dolge časovne skale.
Z željo po učinkovitejši metodi za simulacijo časovnega razvoja k problemu pristo-
pimo drugače.
3.1 Liouvillova enačba
Naj (q,p) predstavljata N -terici generaliziranih koordinat in momentov v faznem
prostoru našega sistema. Časovni razvoj verjetnostne gostote stanj ρ(q,p; t) nam
podaja Liouvillova enačba:
∂ρ
∂t
= −{ρ,H}, (3.1)
kjer je H Landau-Lifshitzov hamiltonian (2.8). Formalno rešitev Liouvillove enačbe
lahko zapišemo z Liouvillovim propagatorjem:
ρ(t) = e−t{_,H}ρ(0), (3.2)
kjer {_, H} označuje operator, ki poljubno funkcijo f slika v:
{_, H}(f) = {f,H}. (3.3)
Enačba (3.2) nam poda formalno rešitev, ki pa je analitično seveda ne znamo izvre-
dnotiti. Kljub temu jo lahko učinkovito izračunamo z uporabo Trotterjeve formule,
ki omogoči razcep problema na lažje podprobleme.
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3.2 Trotterjev razcep
Metoda za izračun časovnega razvoja je osnovana na Trotterjevi formuli [44]:
et(X+Y ) = lim
k→∞
(
e
t
k
Xe
t
k
Y
)k
, (3.4)
kjer sta X in Y kvadratni matriki ali operatorja na neskončno dimenzionalnem
prostoru. Podrobnejša matematična obravnava domene veljavnosti zgornje formule
presega trenutne okvire. Omenimo le, da jo lahko razumemo kot prvi člen v Ba-
ker–Campbell–Hausdorffovi formuli:
et(X+Y ) = etXetY +O(t2), (3.5)
kar implicira Trotterjevo formulo.
Enačba (3.4) nakazuje možnost razcepa časovnega razvoja na lažje rešljive probleme.
V prvem koraku hamiltonian (2.8) razbijemo na izmenične lihe in sode sklopitve:
H = Hlih +Hsod,
Hlih =
N/2−1∑
j=0
h2j−1,2j,
Hsod =
N/2−1∑
j=0
h2j,2j+1,
hj,j+1 = ln
(
1 + Sj · Sj+1
)
. (3.6)
Zavoljo preprostosti smo predpostavili, da je število klasičnih spinov sodo. Prednost
takšnega razcepa je, da so vsi členi v obeh razcepih med seboj v involuciji, saj no-
ben par ne vsebuje spinov na istem mestu. S tem smo dinamiko razcepili na vsoto
dvodelčnih interakcij.
Izberemo časovni korak τ = t
k
in k-krat izmenično apliciramo Liouvillove propa-
gatorje lihih in sodih sklopitev. Trotterjeva formula nam zagotovi, da bo v limiti
kratkega časovnega koraka τ → 0 rezultat konvergiral k polnemu Liouvillovemu
propagatorju:
et{_,H} = lim
τ→0
e−τ{_,Hlih}e−τ{_,Hsod} . . . e−τ{_,Hlih}e−τ{_,Hsod}  
2k členov
. (3.7)
Opisani razcep je shematično prikazan na sliki (3.1). Opisanemu postopku rečemo
trotterizacija modela.
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Slika 3.1: Shematičen prikaz Trotterjevega razcepa modelske dinamike. Čas teče
v navpični smeri, mesta verige naraščajo v vodoravni smeri. Zeleni pravokotniki
predstavljajo dvodelčne Liouvillove propagatorje. Povzeto po [38].
Preostane nam še premisliti, kako učinkovito izvrednotiti Liouvillov propagator sodih
in lihih sklopitev. Tu uporabimo že omenjeno dejstvo, da so posamezni dvodelčni
hamiltoniani, ki nimajo skupnih spinov, v involuciji:{
hi,i+1, hj,j+1
}
= 0, |i− j| ≥ 2. (3.8)
To pomeni, da Liovuillova propagatorja sodih in lihih sklopitev razpadate na produkt
dvodelčnih propagatorjev:
eτ{_,Hlih} =
N/2−1∏
j=0
eτ{_,h2j−1,2j}, (3.9)
eτ{_,Hsod} =
N/2−1∏
j=0
eτ{_,h2j,2j+1}, (3.10)
pri čemer vrstni red dvodelčnih propagatorjev ni pomemben. Zgornji razcep je, za
razliko od (3.7), eksakten za poljubno dolžino časovnega koraka τ .
Na tej točki je potrebno omeniti, da časovni razcep, izračunan po zgoraj opisanem
postopku, ne bo več hamiltonski, razen v limiti: τ → 0. Kljub temu da sta oba od
polkorakov Trotterjevega razcepa hamiltonska, to za skupen razcep ne velja več, saj
smo z razcepom oblike (3.6) efektivno uvedli časovno odvisen hamiltonian. Sistem
ni več invarianten na translacijo v času, energija se ne ohranja.
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3.3 Dvodelčna dinamika
Osnovni gradnik našega časovnega razvoja je dvodelčni Liouvillov propagator. V
kolikor bi ga znali izvrednotiti le z direktno numerično integracijo, bi bil celoten
postopek kvečjemu marginalna izboljšava v primerjavi z direktno numerično inte-
gracijo začetnih enačb gibanja. A kot bomo pokazali, je dvodelčen problem rešljiv
analitično, kar omogoči velik prihranek računskega časa.
Začnimo z nekoliko splošnejšim dvodelčnim problemom. Naj bo h rotacijsko inva-
rianten dvodelčni hamiltonian, ki sklaplja dva enotska klasična spina. Rotacijska
invarianca omeji možne oblike hamiltoniana, ki mora biti funkcija rotacijskih invari-
ant. Ker sta spina enotska, je netrivialna invarianta le njun skalarni produkt. Zaradi
preprostosti obravnavajmo hamiltoniane oblike:
h = h(x), x = 1 + S1 · S2. (3.11)
Zapišemo enačbe gibanja (2.4) v komponentah:
d
dt
Sa1 =
{
Sa1 , h
}
=
{
Sa1 , S
b
1S
b
2
}∂h
∂x
=
{
Sa1 , S
b
1
}
Sb2
∂h
∂x
= −εabcSa1Sb2
∂H
∂x
, (3.12)
podobno še za drug spin. V vektorskem zapisu imamo:
d
dt
S1 = −S1 × S2∂h
∂x
, (3.13)
d
dt
S2 = −S2 × S1∂h
∂x
,
iz česar je razvidno, da se vsota in skalarni produkt spinov ohranjata. To nas napelje
na idejo, da enačbe gibanja nekoliko prepišemo:
d
dt
S1 = −S1 × S1 + S2√
2x
√
2x
∂h
∂x
, (3.14)
d
dt
S2 = −S2 × S1 + S2√
2x
√
2x
∂h
∂x
.
Takšna oblika izgleda bolj zapletena, a ima veliko prednost. Sistem enačb (3.13)
je sistem nelinearnih diferencialnih enačb, saj sta oba klasična spina odvisna od
časa. Sistem enačb (3.14) je sistem linearnih diferencialnih enačb, saj smo videli, da
se skupen spin ohranja. Poleg tega smo skupen spin normirali, kar nekoliko olajša
naslednji korak.
Oblika enačb (3.14) je identična gibalnim enačbam klasičnega spina v zunanjem
magnetnem polju. Dinamika je preprosta, pride do precesije klasičnega spina okrog
skupnega spina s krožno frekvenco:
ω =
√
2x
∂h
∂x
. (3.15)
S pomočjo Rodrigezove rotacijske formule, izpeljava katere se nahaja v dodatku E,
zapišemo ekspliciten časovni razvoj posameznega spina:
S1(τ) =
1
2
[
S1(0)(1 + cosωτ) + S2(0)(1− cosωτ)− S1(0)× S2(0)
√
2
x
sinωτ
]
,
(3.16)
S2(τ) =
1
2
[
S2(0)(1 + cosωτ) + S1(0)(1− cosωτ)− S2(0)× S1(0)
√
2
x
sinωτ
]
.
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Par enačb (3.16) predstavlja eksplicitno rešitev dvodelčne dinamike za poljubne za-
četne pogoje, če izvzamemo primer, ko sta spina natanko antiparalelna. Takrat je
x enak nič in izraz ni dobro definiran, a je iz enačb (3.13) razvidno, da sta v tem
primeru spina konstantna.
Liouvillov propagator sodih in lihih sklopitev (3.9), (3.10) se izračuna z N
2
-kratno
rotacijo (3.16) parov klasičnih spinov. Pri tem je potrebno opozoriti na omejitev tre-
nutne metode. Medtem ko Liouviollova enačba in Liouvillov propagator operirata
na poljubni (dovolj gladki) verjetnostni porazdelitvi ρ, enačba (3.16) poda le časovni
razvoj verjetnostne porazdelitve, ki je sorazmerna Diracovi δ funckiji.
Predstavljena metoda izračuna karakteristike Liouvillove enačbe, še pa vedno mo-
ramo povprečiti rezultate po začetnih pogojih, ki jih izžrebamo iz želene začetne
porazdelitve. Posplošitev metode na raven časovnega razvoja poljubne verjetnostne
gostote predstavlja zanimivo možnost za nadaljnje delo. Takšna metoda bi omogo-
čila izračun povprečnih količin brez velikega števila simulacij, potrebnih za natančen
izračun povprečja.
Poleg načina za učinkovito simulacijo časovnega razvoja lahko predstavljen postopek
razumemo tudi kot diskretizacijo Landau-Lifshitzovega modela na časovno mrežo.
Elementarna dinamika takšnega modela je podana z enačbo (3.16) in strukturo
dvodelčnih sklopitev, prikazanih na sliki (3.1). Pri takšni interpretaciji naletimo na
težavo. Kot bomo pokazali, razcep (3.6) zlomi integrabilnost Landau-Lifshitzovega
modela. Ker želimo študirati, kako integrabilnost vpliva na dinamiko modela, v
naslednjem poglavju vpeljemo novo posplošitev Landau-Lifshitzovega modela na
diskretno krajevno-časovno mrežo in pokažemo integrabilnost takšnega modela.
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Poglavje 4
Integrabilen model na diskretni
krajevno-časovni mreži
V tretjem poglavju smo videli, da je dinamika časovno diskretiziranega modela do-
ločena z elementarno dvodelčno dinamiko, ki jo generira dvodelčni hamiltonian,
in strukturo izmenjujočih se dvodelčnih sklopitev. V tem poglavju nadaljujemo v
obratnem vrstnem redu, definiramo nov model s specifikacijo dvodelčne dinamike
ter izpeljemo hamiltonian, ki to dinamiko generira. Nadalje s konstrukcijo rodovne
funckije lokalnih ohranjenih količin pokažemo integrabilnost modela.
Na koncu poglavja izpostavimo še dve zanimivi lastnosti vpeljanega modela. Prva
je, da dvodelčni propagator modela zadošča t. i. Yang-Baxterjevi enačbi, značilni za
integrabilne sisteme. Druga zanimivost je, da je model sam svoj dual, to je, da sta
dinamika v časovni smeri ter dinamika v krajevni smeri po preprosti transformaciji
enaki.
4.1 Elementarna dvodelčna dinamika
Družino nelinearnih transformacij Φτ med paroma dva-sfer definiramo kot:
Φτ : S
2 × S2 → S2 × S2,
Φτ (S1,S2) =
1
σ2 + τ 2
(
σ2S1 + τ
2S2 + τS1 × S2, σ2S2 + τ 2S1 + τS2 × S1
)
, (4.1)
σ2 =
1
2
(
1 + S1 · S2
)
, τ ∈ R,
kjer je τ realni parameter, S1,S2 zopet označujeta enotska klasična spina. Transfor-
macija je manifestno invariantna na tridimenzionalne rotacije. Zlahka se prepričamo,
da transformacija (4.1) ohranja enotsko normo, zato res slika na par dva-sfer. V duhu
Trotterjevega razcepa nam transformacija Φτ predstavlja dvodelčni propagator. Iz-
menjujočo liho-sodo sklopitev, prikazano na sliki 3.1, za verigo sode dolžine z N
delci eksplicitno zapišemo kot:
(S′2j,S
′
2j+1) = Φτ (S2j,S2j+1), j = 0, 1, . . .
N
2
− 1, (4.2)
(S′′2j−1,S
′′
2j) = Φτ (S
′
2j−1,S
′
2j), j = 0, 1, . . .
N
2
− 1.
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V kombinaciji s periodičnimi robnimi pogoji nam (4.2) enolično določa časovni razvoj
verige. S tem smo definirali model na diskretni krajevno-časovni mreži. Njegova
povezava z Landau-Lifshitzovim modelom je razvidna iz limite majhnih τ .
Parameter τ pošljemo proti nič, nakar se (4.1) v kombinaciji z (4.2) do linearnega
reda v τ zapiše kot:
d
dτ
Sj = 2Sj ×
( Sj−1
1 + Sj−1 · Sj +
Sj+1
1 + Sj · Sj+1
)
. (4.3)
To so, do konstantega predfaktorja, natanko enačbe gibanja Landau-Lifshitzovega
modela (2.10). Trotterjev razcep z dvodelčno dinamiko (4.1) potemtakem konvergira
k Landau-Lifshitzovi dinamiki. Model lahko razumemo kot pripomoček za učinko-
vito simulacijo integrabilne dinamike Landau-Lifshitzovega modela ali abstraktneje
kot enega najpreprostejših integrabilnih rotacijsko invariantnih modelov na diskre-
tni krajevno-časovni mreži.
Dinamiko diskretnega modela smo definirali z eksplicitno preslikavo med diskretnimi
časovnimi točkami. Izračunajmo še, kakšen hamiltonian ob razcepu s Trotterjevo for-
mulo (3.4) generira takšno preslikavo. Enačbo (4.1) izenačimo z rešitvijo dvodelčne
dinamike za splošen dvodelčni hamiltonian (3.16) ob enotskem času. Enakost je
izpolnjena natanko tedaj, ko krožna frekvenca zadošča:
tanω =
2τ
√
2x
x− 2τ 2 . (4.4)
Spomnimo se definicije krožne frekvence (3.15) in rešimo dobljeno diferencialno
enačbo, da dobimo najpreprostejši 1 hamiltonian, ki generira želeno dinamiko:
∂h
∂x
=
1√
2x
arctan
( 2τ√2x
x− 2τ 2
)
⇒
h(x) = 2τ ln(x+ 2τ 2) +
√
2x arctan
( 2τ√2x
x− 2τ 2
)
. (4.5)
Oblika hamiltoniana je precej zapletena, a ima pomembno lastnost. Do linearnega
reda v τ se poenostavi v:
h(x) = 2τ
(
lnx+ 2
)
, (4.6)
kar je do reskaliranja energije in konstantnega zamika natanko hamiltonian Landau-
Lifshitzovega modela (2.8). Vpeljani model limitira k Landau-Lifshitzovemu modelu
na ravni enačb gibanja, kot tudi na ravni hamiltoniana, kot bi pričakovali.
1Pri izračunu inverznega tangensa izberemo vejo skozi izhodišče.
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4.2 Integrabilnost diskretnega modela
Pokažimo, da je model, definiran s (4.1), integrabilen. Glavno vlogo v dokazu igra
sledeča enačba za dvodelčni propagator Φτ :
Ln+1(λ)Ln(µ) = Ln+1(µ)Ln(λ) ◦ Φλ−µ(Sn,Sn+1), (4.7)
ki ji na kratko rečemo RLL relacija. Njen dokaz in natančenjša razlaga uporabljene
notacije se nahaja v dodatku C . Laxove operatorje L smo definirali kot:
L : C× S2 → C2×2,
L(λ,Sn) = Ln(λ) = I+
1
2iλ
Sn · σ = I+ 1
2iλ
Sn. (4.8)
Podobno kot v Landau-Lifshitzovem modelu (2.20) definiramo sled monodromije:
tN : C2 × S2 × S2 × · · · × S2  
N
→ C2×2,
tN(λ, µ) = tr
(←−N
2∏
j=1
L2j(λ)L2j−1(µ)
)
, (4.9)
kjer puščica nakazuje smer množenja matrik. Monodromija je zaenkrat odvisna od
dveh spektralnih parametrov λ in µ. Z uporabo enačbe (4.7) zlahka pokažemo, da
je sled monodromije ohranjena tekom časovnega razvoja (4.2):
t′′N(λ, µ) = tr
(←−N
2∏
j=1
L′′2j(λ)L
′′
2j−1(µ)
)
= tr
(←−N
2∏
j=1
L′′2j+1(µ)L
′′
2j(λ)
)
=
= tr
(←−N
2∏
j=1
L′2j+1(λ)L
′
2j(µ)
)
= tr
(←−N
2∏
j=1
L′2j(µ)L
′
2j−1(λ)
)
=
= tr
(←−N
2∏
j=1
L2j(λ)L2j−1(µ)
)
= tN(λ, µ), (4.10)
kjer smo z ′ in ′′ označili operator po pol oziroma celem koraku kot v (4.2). V prvi
vrstici smo monodromijo razpisali po definiciji ter upoštevali cikličnost sledi. V drugi
vrstici smo upoštevali delovanje N
2
dvodelčnih propagatorjev ter še enkrat uporabili
cikličnost sledi. V zadnji vrstici smo še enkrat upoštavali delovanje N
2
dvodelčnih
propagatorjev ter v dobljenem izrazu prepoznali sled monodromije.
Ker je sled monodromije ohranjena količina, bo, podobno kot v primeru zveznega
časa, služila kot rodovna funkcija ohranjenih količin. Kot smo videli, bodo te količine
v splošnem kompleksne, zato postopamo podobno kot v zveznem primeru. Tudi za
Laxov operator (4.8) veljata zvezi (2.25) in (2.26). Z uporabo prve zveze pokažemo,
da je kvadrat absolutne vrednosti monodromije ohranjena količina natanko tedaj,
ko je razlika spektralnih parametrov realna:
|tN(λ, µ)|2 = konstanta⇔ λ− µ ∈ R. (4.11)
43
Poglavje 4. Integrabilen model na diskretni krajevno-časovni mreži
Ponudi se naravna reparametrizacija enega od spektralnih parametrov z realnim
parametrom τ . Označimo:
t
(τ)
N (λ) = |tN(λ, λ− τ)|2, τ ∈ R. (4.12)
Iz definicije dvodelčnega propagatorja (4.1) sledi, da takšna realna zamaknjena mo-
nodromija ustreza modelu, katerega sodi in lihi korak nas v času translirata za τ .
Matrika monodromije ima, podobno kot dinamika modela, translacijsko simetrijo
pri translaciji za dve mesti. Šele v limiti τ → 0 postane monodromija invariantna
na translacije za eno mesto.
Izračun lokalnih ohranjenih količin je podoben tistemu v zveznem času, a pride do
dodatne komplikacije. Zaradi zamika v spektralnem parametru monodromije na vsa-
kem drugem mestu se pri ustreznih vrednostih spektralnega parametra degenerira
le polovica Laxovih operatorjev. Tako dobimo dve veji ohranjenih količin, eno pri
degeneraciji sodih operatorjev in eno pri degeneraciji lihih:
I lihe,sodek =
dk
dλk
ln
(
t
(τ)
N (λ)
)⏐⏐⏐
1
λ−τ ,
1
λ
=2i
, k = 0, 1, . . . , N − 2. (4.13)
Ekspliciten postopek računanja ohranjenih količin je popolnoma enak kot v zveznem
primeru, zato ga ne ponavljamo. Zapišmo le prvo ohranjeno količino sode in lihe veje:
I lih0 =
N/2−1∑
j=0
ln
(
tr
(
L2j+1(λ)L2j(λ− τ)L2j−1(λ)L2j(λ+ τ)
)⏐⏐⏐
1
λ
=2i
)
=
= ln
[
1 +
1
1 + 4τ 2
(
1 + 2S2j+1 · S2j + 2S2j · S2j−1 + 4τ 2S2j+1 · S2j−1,
+ 2
(
S2j+1 · S2j
)(
S2j · S2j−1
)− 4τ(S2j+1,S2j,S2j−1))], (4.14)
Isod0 =
N/2−1∑
j=0
ln
(
tr
(
L2j+2(λ− τ)L2j+1(λ)L2j(λ− τ)L2j+1(−λ)
)⏐⏐⏐
1
λ−τ=2i
)
=
= ln
[
1 +
1
1 + 4τ 2
(
1 + 2S2j+2 · S2j+1 + 2S2j+1 · S2j + 4τ 2S2j+2 · S2j+
+ 2
(
S2j+2 · S2j+1
)(
S2j+1 · S2j
)
+ 4τ
(
S2j+2,S2j+1,S2j
))]
. (4.15)
Ohranjeni količini se razlikujeta za zamik za eno mesto in v predznaku parametra τ .
Ko gre τ → 0 obe količini konvergirata natanko k hamiltonianu Landau-Lifhitzovega
modela (2.8).
S pomočjo enačbe (4.13) znamo izračunati N − 1 ohranjenih količin modela, doda-
tno ohranjeno količina zopet prispeva še rotacijska simetrija modela, ki zagotavlja
ohranitev skupne magnetizacije. Tako dobljene količine bodo očitno realne, njihova
lokalnost sledi iz podobnega argumenta kot lokalnost ohranjenih količin v Landau-
Lifshitzovem modelu.
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4.2.1 Yang-Baxterjeva enačba
Ob koncu uvodne analitične obravnave diskretnega modela na kratko omenimo še
eno zanimivo lastnost modela.
Naj I označuje identično preslikavo na dva-sferi. Z njeno pomočjo lahko dvodelčno
propagator naravno umestimo v preslikavo med tremi dva-sferami. Preprost, a dolg
račun, pri katerem si pomagamo s programom za simbolično računanje, nam potrdi
sledečo identiteto:(
Φλ ⊗ I
)
◦
(
I⊗ Φλ+µ
)
◦
(
Φµ ⊗ I
)
=
(
I⊗ Φµ
)
◦
(
Φλ+µ ⊗ I
)
◦
(
I⊗ Φλ
)
. (4.16)
Enačba (4.16) je natanko t. i. Yang-Baxterjeva enačba [45], značilna za integra-
bilne sisteme, in predstavlja posplošitev metode R-matrik, predstavljene v (2.3.4).
V splošnem nam R-matrika, ki zadošča Yang-Baxterjevi enačbi, porodi integrabi-
len sistem. Iz zgornje enačbe razberemo, da lahko dvodelčni propagator razumemo
kot R-matriko diskretnega modela. Zaenkrat ni znano, kako z uporabo (4.16) poka-
zati ključno enačbo za integrabilnost (4.7). Globlje razumevanje analitične strukture
diskretnega modela in njegove povezave s splošno teorijo Yang-Baxterjeve enačbe
predstavlja zanimivo smer za nadaljnje raziskovanje.
4.3 Samodualnost
Enačba (4.1), ki definira elementarno dinamiko modela, nam omogoča razvoj za-
četnih pogojev v času. Preslikava vzame par klasičnih spinov pri istem času in jih
preslika v par spinov ob kasnejšem času:
(S1,S2)
Φτ−→ (S′1,S′2). (4.17)
Zanima nas, ali obstaja tej preslikavi dualna preslikava. Bolj natančno iščemo pre-
slikavo, ki vzame par klasičnih spinov z isto krajevno koordinato in zaporednima
časovnima koordinata ter jih preslika v par spinov na naslednji krajevni koordinati:
(S′1,S1)
?−→ (S′2,S2). (4.18)
Takšna preslikava bi podala krajevno dinamiko modela ter efektivno predstavlja za-
suk koordinatnega sistema za četrt kroga. Za splošno preslikavo v časovni smeri ni
zagotovila, da bo takšna dualna preslikava v krajevni smeri obstajala, saj se lahko
več parov začetnih spinov preslika v isti končen par.
Presenetljivo se za preslikavo (4.1) izkaže, da takšna dualna preslikava obstaja in
je enolična. Še več, kot pokažemo v dodatku D, je dualna preslikava, ob preprosti
transformaciji spinov, po obliki enaka preslikavi v časovni smeri.
Natančneje velja sledeče. Klasične spine na mreži označimo z diskretnimi koordina-
tami:
Sn(t) = S(n,t), (4.19)
kjer prvi element indeksa označuje krajevno, drugi element pa časovno koordinato.
Izhodišče mreže ima indeks (0, 0).
Spinom na diagonalah, ki potekajo iz levega spodnjega kota krajevno-prostorske
mreže v desni zgornji kot mreže, zamenjamo predznak:
S(n,t) → (−1)n+t+1S(n,t). (4.20)
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Tedaj je dualna preslikava, ki nas pomika v krajevni smeri, natanko iste oblike kot
preslikava v časovni smeri:
(S′1,S1)
Φτ−→ (S′2,S2), (4.21)
kjer smo z ′ zopet označili spin z za eno večjo časovno koordinato.
Eksplicitno imamo:(
S′2,S2
)
=
1
σ2 + τ 2
[σ2S′1 + τ
2S1 + τS
′
1 × S1, τ 2S′1 + σ2S1 − τS′1 × S1], (4.22)
σ2 =
1
2
(
1 + S′1 · S1
)
, τ ∈ R.
Preslikava (4.22), ki nas premika v krajevni smeri, je natanko iste oblike kot presli-
kava (4.1), ki nas premika v časovni smeri, zato pravimo, da je model sam svoj dual.
Dualnost predstavlja zanimivo pot za analitičen študij predstavljenega modela.
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Znanje tretjega in četrtega poglavja nas je opremilo z orodji za študij dinamike
Landau-Lifshitzovega modela (2.8). V tem poglavju pokažemo, da naiven posto-
pek trotterizacije, predstavljen v tretjem poglavju, zlomi integrabilnost Landau-
Lifshitzovega modela. Model iz četrtega poglavja predstavlja njegovo integrabilno
trotterizacijo. Integrabilnost oziroma njen zlom obeh modelov primerjamo s klasič-
nim Heisenbergovim modelom (1.20). Podamo kratko motivacijo za spekter Lyapu-
nova, ki ga uporabimo za kvantitativen opis zloma integrabilnosti, ter predstavimo
algoritem za njegov učinkovit izračun.
Nadaljujemo s študijem dinamike integrabilnega modela 4.1, ki jo razberemo iz pov-
prečne prostorsko-časovne avtokorelacijske funkcije v stanju z maksimalno entropijo.
Za lažje generiranje začetnih stanj simulacije izpeljemo verjetnostno gostoto stanja
z maksimalno entropijo in dano povprečno vrednostjo magnetizacije.
Pokažemo, da je integrabilen model v nemagnetiziranem stanju superdifuziven. Do-
datno se izkaže, da spada v Kardar-Parisi-Zhangov univerzalnostni razred, kar po-
kažemo z analizo skaliranja avtokorelacijske funkcije. V nemagnetiziranem stanju so
v avtokorelacijski funkciji vidne sledi balističnih prispevkov. Pri nekaj vrednostih
povprečne magnetizacije izračunamo stacionaren reskaliran profil avtokorelacije.
Ogledamo si tudi avtokorelacijske funkcije neintegrabilne trotterizacije (3.6) v ne-
magnetiziranem stanju. Na podlagi analize skalirnih eksponentov argumentiramo,
da v neintegrabilnem modelu po dolgem času dobimo navaden difuziven transport,
kot bi pričakovali za kaotičen sistem.
Na koncu poglavja povemo nekaj o Kardar-Parisi-Zhangovem univerzalnostnem ra-
zredu in njegovi povezavi z neravnovesno statistično fiziko. Zaključimo z diskusijo o
korelacijskih funkcijah in dinamiki diskretnega modela.
5.1 Lyapunov spekter
Kot smo videli v drugem poglavju, je dinamika integrabilnega sistema z n prosto-
stnimi stopnjami v faznem prostoru omejena na n-torus. Med drugim to pomeni, da
bo razdalja med dvema trajektorijama sistema, ki se začneta blizu skupaj, omejena.
Takšno obnašanje je značilno za integrabilne sisteme. V neintegrabilnih sistemih se
bližnje trajektorije tekom časovnega razvoja (eksponentno) hitro oddaljujejo. Kvan-
titativen opis njihovega oddaljevanja nam poda Lyapunov spekter.
Enačbe gibanja dinamičnega sistema v zveznem času lahko zapišemo kot:
x˙ = f(x), (5.1)
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kjer x označuje pozicijo v 2n-dimenzionalnem faznem prostoru, medtem ko f ozna-
čuje vektorsko polje. Enačba (5.1) podaja predpis za izračun tokovnice v faznem
prostoru. Recimo tej tokovnici referenčna tokovnica. Dokler nas zanima obnašanje
tokovnic v njeni bližini, nam dovolj informacij poda odvod preslikave (5.1) oziroma
njena Jacobijevega matrika:
Jij(x(t)) =
dfi
dxj
(x(t)). (5.2)
Ta nam pove, kako se transformira vektor v tangentnem prostoru točke na tokov-
nici. Ker nas zanima obnašanje bližnjih trajektorij, jih predstavimo z deviacijskimi
vektorji v različnih smereh faznega prostora. Naj bo (v1,v2, . . . ,vn) začeten orto-
normiran nabor deviacijskih vektorjev v tangentnem prostoru točke na referenčni
tokovnici. V linearni okolici tokovnice se njihov časovni razvoj zapiše kot:
V˙ (x(t)) = J(x(t))V (x(t)), (5.3)
kjer je J Jacobijeva matrika. Matrika V vsebuje informacijo o deviacijskih vektorjih,
predstavljenih v začetni ortonormirani bazi. Vektorji se bodo ob premikanju vzdolž
tokovnice spreminjali neenakomerno, kar motivira definicijo Lyapunovih eksponen-
tov λj kot spekter sledeče matrike:{
λ1, λ2, . . . , λn
}
= lim
t→∞
S
( 1
2t
ln
(
Y (t)Y T (t)
))
, (5.4)
kjer S označuje spekter matrike. Ker je matrika simetrična, so lastne vredosti realne,
brez škode za splošnost jih lahko uredimo po velikosti. Iz definicije (5.4) sledi, da se
dolžina j-tega deviacijskega vektorja s časom spreminja eksponentno z eksponentom
λj. S tem dobimo kvantitavno informacijo o hitrosti razhajanja tokovnic danega sis-
tema.
Da bo zgornja definicija smiselna, mora biti Lyapunv spekter neodvisen od izbire
začetnih deviacijskih vektorjev. To nam zagotovi Oseledetsov ergodični izrek [46],
katerega dokaz presega trenutne okvire.
Dodatna struktura enačb gibanja se odraža v simetrijskih lastnostih Lyapunovega
spektra. V primeru hamiltonske mehanike lahko enačbe gibanja v 2n-dimenzionalnem
faznem prostoru zapišemo kot:
x˙ = J∇H, x = (q,p), (5.5)
kjer je J simplektična enota:
J =
⎡⎣ 0 In×n
−In×n 0
⎤⎦ . (5.6)
Pravimo, da je dinamika simplektična. Izkaže se, da je Lyapunov spekter takšnega
sistema simetričen okrog ničle, vsak Lyapunov eksponent λj ima v spektru nasproten
Lyapunov eksponent −λj 1.
1To je splošna lastnost simplektične dinamike, ki ne velja le za hamiltonske sisteme. Kot smo
videli, trotterizirana dinamika hamiltonskega sistema ni več hamiltonska, a je simplektična, zato
Lyapunovi eksponenti še vedno nastopajo v parih.
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5.1.1 Benettinov algoritem
Izračun Lyapunvega spektra po definiciji (5.4) je za večino sistemov precej nero-
den, saj vključuje računanje Jacobijeve matrike in reševanje matrične diferencialne
enačbe.
Pripravnejši algoritem za računanje Lyapunovega spektra je predlagal Benettin [47].
Ena izmed prednosti algoritma je v tem, da zahteva le poznavanje tokovnic sistema
in ne odvoda preslikave.
Algoritem se glasi:
1. Izberi referenčno začetno točko x(0) in ortogonalne začetne deviacijske vektorje
v
(0)
1 , . . .v
(0)
n , z majhno dolžino δ.
2. Referenčno začetno točko in njene bližnje začetne točke x(0) + v(0)1 , . . . ,x(0) +
v
(0)
n razvij do časa t(1), iz česar dobiš vmesne deviacijske vektorje kot razliko
med referenčno in perturbirano orbito v˜(1)j = (x(0) + v
(0)
j )(t
(1))− (x(0))(t(1)).
3. Vektorje v˜(1)j ortonormiraj z uporabo Gram-Schmidtove ortonormalizacije ter
skaliraj z majhno začetno dolžino δ, kar ti da nove deviacijske vektorje v(1)j .
Enačbe Gram-Schmidtove ortogonalizacije ob času t(m) so:
α
(m)
j = |v˜(m)j −
j−1∑
k=1
(v˜
(m)
j · v(m)k )v(m)k |,
v
(m)
j = δ
(
v˜
(m)
j −
∑j−1
k=1(v˜
(m)
j · v(m)k )v(m)k
α
(m)
j
)
. (5.7)
4. Ponavljaj koraka 2 in 3, dokler ne dosežeš želenega časa 2.
Algoritem je na primeru dveh deviacijskih vektorjev prikazan na sliki 5.1.
Slika 5.1: Benettinov algoritem z dvema deviacijskima vektorjema. Spodnja debe-
lejša trajektorija je referenčna trajektorija. Deviacijska vektorja sta ob časih t1 in t2
ortogonalizirana in reskalirna. Povzeto po [48].
2Ni splošnega predpisa za zadostno število korakov in končen čas. Za specifičen primer zadosten
čas ocenimo z opazovanjem konvergence Lyapunovih eksponentov.
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Lyapunove eksponente dobimo kot limito delnih vsot:
λj = lim
k→∞
1
t(k)
k∑
l=1
lnα
(l)
j . (5.8)
Pri implementaciji moramo paziti, da je dolžina deviacijskih vektorjev δ dovolj
majhna, da smo v linearni okolici referenčne orbite. Iz enakega razloga mora biti
čas med ortonormalizacijami dovolj kratek. Vmesne ortonormalizacije vektorjev so
potrebne zaradi numerične stabilnosti. Deviacijski vektorji najhitreje rastejo v la-
stni smeri največjega Lyapunovega eksponenta. Če tekom algoritma vektorjev ne bi
ortogonalizirali, bi kmalu vsi deviacijski vektorji kazali v isti smeri.
Algoritem deluje tudi v primeru diskretne časovne dinamike, pri čemer deviacijske
vektorje ortonormiramo vsakih nekaj korakov.
5.2 Lyapunovi spektri diskretne dinamike
Primerjamo Lyapunove spektre treh trotteriziranih modelov z različnimi dvodelč-
nimi hamiltoniani:
• integrabilen razcep Landau-Lifhitzovega modela z dvodelčnim hamiltonianom
h1,2 = 2τ ln
(
1 + S1 · S2 + 2τ 2
)
+
√
2(1 + S1 · S2) arctan
(
2τ
√
2(1+S1·S2)
1+S1·S2−2τ2
)
,
• direkten razcep Landau-Lifshitzovega modela z dvodelčnim hamiltonianom
h1,2 = 2 ln
(
1 + S1 · S2
)
,
• razcep klasičnega Heisenbergovega modela z dvodelčnim hamiltonianom
h1,2 = S1 · S2,
kjer τ označuje trajanje polkoraka diskretne dinamike.
Prvi par modelov v limiti kratkih korakov konvergira k Landau-Lifshitzovemu mo-
delu v zveznem času, medtem ko zadnji model konvergira h klasičnemu Heisenber-
govemu modelu v zveznem času.
Najprej si oglejmo primer konvergence Lyapunovega spektra na primeru direktno
razcepljenega Landau-Lifshitzovega modela z manjšim številom klasičnih spinov.
Časovna odvisnost Lyapunovih eksponentov je prikazana na sliki 5.2.
Pri računanju Lyapunovega spektra so bili uporabljeni trije deviacijski vektorji za
vsak klasični spin. Kot smo videli, ima vsak klasični spin zaradi enotske dolžine le dve
prostostni stopnji, zato bi že dva Lyapunova vektorja na spin zadostovala. Slabost
računa z uporabo le dveh deviacijskih vektorjev je, da mora ortogonalizacija vektor-
jev v faznem prostoru ohraniti vezi na dolžine posameznih spinov. Ortogonalizacija
teh vezi ne ohranja, zato je pripravneje računati s tremi deviacijskimi vektorji, pri
čemer vemo, da bo tretjina Lyapunov eksponentov enaka nič, saj pripadajo vezem
v faznem prostoru.
Res vidimo, da tretjina Lyapunovih eksponentov konvergira proti ničli. Prav tako je
opazna je že omenjena simetrija Lyapunovega spektra, ki je posledica simplektično-
sti dinamike. V sistemu z n spini in 3n deviacijskimi vektorji imamo le n neodvisnih
Lyapunovih koeficientov. Še n koeficientov je nasprotno enakih prvim n koeficientov,
medtem ko jih je n enakih nič. Pri računanju Lyapunovih spektrov bomo, z ozirom
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Konvergenca Lyapunovega spektra
Slika 5.2: Konvergenca Lyapunovega spektra direktno razcepljenega Landau-
Lifshitzovega modela s 64 klasičnimi spini in periodičnimi robnimi pogoji. V iz-
računu spektra je bilo uporabljenih 192 neodvisnih deviacijskih vektorjev. Opazna
je simetrija Lyapunovih koeficientov, ki sledi iz simplektičnosti dinamike. Parametri:
število klasišnih spinov n = 64, časovni korak trotterizacije τ = 1, začetna pertur-
bacija δ = 10−10, ortogonalizacija na vsake 3 korake, število ortgonalizacij k = 104.
na omenjeno simetrijo spektra, računali le n največjih eksponentov.
Pripravljeni smo si ogledati odvisnost Lyapunovih spektrov treh modelov od števila
klasičnih spinov n. Prikazani so na sliki 5.3, kjer smo indekse Lyapunovih eksponen-
tov enakomerno reskalirali na enotski interval [0, 1).
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(a)
(b)
(c)
Slika 5.3: Lyapunovi spektri treh diskretnih modelov v odvisnosti od števila klasičnih
spinov n. Prikazanih je le n največjih Lyapunovih eksponentov, normiranih na inter-
val [0, 1). Z večanjem števila spinov spektri hitro konvergirajo h končnemu spektru.
(a) Konvergenca Lyapunovega spektra integrabilnega razcepa Landau-Lifshitzovega
modela (4.1) pri treh časih t ∈ {103, 3 × 103, 104}. Razpon vertikalne osi se med
grafi razlikuje. Lyapunovi eksponenti konvergirajo proti ničli, kot pričakujemo za
integrabilen model, a je konvergenca počasna. (b) Lyapunov spekter direktnega raz-
cepa Landau-Lifshitzovega modela (3.6) v linearni (levo) in logaritemski (desno)
skali na navpični osi. Lyapunov spekter pada približno eksponentno. (c) Lyapunov
spekter direktnega razcepa klasičnega Heisenbergovega modela (1.20). Lyapunov
spekter pada približno linearno. Parametri: časovni korak trotterizacije τ = 1, zače-
tna perturbacija δ = 10−10, ortogonalizacija na vsake 3 korake, število ortgonalizacij
k = 104.
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Na podlagi zgornjih spektrov lahko potrdimo integrabilnost razcepa (4.1). Iz-
računani spekter direktnega razcepa Heisenbergovega modela se sklada s spektrom
klasičnega Heisenbergovega modela v [49], pri čemer so Lyapunovi eksponenti raz-
cepljenega modela manjši za približno deset odstotkov. Presenetljiva je razlika med
spektrom direktnega razcepa Landau-Lifshitzovega modela (5.3b) in klasičnega Hei-
senbergovega modela (5.3c). Prvi model je integrabilen, direkten razcep zlomi nje-
govo integrabilnost, kar je vidno iz neničelnih Lyapunovih koeficientov. Ti padajo
približno eksponentno, medtem ko Lyapunovi eksponenti direktnega razcepa kla-
sičnega Heisenbergovega modela padajo približno linearno. Razlaga takšne razlike
trenutno ni znana.
Možna kvalitativna razlaga razlike sloni na razmisleku o ohranjenih količinah obeh
modelov. Klasičen Heisenbergov model ima le majhno število ohranjenih količin, di-
namika v večini faznega prostora je kaotična, zato neohranitev energije nima velikega
vpliva na Lyapunov spekter. Landau-Lifshitzov model v zveznem času je integrabi-
len, dinamika v faznem prostoru je omejena na n-torus, zato zlom integrabilnosti
ključno vpliva na spekter. Zlom ima največji vpliv na Lyapunove eksponente, ki so
pred zlomom pripadali energiji in njej “bližnjim” ohranjenim količinam.
5.3 Avtokorelacijske funkcije
Dinamiko modela karakteriziramo z avtokorelacijsko funkcijo magnetizacije v izbrani
smeri. Sistem je rotacijsko invarianten, zato lahko brez škode za splošnost izberemo
avtokorelacijo z komponente magnetizacije. Označimo avtokorelacijsko funkcijo kot:
Cz,z(r, t) = ⟨Szj+r(t)Szj (0)⟩ − ⟨Szj+r(t)⟩⟨Szj (0)⟩, (5.9)
kjer smo avtokorelaciji odšteli povprečne vrednosti posamezne magnetizacije, kar
nam da povezano korelacijsko funkcijo. Zaradi periodičnih robnih pogojev je sistem
translacijsko invarianten, zato je korelacijska funkcije odvisna le od razdalje med
obema vektorjema.
Povezana korelacijska funkcija nam poda korelacije fluktuacij količin okrog svoje
povprečne vrednosti. Za poljubni spremenljivki A in B imamo:⟨
(A− ⟨A⟩)(B − ⟨B⟩)⟩ = ⟨AB⟩− ⟨A⟩⟨B⟩, (5.10)
kar se ujema z desno stranjo (5.9). Oznaka ⟨, ⟩ ozančuje povprečje po izbranem an-
samblu.
Zanima nas dinamika sistema pri visoki temperaturi, zato za ansambel izberemo
stanje z maksimalno entropijo, ki je Gibbsovo stanje sistema pri neskončni tempe-
raturi.
5.3.1 Verjetnostna gostota stanj z maksimalno entropijo
Iščemo stanja z maksimalno entropijo in predpisano projekcijo magnetizacije na z
os. Možen postopek za pripravo takšnega stanja je sestavljen iz dveh korakov. V
prvem koraku pri končni temperaturi z uporabo magnetnega polja, ki se sklaplja
z magnetizacijo, sistem pripravimo v stanju z želeno povprečno magnetizacijo. V
drugem koraku sistem izoliramo od okolice, izklopimo magnetno polje ter ga se-
grejemo na visoko temperaturo. Rotacijska invarianca modela zagotavlja ohranitev
53
Poglavje 5. Dinamika diskretnega modela
celotne magnetizacije, zato se tekom segrevanja povprečna z komponenta magneti-
zacije ohranja.
Izpeljimo verjetnostno gostoto stanja z maksimalno entropijo in predpisano z kom-
ponento magnetizacije µ. V stanju z maksimalno entropijo so verjetnostne gostote
posameznih klasičnih spinov nedovisne:
ρ1,2,...n(φ1, θ1, . . . , φn, θn) =
n∏
j=1
ρj(φj, θj), (5.11)
kjer je ρ1,2,...,n verjetnostna gostota verige n klasičnih spinov, ρj verjetnostna gostota
j-tega spina in φj in θj njen polarni in azimutalni kot. Zaradi simetrije bodo vse
porazdelitve enake, dovolj je poiskati le enodelčne porazdelitve.
Išemo verjetnostno porazdelitev, ki bo dosegla najvišjo entropijo porazdelitve:
S = −
∫ 1
−1
∫ 2π
0
ρj ln ρjdφjd(cos θj), (5.12)
z dodatnim pogojem:∫ 1
−1
∫ 2π
0
cos(θj)ρj ln ρjdφjd(cos θj) = µ, µ ∈ [−1, 1], (5.13)
kjer µ podaja želeno povprečno vrednost magnetizacije. Za začetek opazimo, da je
problem rotacijsko simetričen okrog z osi, zato bo verjetnostna gostota neodvisna
od azimutalnega kota:
ρj(φj, θj) =
1
2π
Θ(θj). (5.14)
Dobljeni problem naravno rešujemo kot variacijski problem z dodatkom Lagrangevih
multiplikatorjev. Iskana porazdelitev bo ekstrem funckionala:
F = −
∫ 1
−1
Θ lnΘd(cos θj) + λ
(∫ 1
−1
cos θjΘd(cos θj)− µ
)
, (5.15)
kjer je λ Lagrangev multiplikator, ki zagotavlja, da je zadoščeno vezi (5.13). Zapi-
šemo Euler-Lagrangeve enačbe za takšen sistem, ki jih zlahka rešimo, in dobimo:
Θ(θj) = Ce
λ cos θj , (5.16)
kjer je C konstanta, ki jo določimo z zahtevo, da je enodelčna verjetnostna gostota
normirana. Skupaj z (5.14) dobimo:
ρ(φj, θj) =
1
4π
λ
sinhλ
eλ cos θj . (5.17)
Vrednost multiplikatorja λ določimo, ko zgornjo enačbo vstavimo v vez (5.13). Hitro
dobimo, da mora λ zadoščati enačbi:
cothλ− 1
λ
= µ. (5.18)
Leva stran enačbe (5.18) je prikazana na sliki (5.4a). Na podlagi monotonosti odvi-
snosti zlahka najdemo metodo za reševanje enačbe. Rešujemo jo z bisekcijo, ki da
hitro in natančno rešitev inverznega problema. Inverz je prikazan na sliki (5.4b).
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(a) (b)
Slika 5.4: Grafičen prikaz enačbe (5.18). (a) Leva stran enačbe (5.18) v odvisnosti
od λ. Odvisnost je monotona ter omejena na itervalu [−1, 1]. (b) Inverzna odvisnost
µ od λ. Za izračun izkoristimo monotonost leve strani enačbe (5.18), ki omogoči
preprosto uporabo bisekcije.
Kot vidimo, je izračun vrednosti λ pri dani povprečni projekciji na z os preprost.
Skupaj z verjetnostno gostoto (5.17) nam to dokočno specificira verjetnostno go-
stoto stanja z maksimalno entropijo. S tem smo končno pripravljeni na računanje
povprečnih korelacijskih funkcij (5.9).
5.3.2 Avtokorelacijske funkcije nemagnetiziranega stanja
Za začetek si oglejmo avtokorelacijsko funkcijo integrabilnega modela (4.1) v nema-
gnetiziranem stanju, ko je ⟨Sz⟩ = 0. Zanima nas obnašanje v termodinamski limiti
zato simuliramo velike sisteme.
Odvisnost korelacijske funkcije od kraja in časa je prikazana na sliki (5.5a). Kore-
lacijska funkcija ima obliko simetričnega vrha, ki se z večanjem časovnega razvoja
niža in širi sub-balistično 3. Za daljše časovne zamike je naravno pričakovati, da
bodo ob pravilnem reskaliranju preseki vrha ob konstantem času stacionarni. Brez
predhodnjega znanja bi pričakovali, da je širjenje vrha difuzivno, to je, da višina
vrha pada s korenom iz časa, medtem ko njegova širina raste s korenom iz časa.
Presenetljivo se to ne zgodi, podobno kot v kvantnem Heisenbergovem modelu je
transport hitrejši kot preprosta difuzija.
Izkaže se, da so preseki stacionarni ob sledečem reskaliranju:
Cz,z(r, t)→ tαCz,z(r/tα), α = 2
3
, (5.19)
značilnem za t. i. Kardar-Parisi-Zhangov (KPZ) univerzalnostni razred [50], o ka-
terem bomo več povedali na koncu tega poglavja. Stacionarni preseki ob takšnem
skaliranju so prikazani na sliki (5.5b). Poleg stacionarnosti profilov je prikazana še
primerjava med normalno in KPZ skalirno funkcijo. Natančno prilagajanje KPZ
skalirne funkcije potrdi, da integrabilen Landau-Lifshitzov model spada v Kardar-
Parisi-Zhangov univerzalnostni razred.
3Širjenje je balistično, ko se motnja širi linearno s časom.
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Slika 5.5: Avtokorelacijska funkcija magnetizacije v ravnovesnem stanju z maksi-
malno entropijo. (a) Časovno krajevna odvisnost avtokorelacije magnetizacije v sta-
nju z maksimalno entropijo. Korelacijska funkcija ima obliko simetričnega vrha, ki
se z večanjem časovnega razvoja niža in širi sub-balistično. V ozadju vidne fluktu-
acije korelacij, ki so posledica končnega povprečenja. Absolutna vrednost korelacije
prikazana zavoljo majhnih negativnih fluktuacij ozadja in logaritemske barvne le-
stvice. (b) Preseki reskalirane korelacijske funkcije pri konstantem času za pet dalj-
ših časov t ≳ 500. Preseki so stacionarni ob reskaliranju oblike (5.19). Z modro
in črno črtkano črto sta prikazani najbolje prilegajoči se Guassovi in KPZ ska-
lirni funkciji. V repih korelacije se KPZ skalirna funkcija prilega bolje. Prilagajanje
oblike t
2
3Cz,z = ag
(
br/t
2
3
)
, kjer je g KPZ skalirna funkcija, da vrednosti a = 0.024,
b = 0.29. Uporabljene tabelirane vrednosti skalirne funkcije g iz reference [51]. Zače-
tna stanja izžrebana po verjetnostni porazdelitvi (5.17). Parametri: n = 8192, µ = 0,
število ponovitev = 105, tmax = 4096.
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5.3.3 Avtokorelacijske funkcije magnetiziranega stanja
Oglejmo si še avtokorelacijske funkcije integrabilnega modela (4.1) v magnetizira-
nem stanju, prikazane na sliki (5.6).
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Slika 5.6: Avtokorelacijska funkcija integrabilnega modela (4.1) v magnetiziranem
stanju z maksimalno entropijo. Začetna stanja izžrebana po verjetnostni poraz-
delitvi (5.17). (a) Avtokorelacijska funkcija pri povprečnih magnetizacijah ⟨Sz⟩ ∈
{0.03, 0.07, 0.1, 0.3, 0.5, 0.7}. Prikazan le del korelacijske funkcije blizu izhodišča. V
magnetiziranem stanju se pojavi balističen prispevek. (b) Povečava progaste struk-
ture balističnega prispevka. Progasta struktura balističnega prispevka na sliki (5.6a)
je posledica prikaza in ni fizikalna. Fizikalna progasta struktura je gostejša, pojavi
se s krajevno periodo dveh delcev. Parametri: n = 8192, število ponovitev = 104,
tmax = 4096.
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Kot smo videli, je korelacijska funkcija simetrična na pozitivne ter negativne časovne
zamike, zato smo jo prikazali le za pozitivne čase. Zaradi periodičnih robnih pogojev
v kraju bi lahko v korelacijski funkciji dobili nefizikalne prispevke. Takšnim prispev-
kom se izognemo s simuliranjem dinamike sistema n delcev le do časa tmax = n4 .
Diskretna strukutra dinamike preprečuje, da bi v takšnem času svetlobni stožec 4
sistema sekal samega sebe, kar bi bilo nefizikalno.
Izven ravnovesja so pri poljubno majhni neničelni povprečni magnetizaciji prisotni
balistični prispevki k transportu. Kljub temu je centralni vrh korelacije še nekaj
časa sub-balističen. Progasta strukutura balističnega prispevka je posledica izbrane
oblike prikaza, prava fizikalna struktura tega prispevka se pojavi na mnogo manjši
skali. Korelacijska funkcija balističnega prispevka ima krajevno periodo dveh delcev.
Z večanjem povprečne magnetizacije se centralni vrh razširja in niža, pomembnejši
postajajo robni balistični prispevki. Pri velikih povprečnih magnetizacijah se cen-
tralni vrh dokočno razcepi in potuje balistično.
Podobno kot v nemagnetiziranem stanju reskaliramo preseke avtokorelacije pri fi-
ksnem času. Tokrat jih reskaliramo linearno:
Cz,z(r, t)→ tαCz,z(r/tα), α = 1, (5.20)
nakar dobimo ob daljših časih stacionarne profile, prikazane na sliki (5.7).
Za majhne povprečne magnetizacije je stacionaren presek še vedno zvonast. Kmalu
se začne centralni vrh cepiti, pokažejo se robni vrhovi, ki pripadajo balističnim pri-
spevkom na sliki (5.6a). Ob nadaljnjem večanju magnetizacije se centralni vrh niža
in razcepi, medtem ko se stranska vrhova ojačita. Pri visokih magnetizacijah cen-
tralni vrh ni več viden, opazna sta le še ostra stranska vrhova. Zanimivo se stranska
vrhova pri višjih magnetizacijah začneta pomikati proti izhodišču, balistične motnje
potujejo počasneje.
Ob primerjavi skaliranj (5.19) in (5.20) se kaj kmalu pojavi vprašanje kompatibil-
nosti obeh skaliranj. Na eni strani so v nemagnetiziranem stanju preseki stacionarni
ob prvem skaliranju, medtem ko so v magnetiziranem stanju stacionarni ob drugem.
Na prvi pogled se zdi, da sta ti dve skaliranji nekompatibilni v limiti majhnih ma-
gnetizacij. Odgovor se skriva v časovni skali, na kateri je stacionaren profil dosežen.
Manjša kot je povprečna magnetizacija, dalj časa korelacijska funkcija ne bo skalirala
balistično. Ta pojav je mogoče videti tudi na zgornjem paru grafov na sliki (5.7),
kjer vidimo, da za majhne čase profil še ni popolnoma stacionaren.
4Preprosta posledica diskretne strukture dinamike (4.2) je omejena največja hitrost širjenja
informacije v sistemu. V enem koraku se lahko motnja razširi največ za dve dve mesti v vsako
stran, kar nam zagotavlja kavzalnost dinamike. Zaradi omejene hitrosti širjenja motnje je smiselno
govoriti o svetlobnem stožcu.
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Slika 5.7: Stacionarni preseki avtokorelacijske funkcije magnetizacije v magnetizi-
ranem stanju integrabilnega modela (4.1) pri povprečnih magnetizaciajh ⟨Sz⟩ ∈
{0.03, 0.07, 0.1, 0.3, 0.5, 0.7}. Preseki so stacionarni ob reskaliranju (5.20). Začetna
stanja izžrebana po verjetnostni porazdelitvi (5.17). Hitrost robnih vrhov z rastjo
magnetizacije pada. Parametri: n = 8192, število ponovitev = 104, tmax = 4096.
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5.3.4 Avtokorelacijske funkcije neintegrabilnega modela
Izračun Lyapunovega spektra naivne trotterizacije Landau-Lifshitzovega modela
(3.6) je pokazal, da takšen postopek zlomi integrabilnost modela (slika 5.3b). Model
postane integrabilen šele v limiti kratkih časovnih korakov, τ → 0. Parameter τ
nadzoruje zlom integrabilnosti, zato se je naravno vprašati, kako njegova velikost
vpliva na avtokorelacijske funkcije v nemagnetiziranem stanju. Bolj natančno nas
zanima, kako je eksponent stacionarnega reskaliranja α:
Cz,z(r, t)→ tαCz,z(r/tα), (5.21)
odvisen od parametra τ .
Kot smo pokazali, je v nemagnetiziranem stanju integrabilnega modela avtokorela-
cijska funkcija stacionarna ob skaliranju z α = 2
3
. Ker se za τ → 0 tudi neintegrabilen
model približuje integrabilnem modelu, je to pričakovana limitna vrednost za majhne
τ . Po drugi strani bi v kaotičnem modelu pričakovali navadno difuzijo, za katero je
značilen eksponent α = 1
2
.
Kvantitativen odgovor na to vprašanje najlažje dobimo, če si ogledamo časovno od-
visnost višine centralnega vrha avtokorelacije pri r = 0 od časa. Iz enačbe (5.21)
sledi, da bo vrh s časom skaliral kot:
Cz,z(0, t) ∝ tα. (5.22)
Vrednost eksponenta α tedaj zlahka preberemo iz naklona vrha avtokorelacijske
funkcije, prikazane v logaritemsko-logaritemski skali. Rezultati simulacij za nekaj
različnih vrednosti τ so prikazani na sliki 5.8a.
(a) (b)
Slika 5.8: (a) Vrh avtokorelacijske funckije Cz,z(r = 0, t) neintegrabilnega modela
(3.6) v odvisnosti od časa. V logaritemsko-logaritemsko skali je odvisnost po kraj-
šem času skoraj popolnoma ravna. Naklon premice, ki ga dobimo s prilagajanjem
potenčne funckije, je enak −α. Pri večjih τ je odvisnost vidno rahlo konkavna. (b)
Lokalni eksponent α na petih različnih časovnih intervalih. Zaradi rahle konkavnosti
odvisnosti, prikazane v (a), se lokalni eksponenti razlikujejo. Eksponenti pri daljših
časih sistematično konvergirajo k manjšim vrednostim. Eksponenti iz zadnjega in-
tervala so zaradi statističnih fluktuacij zašumljeni. Parametri simulacij: n = 8000,
število ponovitev = 104, tmax = 8000τ .
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Odvisnost se v logaritemsko-logaritemski skali hitro skoraj popolnoma zravna, a je
prisotna rahla ukrivljenost. Prav tako opazimo, da so nakloni premic odvisni od vre-
dnosti τ . Ker je odvisnost rahlo ukrivljena, pri vsaki vrednosti τ določimo lokalne
eksponente α na petih različnih časovnih intervalih, kot je prikazano na sliki 5.8b.
Pričakovano je za majhne τ eksponent α blizu integrabilnega eksponenta α = 2
3
. Z
naraščanjem parametra τ eksponenti padajo proti vrednosti α ≈ 1
2
, kar bi pričakovali
za normalno difuzijo. Rahla ukrivljenost krivulj se odraža v vse hitrejši konvergenci
k tej vrednosti s podaljševanjem časovnega intervala.
Na podlagi teh rezultatov je smiselno pričakovati, da bo za asimptotsko dolge čase
višina vrha skalirala z α = 1
2
ter bo transport preprosto difuziven, medtem ko je
v vmesnem času skaliranje odvisno od vrednosti τ . Manjša kot je vrednost τ , tem
počasnejša je konvergenca k preprostemu difuzivnemu režimu. Takšna interpretacije
se sklada s tem, da parameter τ nadzira zlom integrabilnosti. Tem večji kot je τ , tem
bolj kaotičen je sistem. Z večanjem τ se superdifuzivni eksponent, α = 2
3
, značilen
za integrabilen sistem (4.1), vse hitreje izgubi in sistem preide v režim preproste di-
fuzije, z eksponentom α = 1
2
. Kot je razvidno iz zelo rahle ukrivljenosti na sliki 5.8a,
so lahko sledi integrabilnosti vidne še zelo dolgo časa.
Vidimo, da je integrabilnost razcepa (4.1) ključna za zvesto simulacijo dinamike
s Trotterjevim razcepom. Naiven razcep Landau-Lifshitzovega modela (3.6) bo za
poljubno majhno končno vrednost parametra τ po dovolj dolgem času dal močno
napačne rezultate. Do podobnega pojava pride, če enačbe gibanja hamiltonskega sis-
tema simuliramo z eksplicitnim ali implicitnim integratorjem. Kljub še tako majhni
vrednosti časovnega koraka nam bo integrator v sistem počasi dovajal ali iz njega
črpal energijo, kar je nefizikalno. Po dovolj dolgem času bodo rezultati takšne simu-
lacije popolnoma napačni. Možna rešitev je uporaba simplektičnega integratorja, ki
že po konstrukciji ohranja energijo sistema (oziroma njeno diskretizirano verzijo).
Analogno vpeljan razcep (4.1) že po konstrukciji ohranja integrabilnost dinamike.
61
Poglavje 5. Dinamika diskretnega modela
5.4 Kardar-Parisi-Zhangov univerzalnostni razred
Reskaliranje (5.19) motivira Kardar-Parisi-Zhangov (KPZ) univerzalnostni razred.
V spodnjem sestavku podamo kratek teoretičen uvod, ki pojasni izvor takšnega
skaliranja. Obsežnješi fizikalni motiviran uvod je mogoče najti v [52], podrobnejši
in bolj matematično usmerjen pregled je v [53].
Začetki KPZ univerzalnostnega razreda segajo v leto 1986, ko so avtorji predlagali
model profila rastočega stičišča dveh faz snovi [50]. Rast opiše sledeča stohastična
parcialna diferencialna enačba:
∂th = v0 + ν∇2h+ λ
2
(∇h)2 + η, (5.23)
kjer je h = h(x, t) višina stičišča. Pri tem ne upoštevamo previsov stičišča, v takšnem
primeru vzamemo največjo vrednost višine stičišča. Prvi člen predstavlja konstantno
rast stičišča. Pripravno se je postaviti v premikajoči se koordinatni sistem, h →
h+ v0t, nakar se enačbe (5.23) zapiše kot:
∂th = ν∇2h+ λ
2
(∇h)2 + η. (5.24)
Prvi člen v tej enačbi predstavlja relaksacijo stičišča pravokotno na smer rasti, para-
meter ν potemtakem igra vlogo površinske napetosti. Nelinearnost v drugem členu je
posledica rasti stičišča v normalni smeri na stičišče. Zadnji člen je normalno poraz-
deljena naključna spremenljivka, ki modelira nalaganje delcev na površino. Podan
je z:
⟨η(x, t)⟩ = 0, , ⟨η(x′, t′)η(x, t)⟩ = Dδ(x′ − x)δ(t′ − t), (5.25)
kjer ⟨, ⟩ označuje ansambelsko povprečje.
Izkaže se, da so rešitve enačbe (5.24) dinamično samopodobne5. Funkcija f je di-
namično sampodobna, če je ob primernem skaliranju neodvisna od časovne skale:
f(x, t) ∝ twg(x/t 1z ), (5.26)
kjer je z dinamični eksponent sistema in g univerzalna brezdimenzijska skalirna
funkcija. Eksponent w je določen z dimenzijsko analizo.
Z uporabo tehnik renormalizacijse grupe so avtorji [50] pokazali, da dvotočkovna
korelacijska funkcije rešitve enačbe (5.24) v eni dimenziji skalira kot:
C(x, t) ∝ t 23 g(x/t 23 ), (5.27)
iz česar sledi, da je dinamični eksponent KPZ univerzalnostnega razreda enak z = 3
2
.
Leta 2004 sta M. Prähofer in H. Spohn s točno rešitivijo diskretnega modela v KPZ
univerzalnostnem razredu uspela izpeljati obliko skalirne funkcije g [51]. Poznavanje
skalirne funkcije nam omogoči, da kvantitativno preverimo, ali obravnavani model
pripada KPZ univerzalnostnemu razredu. Na tej točki je potrebno omeniti, da se
skalirna funkcije g znatno razlikuje od normalne porazdelitve le v repih, kot vidimo
na sliki 5.5b. Če želimo razločiti med njima, potrebujemo natančne podatke, ki se
razprostirajo čez nekaj velikostnih redov.
5Intuitivno a nerigorozno sklepanje je osnovano na sledečem nizu opažanj. Enačba (5.24) se po
Cole-Hopfovi transformaciji, Z(x, t) = e
λ
2ν h(x,t), prepiše v ∂tZ = ν∇2Z + λ2ν ηZ. To je natanko
Edwardsova enačba elastičnega polimera v naključnem potencialu η. Zvijanje polimera bo torej
podobno naključnemu sprehodu, saj je Edwardsova enačba natanko Schrödingerjeva enačbo v
imaginarnem času, katere rešitev lahko formalno zapišemo z uporabo Feynmanovega pot-integrala.
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Umestimo zgornje rezultate v širšo sliko statistične fizike. Medtem ko je ravnovesna
statistična fizika, tako klasična kot kvantna, v veliki meri že dobro razumljena, je
naše poznavanje neravnovesne statistične fizike pomanjkljivo. Eno izmed pomemb-
nih nerešenih vprašanj se dotika vloge univerzalnostnih razredov izven ravnovesja.
Teorija povprečnega polja v ravnovesju pogosto skrije fazne prehode v sistemu, ki
jih pokaže šele točna rešitev danega modela. Na podlagi točnih rešitev modelov je
mogoče fazne prehode v ravnovesju razdeliti v univerzalnostne razrede. Točna reši-
tev omogoči izračun kritičnega eksponenta sistema, ki opisuje obnašanje sistema v
bližini faznega prehoda. Mnogo modelov z različnimi mikroskopskimi interakcijami
se v bližni kritične točke obnaša ekvivalentno, izračun ali eksperiment podajata uje-
majoče se kritične eksponente. Idejo formalizira koncept renormalizacijske grupe,
ki omogoči obravnavo modelov pri različnih skaliranjih. Glavno vlogo v določanju
univerzalnostnega razreda igrata dimenzija modela in doseg interakcije.
V domeni neravnovesne statistične fizike trenutno ni analoga renormalizacijske grupe,
ki bi rigorozno utemeljil obstoj univerzalnostnih razredov. Kljub temu nekateri re-
zultati kažejo na univerzalno obnašanje. Kot primer navedimo že omejeni KPZ uni-
verzalnostni razred, ki je bil eksperimentalno opažen v tekoče kristalnih sistemih
[54], počasnem gorenju papirja [55] in drugih.
Pred kratkim je bilo KPZ skaliranje prav tako opaženo v numeričnih simulaci-
jah kvantnega Heisenbergovega modela [56]. Na podlagi predstavljenih rezultatov
(slika 5.5) integrabilnega modela v nemagnetiziranem stanju tudi Landau-Lifshitzov
model na mreži spada v ta univerzalnostni razred. Teoretična razlaga teh opažanj
trenutno ni znana, prav tako ni jasno, kakšno vlogo igrajo integrabilnost, rotacijska
simetrija modela in klasično-kvantna delitev. Rezultati simulacij neintegrabilne dis-
kretizacije modela (slika 5.8) kažejo, da je integrabilnost modela pomembna za KPZ
univerzalnostni razred. Kljub temu smo videli, da so lahko sledi zlomljene integra-
bilnosti v dinamiki vidne še dolgo časa.
Prav tako zanimiva je dinamika integrabilnega diskretnega Landau-Lifshitzovega
modela v magnetiziranem stanju. Kot smo pokazali, se poleg centralnega vrha ko-
relacije takoj pojavijo hitri balistični prispevki. Z večanjem magnetizacije postajajo
vse bolj pomembni, medtem ko se centralni vrh razcepi in zniža. Pri veliki magne-
tizaciji dinamiko dominirajo robni balistični prispevki. Njihova hitrost z večanjem
magnetizacije nepričakovano pada.
Medtem ko je mogoče transportne lastnosti modela blizu ravnovesja opisati s korela-
cijskimi funkcijami v ravnovesju, trenutno ne obstaja uveljavljen teoretičen pristop
za študij transporta daleč iz ravnovesja. V zadnjih nekaj letih se je v ta namen začela
razvijati generalizirana hidrodinamika [57] [33] [34], ki opiše transport v integrabil-
nih sistemih daleč iz ravnovesja z uporabo ustrezno posplošenih idej hidrodinamske
teorije. Stacionarni profili (slika 5.6) lahko služijo za preverbo bodočih teoretičnih
napovedi.
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V delu smo obravnavali transportne lastnosti Landau-Lifshitzovega modela na mreži,
ki je paradigmatičen klasičen model magnetizma v snovi. Za začetek smo si ogle-
dali kvantnomehanski izvor izmenjalne interakcije, ki je posledica antisimetričnosti
elektronske valovne funkcije na izmenjavo elektronov. Razcep spinskega prostora
dveh elektronov na singletno in tripletno stanje nam je omogočilo zapis hamilto-
niana z uporabo spinskih operatorjev, iz preproste generalizacije tega rezultata je
sledil kvantni Heisenbergov model. Kljub temu, da klasična mehanika nima analoga
Paulijevega izključitvenega načela, smo zlahka zapisali klasični analog modela, kla-
sični Heisenbergov model. Za takšen model je znano, da je neintegrabilen, zato smo
vpeljali Landau-Lifshitzov model na mreži, katerega fizika je kvalitativno podobna.
Umeritveno invarianco njegove zvezne limite smo uporabili, da smo ga povezali z
nelinearno Schrödingerjevo enačbo.
V nadaljevanju smo definirali integrabilnost v klasični mehaniki ter navedli Liouville-
Arnoldov izrek, ki je osnova za točno rešitev integrabilnih modelov. Uvedli smo
Laxovo reprezentacijo Landau-Lifshitzovega modela ter z njo konstruirali rodovno
funkcijo lokalnih realnih ohranjenih količin modela. Na ravni Laxovih operatorjev
smo zapisali tudi Poissonovo strukturo modela, kar nas je pripeljalo do R-matrike. Z
njeno pomočjo smo lahko naenkrat pokazali integrabilnost neskončne družine višjih
Landau-Lifshitzovih modelov. Dotaknili smo se koncepta skrite simetrije integrabil-
nih modelov.
Navkljub obstoju točne rešitve Landau-Lifshitzovega modela je njen analitičen štu-
dij tehnično zelo zahteven, zato smo postopali drugače. Naš pristop je temeljil na
Trotterejevem razcepu Liovuillove enačbe, ki je problem časovnega razvoja celo-
tnega sistema razcepil na veliko število dvodelčnih problemov. Te smo z uporabo
Rodrigezove rotacijske formule točno rešili, s čimer smo dobili shemo za učinkovito
simulacijo Landau-Lifshitzovega modela.
Pri tem se je pojavila težava. Direkten razcep dinamike na dvodelčno dinamiko zlomi
integrabilnost modela, zato smo uvedli novo diskretizacijo Landau-Lifshitzovega mo-
dela na krajevno-časovno mrežo ter pokazali njeno integrabilnost z uporabo nove
R-matrike. Pokazali smo, da je takšen model samodualen.
Nadaljevali smo z numeričnimi simulacijami dinamike modela. V ta namen smo
najprej definirali Lyapunov spekter ter predstavili algoritem za njegov izračun. S
pomočjo Lyapunovega spektra smo preverili integrabilnost diskretizacije. Izračunali
smo še Lyapunova spektra direktnega razcepa Landau-Lifshitzovega modela ter kla-
sičnega Heisenbergovega modela in opazili veliko razliko v njunih spektrih.
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Za potrebe simulacij smo izpeljali verjetnostno gostoto stanja z maksimalno entro-
pijo pri dani magnetizaciji. Na podlagi izračuna avtokorelacijske funkcije magneti-
zacije v nemagnetiziranem stanju smo pokazali, da je transport v modelu superdifu-
ziven, s čimer smo pritrdilno odgvorili na osrednje obravnavano vprašanje. Še več, iz
skaliranja avtokorelacijske funkcije sledi, da model spada v Kardar-Parisi-Zhangov
univerzalnostni razred, ki smo ga na kratko predstavili.
Metoda nam je omogočila tudi simulacijo dinamike v magnetiziranem stanju, kjer
smo opazili balistične prispevke k transportu. Ob balističnem reskaliranju smo dobili
bogato odvisnost stacionarnih presekov od magnetizacije.
Simulacije neintegrabilnega razcepa so pokazale, da je integrabilnost pomembna za
KPZ skaliranje. Kljub temu smo videli, da so lahko v šibko zlomljenih modelih sledi
integrabilnosti vidne dolgo časa. Preprosta difuzija prevlada šele na asimptostko
dolgih časovnih skalah, v vmesnem režimu je za razumevanje dinamike ključen zlom
integrabilnosti.
Tekom dela smo naleteli na več nerešenih vprašanj, ki kažejo obetavne smeri za na-
daljnje raziskovanje. Prva smer je globlje razumevanje analitične strukture vpelja-
nega diskretnega integrabilnega modela. Trenutno je dvodelčni propagator podan z
eksplicitnim predpisom. Ali je mogoče dinamiko dvigniti na raven Laxovih operator-
jev? Tesno povezana s tem vprašanjem je vloga Yang-Baxterjeve enačbe v dokazu
integrabilnosti. Pokazali smo, da je dvodelčni propagator rešitev Yang-Baxterjeve
enačbe, a trenutno ni jasno, kako z njeno pomočjo dokazati RLL enačbo in integra-
bilnost modela.
Druga možna nadgradnja dela je v generalizaciji metoda simulacije. Trenutno z
dvodelčnim propagatorjem računamo diskretne časovne skoke po karakteristikah Li-
ouvillove enačbe. Ali je mogoče znano točno rešitev dvodelčne dinamike uporabiti
za časovni razvoj poljubnih verjetnostnih gostot? Takšen pristop bi omogočil mnogo
učinkovitejše računanje ansambelskih povprečji.
Tretja možnost se kaže v nadaljnjem študiju transportnih lastnosti modela. Trenu-
tno ni znana rigorozna razlaga opaženega superdifuzivnega transporta niti pojav
Kardar-Parisi-Zhangovega univerzalnostnega razreda. Predstavljen diskreten model
lahko služi kot najpreprostješi klasičen integrabilen rotacijsko invarianten model na
diskretni krajevno-časovni mreži. Ker je naraven analog kvantne spinske verige, je
zanimivo vprašanje, katere od naštetih lastnosti so ključne za superdifuziven tran-
sport.
Četrta možnost je povezana z omenjeno samodualnostjo modela, ki kaže obetaven
pristop k analitičnemu razumevanju transporta. Ali obstaja fiksna točka dualne pre-
slikave? Je mogoče takšno fiksno točko povezati s KPZ univerzalnostnim razredom?
Kako samodualnost modela omeji transportne lastnosti modela?
Odprta so tudi vprašanja o transportu v magnetiziranem stanju. Kako na podlagi
primerno poenostavljene mikroskopske teorije izpeljati stacionarne profile magne-
tiziranega stanja? Ali je mogoče balistične vrhove razumeti kot prosto potujoče
solitone?
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Dodatek A
Bohr-van Leeuwenov izrek
Obravnavajmo klasičen sistem n elektronov v termičnem ravnovesju. V klasični sliki
si elektron predstavljamo kot majhen električno nabit delec z nabojem −e0 in maso
me. Particijska vsota takšnega sistema se zapiše kot:
Z =
∫ n∏
j=1
d3rjd
3pje
−βH , (A.1)
kjer sta rj in pj vektorja koordinat in momentov j-tega elektrona, β = 1kBT je
inverzna temperatura.
V okviru klasične elektromagnetne teorije ima hamiltonian takšnega sistema obliko:
H
(
r1, r2, . . .p1,p2, . . .
)
=
n∑
j=1
1
2
(
pj + e0A(rj)
)− e0ϕ(rj), (A.2)
kjer sta A in ϕ vektorski magnetni potencial in električni potencial, ki sta z elek-
tričnim poljem E in magnetim poljem B povezana prek enačb:
B = ∇×A, E = −∇ϕ− ∂A
∂t
. (A.3)
Povezavo med polji in izvori podajajo Maxwellove enačbe.
Ko računamo particijsko vsoto, gre integral po momentih po celotnem neomejenem
prostoru, zato lahko z ozirom na hamiltonian (A.2) naredimo preprosto substitucijo:
pj ← pj + e0A(rj), (A.4)
s pomočjo katere vidimo, da particijska vsota ni odvisna od magnetnega potenciala
A in posledično od B:
Z ̸= Z(B). (A.5)
Magnetizacijo sistema M izrazimo s particijsko vsoto kot:
M = −∂⟨E⟩
∂B
=
1
∂B
(∂ lnZ
∂β
)
=
1
∂β
(∂ lnZ
∂B
)
= 0. (A.6)
Celotna magnetizacija takšnega sistema je enaka nič, s čimer smo pokazali Bohr-van
Leeuwenov izrek.
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Dodatek B
Paulijeve matrike
Paulijeve matrike so definirane kot:
σx =
⎡⎣ 0 1
1 0
⎤⎦ , σy =
⎡⎣ 0 −i
i 0
⎤⎦ , σz =
⎡⎣ 1 0
0 −1
⎤⎦ . (B.1)
Iz definicije je očitno, da so Paulijeve matrike brezsledne.
Produkt dveh Paulijevih matrik se zapiše kot:
σaσb = δabI+ iεabcσc, (B.2)
kjer je δab Kroneckerjeva delta funckija, εabc Levi-Civitajev simbol in I matrika
identitete. Implicirano je seštevanje po ponovljenih indeksih.
Paulijev vektor definiramo kot skalarni produkt 3-vektorja z vektorjem Paulijevih
matrik:
S · σ = Saσa. (B.3)
Z uporabo zgornje formule dobimo uporabno zvezo za produkt dveh Paulijevih vek-
torjev:(
S1 ·σ
)(
S2 ·σ
)
= Sa1σ
aSb2σ
b = ISa1Sa2 + iεabcSa1Sb2σc = IS1 ·S2+ i
(
S1×S2
) ·σ. (B.4)
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Dodatek C
RLL relacija
V dokazu integrabilnosti diskretnega Landau-Lifshtizovega modela na mreži je bila
ključna t. i. RLL relacija:
Ln+1(λ)Ln(µ) = Ln+1(µ)Ln(λ) ◦ Φλ−µ(Sn,Sn+1), (C.1)
kjer so Laxovi operatorji L definirani kot:
Ln(λ) = I+
1
2iλ
Sn · σ. (C.2)
Dvodelčni propagator je definiran kot:
Φτ (S1,S2) =
1
σ2 + τ 2
(
σ2S1 + τ
2S2 + τS1 × S2, σ2S2 + τ 2S1 + τS2 × S1
)
, (C.3)
σ2 =
1
2
(
1 + S1 · S2
)
, τ ∈ R.
Dvodelčni propagator je endomorfizem para dva-sfer, ki vzame dva enotska vektorja
in ju transformira v nov par po predpisu (C.3).
Sistem N -tih delcev sestoji iz N -terice dva-sfer, Laxov operator Ln slika iz n-te dva
sfere v 2× 2 kompleksne matrike. V tem duhu moramo razumeti tudi enačbo (C.1)
ter kompozicijo, ki nastopa na desni strani enačbe. Laxova operatorja na levi strani
enačbe vzameta vektorja iz n in n+1 dva-sfere, iz njiju naredita 2× 2 matriki in ju
matrično zmnožita. Desna stran enačbe najprej preslika vektorja iz n in n+ 1 dva-
sfere z dvodelčnim propagatorjem. Laxova operatorja dobljen par vektorjev zopet
preslikata v 2× 2 matriki, ki ju nato zmnožimo.
Enačbo (C.1) je mogoče pokazati z direktnim računom, pri čemer upoštevamo struk-
turo Paulijevih matrik. Enačba se razpiše kot:
I
(
1− 1
4
1
λµ
Sn+1 · Sn
)
+ σ ·
( 1
2iλ
Sn+1 +
1
2iµ
Sn − i
4λµ
Sn+1 × Sn
)
=
I
(
1− 1
4
1
λµ
S′n+1 · S′n
)
+ σ ·
( 1
2iµ
S′n+1 +
1
2iλ
S′n −
i
4λµ
S′n+1 × S′n
)
, (C.4)
kjer smo s S′ označili vektor, na katerem je deloval dvodelčni propagator.
Paulijeve matrike in identiteta so baza prostora 2×2 hermitskih matrik, zato morata
biti člena sorazmerna identiteti in vektorju Paulijevih matrik neodvisno enaka, v
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kolikor velja zgornja enačba. Najprej si oglejmo člen sorazmeren identiteti. Imamo:
τ = λ− µ,
S′n+1 · S′n =
=
1
(σ2 + τ 2)2
(
σ2Sn + τ
2Sn+1 + τSn × Sn+1
)
·
(
σ2Sn+1 + τ
2Sn + τSn+1 × Sn
)
=
=
1
(σ2 + τ 2)2
(
(σ4 + τ 4)Sn+1 · Sn + 2σ2τ 2 − τ 2(Sn+1 × Sn)2
)
=
=
1
(σ2 + τ 2)2
(
(σ4 + τ 4)Sn+1 · Sn + 2σ2τ 2Sn+1 · Sn
)
=
=
Sn+1 · Sn
(σ2 + τ 2)2
(
sσ4 + τ 4 + 2σ2τ 2
)
=
= Sn+1 · Sn, (C.5)
iz česar sledi, da je del enačbe (C.4), proporcionalen identiteti, pravilen. Preostane
nam še del, sorazmeren vektorju Paulijevih matrik. V ta namen iz definicije dvo-
delčnega propagatorja hitro dobimo sledeče zveze:
τ = λ− µ,
S′n + S
′
n+1 = Sn + Sn,
S′n − S′n+1 =
σ2 − τ 2
σ2 + τ 2
(
Sn − Sn+1
)
+
2τ
σ2 + τ 2
Sn × Sn+1,
S′n × S′n+1 =
−2τσ2
σ2 + τ 2
(
Sn − Sn+1
)
+
σ2 − τ 2
σ2 + τ 2
Sn × Sn+1, (C.6)
kjer smo si pri izračunu zadnje zveze pomagali z znano formulo za trojni vektorski
produkt:
a× (b× c) = b(a · c)− c(a · b). (C.7)
Iz zgornjih enačb vidimo, da se vsota vektorjev ohranja, razlika in vektorski produkt
pa se mešata. Z ozirom na te enačbe zadnji člen v enačbi (C.4) zapišemo kot:( 1
2iµ
S′n+1 +
1
2iλ
S′n −
i
4λµ
S′n+1 × S′n
)
=
=
( 1
4i
(
1
λ
+
1
µ
)(S′n+1 + S
′
n) +
1
4i
(
1
λ
− 1
µ
)(S′n − S′n+1) +
i
4λµ
S′n × S′n+1
)
. (C.8)
Z uporabo enačb (C.6) zlahka poenostavimo zgornjo enačbo v obliko z začetnimi
vektorji:( 1
4i
(
1
λ
+
1
µ
)(Sn+1 + Sn) +
1
4i
(
1
µ
− 1
λ
)(Sn − Sn+1) + i
4λµ
Sn × Sn+1
)
, (C.9)
v čemer prepoznamo natanko koeficient vektorja Paulijevih matrik v drugem členu
enačbe (C.4). S tem je dokaz enačbe (C.1) zaključen.
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Dodatek D
Samodualnost
Časovna dinamika vpeljane integrabilne trotterizacije Landau-Lifshitzovega modela
je podana z (4.1):(
S′1,S
′
2
)
=
1
σ2 + τ 2
[σ2S1 + τ
2S2 + τS1 × S2, τ 2S1 + σ2S2 + τS1 × S2], (D.1)
σ2 =
1
2
(
1 + S1 · S2
)
, τ ∈ R.
Zanima nas, ali lahko iz zgornje časovne dinamike dobimo krajevno dinamiko – iz
znanega para vektorjev
(
S′1,S1
)
dobiti par
(
S′2,S2
)
.
Pokažimo, da je to mogoče ter da je takšna preslikava enolična. Če sta vektorja S1,S′1
linearno odvisna, je dinamika modela trivialno zamrznjena. Ko sta ta dva vektorja
linearno neodvisna, trojica vektorjev S1,S′1,S1 × S′1 napenja prostor.
Tedaj lahko vektor S2 razvijemo po tej neortogonalni bazi:
S2 = A1S1 + A2S
′
1 + A3S1 × S′1, (D.2)
kjer so Aj zaenkrat še neznani realni koeficienti.
Iz znanenga para vektorjev S1,S′1 lahko z izračunom skalarnega produkta r = S1 ·S′1
izrazimo:
S1 · S2 = (1 + 2τ
2)r − 1
(1 + 2τ 2)− r . (D.3)
S pomočgo tega izraza lahko direktno izračunamo še skalarna produkta S2 · S′1 in
S2 · (S1 × S′1):
S2 · S1 = C1 = (1 + 2τ
2)r − 1
(1 + 2τ 2)− r ,
S2 · S′1 = C2 =
r2 − r + 2τ 2
(1 + 2τ 2)− r
S2 · (S1 × S′1) = C3 =
−2τ(1− r2)
(1 + 2τ 2)− r . (D.4)
V zgornje enačbe vstavimo nastavek za S2 (D.2), kar nam da povezave med koefici-
enti Aj in Cj. Ker je vektor S1×S′1 pravokoten na S1,S′1 se koeficienta A3 in C3 ne
mešata z ostalimi koeficienti. Trejta enačba sistema (D.4) da:
A3 =
C3
1− r2 . (D.5)
77
Dodatek D. Samodualnost
Prvi dve enačbi sistema (D.4) povesta, kako se mešajo koeficienti A1, A2, C1, C2, kar
zapišemo s sistemom enačb: ⎡⎣C1
C2
⎤⎦ =
⎡⎣1 r
r 1
⎤⎦⎡⎣A1
A2
⎤⎦ , (D.6)
z rešitvijo: ⎡⎣A1
A2
⎤⎦ = 1
1− r2
⎡⎣ 1 −r
−r 1
⎤⎦⎡⎣C1
C2
⎤⎦ . (D.7)
Ko poznamo vrednosti koeficientov Ai, jih vstavimo v nastavek (D.2) in po nekaj
računanja pridemo do:
S2 =
1
∆2 + τ 2
(
−∆2S′1 + τ 2S1 + τS′1 × S1
)
, ∆2 =
1
2
(
1− S′1 · S1
)
. (D.8)
Vemo, da preslikava (4.1) ohranja vsoto klasičnih spinov:
S1 + S2 = S
′
1 + S
′
2, (D.9)
kar nam omogoči, da zlahka izrazimo še S′2. Skupaj dobimo:(
S′2,S2
)
=
1
∆2 + τ 2
[−∆2S′1 + τ 2S1 + τS′1 × S1, τ 2S′1 −∆2S1 + τS′1 × S1], (D.10)
∆2 =
1
2
(
1− S′1 · S1
)
.
Hitro se prepričamo, da takšna preslikava ohranja enotsko normo klasičnih spinov.
Enačba (D.10) nam enolično določa krajevno dinamiko, ki je dualna časovni dinamiki
(D.1).
Še več, če v enačbi (D.10) spinoma S1,S′2 zamenjamo predznak:
S1 − S1, S′2 → −S′2, (D.11)
se enačba (D.10) zapiše kot:(
S′2,S2
)
=
1
σ2 + τ 2
[σ2S′1 + τ
2S1 + τS
′
1 × S1, τ 2S′1 + σ2S1 − τS′1 × S1], (D.12)
σ2 =
1
2
(
1 + S′1 · S1
)
, τ ∈ R.
Zgornja preslikava je natanko iste oblike kot preslikava v časovni smeri (D.1), zato
pravimo, da je preslikava samodualna.
Podobno lahko pokažemo, da se ob zamenjavi predznakov drugega para spinov S′1,S2
v enačbi (D.10) preslikava transformira v:(
S′2,S2
)
=
1
σ2 + τ 2
[σ2S′1 − τ 2S1 + τS′1 × S1, τ 2S′1 + σ2S1 + τS′1 × S1], (D.13)
σ2 =
1
2
(
1 + S′1 · S1
)
, τ ∈ R,
kar je zopet enake oblike kot časovna dinamika (D.1), le da smo tokrat vzeli naspro-
tno vrednost časovnega parametra, τ → −τ .
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Dodatek E
Rodrigezova rotacijska formula
Pri izpeljavi dvodelčne dinamike smo za zasuk vektorja v za kot φ okrog enotske osi
rotacije kˆ uporabili Rodrigezovo rotacijsko formulo:
vzavrten = v cosφ+ kˆ× v sinφ+ kˆ(v · kˆ)(1− cosφ). (E.1)
Zavoljo kompletnosti zapišimo njeno izpeljavo.
Vektor v lahko razcepimo na komponento vzdolž vektorja kˆ in komponento pravo-
kotno nanj:
v = v∥ + v⊥, v∥ = kˆ(v · kˆ), v⊥ = v − kˆ(v · kˆ). (E.2)
Pri rotaciji okrog osi kˆ se vzdolžna komponenta ne spremeni, pravokotna kompo-
nenta se zavtri za kot φ v ravnini z normalo kˆ:
vzavrten⊥ = v⊥ cosφ+ kˆ× v⊥ sinφ. (E.3)
Zavrten vektor je tedaj:
vzavrten = v∥ + vzavrten⊥ , (E.4)
kar nam da natanko Rodrigezovo rotacijsko formulo (E.1).
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