The unimolecular dissociation of the formyl radical HCO in the electronic ground state is investigated using a completely new ab initio potential energy surface. The dynamics calculations are performed in the time-independent picture by employing a variant of the log-derivative Kohn variational principle. The full resonance spectrum up to energies more than 2 eV above the vibrational ground state is explored. The three fundamental frequencies ͑in cm Ϫ1 ͒ for the H-CO and CO stretches, and the bending mode are 2446 ͑2435͒, 1844 ͑1868͒, and 1081 ͑1087͒, where the numbers in parentheses are the measured values of Sappey and Crosley obtained from dispersed fluorescence excitation spectra ͓J. Chem. Phys. 93, 7601 ͑1990͔͒. In the present work we primarily emphasize the dissociation of the pure CO stretching resonances (0v 2 0) and their decay mechanisms. The excitation energies, dissociation rates, and final vibrational-rotational state distributions of CO agree well with recent experimental data obtained from stimulated emission pumping. Similarities with and differences from previous time-independent and time-dependent calculations employing the widely used Bowman-Bittman-Harding potential energy surface are also discussed. Most intriguing are the pronounced oscillations of the dissociation rates for vibrational states v 2 у7 which are discussed in the framework of internal vibrational energy redistribution.
I. INTRODUCTION
Resonances are universal features in full collisions, e.g., the scattering of an atom from a molecule, as well as half collisions, such as the photofragmentation and unimolecular reaction of an initially bound parent molecule.
1 For a long time they have fascinated researchers working in fields as diverse as nuclear reactions, 2, 3 electron-atom or electronmolecule scattering, 4 atom-molecule inelastic collisions and reactions, 5, 6 photodissociation, [7] [8] [9] [10] atom-solid surface scattering, 11, 12 etc. Resonances can be considered as quasibound states embedded in the continuum; in contrast to real bound states, which live forever if the spontaneous emission due to coupling to the vacuum space is neglected, they have a finite lifetime. Despite the various environments in which resonances occur, they can be described by the same general pictures and the same mathematical tools. 13 For elementary introductions see, for example, Chap. 7 of Ref. 7 or Chap. XXXIII of Ref. 14.
The investigation of resonances in polyatomic molecular systems is particularly fruitful for the general understanding of dynamical processes. On the one hand, modern experimental techniques-in principle-allow preparation of the system in one and only one particular resonance state and to determine its energy and width as well as the distribution of internal quantum states of the products. On the other hand, present-day theoretical methods make it possible to study the dynamics of a triatomic molecule on an ab initio basis without approximations. This includes the calculation of multidimensional potential energy surfaces ͑PES͒ for ground as well as excited electronic states 15 and the solution of the Schrö-dinger equation for the motion of the nuclei on these PESs. 7, 16 Detailed comparison of experimental and theoretical data on a fully state-resolved level allows one to assess the accuracy of the ab initio calculations and to interpret the various results in light of the corresponding quantum mechanical wave functions and, ultimately, the multidimensional PES.
The quantities which specify a particular resonance state (i) are ͑1͒ the resonance energy E R (i) , ͑2͒ the width ⌫ (i) , and ͑3͒ the distribution of final quantum states P (i) (␤) for products with internal degrees of freedom ͑for a diatomic molecule, for example, ␤ specifies a particular vibrationalrotational state͒. The resonance energies yield information about the ''binding'' part of the Hamiltonian, especially the topology of the PES in the inner region where the compound state is created, while the widths reflect the strength with which each quasibound state is coupled to the continuum. Finally, from the product state distributions one gains information about the interaction between the various nuclear degrees of freedom in the exit channel, from the transition state ͑i.e., the ''point of no return''͒ out to the asymptotic channel. All of these three observables depend in principle uniquely on the particular resonance, i.e., each resonance has its individual energy, width, and final product state distribution. a͒ Present address: Université de Marne-la-Vallée, 2 rue de la Butte verte, F-93166 Noisy-le-Grand Cedex.
Therefore, measuring these quantities for as many resonances as possible should provide a complete insight of the intra-and intermolecular dynamics during the breakup of the compound states.
A great deal of knowledge about resonances in molecular systems has been obtained from the fragmentation of weakly bound van der Waals molecules for which an innumerable number of highly resolved experiments and theoretical calculations have been performed in the last decade. [17] [18] [19] [20] van der Waals molecules, however, form a very special class of molecules. Their dissociation energies are small, of the order of 10 meV or so, which has the consequence that the density of resonances is comparatively small. Second, the coupling between the nuclear degrees of freedom is relatively small so that perturbation theory ͑i.e., Fermi's golden rule͒ is often appropriate to describe the fragmentation. Third, the topology of the multidimensional PES is in most cases rather simple and, therefore, fitting of the potential energy surface by comparison with experimental data is in principle feasible. The situation is quite different for ''chemically bound'' molecules like HCO or NO 2 , for example. In such cases the potential well is much deeper, of the order of 1 eV or more, with the consequence that the density of bound and quasibound states is substantially larger. The coupling between the different modes is so strong that under normal circumstances exact dynamical calculations are unavoidable. Finally, the overall topology of the PES is usually so complicated that only state-of-the-art ab initio electronic structure calculations can provide a reasonable description.
A molecule which shows a very rich resonance structure and which has attracted a lot of experimental and theoretical work in recent years is the formyl radical HCO dissociating into H and CO. For a timely overview and many references see Neyer and Houston. 21 The bound and resonance states of HCO have been studied by several groups using different techniques: Milligan and Jacox 22 ͑fluorescence spectroscopy in a matrix͒, Dixon 23 ͑fluorescence spectroscopy in the gas phase͒, Lineberger and co-workers 24 ͑photodetachment spectroscopy͒, Sappey and Crosley 25 ͑dispersed fluorescence spectroscopy͒, Field and co-workers 26 ͓stimulated emission pumping ͑SEP͔͒, Houston and co-workers 21, 27, 28 ͑SEP͒, and Rohlfing and co-workers 29 ͑dispersed fluorescence spectroscopy and SEP͒. The SEP data undoubtedly provide the most accurate results for the resonance energies and their widths. Houston and co-workers also determined the final rotational-vibrational state distributions of CO for a few selected resonances. 21, 27, 28 While this manuscript was being prepared, the first SEP data for DCO also become available. 30 In conclusion, a great deal of experimental information, including resonance energies, widths, and final state distributions, is now available for HCO and DCO, which can be directly compared with theoretical calculations in order to achieve a most detailed understanding of this prototypical unimolecular reaction.
Concurrent with the appreciable experimental work related to the fragmentation of HCO, there has been intensive theoretical activity. Essentially all dynamical calculations up to now use the three-dimensional PES of Bowman, Bittman, and Harding 31 ͑BBH͒ which is based on elaborate ab initio electronic structure calculations. Because several experimentally known features of the HCO PES, like the dissociation energy, the barrier with respect to the HϩCO asymptote, and the fundamental frequencies, were not satisfactorily reproduced by the original BBH surface, it has been substantially modified. 31 A relatively simple analytical expression for the HCO potential energy surface, which-although it is not based on the BBH surface-reproduces the general topology of the true surface, has been derived by Cho et al. by fitting experimental vibrational energies. 32 In contrast to the ab initio PES the parameters of this analytical potential can be easily varied which allows one to assess how the cross sections depend on particular features of the potential. Employing the modified BBH PES Bowman and co-workers [33] [34] [35] [36] [37] [38] [39] [40] performed, over the years, several time-independent dynamical calculations aiming at the resonance energies, their widths, and final CO state distributions. Using the same PES Gray 41 and Dixon 42 studied the fragmentation dynamics of HCO in the time-dependent wave packet approach. The time-independent and the time-dependent calculations give generally the same results, as they should since both pictures are completely equivalent ͑see, for example, Chap. 4 of Ref.
7͒. At present time the study of Dixon is most complete. Many resonance energies and widths are reported, as well as final vibrational-rotational state distributions.
Without going into detail, it is safe to say that the dynamical calculations using the BBH PES reproduce all presently available experimental data qualitatively correctly. This must be considered as a great success of ab initio theory because most of the theoretical studies predated the experiments. Nevertheless, with the most recent SEP data at hand systematic deviations of the energies and the widths become apparent which indicate that the BBH potential energy surface is not fully appropriate to reproduce all details in a quantitative way. Along the same lines, it must be noted that the calculated 43 final CO vibrational-rotational state distributions following the decay of the Ã 2 AЉ state through Renner-Teller coupling with the X 2 AЈ state do not satisfactorily reproduce the experimental distributions. 44 In this process the final fragmentation proceeds on the ground-state PES at relatively high total energies and, therefore, the substantial deviations from experiment underline that parts of the global HCO(X ) surface are probably not correctly modeled by the BBH PES. Moreover, substantial differences in calculated and measured CO rotational state distributions have been reported for collisions of energetic H atoms with CO ͑Refs. 45-47͒ which also indicates that parts of the BBH surface may not correctly describe the true potential energy surface. In conclusion, although the dynamical calculations using the BBH surface qualitatively reproduce the gross features of several distinct measurements, a more accurate 3-D potential energy surface is desirable.
In the present article we introduce a new fully ab initio PES for the ground electronic state of HCO calculated at several hundred nuclear configurations. In addition, we report preliminary dynamics calculations performed in the time-independent approach using a variant of Kohn's variational principle. The emphasis of the present article lies on the decay of resonances in which only the CO vibrational mode 2 is excited. More complete investigations of HCO and DCO will be reported in later publications.
II. THE HCO(X 2 AЈ) POTENTIAL ENERGY SURFACE

A. Ab initio calculations
All calculations described in this section were performed with the MOLPRO ab initio program. 48 In order to understand the electronic structure of the lowest electronic states of the HCO radical, we first performed CASSCF ͑complete active space self-consistent field͒ 49, 50 calculations for selected cuts through the potential energy surfaces. At the collinear geometry, the symmetry of the HCO ground-state wave function is 2 The situation is even more complicated at bent geometries. As the HCO bending angle ␣ decreases from 180°to about 120°, the energy of the 1 2 ⌺ ϩ (2 2 AЈ) state increases, while some higher excited states ͑in particular the 3 2 AЈ and 2 2 AЉ states, which correlate at linear geometries with the 2 2 ⌸ state͒ are lowered ͑see Fig. 2͒ . This leads to another set of avoided crossings at about 130°. It is likely that the excited-state curves in Fig. 2 are quite inaccurate and incomplete since the CASSCF valence ansatz we used ͑orbitals 3aЈϪ9aЈ, 1aЉϪ2aЉ active͒ did not include Rydberg orbitals ͑even though the 9aЈ orbital had Rydberg character at some bent geometries͒. It should also be noted that the basis set used for these calculations did not include diffuse functions as would be needed to properly describe the Rydberg states. If such functions are included, further complications arise by avoided crossings with excited Rydberg states, which are of no interest for the present work. Rather, our aim was to find a consistent CASSCF ansatz to describe the lowest three valence states, and the main purpose of Figs. 1 and 2 is to illustrate the great difficulty of doing so. Figure 3 shows a three-dimensional representation of the three lowest potential energy surfaces as a function of R CH and ␣ for a fixed R CO distance of 2.2 a 0 . The conical intersection of the two AЈ states as well as the Renner-Teller splitting of the ⌸ state near its minimum at collinear geometries can be seen in this figure.
Clearly, due to the conical intersection of the 2 ⌸ and 2 ⌺ ϩ states, at linear and near linear geometries a minimum of two AЈ states is needed for a proper description of dissociation. In addition, the AЉ Renner-Teller component of the 2 ⌸ state should also be included. Therefore we performed a state-averaged CASSCF calculation for these three states. However, due to the avoided crossing of the second AЈ state with higher states at bent geometries, and the conical intersection of the 2 a considerable number of active spaces with various sets of states included, but were not able to find an ansatz which consistently worked well for all geometries. Therefore, for the purpose of the present article, in which primarily the lowest AЈ state is of interest, we adopted a simplified computational procedure and omitted the second AЈ state for most geometries.
For a given CO distance, the calculations were started at linear geometry and large CH distances. For ␣ϭ180°and r CH Ͼ2.6 a 0 , initial full valence state-averaged CASSCF calculations ͑orbitals 3aЈϪ9aЈ, 1aЉϪ2aЉ active͒ were performed with three AЈ and two AЉ states included ͑equal weights for all states͒. The optimized orbitals of this calculations were then used as starting guess for a second CASSCF with the same active space but only one AЈ and one AЉ state included. This two-step procedure was necessary to avoid convergence to wrong states. At short distances, i.e., inside the conical intersection, this ansatz yields pure 2 ⌸ states. Since at large CH distances the 2 ⌸(AЈ) component was excluded, there is a slight symmetry contamination at linear geometries, but it is not expected that this has a significant effect on the final MRCI energies. For each pair of fixed CO and CH distances, the angle was varied continuously from linear geometries ͑180°͒ to small angles ͑60°͒, and always the neighboring orbitals were used as starting guess in the subsequent CASSCF calculation.
The natural orbitals of the latter CASSCF calculation were used in the final internally contracted multireference configuration interaction 51, 52 ͑MRCI͒ calculations. Complete active space reference functions were used, but in order to reduce the computational effort, the weakly occupied 9aЈ orbital and the 3aЈϪ4aЈ orbitals were not included in the active space. It has been tested that this hardly influences the accuracy. The electrons in the 1aЈϪ2aЈ core orbitals were not correlated. The MRCI was done for the lowest AЈ and AЉ states, but only the AЈ potential will be used in the present article. Investigation of the Renner-Teller induced decay of HCO(Ã 2 AЉ) via dissociation in the lowest AЈ state is in progress. 53 The Davidson correction 54 was applied to the final MRCI energies ͑MRCIϩQ͒ in order to approximately account for the unlinked cluster effects of higher excitations.
Before producing the whole surface, various Gaussian basis sets 55 have been tested for a number of selected geometries. Table I shows a comparison of excitation energies, barrier heights, and dissociation energies for three different selected basis sets and methods. In these calculations the active space in the CASSCF was different than described above ͑see footnote of Table I͒, but this is not expected to significantly influence the following conclusions. It is found that basis set effects are rather small for these relatively large bases, provided f functions on C and O are included. Neither the addition of further functions of each type (VQZ→V5Z), nor the addition of g functions on C and O and f functions on H has a very significant effect. For economical reasons we therefore decided to used the smallest of the three basis sets. Secondly, it is clear from Table I that dynamical electron correlation effects are extremely important. While the vertical excitation energy T e is only reduced by 0.1 eV when going from CASSCF to MRCIϩQ, the dissociation energy dramatically increases from 0.04 to 0.78 eV. Thus, as in our previous studies for ClNO ͑Ref. 56͒ and ClO 2 , 57 full-valence CASSCF wave functions are insufficient for properly describing the photodissociation processes. In the present case The results shown in Table I demonstrate that in the present case it appears more difficult to saturate the N-electron basis than the one-electron basis. We have tried various other basis sets, active spaces, and orbital sets in the MRCI calculations, but the effects were not very significant. Nevertheless, as indicated by the very large difference between the CASSCF and MRCI dissociation energies, it is likely that the computed dissociation energy is too low and the barriers are too high. This will also become apparent by comparisons with known experimental data in later sections of this article.
Additional, more accurate calculations, which take into account the three lowest states and the nonadiabatic couplings between them, are presently in progress. However, since it appears very difficult to significantly improve the accuracy, and since the dissociation dynamics depend sensitively on the fine details of the potential energy surfaces, empirical corrections ͑mainly scaling of the potential surface along the CO bond coordinate͒ will probably be necessary in order to achieve a realistic modeling of the dynamics, despite the high quality and considerable computational expense of the present ab initio calculations.
B. Analytical representation and characteristic features
The potential energy of HCO has been calculated on a three-dimensional grid with R CH ϭ1.5, 1.7, 1.9, 2.1, 2.3, 2.5, 3.0, 3.5, 4.0, 5.0, 7.0, and 10 a 0 , R CO ϭ1.7, 1.9, 2.2, 2.5, and 3.0 a 0 , and ␣ϭ60°, 80°, 100°, 120°, 140°, 160°, 170°, and 180°yielding a total number of 480 nuclear geometries. R CH is the CH separation, R CO is the CO bond distance, and ␣ is the HCO bending angle. Because of the complex topology of the X -state PES and because we want to keep the error caused by fitting as small as possible, we did not attempt to generate a global analytical fit expression. Since the spacings in R CH and ␣ are rather small we decided to calculate the potential at arbritrary geometries between the grid points by a threefold 1-D cubic spline interpolation scheme. The spacing in the CO coordinate, however, is rather wide making a simple spline interpolation unreliable. Therefore, we first augmented the original ab initio points by fitting the potential in R CO for each set ͑R CH ,␣͒ to the Morse-type expression
After the parameters a 1 ,...,a 5 are determined in a nonlinear least squares fit, which essentially reproduces the original data points, new data points are generated for 1.6 a 0 рR CO р3.5 a 0 with ⌬R CO ϭ0.05 a 0 . The small spacing of the new grid in the CO stretching coordinate then warrants a cubic spline interpolation scheme also in this coordinate.
The actual interpolation proceeds in the following way: ͑1͒ For each pair ͑R CO ,␣͒ the potential is spline interpolated in R CH using the values 1.5 a 0 рR CH р7 a 0 . Values for R CH Ͻ1.5 a 0 are obtained by extrapolation using an exponential expression so that the potential and the first derivative are continuous. Potential energies for R CH Ͼ5 a 0 are generated by exterpolation with the expression AR CH
Ϫ12 ϩBR CH
Ϫ6 ϩC where C is the potential value for R CH ϭ10 a 0 for each R CO , averaged over ␣. The coefficients A and B are determined so that the potential and its first derivative are continuous at R CH ϭ5 a 0 . ͑2͒ The potential values obtained in this way are then spline interpolated in the angle variable for each R CO . In order to correctly describe the symmetry at linearity ␣ϭ180°, the angular grid is extended in a symmetric way to angles larger than 180°. Potential energies for angles ␣Ͻ60°a re obtained by exterpolation with the function SϩT cos ␣, where the coefficients S and T are determined so that the potential and its derivative are continuous. ͑3͒ The potential value for a particular CO separation is then obtained from a third cubic spline procedure. Since the potential is rather steep for small R CO separations, we actually fit the function ln(Vϩ1) rather than V ͑in eV͒ and finally determine the potential by exp͓ln(Vϩ1)͔Ϫ1. The fit of the HCO ground-state potential energy surface is certainly most problematic for angles around 180°where the two lowest states of AЈ symmetry, 1 2 AЈ and 2 2 AЈ, have a conical intersection at R CH Ϸ2.5-3.0 a 0 depending on the CO bond distance ͑see Fig. 3 for R CO ϭ2.2 a 0 ͒. For 180°t he two potentials are allowed to cross with the consequence that the lower as well as the upper adiabates have a cusp the position of which depends on the CO coordinate. This cusp is, of course, not correctly modeled by the interpolation scheme described above, which instead produces a narrow barrier. However, the cusp gradually disappears in C s symmetry ͑␣ 180°͒ and the barrier rapidly becomes broader with decreasing angle causing no problems for the spline interpolation. A proper description of the conical intersection could be achieved either by a global analytical fit expression including appropriate functions which are able to mimic the cusp behavior or within a diabatic representation including all three electronic states simultaneously. Efforts in both directions are in progress.
The problems in properly describing the conical intersection cause in some regions of coordinate space unphysical oscillations between the original data points, especially when the angle is close to linearity. In some cases, the conical intersection accidentally is close to one of the grid points which makes the cusp more evident and therefore intensifies the numerical demand. Critical geometries are ͑R CH ,R CO ͒ ϭ͑2.3,1.7͒, ͑2.5,1.9͒, and ͑3.0,3.0͒. Fortunately, these spurious oscillations occur at relatively high energies ͑2 eV and more͒ and at nuclear coordinates which, if at all, are only marginally sampled during the breakup. ͑Note that the dynamical treatment always incorporates a sin ␣ weighting factor which diminishes the probability for near linear geometries.͒ Therefore, we are confident that the oscillations do not influence the dynamical calculations to a noticeable extent. Besides these oscillations near linearity we did not detect any other unphysical structures of the analytical fit potential.
The present potential is defined by the ab initio calculations only for angles larger than 60°. The extension to smaller angles, as described above, does not provide a realistic description of the CO-H side of the PES where the same complications caused by a conical intersection exist as on the H-CO side. Particularly, the equilibrium structure for the COH isomer and the barrier between both stable structures are not at all correctly described. The range from 60°to 180°is certainly sufficient to treat the unimolecular fragmentation, but scattering calculations of H colliding with CO require the full range from 0°to 180°. The extension of the present PES to include the entire angular range is in progress. Figure 4 shows a cut along the X -state PES of HCO along the minimum energy path, i.e., the potential is minimized in R CO and ␣ for each CH coordinate. In what follows, all energies are normalized so that the asymptotic potential for HϩCO with CO at equilibrium corresponds to Eϭ0. Within this normalization the potential well is Ϫ0.786 eV and lies at R CH ϭ2.112 a 0 ͑1.118 Å͒, R CO ϭ2.234 a 0 ͑1.182 Å͒, and ␣ϭ124.5°; the corresponding experimental values derived from microwave spectroscopy are R CH ϭ1.11 Å, R CO ϭ1.17 Å, and 127°. 60 The energy of the vibrational ground state of the HCO complex is Ϫ0.437 eV and the zero-point energy of the free CO molecule is 0.133 eV ͑both values are calculated with the interpolated PES͒ yielding a dissociation energy D 0 0 of 0.570 eV or 13.14 kcal/mol. The bond enthalpy for HCO→HϩCO at 298 K has recently be measured by two research groups to be 15.69Ϯ0.19 kcal/mol ͑Ref. 61͒ or 15.1Ϯ0.2 kcal/mol. 62 If these enthalpies are converted to 0 K bond energies, one obtains 14.3 and 13.9 kcal/ mol. Thus, our calculated dissociation energy is too small by only 0.03-0.04 eV. The barrier to dissociation occurs at R CH ϭ3.490 a 0 , R CO ϭ2.148 a 0 , and ␣ϭ117.8°and has a height of 0.171 eV or 3.9 kcal/mol relative to the HϩCO asymptote. The measured activation energy is E a ϭ2.0Ϯ0.4 kcal/mol. 63 Finally, the saddle point at linearity occurs at R CH ϭ2.003 a 0 ͑1.060 Å͒, R CO ϭ2.250 a 0 ͑1.191 Å͒, and ␣ϭ180°and has an energy of 0.327 eV, i.e., the barrier height is 1.113 eV with respect to the depth of the well. The linear saddle point of the ground-state potential is equivalent to the minimum of the Ã 2 AЉ state the geometry of which is known from the spectroscopic work of Johns et al. ͑Ref. 64͒: R CH ϭ1.065 Å and R CO ϭ1.182 Å. The experimental transition energy T 000 for the HCO(Ã ͉000)←HCO(X ͉000) system is 9294 cm Ϫ1 ͑Table 5 in Ref. 64͒ compared to 9524 cm Ϫ1 obtained from our 2 AЈ and 2 AЉ potentials. This indicates that the barrier to linearity is by about 230 cm Ϫ1 too high.
The comparison with the known experimental data is very favorable ͑see also Sect. IV A below͒ and underlines the high quality of our ab initio calculations. The discrepancy is largest for the barrier to dissociation which is roughly 0.1 eV too large. On the other hand, the activation energy is probably the least accurately known quantity and therefore one should wait with a final assessment until more precise measurements become available. We could easily modify the potential in order to achieve better agreement with the present day available experimental data as has been done by Bowman et al. 31 However, any refinement of the ab initio potential should be postponed until as much experimental data as possible are available, especially the resonance positions and widths for both HCO and DCO. For example, in test calculations we found that slight modifications of the potential can cause noticeable changes in the resonance positions and, therefore, it is mandatory to incorporate all data in the final potential determination. This should also include information on the Ã 2 AЉ←X 2 AЈ excitation and the subsequent decay of the Ã state via Renner-Teller coupling to the ground state, because these two states are interlocked at linearity: Calculations for this process using the new potential energy sur- faces are in progress and first results are very promising. 53 For these reasons the PES generated in the way described above has not yet been modified in any way.
The dynamical calculations are performed in Jacobicoordinates R, the distance from H to the center of mass of CO, r, the CO vibrational coordinate, and ␥, the angle between the two vectors R and r with ␥ϭ180°corresponding to the linear HCO configuration. The coordinates for the potential minimum in Jacobi coordinates are Rϭ3.024 a 0 , rϭ2.234 a 0 , and ␥ϭ144.9°. Figure 5 shows twodimensional contour plots of the potential as functions of R and r for fixed angle ␥, and R and ␥ for constant r. The barrier at Rϳ4 a 0 and ␥ϭ180°is the result of the conical intersection between the 2 ⌺ ϩ and 2 ⌸ states. The CO vibrational motion is almost perpendicular to the dissociation mode which indicates that the coupling between these two modes is very weak. Consequently, it is not difficult to surmise that the resonances with pure CO stretching excitation, the main focus of the present investigation, have on the average the longest lifetimes. The bending motion, on the other hand, is more strongly coupled to the dissociation mode so that simultaneous excitation in the bending coordinate will gradually increase the dissociation rate.
III. DYNAMICAL CALCULATIONS
The dynamical calculations are performed in the timeindependent approach by solving the time-independent Schrödinger equation for a particular total energy E and boundary conditions appropriate for the decay of the complex into channel ␤, which in the present case designates a particular vibrational-rotational state of the CO fragment. This yields partial dissociation wave functions ⌿ E (␤) for each energy and each final state ͑see, for example, Chap. 2 of Ref.
7͒. An absorption-type spectrum (E) is then calculated by
where (R,r,␥) is an arbitrary ''initial'' wave function which represents the molecule in an initial state, say, before it is exposed to monochromatic laser light. If we were to model direct overtone pumping we would chose the ground vibrational state in the X state; if, on the other hand, we wanted to mimic the SEP spectrum, we would have to chose a particular vibrational wave function in the excited B state.
In principle, however, we can take any arbitrary wave function in order to calculate the resonance energies, their widths, and the final state distributions, because, for an isolated resonance, they do not depend on the particular choice of .
Only the intensities and the shapes ͑if there is an appreciable nonresonant background that leads to interferences with the resonant part͒ of the resonances depend on the initial wave function. In practice, we chose an initial-state wave function which has a large Franck-Condon overlap with as many resonance states as possible. In the present work we use a product of three uncoupled Gaussians with R e ϭ3.3 a 0 , r e ϭ2.6 a 0 , and ␥ e ϭ160°and full widths at half maximum of ⌬Rϭ0.5 a 0 , ⌬rϭ0.5 a 0 , and ⌬␥ϭ20°. The time-independent Schrödinger equation is solved by a variant of Kohn's variational principle, 65 namely, the logderivative version which has been tailored by Manolopoulos et al. in recent years to study reactive scattering. 66, 67 It is equivalent to the R-matrix method of Wigner and Eisenbud ͑see, for example, Ref. 68 for a general discussion of variational methods in scattering problems͒. Details of our version will be given in a separate publication. 69 The time consuming part of the calculation is the construction of a three-dimensional basis ͕ i (R,r,␥)͖ in the inner region in order to represent the continuum wave functions ⌿ E (␤) (R,r,␥). We use approximately 70 000 primitive basis functions which, after several internal contraction schemes, can be reduced to about 7000 basis functions, the upper bound imposed by memory limitations of our workstation. Once the basis is constructed and the resulting Hamilton matrix is inverted, the spectrum can be efficiently generated at as many energy points as necessary in order to extract converged energies and widths of all resonances. With the largest basis that can be handled at the present time, resonances up to 1.5 eV or so can be studied for HCO. The overall error of the resonance positions increases with E and it is estimated to be approximately 1 meV at a total energy of 1.5 eV when the largest basis is employed. We have applied this method for total angular momenta up to Jϭ5; in the FIG. 5 . Contour plots of the ground-state potential energy surface as a function of the Jacobi coordinates R and r ͑upper part͒ and R and ␥ ͑lower part͒. The energies are given in eV using the normalization that Eϭ0 corresponds to HϩCO(r e ). The energy spacing is 0.25 eV.
present article, however, we only report results for Jϭ0. The influence of initial overall rotation of the parent molecule on the linewidths and the CO rotational state distributions will be investigated in a separate publication.
IV. RESULTS
A. Overview of the resonance spectrum Figure 6 shows an overview of the spectrum (E) over the whole energy region from the ground vibrational state ͑000͒ up to 2 eV. About 4400 points have been calculated in order to construct this spectrum. In what follows the quantum numbers v 1 , v 2 , and v 3 refer to the H-CO mode (R), the CO stretching mode (r), and the bending mode ͑␥͒, respectively. Note, that (E) is plotted on a logarithmic scale ͑spanning 16 orders of magnitude!͒ in order to make visible even the slightest structures which would be unresolved on a linear scale. The structures below the dashed vertical line at E th ϭ0.133 eV ͑i.e., the lowest state of the CO product͒ are true bound states while all structures above the dashed line are resonances with a nonzero linewidth. In order to describe the bound and the resonance states on the same basis we calculated the spectrum below E th by adding an artificial exit channel and thereby change the bound-state problem into a scattering problem; this explains the finite widths for the true bound states of the order of 10 Ϫ10 eV. 69 Because the coupling to the artificial outgoing channel is extremely small, it does not noticeably affect the bound-state energies. Altogether there are only 14 bound states compared to about 100 resonances in the region up to 2 eV. Most of the structures seen in Fig. 6 are isolated resonances and can be fitted to Lorentzian profiles yielding the energies and widths. By analyzing the corresponding stationary wave functions, in most cases a clear assignment in terms of quantum numbers (v 1 ,v 2 ,v 3 ) is possible. The assignment becomes less and less clear, however, at higher energies where some of the lines are rather broad and overlap with neighboring resonances so that a clear nodal structure is not apparent.
An enlargement of the spectrum for an intermediate energy range, presented in Fig. 7 , clearly shows the richness of the resonance structures. By changing the ''initial'' wave function one can increase or decrease the various structures and thereby investigate individual lines. The setup, i.e., the determination of the basis in the inner region of the coordinate space, can be used for all subsequent calculations so that additional scans with different 's are relatively inexpensive. This is certainly an advantage over time-dependent wave packet calculations where a full calculation has to be performed for each new initial state.
Without performing a detailed analysis, Fig. 7 clearly bears out that the widths strongly ''fluctuate'' from resonance to resonance. HCO is a beautiful example of mode-and state-specific fragmentation. Each resonance has a distinct width and the width is not a smooth function of the energy as would be predicted by statistical models. 70 Actually, the density of resonance states is too small in the present case to allow application of statistical theories, e.g., RiceRamsperger-Kassel-Marcus ͑RRKM͒. The strong variation of the resonance widths is of course not a unique feature of our new PES but has already been observed in the calculations of Dixon 42 and Wang and Bowman 40 in which the BBH surface has been utilized. State-and mode-specific dissociation has been found in many theoretical model calculations ͑for an extensive list of references see the special issue edited by Manz and Parmenter, 71 especially Refs. 72 and 73 therein͒. As examples of unimolecular dissociations, we mention here only the work of Manz and co-workers concerning the unimolecular dissociation of water ͑and isotope variations͒ and formaldehyde 74 -76 and the study of Swamy et al. 77 of the fragmentation of HCC which is actually similar to HCO.
As a rule of thumb we note that the lifetime is longest for pure excitation of the CO stretching mode, which becomes-on the average-smaller when simultaneously the bending mode is excited, and is obviously smallest when the dissociation mode is directly excited. Resonances with v 1 ϭ2 are already so broad that they are hardly recognized as resonances. These general trends are, of course, readily explain- for v 2 ϭ7 or 8. It is obvious that the potential, especially its variation with the CO stretching coordinate, requires some slight readjustment in order to get better overall agreement with the experimental energies ͑see Sect. V B below͒. However, this makes sense only when complete sets of data for both HCO and DCO are available. For this reason we will not report the results for all resonances analyzed in the present work but will concentrate solely on one particular aspect, the predissociation of resonances carrying only excitation in the CO vibrational mode, while the H-CO mode as well as the bending mode are initially in their ground states.
B. Predissociation of HCO(0v 2 0) resonances
The pure CO stretch resonances with v 2 ϭ5 through 9 are indicated by quantum numbers in Fig. 7 . As described above, they are the narrowest resonances ͑the widths are on the order of only 1 cm Ϫ1 ͒ and, therefore, their intensities are the largest as clearly seen in the figure. Figure 8 shows an enlargement of the v 2 ϭ8 resonance on a 0.1 meV energy scale. The points are the calculated values and the solid line is a Lorentzian representation, obtained in a fitting procedure. Usually about 5-8 energy points in the upper half of the Lorentzian are required to achieve convergence of roughly 10 Ϫ5 eV in the energies and 1% in the widths. Figure 9 depicts for resonance v 2 ϭ7 the square of the total dissociation wave function
where the ⌿ E (n jl) are the stationary wave functions for particular vibrational-rotational (n j) product channels of CO, and l specifies the orbital angular momentum of the H atom with respect to CO ͑for zero total angular momentum l is identical to j͒. The total dissociation wave function is a particular superposition of all partial dissociation wave functions for the same total energy E; it is very helpful in visualizing the overall dissociation path and in assigning quantum numbers to the various resonances if the dissociation is indirect ͑for a more detailed discussion see Chap. 2 of Ref. 7͒. One clearly sees the seven nodes along the CO direction in the well region of the PES. In the exit channel, however, there are only two nodes which indicates that the degree of vibrational excitation of CO is much lower in the product than it is in the parent molecule. On the average, five quanta of CO vibration have to be transferred in this case before the molecule can break apart. HCO is a beautiful example of IVR ͑internal vibrational energy redistribution͒. 78 Similar pictures are obtained for other resonances and have already been discussed by Dixon. 42 We will come back to this point below when we analyze the final vibrational state distributions of CO.
In Table II we list the energies of the pure CO stretching bound and resonance states ͑relative to the vibrational . In order to make the nodal structure most transparent, the angle ␥ is not kept constant but slightly varies with R along a straight line, which basically connects the well and the saddle point. Ϫ1 with recent SEP measurements of Field and co-workers 79 and, therefore, we assume that the SEP data are the most reliable ones and take them as basis for comparison with the calculations. In both the time-dependent calculations of Dixon and the timeindependent treatment of Wang and Bowman the same PES is employed so that it does not come as a surprise that the energies as well as the widths ͑shown in Table III͒ are almost identical. The deviations of not more than 2-3 cm Ϫ1 are certainly acceptable.
Because of the too small CO stretching frequency, the energies calculated in the present work are significantly lower than the experimental data and the deviation increases roughly linearly with v 2 . The energies of Dixon 42 and Wang and Bowman, 40 on the other hand, are substantially too large with the deviation also increasing monotonically with the CO stretching quantum number. The deviations of the three calculations from the SEP data are roughly of the same order ͑70-80 cm
Ϫ1
͒ for v 2 ϭ3 but beyond v 3 the error increases significantly faster in the work of Dixon 42 and Wang and Bowman. 40 For v 2 ϭ7, for example, it is a factor of 2 larger than the error in our calculations.
The corresponding full widths at half maximum ͑FWHM͒ ⌫ are listed in Table III and plotted as a function of v 2 in Fig. 10 . Again, because Dixon 42 and Wang and Bowman 40 use the same PES their widths agree within an acceptable uncertainty. What is not so readily apparent, however, is why the experimental widths of the Rohlfing group, on one hand, and those of Houston and co-workers, on the other, consistently differ by roughly 0.3-0.4 cm
. Please note that because of limitations of the experimental resolution widths of the order of 0.2 cm
, for example, v 2 ϭ3 and 4, should be considered as upper bounds. 29 As discussed above, the resonances in which only the CO vibration is excited are quite long-lived, so that the widths are only of the order of 1 cm
. Before we discuss the differences between the various results, we must underline that all calculations and all experiments ͑including those of the Field group, which are not explicitly shown here͒ yield widths in the same order of magnitude, roughly 1 cm
. This general agreement is astonishing given the complexity of the process and the sensitivity of the widths with respect to details of the PES. The differences between the experiments are discussed by Tobiason et al. 29 The widths calculated by Dixon rapidly rise from v 2 ϭ4 up to v 2 ϭ8 as one intuitively anticipates for such a process: the higher the energy pumped into the internal mode the larger is the coupling with the dissociation mode and the faster is the decay. Many examples of van der Waals molecules exemplify such a behavior ͑see, e.g., Chap. 12 of Ref.
7 for a general discussion and examples͒. Our widths also increase from the threshold at v 2 ϭ3 to v 2 ϭ7, but then they suddenly start to show pronounced oscillations around an increasing average. By expanding the important numerical parameters to the limit of our workstation ͑essentially the number of basis functions in the inner region of coordinate space͒ we ascertained that these oscillations are not due to numerical artifacts but are real for the given PES. The fluctuations impressively document that simple models like the momentum 80 or energy gap laws, 17 which are so useful for the qualitative description of the fragmentation of weakly bound van der Waals molecules, are not applicable in the case of HCO and similar molecules. The experimental data of Tobiason et al. intriguingly support the existence of distinct fluctuations in the widths of the pure CO stretching resonances, despite the fact that theory and experiment are out of phase by one quantum number. The measured rates increase-on the average-slightly faster with v 2 than the calculated widths.
At the present time we do not have a clear-cut explanation for the existence of the oscillations in the unimolecular dissociation rate. In order to investigate the influence of particular features of the PES we did two additional sets of calculations. First, we lowered the barrier to dissociation from 0.17 eV to the experimental estimate of 0.09 eV without changing the shape of the potential in the inner region but did not observe any noteworthy variation of the resonance widths. Second, we lowered the potential well and thereby increased the energy difference between the bottom of the well and the dissociation barrier by 0.1 eV. This changes the widths in such a way that the oscillations start one quantum earlier than for the original PES. Preliminary test calculations in which the PES along the CO bond distance is slightly modified in order to increase the CO frequency also yield oscillatory rates. Although the individual widths are affected by this variation, the general oscillation pattern remains rather robust and all widths are within the range of 1 cm Ϫ1 .
In conclusion, there is no doubt that the dissociation rate starts to develop an oscillatory behavior at higher excitations-the precise shape of the oscillations depends, however, on subtle details of the dissociation dynamics and ultimately on fine points of the PES. Because of this very high sensitivity, the oscillations are difficult to predict and hard to relate to specific features of the PES and, therefore, the good agreement with the widths measured by Tobiason et al. for v 2 р7 must be considered partly fortuitous. Nevertheless, irrespective of slight changes of the PES, the calculated rates are all of the order of 1 cm Ϫ1 for quantum numbers up to v 2 ϭ11, in good overall agreement with the SEP measurements. Because Wang and Bowman 40 and Dixon 42 investigated resonances only up to v 2 ϭ7 and 8, respectively, it is not clear whether the BBH surface also gives rise to fluctuating (0v 2 0) resonance widths.
C. Nonadiabatic decay mechanism and CO vibrational distributions
The dissociation mechanism becomes clearer in a vibrationally adiabatic picture in which the dissociative motion associated with R and the vibrational motion described by r are approximately separated. ͑For a detailed discussion see, for example, Chap. 3 of Ref. 7 .͒ The adiabatic picture is particularly prolific for HCO because the coupling between R and r is very weak. Figure 11 shows, as a function of the dissociation coordinate R, the dynamically corrected vibrational energies of CO defined by
The energies ⑀ v 2 (R) and the wave functions v 2 (r͉R) are obtained by solving, for each R, the one-dimensional Schrö-dinger equation for the vibrational motion of CO
where the two-dimensional PES v 0 (r,R) is constructed by first diagonalizing for each set of coordinates (R,r) the bending/rotational motion and taking the lowest eigenvalue (v 3 ϭ0). The two masses m and in the above equations are the reduced masses of HϩCO and CO, respectively. The second term in Eq. ͑4͒, i.e., the dynamical correction 81 is very small in the present case because the vibrational wave functions depend only weakly on R. Within the adiabatic picture resonances in the absorption or the scattering cross sections occur in the vicinity of the bound-state energies of the adiabatic potential curves. For example, the (0v 2 0) resonances to a good approximation coincide with the zerothorder levels of the potentials U v 2 (R). In order to underline this relationship and to illustrate the dissociation mechanism, the resonance energies as obtained from the true 3-D calculations are indicated by horizontal lines in Fig. 11 . Figure 11 clearly elucidates that several quanta of CO vibrational energy have to be transferred to the dissociation ͑or bending͒ mode in order to enable the molecule to fragment. For v 2 ϭ3 -5 three quanta are sufficient while for v 2 у6 four quanta must be transferred. This change is a consequence of the different anharmonicities in the complex and in the free CO molecule. Note, that in van der Waals molecules, because of the much smaller dissociation energy, typically the transfer of one quantum of internal energy is sufficient to break the van der Waals bond.
One of the most interesting questions concerning internal vibrational energy redistribution ͑IVR͒ is how the energy is actually transferred; is it a one-step process ͑e.g., v 2 ϭ8→4͒ or are several intermediate steps necessary ͑e.g., v 2 ϭ8→7→6→4͒. Within the adiabatic representation the coupling between channels v 2 and v 2 Ј is given by ͑see Chap.
of Ref. 7͒
The upper part of Fig. 11 shows these coupling elements for ''initial'' state 8 and ''final'' states 7 and 6. The corresponding elements for other ''initial'' states are almost identical. Let us first discuss the element for the ⌬v 2 ϭ1 transition. It is small near the bottom of the well, increases on both sides, and has a maximum around Rϭ4 a 0 near the barrier to fragmentation. Beyond the barrier, i.e., in the exit channel, the coupling between internal vibration and dissociation rapidly diminishes to zero and so do the nonadiabatic coupling elements. Figure 11 clearly demonstrates that the energy transfer takes place either at small internuclear separations or near the barrier. The ⌬v 2 ϭ2 element for final state v 2 Ј ϭ 6 has a somewhat different shape but it is much smaller than the ⌬v 2 ϭ1 element and coupling elements between states which differ by three or even four quanta are even much tinier. If we take into consideration that-in perturbation theory-the probability for making a transition from one channel to the other is proportional to the square of the corresponding coupling element, it seems reasonable to assume that multiple quantum steps are unlikely and that the IVR proceeds in steps of one-quantum jumps. This would be in contradiction to Dixon who concluded, on the basis of the stationary resonance wave functions, that the fragmentation proceeds via two ⌬v 2 ϭ2 steps. 42 We plan to perform timedependent calculations in which the propagated wave packet will be projected onto good zeroth-order bound states de- the uv photodissociation of methylnitrite, 82, 83 
This propensity can be readily understood in terms of the adiabatic potential curves depicted in the lower part of Fig.  11 . Usually, the highest vibrational state which is energetically open at the particular total energy ͑indicated by the arrows in Figs. 11 and 12͒ is populated with largest probability. An example is v 2 ϭ6; the highest open state in this case is nϭ2 and this state is also preferentially populated. As discussed for van der Waals molecules, the internal vibrational energy has to be transferred step by step to the dissociation mode in order to allow the molecule to break apart. Immediately when the first state becomes open the energy in the translation mode is sufficiently large to rupture the H-CO bond. Further reduction of the energy content of the CO mode is less efficient than fragmentation and, therefore, lower vibrational states become less and less populated.
This mechanism works, however, only when the total ͑resonance͒ energy is above the exit-channel barrier of the highest accessible state as it is the case for v 2 ϭ6, for example. If the molecule has to tunnel through this barrier, like in the case of v 2 ϭ4, for which the resonance energy is below the barrier of the v 2 ϭ1 potential curve, the transfer of an additional quantum is more effective so that state nϭ0 rather than 1 is populated with maximal probability. This scenario is also valid if the total energy is only slightly above the barrier of the highest accessible state so that the corresponding translational energy in the dissociation mode is relatively small; examples are v 2 ϭ8 and 9. The usefulness of the adiabatic picture relies on the magnitude of the nonadiabatic coupling strength, which is actually small in the case of HCO. This explains the success in qualitatively interpreting the final vibrational state distributions by such a simple model.
The vibrational state distributions of Dixon 42 are very similar to ours showing a pronounced ⌬v 2 ϭ4 propensity which indicates that the general dissociation mechanisms on the BBH surface and the new ab initio surface are equivalent. This was obviously expected because the two PESs have the same general topology. The main difference is that the distributions of Dixon do not show the change from a ⌬v 2 ϭ4 propensity for v 2 р6 to a ⌬v 2 ϭ5 propensity for v 2 у7 ͑see Table 6 of Ref. 42͒. This qualitative difference may reflect the different barrier heights and CO stretch anharmonicities on the two PESs.
Because of substantial technical problems, which are discussed in Ref. 28 , experimental information on the CO vibrational state distributions is rather sparse. In particular, the final vibrational states nϭ0 and 1 have not been detected, either because of lack of population in these states or the large amounts of background CO from the photolysis of acetaldehyde used to produce HCO. Out of the four resonances that have been analyzed in detail, only the states ͑070͒ and ͑080͒ are pertinent for the present work. In the case of v 2 ϭ7 only the state nϭ2 has been observed. This is in qualitative accord with our calculations in which the probability is largest for nϭ2. However, while no population has been measured in final state nϭ3 our calculations predict a small but noticeable probability. In contrast to experiment and our investigation, the calculations of Dixon predict the maximum to occur at nϭ3 for v 2 ϭ7. As noted above and argued by Neyer and Houston 21 errors in the barrier height of the BBH surface may be responsible for this defect. For v 2 ϭ8, Neyer et al. measured roughly equal amounts of nϭ2 and 3 whereas the calculations of this work as well as those of Dixon yield roughly twice as much population in nϭ3 than in nϭ2. In view of the adiabatic picture discussed above and particularly the potential curves depicted in Fig.  11 , the final vibrational state distributions are probably very sensitive to the barrier height and the vibrationaltranslational coupling in the vicinity of the barrier. It is tempting to speculate whether the changes in the dissociation rate with v 2 correlate with the changes in the final vibrational state distributions. We did not find, however, a clear-cut correlation. The adiabatic potential curves shown in Fig. 11 are probably not accurate enough to allow a realistic description of the subtle effects found for the rates. Moreover, the bending degree of freedom is not properly taken into account.
D. Rotational state distributions
Rotational state distributions are another source of information about the details of the fragmentation dynamics ͑see, for example, Chaps. 6, 10, and 11 of Ref. 7͒. In Fig. 14 we show CO rotational distributions for resonances v 2 ϭ4 -8; the final vibrational state is in all cases that state which has maximal probability. Except for small differences in the amplitudes of the various peaks, all distributions are very similar indicating that-according to the model of ''mapping of the transition-state wave function 84 ''-the corresponding wave functions at the transition state have a similar general shape as a function of the angular coordinate ␥. 10 We regard these distributions as consisting of two main branches, one being located at small rotational states between 0 and 10 and the other one occurring around higher states between jϭ10 and 20, depending on the particular resonance state. Whereas the second branch is more or less structureless the first branch is superimposed by one pronounced oscillation yielding one maximum at jϭ1 and a second less intense maximum near jϷ4 -5.
The distributions in Fig. 14 look qualitatively very similar to the measured 85 and calculated 56 rotational distributions following the photodissociation of the first excited bending level of ClNO in the T 1 state. In that case, the bimodality ͑after averaging over three adjacent rotational states in order to suppress the fast oscillations which were not resolved for ClNO͒ was explained as a reflection of the nodal structure of the quantum mechanical transition-state wave function mediated by the classical rotational excitation function J(␥). Another system for which this model was found to explain reflection-type structures in final rotational state distributions is FNO excited to the S 1 state. 86 We believe that the same general mechanism is also valid, at least qualitatively, for HCO. However, because of problems in uniquely defining, for each resonance, the transition state and a suitable distribution in translational and rotational energy at the transition state, a quantitative analysis is not unambiguous. In comparison to ClNO and FNO, the exit channel dynamics ͑beyond the barrier͒ is very weak in the present case, which makes the construction of the classical excitation function questionable. Moreover, while the main features of the dissociations of ClNO and FNO can be described in a 2-D model including only R and ␥, the fragmentation of HCO definitely is more complex and requires all three coordinates to be included in the dynamics calculations ͑see the discussion below͒. Therefore, in the following we will discuss the origin of the bimodality only in a qualitative sense.
Important for understanding the structure of the final rotational state distributions is the angular dependence of the resonance wave function at the transition state. 10, 41 In Fig. 15 we show the total dissociation wave function ͑integrated over r and squared͒ as defined in Eq. ͑3͒ for the ͑070͒ resonance as a function of R and ␥. The most important observation here is that-despite the fact that initially, i.e., inside the well, the bending mode is not excited-the wave function in the region of the transition state and in the exit channel has a bimodal shape with two maxima, one around 125°a nd the other one near 145°. This behavior demonstrates unambiguously that also excitation of the bending mode is involved in the IVR mechanism, i.e., energy flows from the CO vibrational mode not only into the dissociation coordi- nate but also into bending motion. The structural change of the wave function happens in the transition-state region, exactly where also its r dependence changes from seven to two nodes ͑see Fig. 9͒ , which indicates that complicated coupling between all three degrees of freedom is active here. As can be seen in the lower part of Fig. 5 , the PES in the exit channel is rather independent of ␥ around 120°so that those molecules which traverse the transition line near this angular region yield CO products with very little rotational excitation ͑the distribution originating from these molecules has a maximum around jϭ0 and than rapidly decays to zero͒. Expressed differently, the first ͑''cold''͒ maximum in the rotational distribution is a reflection of the wave function maximum centered around 125°. On the other side of the barrier, around 150°or so, the PES is substantially more anisotropic and the torque Ϫ‫ץ‬V/‫␥ץ‬ produces rotationally excited CO molecules which explains the second branch at jϭ10 -15. Because the two branches of the distribution are narrower than their spacing, a pronounced minimum occurs in the intermediate region.
The oscillation superimposed to the first branch at low j's with a ''wavelength'' of approximately 3 quanta can be described within the model of ''Franck-Condon mapping'' which is applicable when the potential anisotropy is negligibly small ͑see, for example, Chap. 10 of Ref. 7͒. Within this model the final state distribution is approximately given by the one-dimensional Franck-Condon-type projection integral
where i (␥) is the ''initial'' wave function and the Y j0 (␥,0) are spherical harmonics. In the present case, we assume that the final fragmentation step, which ultimately determines the state distribution of CO, starts at the transition state and therefore we take i to be a monomodal ͑Gaussian-type͒ function centered around the ''equilibrium angle'' ␥ e ϭ125°, i.e., the angle where the dissociation wave function has its first maximum. Employing the semiclassical limit of the spherical harmonics and making a few other approximations, one can derive an analytical expression for P( j) which, and that is the main point here, contains a sinusoidal factor with ''wavelength'' ⌬ jϷ/␥ e . This factor arises as a consequence of the shift of the ''equilibrium angle'' ␥ e away from 0 or . 87, 88 When ␥ e Ͼ90°the equilibrium angle must be taken as 180°Ϫ␥ e . In the present case (␥ e ϭ180°Ϫ125°) this prescription yields a ''wavelength'' of about 3.3 which agrees nicely with the ''wavelength'' observed in the calculated distribution. In order to explain the second branch of the distribution, the one at larger rotational states, one has to use the model of ''dynamical mapping'' which in addition takes into account rotational excitation beyond the transition state ͑see, for example, Chap. 10 of Ref. 7͒. Incidentally we note that only the resonance wave functions for v 2 ϭ4 -7 have a bimodal structure in the barrier region. The wave functions for all higher resonances have an unimodal structure, which might explain the partly different distribution for v 2 ϭ8 in Fig. 14 , where the second maximum at high j's is less pronounced.
Our rotational state distributions qualitatively agree with those obtained in the previous calculations using the BBH surface 37, [40] [41] [42] in that they are all generally confined to low j's and show pronounced oscillations. This is not surprising because the two potential energy surfaces have the same general topology, namely, a relatively well-defined transition state with a significant angular dependence and an exit channel which is only weakly anisotropic. The general fragmentation dynamics on the two surfaces is quite similar and details of the PES are primarily reflected in the oscillations and the intensities of the various peaks in the rotational distributions.
Recently the Houston group has investigated, in some detail, the final rotational state distributions of CO following the breakup of several resonances and in particular studied the influence of initial rotation of the parent molecule. 28 In accord with all calculations, they found rather ''cold'' distributions peaking at relatively low j's and pronounced oscillations superimposed to the main maximum. Secondly, as expected for weak final state interaction beyond the barrier, 89 variation of the initial rotational state of HCO has a profound influence on the final CO distribution. Since all measurements are for a total angular momentum JϾ0, while the present calculations are for Jϭ0 only, a direct comparison between theory and experiment is not made in this article. The precise location of the minima and maxima depends sensitively on the initial rotational state. Let us mention here, that ͑unpublished͒ calculations for Jϭ1 and 3 give reasonable agreement with the experimental data. A more complete study of the influence of initial rotation both on the decay widths and the fragment distributions will be published at a later date.
V. DISCUSSION AND OUTLOOK
A. Oscillating dissociation rates
The existence of pronounced oscillations in the dissociation rate as a function of the internal CO excitation is an intriguing result which contains important information about the unimolecular dissociation process; it certainly deserves a more thorough discussion.
Within perturbation theory the rate of dissociation is proportional to the modulus square of an integral involving the originally excited bound-state wave function, the continuum wave function, and the operator which couples the bound manifold to the continuum ͑Fermi's golden rule; see, for example, Chap. 7 of Ref. 7͒. This approximation is valid for one-dimensional systems as well as processes which involve several nuclear degrees of freedom, only that in the latter case it is usually difficult to define both appropriate zerothorder states and the coupling operator. Since the wave functions involved oscillate in coordinate space, it is-in principle-not unplausible to assume that their overlap also oscillates as a function of the quantum numbers. Indeed, it is well known that one-dimensional Franck-Condon ͑FC͒ factors and predissociation rates can show distinct oscillations which are straightforwardly explained in the semiclassical limit. 90 ͑For a thorough discussion of the behavior of 1-D FC factors see, for example, Chap. 5 of Ref. 91͒. However, in those cases the internal excitation of the molecule is necessarily along the dissociation mode whereas in the case of HCO the energy is initially stored in a mode ''perpendicular'' to the scattering coordinate and, therefore, we think that the kind of oscillations found in the predissociation rates of diatomic molecules does not explain the oscillations observed in the present study.
A quantity which is formally related to the decay rate is the tunneling splitting of the energy levels in a double-well potential. In perturbation theory it can also be represented as an overlap integral of zeroth-order wave functions and a coupling operator. Recently, Takada and Nakamura 92 reported results for a two-dimensional double-well potential and found, for some particular cases, splittings which indeed oscillate as a function of the degree of excitation. Thus, oscillations in multidimensional matrix elements are also found in other physical circumstances.
As we discussed in Sec. IV C the decay of the initially excited state, say v 2 , involves several quantum steps to lower vibrational manifolds, v 2 Ϫ1, v 2 Ϫ2, etc., before the continuum is reached. It is not difficult to surmise that the rate with which the initial state is depleted depends on the coupling strength between the various levels as well as the energy differences between them: the larger the energy mismatch between the intermediate levels the less efficient is the net coupling and therefore the slower is the decay of the original state.
Let us make this a bit more quantitative by considering a simple model ͑see Cohen-Tannoudji et al., 93 Chap. I͒: A discrete state ͑index 1͒ is coupled to a second discrete state ͑index 2͒ with coupling strength w 12 and the intermediate state is coupled to the continuum with a rate k 2 . The first state cannot directly decay into the continuum without coupling to the intermediate level. The energy mismatch between the two discrete states is denoted by ⌬E 12 . After some approximations it can be shown that the dissociation rate of the initially prepared state is given by
Important for the subsequent discussion is the quadratic dependence on the energy difference ⌬E 12 which shows that any detuning of the two quasibound levels drastically reduces the coupling to the continuum. In the case of HCO, three or even four intermediate states rather than one are involved which makes the dissociation mechanism much more involved and an appropriate analytical expression is ͑probably͒ not known. Nevertheless, the main message from the simple two-state model is that the energy detuning is the central feature.
In order to investigate the dissociation mechanism a bit further than is done in Sec. IV C, especially the variation of the rate as a function of the initial state, we calculated approximate resonance energies within a 1D2D model. First, a two-dimensional potential energy surface V v 2 (R,␥) is calculated by solving the one-dimensional Schrödinger equation for the motion in r. In a second step, these potentials are used to determine, for each CO quantum number v 2 , exact eigenvalues E v 2 ,i (iϭ1,2,...,) by solving the two- In the first column of Fig. 16 we plot the energy for the vibrational ground state ͑iϭ1, i.e., v 1 ϭv 3 ϭ0͒ in manifold v 2 ϭ7 together with the nearest energies of the manifolds v 2 ϭ6, 5, 4, and 3, respectively. This kind of representation indicates which intermediate bound states might become populated during the decay of the initially prepared state (0,v 2 ϭ7,0). Other states are unlikely to become excited because the energy mismatch with the initial state is too large. The second and third columns show the corresponding energy ladders for ''initial'' states (0,v 2 ϭ8,0) and (0,v 2 ϭ9,0). In order to facilitate the comparison for the different ''tiers'' the energies are normalized with respect to the (0,v 2 ,0) level within each manifold. The first observation is that within one particular scheme the density of states gradually increases with decreasing CO stretching quantum number. Secondly, the energy differences between the v 2 ϭ7 and 6 levels, v 2 ϭ8 and 7, and v 2 ϭ9 and 8, respectively, are more or less equal. The energy mismatches become substantially different, however, when v 2 is lowered by more than one quantum; for example, the energies for v 2 ϭ3, 4, and 5 are rather uncorrelated.
This general behavior can be anticipated from inspecting the one-dimensional adiabatic potential curves in Fig. 11 spective well, where the nonadiabatic coupling is weakest, the different curves are basically vertically shifted and have practically the same shape. As a consequence, the energy gaps between the lower H-CO stretching ͑and bending͒ states are almost independent of the CO state. Not so, however, at the outer slope of the well and especially in the region of the barrier, where nonadiabatic effects are strongest; here, the shape of the various potential curves change noticeably with v 2 . For example, the barrier shifts continuously outward with increasing v 2 which causes the anharmonicity to change with v 2 . It is clear that these changes in the slope lead to changes in the H-CO stretching ͑and bending͒ energies for the higher states, those which are closer to the top of the barrier.
The internal vibrational energy redistribution among the various bound states and ultimately the lifetime of the initially excited state depend sensitively on the energy mismatches and the couplings between the states that are involved in the decay. The energy schemes in Fig. 16 certainly do not provide an obvious clue why the rate for state v 2 ϭ8 is about one order of magnitude smaller than the rates for the neighboring states 7 and 9. However, they clearly show that the energetical ladders are different for the various initial states and therefore it is not surprising to find strongly fluctuating rates. A time-dependent wave packet study is in progress in which the approximate wave functions calculated in the 1D2D model are used to find out which states are temporarily populated during the decay and why the decay rate depends so strongly on the initial state.
B. Refinements of the potential energy surface
In view of the fact that the potential energy surface used in this work has not been modified, the results are very satisfactory. The main imperfection is the too small stretching frequency of CO. In order to make the analytical fit less ambiguous-only five ab initio points for the full range from R CO ϭ1.7 to 3.0 a 0 might not warrant an unambiguous representation-we have calculated potential energies for two additional CO coordinates near the equilibrium. Preliminary dynamics calculations show, however, no noticeable improvement and essentially the same CO stretching energies as reported in this article are obtained. In other words, either ab initio calculations on a higher level of accuracy are needed or the PES has to be slightly modified when a better agreement with the experimental energies is desired. Moreover, the present potential is not adequate for scattering calculations for H colliding with CO. In order to construct a global PES defined for the entire angular range we are currently calculating additional energies for HCO angles below 60°.
The ground-state PES is also involved in the predissociation of the first excited doublet state 2 AЉ which decays via Renner-Teller coupling to the X state. Dynamical calculations by Goldfield, Gray, and Harding 43 conclusively showed that the final rotational state distributions are, to a large extent, determined by the topology of the ground-state PES. The final state distributions following the decay of the first excited doublet state are, thus, also critical tests of the ground-state potential energy surface. 21 While Goldfield et al. yielded rotational distributions which significantly disagree with the experimental data of the Houston group, 2-D wave packet calculations including our PES's for the Ã and the X states give much better agreement with experiment.
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C. Extension of dynamics calculations
All calculations presented in this work are for a zero total angular momentum quantum number Jϭ0 while most experimental data have been obtained for nonzero J states, which makes the comparison between theory and experiment incomplete. Our dynamics program can handle rotational states up to Jϭ5 or so and this allows us to thoroughly investigate the influence of J and K ͑the projection quantum number of J on the CO internuclear axis͒ on the resonance linewidths and the final rotational state distributions. In preliminary calculations for Jϭ3 we found, for example, that the widths of the (0v 2 0) resonances are almost the same for Kϭ0 and 1 but deviate up to a factor of 2 for the higher K quantum numbers. In this respect, it will be interesting to determine to what extent approximations, e.g., neglecting the Coriolis terms that couple different K states, are useful.
The X 2 AЈ and the Ã 2 AЉ states form a Renner-Teller pair and treating the motion on the ground state without also including the first excited state is-in principle at least-not exact. However, the coupling is confined to the vicinity around linearity ͑␥ϭ0 and 180°͒, a region which is not sampled on the ground-state PES unless high bending states are excited, and therefore we are quite confident that the restriction to one state is justified. For example, the outer maximum of the bending wave functions with, say, v 3 ϭ4, occurs around ␥Ϸ160°, which is still reasonably far away from linearity. Nevertheless, more complete two-state calculations in 3-D and nonzero total angular momenta are a numerical challenge and certainly will be attempted in the future. The overall situation is even further complicated by the conical intersection with the first excited 2 AЈ state at linearity. A most realistic treatment, therefore, should also incorporate this state and the nonadiabatic coupling to the other two states.
VI. SUMMARY
͑1͒ We have presented a new fully ab initio potential energy surface for the ground electronic state X 2 AЈ of HCO. The calculations are performed at the MRCI level using CASSCF reference functions and a basis set of quadruple zeta quality.
͑2͒ Dynamics calculations are carried out by solving the time-independent Schrödinger equation employing a variant of the log-derivative Kohn variational principle. Resonance energies up to 17 000 cm Ϫ1 above the ground vibrational state are calculated corresponding to 10 quanta of excitation in the CO stretching mode.
͑3͒ The resonance energies are in good agreement with recent SEP measurements of Tobiason et al. 29 Because the fundamental of the CO stretching mode is by 24 cm Ϫ1 too small the deviation adds up to about 150 cm Ϫ1 for v 2 ϭ7, which is, however, a factor of 2 smaller than obtained previously by other authors with the Bowman-Bittman-Harding surface. ͑4͒ The resonance widths for the pure CO stretching resonances (0v 2 0) agree well-on the average-with recent data obtained by Rohlfing and co-workers. Most intriguing are the pronounced oscillations for the higher states, which exclude interpretations in terms of statistical theories as well as simple pictures borrowed from the fragmentation of van der Waals molecules. The experimental rates fully confirm our prediction of the ''fluctuations.'' The oscillations are discussed in the context of internal vibrational energy redistribution and a vibrationally adiabatic representation.
͑5͒ The vibrational state distributions of the CO fragment following the decay of the (0v 2 0) resonances show a clear and systematic dependence on the CO stretching quantum number v 2 , which qualitatively can be explained in terms of one-dimensional adiabatic potential curves. Our results are not inconsistent with the very few experimental data available at present time.
͑6͒ In accord with previous calculations and experimental data, the decay of the (0v 2 0) resonances yields ''cold'' CO rotational state distributions that are mainly localized at low j's. A qualitative picture, based on the wave function on the transition state and how it is mapped into rotational states of the free CO product, explains the general features of the rotational distributions.
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