Abstract-This paper proposes a statistical character structure modeling method. It represents each stroke by the distribution of the feature points. The character structure is represented by the joint distribution of the component strokes. In the proposed model, the stroke relationship is effectively reflected by the statistical dependency. It can represent all kinds of stroke relationship effectively in a systematic way. Based on the character representation, a stroke neighbor selection method is also proposed. It measures the importance of a stroke relationship by the mutual information among the strokes. With such a measure, the important neighbor relationships are selected by the nth order probability approximation method. The neighbor selection algorithm reduces the complexity significantly because we can reflect only some important relationships instead of all existing relationships. The proposed character modeling method was applied to a handwritten Chinese character recognition system. Applying a model-driven stroke extraction algorithm that cooperates with a selective matching algorithm, the proposed system is better than conventional structural recognition systems in analyzing degraded images.The effectiveness of the proposed methods was visualized by the experiments. The proposed method successfully detected and reflected the stroke relationships that seemed intuitively important. The overall recognition rate was 98.45 percent, which confirms the effectiveness of the proposed methods.
INTRODUCTION
T HE character image is generated by the handwriting process. The writer encodes his or her intention into a series of pen-trajectories, which is realized into the character image. Therefore, the structure of the pen-trajectories contains the information required to recognize the character. Character recognition is the reverse process of handwriting that decodes the intention of the writer from the character image. For a successful recognition, we require an effective method to represent and analyze the character structure.
Generally, the recognizer represents and analyzes the character image by one of the two kinds of method, the statistical method and the structural method. The statistical recognizer extracts the information of the character image into a feature vector by a feature extraction process. The feature vector does not represent the pen-trajectories directly. However, it represents the property of the character image, reflecting the character structure indirectly. With such a representation, the statistical recognizer models and analyzes the character using various kinds of statistical methodologies.
On the other hand, the structural recognizer extracts the structure of a character image into a set of strokes. Because the stroke is a kind of restoration of the pen-trajectory, the configuration of the strokes directly reflects the character structure. In the structural method, the character model is composed of a set of model strokes, each of which is an abstraction of the pen-trajectory.
Among the above two methods, it is difficult to say which one is better than the other because both of them have their own advantages and disadvantages. In handwritten Hangul recognition, the structural method shows better performance than the statistical method [1] , [2] . The reason is that the structural method is more effective to represent the fine detail of the character structure and, therefore, better in discriminating similar characters and tolerating writing variations. Such a property is especially important in handwritten Hangul recognition because Hangul has lots of similar characters as well as many kinds of writing variation.
In spite of the above advantages, the structural method is not very popular in Chinese character recognition. The current state of the structural methodology has two major problems. First, the existing stroke extraction algorithms are not reliable. They often produce erroneous results. This problem is especially serious for the degraded image. Although many methods were proposed to reduce this problem, it was not overcome completely. Second, the structural recognizers are not rigorously formulated. Therefore, they depend too much on the developer's heuristic knowledge or they are not sufficient to represent the character structure very well. This paper proposes a systematic and effective character structure modeling method. In the proposed method, each stroke is composed of a poly-line connecting feature points. Its variation in shape and position is statistically modeled by the distributions of the position and the direction of the feature points. Extending such a statistical stroke representation, the character structure composed of multiple strokes is represented by the joint distribution of the component strokes. The relationship among the strokes is reflected by the statistical dependency among the strokes.
The proposed modeling method represents the configurations of individual strokes as well as the relationships among the strokes with a unified framework. It is not only rigorous in formulation but also effective in representing the character structure. It is especially versatile in representing various kinds of stroke relationship. It can represent all kinds of stroke relationship including the relationship among more than two strokes, the relationship between the strokes far from each other, and the high order relationship such as T-shape, parallelism, in-between, etc.
Based on the proposed character representation, a stroke neighbor selection algorithm was also proposed. The proposed method measures the importance of stroke relationship by the mutual information among the strokes. Then, it selects the set of neighbor relationships that maximizes the total sum of the mutual information among the neighbors. The neighbor selection algorithm is not only useful when analyzing the stroke neighborhood relationships, but is also effective for reducing the complexity. Instead of reflecting all existing stroke relationships, we can significantly reduce the complexity by selectively reflecting the important neighbor relationships chosen by the neighbor selection method. The proposed method is effective to detect and reflect important stroke relationships.
The proposed character modeling method was applied to a handwritten Chinese character recognition system. Besides the proposed character modeling method, the recognition system applies a model-driven stroke extraction algorithm to alleviate the difficulty of stroke extraction. As the result, it is better than other structural recognizers in analyzing degraded images. First, it separates the degraded region from the clean region. From the clean region, it extracts normal substrokes as conventional systems. In contrast, it extracts pseudostrokes from the degraded region. The pseudostroke is a line segment that is not certain, but likely to be a stroke. Then, the substrokes and the pseudostrokes are matched to the model strokes by a heuristic search algorithm. The matching algorithm matches the normal substrokes as many as possible. However, it matches a pseudostroke only if it is profitable to acquire a higher matching score. In this way, the selective matching algorithm separates real strokes from the pseudostrokes according to the matching score.
The effectiveness of the proposed methods was visualized by the experiments. The proposed method successfully detected stroke neighbors that make intuitively meaningful relations. The relationships among the neighbors were also successfully reflected by the statistical dependency. The model-driven stroke extraction algorithm recovered many strokes from the degraded region. The overall recognition performance was 98.45 percent for the KAIST Hanja database, which confirms the effectiveness of the proposed methods.
The rest of this paper is organized as follows: In Section 2, the previous character structure modeling methods are briefly reviewed. Then, the proposed modeling method is explained in Section 3. The recognition system is described in Section 4. Section 5 provides the experiment results. Finally, the conclusions are drawn in Section 6.
PREVIOUS WORKS
The character structure is composed of the strokes and the relationships among them. The description of the individual stroke is important because the stroke is the basic primitive in structural analysis. However, the stroke relationship is also important because the stroke relationship is more robust than the individual strokes against the writing variation. Moreover, the stroke relationship plays a key role in discriminating similar characters in many cases. For example, it is essential to investigate the stroke relationship between the horizontal stroke and the diagonal stroke in discriminating from . Cheng, and Lee and Chen represented the stroke with a straight line [3] , [4] . Although the straight-line is the simplest representation of the stroke, it is popular in Chinese character recognition because most of the Chinese character is mainly composed of straight-lines. The matching distance between the input and the model strokes was defined by the difference in position and slope. The distance function was designed heuristically. In order to represent finer information, Liu et al. and Zhang and Xia categorized the strokes into several types, such as horizontal, vertical, slash, back-slash, dot, tick, and hook [5] , [6] . The character model was composed of a set of model strokes, each of which belongs to one of the predefined types. By assigning different attributes to each of the stroke types, they represented the properties of the stroke more accurately. However, the performance of such systems heavily depends on the developer's knowledge because the character models were not systematically trained but manually designed.
Kim and Kim represented the stroke by the distributions of its position, slope, and length [1] . Such a statistical modeling is more systematic than the previous methods. Although the character structure was manually specified as was in the previous methods, the position and the shape of each stroke were statistically modeled. Their distributions were estimated from training samples. The statistical stroke modeling is desirable to tolerate writing variation and more robust than the heuristic-based method.
On the other hand, the stroke relationship was modeled by two kinds of methods. One is the representation using interstroke features encoded for the stroke pair, such as angle, distance between the strokes, relative position, and the direction from one stroke to the other. Cheng, and Lee and Chen modeled the stroke relationship by the angles between strokes [3] , [4] . Their distance functions for the stroke relationships were also heuristically designed as they did to represent the individual stroke. Kim and Kim, and Chen and Lieh modeled the stroke relationships statistically using several kinds of interstroke features [1] , [7] . They estimated the modeling parameters from training samples.
However, such systems focused only on the relationship between near or connected stroke pairs. As the result, they were difficult to represent the relationship between the strokes far from each other. Moreover, they were not effective to represent the relationship between more than two strokes because the interstroke feature is difficult to define for more than two strokes. Also, they had a problem in combining the stroke matching scores with the matching scores of the stroke relationships. They computed the overall matching score by simply accumulating or multiplying all stroke matching scores and matching scores of the stroke relationships. As the result, the information about the stroke relationship was duplicated because the matching scores of individual strokes also reflect some information about the stroke relationships.
The other method to represent the stroke relationship is manual. Liu et al. and Zhang and Xia categorized the stroke relationships into several types, such as L-shape, T-shape, cross, and parallelism [5] , [6] . Such a method can represent various kinds of stroke relationships. However, it requires much effort to build the character models. Moreover, the performance of such a system heavily depends on the developer's knowledge.
Chris and Chung, and Nagasaki et al. represented the character structure with deformable models, which is more complicated than the above methods [8] , [9] . Their models were composed of a set of feature points connected by links. The link can extend or shrink like a spring. The matching algorithm deforms the model to fit with the input image by steepest descent algorithm and dynamic relaxation. The matching distance is defined by the combination of the distance between the deformed model and the input image and the amount of energy required to deform the model.
However, the deformable model is difficult to apply to a practical system because their computational complexity is very high.
STATISTICAL CHARACTER STRUCTURE MODELING

Statistical Structure Modeling
In the proposed modeling method, a character is represented by a set of model strokes. The structure of the model strokes is manually designed. As shown in Fig. 1 , the model stroke is composed of a poly-line connecting K feature points. In handwriting process, a model stroke is instantiated into various shapes of input strokes and, therefore, the feature points are instantiated into various pixels of the input strokes. In order to model such a variation, the feature point is represented by a distribution of the pixels. Because each pixel is identified by its position and direction, the feature point is represented by their distribution. Additionally, the direction at the feature point was also modeled to reflect more information. A model stroke s i is represented by the joint distribution of its feature points as Prðs i Þ Prðp i1 ; p i2 ; . . . ; p ik Þ. In this paper, we assumed the feature point has a normal distribution, which can be described by the mean and the covariance matrix.
Extending the statistical stroke representation, the structure composed of multiple strokes is represented by the joint distribution of the component strokes. The joint distribution of the strokes not only represents the distribution of the individual strokes, but also the relationship among them through the statistical dependency among the strokes. We will explain it using a simple example. Fig. 2 shows a structure S composed of two strokes s i and s j making a corner. Then, S can be represented by the joint distribution of the two strokes as follows:
PrðSÞ Prðs i ; s j Þ ¼ Prðp i1 ; p i2 ; . . . ; p ik ; p j1 ; p j2 ; . . . ; p jk Þ: Fig. 3a shows the distributions of the model strokes s i and s j when we have no information about their matching instances. The centroid and the width of the cylinder denote the mean and the variance of the stroke, respectively. When the matching instance r j of s j is searched, the distribution of s j is evaluated by Prðs j ¼ r j Þ. However, after s j is known to be matched to an input stroke r j , the distribution of s i is evaluated by the conditional probability Prðs i js j ¼ r j Þ rather than the independent probability Prðs i Þ. The conditional probability reflects the influence of r j on s i . Then, multiplying the matching scores of the two strokes Prðs j ¼ r j Þ and Prðs i ¼ r i js j ¼ r j Þ makes the joint probability Prðs i ¼ r i ; s j ¼ r j Þ. Affected by the correspondence of s j and r j , the conditional probability distribution Prðs i js j ¼ r j Þ becomes as Fig. 3b , preserving the corner relationship.
Assuming each feature point has a normal distribution, the model stroke as well as the structure composed of multiple strokes also has a multivariate normal distribution because the model stroke is the joint distribution of the feature points and the character structure is the joint distribution of the component strokes.
The joint distribution of the model strokes is estimated from the training data by the following procedure: First, strokes are extracted from the training images. Second, the correspondences between the input and the model strokes are specified. In order to reduce the effort, we applied a bootstrapping algorithm to specify the correspondences. Then, the matching instances of the feature points are automatically determined. Then, the mean and the covariance matrix of the joint distribution are estimated from the matching instances of the feature points.
When a multivariate normal joint distribution X $ Nð; AEÞ is composed of subdistributions X A $ Nð A ; A Þ and X B $ Nð B ; B Þ as follows:
the parameters of conditional distribution PrðX B jX A ¼ x A Þ is computed by the following formula [10]
By substituting X B by the distribution of a model stroke and X A by the joint distribution of other strokes whose matching instances are determined, the conditional probability of the model stroke can be computed from the joint probability distribution of all model strokes.
Given a matching as shown in Fig. 4 , the overall matching score between the character model S and the input character C is computed by the joint probability that all model strokes s 1 ; s 2 ; . . . ; s n are matched to the corresponding matching instances r 1 ; r 2 ; . . . ; r n ,
where p ik s are the feature points of a model stroke s i , and q ik s are those of the matching instance r i .
The proposed character modeling method has the following advantages over the conventional methods. First, it can represent all kinds of stroke relationships, such as T-shape, parallelism, and in-between, regardless of the type. Especially, it can represent the relationship between more than two strokes, which is difficult to represent using interstroke features. Moreover, it can represent the relationship between strokes far from each other. Second, it represents the strokes and their relationships in a unified framework and, therefore, the neighborhood information is not duplicated as the conventional methods. Finally, it is a systematic data-driven approach that does not depend on the developer's knowledge.
However, it requires high complexity to recognize the character with the joint distribution of all component strokes because it is a very high-order probability. Fortunately, this problem can be overcome by the neighbor selection method described in the next section.
Neighbor Selection
The full joint distribution of all component strokes, proposed in the previous section, contains all information about the strokes and their relationships regardless of their importance. However, in reality, reflecting all stroke relationships is not necessary, since some relationships are not very important. Therefore, it is desirable to utilize only important relationships selectively and ignore less important relationships. For this purpose, a systematic method to select the important relationships is necessary.
We applied the probability approximation technique to select the important stroke relationships. The joint probability of all component strokes can be expanded as the following equation: 
As shown in (1), the joint probability can be computed by combining the conditional probability of each stroke reflecting the dependencies from all preceding strokes. By reflecting the dependencies from only a limited number of neighboring strokes instead of all preceding strokes, the high-order joint probability can be approximated by a combination of low-order probabilities as (2) .
Prðs i j neiðs i ÞÞ; ð2Þ
where neiðs i Þ is the neighbor set of s i , whose cardinality is not greater than a predefined constant N. Formula (2) approximates (1) by reflecting only the relationships between the neighboring strokes. In this context, it is very important to select the neighbor set of each stroke minimizing the loss of information. Obviously, it is desirable to find the neighbor sets that make (2) approximate (1) as well as possible. To compare a probability PðXÞ with its approximation P a ðXÞ, KullbackLeibler measure is widely used [11] .
IðP ðXÞ; P a ðXÞÞ ¼ Z X P ðXÞ log P ðXÞ P a ðXÞ dX:
Therefore, our goal is to find the neighbor set of each stroke that minimizes Kullback-Leibler measure. Then, the neighbor selection problem becomes equivalent to the Nth order probability approximation problem. Chow and Liu developed the solution of the first order probability approximation problem and Kang et al. developed the solution of the high order probability approximation problem by extending Chow and Liu's method [12] , [13] . We applied their methods to select the important stroke relationships.
For the case N ¼ 1, neiðs i Þ has only a single neighbor denoted by s n1 ðiÞ. Then, the Kullback-Leibler measure is expanded as follows: From (3), HðSÞ and Hðs i Þs are independent from the neighbor sets. Therefore, we can conclude that minimizing the Kullback-Leibler measure is equivalent to maximizing AEMðs i ; s n1ðiÞ Þ, the total sum of the mutual information between the strokes and the corresponding neighbors Consequently, the mutual information is a good measure for the importance of stroke relationship.
The mutual information between two strokes s i ; s j is computed by the difference of the entropy of Prðs i Þ and that of the conditional probability Prðs i js j Þ as follows:
The entropy of a D-dimensional Normal distribution with a mean vector and a covariance matrix AE is computed by the following formula [14] :
Therefore, the mutual information Mðs i ; s j Þ are computed by the following formula:
Chow and Liu selected the neighbor relations maximizing AEMðs i ; s n1ðiÞ Þ by finding MWST (maximum weighted spanning tree) from the dependency graph (see Fig. 5 ). The dependency graph is a fully connected graph, each of whose nodes denotes a stroke. The edge weight between two nodes s i and s j is assigned by the mutual information Mðs i ; s j Þ. Then, a spanning tree of the dependency graph corresponds to a set of first order neighbor relationships. The total sum of edge weights in the spanning tree is equivalent to AEMðs i ; s n1ðiÞ Þ. As a consequence, finding the set of neighbor relationships maximizing the total sum of mutual information is equivalent to finding the maximum weighted spanning tree from the dependency graph. Chow and Liu applied Kruskal's algorithm to find the MWST.
By extending Chow and Liu's method, Kang et al. proved that maximizing the total sum of the mutual information is also equivalent to minimizing the KullbackLeibler measure in high order probability approximation, where N ! 2. He also developed an algorithm to find the optimal dependency relations by extending Kruskal's algorithm. The detail of Kang et al.'s method was not described in this paper because it requires a long explanation. If you want more details, please see [13] .
The selected order of the nodes by Kruskal's algorithm or Kang et al.'s algorithm is the optimal ordering of the model strokes that makes the best approximation. In the matching process, the search order is determined by it. It will be discussed in Section 4.2.
HANDWRITTEN CHINESE CHARACTER RECOGNITION SYSTEM
The proposed character modeling method was applied to a handwritten Chinese character recognizer. Basically, the recognition system follows the typical framework of the structural character recognition system shown in Fig 6. First, the strokes are extracted from the character image. Second, the input strokes are matched to each of the character models. Finally, the best match with the input character is selected for the recognition result. However, the proposed system is different from other systems in analyzing degraded images. Generally, the structural recognition system cannot correctly analyze the region degraded by blurring or stroke touching because existing stroke extraction algorithms produce erroneous results from such a region. An isolated stroke extraction algorithm is not sufficient to solve such a problem. However, the model-driven stroke extraction that cooperates with the matching algorithm may produce much better results. Therefore, the proposed system applies a model-driven stroke extraction composed of an improved stroke extraction and a selective matching algorithm.
First, the proposed system separates the degraded region from the clean region. From the clean region, it extracts normal substrokes as conventional systems. However, it is very difficult to extract strokes from the degraded region correctly because the structural information is lost in such a region. Therefore, the proposed system does not produce a definite result. Instead, it extracts a set of pseudostrokes from the degraded region. The pseudostroke is a line segment that is not certain but likely to be a stroke. Consequently, the input character is represented by a set of substrokes and pseudostrokes. After that, the input character represented is normalized to have a fixed size.
Then, the proposed system matches the input strokes to the model strokes by a heuristic search algorithm. The matching algorithm tries to match the normal substrokes as many as possible. However, it matches a pseudostroke only if it is profitable to acquire a higher matching score. Otherwise, the matching algorithm concludes it is not a part of a real stroke and, therefore, ignores it. In other words, the matching algorithm selects true strokes from the pseudostrokes according to the matching score. In such a Fig. 5 . Finding optimal set of the neighbor relationships by using MWST algorithm. Fig. 6 . Overview of recognition system. strategy, the stroke extraction error in the degraded region is prohibited from frustrating the whole recognition process.
Stroke Extraction
We applied Han and Cho's algorithm to detect the degraded region [15] . He detected the degraded region by a limited iteration of thinning process. Thinning is an iterative process that removes the boundary pixels of the black region. In their method, the thinning process is stopped after w=2 times of iterations, where w is an estimation of the stroke width. We refer such a process as half-thinning. Then, as shown in Fig. 7b , the stroke in the clean region becomes a line with the unit width. In contrast, the thick regions are remained in the region degraded by stroke touching or blurring. From the half-thinned image, the lines with unit width are classified to the clean region as Fig. 7c , while the thick regions are classified to the degraded region as Fig. 7d .
After half-thinning, all of the black pixels in the clean region belong to the skeleton of the original image as Fig. 7c . Therefore, it is straightforward to extract the substrokes. First, the end points and the junction points are extracted. Then, the consecutive pixels connecting the feature points are extracted by a line following process. Finally, the lines are divided into straightlines by a linear approximation algorithm [16] . Each of the resulting lines makes a substroke as Fig. 8d .
In the clean region, the skeleton can be regarded as the pen-trajectory. Contrarily, in the degraded region, the boundary often contains the pen-trajectory because it is composed of the pixels whose distances from the boundary in the original image were half of the estimated pen-width. Although not all of the boundaries were generated by the pen-trajectory, they often contain pen-trajectories as shown in Fig. 9 . Therefore, the proposed system generates possible candidates of strokes from the boundary of the degraded region and represents them by pseudostrokes.
First, the proposed system follows the contour of the degraded region to extract the boundary pixels. Then, it segments the contour at bending points. It also segments at the points adjacent to the line of the clean region to represent the connection with the clean region. Each of the resulting segments makes a pseudostroke. Some of the pseudostrokes are true strokes but some are not. An example of this procedure is illustrated in Fig. 10 . Fig. 11c shows the combination of the substrokes and the pseudostrokes. The proposed method successfully extracted some pen-trajectories, which were not extracted by the conventional stroke extraction method as Fig. 11d . After the strokes are extracted, the input character is normalized to have a fixed size. We applied the nonlinear normalization method developed by Yamada et al., which equalizes line density [17] .
Matching Algorithm
For the matching of the input and the model characters, we applied a heuristic search algorithm. The matching algorithm is basically an extension of Liu et al.'s method [5] . We adapted his algorithm to the proposed character model and extended it to handle the pseudostrokes. Because the input stroke is represented by substrokes and pseudostrokes while the model stroke is represented by apoly-line, each model stroke can be matched to the concatenation of more than one input strokes. The concatenation of the input strokes matched to a model stroke is referred to as the matching instance of the model stroke. A single input stroke cannot be matched to more than one model stroke because otherwise, the complexity would be much higher.
A matching is defined by a set of correspondences between the model strokes and their matching instances, as MðS; CÞ¼fðs i ; r i Þ j 1 i ng, where S and C denote the model and the input characters composed of model strokes s i s and input strokes c i s, respectively. r i denotes the matching instance of s i , defined by r i ¼fc k j c k is matched to s i g.
The matching algorithm is composed of two steps. At the first step, candidate strokes for each model stroke are extracted. The candidate stroke is the concatenation of collinear input substrokes that is likely to be the matching instance of a model stroke. For example, from the input character Fig. 12b , the candidate strokes of model stroke s are extracted as Fig. 12c . At the second step, the optimal combination of the stroke candidates is searched.
In order to extract the candidate strokes, the input strokes are organized into a graph GC ¼ ðV C ; E C Þ. Each vertex in V C represents an input stroke. If E C has an edge between two vertices, it denotes the corresponding input strokes are connectable. For two input strokes c i and c j , whose end points are p i1 ; p i2 and p j1 ; p j2 , respectively, are connectable if they satisfy the following conditions:
1. The angle a between c i and c j is less then a threshold angle1 or the distance from each of p i2 ; p j1 to the line p i1 ; p j2 is less than a threshold dist1 . 2. The distance between p i2 and p j1 is less than a threshold dist2 or p i2 and p j1 are adjacent to a degraded region as Fig. 13b . The condition 1) checks the linearity and 2) checks the distance between the two strokes. For a model stroke s, the candidate strokes extraction process is described in Algorithm 1.
Algorithm 1.
Extraction of candidate strokes for a model stroke s Input:
A stroke graph G C ¼ ðV C ; E C Þ Output: Candidate strokes of s stored in CLOSED list Procedure:
Initialization Initialize OPEN list and CLOSED list by an empty set Put all input strokes c i s satisfying the following two conditions to OPEN list The distance between the start points of c i and s is less than a threshold dist3
The difference in the slants of c i and s is less than a threshold angle2 Extension While OPEN list is not empty Select a concatenation of strokes r from OPEN list and move it to CLOSED list For every input stroke c j connectible to the last stroke of r, Concatenate c j at the end of r to make r new Put r new to OPEN list End_For End_While
Besides the candidate strokes found by Algorithm 1, we added a null candidate for each of the model strokes. Null stroke is an empty set of input strokes denoting the case where the corresponding model stroke is remained unmatched.
Since each model stroke may have multiple candidates, the candidate strokes form a search space, which can be illustrated as Fig. 14 . The nodes on each column denote the candidates of a model stroke. aðiÞs denote the optimal ordering of the model strokes determined by Chow and Liu's algorithm or Kang et al.'s algorithm as described at the end of Section 3.2. The gray node denotes the candidate stroke extracted by Algorithm 1 and the white node denotes the null candidate. A path from the first column to the last column corresponds to a matching between the model strokes and their matching instances.
In order to represent the unmatched input strokes, we reserved the last column for null stroke. For convenience, unmatched input strokes are regarded as the matching instance of the null stroke. The black node on the last column does not represent a particular candidate stroke but the set of all input strokes not included in the candidate strokes on the path that finishes at it. The optimal matching can be found by searching the optimal path from search space shown in Fig. 14. A path beginning from the first column is denoted as follows:
¼ r að1Þ;j að1Þ r að2Þ;j að2Þ . . . r aðlÞ;j aðlÞ ; where l is the length of the path and r aðiÞ;j aðiÞ denotes the j a ðiÞth candidate for the model stroke s aðiÞ . The path corresponds to an intermediate matching state in which the matching instance of s að1Þ ; . . . ; s aðlÞ is determined. The score of a path is computed by combining the scores of the nodes on the path. The score of each node is defined by the matching score between the model stroke and its candidate, which is computed by the conditional probability Prðs aðiÞ ¼ r aðiÞ;j aðiÞ js n1ðaðiÞÞ ¼ r n 1 ðaðiÞÞ;j n 1 ðaðiÞÞ ; . . . ; s n N ðaðiÞÞ ¼ r n N ðaðiÞÞ;j n N ðaðiÞÞ Þ; as explained in Section 3.
P ðs aðiÞ ; r aðiÞ;j aðiÞ i Þ
Prðs aðiÞ ¼ r aðiÞ;j aðiÞ js n 1 ðaðiÞÞ ¼ r n 1 ðaðiÞÞ;j n 1 ðaðiÞÞ ; . . . ; s n N ðaðiÞÞ ¼ r n N ðaðiÞÞ;j n N ðaðiÞÞ Þ: The unmatched input and the model strokes are penalized because they are regarded as noise or missing stroke, respectively. The scores of the null stroke and the null candidates are defined by the penalties of the unmatched strokes. Since the null candidate represents the corresponding model stroke is unmatched, its score is computed by the penalty of the unmatched model stroke.
Similarly, the score of the null stroke is computed by the total sum of the penalties of the unmatched input strokes. In this paper, the penalty of the unmatched stroke is proportional to its length as the following formula: where and are predefined constants. Notice that the proposed matching algorithm does not penalize the pseudostroke even if it is remained unmatched. The matching algorithm tries to consume the substrokes as many as possible because the overall matching score will be decreased if there is any unmatched substroke. However, the matching algorithm does not consume a pseudostroke unless it is advantageous because the pseudostroke is not penalized even if it is remained unmatched. Consequently, the proposed matching algorithm does not consume all pseudostrokes but selectively consumes the pseudostrokes according to the matching score.
We applied a heuristic search algorithm to find the optimal path from the search space shown in Fig. 14 . As is shown in Fig. 15 , jðÞ, the maximum score an extension of may have, is composed of gðÞ and h Ã ðÞ, where gðÞ is the score of while h Ã ðÞ is the score of the optimal path from the last node of to the final node.
Although gðÞ is computable, h Ã ðÞ is not. Therefore, h Ã ðÞ is estimated by a heuristic function hðÞ. In this paper, hðÞ is defined by the product of the largest possible scores of the input strokes not consumed by . Since the largest possible score of an input stroke c can be computed by 
EXPERIMENTS
Neighbor Stroke Selection
Some examples of the results of the neighbor selection algorithm in Section 3.2 are shown in Fig. 16 . The leftmost column shows the overall organization of the neighbor relations. The number of each stroke denotes the stroke index aðiÞ of the optimal ordering acquired by Kang et al.'s algorithm. Each arrow from a stroke aðiÞ to another stroke aðjÞ means stroke aðiÞ was selected for a neighbor of stroke aðjÞ. For example, in the first row, the neighbors of stroke að2Þ are að0Þ and að1Þ, and the neighbors of stroke að4Þ are að0Þ and að3Þ.
The other columns show the neighbors of some strokes to notice. In all figures, every model stroke was composed of three feature points: start, middle, and end points. In other words, the constant K in Fig. 1 was 3 . The maximum number of the neighbors, N, was specified to 2. The black lines denote the target strokes, while the gray lines denote the neighbors selected by the proposed method. The number of each stroke denotes the neighbor index: The neighbor labeled by 1 has stronger relation to the target stroke than the other neighbor.
From Fig. 16 , we could confirm that the proposed method selected the neighbor strokes that make intuitively meaningful relationships. Particularly, it successfully detected high-level relationships, such as the parallelisms in (a1), (b2), (c1), the T-junctions in (a1), the corner in (c2), and the cross in (d3). The adjacent, close relationships are also found in most of the figures. Especially notice that the relationship such as the parallelism in (b2) was found even though the two strokes are quite far from each other.
Stroke Relation Modeling by Statistical Dependency
At the second experiment, we visualized the conditional probability of the model stroke given the instances of the neighbors to test whether the statistical dependency reflects stroke relationships effectively. The experiment was performed as follows: First, we specified a model stroke s and selected two neighbors s n1ðsÞ ; s n2ðsÞ by the proposed neighbor selection method. Then, the user drew the instances r n1ðsÞ ; r n2ðsÞ of the neighbor strokes arbitrarily using a mouse. Finally, the resulting conditional probability distribution Prðs j s n1ðsÞ ¼ r n1ðsÞ ; s n2ðsÞ ¼ r n2ðsÞ Þ was computed and displayed. Some examples of the result are shown in Fig. 17 . The leftmost column shows the probabilities of the model strokes without concerning neighbors. The thick black line and the ellipses represent the target stroke s while the thick gray line represents thetwo neighbors s n1ðsÞ and s n2ðsÞ . The ellipses on each line represent the distributions of its feature points. The center of the ellipse represents the means of x and y coordinates of the feature point. Their radii represent the standard deviations of x and y coordinates. In (a0), the ellipse at the start point of stroke 0 looks like a horizontal line, which means y coordinates of its the matching instances were fixed to zero for most training samples because of the normalization process.
The other columns show the conditional probabilities of the target strokes given the neighbors. The gray line denotes the instances r n 1 ðsÞ ; r n 2 ðsÞ drawn by the user. The thick black line and the ellipses show the conditional probability Prðs j s n 1 ðsÞ ¼ r n 1 ðsÞ ; s n 2 ðsÞ ¼ r n 2 ðsÞ Þ calculated by the method described in Section 3.1.
As shown in Fig. 17 , the statistical dependency successfully reflects the neighborhood information. No matter how r n 1 ðsÞ ; r n 2 ðsÞ were drawn, their influence was reflected to the conditional probability preserving their relationship. The relative positions in (a1)-(a3), the corners in (b1)-(b3), (c1)-(c3), and the T-junction of (c1)-(c3) were preserved well.
Stroke Extraction and Matching
The third experiment shows the result of the model-driven stroke extraction explained in Section 4. The proposed stroke extraction and the selective matching results are presented in Fig. 18 . The first three columns show the examples of the stroke extraction results. On the third column, the gray lines in the dotted circles represent the pseudostrokes, while the black lines represent the normal substrokes. The fourth column shows the nonlinear normalization results. The rightmost column shows the character models. The number on each stroke of the fourth and the fifth columns shows the matching results. The gray lines pointed by the arrows denote the pseudostrokes that are remained unmatched because they are not profitable to the matching.
For the images of the first two rows, the proposed method analyzed the degraded regions successfully. The pen-trajectories in the degraded regions were extracted as the pseudostrokes and correctly matched. The image at the last row is extremely degraded and, therefore, the proposed method could not restore all of the pen-trajectories from the 
Recognition
We evaluated the performance of the proposed recognition system with the KAIST Hanja1 and Hanja2 databases. The Hanja1 database has 783 most frequently used classes. For each class, 200 samples, artificially collected from 200 writers, are contained. In Korea, Chinese characters are not frequently used as in China or Japan. The most important usage is for the names of Korean people. Although 783 classes are not sufficient for every application, it is acceptable for name field recognizer for a form recognition system.
The Hanja2 database has 1,309 samples collected from real documents. The number of samples in the Hanja2 database varies with the class. The image quality of Hanja1 is quite clean, while the Hanja2 database is very bad. Some samples of the KAIST Hanja1 and Hanja2 databases are shown in Fig. 19 . From the Hanja1 database, odd number samples were used for training. The first 10 samples of the even number samples were used for test. The Hanja2 database was not used for training because the number of samples per class is not even. Hence, the Hanja2 database were used only for test. The recognition results are presented in Fig. 20 .
We presented Liu et al.'s result at Table 1 for a comparison. He also used the Hanja1 database to test his recognizer [5] , [18] . The proposed system showed a little better performance.
The most frequent reason of the misclassification was image degradation. Although the proposed system has an improved stroke extraction algorithm, the problem was not completely removed. Except the image degradation, the most frequent reason of misclassification was that the recognizer failed to discriminate similar characters. This problem was especially serious when the discriminative strokes were written very small. Some examples are shown in Fig 21. Such a problem can be alleviated by pair-wise discrimination.
CONCLUSIONS
In this paper, a systematic character structure modeling method was proposed. A character is represented by a set of model strokes, each of which is modeled by the distribution of its feature points. The character structure, composed of multiple strokes, is represented by the joint distribution of the component strokes. In such a representation, the relationships among the component strokes are systematically reflected by the statistical dependency.
Based on the character representation, a stroke neighbor selection method was proposed. The importance of a stroke relationship is measured by the mutual information among the strokes. Based on such a measure, the important neighbor relationships are selected by the nth order probability approximation method. Using the neighbor selection algorithm, the complexity is significantly reduced because it is possible to model not all relationships, but only important relationships.
The proposed character modeling method is effective in representing character structure. Especially, it is outstanding in detecting and reflecting the stroke relationships. It can represent all kinds of relationship including the relationship among more than two strokes, the relationship between the strokes far from each other, and high-level relationships, such as corner, cross, T-shape, parallelism, etc. Moreover, it represents the individual strokes and their relationships in a unified framework.
Using on the proposed character modeling method, a handwritten Chinese character recognition system was also proposed. The proposed system is different from other systems in analyzing degraded images. It applies a modeldriven stroke extraction composed of an improved stroke extraction algorithm and a selective matching algorithm to handle the degraded images.
The experiment results showed the proposed methods are effective. The proposed neighbor selection method selected the neighbor strokes that make intuitively meaningful relationships. The stroke relationships were successfully reflected by the statistical dependency regardless of the type of the relationship. The proposed stroke extraction algorithm restored many pen-trajectories from the degraded region and the resulting pseudostrokes were selectively matched according to the matching score. The overall recognition rate was 98.45 percent, which confirms the effectiveness of the proposed methods. 
