Abstract-In this research, we explore the technical and computational merits of a machine learning algorithm on a large data set, employing distributed systems. Using 167 million (10 GB) energy consumption observations collected by smart meters from residential consumers in London, England, we predict future residential energy consumption using a Random Forest machine learning algorithm. Distributed systems such as AWS S3 and EMR, MongoDB and Apache Spark are used. Computational times and predictive accuracy are evaluated. We conclude that there are significant computational advantages to using distributed systems when applying machine learning algorithms on large-scale data. We also observe that distributed systems can be computationally burdensome when the amount of data being processed is below a threshold at which it can leverage the computational efficiencies provided by distributed systems.
I. INTRODUCTION
A smart meter is an electronic device that records energy consumption in real time and transmits that information to a utility company for monitoring and billing. Smart grids, when coupled with smart meters and weather forecasts, monitor aggregate energy consumption, and can dynamically manage energy supply and set pricing. The number of smart meter installations has grown significantly over the last decade. The European Union (EU) aims to replace at least 80% of traditional electric meters with smart meters by 2020, as part of a set of measures to upgrade energy supply and tackle climate change [1] .
Leveraging smart meter data to help raise consumer awareness of energy consumption patterns can be a crucial part of smart-grid analytics applications. Using demand-side management, utility companies can incent consumers to lower energy consumption during peak demand periods by analyzing residential smart meter data. Critical in this effort to smooth demand is the development of an accurate and efficient forecast model for energy consumption.
Utilizing smart meter data and other contributing factorsweather, consumer activity patterns, inflation, national energy statistics, and demographics-researchers have employed smart meter data for various applications. Gajowniczek used artificial neural networks and support vector machines in conjunction with time series analysis techniques to forecast residential consumption using high resolution smart meter data and weather data [2] . Edwards compared various machine learning algorithms including regression, neural networks, and support vector machines to predict consumption using data collected from individual smart meters and weather data [3] . Wijaya sought to improve forecast accuracy of residential energy consumption by detecting habitual patterns using Cluster-Based Aggregate Forecasting (CBAF) [4] . Shahzadeh improved the accuracy of neural network-based prediction methods by clustering consumers [5] . Grandjean evaluated international consumption patterns by considering additional external variables including population, inflation, and national energy statistics in a top-down model [6] . Bottom-up models employed regional variables such as household demographic, appliance ownership and use information [7] .
Smart meter systems generate energy consumption records in real time and transmit data several times daily. It is therefore important to establish an efficient method by which to store and retrieve such large volumes of data. Moreover, the development of forecasting models that provide accurate, real-time predictions is critical to the efficient operation of a smart grid. We develop and detail a scalable machine learning model that is able to predict residential energy consumption using distributed databases, distributed computing and machine learning.
In this research, we develop a forecasting model capable of predicting single-day energy consumption. Data is stored in Amazon Web Service (AWS) Simple Storage Service (S3), a scalable storage infrastructure. Distributed database systems and distributed computing allow multiple systems to work together and function in an efficient, affordable, scalable, and reliable manner. Most modern distributed databases and computing frameworks are based on a map-reduce model, which allow data to be mapped to different nodes, processed in parallel, and subsequently merged using a reduce function [8] . We used MongoDB, a non-relational distributed database (NoSQL) for storing and accessing data in a distributed manner. Data processing and machine learning was performed using Apache Spark on AWS Elastic Map Reduce (EMR). The performance of EMR was tested and compared under differing configurations. Forecasting was based on a Random Forest model which reuses data, enabling Spark to significantly reduce computational time.
II. SYSTEM OVERVIEW

A. System Workflow
If each of the anticipated 53 million smart meters to be installed in homes across the United Kingdom [9] were to report a residence's kilowatt-hour (kWh) every half hour, this would equate to 2.5 trillion records daily. Collecting, managing and analyzing data on this scale necessitates efficient, reliable and scalable algorithmic infrastructure. To develop such a system, we stored data in Amazon Web Service (AWS) Simple Storage Service (S3), loaded the data into MongoDB on AWS Elastic Compute Cloud (EC2), and processed data using Apache Spark on AWS Elastic MapReduce (EMR). Figure 1 depicts an overview of the system workflow.
AWS S3 is a robust and scalable object storage system that is automatically extensible if additional storage is required. S3 uses the world's largest cloud service, and data is automatically distributed over multiple physical facilities. AWS S3 facilities are located in over 17 regions throughout the world including several European cities such as Frankfurt, Ireland, Paris and London. S3 additionally provides a high level of data security, including encryption and machine learning for anomaly detection [10] .
Equally as important as scalable data storage is a scalable data management solution. Moreover, a database that supports schemaless data is valuable given the propensity for structural changes in the data. MongoDB is an open source, non-relational and schemaless database that runs on distributed systems. MongoDB automatically loads data across a cluster and, if necessary, can redistribute and rebalance it [11] . MongoDB represents data in a format called JavaScript Object Notation (JSON) which is both human and machinereadable, and is commonly used for data exchange on the web. JSON also supports various data types including numbers, strings, boolean, and even arrays and hashes, which relational databases do not support.
In this study, we transfer data from S3 to MongoDB, installed on a Linux EC2 instance. AWS EC2 provides a cloudbased virtual machine instance with auto-scaling features, scaling the number of instances to ensure high throughput [12] . Figure 2 depicts a sample document loaded into MongoDB.
To query and process data stored in MongoDB, we utilized Apache Spark, an extension of the MapReduce model. Spark partitions data into multiple nodes in a cluster to process data, including the parallelization of machine learning algorithms across the cluster. Spark represents the data as a Resilient Distributed Dataset (RDD), which is an abstraction of a distributed collection of data with operations applicable to the data, and provides networking, security, scheduling and data shuffling functions. Spark plans stages of tasks using a directed acyclic graph (DAG) scheduler for efficient data processing across nodes.
MapReduce is a programming model which distributes data into a number of machines and utilizes CPUs for processing data in parallel. As MapReduce can be implemented using commodity machines, it is cost-efficient and also recovers quickly from a single node failure by replicating data or adding a new machine. Hadoop MapReduce, an implementation of MapReduce, is widely used. By keeping data in random access memory (RAM), using RDD, and planning and managing tasks efficiently, Spark outperforms Hadoop MapReduce by upto 100 times [13] . This efficient data processing and scheduling led us to employ Spark for our iterative machine learning algorithms [14] .
Several Spark modules, including Spark SQL and Spark ML were employed. Spark SQL is a module that allows for manipulating large sets of distributed and structured data called DataFrames. Similar to a table in a relational database management system (RDBMS), a DataFrame includes columns and observations, and additionally facilitates running queries in a parallelized fashion [13] [15] . Moreover, Spark ML-the machine learning library in Spark-requires DataFrames as input. We therefore loaded our data from MongoDB into a Spark DataFrame and applied feature engineering and machine learning algorithms.
AWS Amazon Elastic MapReduce (EMR) provides a Hadoop framework for processing vast amounts of data easily, quickly, and cost-effectively across dynamically scalable Amazon Elastic Computing Cloud (EC2) instances. In addition, EMR uses YARN (Yet Another Resource Negotiator) as a cluster manager. YARN is Hadoops resource manager and execution system, and is able to run not only Hadoop MapReduce but also Spark. On each cluster node, EMR launches a system agent that administers YARN components, communicates with the EMR service to coordinate jobs, and tracks the status of a cluster [16] .
B. Algorithm
Traditional parametric time series models, such as an autoregressive integrated moving average (ARIMA), deal with a singular time series. As the energy usage of each household is itself a singular time series, these models do not work well when forecasting in the aggregate. We therefore employed a Random Forest model using a set of 79 engineered features to predict single-day consumption, which worked well to capture general energy usage patterns for residential customers.
1) Feature Engineering:
Data collected within a sliding time window (w) prior to the given day to be predicted were used as features. The time horizon of the sliding time window, w (in days), is a hyper-parameter in the model that can be tuned to improve model accuracy. The reader may assume w = 10 days for ease of exposition.
The first set of engineered features are daily means of electrical consumption. Each day, energy consumption is collected on a half-hourly basis, resulting in 48 readings per day. We take the mean of these 48 readings each day to generate a daily mean, and repeat this over the sliding time window w-which in this case we assume to be the past ten days-to generate our first ten features. The second set of features captures the minimum and maximum temperature over the previous ten days, resulting in twenty additional features.
The third feature set is mean energy use in a fixed halfhourly period across the sliding time window. To compute this, we choose a fixed half-hourly time period, e.g, 1:30pm-2:00pm. We then computed the mean energy consumption in that half-hour period by averaging the energy consumption in that time period across the previous 10 days, generating a single feature. This feature is meant to capture seasonality across the time series. There are 48 half-hour increments in a day, resulting in 48 additional features.
A final categorical feature was also included indicating household income. Studies show a strong relationship between wealth (per capita GDP) and energy consumption (per capita kWh/year) across 168 countries [17] . We used Acorn data, a widely-known geodemographic segmentation of the UK population developed by CACI Limited, which categorizes households based, in part, on income. The three income classifications are Affluent, Comfortable, and Adversity, rep- Table I .
2) Machine Learning Model:
Random Forest is an ensemble learning method that generates multiple decision trees and aggregates their results. Each decision tree is generated independently from different bootstrapped samples of data, and their outputs are aggregated either by simple averaging or majority voting [18] .
For a Random Forest regressor, we denote X as input and y as the response. We bootstrap n samples
where n is a hyper-parameter defining the number of trees. For each bootstrapped sample, a decision tree h k is trained to minimize the mean square error
To generate a prediction for new input (test) data x new , the Random Forest algorithm returns the average of predictions of all trees in Equation 1. 
Random Forest has been proven to improve performance and reduce variance compared to a single decision tree, and is also robust to outliers and missing values [19] . For these reasons, Random Forest is a widely-used algorithm in many applications.
To avoid overfitting on a specific day, we repeated the aforementioned feature building procedure on different days and combined them into a singular aggregate dataset. As we were predicting the energy usage for every two-hour increment for the following day, we employed 12 labels. Twelve independent Random Forest models were built for every twohour interval. These models shared the same features but were trained separately.
III. EXPERIMENTAL OUTPUT
1) Data:
The dataset used to build our model comes from the Low Carbon London project for households in London and supplied by London Datastore [20] . This data contains energy usage records for 5,567 London households, from November 2011 to February 2014. Energy consumption records were collected every half hour in kWh, resulting in 48 daily observations per household. The data is 10 GB in size, and includes 167 million rows. Additionally, weather data for corresponding periods was collected using Dark Sky API [21] , and household income data was incorporated from the CACI Acorn group [22] .
2) Results:
We stored data generated by feature engineering in AWS S3. Then, we transfered 3,469,352 observations from S3 to MongoDB. For machine learning, we loaded data from MongoDB to Spark and used Spark ML to implement independent Random Forest models for 12 periods (every two hours for the next day). We employed Root Mean Squared Error (RMSE) as the evaluation metric (see Equation 2) . Figure  4 shows RMSE values on test data for the corresponding 12 periods.
RM SE(y,ỹ)
The result in Figure 4 shows that the model fits the test data well based on RMSE values ranging between 0.0945 and 0.2201. Figure 5 depicts predicted and actual energy consumption for two distinct users. To compare the performance of the Random Forest algorithm on Spark clusters with different system configurations, we launched several AWS EC2 clusters. Table II shows the system specifications and cost of a single EC2 instance in a Spark Standalone cluster that uses a cluster manager optimized for Apache Spark [23] and 3 different YARN clusters. In this experiment, we launched YARN clusters with a different number of instances to validate the influence of varying configurations on algorithmic performance.
We configured the number of trees in our Random Forest to 10 and 300 respectively using different cluster settings, as shown in Figure 6 . We concluded that Spark YARN clusters do not have an advantage over a single instance, when the number of trees is small. However, as the number of trees increases, a single instance quickly runs out of memory. Additionally, for YARN clusters with instances with the same number of cores, an increased number of instances negatively correlates with reduced run times. Finally, the YARN cluster with 5 instances was the most cost efficient option for the data set that we employed (Table III) . 
IV. CONCLUSION
In this research, we employed a data set with 167 million smart meter observations, predicted future energy consumption with accuracy, and demonstrated the computational merits of leveraging distributed systems using a Random Forest machine learning algorithm.
Although we used a very large data set to generate our results, this data is not nearly as large as the data set would be if this model were to be implemented on all data collected in real-time by UK smart meters. In our circumscribed case, we were able to generate efficiencies by piping data directly from AWS S3 directly to Spark, bypassing MongoDB. This result is a function of the relatively small size of data. Were this an actual, full-scale commercial implementation, with data being collected and processed from all UK smart meters, the proposed distributed system-including the use of MongoDBwould exhibit computational efficiencies.
