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Cluster Expansions for Dimerized Spin Systems
Abstract
The subject of the present work are dimerized spin 1=2 systems in one, two and three di-
mensions. The models are investigated perturbatively by means of cluster expansion. This
method makes it possible to study systems even in two and three dimension up to high or-
ders.
Starting with a generic HAMILTON-Operator which includes both bilinear and biquadratic
interaction terms, the groundstate energies and the low lying excitations of the alternating
spin chain und the spin ladder are calculated. Well-known results from BETHE ansatz and
bosonization are used to verify the series.
Based on this model, two speci£c one-dimensional problems are investigated in more de-
tail: the £rst one is the incommensurate regime of the generalized spin ladder, which was
previously analyzed by other approximation techniques. This regime is characterized by a
minimum of the dispersion between 0 and …. The second problem deals with a quantum pha-
se transition in the spin ladder with additional cyclic four-spin interaction (ring exchange).
The excitation gap which is always present in the regular spin ladder can be reduced by ta-
king the ring exchange into account. Within the region which is accessible by perturbation
theory a transition line is presented on which the gap vanishes. For further characterization
of the phase transition critical exponents are calculated which give a connection between
exchange strength and gap size.
Within the range of the higher-dimensional spin dimer systems the compounds KCuCl3,
TlCuCl3 (3d) and (C4H12N2)Cu2Cl6 (2d) are studied. To clarify the microscopic interacti-
ons, dispersion relations which take all reasonable (i.e. evident from the chemical structure)
interactions into account are computed. In the case of KCuCl3 and TlCuCl3 there are nine and
in the case of (C4H12N2)Cu2Cl6 there are ten spin spin interactions considered. The strength
of the exchange parameters is determined by comparison with inelastic neutron scattering
data. For the above-mentioned substances the interaction constants are evaluated to match
the dispersion relation with the experimental data to a high accuracy. Finally, the dynamical
structure factor which is limited to the singlet-triplet transition is calculated perturbatively
for the compounds KCuCl3 and TlCuCl3. Since it is proportional to the differential cross
section, one is able to establish a relationship to inelastic neutron scattering experiments.
Keywords: cluster expansion, spin ladders, weakly-coupled dimers
PACS: 75.10.Jm, 75.50.Ee, 75.40.Mg

Clusterentwicklungen fu¨r dimerisierte Spinsysteme
Kurzzusammenfassung
Gegenstand der vorliegenden Arbeit sind dimerisierte Spin-1=2-Systeme in einer, zwei und
drei Dimensionen. Die Untersuchung dieser Modelle geschieht gro¨ßtenteils sto¨rungstheore-
tisch mittels Clusterentwicklung. Diese Methode ermo¨glicht es, dass man auch im Bereich
der zwei- oder dreidimensionalen Systeme zu hohen Ordnungen vordringen kann.
Ausgehend von einem allgemeinen HAMILTON-Operator, der neben bilinearen auch biqua-
dratische Wechselwirkungsterme entha¨lt, werden die Grundzustandsenergie und die nieder-
energetischen Anregungen der alternierenden Spinkette und der Spinleiter untersucht. Dabei
dienen bekannte Resultate aus dem Bethe-Ansatz und der Bosonisierung zur ¨Uberpru¨fung
der Validita¨t der Reihenentwicklungen.
Darauf aufbauend werden zwei konkrete eindimensionale Probleme behandelt: In Erweite-
rung der Ergebnisse anderer Na¨herungsmethoden wird der inkommensurable Bereich der
verallgemeinerten Spinleiter studiert. Dieser zeichnet sich dadurch aus, dass das Minimum
der Dispersion bei Werten des Wellenvektors zwischen 0 und … liegt. Das zweite Problem
bescha¨ftigt sich mit dem Quantenphasenu¨bergang in einer Spinleiter mit zusa¨tzlicher zy-
klischer Vier-Spin-Wechselwirkung (Ringaustausch). Die Anregungslu¨cke, die die regula¨re
Spinleiter immer besitzt, kann durch die Hinzunahme des Ringaustausches geschlossen wer-
den. Fu¨r den sto¨rungstheoretisch zuga¨nglichen Bereich wird eine ¨Ubergangslinie angege-
ben, auf der die Anregungslu¨cke verschwindet. Zur weiteren Charakterisierung des Pha-
senu¨bergangs werden kritische Exponenten berechnet, welche einen Zusammenhang zwi-
schen Wechselwirkungssta¨rke und Gro¨ße der Anregungslu¨cke herstellen.
Im Bereich der ho¨herdimensionalen Spin-Dimer-Systeme werden die Substanzen KCuCl3,
TlCuCl3 (3D) und (C4H12N2)Cu2Cl6 (2D) studiert. Zur Aufkla¨rung der mikroskopischen
Wechselwirkungsstruktur werden Dispersionsrelationen sto¨rungstheoretisch berechnet, wel-
che alle sinnvollen, aus der Struktur ersichtlichen Kopplungskonstanten beru¨cksichtigen. Fu¨r
KCuCl3, TlCuCl3 werden neun und fu¨r (C4H12N2)Cu2Cl6 zehn Spin-Spin-Wechselwirkun-
gen herangezogen. Um die Gro¨ße der Wechselwirkungen bestimmen zu ko¨nnen, werden
die Dispersionsrelationen an experimentelle Daten angepasst, welche aus inelastischer Neu-
tronenstreuung stammen. Fu¨r die o.g. Substanzen werden Wechselwirkungssa¨tze angege-
ben, sodass die experimentellen Daten mit sehr guter Genauigkeit wiedergegeben werden.
Schließlich wird der auf den Singlett-Triplett- ¨Ubergang beschra¨nkte dynamische Struktur-
faktor fu¨r die Substanzen KCuCl3 und TlCuCl3 sto¨rungstheoretisch berechnet. Da dieser
direkt proportional zum differentiellen Streuquerschnitt ist, kann damit ein direkter Bezug
zur inelastischen Neutronenstreuung hergestellt werden.
Schlagworte: Clusterentwicklung, Spinleitern, schwach-gekoppelte Dimere
PACS: 75.10.Jm, 75.50.Ee, 75.40.Mg
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Einleitung 1
Einleitung
Bereits die Atome und Moleku¨le als elementare Bausteine unserer stof¤ichen Welt besit-
zen im Allgemeinen ein magnetisches Moment, das sich seinerseits aus den magnetischen
Bahn- und Spinmomenten der Hu¨llenelektronen und der Nukleonen zusammensetzt. Das
kollektive Zusammenspiel dieser magnetischen Momente ist aus dem modernen Alltag nicht
mehr wegzudenken: Beispielsweise werden Permanentmagnete fu¨r Elektromotoren, Weich-
magnete fu¨r Transformatoren und Schaltelemente sowie du¨nne magnetische Schichten fu¨r
Massenspeichermedien verwendet.
Spinfreiheitsgrade spielen auch in der modernen Festko¨rperphysik eine bedeutende Rolle.
Ein in den letzten Jahren neu entstandenes Gebiet ist die so genannte Magnetoelektronik,
die die Wechselwirkung zwischen Spins und elektrischen Stro¨men untersucht. Insbesondere
Effekte wie CMR (colossal magnetoresistance1) und GMR (giant magnetoresistive effekt)
sollen in den dynamischen Massenspeichermedien der na¨chsten Generation fu¨r eine weitere
Miniaturisierung sorgen.
Ein weiteres Gebiet ist die so genannte Spintronik, welche im Gegensatz zur bisherigen
Halbleiterelektronik neben der elektrischen Ladung auch den Spin der Ladungstra¨ger zur
Informationsdarstellung und -auswertung nutzt. Daher bietet die Spintronik eine große Per-
spektive in Hinblick auf die Entwicklung von quantenlogischen Gattern und damit von
Quanten-Computern.
Bereits 1926 wurde von HEISENBERG zur Beschreibung wechselwirkender Spinfreiheits-
grade ein mikroskopisches Modell2 entwickelt, welches die Wechselwirkung benachbarter
Spins auf einem Gitter beru¨cksichtigt:
H =
X
<i;j>
JijSiSj:
Die im Austauschintegral Jij zusammengefasste effektive Wechselwirkung beruht einerseits
auf dem PAULI-Ausschließungsprinzip und andererseits auf der COULOMB-Abstoßung.
Der obige HAMILTON-Operator stellt den einfachsten Fall einer isotropen Austausch-
Wechselwirkung zwischen Spins mit S = 1=2 dar. Fu¨r gro¨ßere Spins wird es noch weitere
Terme geben: Beispielsweise treten fu¨r S = 1 in der allgemeinen Form sowohl bilineare
als auch biquadratische Beitra¨ge auf. In magnetischen Substanzen sind diese Austausch-
Wechselwirkungen normalerweise dominierend. Daneben gibt es aber auch schwa¨chere wie
etwa Anisotropien und DZYALOSHINSKII-MORIYA-Wechselwirkungen.3
Auf den ersten Blick scheint das HEISENBERG-Modell aufgrund seiner kompakten und
schlichten Form einfach lo¨sbar zu sein. Auf den zweiten Blick stellt man sehr schnell fest,
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dass die Lo¨sbarkeit und damit die aus diesem Modell hervorgehenden vielfa¨ltigen Eigen-
schaften nicht nur von der Spinla¨nge sondern insbesondere auch von der geometrischen
Struktur des Gitters abha¨ngen. Schon in einer Dimension gibt es grundlegende Unterschie-
de zwischen Spinketten mit ganzzahligem und halbzahligem Spin, was HALDANE 1983
in seiner gleichnamigen Hypothese4 zum Ausdruck brachte: Demnach besa¨ßen Ketten mit
ganzzahligem Spin exponentiell zerfallende Spin-Spin-Korrelationen und eine endliche An-
regungslu¨cke, wa¨hrenddessen Ketten mit halbzahligem Spin algebraisch zerfallende Spin-
Spin-Korrelationen und eine verschwindende Anregungslu¨cke ha¨tten.
Die erste Lo¨sung des HEISENBERG-Modells in einer Dimension geht auf eine Arbeit von
BETHE zuru¨ck. Bereits 1931 stellte er fu¨r den Grundzustand des S = 1=2 HEISENBERG-
Antiferromagneten (HAFM) eine Vielteilchenwellenfunktion auf, welche auf die so genann-
ten BETHE-Ansatz-Gleichungen5 fu¨hrte. Spa¨ter konnte damit das niederenergetische Spek-
trum des HAFM exakt berechnet werden. Die Technik des BETHE-Ansatzes konnte in den
folgenden Jahren auf eine Reihe anderer Modelle erfolgreich u¨bertragen werden. Grundsa¨tz-
lich sind aber nur wenige physikalisch interessante Modelle analytisch lo¨sbar.
Exakt lo¨sbare zwei- oder dreidimensionale Spinmodelle sind eher von pathologischer Na-
tur und liefern daher keine relevanten Informationen u¨ber Eigenschaften realer magneti-
scher Materialien. Eine besondere Bedeutung werden deshalb approximativ analytischen
und numerischen Methoden zuteil, um auch experimentell veri£zierbare Eigenschaften vor-
hersagen zu ko¨nnen. Zu den bedeutensten analytischen Methoden ko¨nnen Spinwellentheo-
rie, Sto¨rungstheorie jeder Art, Bosonisierung und Abbildungen auf effektive Feldtheorien
geza¨hlt werden. Die wichtigsten numerischen Methoden sind heutzutage die exakte Dia-
gonalisierung endlicher Systeme,6, 7 DMRG (density matrix renormalization group8–10) und
QMC (Quanten Monte Carlo11, 12).
In der vorliegenden Arbeit bescha¨ftigen wir uns mit einer bestimmten Variante der Sto¨rungs-
theorie, na¨mlich mit der so genannten Clusterentwicklung.13–15 Diese Technik beru¨cksichtigt
die Topologie des zu Grunde liegenden Gitters in der Weise, dass aus einer endlichen Anzahl
von Potenzreihen, die auf kleinen Untereinheiten (Cluster) berechnet werden, die Sto¨rungs-
reihe fu¨r das gesamte Gitter aufgebaut werden kann. Damit ko¨nnen physikalische Gro¨ßen,
wie etwa die Grundzustandsenergie oder die niederenergetischen Anregungen bei T = 0, im
thermodynamischen Limes mit Hilfe von Potenzreihen bis zu hohen Ordnungen berechnet
werden. Wegen der strikten Unterteilung in Clustergenerierung einerseits und eigentlicher
Sto¨rungsentwicklung andererseits ko¨nnen im Rahmen einer algorithmischen Umsetzung fu¨r
beide Teilprobleme optimale Lo¨sungen gefunden werden.
Ihre besondere Eignung zeigt diese Methode fu¨r dimerisierte Spinsysteme, welche aus stark
gekoppelten S = 1=2-Spinpaaren bestehen, die ihrerseits schwach miteinander wechselwir-
ken. Solche dimerisierte Systeme haben in den letzten Jahren großes Interesse geweckt, da
sie viele ungewo¨hnliche Eigenschaften zeigen. Zur dieser Familie geho¨rt beispielsweise die
Substanz TlCuCl3, bei der in hohen Magnetfeldern ein Phasenu¨bergang beobachtet wurde,
der als BOSE-EINSTEIN-Kondensation von Magnonen charakterisiert werden kann.16 Ei-
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ne weiteres Beispiel ist SrCu2(BO3)2. Diese Substanz besitzt ein quasi-zweidimensionales
SHASTRY-SUTHERLAND-Gitter und zeigt eine Reihe von unkonventionellen Magnetisie-
rungsplateaus, deren Urspru¨nge bis heute noch nicht vo¨llig verstanden sind.17, 18
Im anschließenden Kapitel werden die allgemeinen Grundlagen der Clusterentwicklung be-
schrieben. Neben einer kurzen Herleitung des Linked-Cluster-Theorems gibt es eine Darstel-
lung der wesentlichen, fu¨r eine algorithmische Umsetzung notwendigen Begriffe und Eigen-
schaften von Graphen. Weiterhin wird die rekursive RAYLEIGH-SCHRO¨DINGER-Sto¨rungs-
theorie skizziert und eine Mo¨glichkeit aufgezeigt, mit der die sto¨rungstheoretische Berech-
nung des dynamischen Strukturfaktors durchgefu¨hrt werden kann. Den Abschluss dieses
Kapitels bildet eine Zusammenstellung von verwendeten Methoden zur Weiterverarbeitung
und Extrapolation singula¨rer Potenzreihen.
Im zweiten Kapitel wird die Clusterentwicklung zuna¨chst auf ausgesuchte eindimensionale
Modelle angewendet. Ausgehend von einem allgemeinen HAMILTON-Operator, der neben
bilinearen auch biquadratische Wechselwirkungsterme entha¨lt, werden die Grundzustands-
energie und die niederenergetischen Anregungen des HEISENBERG-Antiferromagneten
(HAFM) und der verallgemeinerten Spinleiter sto¨rungstheoretisch untersucht. Fu¨r eini-
ge Spezialfa¨lle dieses HAMILTON-Operators gibt es sowohl exakte Resultate aus dem
BETHE-Ansatz, als auch
”
quasi-exakte“ Resultate aus feldtheoretischen Methoden. Beide
werden benutzt, um die Zuverla¨ssigkeit der Sto¨rungsentwicklung zu u¨berpru¨fen. Daneben
entwickeln wir den dynamischen Strukturfaktor der Singlett-Triplett-Anregung fu¨r den
HAFM bis zu hohen Ordnungen.
Darauf aufbauend untersuchen wir in diesem Kapitel zwei aktuelle physikalische Probleme.
Zum einen studieren wir den inkommensurablen Bereich der verallgemeinerten Spinleiter,
in dem das Minimum der Dispersionsrelation weder bei q = 0 noch bei q = …, sondern
bei Werten dazwischen liegt. Diese Betrachtung baut auf verschiedenen Ergebnissen ande-
rer Na¨herungsmethoden auf.19–21 Zum anderen studieren wir den Quantenphasenu¨bergang
in einer Spinleiter mit einer zyklischen Vier-Spin-Wechselwirkung (Ringaustausch), die ei-
nerseits durch Messungen mit Hilfe von INS (inelastischer Neutronenstreuung22) und NMR
(nuclear magnetic resonance23–25) an Ca8La6Cu24O41 bzw. Sr14Cu24O41 motiviert und ande-
rerseits durch theoretische ¨Uberlegungen vorhergesagt werden kann.26–28
Gegenstand des dritten Kapitels ist die Anwendung der Clusterentwicklung auf zwei- und
dreidimensionale dimerisierte Spinsysteme. Insbesondere werden Dispersionsrelationen fu¨r
die Substanzen KCuCl3, TlCuCl3 und (C4H12N2)Cu2Cl6 (PHCC) berechnet, sodass durch
Vergleich mit INS-Daten29–31 die Wechselwirkungsstruktur, welche alle relevanten, aus der
chemischen Struktur ersichtlichen Spin-Spin-Kopplungen entha¨lt, aufgekla¨rt wird. Dabei
verwenden wir sowohl ein effektives als auch ein mikroskopisches Modell. Um einen di-
rekten Bezug zum Experiment herstellen zu ko¨nnen, wird der dynamische Strukturfaktor fu¨r
den Singlett-Triplett- ¨Ubergang in den Substanzen KCuCl3 und TlCuCl3 sto¨rungstheoretisch
entwickelt.
Schließlich sind in den Anha¨ngen einige formale technische Details der Clusterentwicklung
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zusammengestellt. Beispielsweise £ndet man hier Betrachtungen zur Ressourcen sparenden
Implementierung der beno¨tigten Basiszusta¨nde und der Entwicklungskoef£zienten. Weiter-
hin ergeben sich aus der komplexen Struktur von KCuCl3 und TlCuCl3 bzw. PHCC eini-
ge Probleme bei der algorithmischen Gitterdarstellung, deren Lo¨sungen kurz skizziert wer-
den. Am Beispiel einer Spinleiter wird die Clusterentwicklung explizit auf kleinen Clustern
durchgefu¨hrt, um die Technik insgesamt transparenter erscheinen zu lassen.
5KAPITEL 1
Clusterentwicklung fu¨r Quanten-(Spin-)Systeme
Das folgende Kapitel bescha¨ftigt sich mit der Methodik und den damit verbundenen Be-
grif¤ichkeiten der Clusterentwicklung, welche eine numerische Methode zur Erzeugung von
Potenzreihen physikalischer Gro¨ßen ist.
Im Gegensatz zu anderen Verfahren, wie etwa exakte Diagonalisierung,6, 7 Quanten-Monte-
Carlo-Simulationen11, 12 und Dichtematrix-Renormierungsgruppen-Analysen,8–10 die fu¨r
endliche Systeme ausgelegt sind und deshalb ein £nite-size-scaling beno¨tigen, um Aussagen
u¨ber Eigenschaften im thermodynamischen Limes treffen zu ko¨nnen, sind die mittels der
Clusterentwicklung gewonnenen Gro¨ßen fu¨r unendlich große System korrekt. Weiterhin ist
der numerische Aufwand, um von eindimensionalen zu ho¨herdimensionalen Modellen zu
gelangen, wesentlich geringer, was die Untersuchung dieser teilweise erst ermo¨glicht.
Im Begriff Clusterentwicklung sind bereits die beiden verschiedenen Aspekte, die es hier
zu behandeln gilt, enthalten: Cluster und (Sto¨rungs-)Entwicklung. Dieses Kapitel widmet
sich beiden unterschiedlichen Gesichtspunkten: Neben einem Abschnitt u¨ber die Eigen-
schaften, Nomenklatur und Darstellung von Graphen (s. 1.2) £ndet der Leser auch einen
Abschnitt, welcher sich mit der (rekursiven) RAYLEIGH-SCHRO¨DINGER-Sto¨rungstheorie
(s. 1.3) bescha¨ftigt. Beide Begriffe werden letztlich mit Hilfe des so genannten Linked-
Cluster-Theorems und des damit verknu¨pften Formalismus (s. 1.1) wieder zusammengefu¨hrt.
Ein anschließender Abschnitt 1.4 behandelt den dynamischen Strukturfaktor und wie dieser
mittels Clusterentwicklung sto¨rungstheoretisch ermittelt werden kann. Zwar unterscheidet
sich die eigentliche Berechnung nicht wesentlich von der der Grundzustandsenergie, jedoch
sind einige Voru¨berlegungen dafu¨r no¨tig.
Hat man die Reihenentwicklungen vorliegen, so mu¨ssen diese weiter untersucht bzw. verar-
beitet werden. Der abschließende Abschnitt 1.5 bescha¨ftigt sich deshalb mit der Berechnung
von Reihen mehrerer Variablen und der Extrapolation mittels Pade´-Approximanten.
Die Darstellung wird weitestgehend allgemein gehalten, allerdings wird an einigen Stellen
auf konkrete Modelle zuru¨ckgegriffen, um die Beschreibungen transparenter zu gestalten. In
diesen Fa¨llen dient ein dimerisiertes HEISENBERG-Modell mit Spin S = 1=2 als Beispiel,
da dieses in den darauf folgenden Kapiteln im Vordergrund stehen wird. Rein technische
Aspekte, d.h. insbesondere die algorithmische Umsetzung und Implementierung auf einen
Computer, sind gro¨ßtenteils im Anhang A zu £nden.
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1.1 Methodik und Linked-Cluster-Theorem
Bereits Anfang der 80er Jahre gab es erste Ideen und Umsetzungen fu¨r sto¨rungstheoretische
Untersuchungen basierend auf einer Clusterentwicklung.32–34 Die Systeme, die damals mit
dieser Methode erforscht wurden, waren in der Regel eindimensional,35 und die studierten
Gro¨ßen beschra¨nkten sich auf die Grundzustandsenergien und -erwartungswerte. Zu diesem
Zeitpunkt war es nicht mo¨glich, Reihen fu¨r intensive Gro¨ßen, wie etwa Anregungsenergien,
zu berechnen. Ende der 80er Jahre wurde die Clusterentwicklung von GELFAND, SINGH und
HUSE aufgegriffen und fu¨r eine Computerimplementierung aufbereitet.13 Behandelt wurden
damit Spin S = 1=2 und S = 1 HEISENBERG-Modelle in einer und zwei Dimensionen.
Einen entscheidenden Fortschritt erfuhr diese Methode 1996, als GELFAND eine Mo¨glich-
keit aufzeigte, mit der man Reihenentwicklungen auch fu¨r Anregungsenergien bestimmen
konnte.14, 15 Damit war der Schritt zur vorerst letzten Entwicklung nicht mehr groß, na¨mlich
der Berechnung von Potenzreihen fu¨r Zweiteilchenanregungen und fu¨r Kontinuums-
zusta¨nde.36, 37
1.1.1 Voraussetzungen
Eine grundlegende Voraussetzung der Clusterentwicklung ist, dass die untersuchten Model-
le auf einem Gitter de£niert sind, d.h. die dynamischen Freiheitsgrade, wie beispielswei-
se der Spin, sind auf den Knoten eines Gitters £xiert. Allgemein ko¨nnen die HAMILTON-
Operatoren folgende Gestalt haben:
H =
X
ij
F (Jij;Oi;Oj) +
X
i
G(Hi;Oi): (1.1)
Die Indizes sind hier lediglich andere Namen fu¨r die Knoten eines Gitter L. F und G ko¨nnen
beliebige Funktionen der Operatoren Oi sein, wa¨hrend die Felder Hi und die Kopplungs-
konstanten Jij die Wechselwirkungen parametrisieren. Eine wesentliche aber nicht unbe-
dingt notwendige Vereinfachung liegt in der Annahme, dass das zu Grunde liegende Git-
ter periodisch ist: Die Kopplungen Jij sind translationsinvariant und ha¨ngen lediglich vom
Abstand ri ¡ rj ab. Ein Beispiel aus der Familie der HAMILTON-Operatoren (1.1) ist der
HEISENBERG-Antiferromagnet (HAFM) im a¨ußeren Magnetfeld H. Bei diesem Modell sit-
zen Spin-1=2-Operatoren S auf den Gitterpla¨tzen, und die Wechselwirkung zwischen be-
nachbarten Spins ist J :
HHAFM = J
X
<i;j>
SiSj + H
X
i
Si: (1.2)
Eine weitere wichtige Einschra¨nkung, die an die Familie der HAMILTON-Operatoren (1.1)
gestellt werden muss, ist, dass diese in einen ungesto¨rten Anteil H0 und einen gesto¨rten
Anteil H1 zerfallen:
H = H0 + ‚H1; ‚¿ 1: (1.3)
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Dabei ist H0 in einer lokalen Basis diagonalisierbar, sodass sich die Eigenzusta¨nde von H0
als Produkt von Zusta¨nden darstellen lassen, welche auf den Gitterpla¨tzen lokalisiert sind.
Der kleine Parameter ‚ ist hier nur symbolisch zu verstehen und steht im Allgemeinen fu¨r
einen ganzen Satz kleiner Parameter.
Desweiteren spielt die Entartung vonH0 eine wichtige Rolle. Nur fu¨r den Fall, dass entweder
keine oder nur eine endliche Entartung vorliegt, ko¨nnen prinzipiell Potenzreihen in ‚ fu¨r
die Grundzustandsenergie oder fu¨r die Korrelationsfunktionen berechnet werden. Wie im
Abschnitt 1.1.2.2 gezeigt wird, ist es sogar mo¨glich, Anregungen zu berechnen.
Aufgrund der Produktstruktur der Zusta¨nde eignet sich die Clusterentwicklung bestens fu¨r
Systeme mit kurzreichweitigen Korrelationen. Unter Umsta¨nden ist es auch mo¨glich, Syste-
me zu untersuchen, die verschwindende Anregungslu¨cken und algebraisch zerfallende Kor-
relationsfunktionen besitzen. Jedoch gehen die Resultate gewo¨hnlich aus einer Extrapolation
der Potenzreihen hervor und bedu¨rfen der ¨Uberpru¨fung durch andere Methoden.
1.1.2 Formalismus
Ziel der Clusterentwicklung ist die Berechnung von Koef£zienten einer Potenzreihe, die
eine thermodynamisch extensive Gro¨ße P darstellt. Im Gegensatz zu anderen Methoden, wie
z.B. die Kumulantenentwicklung, zerfa¨llt die Berechnung in zwei vo¨llig unabha¨ngige Teile:
Einerseits in die Ermittlung und Charakterisierung von Graphen (Cluster) und andererseits
in die eigentliche Sto¨rungsentwicklung. Beide Punkte betrachten wir in den anschließenden
Abschnitten getrennt voneinander.
Die eigentliche Sta¨rke der Clusterentwicklung ist, dass die Koef£zienten einer Potenzreihe
eines sehr großen Systems durch die Koef£zienten mehrerer kleiner Systeme ausgedru¨ckt
werden ko¨nnen. Ausgehend von Reihenentwicklungen endlicher Systeme (Cluster) lassen
sich sogar die Koef£zienten von Potenzreihen unendlich großer Systeme, d.h. fu¨r den ther-
modynamischen Limes, bis zu einer gegebenen Ordnung bestimmen.
Betrachten wir zuna¨chst ein periodisches Gitter L, welches aus N Knoten besteht. Gema¨ß
dem oben Gesagten ist man an einer Darstellung von P in der Form
P (L)
N
=
X
G
L(G;L)W (G) (1.4)
interessiert. Hier wird L(G;L) die Gitterkonstante des Graphen G genannt. Sie gibt an, wie
oft (pro Gitterknoten) G in L eingebettet werden kann. W (G) wird mit Gewicht bezeichnet
und ist eine Potenzreihe, welche aus
W (G) = P (G)¡
X
C‰G
W (C) (1.5)
gewonnen werden kann. P (G) ist jetzt eine Reihe, welche fu¨r den endlichen Graphen G
berechnet wird. Daraus resultiert die Frage, wie man auf diese Darstellung kommt.
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Wir betrachten dazu eine Multivariablenentwicklung. Jeder Gitterbindung zwischen den
Knoten i und j wird formal eine andere Wechselwirkungskonstante ‚[ij] zugeordnet. Die
Potenzreihe von P (L) hat dann bis auf einen konstanten Term folgende Gestalt
P (L) =
X
[ij]
c[ij]‚[ij] +
X
[ij]
X
[kl]
c[ij];[kl]‚[ij]‚[kl] + : : : : (1.6)
Wir sortieren diese Reihe in der folgenden Weise um: Zuna¨chst gruppieren wir Terme, wel-
che genau ein ‚[ij] enthalten. Danach sammeln wir Terme auf, die von genau zwei, drei usw.
verschiedenen ‚[ij] abha¨ngen und erhalten:
P (L) =
X
[ij]
1X
n=1
a
(n)
[ij]‚
n
[ij] +
X
[ij]6=[kl]
1X
n=1
m=1
b
(m;n)
[ij];[kl]‚
m
[ij]‚
n
[kl] + : : : : (1.7)
Man beachte, dass hier ‚[ij] und ‚[kl] formal verschieden sind. Aus dieser Darstellung ko¨nnen
nun die Gewichte extrahiert werden und somit diejenigen Terme, welche zu bestimmten
Clustern geho¨ren. Man beginnt am einfachsten mit den Termen, die genau zwei Knoten i
und j enthalten, zwischen denen es eine Gitterbindung gibt:
W (fi; jg) =
1X
n=1
a
(n)
[ij]‚
n
[ij]: (1.8)
Auf a¨hnliche Weise kann man Terme zusammenfassen, die drei unterschiedliche Knoten i,
j und k und zwei Bindungen zwischen i und j bzw. j und k enthalten. Das Gewicht dieses
Clusters ist
W (ffi; jg; fj; kgg) =
1X
m=1
1X
n=1
b
(m;n)
[ij];[jk]‚
m
[ij]‚
n
[jk]: (1.9)
Wir haben hier bereits eine Darstellung der Cluster gewa¨hlt, wie sie im anschließenden Ab-
schnitt vorgestellt wird, na¨mlich als Kantenmenge E = ffi; jg; fj; kgg.
Hat man alle Cluster ermittelt, die in das Gitter L eingebettet werden ko¨nnen, so kann (1.6)
als Summe u¨ber diese Cluster geschrieben werden:
P (L) =
X
c2L
W (c): (1.10)
Um zu betonen, dass die Summe u¨ber alle Cluster la¨uft, die in das Gitter eingebettet werden
ko¨nnen, wurden kleine Buchstaben fu¨r die Cluster verwendet. Solche Cluster bezeichnen wir
im folgenden als Einbettungen. Abbildung 1.1 zeigt einige Einbettungen, die man auf dem
Quadratgitter £nden kann.
Wird (1.10) nicht fu¨r das
”
gesamte“ Gitter sondern fu¨r eine Einbettung g verwendet, so folgt
P (g) =
X
cµg
W (c) = W (g) +
X
c‰g
W (c) (1.11)
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und dementsprechend (1.5). Man nennt (1.11) Subcluster-Subtraktion, da die Summe u¨ber
alle Einbettungen la¨uft, die in g enthalten sind (Subeinbettungen oder Subcluster). P (g) ist
eine Reihenentwicklung, die auf g beschra¨nkt bleibt, d.h. man setzt in H1 alle Wechselwir-
kungen Null, die nicht in g enthalten sind. Mit diesem so genannten Clusterhamiltonian wird
dann die Reihenentwicklung erzeugt.
Eine fu¨r die algorithmische Umsetzung wichtige Eigenschaft ergibt sich aus (1.11) und der
De£nition der Gewichte:
W (g) = 0 +O(‚n); (1.12)
fu¨r eine Einbettung g mit n Kanten. Wa¨hrend der Generierung einer Potenzreihe ko¨nnen wir
eine strenge Konsistenzpru¨fung durchfu¨hren: Sind die Koef£zienten eines Gewichts fu¨r eine
Einbettung mit n Kanten bis zur Ordnung n ¡ 1 von Null verschieden, so gibt es entweder
einen Fehler im Algorithmus zur Berechnung der Potenzreihe oder es wurden nicht alle
Subcluster gefunden.
Damit ist man nun in der Lage, Reihenentwicklungen zu erzeugen. Es gibt aber noch einige
Punkte, die die Berechnungen vereinfachen: die Einbeziehung von Symmetrien, das Linked-
Cluster-Theorem und die Ermittlung der maximalen Gro¨ße der Cluster.
1.1.2.1 Symmetrien
Da wir an Systemen interessiert sind, bei denen die Wechselwirkungen zwischen den Gitter-
knoten nicht sa¨mtlich verschieden sind, ko¨nnen wir Symmetrien, wie z.B. Translations- oder
Rotationsinvarianz beru¨cksichtigen. Einzelne Einbettungen ko¨nnen durch Symmetrieopera-
tionen ineinander u¨berfu¨hrt werden und tragen mit demselben Gewicht zur Reihenentwick-
lung bei. Beispielsweise kann man die Einbettung aus Abbildung 1.1 links oben 2N2-mal auf
einem N£N -Quadratgitter £nden, vorausgesetzt, dass alle Wechselwirkungen zwischen den
Knoten gleich sind und periodische Randbedingungen vorliegen. Somit mu¨ssen nicht fu¨r alle
Einbettungen sondern nur fu¨r Repra¨sentanten, die wir im folgenden als Cluster bezeichnen
wollen, Reihenentwicklungen berechnet werden. Die Anzahl von Einbettungen eines Clu-
sters G pro Gitterknoten kann dann in die Gitterkonstante L(G;L) absorbiert werden. Im
obigen Fall gilt deshalb L = 2.
1.1.2.2 Linked-Cluster-Theorem
Eine der Sta¨rken der Clusterentwicklung ist, dass die Gewichte unverbundener Cluster ver-
schwinden, solange die zu entwickelnde Gro¨ße additiv ist. Nehmen wir also an, es gilt eine
Reihenentwicklung auf einem Cluster C zu erzeugen, welcher in zwei unverbundene Cluster
A und B zerfa¨llt, die ihrerseits mindestens einen Knoten enthalten, d.h. C = A [ B und
A;B 6= ;. Unverbunden bedeutet in diesem Zusammenhang, dass es zwischen A und B
keine Kante gibt, also A \B = ;. Dann gilt die Implikation
P (C) = P (A) + P (B)) W (C) = 0: (1.13)
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ABBILDUNG 1.1: Darstellung von neun verschiedenen Einbettungen auf dem Quadratgitter.
Die Kreise bezeichnen einzelne Spins bzw. isolierte Dimere. Die Linien
bezeichnen die Wechselwirkungen ‚[ij] zwischen benachbarten Knoten.
Dieses Ergebnis nennt man auch Linked-Cluster-Theorem, welches sich leicht u¨ber eine Glei-
chungskette zeigen la¨sst:
W (C) = P (C)¡
X
G‰C
W (G) (1.14)
= P (A) + P (B)¡W (A)¡W (B)¡
X
G‰A
W (G)¡
X
G‰B
W (G)
= W (A) + W (B)¡W (A)¡W (B) = 0:
Damit reduziert sich nicht nur die Anzahl der zu berechnenden Cluster, sondern auch deren
Generierung wird erleichtert.
Die Schwierigkeit besteht in der Regel darin zu zeigen, dass die linke Seite von (1.13), also
die Additivita¨t, gilt. Beispielhaft soll dies fu¨r die Grundzustandsenergie und die niederener-
getischen Anregungen eines dimerisierten HEISENBERG-Modells u¨berpru¨ft werden.
Grundzustand: Am einfachsten ist die Additivita¨t fu¨r die Grundzustandsenergie nachzu-
weisen. Betrachten wir wieder einen Cluster C, der in zwei Subcluster A und B zerfa¨llt. Der
zugeho¨rige Clusterhamiltonian kann dann als eine Summe geschrieben werden:
HC = HA › 1 B + 1 A ›HB: (1.15)
Hier bezeichnen die Indizes die Cluster, auf denen die Operatoren beschra¨nkt bleiben, und
1 ist der zugeho¨rige Identita¨tsoperator. Da HA › 1 B und 1 A › HB vertauschen, ist die
Wellenfunktion fu¨r C ein Produkt:
jˆCi = jˆAi › jˆBi; (1.16)
d.h. die Grundzustandsenergie ist u¨ber unverbundene Cluster additiv, denn:
hˆC jHC jˆCi = hˆAjHAjˆAi+ hˆBjHBjˆBi: (1.17)
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Anregungen: Ist man am niederenergetischen Anregungszweig eines Systems (z. B. an
der Singlett-Triplett-Anregung) interessiert, so erweist sich der Nachweis der Additivita¨t
u¨ber unverbundene Cluster zuna¨chst als unmo¨glich, da einerseits eine Entartung vorliegt und
andererseits die Anregungsenergie keine extensive Gro¨ße ist. Betrachten wir wieder zwei
unverbundene Subcluster A und B eines Clusters C, welche LA bzw. LB Knoten besitzen.
Die Grundzustandsenergie und die Anregungsenergien seien mit E0A bzw. E1A bezeichnet
(analog fu¨r B). Fu¨r die Grundzustandsenergie wurde oben bereits gezeigt, dass E0C = E0A +
E0B ist. Die Energie der niedrigsten Anregung ist E1C = E0C +min(E1A¡E0A; E1B¡E0B), und
natu¨rlich gilt E1C 6= E1A + E1B ebenso wie E1C ¡ E0C 6= (E1A ¡ E0A) + (E1B ¡ E0B).
Die grundlegende Idee zur Lo¨sung dieses Problems ist die Berechnung eines effektiven
HAMILTON-Operators,14 der anschließend mittels einer FOURIER-Transformation diagona-
lisiert werden kann. Betrachten wir dazu eine Transformation eines Clusterhamiltonians HC
der Form
S¡1HCS = ~HC ; (1.18)
wobei HC explizit in der zu H0 diagonalen Basis geschrieben wurde.
Da der zu Grunde liegende Cluster endlich ist, gibt es dementsprechend nur eine endliche
Zahl L entarteter Zusta¨nde jˆii, fu¨r die ein effektiver HAMILTON-Operator erzeugt werden
soll. Wir ordnen deshalb die Gesamtzahl von M Zusta¨nden so an, dass die ersten L die jˆii
sind und schreiben die Matrix S als Spaltenvektoren
S = (ˆ1; ˆ2; : : : ; ˆL; : : :): (1.19)
Damit nimmt die Matrix ~H eine blockdiagonale Form an, bei der der linke obere L£L Block
die Dynamik der entarteten und der untere rechte (M ¡ L)£ (M ¡ L) Block die Dynamik
der u¨brigen, fu¨r die Untersuchung irrelevanten Zusta¨nde beschreibt:
~HC =
0
BBBBBBBB@
hefi11 : : : h
efi
1L
.
.
.
.
.
.
.
.
. 0
hefiL1 : : : h
efi
LL
0 (M ¡ L)£ (M ¡ L)
1
CCCCCCCCA
: (1.20)
Fu¨hrt man diese Transformation sowohl fu¨r A als auch fu¨r B durch, so ko¨nnen daraus die
effektiven HAMILTON-Operatoren HefiA und HefiB gewonnen werden. Wie sieht aber der ef-
fektive HAMILTON-Operator fu¨r das zusammengesetzte System HefiA+B aus?
Betrachten wir eine Einteilchenanregung auf dem unverbundenen Cluster A+B, so kann die
Anregung entweder nur auf A oder nur auf B sein. Dass die Anregung von A nach B oder
umgekehrt springt⁄, ist dann ausgeschlossen, falls Erhaltungsgro¨ßen vorliegen. Beispiels-
⁄Liegt ein ungesto¨rter Zustand vor, bei dem eine Anregung auf A liegt, jedoch keine auf B, dann kann man
den Clusterhamiltonian des zusammengesetzten Systems H1 (hier ist nur der Sto¨ranteil von Interesse) in jeder
Potenz anwenden, ohne dass es einen ¨Uberlapp mit einem Zustand gibt, bei dem auf B eine Anregung und auf
A keine liegt, d.h. die Anregung kann nicht von A nach B springen.
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weise ist im HEISENBERG-Modell der Gesamtspin eine gute Quantenzahl, die insbesondere
auf jedem der Subcluster A und B getrennt erhalten ist. D. h. be£ndet sich auf A eine An-
regung, so gibt es keine Mo¨glichkeit, dass diese nach B springt, ohne die Spinerhaltung zu
verletzen. Der effektive Hamiltonian HefiC hat daher eine blockdiagonale Form
HefiC =
¡HefiA + E0B ¢1 A¢' ¡HefiB + E0A ¢1 B¢ : (1.21)
Da wir bereits wissen, dass die Grundzustandsenergie additiv ist, folgt schließlich:¡Hefi ¡ E0 ¢1 ¢
A+B
=
¡Hefi ¡ E0 ¢1 ¢
A
' ¡Hefi ¡ E0 ¢1 ¢
B
: (1.22)
Damit ist eine Gro¨ße gefunden, die additiv u¨ber unverbundene Cluster ist. Man muss aller-
dings beachten, dass die zu addierenden Gro¨ßen keine einfachen Zahlen, sondern Matrizen
sind. Insbesondere erweist sich die Subcluster-Subtraktion (1.5) als schwierig, da die Ma-
trixeintra¨ge Hefiij mit den Clustervertizes assoziiert sind. Dieser Aspekt wird im Anhang A.5
nochmals aufgegriffen und weiter vertieft.
1.1.2.3 Maximale Gro¨ße der Cluster
Nach Konstruktion ist jeder Kante eines Cluster ein Faktor ‚[ij] zugeordnet, sodass im Ge-
wicht eines Cluster mit n Kanten nur Terme auftauchen, deren ho¨chste Potenz n ist. Beru¨ck-
sichtigt man alle Cluster mit maximal n Kanten, so ist die Reihenentwicklung bis zur Ord-
nung n korrekt.
Damit haben wir einen Formalismus an der Hand, mit dem wir Potenzreihen bis zu hohen
Ordnungen berechnen ko¨nnen. Wie eingangs erwa¨hnt, liegt eine der Sta¨rken der Cluster-
entwicklung in der strikten Trennung der Clustergenerierung von der Sto¨rungsentwicklung.
Deshalb werden in den anschließenden Abschnitten zuna¨chst die Cluster (d. h. Graphen)
na¨her betrachtet, und anschließend wird die rekursive RAYLEIGH-SCHRO¨DINGER-Sto¨rungs-
theorie vorgestellt.
1.2 Graphen
Mit Graphen ist eine sehr umfangreiche Nomenklatur verknu¨pft, jedoch sind die meisten
Begriffe recht einfach und vielfach intuitiv. Es erscheint deshalb zweckma¨ßig, sie an die-
ser Stelle zusammenzufassen. Der folgende Abschnitt erhebt keinesfalls den Anspruch der
Vollsta¨ndigkeit, immerhin ist die Graphentheorie in der Mathematik38, 39 und in ihrer algo-
rithmischen Umsetzung auch in der Informatik ein umfangreiches Teilgebiet. Aber alle im
Zusammenhang mit der Clusterentwicklung stehenden Begrif¤ichkeiten, wie Darstellung,
Automorphismus, kanonische Nummerierung, Subgraph und Einbettung werden beschrie-
ben.
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1.2.1 Grundlegende Begriffe
Ein (endlicher) Graph ist ein Tupel G = (V;E), wobei V eine endliche Menge und E µ ¡V
2
¢
eine Teilmenge zweielementiger Teilmengen von V ist. Die Elemente v 2 V heißen Knoten,
die Elemente e 2 E heißen Kanten. Knoten sind einfache Objekte, die Namen oder andere
Eigenschaften tragen ko¨nnen; eine Kante ist eine Verbindung zwischen zwei Knoten. Im
folgenden sei einfach V = f1 : : : ng. Graphen lassen sich sehr einfach zeichnen, indem
man die Knoten durch Punkte markiert und diese durch Linien verbindet, welche die Kanten
darstellen. Man darf aber nicht vergessen, daß ein Graph unabha¨ngig von seiner Darstellung
de£niert ist.
Die obige De£nition ist im Kontext der Clusterentwicklung vo¨llig ausreichend und schließt
nur so genannte einfache Graphen ein, d.h. Graphen ohne Schlingen (Kanten, deren End-
punkte zusammenfallen) und ohne mehrfache parallele Kanten zwischen zwei Knoten. Eben-
sowenig sind gerichtete oder gewichtete Graphen von Interesse.
Die Anzahl der Knoten eines Graphen G wird als die Ordnung von G bezeichnet (n :=
n(G) := jV j). Die Anzahl seiner Kanten heißt die Gro¨ße von G (m := m(G) := jEj).
Leider sind diese mathematischen Bezeichnungen nicht mit den gebra¨uchlichen der Cluster-
entwicklung konsistent, da dort die Ordnung einer Entwicklung gleichbedeutend ist mit der
Anzahl der Kanten von G.
1.2.2 Darstellung
Obwohl man einen Graphen im Allgemeinen einfach zeichnen kann, ist dies eine ungeeig-
nete Darstellung. Eine angemessenere ist die von Adjazenzmatrizen oder -listen.
Die Adjazenzmatrix ist die einfachste Darstellung fu¨r Graphen: Sei G(V;E) ein Graph. Dann
heißt die folgende symmetrische n£ n Matrix A = A(G) = aij , 1 • i; j • n, mit
aij =
(
1 falls fi; jg 2 E;
0 sonst
(1.23)
die Adjazenzmatrix von G. Dabei sind zwei Knoten i; j adjazent oder verbunden falls
fi; jg 2 E. Der Graph aus Abbildung 1.2(a) hat somit die Adjazenzmatrix:
A =
0
BBBBBBB@
0 1 1 0 0 0
1 0 0 0 1 1
1 0 0 1 1 0
0 0 1 0 0 0
0 1 1 0 0 0
0 1 0 0 0 0
1
CCCCCCCA
: (1.24)
Ein Nachteil dieser Darstellung ist insbesondere in Hinblick auf eine Einbindung in einen
Algorithmus, dass jede Kante zweimal gesetzt wird: Eine Kante, die i und j verbindet, ist
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durch eine 1 sowohl in aij als auch in aji gegeben. In einer Adjazenzstruktur werden deshalb
fu¨r jeden Knoten alle mit ihm verbundenen Knoten in Form einer Liste eingetragen.
Eine weitere Mo¨glichkeit Graphen darzustellen, besteht in der expliziten Angabe aller Kan-
ten. Diese beinhaltet einen erheblichen praktischen Nutzen beim Umgang mit Graphen in
der Clusterentwicklung und wird deshalb im Anhang A.2 behandelt.
1.2.3 Isomorphismus und Automorphismus
Offenbar gibt es 2(
n
2) verschiedene Mo¨glichkeiten, Kanten zwischen n Knoten zu setzen oder
nicht zu setzen. Dies ist also gerade die Anzahl verschiedener Graphen auf n (nummerierten
oder markierten, d.h. unterschiedlichen) Knoten. Viele dieser Graphen unterscheiden sich
jedoch lediglich in der Art der Nummerierung ihrer Knotenmenge, d.h. sie sind zueinander
isomorph: Zwei Graphen G1 = (V1; E1) und G2 = (V2; E2) heißen isomorph, in Zeichen
G1 »= G2, falls es ein Bijektion f : V1 ! V2 gibt, sodass gilt:
fu; vg 2 E1 , ff(u); f(v)g 2 E2:
Es la¨sst sich leicht zeigen, dass die Isomorphie von Graphen eine ¨Aquivalenzrelation auf
die Menge aller Graphen ist. Abbildung 1.2 zeigt zwei Graphen, die sich lediglich in der
Nummerierung ihrer Knotenmenge unterscheiden.
4 3 1
5 2 6
5 3 6
4 2 1
(b)(a)
ABBILDUNG 1.2: Unterschiedliche Nummerierungen zweier isomorpher Graphen
Isomorphe Graphen liefern in der Clusterentwicklung gleiche Beitra¨ge. Es ist daher sinnvoll,
diese Graphen als identisch zu betrachten und eine eindeutige, kanonische Nummerierung
(Labeling) zu £nden.
Wir betrachten zuna¨chst einen Graphen G. Sei ° eine Permutation von V und v 2 V , d.h. °
ist ein Element aus der Permutationsgruppe Sn. Dann ist v° das Bild von v unter °, und G° ist
derjenige Graph, in welchem x° und y° genau dann adjazent sind, wenn x und y adjazent in G
sind. Die Menge aller Permutationen °, fu¨r die G° = G gilt, wird als Automorphismusgruppe
des Graphen G bezeichnet:
Aut(G) = f° 2 SnjG° = Gg: (1.25)
Betrachtet man beispielsweise den Graphen aus Abbildung 1.3(a), so £ndet man fu¨r seine
Automorphismusgruppe: Aut(G) = fid; (23); (15)(46)g (Fu¨r die Elemente wurde die u¨bli-
che zyklische Darstellung gewa¨hlt). Die Menge der Graphen, welche damit generiert werden
ko¨nnen (Orbit), ist in Abbildung 1.3 zu sehen.
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1.2.4 Kanonische Nummerierung (Labeling)
Eine kanonische Nummerierung ist nun eine Funktion C, sodass fu¨r jeden Graphen G(V;E)
und eine Permutation ° 2 Sn von V gilt:
(a) C(G) »= G
(b) C(G°) = C(G).
Die Nu¨tzlichkeit dieser kanonischen Nummerierung zeigt sich darin, dass man zwei Graphen
G1(V;E1) und G2(V;E2) sehr leicht miteinander vergleichen kann:
C(G1) = C(G2) () G°1 = G2; ° 2 Aut(G1): (1.26)
Mit anderen Worten: Wenn die Knoten zweier beliebiger Graphen kanonisch nummeriert
sind, so ist man in der Lage, lediglich durch Vergleichen der Kantenmenge zu entscheiden,
ob die Graphen zueinander isomorph sind. Die Kantenmenge der Graphen aus Abbildung 1.3
ist E = ff1; 2g; f1; 3g; f1; 4g; f2; 5g; f3; 5g; f5; 6gg.
Die Suche nach einer kanonischen Nummerierung ist gleichbedeutend mit der nach einer
eindeutigen Adjazenzmatrix. Man £ndet, dass die Adjazenzmatrix eindeutig bis auf Permu-
tationen der Knotenbezeichnungen ist. Eine der einfachsten Mo¨glichkeiten zur Erzeugung
einer eindeutigen Darstellung ist, alle mo¨glichen Adjazenzmatrizen durch permutieren der
Knoten zu generieren und diese lexikographisch zu ordnen. Als kanonisches Label benutzt
man schließlich dasjenige mit der gro¨ßten Adjazenzmatrix.
6 5 2
3 1 4
6 5 3
2 1 4
4 1 2
3 5 6
4 1 3
2 5 6
(b)(a)
(d)(c)
ABBILDUNG 1.3: Orbit der Automorphismusgruppe des Graphen aus Abbildung 1.2. (a)
zeigt die kanonische Nummerierung, wie sie mit NAUTY generiert wird
(s. Text).
Ein wesentlicher Nachteil dieser Methode ist, dass es n! mo¨gliche Permutationen gibt, was
einen erheblichen Rechenaufwand bedeutet. Die Anzahl der Permutationen kann jedoch re-
duziert werden, indem man zuna¨chst die Knoten nach der Anzahl ihrer Valenzen (Anzahl
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der mit dem Knoten adjazenten Knoten) ordnet und danach nur innerhalb gleicher Valen-
zen permutiert. Damit ist zwar eine eindeutige Adjazenzmatrix gefunden, allerdings fu¨hren
Permutationen, welche Elemente aus Aut(G) sind, zu gleichen Adjazenzmatrizen.
Eine elegantere und effektivere Mo¨glichkeit ist bei MCKAY40 zu £nden. Der dort angege-
bene Back-Tracking-Algorithmus erzeugt durch Verfeinern einer gegebenen Partitionierung
des Graphen solange weitere Partitionierungen, bis diese alle die Gro¨ße eins haben. Jede die-
ser Partitionierungen repra¨sentiert eine mo¨gliche Nummerierung. Mittels einer so genannten
Indikatorfunktion ko¨nnen diese geordnet werden, sodass man damit eine kanonische Num-
merierung erha¨lt. Der Algorithmus NAUTY (no automorphisms, yes?), der dies leistet, ist
frei zuga¨nglich.41
1.2.5 Erzeugung ungefa¨rbter und gefa¨rbter Graphen
Die Generierung von ungefa¨rbten Graphen erweist sich als unkompliziert, da nur zusam-
menha¨ngende und einfache Graphen von Interesse sind. Man kann die Graphen der Ordnung
(bzw. Gro¨ße) n aus denen der Ordnung n¡1 erzeugen, indem man eine Kante oder eine Kan-
te und einen neuen Knoten zu einem Graphen der niedrigeren Ordnung hinzufu¨gt: Entweder
verbindet man zwei Knoten, zwischen denen noch keine Kante existiert oder man erga¨nzt
einen Knoten und verbindet diesen mit einem der schon vorhandenen. In jedem Schritt muss
u¨berpru¨ft werden, ob der neu erzeugte Graph in das Gitter eingebettet werden kann. Begin-
nend mit einem Graphen, welcher nur aus einem Knoten besteht, ko¨nnen damit alle Graphen
Ordnung fu¨r Ordnung systematisch ermittelt werden.
2 1 4 2 1 4
2 1 4
3 3
3
9
°2=(3 4)
6
°1–°2
j
°1=(23)
ABBILDUNG 1.4: Erzeugung gefa¨rbter Graphen mit Hilfe der Elemente aus Aut(G). Durch-
gezogene und gestrichelte Linien sollen unterschiedliche Farben andeu-
ten.
Gefa¨rbte Graphen werden immer dann beno¨tigt, wenn die betrachteten Modelle mehr als ei-
ne Sto¨rung, beschrieben durch verschiedene Austauschwechselwirkungen, aufweisen. Unter
Fa¨rbung eines Graphen wird im Gegensatz zu der mathematischen De£nition,38 bei der die
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Knoten die Farben tragen, eine Fa¨rbung der Kanten verstanden. Die einzelnen Farben dieser
so genannten Kantenfa¨rbung repra¨sentieren die unterschiedlichen Wechselwirkungen.
Die Erzeugung aller bis zu einer Ordnung n beitragenden, topologisch verschiedenen Gra-
phen erfolgt in drei Schritten. Zuerst werden alle ungefa¨rbten Graphen wie im vorhergehen-
den Abschnitt beschrieben generiert. Danach versieht man die Kanten mit allen mo¨glichen
Farbkombinationen, verwirft aber diejenigen Graphen, welche aufgrund ihrer Fa¨rbung nicht
mehr in das Gitter eingebettet werden ko¨nnen. Die Anzahl der entstandenen Graphen kann
schließlich noch weiter reduziert werden, wenn man auf jeden Graphen die Elemente ° sei-
ner Automorphiegruppe Aut(G) anwendet. Damit ko¨nnen auch gefa¨rbte Graphen aufeinan-
der u¨berfu¨hrt werden. Ein sehr einfaches Beispiel zeigt Abbildung 1.4.
1.2.6 Einbettungen und Subcluster
Bis jetzt waren Graphen bzw. Cluster abstrakte Gebilde bestehend aus Knoten und Kanten.
Um ihnen eine physikalische Bedeutung zukommen zu lassen, mu¨ssen die Knoten mit Ope-
ratoren (z.B. Spin) und die Kanten mit Wechselwirkungen assoziiert werden. Da aber die
Operatoren auf einem Gitter £xiert sein sollen, mu¨ssen die Graphen mit ebendiesem in Ver-
bindung gebracht werden: Man versucht also einen vorgegebenen Graphen auf das Gitter zu
legen bzw. in das Gitter einzubetten.
G
L
µ
R
; ; ;
; ; ;
ABBILDUNG 1.5: Einbettungen eines Graphen mit 6 Knoten und 6 Kanten: Die Einbettun-
gen der oberen bzw. der unteren Zeile gehen mittels Symmetrieopera-
tionen des Gitters ineinander u¨ber. In diesem Fall ist die Gitterkonstante
L(G;L) = 8.
Hat man eine Liste topologisch verschiedener Graphen vorliegen, so stellt man schnell fest,
dass sich die aus einem bestimmten Graphen generierbaren Einbettungen in Klassen un-
terteilen lassen. Es gibt Einbettungen, die sich durch Symmetrieoperationen des Gitters in-
einander u¨berfu¨hren lassen. Betrachten wir beispielsweise den Graphen aus Abbildung 1.3.
Will man diesen in ein Quadratgitter einbetten, so £ndet man (abgesehen von Translationen)
zwei Klassen, in denen die Einbettungen durch Drehungen bzw. Spiegelungen aufeinander
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abgebildet werden ko¨nnen. Abbildung 1.5 zeigt alle Einbettungen dieses Graphen, dessen
Gitterkonstante L(G;L) = 8 ist.
Eine systematische Ermittlung aller Einbettungen eines Graphen G in das Gitter L bietet
ein Backtracking-Algorithmus. Ein Nachteil dieser Methode ist, dass sie auch Einbettungen
za¨hlt, welche aus Graphen hervorgehen, die im Orbit von Aut(G) liegen. Die Gitterkonstante
ist demnach folgendermaßen zu berechnen:
L(G;L) = Anzahl algorithmisch gefundener EinbettungenGro¨ße der Automorphismusgruppe Aut(G) : (1.27)
Diese Vorgehensweise la¨ßt sich problemlos auch auf gefa¨rbte Graphen bzw. Einbettungen
u¨bertragen. Allerdings sind die berechneten Gitterkonstanten wesentlich kleiner als die un-
gefa¨rbter Graphen. Damit kann Gleichung (1.4) direkt umgesetzt werden.
Bei der Berechnung von Anregungen ist die Ermittlung der Gitterkonstanten nicht not-
wendig. In Abschnitt 1.1.2.2 wurde gezeigt, dass die zu berechnende Gro¨ße ein effektiver
HAMILTON-Operator ist. Das Resultat ist eine Matrix, die mit einer FOURIER-Tranformation
diagonalisiert wird. Insbesondere die Matrixeintra¨ge sind mit den Knoten des Gitters assozi-
iert, was sich in den FOURIER-Komponenten niederschla¨gt, d.h. auch Einbettungen dersel-
ben Klasse ergeben verschiedene Beitra¨ge. Es stellt sich heraus, dass wir Gleichung (1.10)
fu¨r Reihenentwicklungen angeregter Zusta¨nde verwenden mu¨ssen.
ABBILDUNG 1.6: Topologisch unterschiedliche, verbundene Subgraphen des Graphen aus
Abbildung 1.3. Die Vielfachheiten sind entsprechend von oben links nach
unten rechts 6, 8, 8, 2, 6, 4, 1, 2 und 4.
Bei der Durchfu¨hrung der Subgraph-Subtraktion (1.5) wird die Kenntnis aller zusam-
menha¨ngenden Subgraphen vorausgesetzt. Abbildung 1.6 zeigt alle Subgraphen des
Graphen G aus Abbildung 1.3 und die zugeho¨rigen Vielfachheiten, d.h. wie oft ein
bestimmter Subgraph in G zu £nden ist.
Abschließend ist zu bemerken, dass es einen weiteren konzeptionellen Unterschied zwi-
schen einer Clusterentwicklung fu¨r Grundzustandserwartungswerte und fu¨r Anregungsener-
gien gibt. Wa¨hrend im ersteren Fall die Kenntnis der Vielfachheit eines Subgraphen vo¨llig
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ausreichend ist und in einer Art Gitterkonstante absorbiert werden kann, ist im letzteren die
genaue Lage des Subgraphen im Graphen wichtig. Hier sei auf Anhang A.5 verwiesen, wo
anhand eines Beispiels diese Problematik dargestellt wird.
1.3 Rekursive Sto¨rungstheorie
Hat man alle Cluster generiert, die fu¨r eine Potenzreihe bis zu einer bestimmten Ordnung not-
wendig sind, so kann mit der eigentlichen Reihenentwicklung begonnen werden. Fu¨r jeden
Cluster C muß eine Reihe P (C) erzeugt werden, aus der mit Hilfe von (1.5) die Gewich-
te berechnet werden. Mo¨gliche Methoden zur sto¨rungstheoretischen Untersuchung sind in
den meisten Standardwerken zur Quantenmechanik42 zu £nden. Im Folgenden sollen rekur-
sive Implementierungen der RAYLEIGH-SCHRO¨DINGER-Sto¨rungtheorie vorgestellt werden,
die sowohl fu¨r nichtentartete als auch fu¨r entartete Systeme geeignet sind. Bei einer Wei-
terverarbeitung der berechneten Reihen mittels des Linked-Cluster-Theorems gelten diese
Darstellungen nur fu¨r additive Gro¨ßen, d. h. fu¨r solche, bei denen die Gewichte unverbun-
dener Cluster verschwinden. Beispiele dafu¨r haben wir bereits in Abschnitt 1.1.2.2 gesehen:
Grundzustandsenergien und effektive HAMILTON-Operatoren.
Der Clusterhamiltonian hat dieselbe Form wie der HAMILTON-Operator des gesamten Sy-
stems und zerfa¨llt gema¨ß (1.3) in zwei Anteile:
HC = (H0 + ‚H1)C ; ‚¿ 1: (1.28)
Da HC auf den Cluster C beschra¨nkt ist und deshalb nur eine endliche Anzahl Operatoren
entha¨lt, ist dessen Zustandsraum ebenfalls endlich. Prinzipiell ko¨nnen auch Systeme behan-
delt werden, die mehr als einen kleinen Parameter besitzen und die folgende Formy haben:
H = H0 + ‚1H1 + ‚2H2 + : : : ; ‚i ¿ 1: (1.29)
Man kann natu¨rlich eine Reihenentwicklung in allen Variablen f‚ig erzeugen. Jedoch ist
dies technisch sehr anspruchsvoll und fu¨r eine Computerimplementation in der Regel sehr
speicheraufwendig. Da man meist an der Grundzustandsenergie oder der Dispersionsrelation
fu¨r einen festen Variablensatz interessiert ist, kann man in (1.29) formal ein ‚ ausklammern
und eine Reihenentwicklung in dieser neuen Variablen berechnen:
H = H0 + ‚(~‚1H1 + ~‚2H2 + : : :); ~‚i ¿ 1: (1.30)
Wird in (1.30) ein Variablensatz f~‚ig fest vorgegeben, so wird eine Potenzreihe in ‚ gene-
riert, in der man schließlich ‚ = 1 setzt. Damit hat man zwar die gewu¨nschte Gro¨ße berech-
net, aber zu jedem weiteren Variablensatz muss eine neue Reihenentwicklung durchgefu¨hrt
werden.
yIm Folgenden wird der Index des Clusters, auf dem der Clusterhamiltonian beschra¨nkt ist, fortgelassen.
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1.3.1 Sto¨rungstheorie fu¨r nichtentartete Zusta¨nde
Wir entwickeln zuna¨chst die Grundzustandsenergie und die zugeho¨rige Wellenfunktion des
Clusters als Potenzreihe in ‚:
E =
X
i
‚ie(i); (1.31)
jˆi =
X
i
‚ijˆ(i)i: (1.32)
Setzt man diese Entwicklungen in die SCHRO¨DINGER-Gleichung ein und sortiert nach Po-
tenzen ‚k, so erha¨lt man eine Rekursionsgleichung, aus der sich die Koef£zienten e(i) und
die Zusta¨nde jˆ(i)i Ordnung fu¨r Ordnung berechnen lassen:
H0jˆ(k)i+H1jˆ(k¡1)i =
kX
l=0
e(l)jˆ(k¡m)i: (1.33)
Die Zusta¨nde jˆ(i)i werden in der Basis der Eigenfunktionen des ungesto¨rten HAMILTON-
Operators dargestellt, fu¨r die
H0jmi = Emjmi (1.34)
gilt. Die ungesto¨rten Eigenfunktionen werden im Folgenden mit ganzen Zahlen nummeriert.
Insbesondere bezeichnet j0i den ungesto¨rten Grundzustand, welcher im Falle des dimerisier-
ten HEISENBERG-Modells ein Produkt aus Singletts auf dem Gitter ist. Um die Gleichung
(1.33) zu vereinfachen, wird eine Normierung eingefu¨hrt:
h0jˆ(i)i = –0i: (1.35)
Damit lassen sich zwei gekoppelte Rekursionsgleichungen aufstellen, die sukzessive gelo¨st
werden ko¨nnen (i ‚ 1):
e(i) = hˆ(0)jH1jˆ(i¡1)i;
hmjˆ(i)i = 1
E0 ¡ Em
ˆ
hmjH1jˆ(i¡1)i ¡
i¡1X
j=1
e(j)hmjˆ(i¡j)i
!
: (1.36)
Der Rekursionsanfang ist durch das ungesto¨rte System gegeben, also e(0) = E0 und jˆ(0)i =
j0i. Daraus ko¨nnen dann der Reihe nach e(1), jˆ(1)i, e(2), jˆ(2)i usw. berechnet werden.
Interessanterweise muß man die Wellenfunktion nur bis jˆ(i¡1)i kennen, um die Energie bis
zur i-ten Ordnung zu entwickeln.
Allerdings beno¨tigt man die Wellenfunktion bis zu einer Ordnung ‚i, um daraus den Grund-
zustandserwartungswert eines Operators O zu berechnen:
hOi = N¡1
X
i‚0
‚i
iX
j=0
hˆ(i¡j)jOjˆ(j)i; (1.37)
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wobei N die Norm bezeichnet und durch
N = hˆjˆi =
X
i‚0
‚i
iX
j=0
hˆ(i¡j)jˆ(j)i (1.38)
gegeben ist. Damit das Linked-Cluster-Theorem benutzt werden kann, muss wiederum u¨ber-
pru¨ft werden, ob O u¨ber unverbundene Cluster additiv ist!
1.3.2 Sto¨rungstheorie fu¨r entartete Zusta¨nde
Will man die Dynamik angeregter Zusta¨nde untersuchen, so sind die zu entwickelnden
Zusta¨nde bezu¨glich H0 entartet. In Abschnitt 1.1.2 haben wir bereits gesehen, dass es sinn-
voll ist, einen effektiven HAMILTON-Operator zu konstruieren, welcher mit einer Fourier-
transformation diagonalisiert werden kann.14
Wir bringen S¡1 auf die andere Seite von Gleichung (1.18), wobei wir die in (1.19) angege-
bene Darstellungz fu¨r S benutzen, und betrachten lediglich die j-te Spalte:
Hjˆji =
LX
i=1
hefi(j; i)jˆii: (1.39)
L bezeichnet hier die Anzahl der Knoten des zu Grunde liegenden Clusters bzw. den Entar-
tungsgrad. Damit ko¨nnen jˆii und hefi(i; j) nach Potenzen von ‚ entwickelt werden:
jˆii =
1X
k=0
‚kjˆ(k)i i; (1.40)
hefi(i; j) =
1X
k=0
‚khefik (i; j): (1.41)
Setzt man diese Gleichungen in (1.39) ein und vergleicht die Koef£zienten von ‚k, so erha¨lt
man
H0jˆ(k)i i+H1jˆ(k¡1)i i =
LX
j=1
kX
k0=0
hefik¡k0(i; j)jˆ(k
0)
j i: (1.42)
Prinzipiell ko¨nnen damit Rekursionsgleichungen fu¨r hefi bzw. fu¨r ˆi aufgestellt werden.
Nimmt man an, dass die ¨Ahnlichkeitstransformation S die entarteten Zusta¨nde nicht un-
tereinander mischt, d.h. dass der linke obere L£ L Block die Identita¨tsmatrix ist, so gilt fu¨r
Zusta¨nde jmi aus diesem entarteten Unterraum:
hmjˆ(k)i i = –m;i–k;0: (1.43)
Die Komponenten des effektiven HAMILTON-Operators sind gegeben durch:
hmjH1jˆ(k¡1)i i = hefik (i;m): (1.44)
zIn dieser Darstellung sind die Spaltenvektoren von S die Eigenzusta¨nde zu H0.
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Die Projektion von jˆ(k)i i auf Eigenzusta¨nde jni von H0 außerhalb des entarteten Unter-
raums fu¨hrt schließlich auf:
hnjˆ(k)l i =
1
E0 ¡ En
"
hnjH1jˆ(k¡1)l i ¡
LX
i=1
k¡1X
k0=0
hnjˆ(k0)i ihefik¡k0(l; i)
#
: (1.45)
Hier ist E0 die ungesto¨rte Energie der entarteten Zusta¨nde und En = hnjH0jni die der u¨bri-
gen Zusta¨nde. Um die letzten beiden Gleichungen auf einem Computer zu implementieren,
ist es sinnvoll, die Zusta¨nde jˆ(k)l i nach Eigenzusta¨nden von H0 zu entwickeln. Dieser rein
technische Aspekt wird im Anhang A.3 na¨her erla¨utert.
1.4 Der dynamische Strukturfaktor
Mit Hilfe von Neutronenstreuung ist es mo¨glich, sowohl die ra¨umlichen als auch die zeitli-
chen Korrelationen magnetischer Anregungen zu vermessen. Dabei koppelt das magnetische
Moment der Neutronen an das der ungepaarten Elektronen in der Probe. Der differentielle
Wirkungsquerschnitt fu¨r unpolarisierte Neutronen und identische magnetische Streuzentren
ist:43
d2¾
d›dE
=
kf
ki
µ
°r0
1
2
gF (q)
¶2 X
fifl
(–fifl ¡ qfiqfl)Sfifl(q; !): (1.46)
Hier bezeichnet ° = ¡1:913 das gyromagnetische Verha¨ltnis, r0 = 0:2818 ¢ 10¡12cm ist
der klassische Elektronenradius, g ist der Lande´ Faktor, ki und kf sind die Wellenzahlen der
einfallenden bzw. der gestreuten Neutronen und q ist der normierte Streuvektorx. Schließ-
lich ist F (q) der atomare Formfaktor und Sfifl(q; !) bezeichnet die magnetische Streu-
funktion bzw. den dynamischen Strukturfaktor. Das so genannte Fluktuations-Dissipations-
Theorem43 stellt einen Zusammenhang zwischen dem dynamischen Strukturfaktor und dem
Imagina¨rteil der Suszeptibilita¨t her:
Sfifl(q; !) =
~
…
1
1¡ e¡!=T Im´(q; !): (1.47)
Dieses Theorem zeigt, dass sich das magnetische Moment der Neutronen wie ein magneti-
sches Feld verha¨lt, welches die dynamische Response der Probe vermisst. Der dynamische
Strukturfaktor ist somit von besonderem experimentellen Interesse, da er bis auf kinemati-
sche Faktoren direkt proportional zum differentiellen Streuquerschnitt ist und somit einen
direkten Einblick in den atomaren, magnetischen Aufbau der Probe liefert.
Man kann zeigen, dass Sfifl(q; !) fu¨r lokalisierte Spins auf einem BRAVAIS-Gitter folgen-
dermaßen zu berechnen ist:43
Sfifl(q; !) =
Z 1
¡1
dt e¡i!thSfi(q)Sfl(¡q)i (1.48)
xIm Allgemeinen setzt sich der Streuvektor aus einem Gittervektor und dem Wellenvektor der Anregung
zusammen.
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mit
Sfi(q) =
X
R
e¡iqRSfi(R): (1.49)
Die Klammern h¢ ¢ ¢ i bezeichnen hier den thermischen Erwartungswert, der fu¨r Systeme mit
einer Anregungslu¨cke im Grenzfall T = 0 in den Grundzustandserwartungswert h0j ¢ ¢ ¢ j0i
u¨bergeht. Im HEISENBERG-Bild wird (1.48) schließlich zu:
Sfifl(q; !) =
X
n
h0jSfi(q)jnihnjSfl(¡q)j0i–(! + !0 ¡ !n(q)); (1.50)
wobei !n(q) die Energie der n-ten Anregung ist.
1.4.1 Formalismus zur Cluster-Dimer-Entwicklung
Von besonderem Interesse ist bei dimerisierten Spinsystemen die Singlett-Triplett-Anregung
!1(q) und der korrespondierende Beitrag des dynamischen Strukturfaktors,44 welcher auch
Singlett-Triplett- ¨Ubergangssta¨rke Sfifl0!1(q; !) genannt wird. Im Folgenden wollen wir uns
ausschließlich auf diesen Teil des Spektrums beschra¨nken. Betrachten wir nun eine Zick-
`
-a2d
S2 S2 S2
S1 S1 S1
ABBILDUNG 1.7: Relative Lage der Spinoperatoren auf einer Zickzackkette. Die dicken Li-
nien bezeichnen die Dimere. Die Wechselwirkungen zwischen den Dime-
ren sind nicht eingezeichnet.
zackkette wie sie in Abbildung 1.7 dargestellt ist. Die Spins auf den Dimeren, welche zur
Unterscheidung einen weiteren Index tragen, werden durch den Vektor 2d miteinander ver-
bunden. Die Schwerpunkte der Dimere haben wie u¨blich einen Abstand von a = 1. Glei-
chung (1.49) muß demnach in folgender Weise umgeschrieben werden:
Sfi(q) =
X
n
e¡iqn
¡
e¡iqdSfi1 (n) + e
iqdSfi2 (n)
¢
; (1.51)
wobei q die Projektion des Wellenvektors q auf die Kettenrichtung ist. Unter Ausnutzung
der Translationsinvarianz und der Inversionssymmetrie bezu¨glich der Dimerschwerpunkte
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(s. Anhang B.1) wird (1.50) schließlich zu
Sfifl0!1(q; !1(q)) = 2
X
n>0
‡
Afifl11 (n) + A
fifl
22 (n)
·
cos qn
+ 2
X
n>0
‡
Afifl12 (n) cos(qn¡ 2qd) + Afifl21 (n) cos(qn + 2qd)
·
+ Afifl11 (0) + A
fifl
22 (0) + e
2iqdAfifl12 (0) + e
¡2iqdAfifl21 (0) (1.52)
mit
Afiflij (n) = h0jSfii (0)j1ih1jSflj
y
(n)j0i; i; j = 1; 2: (1.53)
Fu¨r kompliziertere Systeme, die beispielsweise vier Spins in der Einheitszelle haben, wird
(1.52) mehr Terme besitzen. Allerdings liegt auch dort der Schwerpunkt der Berechnung auf
den Gro¨ßen Afiflij (n). Probleme ergeben sich jedoch, falls es zwei unterschiedlich orientierte
Dimere in der Einheitszelle gibt. Eine dimerbasierte Entwicklung der Singlett-Triplett- ¨Uber-
gangssta¨rke ist dann nicht mo¨glich. Eine explizite Berechnung ist daher in Abschnitt 3.3
dargestellt.
Wir haben bereits gesehen (s. Abschnitt 1.3.2), dass das Anregungsspektrum u¨ber einen
effektiven HAMILTON-Operator Hefi , der die Dynamik der Einteilchenzusta¨nde jˆ(i)i be-
schreibt, berechnet werden kann. Wir de£nieren daher zuna¨chst einen Projektionsoperator,
der auf diese Einteilchenzusta¨nde abbildet:
P = j1ih1j =
X
ij
(g¡1)ijjˆ(i)ihˆ(j)j: (1.54)
Hier ist g die ¨Uberlappmatrix der jˆ(i)i:
gij = hˆ(i)jˆ(j)i: (1.55)
Das Invertieren von g erweist sich als einfach: Fu¨r ‚ ! 0 ist g die Einheitsmatrix, da in
der fu¨hrenden Ordnung ‚0 die Zusta¨nde jˆ(i)i einfach die Eigenzusta¨nde jii des ungesto¨rten
HAMILTON-Operators sind:
g = I ¡ ~g: (1.56)
Fu¨r die Matrixnorm gilt damit k~gk < 1, sodass g u¨ber eine geometrische Reihe invertiert
werden kann:
(I + ~g)¡1 =
1X
i=0
~gi: (1.57)
Hat man den Projektionsoperator P u¨ber die Einteilchenanregungen als Reihenentwicklung
vorliegen, so ko¨nnen die Afiflij (n) mit der im Anschnitt 1.3.1 vorgestellten Methode zur Be-
rechnung von Grundzustandserwartungswerten erhalten werden.
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1.5 Verarbeitung von Potenzreihen
Ein wichtiger Punkt im Zusammenhang mit der Clusterentwicklung ist die Verarbeitung bzw.
Analyse von Potenzreihen. Dabei spielt sowohl die Gewinnung von Reihenentwicklungen
mehrerer Parameter aus denen mit nur einem Parameter als auch die Extrapolation singula¨rer
Potenzreihen eine Rolle.
1.5.1 Gewinnung von Potenzreihen mehrerer Variablen
In Abschnitt 1.3 haben wir gesehen, dass es mo¨glich ist, die Clusterentwicklung auch fu¨r Sy-
steme mit mehr als einer Variablen umzusetzen. Jedoch zeigt sich in der Praxis, dass es tech-
nisch sehr aufwendig ist und damit nur niedrige Ordnungen erreicht werden ko¨nnen. Den-
noch ist man in der Lage, durch mehrfache Berechnung von Potenzreihen fu¨r unterschiedli-
che Variablensa¨tze des HAMILTON-Operators der Form (1.30) die eigentliche Sto¨rungsreihe,
welche mehrere Variablen entha¨lt, zu konstruieren.
Betrachten wir die Erzeugung einer Potenzreihe, welche zur Vereinfachung nur eine Funkti-
on zweier Variablen ‚1 und ‚2 ist. Das anschließende Verfahren kann natu¨rlich auf mehr als
zwei Vera¨nderliche erweitert werden.
Nehmen wir an, wir haben die Potenzreihe bereits bis zur Ordnung n ¡ 1 in den Variablen
‚1 und ‚2 berechnet und wollen damit die n-te Ordnung bestimmen. Diese (endliche) Reihe
hat die Form:
F (n)(‚1; ‚2) =
nX
i=0
iX
j=0
d
(i)
j ‚
j
1‚
i¡j
2 : (1.58)
Das aus der Clusterentwicklung erhaltene Ergebnis ist eine Funktion in nur einer Variablen
‚ und hat in Anlehnung an (1.30) in n-ter Ordnung die folgende Gestalt:
P (n)(~‚1; ~‚2) =
nX
i=0
c
(i)
~‚1;~‚2
‚i: (1.59)
Die Abha¨ngigkeiten von den Wechselwirkungen ‚i sind in (1.59) in den Koef£zienten ver-
borgen.
Setzen wir zuna¨chst ‚1 = ~‚1 = 1 und ‚2 = ~‚2 = 0 und werten P an der Stelle ‚ = 1 aus, so
gilt:
0 = P (n)(1; 0)j‚=1 ¡ F (n)(1; 0)
=
n¡1X
i=0
‡
c
(i)
1;0 ¡ d(i)i
·
| {z }
=0
+ c
(n)
1;0¡ d(n)n : (1.60)
Die herausgestellte Summe verschwindet, da wir die Potenzreihe bis zur Ordnung n¡1 nach
Voraussetzung bereits vorliegen haben. Eine analoge Rechnung kann man fu¨r ‚1 = ~‚1 = 0
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und ‚2 = ~‚2 = 1 durchfu¨hren und £ndet schließlich
c
(n)
1;0 = d
(n)
n sowie c
(n)
0;1 = d
(n)
0 : (1.61)
Setzen wir nun ‚1=~‚1=1¡–k und ‚1=~‚1=–k, k=1; : : : ; n¡1 mit paarweise verschiedenen
–k und –k2]0; 1[ und berechnen die Differenz ein weiteres Mal, so erhalten wir:
0 = P (n)(1¡ –k; –k)j‚=1 ¡ F (n)(1¡ –k; –k)
=
n¡1X
i=0
h
c
(i)
1¡–k;–k ¡
iX
j=0
d
(i)
j (1¡ –k)j–i¡jk
i
(1.62)
+ c
(n)
1¡–k;–k¡ d(n)n (1¡ –k)n ¡ d
(n)
0 –
n
k ¡
n¡1X
j=1
d
(n)
j (1¡ –k)j–n¡jk :
Die erste Summe verschwindet wieder nach Voraussetzung, sodass sich ein System aus n¡ 1
linearen Gleichungen mit n¡1 Unbekannten d(n)j , j = 1; : : : ; n¡1 ergibt:
c
(n)
1¡–k;–k¡ d(n)n (1¡ –k)n ¡ d
(n)
0 –
n
k =
n¡1X
j=1
d
(n)
j (1¡ –k)j–n¡jk ; k=1; : : : ; n¡1: (1.63)
Die Lo¨sung von (1.63) ergibt die Koef£zienten der Reihe (1.58) in n-ter Ordnung. Damit
hat man aus der n¡1-ten Ordnung die n-te konstruiert und kann schließlich alle weiteren
Ordnungen sukzessive bestimmen.
Die Berechnung der Koef£zienten d(n)n und d(n)0 muss nicht gesondert geschehen, sondern
kann durch Hinzunahme zweier weiterer Gleichungen aus (1.63) extrahiert werden. In der
Praxis zeigt sich jedoch, dass die Rundungsfehler bei der Generierung der Reihen P (n) durch
Nullsetzen mo¨glichst vieler Wechselwirkungen minimiert werden ko¨nnen und dadurch die
Koef£zienten d(n)n und d(n)0 eine hohe Genauigkeit besitzen. Die aus (1.63) bestimmten Ko-
ef£zienten weisen zusa¨tzlich die Ungenauigkeiten auf, die sich aus dem Lo¨sen des Glei-
chungssystems unter Benutzung von Fließkommazahlen ergeben.
1.5.2 Extrapolation singula¨rer Potenzreihen
Eine Extrapolation singula¨rer Potenzreihen wird immer dann no¨tig, wenn innerhalb des Kon-
vergenzradius eine Phasengrenze erreicht wird. Im folgenden werden Methoden vorgestellt,
die urspru¨nglich zur Analyse divergenter thermodynamischer Gro¨ßen im Rahmen der Theo-
rie der Phasenu¨berga¨nge entwickelt wurden. Sie eignen sich insbesondere zur Bestimmung
kritischer Kopplungen und kritischer Exponenten.45
Eine wichtige Voraussetzung ist, dass am kritischen Punkt zc die untersuchte Funktion F (z)
eine potenzartige Singularita¨t besitzt:
F (z) … A
µ
1¡ z
zc
¶¡‚
fu¨r z ! zc: (1.64)
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Dabei sind ‚ der kritische Exponent und A die Amplitude der Singularita¨t. Fu¨r den speziellen
Fall ‚ = 0 ist F (z) entweder endlich oder besitzt eine logarithmische Singularita¨t.
Betrachten wir zuna¨chst eine allgemeine Potenzreihe, die zur Vereinfachung nur eine kom-
plexe Variable z entha¨lt:
F (z) =
1X
n=0
an(z ¡ z0)n: (1.65)
Die Koef£zienten an sind komplexe Zahlen, und z0 heißt Entwicklungspunkt. Besitzt F (z)
einen Konvergenzradius r 2 [0;+1[, dann konvergiert F (z) auf fz : jz ¡ z0j < rg und
divergiert auf fz : jz ¡ z0j > rg. Auf dem Konvergenzkreis Dr(z0) = fz : jz ¡ z0j < rg
gibt es somit mindestens einen nicht-analytischen Punkt. Der Konvergenzradius genu¨gt der
Formel von CAUCHY-HADAMARD:
1
r
= lim sup n
p
janj: (1.66)
Haben alle Koef£zienten an dasselbe Vorzeichen, kann beispielsweise die Ratio-Methode
zur Bestimmung kritischer Gro¨ßen benutzt werden.45
Im Allgemeinen sind die Vorzeichen der an unterschiedlich, sodass Pade´-Approximanten
geeigneter sind. Diese sind gebrochen rationale Funktionen der Form:
[M;N ]F =
p0 + p1(z ¡ z0) + p2(z ¡ z0)2 + : : : + pM(z ¡ z0)M
1 + q1(z ¡ z0) + q2(z ¡ z0)2 + : : : + qN(z ¡ z0)N : (1.67)
Die Koef£zienten p0; : : : ; pM und q0; : : : ; qN werden so gewa¨hlt, dass die Entwicklung von
[N;M ]F mit der von F (z) bis zur Ordnung M + N u¨bereinstimmt, d.h.
F (z) = [M;N ]F +O((z ¡ z0)M+N+1): (1.68)
Damit sind die Koef£zienten eindeutig festgelegt.46 Neben rekursiven Methoden zur Gene-
rierung von Pade´-Approximanten, wird ha¨u£g eine direkte verwendet. Berechnet man aus
(1.68) die Koef£zienten von zM+1 bis zM+N , so ergibt sich ein lineares Gleichungssystem
fu¨r die q0; : : : ; qN . Substituiert man die Lo¨sungen in den verbleibenden M +1 linearen Glei-
chungen, die man aus den Koef£zienten von z0 bis zM gewinnt, so ko¨nnen die Koef£zienten
p0; : : : ; pM ermittelt werden. In der Regel wird die Berechnung mit Hilfe eines Computers
durchgefu¨hrt, was insbesondere die Invertierung einer Matrix beinhaltet. Aufgrund der endli-
chen Rechengenauigkeit bei der Benutzung von Fließkommazahlen sollte durch Entwickeln
der Approximante und Vergleich mit der urspru¨nglichen Funktion das Ergebnis u¨berpru¨ft
werden. Falls eine der Matrizen singula¨r ist, existiert die Approximante nicht.
Man kann zeigen, dass die so genannten diagonalen Pade´-Approximanten [n; n] mit n =
1; 2; : : : und die nahe-diagonalen Pade´-Approximanten [n + j; n] mit j ¿ n das beste
Konvergenzverhalten aufweisen. Zusammen mit den nebendiagonalen Pade´-Approximanten
[n¡ 1; n] bilden die diagonalen eine obere bzw. untere Grenze, was eine Fehlerabscha¨tzung
ermo¨glicht.
28 Kapitel 1. Clusterentwicklung fu¨r Quanten-(Spin-)Systeme
Besitzt die Approximante innerhalb des Konvergenzradius der urspru¨nglichen Reihe einen
Pol, der aus einer Nullstelle des Nennerpolynoms in (1.67) herru¨hrt, so wird die Approxi-
mante als defekt bezeichnet und sollte fu¨r eine weitere Analyse nicht herangezogen werden.
Pade´-Approximanten sind insbesondere fu¨r die Analyse von Potenzreihen der Form (1.64)
geeignet, wobei die Amplitude der Singularita¨t eine regula¨re Funktion sein kann:
F (z) …
µ
1¡ z
zc
¶¡‚
A(z) mit A(z) regula¨r fu¨r z ! zc: (1.69)
Daraus folgt, dass die logarithmische Ableitung
D(z) · d
dz
lnF (z) … ¡‚
z ¡ zc [1 +O(z ¡ zc)] fu¨r z ! zc (1.70)
einen einfachen Pol bei zc besitzt. Da einfache Pole von Pade´-Approximanten exakt wie-
dergegeben werden, konvergieren Approximanten der Funktion D(z), die so genannten
Dlog-Pade´-Approximanten log[M;N ], besser als die der Funktion F (z). Wa¨hrend ein Pol
in log[M;N ] in der Na¨he von zc einen genaueren Scha¨tzwert fu¨r zc ergibt, liefert das zu-
geho¨rige Residuum eine Na¨herung fu¨r den Exponenten ¡‚.
Auf der anderen Seite kann, falls ein sehr genauer Scha¨tzwert fu¨r zc vorliegt, der kritische
Exponent genauer bestimmt werden, wenn man Pade´-Approximanten fu¨r die Reihe
~‚(z) · (z ¡ zc)D(z) … ‚ +O(z ¡ zc) fu¨r z ! zc (1.71)
aufstellt und diese an der Stelle z = zc auswertet.
Schließlich kann man so genannte Dlog2-Pade´-Approximanten log2[M;N ] berechnen, die
Approximanten der folgenden Reihe sind:
1
D(z)
d
dz
ln
dF
dz
… ‚ + 1
‚
+O(z ¡ zc) fu¨r z ! zc: (1.72)
Diese Mo¨glichkeit bietet sich insbesondere dann an, wenn der Wert fu¨r zc nur mit geringer
Genauigkeit zur Verfu¨gung steht. Da die Berechnung der Reihe (1.72) unabha¨ngig von zc ist,
kann dennoch der Exponent ‚ sehr genau bestimmt werden.
Es gibt eine große Anzahl weiterer Mo¨glichkeiten, die Potenzreihen umzuformen und dazu
Approximanten zu berechnen.45
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KAPITEL 2
Eindimensionale dimerisierte Spinsysteme
Eindimensionale Spinsysteme wie etwa antiferromagnetische S = 1=2-Spinketten oder
S = 1=2-Spinleitern wurden in den vergangenen Dekaden erfolgreich zur quantenmecha-
nischen Modellierung des Magnetismus in einer Vielzahl von Materialien herangezogen.
Insbesondere wurden Spinleitern im Zusammenhang mit der Hochtemperatursupraleitung in
Kupratverbindungen intensiv studiert. Erste Realisierungen von Hochtemperatursupraleitern
waren durch eine zweidimensionale Vernetzung entstandene, geschichtete Kuprate, wie bei-
spielsweise (La,Ba)2CuO4 (1986)47 oder YBa2Cu3O7 (1987). In den darauf folgenden Jahren
konnte die ¨Ubergangstemperatur durch Synthese weiterer Kuprate systematisch erho¨ht wer-
den.48, 49 Allerdings kann in diesen Materialien die supraleitende Phase nur mit Hilfe eines
hohen Umgebungsdrucks stabilisiert werden. Erst im letzten Jahr konnten Kupferoxide mit
einer Leiterstruktur synthetisiert werden, die ohne Einwirkung eines hohen Drucks in den
supraleitenden Zustand u¨berfu¨hrt werden ko¨nnen.50, 51
Auf der einen Seite ist daher die theoretische Untersuchung eindimensionaler Spinleitern von
grundlegender Natur. Auf der anderen Seite bieten Spinleitern auch einen Zugang zu zweidi-
mensionalen HEISENBERG-Antiferromagneten auf dem Quadratgitter, indem man die ¨Ande-
rung der magnetischen Eigenschaften der Leiter in Abha¨ngigkeit von der Holmanzahl bzw.
von der Wechselwirkung zwischen diesen studiert.52, 53 Wesentliche Unterschiede zeigen sich
dabei zwischen Spinleitern mit einer geraden und einer ungeraden Anzahl von Holmen:
Wa¨hrend erstere eine Energielu¨cke zwischen dem Grundzustand (S = 0) und dem ersten
angeregten Zustand (S = 1) besitzen, zeigen letztere keine Anregungslu¨cke. Dieses Resultat
ist in Analogie zur HALDANEschen Hypothese4 zusehen: Demnach entsprechen Spinleitern
mit einer geraden Holmanzahl antiferromagnetischen Spinketten mit ganzzahligem Spin und
diejenigen mit einer ungeraden Holmanzahl antiferromagnetischen Spinketten mit halbzah-
ligem Spin.54 Eine direkte experimentelle Veri£kation der theoretischen Vorhersagen ist mit
einer Reihe von Strontiumkupraten55–57 Srm¡1Cum+1O2m (m = 3; 5; : : :) mo¨glich, die aus
nahezu entkoppelten S = 1=2-Leitern mit n Holmen bestehen, wobei n = (m + 1)=2 ist.
Beispielsweise zeigen Messungen der magnetischen Suszeptibilita¨t, dass SrCu2O3 eine An-
regungslu¨cke besitzt, Sr2Cu3O5 hingegen nicht.
In diesem Kapitel werden einige Eigenschaften der isotropen, zweiholmigen S = 1=2-
Spinleiter diskutiert. Hierzu betrachten wir einen allgemeinen Plaketten-HAMILTON-
Operator, der neben bilinearen auch biquadratische Wechselwirkungen beru¨cksichtigt. In
Abbildung 2.1 sind diese Wechselwirkungen skizziert:
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S2i¡2 S2i S2i+2 S2i+4
S2i¡3 S2i¡1 S2i+1 S2i+3
Jrung
J 0leg
Jleg
J d
ia
g
J 0
diag
S2i¡1 S2i+1
S2i S2i+2
S2i¡1 S2i+1
S2i S2i+2
S2i¡1 S2i+1
S2i S2i+2
+ JRR + JLL + JDD
ABBILDUNG 2.1: Schematische Darstellung des HAMILTON-Operators (2.1). Oben: Bili-
neare Wechselwirkungen. Unten: Biquadratische Wechselwirkungen.
H =
N=2X
i=1
‡
JrungS2i¡1S2i + JlegS2i¡1S2i+1 + J 0legS2iS2i+2
+ JdiagS2iS2i+1 + J
0
diagS2i¡1S2i+2 + JRR(S2i¡1S2i)(S2i+1S2i+2)
+ JLL(S2i¡1S2i+1)(S2iS2i+2) + JDD(S2i¡1S2i+2)(S2iS2i+1)
·
:
(2.1)
Hier und im Folgenden werden periodische Randbedingungen (PB) vorausgesetzt, d.h.
SN+1 · S1 und SN+2 · S2: (2.2)
N bezeichnet die (gerade) Anzahl der Spins. Die Si sind Spin-1/2-Operatoren, welche den
Vertauschungsrelationen der Drehimpulsalgebra gehorchen (~ = 1):
[Sfii ; S
fl
j ] = i–ij†
fifl°S°i : (2.3)
Produkte aus Spinoperatoren lassen sich mit Hilfe der so genannten Spin¤ipoperatoren aus-
dru¨cken:
SiSj = S
z
i S
z
j +
1
2
¡
S+i S
¡
j + S
¡
i S
+
j
¢
: (2.4)
Deren Wirkung auf Objekte mit Spin S = 1=2 ist auf die u¨bliche Weise de£niert:
S+j"i = 0; S¡j"i = j#i;
S+j#i = j"i; S¡j#i = 0: (2.5)
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Da alle Komponenten des Gesamtspins mit dem HAMILTON-Operator (2.1) vertauschen, d.h.
[H;Stot] = 0 mit Stot =
NX
i=1
Si; (2.6)
lassen sich die Eigenzusta¨nde mit den Quantenzahlen Magnetisierung und Gesamtspin cha-
rakterisieren.
Aufgrund von Geometrie und periodischen Randbedingungen istH invariant gegenu¨ber Git-
tertranslationen der La¨nge na (n 2 N), wobei a der Abstand der Dimerschwerpunkte ist:
Jede Einheitszelle entha¨lt zwei Spins. Damit erhalten wir fu¨r die erlaubten Wellenzahlen:
qn =
n
N=2
2…
a
mit n = 0; : : : ;N=2¡1: (2.7)
Im Folgenden stehen dimerisierte Systeme im Vordergrund, d.h. die Wechselwirkung auf den
Sprossen Jrung ist die wesentliche und alle u¨brigen ko¨nnen als kleine Sto¨rungen angesehen
werden. Im Grenzfall verschwindender Sto¨rungen ist das Problem in der Dimerbasis exakt
lo¨sbar: Je zwei Spins koppeln antiferromagnetisch (Jrung > 0) miteinander und bilden Dime-
re, deren quantenmechanische Eigenzusta¨nde entweder Singletts oder Tripletts sein ko¨nnen.
Der lokale HILBERT-Raum besteht somit aus vier Zusta¨nden (s. Tabelle 2.1). Der energe-
tisch niedrigste Zustand ist das Singlett, sodass der Grundzustand des gesamten Systems ein
direktes Produkt von Dimer-Singletts ist:
jSi =
N=2Y
i=1
jsi
2i¡1;i ; (2.8)
mit einer Energie von E0 = ¡3JrungN=8.
Dimer-Eigenzusta¨nde S Sz E(Dimer)
Singlett jsi = (j "#i ¡ j #"i)=p2 0 0 ¡3Jrung=4
Triplett jt(¡)i = j ##i 1 ¡1 Jrung=4
jt(0)i = (j "#i+ j #"i)=p2 1 0 Jrung=4
jt(+)i = j ""i 1 +1 Jrung=4
TABELLE 2.1: Dimerbasis: Quantenmechanische Darstellung der Dimer-Eigenzusta¨nde und
deren Eigenwerte.
Im anschließenden Abschnitt 2.1 werden zuna¨chst einige wohlbekannte Punkte und Lini-
en im Phasendiagramm der verallgemeinerten Spinleiter vorgestellt. Der darauf folgende
Abschnitt 2.2 bescha¨ftigt sich mit der alternierenden Spinkette und insbesondere mit dem
HEISENBERG-Antiferromagneten. Es soll gezeigt werden, inwieweit die Clusterentwicklung
die Eigenschaften wie Grundzustandsenergie, Anregungsenergie und Strukturfaktor wieder-
geben kann. Im Abschnitt 2.3 betrachten wir dann die verallgemeinerte Spinleiter in Hin-
blick auf die Dispersion und geben einen Bereich an, wo das Minimum der Anregung an
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inkommensurablen q-Werten zu £nden ist. Schließlich diskutieren wir im Abschnitt 2.4 den
Ein¤uss der zyklischen Vier-Spin-Wechselwirkung (Ringaustausch) auf die niederenergeti-
schen Anregungen der Leiter. Es wird ein Phasendiagramm erstellt, welches die Linie mit
verschwindender Anregungslu¨cke entha¨lt.
1
0 0.5
?
0
Dimer-
Punkt
S= 1
2
HAFM
(Sr2CuO3)
S=1 HAFM
(NENP) ¡1
fi
D
(N
N-
W
W
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SH
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-
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ie
fiL (NNN-WW)
-£
ficL = 0:2411
?
keine Anregungslu¨cke
?
MAJUMDAR-GHOSH
I
reine Leiter (SrCu2O3)
ABBILDUNG 2.2: Diagrammatische Darstellung des Parameterraums der verallgemeiner-
ten Spinleiter. fiD ist die Na¨chste-Nachbar-Wechselwirkung und fiL die
¨Uberna¨chste-Nachbar-Wechselwirkung.
2.1 Spezialfa¨lle der verallgemeinerten Spinleiter
Die verallgemeinerte isotrope Spinleiter bzw. die so genannte Zickzackkette erha¨lt man, in-
dem man in 2.1
Jleg = J
0
leg = fiLJrung ; (2.9)
Jdiag = fiDJrung (2.10)
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und
J 0diag = JRR = JLL = JDD = 0 (2.11)
einsetzt. Alle Wechselwirkungen werden in Einheiten der Sprossenwechselwirkung Jrung ge-
messen, sodass im Folgenden Jrung = 1 ist. In Abbildung 2.2 sind einige Punkte bzw. Linien
im fiL-fiD-Parameterraum hervorgehoben, die bekannte Spezialfa¨lle der verallgemeinerten
Spinleiter beschreiben.
† Der Dimer-Punkt (fiL = 0; fiD = 0):
Das Modell reduziert sich auf ein einfaches 2-Spin-Problem und ist, wie oben bereits
gezeigt wurde, exakt lo¨sbar. Der Grundzustand ist ein Dimer-Singlett-Produktzustand
mit Singletts auf den Sprossen:
jSi =
N=2Y
i=1
jsi
2i¡1;i : (2.12)
Das u¨brige Spektrum erha¨lt man durch Anregen der Singlett- zu Triplettbindungen und
besteht aus a¨quidistanten Linien mit Abstand Jrung.
† Das MAJUMDAR-GHOSH-Modell (fiL = 1=2; fiD = 1):
Am MAJUMDAR-GHOSH-Punkt bricht der Grundzustand die Translationsinvarianz
spontan und ist zweifach entartet mit Singlett-Bindungen entweder auf den Sprossen
(R-Dimer, Abbildung 2.3(a)) oder auf den Diagonalen (D-Dimer, Abbildung 2.3(b)):
jG§i =
N=2Y
i=1
jsi
2i§1;i : (2.13)
Die niedrigste Anregung ist ein Paar von Spinonen, welches durch Aufbrechen einer
Singlett-Bindung entsteht. Da die R- und D-Dimer-Kon£gurationen energetisch a¨qui-
valent sind, ko¨nnen sich die Spinonen auf unterschiedlichen Holmen der Leiter un-
abha¨ngig von ihrer relativen Entfernung frei bewegen (Abbildung 2.3(c)). Diese Streu-
zusta¨nde bilden daher ein Kontinuum. Ein Variationsansatz58 zeigt aber, dass unterhalb
des Kontinuums fu¨r q-Werte innerhalb eines eingeschra¨nkten Bereichs ein gebundener
Zustand existiert.
† Der S = 1=2-HEISENBERG-Antiferromagnet (S = 1=2-HAFM) (fiL = 0; fiD = 1):
Die isotrope S = 1=2-Spinkette wurde bereits im letzten Jahrhundert intensiv studiert.
Die wesentlichen Resultate sind mittels BETHE-Ansatzgleichungen5 gewonnen wor-
den: Der Grundzustand ist ein Spin-Singlett mit algebraisch zerfallenden ra¨umlichen
Korrelationsfunktionen. Die elementaren Anregungen sind Zusta¨nde mit S = 0 und
weisen keine Anregungslu¨cke auf: Sie bestehen aus Streuzusta¨nden von Spinonenpaa-
ren, und die Spinonen tragen einen Spin S = 1=2.
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(a) R-Dimer
(b) D-Dimer
(c)
(d)
(e)
ABBILDUNG 2.3: Darstellung der niederenergetischen Anregungen auf der SHASTRY-
SUTHERLAND-Linie (fiL; fiD = 2fiL). (a), (b): Entartete Grundzusta¨nde
am MG-Punkt. (c): Die niedrigsten Anregungen am MG-Punkt, beste-
hend aus zwei Spinonen, welche sich auf den unterschiedlichen Holmen
frei bewegen ko¨nnen. (d), (e): Anregungszusta¨nde auf der SHASTRY-
SUTHERLAND-Linie (fiD < 1), deren Energie proportional zum Abstand
der Spinonen ist.
Der HAFM ist ein hervorragendes Beispiel dafu¨r, dass mit Hilfe von Reihenentwick-
lungen auch Systeme mit verschwindender Anregungslu¨cke na¨herungsweise beschrie-
ben werden ko¨nnen. In Abschnitt 2.2 wird dieser Aspekt wieder aufgegriffen.
† Die SHASTRY-SUTHERLAND-Linie (fiL; fiD = 2fiL):
Sie verbindet den MAJUMDAR-GHOSH-Punkt mit dem Dimer-Punkt. Fu¨r fiD < 1
ist die R-Dimer-Kon£guration der exakte Grundzustand, wa¨hrend die D-Dimer-
Kon£guration kein Eigenzustand des Systems und energetisch sogar ungu¨nstiger ist.
Die am MG-Punkt vorhandene Entartung wird damit aufgehoben.
Wird eine Singlett-Bindung aufgebrochen, so entsteht analog zum MG-Modell ein
Spinonenpaar (s. Abbildung 2.3(d)). Da die R-Dimer-Kon£guration gegenu¨ber der
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D-Dimer-Kon£guration energetisch gu¨nstiger ist, ko¨nnen die Spinonen ihre Energie
durch Verminderung ihres Abstandes erniedrigen, d.h. die D-Dimer-Kon£guration er-
zeugt ein Einschlusspotential, welches proportional zur Entfernung der Spinonen ist.59
Folglich ist die niedrigste Anregung ein auf einer Sprosse lokalisiertes Spinonenpaar
(s. Abbildung 2.3(e)), welches auf den Sprossen der Leiter propagieren kann. Dieser
Mechanismus ist intuitiv einzusehen, da im Grenzfall fiD ! 0 isolierte Dimere vorlie-
gen, deren Anregungen Tripletts auf den Sprossen sind.
† Kritische Linie (fiL; fiD = 1):
Die Verbindungslinie zwischen dem S = 1=2-HAFM und dem MAJUMDAR-GHOSH-
Punkt ist von besonderem Interesse. Denn fu¨r 0 • fiL < ficL besitzt das System keine
Anregungslu¨cke, was der einzige Bereich im gesamten Parameterraum fiL ‚ 0 ist. Der
zur Zeit genaueste Wert ist ficL = 0:241167.60, 61
† Der S = 1-HEISENBERG-Antiferromagnet (HALDANE-Kette) (fiL <1; fiD ! ¡1):
Die Energien der Singletts auf den Diagonalen werden unendlich hoch, sodass sich
effektiv eine S = 1-Kette ergibt. Die elementare Anregung ist das HALDANE-Triplett.
2.2 Der HEISENBERG-Antiferromagnet
Wie im vorangegangenen Abschnitt bereits angeku¨ndigt bildet der HAFM ein hervorragen-
des Beispiel dafu¨r, wie man durch Extrapolation von Potenzreihen Systeme mit verschwin-
dender Anregungslu¨cke bzw. mit algebraisch zerfallender Korrelationsfunktionen beschrei-
ben kann. In den anschließenden Abschnitten werden die aus Reihenentwicklungen gewon-
nenen Grundzustandsenergien bzw. Dispersionen mit den aus dem BETHE-Ansatz gewon-
nenen, exakten Resultaten verglichen.
Um die Gu¨te der Entwicklungen nicht nur in ausgewa¨hlten Punkten zu u¨berpru¨fen, werden
feldtheoretische Resultate (z.B. Bosonisierung) zurate gezogen, die unter anderem Aussagen
u¨ber kritische Exponenten treffen.
2.2.1 Grundzustandsenergie
Betrachten wir zuna¨chst die Grundzustandsenergie. Dazu starten wir mit einer vollsta¨ndig di-
merisierten Kette am Dimer-Punkt: Der Grundzustand ist ein Produkt aus Singletts auf den
Sprossen. Schaltet man die Wechselwirkung fiD zwischen den Sprossen ein, so erzeugt der
HAMILTON-Operator Zusta¨nde mit Tripletts auf den Sprossen. Diese Zusta¨nde sind ebenfalls
Spinsingletts mit Stot = 0 und tauchen in einer Sto¨rungsentwicklung als virtuelle Zwischen-
zusta¨nde auf. Fu¨r die Grundzustandenergie erhalten wir aus einer Clusterentwicklung die
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folgende Potenzreihe:
EHAFM0
NJrung
= ¡3
8
¡ 3
4
~fi2D ¡
3
4
~fi3D ¡
13
16
~fi4D ¡
89
48
~fi5D ¡
463
96
~fi6D ¡
81557
6912
~fi7D ¡
414359
12960
~fi8D
¡2354594813
24883200
~fi9D ¡
3775570933
13235969
~fi10D ¡ : : : mit ~fiD =
1
4
fiD: (2.14)
Die Koef£zienten dieser Reihe sind bis zur 28. Ordnung Tabelle C.1 im Anhang zu ent-
nehmen. Bei dieser Entwicklung wurden Cluster mit maximal 14 Kanten verwendet. Dass
das Resultat dennoch von ho¨herer Ordnung ist, liegt an der Tatsache, dass ein Cluster mit n
Kanten erst in 2n-ter Ordnung zur Grundzustandsenergie beitra¨gt. Betrachten wir folgende
Sequenz virtueller Zusta¨nde, die in vierter Ordnung auf einem Cluster mit zwei Kanten zu
£nden ist:
js #¡ s¡ si ¡! jt0 ¡ t0
#¡ si ¡! jt0
#¡ s¡ t0i ¡! js¡ t0
#¡ t0i ¡! js¡ s¡ si:
Die Pfeile markieren die Bindungen, an denen die lokalen Anteile des HAMILTON-Operators
wirken. Im vorangehenden Kapitel haben wir bereits gesehen, dass nach Durchfu¨hrung der
Subcluster-Subtraktion fu¨r das Gewicht eines Clusters g mit n Kanten W (g) = 0 + O(‚n)
gilt. Es bleiben also nur Beitra¨ge u¨brig, bei denen jede Kante mindestens einmal beteiligt
ist, alle anderen sind in den Gewichten der Subcluster enthalten und werden subtrahiert.
Aufgrund der Struktur des HAMILTON-Operators werden mindestens zwei virtuelle Zwi-
schenzusta¨nde pro Kante beno¨tigt, um eine zur obigen analoge Sequenz zu erzeugen, die zur
Sto¨rungsentwicklung beitra¨gt. Fu¨r Systeme, welche mittels (2.1) beschrieben werden, gilt
somit allgemein:
W (g) = 0 +O(‚2n) mit m(g) = n: (2.15)
Ordnung EHAFM0 =NJ Ordnung EHAFM0 =NJ BETHE-Ansatz
0 -.375000000000 16 -.442386616753
2 -.421875000000 18 -.442510227481
4 -.436767578125 20 -.442603476834
6 -.439755757650 22 -.442675880707 1
4
¡ ln 2
8 -.440963788091 24 -.442733433713 … ¡:44314718056
10 -.441596793570 26 -.442780082332
12 -.441971914016 28 -.442818519391
14 -.442216734829
TABELLE 2.2: Aus einer Dimerentwicklung gewonnene Grundzustandsenergie fu¨r den
HAFM bis zur 28. Ordnung.
Die Reihenentwicklung (2.14) ist bis zur 15. Ordnung konsistent mit fru¨heren Vero¨ffent-
lichungen13, 62 und stellt eine Erweiterung um 13 Ordnungen dar. Abbildung 2.4 zeigt den
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Verlauf der Grundzustandsenergie als Funktion von fiD. Der aus dem BETHE-Ansatz ge-
wonnene exakte Wert fu¨r den HAFM wird mit großer Genauigkeit im Falle fiD ! 1 erreicht.
Tabelle 2.2 besta¨tigt dieses Ergebnis: In 28. Ordnung betra¨gt die Abweichung vom exakten
Wert lediglich 0:074%.
Folglich stimmt die Reihenentwicklung mindestens im Punkt fiD=1 mit dem exakten Resul-
tat sehr gut u¨berein. Um die Genauigkeit auch in der Umgebung von fiD =1 zu u¨berpru¨fen,
wird (2.14) mit feldtheoretischen Resultaten verglichen. Dazu fu¨hren wir eine Dimerisie-
rung – ein und betrachten den folgenden HAMILTON-Operator, der im Zusammenhang mit
so genannten Spin-PEIERLS-Systemen vielfach untersucht wurde:
~H = ~J
NX
i=1
£
1¡ (¡1)i–⁄SiSi+1: (2.16)
0 0.2 0.4 0.6 0.8 1
a D
-0.44
-0.42
-0.4
-0.38
E 0
H
A
FM
/N
J
0.92 0.94 0.96 0.98 1
a D
-0.44
-0.43
28. Ordnung
14. Ordnung
10. Ordnung
6. Ordnung
4. Ordnung
ABBILDUNG 2.4: Verlauf der Grundzustandsenergie auf der Linie fiL = 0 als Funktion der
Interdimerwechselwirkung fiD. Die Punkte markieren die exakten Resul-
tate der vollsta¨ndig dimerisierten Kette mit fiD = 0 und des HAFM mit
fiD = 1. Der Ausschnitt stellt den Bereich fiD = 1 in verschiedenen
Ordnungen vergro¨ßert dar.
Durch Vergleich von (2.16) mit (2.1) erhalten wir die folgenden Beziehungen:
fiD =
1¡ –
1 + –
und Jrung
~J
= 1 + –: (2.17)
38 Kapitel 2. Eindimensionale dimerisierte Spinsysteme
Entsprechend skaliert die Grundzustandsenergie ~E0 des Modells (2.16):
~E0(–)
~J
=
E0(–)
Jrung
(1 + –): (2.18)
Die niederenergetischen Anregungen in der NE´EL-geordneten Phase ko¨nnen einerseits mit
einem O(3) nichtlinearen Sigma-Modell4, 63 beschrieben werden. Andererseits liefert eine
JORDAN-WIGNER-Transformation und anschließende Bosonisierung63–65 Voraussagen u¨ber
das kritische Verhalten in der Na¨he von – = 0. Insbesondere £ndet man im Kontinuumsli-
mes63 fu¨r die Grundzustandsenergie:
~E0(–)¡ ~E0(0) / –4=3: (2.19)
Dieses Ergebnis gilt nur fu¨r kleine –, und fu¨r gewo¨hnlich gibt es noch logarithmische Kor-
rekturen j ln(–)j, die von marginalen Operatoren herru¨hren. Von einer Reihenentwicklung in
– kann allerdings eine solche Korrektur nicht erfasst werden.
-4 -3 -2 -1
log d
-6
-5
-4
-3
-2
-1
0
lo
g[
e 0(
d
) -
 e 0
(0)
]
Clusterentwicklung
e0(d ) - e0(0) µ d
(4/3)
-4 -3 -2 -1
log d
-6
-5
-4
-3
-2
-1
0
D
Clusterentwicklung
D µ d
(2/3)
ABBILDUNG 2.5: Doppelt logarithmische Darstellung der Grundzustandsenergie pro Spin
(links) und der Anregungslu¨cke (rechts) als Funktion von –. e0 und ¢ sind
dimensionslose Gro¨ßen, d. h. e0 = E0(1 + –)=NJrung. Zum Vergleich ist
das jeweilige feldtheoretische Resultat ebenfalls eingezeichnet. Die Ab-
weichungen vom linearen Verlauf entstehen unter anderem aufgrund von
Rundungsfehlern bei der Rechnung mit Fließkommazahlen. Besonders
deutlich werden die Abweichungen bei ¢.
Zum Vergleich setzen wir (2.17) in die Reihenentwicklung (2.14) ein. Abbildung 2.5 zeigt,
dass die doppelt logarithmische Auftragung von E0(–)¡E0(0) nur fu¨r log – 2 [¡2:5;¡1:0]
linear verla¨uft. Der Grund dafu¨r liegt einerseits in der endlichen Genauigkeit der Koef£zi-
enten (ca. zehn signi£kante Nachkommastellen bei der Rechnung mit Fließkommazahlen).
Andererseits treten Rundungsfehler bei der Auswertung der Potenzreihe auf, sodass Terme
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ho¨herer Ordnung fu¨r kleiner werdende – keinen Beitrag mehr liefern. Dies hat zur Folge,
dass die quadratischen bzw. linearen Anteile in (2.14) zu stark gewichtet werden.
Aus der Steigung kann im Bereich ¡2:5 • log – • ¡1:0 der Exponent berechnet werden:
1:277 § 0:075. Somit gibt die Reihenentwicklung im Rahmen der Rechengenauigkeit auch
das korrekte Verhalten der Grundzustandsenergie in der Na¨he von fiD=1 bzw. –=0 wieder.
0
p/4 p/2
q
0
0.5
1
1.5
w
(q)
0
p/10p/20
0.0
0.1
0.2
0.3
0.4
w
(q)
Bethe Ansatz
14. Ordnung
10. Ordnung
6. Ordnung
ABBILDUNG 2.6: Verlauf der Dispersionsrelation fiL = 0 und fiD = 1. Der vergro¨ßerte
Ausschnitt stellt den Bereich der Anregunglu¨cke in verschiedenen Ord-
nungen heraus.
2.2.2 Dispersion
In der Na¨he des Dimer-Punktes, an dem Jrung = 1 die einzige nicht verschwindende Wech-
selwirkung ist, kann die Dispersionsrelation der niedrigsten Triplett-Anregung sto¨rungstheo-
retisch untersucht werden. Regt man am Dimer-Punkt ein Singlett zu einem Triplett an, so
erha¨lt man die niedrigste Anregung, welche N -fach entartet ist. Schaltet man die Wechsel-
wirkung fiD zwischen den Dimeren ein, so erzeugt der HAMILTON-Operator Zusta¨nde, die
zwar mehr als eine Triplettanregung enthalten aber immer den Gesamtspin Stot = 1 besitzen.
In einer Sto¨rungsentwicklung sind diese virtuellen Zusta¨nde fu¨r die Propagation der Tripletts
verantwortlich.
Die am Dimer-Punkt entarteten Triplett-Anregungen ko¨nnen durch Einfu¨hrung einer Wel-
lenzahl q (s. (2.7)) unterschieden werden. Wir schreiben also in nullter Na¨herung die Wel-
lenfunktion der niedrigsten Anregung als Superposition von Produktzusta¨nden mit einem
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Triplett am Platz (2n¡1; 2n):
jˆi =
N=2X
n=1
eiqnjsi1;2jsi3;4 : : : jsi2n¡3;2n¡2jti2n¡1;2njsi2n+1;2n+2 : : : jsiN¡1;N : (2.20)
Aufgrund der Rotationsinvarianz des Systems im Spinraum ist in (2.20) die z-Projektion
des eingefu¨gten Tripletts fortgelassen worden. Dieser Zustand ist Ausgangspunkt fu¨r eine
sto¨rungstheoretische Untersuchung mittels Clusterentwicklung. Die resultierende Dispersi-
onsrelation ist eine Funktion in fiD und la¨sst sich folgendermaßen schreiben:
!(q) =
1X
n=0
nX
i=0
c
(n)
i fi
n
D cos(iqa): (2.21)
Hier bezeichnet a den Abstand der Dimerschwerpunkte. Die Koef£zienten c(n)i konnten bis
zur 14. Ordnung als Dezimalzahlen berechnet werden.
Ausgehend vom Dimer-Limit benutzen wir eine Einheitszelle, welche einen Dimer bzw.
zwei Spins entha¨lt. Sind die Spins gema¨ß Abbildung 2.7 auf einer Kette angeordnet und ha-
ben einen Abstand d = a=2, so hat die Einheitszelle im Gegensatz zur kristallographischen
eine La¨nge von a. Entsprechend sind die erlaubten q-Werte der ersten BRILLOUIN-Zone
qn = 4…n=Na mit n = 0; : : : ;N=2¡1. Im Falle fiD = 1 wird die Einheitszelle halbiert
und entha¨lt nur noch einen Spin, sodass entsprechend die Gro¨ße der ersten BRILLOUIN-
Zone verdoppelt wird: ~qm = 4…m=Na mit m = 0; : : : ;N ¡1. Man erkennt insbesondere,
dass sich die erlaubten q-Werte in ihrer Anzahl unterscheiden. Dennoch sind beide Darstel-
lungen a¨quivalent, weil die gro¨ßere Einheitzelle zwei Spins und daher zwei Moden entha¨lt.
Durch Faltung der ersten BRILLOUIN-Zone ko¨nnen die q-Werte ineinander u¨berfu¨hrt wer-
den: qn ¡! 2qn.
1 1 1fiD fiD
a
qn =
4…
Nan; n = 0; : : : ;
N
2
¡1
1 1 11 1
d= a
2
~qm =
4…
Nam; m = 0; : : : ;N¡1
ABBILDUNG 2.7: Halbierung der Einheitszelle und Verdoppelung der 1. BRILLOUIN-Zone
beim ¨Ubergang fiD ! 1.
Wir schreiben unter Benutzung der Koef£zienten aus (2.21) fu¨r die Dispersionsrelation mit
fiD = 1:
!(q) =
1X
n=0
nX
i=0
c
(n)
i cos(2nqa): (2.22)
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Abbildung 2.6 zeigt im Vergleich die sto¨rungstheoretisch und die aus dem BETHE-Ansatz
gewonnene, exakte Dispersion des HAFM:66, 67
!exakt(q) =
…
2
j sin(qa)j: (2.23)
Wie zu erwarten ist, kann die Sto¨rungstheorie am kritischen Punkt das lu¨ckenlose Verhalten
nur bedingt reproduzieren: in 14. Ordnung ist !(0) = 0:047990.
Wir wollen auch hier die Reihenentwicklung mit feldtheoretischen Ergebnissen vergleichen.
Dazu benutzen wir analog zum vorangegangenen Abschnitt den Spin-PEIERLS-HAMILTON-
Operator (2.16) und betrachten die Anregungslu¨cke ¢. Im Kontinuumslimes68 fu¨hrt eine Bo-
sonisierung auf einen relevanten Operator mit Skalendimension 1
2
, der eine Anregungslu¨cke
o¨ffnet:
¢ / –2=3: (2.24)
Eventuell vorhandene logarithmische Korrekturen sind in (2.24) fortgelassen worden. Aus
(2.21) erhalten wir bei q = 0 die Anregungslu¨cke als Potenzreihe in fiD:
¢ = 1¡ 1
2
fiD ¡ 3
8
fi2D +
1
32
fi3D ¡
5
384
fi4D ¡
761
12288
fi5D +
18997
1769472
fi6D
+
80686654
26270348227
fi7D ¡
1266676963
40151212588
fi8D + : : :¡
273356685
23313049843
fi14D :
(2.25)
Die bis zur 14. Ordnung vollsta¨ndige Reihe ist in Anhang C.1.3 zu £nden, in der wir die
Relationen (2.17) einsetzen. Eine doppelt logarithmische Auftragung ist in Abbildung 2.5
zu £nden. Im Gegensatz zur Grundzustandsenergie treten die Abweichungen von (2.24) we-
sentlich deutlicher hervor. Auch hier ist als mo¨glicher Grund die mangelnde Genauigkeit
bei der Rechnung mit Fließkommazahlen zu nennen, die eine Gewichtung der quadratischen
bzw. linearen Terme in (2.25) versta¨rkt. Auf der anderen Seite ko¨nnten insbesondere im Falle
der Anregungslu¨cke logarithmische Korrekturen an Bedeutung gewinnen, die zu einem
”
ef-
fektiven“ Exponenten69 fu¨hren, der sich langsam mit der Systemla¨nge bzw. mit der Ordnung
der Reihenentwicklung a¨ndert. Die Existenz von effektiven Exponenten ist auch der Grund
dafu¨r, warum Pade´-Approximanten auf falsche kritische Exponenten fu¨hren.70
2.2.3 Singlett-Triplett- ¨Ubergangssta¨rken
Die Untersuchung des dynamischen Strukturfaktors ist von vielfa¨ltigem Interesse, da er
einen Einblick in die mikroskopische Struktur einer Substanz gibt. Magnetische Anregungen
ko¨nnen durch Sonden wie beispielsweise Photonen fu¨r S = 0 Zusta¨nde (RAMAN-Streuung)
oder Neutronen fu¨r S = 1 Zusta¨nde (inelastische Neutronenstreuung) vermessen werden,
sodass eine experimentelle ¨Uberpru¨fung des theoretischen Modells durch den Strukturfaktor
ermo¨glicht wird.
Wie im Abschnitt 1.4 erwa¨hnt sind wir an der Singlett-Triplett- ¨Ubergangssta¨rke, d.h. an dem
auf die niedrigste (S = 1) Anregung beschra¨nkten Strukturfaktor interessiert und wollen
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diesen numerisch ermitteln. Wir starten dazu im Dimer-Limit und berechnen die Gro¨ßen
Afiflij (n) mittels Clusterentwicklung. Da das Modell rotationsinvariant ist, genu¨gt es Azzij (n)
zu entwickeln. Bis einschließlich erster Ordnung erhalten wir:
Szz0!1(q; !1) =
1
2
[1¡ cos(2qd)] (1 + 1
2
fiD cos(qa)) +O(fi2D): (2.26)
Hier bezeichnet q die Projektion des Wellenvektors q auf die Kettenrichtung. Die Unter-
dru¨ckung des Strukturfaktors fu¨r kleine q durch 1 ¡ cos(2qd) / sin2(qd) ist typisch fu¨r
Systeme bestehend aus isolierten Dimeren. Szz0!1(q; !1) wird dadurch moduliert, sodass ei-
ne Bestimmung von d mo¨glich wird. Der zweite Faktor bewirkt ebenfalls eine Modulation,
jedoch mit einer gro¨ßeren Frequenz (solange qd < qa) und erlaubt die Messung von a.
Die Korrektur in erster Ordnung stammt von der Sto¨rungsentwicklung der Grundzustands-
energie und beschreibt den Ein¤uss der Zweiquanten-Anregungen auf die niedrigste
Anregung. Es wird vermutet, dass diese Wechselwirkung mittels Neutronenstreuung an
Sr14Cu24O41-Einkristallen sichbar ist.71
Eine systematische Entwicklung des Strukturfaktors zu ho¨heren Ordnungen ergibt, dass sich
dieser in drei Teile zerlegen la¨sst:
Szz0!1(q; !1) =
1
2
(1¡ cos(2qd))Bc(q; fiD) + 1
2
sin(2qd)Bs(q; fiD) + ⁄(q;d; fiD): (2.27)
Man erkennt insbesondere, dass ein Term / sin(2qd) auftritt, der aber erst in zweiter Ord-
nung beitra¨gt. Der Strukturfaktor konnte bis zur 10. Ordnung berechnet werden, dessen Ent-
wicklung bis zur vierten folgendermaßen lautet:
Bc(q; fiD) =
4X
i=0
„i cos(iqa) und Bs(q; fiD) =
4X
i=0
”i sin(iqa) (2.28)
mit
„0 = 1¡ 5
16
fi2D ¡
3
32
fi3D +
25
1536
fi4D; ”0 = 0;
„1 =
1
2
fiD ¡ 1
8
fi2D ¡
5
192
fi3D +
41
2304
fi4D; ”1 =
1
4
fi2D +
7
96
fi3D ¡
131
204
fi4D;
„2 =
3
16
fi2D +
7
48
fi3D +
23
1024
fi4D; ”2 =
1
48
fi3D +
25
2304
fi4D;
„3 =
5
64
fi3D +
155
2304
fi4D; „4 =
35
1024
fi4D; ”3 =
23
1152
fi4D; ”4 = 0;
sowie
⁄(q;d; fiD) =
1
128
fi4D (cos(2qd)¡ cos(2qa)) : (2.29)
Die Terme in Bc(q; fiD) sind konsistent mit fru¨heren Vero¨ffentlichungen.44 Die Terme in
Bs(q; fiD) bzw. ⁄(q;d) sind zusa¨tzliche Korrekturen und wurden bisher nicht berechnet.
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Bei der Berechnung von (2.27) wurden die vollsta¨ndigen Entwicklungen sowohl des Grund-
zustandes jˆ0i als auch der Einteilchenanregung jˆ1i beru¨cksichtigt. Insbesondere unter-
scheiden sich die Matrixelemente der Spins auf einer Sprosse nicht nur im Vorzeichen, d. h.
hˆ1jS2ijˆ0i 6= ¡hˆ1jS2i+1jˆ0i, was auf die zusa¨tzlichen Korrekturen in (2.27) fu¨hrt.
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ABBILDUNG 2.8: Singlett-Triplett- ¨Ubergangssta¨rken fu¨r (VO)2P2O7 mit d = 5:1 ªA, a =
8:3 ªA und fiD = 0:8.72 Die zusa¨tzlichen Korrekturen vera¨ndern zwar nicht
den prinzipiellen Verlauf, sind aber deutlich zu erkennen. Der Ausschnitt
qa 2 [0; 10…] wurde gewa¨hlt, um Vergleichbarkeit mit Ref. 44 herzustel-
len.
Ein prominentes Beispiel, welches in diesem Zusammenhang untersucht wurde, ist
(VO)2P2O7.44 Demnach sind in dieser Substanz die magnetischen V 4+-Ionen so in einer
Kette angeordnet, dass d = jdj = 5:1 ªA und a = jaj = 8:3 ªA ist.72 Diese La¨ngen cha-
rakterisieren die oben genannten Modulationen, wodurch der Verlauf des Strukturfaktors
sehr emp£ndlich auf des Verha¨ltnis a=d reagiert. Abbildung 2.8 zeigt das Ergebnis einer
Berechnung bis zur vierten Ordnung mit fiD = 0:8 und d=a = 5:1=8:3 sowohl mit als auch
ohne die zusa¨tzlichen Korrekturen. Zum Vergleich ist der Strukturfaktor fu¨r isolierte Dimere
ebenfalls eingezeichnet. Man erkennt, dass die Korrekturen den prinzipiellen Verlauf nicht
vera¨ndern. Sie sind aber dennoch deutlich zu erkennen. In Abbildung 2.9 zeigen wir
den Strukturfaktor in 10. Ordnung und fu¨r verschiedene fiD. Fu¨r anwachsende fiD ist die
Ausbildung von Spitzen bei Vielfachen von 2… erkennbar.
Betrachten wir die ¨Ubergangssta¨rken fu¨r den Spezialfall d = a
2
, so erhalten wir den in Ab-
bildung 2.10 dargestellten Verlauf. Im Limes fiD ! 1 erhalten wir die antiferromagnetische
HEISENBERG-Kette: Deutlich zu erkennen sind die Auspra¨gungen von Spitzen bei Viel-
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fachen von 2…⁄. ¨Ahnliche Ergebnisse erha¨lt man mittels Kettenbruchentwicklungen20, 73, 74
oder LANCZOS-Diagonalisierungen.21 Jedoch kann bei diesen Methoden der Strukturfaktor
nur fu¨r eine kleine Anzahl von q-Werten ermittelt werden.
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ABBILDUNG 2.9: Singlett-Triplett- ¨Ubergangssta¨rken in 10. Ordnung fu¨r d = 5:1 ªA, a =
8:3 ªA und unterschiedliche fiD.
0 2 4 6 8 10
qa/ p
0
0.5
1
1.5
Sz
z (q
,w
1)
a D = 0.80
a D = 0.90
a D = 0.95
a D = 1.00
ABBILDUNG 2.10: Singlett-Triplett- ¨Ubergangssta¨rken in 10. Ordnung fu¨r a=d = 2 und un-
terschiedliche fiD. Deutlich zu erkennen sind die Spitzen bei Vielfachen
von ….
⁄Man beachte, dass wir mit der doppelten Einheitzelle arbeiten. Im Grenzfall fiD = 1 entha¨lt die Einheits-
zelle nur noch einen Spin, sodass die Spitzen bei Vielfachen von … zu £nden sind.
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2.3 Die verallgemeinerte Spinleiter
Im Folgenden soll die verallgemeinerte Spinleiter aus Abschnitt 2.1 mittels Dimerentwick-
lung genauer untersucht werden. Von besonderem Interesse ist die Dispersionsrelation der
niedrigsten Triplettanregung im Bereich, in dem die Anregungslu¨cke vom Impuls q = 0 nach
q = … wechselt.
In den letzten Jahren gab es eine Reihe von Arbeiten, welche sich mit dimerisierten Spin-
ketten bescha¨ftigten. Neben Methoden wie Random Phase Approximation,75 exakter Diago-
nalisierung,76 Kettenbruchentwicklungen73 und DMRG77 spielten Reihenentwicklungen bis
zu hohen Ordnungen in der Na¨he des Dimerpunktes eine große Rolle: Fu¨r reine Spinleitern
bis zur 8. Ordnung,78 fu¨r die alternierende HEISENBERG-Kette bis zur 9. Ordnung44 und fu¨r
Systeme auf der SHASTRY-SUTHERLAND-Linie unter Ausnutzung einer besonderen Sym-
metrie bis zur 28. Ordnung.70
2.3.1 Dispersion
Da die Dimerwechselwirkung die sta¨rkste ist, nehmen wir fu¨r die sto¨rungstheoretische Un-
tersuchung folgende Ersetzungen vor:
Jrung ¡! 1; Jleg ¡! fiL = Jleg=Jrung und Jdiag ¡! fiD = Jdiag=Jrung: (2.30)
Untersuchungen mittels eines effektiven Dimermodells,29, 53, 79 welches als relevante Wech-
selwirkung lediglich die Kombination fiL¡ 12fiD beru¨cksichtigt, ergeben ein quadratwurzel-
artiges Verhalten der Dispersion (s. auch 3.1.2):
~!(q) =
p
1 + 2!(1) mit !(1) = (fiL ¡ 1
2
fiD) cos(q): (2.31)
In obiger Gleichung ist 1+!(1) die Dispersion in niedrigster Ordnung, welche eine BLOCH-
artige Propagation eines zu einem Triplett angeregten Singletts beschreibt.
Die mittels Clusterentwicklung gewonnene Dispersionsrelation, die wir im Folgenden als
vollsta¨ndige Dispersionsrelation bezeichnen, ist eine Funktion der Kopplungskonstanten fiL
und fiD:
!(q) =
1X
n=0
nX
i=0
nX
j=0
a
(n)
i;j fi
j
Lfi
n¡j
D cos(iqa): (2.32)
Die Koef£zienten a(n)i;j ko¨nnen mit Hilfe des in Abschnitt 1.5.1 vorgestellten Verfahrens bis
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ABBILDUNG 2.11: Vergleich der Anregungsspektren mit fester effektiver Dimerwechsel-
wirkung fiL¡12fiD= 38 . Die effektive Dimerdispersion (2.31) ist ebenfalls
eingezeichnet.
zur 12. Ordnung berechnet werden. Bis einschließlich dritter Ordnung £nden wir:
!(3)(q) = „0 + „1 cos(qa) + „2 cos(2qa) + „3 cos(3qa); (2.33)
„0 = 1¡ 1
4
fi2D(1 + fiL) +
3
8
(fiL ¡ 1
2
fiD)
2(2 + fiL +
1
2
fiD);
„1 = fiL ¡ 1
2
fiD ¡ 1
4
fi2D(1 + fiL)¡
1
4
(fiL ¡ 1
2
fiD)
3;
„2 = ¡1
4
(fiL ¡ 1
2
fiD)
2(1 + fiL +
1
2
fiD);
„3 =
1
8
(fiL ¡ 1
2
fiD)
3:
Entwickelt man die Wurzel aus (2.31) fu¨r kleine !(1), so sind alle bis zu einer gegebenen Ord-
nung entstehenden Terme in der vollsta¨ndigen Dispersionsrelation (2.32) bereits enthalten.
Die aus der Clusterentwicklung stammenden, zusa¨tzlichen Terme ho¨herer Ordnung haben
die Form
filLfi
m¡l
D cos(iqa) mit m > i; l = 0 : : :m (2.34)
und beru¨cksichtigen die Wechselwirkung des propagierenden Tripletts mit ho¨her angeregten
Zusta¨nden.
Fixiert man die effektive Wechselwirkung fiL¡ 12fiD auf einen bestimmten Wert, so ist eine
der individuellen Wechselwirkungen fiL und fiD frei wa¨hlbar. Beispielweise zeigt Abbil-
dung 2.11 Dispersionskurven, in denen fiL¡ 12fiD = 38 festgelegt ist. Die Unterschiede sind
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deutlich zu erkennen. Zur Orientierung ist die effektive Dimerdispersion (2.31) ebenfalls ein-
gezeichnet. Insbesondere im Bereich der Anregungslu¨cke sind große Differenzen zu sehen.
2.3.2 Inkommensurabler Bereich
Ausgehend von der Dispersion (2.32) soll die Umgebung der SHASTRY-SUTHERLAND-
Linie (fiL = 12fiD) na¨her untersucht werden. In erster Ordnung Sto¨rungstheorie bzw. im ef-
fektiven Dimermodell ist die Dispersion ¤ach. Entfernt man sich von dieser Linie, so liegt
die Anregunglu¨cke ¢ fu¨r fiL < 12fiD bei qmin = 0 und fu¨r fiL >
1
2
fiD bei qmin = …. In die-
ser Na¨herung geht der Wechsel sprunghaft vor sich, sodass ¢ dort eine unstetige Ableitung
besitzt. Ein solches Verhalten wurde zwar mittels exakter Diagonalisierung21 fu¨r fiL < 0:5
nachgewiesen, widerspricht aber dem in Abbildung 2.12 dargestellten Verlauf, der keine
Knickpunkte aufweist. Diese aus einer Entwicklung bis zur 12. Ordnung ermittelten Kurven
liegen unterhalb derjenigen, die man aus einer Analyse der Dispersion in den Punkten q=0
bzw. q=… erha¨lt.
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ABBILDUNG 2.12: Verlauf der Anregungslu¨cke ¢ als Funktion von fiD fu¨r verschiedene
fiL. Der vergro¨ßerte Ausschnitt zeigt deutlich die abgerundeten Verla¨ufe
der Kurven im Bereich der Maxima.
Die Vermutung liegt nahe, dass es einen Bereich gibt, in welchem das Minimum der Dis-
persion nicht bei qmin =0 oder qmin =… sondern bei qmin2 ]0; …[ liegt. Abbildung 2.13 zeigt
einige typische Verla¨ufe, die dieses Verhalten wiederspiegeln. Obwohl eine geringe Band-
breite der Dispersion vorliegt, ist die Auspra¨gung der Minima deutlich zu erkennen.
Weiterhin zeigt Abbildung 2.13, dass sich die Lage der Minima fu¨r £xierte fiL und variie-
rende fiD kontinuierlich von qmin = 0 nach qmin = … verschiebt. Deutlicher wird dieses
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ABBILDUNG 2.13: Dispersionen mit Minimum bei qmin 6= 0. Die Holmwechselwirkung ist
auf fiL = 0:2 £xiert.
Verhalten, wenn man qmin als Funktion von fiD fu¨r verschiedene fiL auftra¨gt. Um gleichzei-
tig einen Eindruck u¨ber die Breite des ¨Ubergangsbereichs zu erhalten, sind die Kurven in
Abbildung 2.14 so verschoben, dass die Punkte mit qmin = … koinzidieren. Im Folgenden
bezeichnen wir den Bereich, in dem 0 < qmin < … ist, als inkommensurabel.
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ABBILDUNG 2.14: Verlauf von qmin in Abha¨ngigkeit von fiD beim ¨Uberschreiten des q-
inkommensurablen Bereichs.
Das Auftreten von inkommensurablen Wellenvektoren, an denen die niedrigste Anregung
ein Minimum besitzt, steht in enger Verbindung mit so genannten Unordnungspunkten bzw.
-linien (engl. disorder points, disorder lines), die durch inkommensurable ra¨umliche Spin-
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Spin-Korrelationen gekennzeichnet sind. Beispielsweise ist die SHASTRY-SUTHERLAND-
Linie zusammen mit dem MAJUMDAR-GHOSH-Punkt eine Unordnungslinie.
Genau genommen liegt die Phasengrenze des inkommensurablen Bereichs in der Na¨he
von so genannten LIFSHITZ-Punkten bzw. LIFSHITZ-Linien, an denen das Maximum
des statischen Strukturfaktors (d. h. der FOURIER-Transformierten der Spin-Spin-
Korrelationsfunktion) von 0 nach … zu wandern beginnt. In der Regel liegen im
Phasendiagramm LIFSHITZ-Punkte in einer kleinen Umgebung zur Grenze zum in-
kommensurablen Bereich. LIFSHITZ-Linien und Unordnungslinien fallen gewo¨hnlich nicht
zusammen, enden aber gemeinsam in einem multikritischen Punkt.80 In Experimenten kann
der statische Strukturfaktor vermessen werden, sodass LIFSHITZ-Linien direkt beobachtet
werden ko¨nnen.
Bevor wir den inkommensurablen Bereich etwas genauer analysieren, mu¨ssen wir ausschlie-
ßen, dass die Minima nicht aufgrund mangelnder Konvergenz der Sto¨rungsreihen auftreten.
Dazu betrachten wir sowohl qmin als auch die dort auftretende Anregungslu¨cke ¢ in ver-
schiedenen Ordnungen. Abbildung 2.15 zeigt in beiden Gro¨ßen, dass die Reihen bereits ab
der 6. Ordnung konvergent sind. Ebenso geben Daten aus LANCZOS-Diagonalisierungen19, 20
Hinweise auf die Existenz eines q-inkommensurablen Bereichs; jedoch stehen bei dieser Me-
thode nur fu¨r eine begrenzte Anzahl von Impulsen q Energiewerte zur Verfu¨gung.
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ABBILDUNG 2.15: Gro¨ße und Lage der Anregungslu¨cke in verschiedenen Ordnungen. Die
Wechselwirkungen sind fiL = 0:2000 und fiD = 0:3344. Die gepunkte-
ten Linien dienen der Orientierung.
Zur weiteren Charakterisierung des inkommensurablen Bereichs untersuchen wir zuna¨chst
die Lage der Kurvenmaxima in Abbildung 2.12. Im effektiven Modell wechselt die Anre-
gungslu¨cke ¢ sprunghaft von qmin = 0 nach qmin = … auf der SHASTRY-SUTHERLAND-
Linie. Die vollsta¨ndige Dispersionsrelation (2.32) hingegen zeigt bereits in der 2. Ordnung,
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dass dieser Wechsel nicht auf der Linie fiL = 12fiD statt£ndet, denn es gilt:
¢ =
8>><
>>:
1¡ 1
4
fi2D +O(fi4D) fiL = 12fiD + 14fi2D
1 + fiL ¡ 12fiD + 12(fiL ¡ 12)2 ¡ 12fi2D fiL < 12fiD + 14fi2D
1¡ fiL + 12fiD + 12(fiL ¡ 12)2 fiL > 12fiD + 14fi2D
: (2.35)
Diese Abscha¨tzungen sind aus einem Vergleich der Anregungsenergien bei q=0 und q=…
hervorgegangen. In dieser Na¨herung sollte demnach ein Knick am Maximalwert der Anre-
gungslu¨cke auftreten, da ¢ eine unstetige Ableitung bei fiL = 12fiD +
1
4
fi2D besitzt.
Offenbar tritt eine endliche Breite des inkommensurablen Bereichs erst in ho¨heren Ordnun-
gen auf. Durch Differentiation von (2.32) nach q und anschließendes Nullsetzen ko¨nnen die
¨Ubergangslinien bestimmt werden. Allerdings sind die entstehenden multigraden Gleichun-
gen schwer zu lo¨sen und ergeben keinen analytischen Zusammenhang. Wesentlich einfacher
ist die folgende Vorgehensweise. Dazu nutzen wir die Stetigkeit der Dispersionsrelation aus
und bemerken, dass ein Minimum fu¨r 0 < qmin < … auftritt, falls
(a) !(0)¡ !(x) < 0 und !(0) • !(…),
(b) !(…)¡ !(… ¡ x) > 0 und !(0) ‚ !(…).
Die Ungleichungen werden fu¨r kleine x entwickelt, wobei die erste nicht verschwindende
Ordnung x2 ist. Konstante Terme tauchen aufgrund der obigen Differenzbildungen nicht auf,
sodass es ausreichend ist, den Koef£zienten vor x2 Null zu setzen, der eine Funktion von fiD
und fiL ist. Zur Lo¨sung benutzen wir fu¨r fiuD bzw. fioD einen Potenzreihenansatz in fiL und
erhalten schließlich:
fiuD(fiL) • fiD • fioD(fiL) (2.36)
fiuD(fiL) = 2fiL ¡ 2fi2L + 2fi3L ¡
5
2
fi4L +
21
4
fi5L ¡
141
16
fi6L +O(fi7L) (2.37)
fioD(fiL) = 2fiL ¡ 2fi2L + 2fi3L ¡
1
2
fi4L +
3
4
fi5L ¡
25
16
fi6L +O(fi7L): (2.38)
Deutlich zu erkennen ist die oben bereits erwa¨hnte Abweichung beider Grenzen von der
SHASTRY-SUTHERLAND-Linie in zweiter Ordnung. Eine endliche Breite des inkommensu-
rablen Bereichs ist erst in vierter Ordnung sichtbar. Abbildung 2.16 zeigt diesen Bereich in
der Na¨he des Dimerpunktes. Zum Vergleich sind einige numerisch ermittelte Punkte auf den
¨Ubergangslinien aus der vollsta¨ndigen Dispersion (2.32) eingezeichnet: Die ¨Ubereinstim-
mungen treten deutlich hervor.
2.4 Ringaustausch
Bei Halbfu¨llung und fu¨r große U=t ko¨nnen die magnetischen Eigenschaften des
HUBBARD-Modells mit Hilfe effektiver Spinwechselwirkungen beschrieben werden.
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ABBILDUNG 2.16: Darstellung des inkommensurablen Bereichs in der Na¨he der SHASTRY-
SUTHERLAND-Linie.
In fu¨hrender Ordnung erha¨lt man die antiferromagnetische HEISENBERG-Wechselwirkung
J = 4t2=U . Beru¨cksichtigt man Terme ho¨herer Ordnung bzw. nicht nur Na¨chste-Nachbar-
Wechselwirkungen, so ergeben sich auch biquadratische Spinwechselwirkungsterme.81–83
Allerdings werden in dieser Beschreibung die bilinearen und biquadratischen Wechselwir-
kungen nur noch durch zwei Parameter t und U dargestellt.
Explizit wurden die biquadratischen Wechselwirkungen in der Beschreibung der magneti-
schen Eigenschaften von festem 3He beru¨cksichtigt.84 Im Bereich stark korrelierter Elek-
tronensysteme zeigte die Untersuchung der niederenergetischen Anregungen eines d-p-
Modells, dass der HAMILTON-Operator, welcher CuO2-Ebenen beschreibt, einen endlichen
Wert fu¨r den Ringaustausch enthalten sollte.26, 27
Weiter motiviert werden konnte der Ringaustausch durch elastische Neutronenstreuung22
sowie durch NMR Experimente23–25 an den Materialien Sr14Cu24O41 und Ca8La6Cu24O41.
In diesen Substanzen bilden die magnetischen Momente, d.h. die Cu-Atome, eindimensio-
nale Leitersysteme. Beru¨cksichtigt man weder die biquadratischen Terme noch die Diago-
nalwechselwirkungen Jdiag bzw. J 0diag in (2.1), so ergibt eine Analyse der Spektren, dass
Jleg … 2Jrung sein muss. Dieses Resultat kann weder mit der geometrischen noch mit der
elektronischen85 Struktur der Leiter gerechtfertig werden. Ferner ko¨nnen durch Hinzunah-
me einer Diagonalwechselwirkung die experimentellen Daten nicht hinreichend erkla¨rt wer-
den.86
Wir beschreiben den Ringaustausch auf einer Plakette bestehend aus vier Spins an den Po-
sitionen i, j, k und l mit Hilfe einer symmetrischen (hermiteschen) Linearkombination von
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Permutationsoperatoren Pijkl:
Hring = Jring
2
X
hijkli
¡
Pijkl + P
¡1
ijkl
¢
: (2.39)
In (2.39) bedeutet hijkli die Summe u¨ber Gruppen von vier Spins auf einer Plakette. Pijkl
nimmt eine zyklische Vertauschung der Spinmomente vor, d.h.
Pijkl
flflflfli jl k
À
=
flflflfl l ik j
À
bzw. P¡1ijkl
flflflfli jl k
À
=
flflflflj ki l
À
: (2.40)
Der Bezug zu bilinearen bzw. biquadratischen Wechselwirkungen wird deutlich, wenn man
Pijkl als Produkt von Zweiteilchenpermutationsoperatoren schreibt, die ihrerseits mit Hilfe
von Spinoperatoren S ausgedru¨ckt werden. Fu¨r den HAMILTON-Operator erhalten wir somit:
Hring = Jring
2
X
hijkli
•
1
4
+ SiSj + SjSk + SkSl + SlSi + SiSk + SjSl
‚
+ 2Jring
X
hijkli
h
(SiSj)(SkSl) + (SiSl)(SjSk)¡ (SiSk)(SjSl)
i
:
(2.41)
Fu¨r eine spezielle Wahl der Kopplungskonstanten ist der Ringaustausch bereits in (2.1) ent-
halten:
Jrung = J
bi
rung + Jring ; (2.42)
Jleg = J
0
leg = J
bi
leg +
1
2
Jring ; (2.43)
Jdiag =
1
2
Jring (2.44)
bzw.
JRR = JLL = ¡JDD = 2Jring: (2.45)
Neben dem Ringaustausch wurden in den obigen Gleichungen zusa¨tzliche bilineare Wech-
selwirkungen beru¨cksichtigt, die der Geometrie der Spinleiter Rechnung tragen. In Abbil-
dung 2.17 ist die Wechselwirkungsstruktur dargestellt.
2.4.1 Dispersion
Die Dispersionsrelation der niedrigsten Triplett-Anregung kann wieder sto¨rungstheoretisch
mittels Clusterentwicklung in der Na¨he des Dimer-Punktes, an dem Jbirung die einzige nicht
verschwindende Wechselwirkung ist, bis zu sehr hohen Ordnungen berechnet werden.
Fu¨r die sto¨rungstheoretische Untersuchung nehmen wir die folgende Ersetzung vor, sodass
alle Energien in Einheiten der wesentlichen Wechselwirkung Jbirung gemessen werden:
Jbirung ¡! 1; Jbileg ¡! fiL = Jbileg=Jbirung und Jring ¡! fiR = Jring=Jbirung: (2.46)
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ABBILDUNG 2.17: Schematische Darstellung des Ringaustausches auf einer Spinleiter.
Zusa¨tzliche bilineare Terme sind ebenfalls eingezeichnet.
Die Dispersionsrelation ist eine Funktion in fiL und fiR und besitzt die folgende Form:
!(q) =
1X
n=0
nX
i=0
nX
j=0
c
(n)
i;j fi
j
Lfi
n¡j
R cos(iqa): (2.47)
Die Koef£zienten c(n)i;j , welche unter Beru¨cksichtigung von Clustern mit maximal zwo¨lf Kan-
ten berechnet werden konnten, sind im Anhang C.2.1 bis zur sechsten Ordnung tabelliert. Bis
einschließlich vierter Ordnung lautet die Dispersionsrelation:
!(3)(q) = „0 + „1 cos(qa) + „2 cos(2qa) + „3 cos(3qa) + „4 cos(4qa); (2.48)
„0 = 1¡ 2fiR + 1
64
(fiL ¡ fiR)2
¡
48 + 120fiR + 24fiL + 179fi
2
R + 210fiLfiR ¡ 13fi2L
¢
;
„1 = fiR + fiL ¡ 1
16
(fiL ¡ fiR)2 (fiR + fiL) (4 + 5fiL + 5fiR) ;
„2 = ¡ 1
32
(fiL ¡ fiR)2
¡
8 + 8fiR + 8fiL + fi
2
L + 26fiLfiR + fi
2
R
¢
;
„3 =
1
8
(fiL ¡ fiR)2 (fiR + fiL) (1 + fiL + 3fiR) ;
„4 = ¡ 1
64
(fiL ¡ fiR)2
¡
5fi2L + 6fiLfiR + 5fi
2
R
¢
:
Man erkennt, dass in der Dispersion der fu¨hrende Koef£zient „1 / fiR + fiL ist. Ergibt die
Analyse von experimentell ermittelten Anregungspektren ohne Beru¨cksichtigung von fiR zu
große Werte fu¨r fiL, welche aufgrund der geometrischen bzw. der elektronischen Struktur der
untersuchten Substanz unphysikalisch erscheinen, so kann die Hinzunahme des Ringaustau-
sches die Holmwechselwirkung reduzieren.
Weiterhin zeigt sich, dass der Ringaustausch nicht nur die Lage sondern auch die Form der
Dispersionskurven a¨ndert. Grundsa¨tzlich werden die Kurven fu¨r negative fiR zu ho¨heren und
fu¨r positive fiR zu niedrigeren Anregungsenergien verschoben. Die Abbildungen 2.18 und
2.19 zeigen einige Dispersionskurven sowohl fu¨r fiL = 12 als auch fu¨r fiL =
1
4
.
Fu¨r eine weitere Charakterisierung ko¨nnen einerseits die Bandbreite und andererseits die
Steigung im Bereich 2…
3
• q • … herangezogen werden.87
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ABBILDUNG 2.18: Ringaustausch fu¨r fiL = 0:25 in 14. Ordnung und unterschiedliche fiR.
Die Kurve fu¨r fiR = 0:35 zeigt, dass die Anregungsenergie unterhalb der
Grundzustandsenergie sinkt. Hier existiert ein Phasenu¨bergang, welcher
von der Sto¨rungstheorie nicht erfasst werden kann (s. Abschnitt 2.4.2).
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ABBILDUNG 2.19: Ringaustausch fu¨r fiL = 0:50 in 14. Ordnung und unterschiedliche fiR.
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2.4.2 Phasendiagramm
Mit Hilfe des Matrixprodukt-Ansatzes kann gezeigt werden, dass auf der Linie fiL = fiR der
Grundzustand ein Produkt von Singletts auf den Sprossen87, 88 ist. Weiterhin kann nachge-
wiesen werden, dass die Wellenfunktion der niedrigsten Anregung, welche analog zu (2.20)
eine Superposition von Produktzusta¨nden mit einem Triplett am Platz (2n ¡ 1; n) darstellt,
ein exakter Eigenzustand88 ist und die Energie
!t(q) = 1¡ 2fiR + 2fiR cos(qa) (2.49)
besitzt. Dieses Ergebnis ist konsistent mit dem der Sto¨rungsentwicklung, da fu¨r fiL = fiR
die in (2.48) dargestellen Terme auf ein Abbrechen der Reihe nach der ersten Ordnung
hinweisen. Wie aus (2.49) ersichtlich ist, verschwindet die Anregungslu¨cke bei q = … fu¨r
fiR ! 14 . Es wird vermutet, dass dieser Punkt zu einer ¨Ubergangslinie in eine dimerisierte
Phase geho¨rt, die durch eine spontan gebrochene Translationssymmetrie entlang der Leiter
und durch eine Verdoppelung der magnetischen Einheitszelle charakterisiert ist.87, 88
Ausgehend von diesem Resultat untersuchen wir die Umgebung des Punktes fiL = fiR = 14
und ermitteln die ¨Ubergangslinie, an der sich die Anregunglu¨cke schließt. Hierfu¨r
erga¨nzen wir (2.48) bis zur 12. Ordnung und suchen auf unterschiedlichen Linien im
fiL-fiR-Parameterraum Lo¨sungen, bei denen die Anregungslu¨cke verschwindet. Ohne Ring-
austausch besitzt die Leiterdispersion fu¨r positive fiL immer ein Minimum bei qmin = …,
sodass wir die beiden folgenden Fa¨lle betrachten:
(a) fiL = const und !(…) als Funktion von fiR und
(b) fiR = const und !(…) als Funktion von fiL.
In Abbildung 2.20 sind die Ergebnisse in Form einer Phasengrenze eingezeichnet. Dabei
werden die Nullstellen der Potenzreihen, welche Funktionen von fiR bzw. fiL sind, nume-
risch bestimmt. Teilweise ergeben sich mehrere Lo¨sungen. In diesen Fa¨llen wird nur die
Lo¨sung beru¨cksichtigt, welche na¨her am Dimerpunkt liegt, da die Sto¨rungsentwicklung nur
Aussagen diesseits der ¨Ubergangslinie bzw. der Phasengrenze treffen kann. Jenseits der Pha-
sengrenze existiert kein sto¨rungtheoretischer Startpunkt, d. h. es ist zuna¨chst nicht davon
auszugehen, dass dort der Grundzustand ein Produktzustand mit Dimeren auf den Sprossen
ist und die elementaren Anregungen propagierende Tripletts sind.
Um die ¨Ubergangslinie na¨her zu charakterisieren berechnen wir den kritischen Exponenten
·, mit dem sich die Anregungslu¨cke ¢ring als Funktion eines Wechselwirkungsparameters
schließt:
¢ring / jfiL ¡ ficLj·(fiR) bzw. ¢ring / jfiR ¡ ficRj·(fiL): (2.50)
Wir bewegen uns somit im fiL-fiR-Parameterraum auf horizontalen bzw. vertikalen Linien:
Betrachten wir ¢ring fu¨r fest vorgegebene fiR als Funktion von fiL, so ist · zuna¨chst eine
Funktion von fiR und umgekehrt.
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ABBILDUNG 2.20: Phasendiagramm der Spinleiter mit Ringaustausch. Die Pfeile deuten
den Kon£denzbereich der Sto¨rungstheorie an, der aus Abbildung 2.21
u¨bernommen wurde. Die rechte gestrichelte Linie ist eine Scha¨tzung fu¨r
den weiteren Verlauf; die obere gestrichelte Linie zeigt den weiteren
Verlauf der Phasengrenze, wenn man den Kon£denzbereich ignoriert.
Zur Ermittlung der kritischen Exponenten fu¨r Funktionen der Form (2.50) bieten sich so-
wohl Dlog-Pade´-Approximanten (1.70) als auch Approximanten mit ho¨heren Ableitungen
der Art (1.72) an. Damit die Berechnung unabha¨ngig vom genauen Wert fu¨r yc ist, wird
letztere Methode benutzt. Abbildung 2.21 zeigt den Verlauf des kritischen Exponenten, wel-
cher aus einer log2[6; 6] Approximante herauspra¨pariert wurde. Fu¨r den sto¨rungstheoretisch
zuga¨nglichen Bereich ist · = 1:00§ 0:01. Der Kurvenverlauf in Abbildung 2.21 zeigt, dass
0.25 0.3 0.35 0.4
a R
0.90
0.95
1.00
1.05
1.10
h
0.15 0.20 0.25 0.30 0.35 0.40 0.45
a L
ABBILDUNG 2.21: Kritischer Exponent · als Funktion von fiL bzw. fiR. Die Pfeile markie-
ren eine Abscha¨tzung fu¨r den sto¨rungstheoretisch zuga¨nglichen Bereich.
die Sto¨rungstheorie nicht mehr konvergent ist, falls fiR bzw. fiL gewisse Werte u¨berschrei-
ten. Die Pfeile in der Abbildung markieren eine großzu¨gige Abscha¨tzung fu¨r den sto¨rungs-
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theoretisch zuga¨nglichen Bereich: fiR 2 [0:24; 0:38] und fiL 2 [0:36; 0:17]. Eine genauere
Betrachtung ausgewa¨hlter Punkte auf der ¨Ubergangslinie in verschiedenen Ordnungen zeigt,
dass die Konvergenz der Reihenentwicklung nur innerhalb der oben genannten Bereiche vor-
handen ist. Abbildung 2.22 illustriert dieses Ergebnis und deutet gleichzeit an, dass auch ei-
ne Erho¨hung der Ordnung den Konvergenzradius nicht vergro¨ßern wird. Allerdings la¨sst das
Phasendiagramm 2.20 einen gro¨ßeren Konvergenzbereich vermuten. Bei der Berechnung des
Exponenten bewegen wir uns auf Geraden, die die Phasengrenze in gewissen Bereichen sehr
¤ach schneiden. Die Numerik der Pade´-Approximanten wird daher sehr anfa¨llig gegenu¨ber
kleinen Sto¨rungen. Die Folge ist, dass Abbildung 2.21 einen kleineren Konvergenzbereich
anzeigt.
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ABBILDUNG 2.22: Konvergenz im Phasendiagramm: Auf Geraden fiR = const werden die
entsprechenden fiL auf der Phasengrenze gesucht und in Abha¨ngigkeit
von der Ordnung aufgetragen. Die Werte fu¨r fiR = 0:37 deuten schon
auf einen Verlust der Konvergenz hin.
Der ermittelte Exponent · = 1 und somit das lineare Schließen der Anregunglu¨cke ist kon-
sistent mit dem exakten Resultat (2.49) und beweist, dass sich der Phasenu¨bergang nicht
a¨ndert, wenn man sich von Punkt fiL = fiR = 14 entfernt.
Untersucht man die Spinleiter inklusive des Ringaustausches im Grenzfall schwacher Kopp-
lung, d. h. Jrung, Jring ¿ Jleg, so kann das Modell bosonisiert werden. Insbesondere stellt
sich heraus, dass sich die biquadratischen Diagonal- und Holmwechselwirkungen gegensei-
tig wegheben89 und dass sich das System auf ein im Zusammenhang mit der Spin-Phonon-
Wechselwirkung90 untersuchtes abbilden la¨sst.
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KAPITEL 3
Wechselwirkende dimerisierte Spinketten
Die magnetischen Eigenschaften von einer Reihe in der Natur vorkommender Materialien
lassen sich unter der Annahme schwach wechselwirkender S = 1=2-Spinketten bzw. S =
1=2-Spinleitern beschreiben. Von besonderem Interesse sind hierbei Substanzen, welche in
Analogie zum vorangegangenen Kapitel eine dimerisierte Struktur aufweisen. Sie besitzen
eine Anregungslu¨cke zwischen dem unmagnetischen Grundzustand (S = 0) und dem ersten
angeregten Zustand (S = 1). Theoretische Untersuchungen zeigen, dass die Hinzunahme
von Wechselwirkungen zwischen den Spinketten die Dispersion nicht nur senkrecht sondern
auch parallel zu den Ketten91 beein¤usst.
Im Folgenden werden die Substanzen KCuCl3 und TlCuCl3, sowie (C4H12N2)Cu2Cl6 (Pi-
peraziniumhexachlorodikuprat, kurz: PHCC) jeweils in Hinblick auf ihre Wechselwirkun-
gen untersucht. Die Materialien, welche vielfach mittels inelastischer Neutronenstreuung
untersucht wurden, besitzen eine Anregungslu¨cke und weisen zwei- bzw. dreidimensiona-
le dispersive Moden auf. Weiterhin be£nden sich die zu Grunde liegenden Ketten nahe am
Dimer-Punkt, sodass die u¨brigen Wechselwirkungen als kleine Sto¨rungen angesehen werden
ko¨nnen.
Das Ziel dieser Untersuchung soll die Bestimmung der individuellen Wechselwirkungen
zwischen den einzelnen Spins mittels eines Vergleichs der sto¨rungstheoretisch ermittelten
Dispersionsrelation mit experimentellen Daten sein. Die genaue Kenntnis der Wechselwir-
kungsstruktur ist von grundlegendem Interesse und kann zur Kla¨rung anderer physikalischer
Pha¨nomene beitragen. Hierfu¨r seien zur Verdeutlichung zwei Beispiele angefu¨hrt:
† BOSE-EINSTEIN-Kondensation von Magnonen,
† Magnetisierungsplateaus in der isostrukturellen Substanz NH4CuCl3.
Messungen der Magnetisierung und der spezi£schen Wa¨rme92, 93 zeigen, dass TlCuCl3 beim
¨Uberschreiten eines kritischen a¨ußeren Magnetfeldes in einen dreidimensional geordneten
Zustand u¨bergeht. Die Abha¨ngigkeit des kritischen Magnetfeldes von der Temperatur folgt
einem Potenzgesetz:
g
2
jHc(T )¡Hc(0)j / T `: (3.1)
Zur Charakterisierung des Phasenu¨bergangs wurden Versuche unternommen, diesen mit Hil-
fe der BOSE-EINSTEIN-Kondensation (BEK) von Magnonen (Tripletts mit Sz = 1) zu be-
schreiben.16 Die Grundidee dabei ist, dass das chemische Potential vom a¨ußeren Magnet-
feld kontrolliert wird und die Magnetisierung proportional zur Anzahl der kondensierten
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Magnonen ist. Die genaue Form der Dispersionsrelation wird hierbei nicht beru¨cksichtigt,
sondern im Bereich der Anregungslu¨cke quadratisch gena¨hert. Somit ko¨nnte unter anderem
die Kenntnis der mikroskopischen Wechselwirkungsstruktur zu quantitativ besseren Resul-
taten fu¨hren, zumal der theoretisch berechnete Exponent (`BEK = 1:5) vom experimentell
ermittelten (`exp = 2:2) abweicht.
In einigen Materialien weist die Magnetisierung als Funktion eines a¨ußeren Magnetfeldes so
genannte Plateaus auf, d. h. es gibt Bereiche, in denen die Magnetisierungkurve horizontal
verla¨uft. An diesen Plateaus ist die Magnetisierung pro Spin ein rationales Vielfaches der
Sa¨ttigungsmagnetisierung. In reinen eindimensionalen Systemen sind die erlaubten Werte
fu¨r den Bruchteil der Sa¨ttigungsmagnetisierung M , bei denen Plateaus auftreten ko¨nnen,
durch die Bedingung94
QS(1¡M) 2 N (3.2)
gegeben, wobei Q die Anzahl der magnetischen Ionen mit Spin S in der magnetischen Ein-
heitszelle bezeichnet. Messungen der Magnetisierung in NH4CuCl3 bei hohen a¨ußeren Fel-
dern zeigen ausgepra¨gte Plateaus bei M = 1
4
und M = 3
4
. Legt man ein eindimensionales
Modell (d. h. eine Zickzackkette) mit Spin S = 1=2 zu Grunde, so muss die magnetische
Einheitszelle gema¨ß (3.2) acht Ionen enthalten. Dies impliziert eine spontane Symmetriebre-
chung, da der HAMILTON-Operator zwei Spins pro Einheitszelle entha¨lt. Beru¨cksichtigt man
hingegen zwei- oder dreidimensionale Wechselwirkungen, so a¨ndert sich nicht nur die Sym-
metrie des Modells, sondern auch die Lage und die Anzahl der Plateaus.95 Demnach ko¨nnte
die Kenntnis der Wechselwirkungen in KCuCl3 und TlCuCl3 Hinweise auf die Wechselwir-
kungsstruktur in NH4CuCl3 geben, da diese drei Substanzen isostrukturell sind.
Im anschließenden Abschnitt 3.1 werden zuna¨chst die niederenergetischen magnetischen
Anregungen von KCuCl3 und TlCuCl3 untersucht. Dafu¨r wird einerseits ein Modell benutzt,
welches die Interdimerwechselwirkungen in einer effektiven Kopplung vereinigt. Anderer-
seits werden die Dispersionsrelationen unter Beru¨cksichtigung individueller Spinwechsel-
wirkungen berechnet und die entsprechenden Werte der Kopplungen angegeben. ¨Ahnliche
Untersuchungen werden im Abschnitt 3.2 fu¨r die zweidimensionale Substanz PHCC vorge-
nommen, sodass die Wechselwirkungsstruktur aufgekla¨rt werden kann.
Zur Herstellung eines direkten Bezugs zum Experiment, wird im Abschnitt 3.3 der dynami-
sche Strukturfaktor dieser Substanzen betrachtet und sto¨rungstheoretisch entwickelt.
3.1 Magnetische Anregungen in KCuCl3 und TlCuCl3
Sowohl KCuCl3 als auch TlCuCl3 sind Komplexsalze, welche in einer monoklinen Struk-
tur (Raumgruppe P21/c) kristallisieren.96, 97 Die Abbildung 3.1 zeigt eine schematische Dar-
stellung der chemischen Struktur. Die kristallographischen Daten sind der Tabelle 3.1 zu
entnehmen.
Das Koordinationszentrum beider Substanzen ist ein zweifach positiv geladenes Kupfer-
Ion. In dieser Oxidationsstufe hat Kupfer die Elektronenkon£guration 3d9, sodass Cu(II)-
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Verbindungen wegen des ungepaarten Elektrons paramagnetisch sind. Jedes Kupfer-Ion wird
von sechs Chlor-Ionen oktaedrisch koordiniert. Da das dx2¡y2-Orbital unbesetzt bleibt, wer-
den die [CuCl6]¡-Oktaeder aufgrund des JAHN-TELLER-Effekts tetragonal deformiert, was
schließlich zu einer Stabilisierung fu¨hrt. Entlang der a-Achse sind diese Oktaeder so an-
geordnet, dass jeweils zwei Kupfer- und vier Chloratome in nahezu einer Ebene liegen und
Doppelketten entstehen. Wie Abbildung 3.1 zeigt, wird die bc-Ebene in der Mitte und an den
Ecken einer Einheitszelle von diesen Ketten geschnitten. Allerdings sind jene in der Mitte
gegenu¨ber denen an den Ecken um die a-Achse verdreht. Damit entha¨lt jede Einheitszelle
vier Kupferatome.
KCuCl3 TlCuCl3
a 4:029 ªA 3:982 ªA
b 13:785 ªA 14:144 ªA
c 8:736 ªA 8:890 ªA
fl 97:33– 96:32–
TABELLE 3.1: Kristallographische Daten fu¨r KCuCl3 und TlCuCl3: Gitterkonstanten a, b, c
und Winkel fl bei Raumtemperatur.96, 97
Erste Messungen an diesen Materialien konzentrierten sich auf ebendiesen Doppel-Ketten-
Charakter. Man nahm daher an, dass die wesentlichen Eigenschaften des Systems mit denen
einer S = 1=2 Spinleiter erkla¨rt werden ko¨nnten,98, 99 wobei eine starke Kopplung auf den
Sprossen vorrausgesetzt wurde. Untersuchungen der Magnetisierung und ESR-Messungen
zeigten, dass die Spinwechselwirkungen zwischen den Kupfer-Ionen isotrop sind.100, 101
Erst mit Hilfe von inelastischer Neutronenstreuung konnten die Wechselwirkungen zwi-
schen den Ketten veri£ziert werden:29, 102 Entlang aller Richtungen im reziproken Raum
wurden dispersive Moden mit einer Energielu¨cke von 2.6 meV in KCuCl3 bzw. 0.65 meV in
TlCuCl393, 101 nachgewiesen.
3.1.1 Modellierung der Wechselwirkungsstruktur
Die sta¨rkste Wechselwirkung ist zwischen den magnetischen Momenten (Spins) benach-
barter Kupferatome zu erwarten, die u¨ber die Chlor-Bru¨cken in den planaren (Cu2Cl6)2¡-
Strukturen vermittelt wird. Aufgrund des nahezu rechtwinkligen Bindungswinkels von ca.
96– ist die Wechselwirkung J positiv, d. h. antiferromagnetisch. Die S = 1=2-Spins die-
ser Atome bilden daher im Grundzustand Spinsingletts, sodass in ¨Ubereinstimmung mit
Magnetisierungs- und Suszeptibilita¨tsmessungen93, 100, 101 der Grundzustand unmagnetisch
ist.
Jede kristallographische Einheitszelle entha¨lt zwei Dimere D1 und D2, zwischen denen auf-
grund ihrer unterschiedlichen Orientierungen differenziert werden muss. Innerhalb der Ein-
heitszelle be£ndet sich D1 bei R1 = (0; 0; 0) und D2 bei R2 = (0; 12b;
1
2
c). Die einzelnen
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ABBILDUNG 3.1: Schematische Darstellung der kristallinen Struktur und der magnetischen Wechselwirkungen in KCuCl3. Links: An-
ordnung der (Cu2Cl6)¡2-Dimere entlang der a-Achse. Rechts: Darstellung eines Schnitts durch die [20„1]-Ebene. Die
Zickzackketten schneiden die Einheitszelle in den Ecken und in der Mitte. Zwischen diesen Ebenen gibt es nur die
links angedeuteten Wechselwirkungen J(100) bzw. J 0(100).
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Spins auf den Dimeren werden mit Ri ¡ di2 bzw. Ri + di2 adressiert, wobei di fu¨r eine
eindeutige Bezeichnung im Folgenden von Spin 1 nach Spin 2 zeige. Fu¨r die Vektoren di
gilt:
KCuCl3: d1 = 0:48a + 0:10b + 0:32c,
d2 = 0:48a¡ 0:10b + 0:32c.
TlCuCl3: d1 = 0:46a + 0:10b + 0:31c,
d2 = 0:46a¡ 0:10b + 0:31c.
Zur Beschreibung der magnetischen Anregungen verwenden wir ein dimerisiertes Spin-1=2-
HEISENBERG-Modell mit isotropen Na¨chste-Nachbar-Wechselwirkungen. Der HAMILTON-
Operator la¨sst sich in zwei Anteile zerlegen:
H = H0 +H1; (3.3)
wobei
H0 = J
X
n
i=1;2
S1n+RiS
2
n+Ri
(3.4)
die Intradimerwechselwirkungen und
H1 = 1
2
X0
m;n
k;l=1;2
h(m + Rk;n + Rl); (3.5)
h(r; r + g) =
X
i;j=1;2
J
(ij)
(mnp)S
i
r S
j
r+g mit g = ma + nb + pc 6= 0
die Interdimerwechselwirkungen beschreiben. In dieser Darstellung sind m und n Gitter-
vektoren, die auf eine Einheitszelle zeigen, wa¨hrend g aufgrund von mo¨glichen Wechselwir-
kungen zwischen unterschiedlich orientierten Dimeren kein echter Gittervektor ist. Somit
entha¨lt das Tripel (mnp) nicht nur ganzzahlige, sondern auch halbzahlige Werte. Der Strich
an der Summe deutet an, dass m + Rk 6= n + Rl ist.
Der HAMILTON-Operator (3.1.1) ist sehr allgemein und entha¨lt Wechselwirkungen zwischen
beliebigen Dimerpaaren. Neben der Wechselwirkungssta¨rke stellt sich deshalb die Frage,
welche Kopplungen u¨berhaupt zu beru¨cksichtigen sind. Einen Zugang bietet die Betrachtung
mo¨glicher Austauschpfade in der chemischen Struktur.103 Demnach gibt es einerseits Wech-
selwirkungen J (ij)(100) entlang der a-Achse, die a¨hnlich denen innerhalb der Dimere u¨ber Cu-
Cl-Cu-Austauschpfade vermittelt werden. Andererseits ko¨nnen diese Doppelketten u¨ber Cu-
Cl-Cl-Cu-Austauschpfade miteinander wechselwirken. Hier werden die Kopplungen J (ij)(201)
zwischen a¨quivalent orientierten Dimeren, sowie J (ij)
(1; 1
2
; 1
2
)
und J (ij)
(1;„1
2
; 1
2
)
zwischen verschie-
den orientierten Dimeren favorisiert. Daneben sind auch die Wechselwirkungen J (ij)
(0; 1
2
; 1
2
)
und
J
(ij)
(0;„1
2
; 1
2
)
denkbar. In den anschließenden Analysen wurden diese Wechselwirkungen zwar ex-
plizit mit einbezogen, jedoch stellt sich heraus, dass sie in allen Fa¨llen vernachla¨ssigbar klein
sind. Deshalb werden sie im Folgenden nicht weiter betrachtet.
Abbildung 3.1 zeigt schematisch die beru¨cksichtigten bilinearen Wechselwirkungen zwi-
schen benachbarten Dimeren. Aufgrund der Kristallsymmetrie wird zwischen den Wechsel-
wirkungen J (ij)
(1; 1
2
; 1
2
)
und J (ij)
(1;„1
2
; 1
2
)
nicht unterschieden. Fu¨r eine u¨bersichtlichere Darstellung
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haben wir die Bezeichnungen der Spinpaare (ij) fortgelassen. Stattdessen tragen die Be-
zeichnungen der Wechselwirkungen zwischen nicht a¨quivalenten Spins (i 6= j) einen zusa¨tz-
lichen Strich.104 In Tabelle 3.2 sind alle fu¨r die anschließenden Untersuchungen relevanten
Wechselwirkungen aufgefu¨hrt.
Wechselwirkungen zwischen
Abstand der
Dimerschwerpunkte
gk a¨quivalenten Spins (i = j) nicht a¨quivalenten Spins (i 6= j)
g1 = a J(100) J
0
(100)
g2 = 2a + c ¡ J 0(201)
g3 = a +
1
2
(b + c) J(1 1
2
1
2
) J
0
(1 1
2
1
2
)
g4 = a¡ 12(b¡ c) J(1 12 12 ) J
0
(1 1
2
1
2
)
g5 =
1
2
(b + c) ¡ ¡
g6 =
1
2
(b¡ c) ¡ ¡
TABELLE 3.2: Bezeichnungen der beru¨cksichtigten Wechselwirkungen fu¨r KCuCl3 und
TlCuCl3. Die Vektoren gk geben den Abstand der Dimerschwerpunkte an.
Da die kristallographische Einheitszelle zwei Dimere entha¨lt, besitzt das Gitter eine Basis. Es
gibt daher zwei Anregungszweige fu¨r jeden Wellenvektor q in der ersten BRILLOUIN-Zone:
¡… < qaa;qbb;qcc • … (kristallographische Zone); (3.6)
wobei qa die Projektion von q auf die a⁄-Achse des reziproken Gitters ist (entsprechend fu¨r
qb und qc).
Zur Beschreibung der magnetischen Anregungen benutzen wir eine so genannte erweiterte
Darstellung fu¨r die erlaubten q-Werte. Aufgrund der Symmetrie der Wechselwirkungen im
HAMILTON-Operator ist bei der Berechnung der Dispersionsrelation eine Unterscheidung,
ob sich eine Anregung auf D1 oder D2 be£ndet, nicht mo¨glich. Wir ko¨nnen deshalb eine
Beschreibung verwenden, bei der die Einheitszelle nur einen Dimer entha¨lt. Entsprechend
wird die erste BRILLOUIN-Zone in der bc-Ebene verdoppelt:
¡… < qaa • …; ¡2… < qbb§ qcc • 2… (erweiterte Zone): (3.7)
Die Abbildung 3.2 zeigt die Lage der erweiterten Zone im Vergleich zur kristallographi-
schen. Durch die Abbildungen qbb ¡! qbb + 2… oder qcc ¡! qcc + 2… wird der zweite
Anregungszweig so verschoben, dass in der erweiterten Zone jedem q-Wert nur noch eine
Anregung zugeordnet wird.
3.1.2 Effektives Modell fu¨r KCuCl3 und TlCuCl3
Obwohl die Anzahl der mo¨glichen Kopplungen aufgrund der vorangegangenen Betrach-
tungen erheblich eingeschra¨nkt werden konnte, bleiben aus Sicht des urspru¨nglichen
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ABBILDUNG 3.2: Konstruktion der verwendeten BRILLOUIN-Zonen fu¨r das Gitter von
KCuCl3: Die hell schraf£erte Fla¨che resultiert aus der kristallographi-
schen Einheitzelle, welche zwei Dimere entha¨lt. Die dunkel schraf£erte
Fla¨che ist die erweiterte Zone mit einem Dimer pro Einheitzelle.
HAMILTON-Operators (3.1.1) immer noch vier Kopplungen pro Richtung (d. h. insgesamt
16) u¨brig. Weiterhin ist noch die Intradimerkopplung J zu beru¨cksichtigen.
Einen ersten Einblick in die Wechselwirkungssta¨rken gibt ein so genanntes effektives Mo-
dell.105 Dabei werden vier Kopplungen zu einer effektiven zusammengefasst:
Jefi(mnp) =
1
4
‡
J
(11)
(mnp) + J
(22)
(mnp) ¡ J (12)(mnp) ¡ J (21)(mnp)
·
: (3.8)
Dieses Ergebnis erha¨lt man durch Einfu¨hrung so genannter Dimerspins K§r = S1r § S2r auf
jedem Dimer. Nimmt man weiterhin an, dass J (12)(mnp) = J (21)(mnp) = 12(J (12)(mnp) + J (21)(mnp)) und
J
(11)
(mnp) = J
(22)
(mnp) =
1
2
(J
(11)
(mnp) + J
(22)
(mnp)) gilt, was bei gleichen Spinabsta¨nden sinnvoll ist, so
la¨sst sich der HAMILTON-Operator (3.1.1) auf die folgende Form bringen:
H = H0 +H+ +H¡; (3.9)
wobei
H0 = J
2
X
r
¡
K+r K
+
r ¡K¡r K¡r
¢
; (3.10)
H+ = 1
2
‡
J
(11)
(mnp) + J
(12)
(mnp)
·X
r;g
K+r K
+
r+g; (3.11)
H¡ = 1
2
‡
J
(11)
(mnp) ¡ J (12)(mnp)
·X
r;g
K¡r K
¡
r+g (3.12)
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gilt. Der Anteil H0 des HAMILTON-Operators ist in der Dimerbasis bereits diagonal und
gibt die Singlett-Triplett-Aufspaltung des ungesto¨rten Systems wieder. Fu¨r positive J ist der
Grundzustand ein Singlett und der erste angeregte Zustand ein Triplett mit der Anregungs-
energie J . Weiterhin bleibt festzustellen, dass der Operator K+ nicht aus dem Raum der
Dimer-Singletts bzw. der Dimer-Tripletts herausfu¨hrt, wa¨hrend K¡ diese mischt. Fu¨r die
i-te Komponente der Operatoren K§ gilt:
K+i jsi = 0; K+i jtji = i†ijkjtki; (3.13)
K¡i jsi = jtii; K¡i jtji = –ijjsi: (3.14)
Zur Vereinfachung wurde fu¨r die Triplettzusta¨nde die kartesische Darstellung⁄ verwendet.
Die Dispersion wird somit durch H¡ produziert, und H+ kann folglich vernachla¨ssigt wer-
den. Die weitere Analyse wird auf H0 und H¡ beschra¨nkt bleiben, wobei die vier Inter-
dimerwechselwirkungen J (ij)(mnp) zwischen benachbarten Dimeren durch effektive Jefi(mnp) er-
setzt werden. An dieser Stelle wird die Bezeichnung
”
effektives“ Modell deutlich: Einer-
seits wird der HAMILTON-Operator auf die dispersiven Anteile reduziert, andererseits wer-
den die vier einzelnen Spin-Spin-Wechselwirkungen durch eine gemittelte Dimer-Dimer-
Wechselwirkung ersetzt.
Mit Hilfe einer Random-Phase Approximation (RPA) kann die Dispersionsrelation fu¨r das
effektive Modell gewonnen werden:
!§(q) = J
r
1 +
2(n0 ¡ n1)
J
J §(q): (3.15)
Hier bezeichnen ni die Besetzungszahlen des Singlettzustandes bzw. der Triplettzusta¨nde.
Allerdings kann fu¨r tiefe Temperaturen dieser Faktor vernachla¨ssigt werden, denn fu¨r T ! 0
ist (n0 ¡ n1) = 1. Die FOURIER-Transformierte J §(q) der im vorangegangenen Abschnitt
genannten Wechselwirkungen ist folgendermaßen zu schreiben:
J §(q) = Jefi(100) cos(2…h) + Jefi(201) cos(4…h + 2…l)
§ 2Jefi
(1 1
2
1
2
)
cos(2…h + …l) cos(…k):
(3.16)
Hier und im Folgenden benutzen wir die in der Festko¨rperphysik u¨bliche Notation. Demnach
ist beispielsweise 2…h = qaa, wobei qa die Projektion des Wellenvektors q auf die a⁄-
Richtung des reziproken Gitters ist.
In (3.16) haben wir die in Abschnitt 3.1.1 diskutierte erweiterte Darstellung der Wellenvek-
toren gewa¨hlt. Demnach gelangt man von der ersten zur zweiten BRILLOUIN-Zone durch
den ¨Ubergang k ¡! k + 1 oder l ¡! l + 1. Durch einen Vorzeichenwechsel in (3.16) vor
Jefi
(1 1
2
1
2
)
wird ein aus der ersten BRILLOUIN-Zone stammender Anregungszweig in die zweite
verschoben. Welche dieser Moden mittels inelastischer Neutronenstreuung sichtbar ist, ha¨ngt
⁄Der Zusammenhang dieser kartesischen Darstellung mit den Zusta¨nden, die auch Sz-Eigenzusta¨nde sind,
ist jtxi = 1=p2 (jt¡i ¡ jt+i), jtyi = i=p2(jt¡i+ jt+i) und jtzi = jt0i.
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von der Beobachtungsrichtung ab und spiegelt sich im dynamischen Strukturfaktor wieder,
der in Abschnitt 3.3 na¨her untersucht wird.
Um die effektiven Wechselwirkungskonstanten zu ermitteln, kann man Gleichung (3.15) an
experimentell gewonnene Daten anpassen. Hierfu¨r wird die Methode der kleinsten Quadrate
(least square £t, kurz: LSF) benutzt, welche die Summe der mit den Fehlerbalken gewichte-
ten Fehlerquadrate minimiert:
´2 =
MX
i=1
µ
yi + f(xi; a1; : : : ; aN)
¾i
¶2
¡! min; (3.17)
wobei (xi; yi § ¾i) die fehlerbehafteten Messwerte sind, wa¨hrend f(xi; a1; : : : ; aN) die mit
den Parametern a1; : : : ; aN anzupassende Dispersion ist. Zur Bestimmung des Minimums
von ´2 kann entweder eine Gradientenmethode oder ein Abtasten kleiner Ausschnitte des
Parameterraums benutzt werden.
Die Ergebnisse der Anpassung der experimentellen Daten aus den Referenzen [103] und [79]
sind in Tabelle 3.3 zusammengefasst. Die Intradimerwechselwirkungen wurden hierbei auf
J = 4:25 meV bzw. J = 5:68 meV £xiert. Deutliche Unterschiede ergeben sich im Vergleich
der beiden Substanzen: Wa¨hrend die Kopplungen von KCuCl3 betragsma¨ßig a¨hnlich sind
und 10% der Dimerwechselwirkung J nicht u¨berscheiten, weisen die von TlCuCl3 gro¨ßere
Unterschiede auf und reichen an 25% der Dimerwechselwirkung heran. Insbesondere domi-
niert Jefi(201) in TlCuCl3.
In den Abbildungen 3.3 und 3.4 sind die resultierenden Dispersionskurven und die entspre-
chenden experimentellen Daten eingezeichnet. Man erkennt, dass das Modell trotz seiner
starken Vereinfachungen die Messwerte gut reproduzieren kann.
KCuCl3 TlCuCl3
absolut absolut
Jefi(mnp) in meV relativ in meV relativ
Jefi(100) ¡0:200 ¡0:047 ¡0:386 ¡0:068
Jefi(201) ¡0:408 ¡0:096 ¡1:500 ¡0:264
Jefi
(1§ 1
2
1
2
)
0:332 0:078 0:460 0:081
J 4:250 1:000 5:680 1:000
TABELLE 3.3: Aus einem LSF gewonnene, absolute und relative Kopplungskonstanten
Jefi(mnp) fu¨r KCuCl3 und TlCuCl3.
3.1.3 Mikroskopisches Modell fu¨r KCuCl3 und TlCuCl3
Im vorangegangenen Abschnitt wurde ein Modell vorgestellt, welches die experimentellen
Resultate gut reproduzieren kann, aber die mikroskopische Struktur nur na¨herungsweise
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ABBILDUNG 3.3: Darstellung der Dispersionskurven fu¨r KCuCl3 mit effektiver Wechsel-
wirkung. Die Wechselwirkungsparameter stammen aus einem LSF an ex-
perimentellen Daten103 und sind in Tabelle 3.3 angefu¨hrt.
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ABBILDUNG 3.4: Darstellung der Dispersionskurven fu¨r TlCuCl3 mit effektiver Wechsel-
wirkung. Die Wechselwirkungsparameter stammen aus einem LSF an ex-
perimentellen Daten93 und ko¨nnen Tabelle 3.3 entnommen werden.
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beru¨cksichtigt. Wir haben bereits in Kapitel 2 gesehen, dass die individuelle Beru¨cksich-
tigung der Spinwechselwirkungen zu unterschiedlichen Dispersionskurven fu¨hrt. Insbeson-
dere das effektive Modell kann die Anregungslu¨cke nur unzureichend wiedergeben.
In Abbildung 3.1 sind alle zu beru¨cksichtigenden Spinwechselwirkungen angegeben. Fu¨r
eine sto¨rungstheoretische Untersuchung nehmen wir folgende Ersetzungen vor und messen
alle Kopplungen und Energien in Einheiten der Intradimerwechselwirkung J :
J ¡! 1; J 0(201) ¡! fi1 =
J 0(201)
J
;
J(100) ¡! fi2 =
J(100)
J
;
J 0(100) ¡! fi3 =
J 0(100)
J
;
J(1 1
2
1
2
) ¡! fi4 =
J(1 1
2
1
2
)
J
;
J 0
(1 1
2
1
2
)
¡! fi5 =
J 0
(1 1
2
1
2
)
J
:
(3.18)
Mit Hilfe der Clusterentwicklung erhalten wir die Dispersionsrelation, die wir analog zum
vorangegangenen Kapitel als vollsta¨ndig bezeichnen wollen. Sie ist eine Funktion in den
Variablen fi1 : : : fi5 und besitzt folgende Form:
!(q) = 1 +
X
p1‚0:::p5‚0
(nh;nk;nl)
Cp1;:::;p5nh;nk;nl
5Y
j=0
fi
pj
j cos(2…nhh + …nll) cos(…nkk): (3.19)
In der Darstellung (3.19) schla¨gt sich die bereits eingangs erwa¨hnte Halbierung der kristallo-
graphischen Einheitszelle nieder, da sich die Periode der Kosinusterme in b- bzw. c-Richtung
verdoppelt.
Wir wollen untersuchen, inwieweit das effektive Modell in der vollsta¨ndigen Dispersionsre-
lation wiederzu£nden ist. Dazu benutzen wir die Ergebnisse aus Abschnitt 2.3 und schreiben
(3.19) in der folgenden Form:
!(q) =
q
1 + 2!(1)(q) + ¢(q); (3.20)
wobei
!(1)(q) =¡ fi1
2
cos(2…h + …l) +
2fi2 ¡ fi3
2
cos(2…h)
+ (fi5 ¡ fi5) cos(2…h + …l) cos(…k)
(3.21)
die Entwicklung der Anregungsenergie in erster Ordnung ist. Die Korrekturterme in ¢(q)
haben eine zu (3.19) a¨hnliche Gestalt:
¢(q) =
X
p1‚0:::p5‚0
(nh;nk;nl)
¢p1;:::;p5nh;nk;nl
5Y
j=1
fi
pj
j cos(2…nhh + …nll) cos(…nkk): (3.22)
Die Koef£zienten ¢p1;:::;p5nh;nk;nl konnten bis zur vierten Ordnung, d. h.
P5
j pj • 4, explizit be-
rechnet werden. Da die Anzahl der von Null verschiedenen Koef£zienten 624 betra¨gt, wur-
den diese fu¨r ho¨here Ordnungen nicht mehr ermittelt.
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ABBILDUNG 3.5: Variation bei konstanter effektiver Wechselwirkung Jefi100 = ¡0:050 fu¨r
KCuCl3 und unterschiedlichen J100. Die u¨brigen Wechselwirkungskon-
stanten sind Tabelle 3.4 zu entnehmen.
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ABBILDUNG 3.6: Variation bei konstanter effektiver Wechselwirkung Jefi
1 1
2
1
2
= 0:125 fu¨r
KCuCl3 und unterschiedlichen J1 1
2
1
2
. Die u¨brigen Wechselwirkungskon-
stanten sind Tabelle 3.4 zu entnehmen.
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ABBILDUNG 3.7: Variation bei konstanter effektiver Wechselwirkung Jefi100 = ¡0:090: fu¨r
TlCuCl3 und unterschiedlichen J100. Die u¨brigen Wechselwirkungskon-
stanten sind Tabelle 3.4 zu entnehmen.
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ABBILDUNG 3.8: Variation bei konstanter effektiver Wechselwirkung Jefi
1 1
2
1
2
= 0:260: fu¨r
TlCuCl3 und unterschiedlichen J1 1
2
1
2
. Die u¨brigen Wechselwirkungskon-
stanten sind Tabelle 3.4 zu entnehmen.
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KCuCl3 TlCuCl3
absolut absolut
J(mnp) in meV relativ effektiv in meV relativ effektiv
J(100) 0:00 0:00 0:34 0:06
J 0(100) 0:43 0:10
o
¡ 0:05
1:70 0:30
o
¡ 0:09
J 0(201) 0:77 0:18 ¡0:09 2:56 0:45 ¡0:23
J(1 1
2
1
2
) 0:85 0:20 0:91 0:16
J 0
(1 1
2
1
2
)
0:21 0:05
o
0:08 ¡0:57 ¡0:10
o
0:13
J 4:25 1:00 5:68 1:00
TABELLE 3.4: Individuelle Spinwechselwirkungen fu¨r KCuCl3 und TlCuCl3 in absoluten
und relativen, in Einheiten von J gemessenen Kopplungskonstanten. Zum
Vergleich sind die resultierenden effektiven Konstanten angegeben.
Bereits in zweiter Ordnung gibt es Korrekturen, die nicht nur fu¨r eine Verschiebung der
Dispersionskurve, sondern auch durch zusa¨tzliche Kosinusterme fu¨r eine Vera¨nderung der
Form sorgen:
¢(2)(q) =fi2(fi2 ¡ fi3)¡ fi4fi5 ¡ fi
2
1
4
cos(4…h + 2…l)
¡ fi
2
3
4
cos(2…h) +
fi24 ¡ fi25
2
cos(2…h + …l) cos(…k):
(3.23)
Man erkennt an (3.23) sehr deutlich, dass die Wechselwirkungen nicht mehr in Kombina-
tionen auftreten, wie sie aus dem effektiven Modell bekannt sind. Vielmehr gibt es Terme,
die individuelle Spin-Spin-Wechselwirkungen beru¨cksichtigen: z.B. fi
2
3
4
cos(2…h). Der Ein-
¤uss dieser Terme wird direkt sichtbar, wenn man die effektiven Wechselwirkungen zwar
konstant ha¨lt, die individuellen aber variiert. Zur Identi£kation der effektiven Wechselwir-
kungen vergleichen wir (3.16) mit (3.21) und erhalten:
Jefi(201) = ¡
1
2
J 0(201) = ¡
1
2
Jfi1: (3.24)
Jefi(100) =
1
2
(2J(100) ¡ J 0(100)) =
1
2
J(2fi2 ¡ fi3): (3.25)
Jefi
(1 1
2
1
2
)
=
1
2
(J(1 1
2
1
2
) ¡ J 0(1 1
2
1
2
)
) =
1
2
J(fi4 ¡ fi5): (3.26)
Die Abbildungen 3.5 bis 3.8 zeigen einige Dispersionskurven sowohl fu¨r KCuCl3 als auch
fu¨r TlCuCl3, bei denen die effektiven Wechselwirkungen konstant gehalten werden. Die ent-
sprechenden Werte sind in Tabelle 3.4 eingetragen bzw. in den Abbildungen zu £nden.
Zur Ermittlung der Wechselwirkungskonstanten muss die Dispersionsrelation (3.19) an ex-
perimentell ermittelte Daten angepasst werden. Dazu gehen wir in zwei Schritten vor: Da die
Koef£zienten ¢p1;:::;p5nh;nk;nl bis zur vierten Ordnung explizit berechnet wurden, ko¨nnen zuna¨chst
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ABBILDUNG 3.9: Darstellung der Konvergenz der Clusterentwicklung. Fu¨r KCuCl3 und
TlCuCl3 ist jeweils der Verlauf der Energie bei q = [101] (Anre-
gungslu¨cke) und bei q = [100] eingezeichnet. Die Zahlen an den Da-
tenpunkten geben die absoluten Werte an.
die Kopplungen fu¨r KCuCl3 und TlCuCl3 mittels eines LSF’s bestimmt werden. Anschlie-
ßend werden die daraus erhaltenen Resultate verwendet, um die Dispersionsrelationen bis
zur sechsten Ordnung zu berechnen. Das Problem dabei ist, dass dafu¨r ein fester Parameter-
satz ffiig vorgegeben werden muss. Da beim ¨Ubergang von der vierten zur sechsten Ordnung
¨Anderungen der Dispersionskurven zu erwarten sind, kann der aus der vierten Ordnung er-
mittelte Parametersatz nicht u¨bernommen werden, sondern sollte modi£ziert werden.
Einen Eindruck u¨ber die Vera¨nderungen gibt Abbildung 3.9, in der fu¨r ausgewa¨hlte q-Werte
die Energien in Abha¨ngigkeit von der Ordnung aufgetragen sind. Von besonderem Interesse
ist die Anregungslu¨cke, welche bei beiden Substanzen bei q = [101] liegt. Man erkennt, dass
die Konvergenz fu¨r KCuCl3 hervorragend ist. Bereits ab der vierten Ordnung sind die auftre-
tenden Vera¨nderungen marginal, sodass die aus dem LSF ermittelten Kopplungskonstanten
bereits die endgu¨ltigen sind (s. Tabelle 3.4). Insbesondere ist J(100) = 0, d. h. in a-Richtung
handelt es sich um eine alternierende Spinkette.
Fu¨r TlCuCl3 stellt sich die Situation anders dar: Die ¨Anderungen der Anregungslu¨cke von
der vierten zur sechsten Ordnung sind deutlicher zu erkennen. Allerdings ist dies nicht u¨ber-
raschend, da die gegenu¨ber KCuCl3 kleinere Anregungslu¨cke gro¨ßere Wechselwirkungen
erfordert. Einen Hinweis darauf, welchen Ein¤uss eine ¨Anderung der Wechselwirkungskon-
stanten auf den Verlauf der Dispersionskurve ausu¨bt, zeigen die Abbildungen 3.7 und 3.8.
Aufgrund dessen ko¨nnen die Kopplungen fu¨r eine verbesserte Anpassung vera¨ndert werden.
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Jedoch betragen diese ¨Anderungen jeweils nicht mehr als §0:05 (in Einheiten von J). Das
Ergebnis ist in Tabelle 3.4 eingetragen und in den Abbildungen 3.7 bzw. 3.8 mit durchgezo-
genen Linien dargestellt.
3.2 Magnetische Anregungen in PHCC
Piperaziniumhexachlorodikuprat (PHCC) ist eine metall-organische Komplexverbindung,
welche in einer triklinen Struktur (Raumgruppe P„1) kristallisiert. Die kristallographischen
Daten bei Raumtemperatur sind Tabelle 3.5 zu entnehmen.
Gitterkonstante Winkel
a 7:984 ªA fi 111:23–
b 7:054 ªA fl 99:95–
c 6:104 ªA ° 81:26–
TABELLE 3.5: Kristallographische Daten fu¨r PHCC: Gitterkonstanten und Winkel bei
Raumtemperatur.31
Die Struktur von PHCC besteht im Wesentlichen aus CuCl¡3 -Anionen und Piperaziniumka-
tionen, die mittels schwacher Cl-N-Bru¨cken miteinander verbunden sind. Jedes Kupferatom
ist von fu¨nf Chloratomen umgeben, wobei vier in etwa gleicher, kurzer Entfernung liegen.
Zwei benachbarte Kupferatome werden u¨ber zwei Chlor-Bru¨cken verknu¨pft, sodass in Ana-
logie zu KCuCl3 die bekannten (Cu2Cl6)2¡-Strukturen entstehen. Diese Dimere sind entlang
der a-Achse angeordnet und bilden Zickzackketten in der ac-Ebene. Abbildung 3.2 zeigt
eine schematische Darstellungen dieser Struktur.
Die organischen Piperaziniumionen u¨bernehmen zwei Aufgaben: Einerseits vermitteln sie
die Wechselwirkung zwischen den Dimerketten in der ac-Ebene und sorgen andererseits
fu¨r eine Entkopplung der Ebenen in der b-Richtung. Eine solche zweidimensionale Wech-
selwirkungsstruktur wird beispielsweise auch in SrCu2(BO3)2 beobachtet.17 Allerdings sind
die Triplettanregungen aufgrund einer symmetrischen Frustration der Interdimerwechselwir-
kungen stark lokalisiert, was zu einer ¤achen Dispersionskurve fu¨hrt.106, 107
Im Gegensatz dazu ist die Dispersion der magnetischen Anregungen in PHCC, die mittels in-
elastischer Neutronenstreuung gemessen wurden,31 in der ac-Ebene stark ausgepra¨gt (Band-
breite ca. 1.5 meV). Die Anregungslu¨cke liegt bei q = [1
2
0 3
2
] und betra¨gt 1.0 meV.
3.2.1 Wechselwirkungsstruktur
Analog zu KCuCl3 ist die sta¨rkste Wechselwirkung zwischen den Kupferatomen in den
(Cu2Cl6)2¡-Strukturen zu erwarten, weil die sechs in nahezu einer Ebene liegenden Chlor-
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ABBILDUNG 3.10: Schematische Darstellung der Struktur und der magnetischen Wechsel-
wirkungen in PHCC.
atome fu¨r eine hohe Elektronendichte sorgen. Die resultierende Kopplung ist positiv und
somit antiferromagnetisch.
Zur Beschreibung der magnetischen Eigenschaften benutzen wir deshalb ein Spin-1/2-
HEISENBERG-Modell mit isotropen Na¨chste-Nachbar-Wechselwirkungen:
H = H0 +H1 = J
X
n
S1nS
2
n +
1
2
X
n;g
h(n;n + g)
h(n;n + g) =
X
i;j=1;2
J
(ij)
(m0p)S
i
nS
j
n+g; g = ma + pc 6= 0: (3.27)
In (3.27) schla¨gt sich der zweidimensionale Charakter des Modells in den Wechselwirkungs-
konstanten J (ij)(m0p) nieder, da g ein in der ac-Ebene liegender Gittervektor ist. Im Gegensatz
zu den Substanzen KCuCl3 und TlCuCl3 besitzt das Gitter von PHCC keine Basis, d. h.
jede Einheitszelle entha¨lt einen Dimer. Somit la¨uft die Summation in (3.27) u¨ber die Dimer-
schwerpunkte n. Die einzelnen Spins auf den Dimeren werden u¨ber n § d
2
angesprochen,
wobei d = ¡0:19a+0:12b+0:51c fu¨r eine eindeutige Bezeichnung im Folgenden von Spin
1 nach Spin 2 zeige.31
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ABBILDUNG 3.11: Dispersionskurven des effektiven Modells (3.28) fu¨r PHCC. Die ent-
sprechenden Wechselwirkungskonstanten sind in Tabelle 3.6 zu £nden.
Die Wechselwirkungen J (ij)(100) zwischen den Dimeren entlang der [100]-Richtung werden
u¨ber Cu-Cl-Cu-Austauschpfade realisiert. Im Vergleich zur Intradimerkopplung sind die-
se Pfade la¨nger, so dass die beteiligten Spins schwa¨cher miteinander koppeln. Zwischen
den Ketten wird die Wechselwirkung durch die Piperazinium-Gruppe, d. h. u¨ber kurze Was-
serstoffbru¨cken der Form N-H¢ ¢ ¢Cl, vermittelt, wobei das Chloratom zu keiner Cu-Cl-Cu-
Bru¨cke geho¨rt. Demnach gibt es die Wechselwirkungen J (ij)(001), J
(ij)
(101) und J
(ij)
(10„1)
, die in Ab-
bildung 3.2 wiederzu£nden sind.
3.2.2 Effektives Modell fu¨r PHCC
Zur Beschreibung der magnetischen Anregungen in PHCC wurden Versuche unternommen,
diese mit Hilfe eines effektiven Modells zu beschreiben, welches eine BLOCH-artige Propa-
gation einer Triplettanregung zu Grunde legt.31 Um eine angemessene ¨Ubereinstimmung mit
experimentellen Daten herstellen zu ko¨nnen, werden neben den oben erwa¨hnten Wechsel-
wirkungen weitere beno¨tigt. Diese Wechselwirkungen ko¨nnen aus der Struktur der Substanz
nicht motiviert werden, da sie sich u¨ber zwei Gitterla¨ngen in a- bzw. c-Richtung erstrecken:
J
(ij)
200 und J
(ij)
002 . Analog zu (3.15) ergibt sich der folgende Ausdruck fu¨r die Dispersion:
!(q) =
p
J2 + 2JJ (q): (3.28)
Hierbei ist J (q) die FOURIER-Transformierte der Wechselwirkungskonstanten, fu¨r die wir
J (q) = Jefi(100) cos(2…h) + Jefi(001) cos(2…l) + Jefi(101) cos(2…h + 2…l)
+ Jefi(10„1) cos(2…h¡ 2…l) + Jefi(200) cos(4…h) + Jefi(002) cos(4…l)
(3.29)
erhalten.
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Die Anpassung der Dispersionsrelation (3.28) an experimentelle Daten aus inelastischer
Neutronenstreuung ergibt die in Tabelle 3.6 eingetragenen Wechselwirkungen. Dabei wur-
de Jefi(101) = Jefi(10„1) angenommen. Wie zu erwarten sind die sta¨rksten Interdimerkopplungen
entlang der a- bzw. c-Richtung zu £nden. Allerdings liefern auch die u¨brigen, darunter ins-
besondere Jefi(200) und Jefi(002), nicht zu vernachla¨ssigende Dispersionsbeitra¨ge.
absolut absolut
Jefi(mnp) in meV relativ J
efi
(mnp) in meV relativ
Jefi(100) 0:442 0:095 J
efi
(10„1) ¡0:084 ¡0:018
Jefi(001) 0:229 0:049 J
efi
(200) ¡0:073 ¡0:016
Jefi(101) ¡0:084 ¡0:018 Jefi(002) ¡0:047 ¡0:010
J 2:332 1:000
TABELLE 3.6: Absolute und relative effektive Kopplungskonstanten Jefi(mnp) fu¨r PHCC. Fu¨r
die Anpassung wurde Jefi(101) = Jefi(10„1) angenommen.
In Abbildung 3.11 sind die Resultate eingezeichnet. Innerhalb der Fehlerbalken ist eine gute
¨Ubereinstimmung mit den experimentellen Daten zu erzielen.
3.2.3 Mikroskopisches Modell fu¨r PHCC
Im Folgenden wollen wir ein mikroskopisches Modell etablieren, welches insbesondere ohne
die Wechselwirkungen J (ij)(200) und J
(ij)
(002) auskommt. Dazu beru¨cksichtigen wir die folgenden
individuellen Spin-Spin-Wechselwirkungen und ermitteln die Anregungsenergien fu¨r PHCC
mittels Sto¨rungstheorie. Wir messen alle Kopplungen in Einheiten der Dimerwechselwir-
kung J und schreiben:
J ¡! 1; J (12)(100) ¡! fl2 =
J
(12)
(100)
J
;
J
(21)
(001) ¡! fl4 =
J
(21)
(001)
J
;
J
(12)
(001) ¡! fl8 =
J
(12)
(001)
J
;
J
(12)
(10„1)
¡! fl5 =
J
(12)
(10„1)
J
:
J
(11)
(100) = J
(22)
(100) ¡! fl3 =
J
(11)
(100)
J
;
J
(11)
(001) = J
(22)
(001) ¡! fl6 =
J
(11)
(001)
J
;
J
(12)
(101) ¡! fl7 =
J
(12)
(101)
J
;
(3.30)
Die vollsta¨ndig Dispersionsrelation ist eine Funktion in den Parametern fl2; : : : ; fl8 und be-
sitzt die Form:
!(q) = 1 +
X
p2‚0:::p8‚0
(nh;nl)
Cp2;:::;p8nh;nl
8Y
j=2
fl
pj
j cos(2…nhh + 2…nll): (3.31)
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Richtung Spinpaar absolut
(nmp) (ij) in meV relativ effektiv
(100) (11); (22) 0:74 0:36
(12); (21) 0:23 0:11
o
0:250
(001) (11); (22) 0:37 0:18
(12) 0:18 0:09
o
0:135
(101) (12) 0:10 0:05 ¡0:025
(10„1) (12) 0:10 0:05 ¡0:025
(000) 2:05 1:00 -
TABELLE 3.7: Absolute und relative Kopplungskonstanten J (ij)(mnp) fu¨r PHCC. Zum Ver-
gleich sind die resultierenden effektiven Wechselwirkungen gema¨ß (3.36)
angegeben.
Um Vergleichbarkeit mit dem effektiven Modell aus Abschnitt 3.2.2 herzustellen, schreiben
wir (3.31) folgendermaßen:
!(q) =
q
1 + 2!(1)(q) + ¢(q); (3.32)
wobei
!(1)(q) =
1
2
(2fl6 ¡ fl4 ¡ fl8) cos(2…h) + 1
2
(2fl3 ¡ fl2) cos(2…l)
¡ 1
2
fl5 cos(2…h¡ 2…l)¡ 1
2
fl7 cos(2…h + 2…l)
(3.33)
die Entwicklung der Anregungsenergie in erster Ordnung ist. Daraus ergibt sich fu¨r die Kor-
rekturterme:
¢(q) =
X
p2‚0:::p8‚0
(nh;nl)
¢p2;:::;p8nh;nl
8Y
j=2
fl
pj
j cos(2…nhh + 2…nll): (3.34)
Die Koef£zienten ¢p2;:::;p8nh;nl konnten mit Hilfe der in Abschnitt 1.5.1 beschriebenen Methode
bis zur dritten Ordnung, d. h.
P8
i=2 pi • 3, ermittelt werden. Aufgrund der hohen Anzahl
von Parametern erscheint die Berechnung weiterer Ordnungen als nicht sinnvoll. In zweiter
Ordnung £nden wir:
¢(2)(q) = fl3(fl3 ¡ fl2) + fl6(fl6 ¡ fl4 ¡ fl8)¡ 1
4
(fl4 ¡ fl8)2 cos(2…h)
¡ 1
4
fl22 cos(2…l)¡
1
4
fl25 cos(2…h¡ 2…l)¡
1
4
fl27 cos(2…h + 2…l):
(3.35)
Ausgangspunkt fu¨r die weitere Analyse ist die Anpassung der vollsta¨ndigen Dispersion
(3.31) in dritter Ordnung an experimentelle Daten.
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Zuna¨chst vernachla¨ssigen wir die Korrekturterme ¢(q) in (3.32). Damit erhalten wir ein
zum effektiven a¨hnliches Modell, wenn wir die Kopplungskonstanten in der folgenden Weise
identi£zieren:
Jefi(100) =
1
2
(2fl6 ¡ fl4 ¡ fl8); Jefi(10„1) = ¡
1
2
fl5; (3.36)
Jefi(001) =
1
2
(2fl3 ¡ fl2); Jefi(101) = ¡
1
2
fl7;
Jefi(200) = 0; J
efi
(002) = 0:
Um entscheiden zu ko¨nnen, inwieweit ho¨here Terme einer Potenzreihenentwicklung der
Wurzel die Dispersion beein¤ussen, stellen wir die sechste Ordnung der vollsta¨ndigen Wur-
zel gegenu¨ber. Abbildung 3.12 zeigt diesen Vergleich: Fu¨r die in Tabelle 3.7 angegebenen
Kopplungen sind keine signi£kanten Unterschiede zu erkennen. Da die Clusterentwicklung
die Wurzel bis zu einer bestimmten Ordnung (hier bis zur sechsten) reproduziert, ko¨nnen
gro¨ßere Vera¨nderungen der Dispersionskurve nur von ¢(q) herru¨hren. Die Einbeziehung
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ABBILDUNG 3.12: Ein¤uss der Korrekturen ¢(q) auf die Dispersionskurven. Dargestellt
ist die Potenzreihenentwicklung der Wurzel in (3.32) bis zur sechsten
Ordnung im Vergleich zur vollsta¨ndigen Wurzel. Die Hinzunahme der
Korrekturen fu¨hrt im Wesentlichen zu einer Verschiebung.
der Korrekturen ¢(q) fu¨hrt im Wesentlichen zu einer Verschiebung der Dispersionskurve
zu ho¨heren Energiewerten. Wie Abbildung 3.12 zeigt wird der prinzipielle Verlauf nicht
beru¨hrt. Damit zeigt sich, dass die Korrekturterme fu¨r eine angemessene ¨Ubereinstimmung
mit den experimentellen Daten unbedingt erforderlich sind. Offenbar ko¨nnen diese im effek-
tiven Modell durch die Hinzunahme von Jefi(200) und Jefi(002) kompensiert werden, sodass die
Datenpunkte a¨hnlich gut reproduziert werden.
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ABBILDUNG 3.13: Mit dem mikroskopischen Modell berechneten Dispersionskurven fu¨r
PHCC in sechster Ordnung. Die verwendeten Wechselwirkungen sind
Tabelle 3.7 zu entnehmen.
Eine Untersuchung der Anregungsenergien einzelner Punkte in Abha¨ngigkeit von der Ord-
nung zeigt, dass ab der vierten Ordnung keine gro¨ßeren Vera¨nderungen auftreten. Somit
kann mit den in Tabelle 3.7 angefu¨hrten Wechselwirkungen die bestmo¨gliche Anpassung
des Modells an die experimentellen Daten erzielt werden. Die Abbildung 3.13 zeigt einige
Dispersionskurven in sechster Ordnung.
3.3 Der dynamische Strukturfaktor
Grundlage der Untersuchungen in den vorangegangenen Abschnitten waren Messungen von
Anregungsenergien mittels inelastischer Neutronenstreuung, sodass die Kopplungskonstan-
ten des mikroskopischen Modells durch Vergleich mit den experimentellen Daten ermittelt
werden konnten. Inelastische Neutronenstreuung misst direkt den ¨Ubergang vom Singlett-
Grundzustand in den Triplett-Anregungszustand, sodass der dynamische Strukturfaktor von
besonderem experimentellem Interesse ist, da er proportional zum differentiellen Streuquer-
schnitt ist (s. Abschnitt 1.4).
Im Folgenden wollen wir den dynamischen Strukturfaktor fu¨r die Substanzen KCuCl3
bzw. TlCuCl3 sto¨rungstheoretisch berechnen. Wir beschra¨nken uns hierbei auf den Singlett-
Triplett- ¨Ubergang. Da eine dimerbasierte Clusterentwicklung hierfu¨r nicht geeignet ist (s.
Anhang B.2), wollen wir die Entwicklung bis zur zweiten Ordnung explizit durchfu¨hren.
Grundsa¨tzlich gibt es vier unterschiedliche Richtungen gk, in denen die Wechselwirkungen
in periodischer Abfolge zu £nden sind (s. Tabelle 3.2). Fu¨r eine u¨bersichtlichere Darstel-
lung fu¨hren wir deshalb die folgenden Abku¨rzungen ein, die bestimmte Kombinationen der
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Wechselwirkungen zusammenfassen:
fl1 =
1
4
(2J(100) ¡ J 0(100)); "1 =
1
4
(2J(100) + J
0
(100)); °1 =
1
4
J 0(100);
fl2 = ¡1
4
J 0(201); "2 =
1
4
J 0(201); °2 = ¡
1
4
J 0(201); (3.37)
fl3 =
1
4
(J(1 1
2
1
2
) ¡ J 0(1 1
2
1
2
)
) ; "3 =
1
4
(J(1 1
2
1
2
) + J
0
(1 1
2
1
2
)
); °§3 =
1
4
(§J(1 1
2
1
2
) + J
0
(1 1
2
1
2
)
);
fl4 = fl3; "4 = "3; °
§
4 = °
§
3 :
Fu¨r die Berechnung von Matrixelementen beno¨tigen wir zuna¨chst die Entwicklung der
Grundzustandswellenfunktion. Der Eigenzustand des ungesto¨rten HAMILTON-OperatorsH0
ist ein direktes Produkt von Dimer-Spin-Singletts mit S = 0, den wir wie folgt schreiben:
jGi(0) =
Y
n
jsn+R1ijsn+R2i = jSi; (3.38)
wobei n Gittervektoren sind und das Produkt u¨ber alle Einheitszellen la¨uft. Die Vektoren Ri
beschreiben die Lage der Dimere innerhalb der Einheitszelle.
Die Anwendung des Sto¨ranteilsH1 auf jSi liefert Zusta¨nde mit zwei Triplettanregungen auf
benachbarten Dimeren:
H1jSi = ¡
p
3
4X
i=1
X
k=1;2
X
n
flijn+Rk;n+Rk+gii(0;0); (3.39)
wobei
jr; r0i(0;0) = 1p
3
¡jri(1)jr0i(¡1) ¡ jri(0)jr0i(0) + jri(¡1)jr0i(1)¢ (3.40)
ein normierter Zustand mit (Stot; Sztot) = (0; 0) ist, bei dem sich zwei Triplett-Anregungen
(die hochgestellten Zahlen bezeichnen die Sz-Komponente des jeweiligen Tripletts) auf den
Dimeren bei r und r0 be£nden. Alle u¨brigen Dimere sind mit Singletts belegt.
Wa¨hrend der systematischen Entwicklung der Grundzustandsenergie bis zur zweiten Ord-
nung ergibt ein zweimaliges Anwenden von H1 auf jSi Zusta¨nde, welche drei oder vier
Triplett-Anregungen beinhalten. Allerdings tragen diese Zusta¨nde bei der Berechnung des
dynamischen Strukturfaktors erst in dritter Ordnung bei, sodass wir sie im Folgenden nicht
weiter betrachten. Wir erhalten somit in zweiter Ordnung:
jGi(2) =fi0jSi+
p
3
2
4X
i=1
2X
k=1
X
n
fli(1 + "i)jn+Rk;n+Rk+gii(0;0)
¡
p
3
2
4X
i;j=1
2X
k=1
X
n
flifljjn+Rk;n+Rk+gi+gji(0;0)
¡
p
3
2
4X
i;j=1
i6=j
2X
k=1
X
n
flifljjn+Rk;n+Rk+gi¡gji(0;0)
+ Zusta¨nde mit drei oder vier Triplett-Anregungen;
(3.41)
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wobei fi0 dafu¨r sorgt, dass der Zustand bis einschließlich zweiter Ordnung normiert ist, d. h.
fi0 = 1¡ 3
4
N
4X
i=1
fl2i : (3.42)
Hier bezeichnet N die Anzahl der Einheitszellen (2N ist die Anzahl der Dimere). In (3.41)
sind einige Zusta¨nde doppelt aufgefu¨hrt, die durch Vertauschen von i und j ineinander u¨ber-
gehen.
Als na¨chsten Schritt mu¨ssen wir die Wellenfunktion der Triplett-Anregungen entwickeln.
Hierfu¨r verwenden wir in nullter Ordnung einen translationsinvarianten Ansatz in der fol-
genden Form:
jqi(0) = 1p
2N
2X
k=1
X
n
cke
¡iq(n+Rk)jn + Rki(0): (3.43)
Da die kristallographische Einheitszelle zwei Dimere entha¨lt, besitzt das Gitter eine Basis,
sodass sich die Translationsinvarianz nicht von Dimer zu Dimer, sondern von Zelle zu Zelle
erstreckt. Deshalb wurden die Koef£zienten ck eingefu¨hrt, die so bestimmt werden, dass die
Einheiten c1jn + R1i + c2jn + R2i im Raum der Ein-Triplett-Anregungen diagonal sind.
Wir erhalten zwei Lo¨sungen:
(c+1 ; c
+
2 ) = (1; 1) oder (c¡1 ; c¡2 ) = (1;¡1): (3.44)
Formal erha¨lt man den Ansatz (3.43) mit den Koef£zienten c¡i aus jenen mit c+i indem man
entweder qbb ¡! qbb + 2… oder qcc ¡! qcc + 2… setzt, was gleichbedeutend mit ei-
nem Wechsel von der ersten in die erweiterte kristallographische BRILLOUIN-Zone ist. Da
wir gema¨ß (3.7) mit einer erweiterten Darstellung arbeiten, ko¨nnen wir dem Ansatz mit
c+i die Dispersionsrelation !+(q) und dem mit c¡i die Dispersionsrelation !¡(q) zuordnen.
Schließlich bemerken wir, dass somit !¡(q) = !+(q + b⁄) bzw. !¡(q) = !+(q + c⁄) ist.
Fu¨r die Berechnung der Korrekturen in erster Ordnung mu¨ssen wir den Sto¨ranteilH1 auf die-
sen Zustand anwenden. Dabei entstehen sowohl Zusta¨nde mit zwei als auch mit drei Triplett-
anregungen. Insbesondere die Zwei-Triplett-Anregungen jr; r0i(1;0) mit (Stot; Sztot) = (1; 0)
weisen aufgrund der alternierenden Wechselwirkungsstruktur in den Richtungen g3 und g4
eine komplizierte Zusammensetzung auf.
Eine explizite Berechnung der zweiten Ordnung erweist sich als nicht notwendig, da die dar-
aus entstehenden Korrekturen erst in dritter Ordnung zum Strukturfaktor beitragen. Dennoch
muss die Wellenfunktion bis einschließlich zweiter Ordnung normiert werden.
Wir erhalten also fu¨r die Entwicklung der Anregungswellenfunktion, die alle fu¨r die Berech-
3.3. Der dynamische Strukturfaktor 83
nung des Strukturfaktors relevanten Korrekturen entha¨lt, den folgenden Ausdruck:
jqi(2)§ =
fi1p
2N
2X
k=1
c§k
X
n
e¡iq(n+Rk)jn + Rki0
¡ 1p
N
2X
i=1
2X
k=1
c§k °i(1 + e
¡iqgi)
X
n
e¡iq(n+Rk)jn+Rk;n+Rk+gii(1;0)
¡ 1p
N
c§1 (°
¡
3 + °
+
3 e
¡iqg3)
X
n
e¡iq(n+R1)jn+R1;n+R1+g3i(1;0)
¡ 1p
N
c§1 (°
+
4 + °
¡
4 e
¡iqg4)
X
n
e¡iq(n+R1)jn+R1;n+R1+g4i(1;0)
¡ 1p
N
c§2 (°
+
3 + °
¡
3 e
¡iqg3)
X
n
e¡iq(n+R2)jn+R2;n+R2+g3i(1;0)
¡ 1p
N
c§2 (°
¡
4 + °
+
4 e
¡iqg4)
X
n
e¡iq(n+R2)jn+R2;n+R2+g4i(1;0)
+
1
2
r
3
2N
4X
i=1
2X0
j;k=1
c§k fli
X
n
e¡iq(n+Rk)jn + Rki0jn+Rj;n+Rj+gii(0;0)
+ Zusta¨nde, die zur Entwicklung des Strukturfaktors in zweiter
Ordnung nicht beitragen:
(3.45)
Der Strich an der Summe deutet an, dass nur u¨ber Zusta¨nde summiert wird, bei denen kei-
ne zwei Tripletts denselben Dimer belegen. Der Faktor fi1 wird so gewa¨hlt, dass jqi(2) bis
einschließlich zweiter Ordnung normiert ist:
fi1 = 1¡ 1
2
4X
i;j=1
fliflj cos(qgi) cos(qgj)¡
3
4
µ
N ¡ 4
3
¶ 4X
i=1
fl2i
¡ 2
2X
i=1
°2i [1 + cos(qgi)]¡
4X
i=3
h
°+i
2
+ °¡i
2
+ 2°+i °
¡
i cos(qgi)
i
:
(3.46)
Schließlich beno¨tigen wir die FOURIER-Transformierte des Spinoperators. Da das betrach-
tete System rotationsinvariant im Spinraum ist, beschra¨nken wir die folgenden Untersuchun-
gen auf die z-Komponente:
Sz(q) =
1p
2N
X
n
2X
k=1
e¡iq(n+Rk)
•
e¡i
qdk
2 Sz(n+Rk+
dk
2
) + ei
qdk
2 Sz(n+Rk¡dk
2
)
‚
:
(3.47)
Damit haben wir die wesentlichen Elemente zur Berechnung des dynamischen Strukturfak-
tors in der Hand. Die konsistente Beru¨cksichtigung aller Terme bis einschließlich zweiter
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Ordnung ergibt:
Izz§ (q) =
flflfl(2)§hqjSz(q)jGi(2)flflfl2
=
1
4
µ
sin
qd1
2
§ sin qd2
2
¶2‡
1¡ ›(q) + ›(q)2 ¡ §1(q)¡ §2(q)
·
+
1
2
µ
sin
qd1
2
§ sin qd2
2
¶µ
¢§1 (q) cos
qd1
2
+ ¢§2 (q) cos
qd2
2
¶ (3.48)
mit
›(q) = 2
4X
i=1
fli cos(qgi); (3.49)
§1(q) =
4X
i=1
£
3fl2i + 2fli"i cos(qgi)¡ fl2i cos(2qgi)
⁄
; (3.50)
§2(q) = 4
2X
i=1
°2i [1 + cos(qgi)]¡ 2
4X
i=3
h
°+i
2
+ °¡i
2
+ 2°+i °
¡
i cos(qgi)
i
; (3.51)
¢+1 (q) = 2
2X
i=1
fli°i sin(qgi) + 2fl3°
+
3 sin(qg3) + 2fl4°
¡
4 sin(qg4); (3.52)
¢+2 (q) = 2
2X
i=1
fli°i sin(qgi) + 2fl3°
¡
3 sin(qg3) + 2fl4°
+
4 sin(qg4); (3.53)
¢¡1 (q) = ¢
¡
2 (q) = 2
2X
i=1
fli°i sin(qgi): (3.54)
Der dynamische Strukturfaktor entha¨lt Beitra¨ge von beiden Moden !+(q) und !¡(q) und
setzt sich in der folgenden Weise zusammen:
Szz0!1(q; !) = I
zz
+ (q)–
¡
! ¡ !+(q)¢ + Izz¡ (q)–¡! ¡ !¡(q)¢ : (3.55)
Im Allgemeinen ko¨nnen somit beide Anregungszweige mittels inelastischer Neutronenstreu-
ung gemessen werden. Allerdings gibt es Streuanordnungen, die nur fu¨r eine Mode sensitiv
sind, falls q
1. in der a⁄c⁄-Ebene liegt: Dann ist Izz¡ = 0, und nur der Zweig !+(q) ist messbar.
2. parallel zur b⁄-Achse ist: Hier ist Izz+ = 0, sodass nur !¡(q) sichtbar ist.
Vernachla¨ssigen wir in (3.48) die Terme §i(q) und ¢§i (q), so ist das Resultat bis zur vorlie-
genden Ordnung konsistent mit RPA-Rechnungen, welche Izz§ (q) / 1=!§(q) ergeben.108
Die Sto¨rungsentwicklung liefert jedoch weitere Korrekturen. Neben §i(q) gibt es insbeson-
dere die Terme / sin qdi
2
cos
qdj
2
, die in Analogie zur den ¨Ubergangssta¨rken fu¨r den HAFM
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ABBILDUNG 3.14: Strukturfaktor fu¨r KCuCl3, berechnet mit den Kopplungskonstanten aus
Tabelle 3.4
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ABBILDUNG 3.15: Strukturfaktor fu¨r TlCuCl3, berechnet mit den Kopplungskonstanten aus
Tabelle 3.4
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(s. Abschnitt 2.2.3) aufgrund der vollsta¨ndigen Entwicklung der S = 1-Anregungswellen-
funktion auftreten. Bemerkenswert ist, dass diese Korrekturen davon abha¨ngen, welcher An-
satz in (3.43) gewa¨hlt wurde. Wa¨hrend ¢+i (q) von allen beru¨cksichtigten Wechselwirkungen
abha¨ngig ist, entha¨lt ¢¡i (q) nur die Kopplung zwischen gleich orientierten Dimeren. Offen-
bar fu¨hrt der Ansatz mit c¡i in (3.43) zu destruktiver Interferenz zwischen den unterschiedlich
orientierten Dimeren.
In den Abbildungen 3.14 und 3.15 stellen wir den Strukturfaktor fu¨r die Substanzen KCuCl3
bzw. TlCuCl3 dar. Hierbei wurden die Kopplungen aus Tabelle 3.4 verwendet. Da die nullte
Ordnung unabha¨ngig von den Wechselwirkungskonstanten ist, sind die gro¨ßten Unterschiede
beim ¨Ubergang zur ersten Ordnung zu erkennen. Die Hinzunahme der zweiten Ordnung
vera¨ndert zwar nicht den prinzipiellen Verlauf der Kurven, allerdings sind die Korrekturen
deutlich zu erkennen und sollten nicht vernachla¨ssigt werden.
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Zusammenfassung und Ausblick
Gegenstand der vorliegenden Arbeit sind dimerisierte S = 1=2 Spinsysteme in einer, zwei
und drei Dimensionen. Zur Untersuchung dieser Systeme wurde u¨berwiegend die Clusterent-
wicklung verwendet. Mit dieser Methode war es mo¨glich, die Grundzustandsenergie sowie
die niederenergetischen Anregungen verschiedener Spinmodelle mit Hilfe von Sto¨rungsrei-
hen zu berechnen. Außerdem konnten Singlett-Triplett- ¨Ubergangssta¨rken explizit berechnet
werden.
Um die algorithmische Umsetzung transparenter erscheinen zu lassen, wurde zuna¨chst auf
die wesentlichen Begrif¤ichkeiten und Theoreme eingegangen, die im Zusammenhang mit
der Clusterentwicklung auftraten. Besonderer Wert wurde dabei auf die Darstellung und to-
pologische Charakterisierung von Graphen gelegt, da dies eine wesentliche Voraussetzung
fu¨r die Anwendbarkeit der Clusterentwicklung auf ho¨herdimensionale Systeme ist. Es ließ
sich zeigen, dass diese Methode prinzipiell zur Berechnung des dynamischen Strukturfaktors
verwendet werden kann, solange das untersuchte System nur einen Basisknoten besitzt. Hin-
gegen ist eine dimerbasierte Clusterentwicklung auf Substanzen, deren kristallographische
Einheitszelle mehr als einen Dimer entha¨lt, nicht anwendbar.
Zur ¨Uberpru¨fung der Validita¨t der berechneten Sto¨rungsreihen wurden zuerst verschiedene
eindimensionale Systeme behandelt. Dabei ließen sich sowohl die Grundzustandsenergie als
auch die Dispersion des HEISENBERG-Antiferromagneten (HAFM) bis zur 14. Ordnung ent-
wickeln. Prinzipiell ist die Clusterentwicklung nicht geeignet den HAFM zu untersuchen, da
dieser langreichweitige ra¨umliche Korrelationen besitzt. Dennoch war die ¨Ubereinstimmung
mit exakten Resultaten wie beispielweise dem BETHE-Ansatz sehr gut.
Ebenso konnte das aus feldtheoretischen Abbildungen (z. B. Bosonisierung) bekannte kriti-
sche Verhalten der alternierenden S = 1=2 Spinkette na¨herungsweise reproduziert werden.
Die auftretenden Abweichungen vom feldtheoretischen Resultat ko¨nnen auf die folgenden
Gru¨nde zuru¨ckgefu¨hrt werden: Auf der einen Seite kann die Reihenentwicklung eventuell
vorhandene logarithmische Korrekturen nicht korrekt wiedergeben. Auf der anderen Seite
werden Ungenauigkeiten beim Rechnen mit Fließkommazahlen dafu¨r verantwortlich ge-
macht, das lineare und quadratische Betra¨ge in der Reihenentwicklung zu stark gewichtet
werden.
Die Untersuchung des HEISENBERG-Antiferromagneten wurde mit der Berechnung des dy-
namischen Strukturfaktors fortgefu¨hrt. Hierbei waren ausschließlich die Singlett-Triplett-
¨Ubergangssta¨rken Szz0!1(q; !1) von Interesse, da diese den ¨Ubergang vom Grundzustand
(S = 0) in den ersten angeregten Zustand (S = 1) charakterisieren. Eine systematische Be-
rechnung von Szz0!1(q; !1) bis zur 10. Ordnung ergab, dass sich dieser in drei Anteile zerle-
gen la¨sst: Auf der einen Seite treten Terme/(1¡cos(2qd)) auf, die typisch fu¨r dimerisierte
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Systeme sind. Auf der anderen Seite konnten erstmalig auch Terme / sin(2qd) nachgewie-
sen werden, die schon ab der zweiten Ordnung beitragen und fu¨r deutliche Vera¨nderungen
im Kurvenverlauf der ¨Ubergangssta¨rken sorgen. Schließlich gibt es ab der vierten Ordnung
Terme, die keiner der beiden obigen Strukturen zugeordnet werden ko¨nnen.
Mittels der Clusterentwicklung konnte gezeigt werden, dass das Phasendiagramm der verall-
gemeinerten Spinleiter einen zwar kleinen, aber endlichen inkommensurablen Bereich auf-
weist, in welchem der Wellenvektor der niedrigsten Anregung von q = 0 nach q = … wech-
selt. Interessanterweise geht dieser Wechsel nicht sprunghaft vor sich, sondern, wie anhand
von Dispersionsrelationen gezeigt wurde, kontinuierlich. Da sich die Potenzreihe der Anre-
gungsenergie in expliziter Form bis zur 12. Ordnung berechnen ließ, konnten in der Na¨he
des Dimer-Punktes die Bereichsgrenzen erstmals in geschlossener Form angegeben werden.
Dabei stellte sich heraus, dass der inkommensurable Bereich erst ab der vierten Ordnung
eine endliche Breite besitzt.
Zur weiteren Untersuchung wurden biquadratische Wechselwirkungen insbesondere in
Kombination einer zyklischen Vier-Spin-Wechselwirkung (Ringaustausch) hinzugenom-
men. Diese neuartige Wechselwirkung konnte durch Messungen mittels inelastischer
Neutronenstreuung an Leitermaterialien wie etwa Ca8La6Cu24O41 motiviert werden.
Beru¨cksichtigt man keine biquadratischen Wechselwirkungen, so ergibt eine Analyse des
Anregungspektrums, dass Jleg … 2Jrung sein sollte. Dieses Verha¨ltnis kann weder mit der
geometrischen noch mit der elektronischen Struktur der Leiter in Verbindung gebracht
werden, aber die Hinzunahme des Ringaustausches beseitigt diese Inkonsistenz.
Die Berechnung von Sto¨rungsreihen, die fu¨r die niedrigste Anregungsmode bis zur 12. Ord-
nung ermittelt werden konnten, ermo¨glichte es, das Phasendiagramm der Spinleiter mit
zusa¨tzlichem Ringaustausch na¨her zu untersuchen. Insbesondere ließ sich eine Phasenli-
nie innerhalb des sto¨rungstheoretisch zuga¨nglichen Bereichs angegeben, bei der sich die
Anregungslu¨cke schließt. Zur weiteren Charakterisierung dieses Phasenu¨bergangs wurden
Pade´-Approximanten ausgewertet und damit kritische Exponenten angegeben. Es stellte sich
heraus, dass sich die Anregungslu¨cke als Funktion der Wechselwirkungsparameter linear
schließt. Dieses Ergebnis stu¨tzt die Vermutung, dass die ¨Ubergangslinie in eine dimerisierte
Phase fu¨hrt, die durch eine spontan gebrochene Translationssymmetrie entlang der Leiter
und Verdoppelung der magnetischen Einheitszelle gegeben ist.
Im Bereich der ho¨herdimensionalen Substanzen konzentrierte sich die Untersuchung auf
die Substanzen KCuCl3, TlCuCl3 und PHCC in Hinblick auf ihre Wechselwirkungsstruktur.
Hierfu¨r wurde zuna¨chst ein effektives Modell verwendet, d.h. die vier mo¨glichen Spin-Spin-
Wechselwirkungen zwischen benachbarten Dimeren werden durch eine effektive Dimer-
Dimer-Wechselwirkung ersetzt. Bereits mit diesem vereinfachten Modell konnte eine gute
¨Ubereinstimmung mit experimentellen Daten erzielt werden. Um jedoch die mikroskopische
Wechselwirkungsstruktur aufkla¨ren zu ko¨nnen, wurden fu¨r KCuCl3 bzw. TlCuCl3 neun und
fu¨r PHCC zehn individuelle Spinkopplungen verwendet. Mit Hilfe der Clusterentwicklung
konnte die Berechnung der Dispersionsrelation bis zur sechsten Ordnung vorangetrieben
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werden. Um die Gro¨ßen der Wechselwirkungen bestimmen zu ko¨nnen, wurden die Disper-
sionsrelationen an experimentelle Daten angepasst, welche aus Messungen mittels inelasti-
scher Neutronenstreuung zur Verfu¨gung standen. Fu¨r die oben genannten Substanzen konn-
ten erstmalig alle relevanten Kopplungskonstanten angegeben werden, sodass die Messdaten
mit hoher Genauigkeit wiedergegeben werden.
Daru¨berhinaus konnte fu¨r KCuCl3 und TlCuCl3 der dynamische Strukturfaktor fu¨r den
Singlett-Triplett ¨Ubergang bis zur zweiten Ordnung in expliziter Form berechnet werden.
Dies stellte insofern eine Herausforderung dar, weil die kristallographische Einheitszelle
dieser Substanzen zwei unterschiedlich orientierte Dimere (charakterisiert durch die Vek-
toren d1 und d2) entha¨lt. Das Resultat beinhaltet Terme, die mit den ga¨ngigen Methoden wie
etwa der
”
random phase approximation“ (RPA) fu¨r das effektive Modell nicht erfasst wer-
den ko¨nnen: Neben den fu¨r Dimersysteme u¨blichen Beitra¨gen/ [sin(qd1=2)§ sin(qd2=2)]2
konnten auch solche der Form /sin(qdi=2) cos(qdj=2) nachgewiesen werden.
Insgesamt stellt sich folgendes Bild dar: Die Clusterentwicklung ist hervorragend fu¨r
schwach gekoppelte Dimersysteme geeignet. Im Gegensatz zu anderen u¨blichen numeri-
schen Methoden ist sie momentan die einzige, mit der auch ho¨herdimensionale Systeme
untersucht werden ko¨nnen. Deshalb sollte die Untersuchung von Anregungsspektren auf
weitere Materialien ausgedehnt werden. Beispielweise wird vermutet, dass die Substanz
Cu2(1; 4-Diazacycloheptan)2Cl4 aus schwach wechselwirkenden Dimeren aufgebaut ist.
Schließlich ließe eine Modi£kation von einer dimerbasierten zu einer plakettenbasierten Clu-
sterentwicklung die Berechnung von Singlett-Triplett- ¨Ubergangssta¨rken auch fu¨r Systeme
mit zwei Basisknoten zu.
Teile dieser Arbeit wurden aus Priorita¨tsgru¨nden in [30], [87] und [104] vero¨ffentlicht.
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ANHANG A
Numerische Methoden
A.1 Basisimplementierung
Zur algorithmischen Umsetzung der Clusterentwicklung mu¨ssen fu¨r jeden Cluster die ent-
sprechenden Basiszusta¨nde in geeigneter Form vorliegen. Die Ef£zienz des Programms
bezu¨glich Geschwindigkeit und Speicherbedarf ha¨ngt entscheidend von der Art und Wei-
se ab, wie Zusta¨nde abgelegt werden und wie auf diese wieder zugegriffen wird.
A.1.1 Basisdarstellung
Da die darzustellenden Zusta¨nde in der Regel Produktzusta¨nde sind, deren HILBERT-Ra¨ume
endlich sind, bietet sich eine p-adische Darstellung an. Im Falle der Dimerentwicklung be-
steht der HILBERT-Raum aus 4 Zusta¨nden, einem Singlett und drei Tripletts. Jeder Zustand
wird also als 4-adische Zahl z beschrieben:
z =
N¡1X
i=0
4iai: (A.1)
N ist hier die Anzahl der Dimere und i nummeriert diese. Die Koef£zienten ai codieren die
Zusta¨nde am Dimer i:
jsi ¡! 0 jt(¡)i ¡! 1
jt(0)i ¡! 2
jt(+)i ¡! 3: (A.2)
Diese Darstellung entha¨lt allerdings eine obere Grenze bezu¨glich der Anzahl der Pla¨tze.
Auf Maschinen mit einer 32-Bit Adressierung ist die Systemgro¨ße auf 16 Dimere limitiert
(unsigned long int). Bei 64-Bit liegt die theoretische Grenze zwar bei 32 Dimeren, jedoch
treten hier andere Probleme auf: Rechenzeit und Speicherbedarf sind dann die begrenzenden
Faktoren.
A.1.2 Basisaufbau
Die Basis wird durch wiederholtes Anwenden des HAMILTON-Operators H1, der die kleine
Sto¨rung beschreibt, auf den Zustand (die Zusta¨nde) in 0-ter Ordnung aufgebaut. Dabei wird
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die Basis natu¨rlicherweise in disjunkte Unterra¨ume U (i) unterteilt, die nur Zusta¨nde enthal-
ten, welche durch genau i-maliges Anwenden des HAMILTON-Operators auf die Zusta¨nde
aus U (0) entstehen:
U (i) =
(
jki
flflfl jki = (H1)i j0i; j0i2 U (0); jki =2 i¡1[
j=0
U (j)
)
: (A.3)
Der Unterraum U (0) entha¨lt bei einer Dimerentwicklung des Grundzustandes nur den Zu-
stand j0i = QN¡1i=0 jsii, wa¨hrend bei der entarteten Sto¨rungsentwicklung U (0) alle auf den
Cluster beschra¨nkten Ein-(Zwei-)Quantenanregungen entha¨lt.
Da H hermitesch ist, ist nach Konstruktion ein Unterraum U (i) nur mit seinen benachbarten
Unterra¨umen verknu¨pft. Wirkt alsoH1 auf einen Zustand jki 2 U (i), so liegen die entstehen-
den Zusta¨nde entweder in U (i¡1), U (i) oder U (i+1). Damit wird das Auf£nden von Zusta¨nden
auf bestimmte Unterra¨ume beschra¨nkt und somit erheblich beschleunigt. Abb A.1 zeigt die
Gro¨ße der Unterra¨ume in den einzelnen Ordnungen.
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ABBILDUNG A.1: Anzahl der Basiszusta¨nde auf unterschiedlich großen Cluster fu¨r die Be-
rechnung von Anregungen. Der kleine Einsatz zeigt die Anzahl der Ba-
siszusta¨nde fu¨r einen Cluster der Gro¨ße 14 in den einzelnen Unterra¨u-
men. Man beachte die logarithmische Skalierung.
A.1.3 Zugriff auf Basiszusta¨nde
Eine der einfachsten Mo¨glichkeiten, Zusta¨nde zu speichern, ist die mittels eines Feldes. Da-
bei ist der Feldindex gleichzeitig die Zahl, mit der der Zustand kodiert wird. Ist ein Zustand
vorhanden bzw. ist er erzeugt worden, ist an der entspechenden Feldposition eine 1 gesetzt,
andernfalls eine 0. Die Abfrage dieses Feldes ist natu¨rlich sehr einfach und schnell, aller-
dings gibt es bei einer Systemgro¨ße von beispielsweise 12 Dimeren 412 = 16777216 poten-
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zielle Zusta¨nde, was einem Speicherbedarf von mindestens 128 MByte⁄ entspricht. Damit
hat man aber nur die Basiszusta¨nde abgelegt. Fu¨r die Koef£zienten beno¨tigt man dann in
jeder Ordnung das vierfache dieses Speicherbedarfsy, was die Mo¨glichkeiten der heutigen
Computersysteme sprengen wu¨rde.
Um den Speicherbedarf zu reduzieren und um trotzdem mo¨glichst effektiv auf die Basis-
zusta¨nde zugreifen zu ko¨nnen, werden grundsa¨tzlich zwei Strategien verfolgt: Hashing und
bina¨re Suche. Man nutzt dabei folgende Tatsache aus: Bei der Anwendung des HAMILTON-
Operators auf einen Basiszustand jii werden bei den hier betrachteten Systemen nur
Zusta¨nde erzeugt, die alle in demselben Sz Spinunterraum wie auch jii liegen, d.h. das oben
beschriebene Feld wu¨rde u¨berwiegend aus Nullen bestehen. Mit einer Hash-Funktion f(K)
werden die Zusta¨nde, dargestellt als ganze Zahlen K, auf eine Zahl zwischen Null und
der Dimension des Spinunterraums abgebildet. Es hat sich bewa¨hrt, als Hash-Funktion die
K
?
S = g(K; i)
i = i + 1
STOP
wa¨hle neues f !!
B(S)=maxInt ?
i • cycle ? -ja
6
6
nein
S = f(K)
i = 0
?
-ja¾nein B(S) = K
ABBILDUNG A.2: Hashing: Einfu¨gen eines Zustandes K in eine Hash-Liste B.
Modulo-Operation mit einer Primzahl p, die go¨ßer als die Dimension des Spinunterraums
ist, zu wa¨hlen. Diese Funktion ist zwar schnell zu berechnen, hat aber einen großen
Nachteil: Sie ist nicht injektiv. Fu¨r die Behandlung dieser Kollisionen gibt es eine Reihe von
Strategien. Beispiele fu¨r Funktionen g(k; i) zur Au¤o¨sung von Kollisionen sind
g(K; i) = (K + i) mod p (lineares Sondieren) ,
g(K; i) = (K + i2) mod p (quadratisches Sondieren),
g(K; i) = [K + g0(k; i)] mod p (doppeltes Hashing).
K bezeichnet die einzufu¨gende Zahl und i die Anzahl der beim Einfu¨gen dieser Zahl
⁄Falls fu¨r einen Feldeintrag nur 8 Bit beno¨tigt werden (char).
yFalls fu¨r eine Fließkommazahl 32 Bit veranschlagt werden (¤oat).
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aufgetretenden Kollisionen. Abbildung A.2 zeigt eine schematische Darstellung der Abla¨ufe
beim Hashing. Die Liste wird zu Anfang mit MaxInt initialisiert, um freie Pla¨tze zu
kennzeichnen. ¨Uber cycle wird die maximale Anzahl von Kollisionen gesteuert. Sie sollte
sehr klein gewa¨hlt werden (»10), damit das Hashing nicht zu einer linearen Suche ausartet.
Wird ein Programmablauf u¨ber cycle terminiert, war die Hash-Funktion nicht angemessen
gewa¨hlt und sollte vera¨ndert werden.
Bei der konkreten Umsetzung der rekursiven Sto¨rungstheorie beno¨tigt man fu¨r jeden Zustand
jii nicht nur seine Darstellung K sondern auch seinen Index i. Im Gegensatz zu anderen
Darstellungen109 wird eine solche inverse Liste nicht parallel zur Hashtabelle aufgebaut. Die
Hashtabelle wird nur zum Aufbau eines Unterraums benutzt. Ist ein Unterraum vollsta¨ndig
vorhanden, werden die Zusta¨nde in eine geordnete Liste eingefu¨gt. Der Index eines Zustan-
des setzt sich dann zusammen aus dem Index des Unterraums und dem Feldindex. Bei der
Anwendung des Hamiltonoperators auf einen Zustand sind die (maximal drei) Unterra¨ume
der entstehenden Zusta¨nde bekannt, in denen man mittels einer bina¨ren Suche (s. Abbil-
dung A.3) den Index £nden kann.
K
?
l = 1, r = N
?
l•r ja -nein¾K nicht in L x = (l + r)=2
?
r = x¡ 1
L(x) 6=K? ja -nein¾ L(x)>K?
?
nein
6ja
l = x + 1
¾
x ist Index
ABBILDUNG A.3: Bina¨re Suche: Suche des Index eines Zustands K in der Liste L.
Diese Methode hat bezu¨glich des Speicherbedarfs zwei Vorteile:
† Es wird keine zusa¨tzliche inverse Liste beno¨tigt: Fu¨r jeden Zustand wird nur seine
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Darstellung abgespeichert. Eine Liste, in der sein Index steht, entfa¨llt.
† Auch beim Hashing gibt es Speicherpla¨tze, die keinen Zustand enthalten (Lo¨cher).
Da das Hashing nur beim Aufbau eines Unterraums benutzt wird und danach die
Zusta¨nde in geordneten Listen vorliegen, wird nur sowiel Speicherplatz angefordert,
wie ta¨tsa¨chlich beno¨tigt wird.
A.2 Darstellung der Graphen
Mo¨gliche Darstellungen von Graphen bzw. Cluster wurden bereits in Kapitel 1.2 bespro-
chen: Adjazenzmatrizen und -listen. Fu¨r die praktische Umsetzung, insbesondere im Um-
gang wa¨hrend der Clusterentwicklung, ist eine eher anschauliche Darstellung nu¨tzlich. Al-
le Kanten eines Graphen werden explizit abgespeichert und zwar durch die Angabe beider
Knoten (Source, Sink). Daneben gibt es noch einen so genannten Vertexstack, in dem al-
le “Namen” des Knoten abgelegt sind. Die eigentlichen Knoten sind dann Referenzen auf
diesem Stack. Die Vorteile dieser Darstellung sind:
† Das Hinzufu¨gen von Knoten ist sehr einfach.
† Man kann mit den internen Namen, den Referenzen, arbeiten. Die externen (auf den
Vertexstack) sind beispielsweise beim Vergleich von Subgraphen mit dem eigentlichen
Graphen von Nutzen.
Graph Vertexstack
Kante
Kante
Kante
Kante
Source
Source
Source
Source
Sink
Sink
Sink
Sink
-
-
-
--
-
-
-
ABBILDUNG A.4: Darstellung eines Graphen durch die explizite Angabe der Kanten. Die
eigentlichen Knoten sind Referenzen auf einen so genannten Vertexstack.
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A.3 Berechnung der Koef£zienten
Ausgangspunkt fu¨r die Sto¨rungsentwicklung sind die Rekursionsgleichungen aus Kapitel
1.3.1 bzw. 1.3.2, die hier noch einmal zitiert seien:
† fu¨r nichtentartete Sto¨rungsentwicklung
e(i) = hˆ(0)jH1jˆ(i¡1)i (A.4)
hkjˆ(i)i = 1
E0 ¡ Ek
ˆ
hkjH1jˆ(i¡1)i ¡
i¡1X
j=1
e(j)hkjˆ(i¡j)i
!
(A.5)
† fu¨r entartete Sto¨rungsentwicklung
hefik (l;m) = hmjH1jˆ(k¡1)l i (A.6)
hnjˆ(k)l i =
1
E0 ¡ En
(
hnjH1jˆ(k¡1)l i ¡
LX
i=1
k¡1X
k0=1
hnjˆ(k0)i ihefik¡k0(l; i)
)
: (A.7)
Zur Implementierung dieser Gleichungen ist es sinnvoll, die Zusta¨nde jˆ(i)i in der Basis
der Eigenzusta¨nde zum ungesto¨rten Anteil des HAMILTON-Operators H0 zu entwickeln.
Aufgrund der im vorhergehenden Abschnitt vorgenommenen Unterteilung der Basis in Un-
terra¨ume sieht diese Entwicklung folgendermaßen aus:
jˆ(i)i =
iX
j=1
X
kj
c
(i)
kj
jkji bzw. jˆ(i)l i =
iX
j=1
X
kj
c
(i)
kj ;l
jkji: (A.8)
In den obigen Gleichungen nummeriert kj die Zusta¨nde aus dem Basisunterraum U (j). Be-
trachten wir beispielsweise die Berechnung der Grundzustandsenergie und setzten die ent-
wickelten Zusta¨nde in Gleichung (A.4) ein:
e(i) =
iX
j=1
X
kj
c
(i¡1)
kj
h0jH1jkji: (A.9)
Diese Gleichung ist von besonderem Interesse, da sie zweierlei verdeutlicht: Zur Berech-
nung der Energie in n-ter Ordnung werden einerseits nur die Entwicklungskoef£zienten bis
einschließlich (n¡1)-ter Ordnung beno¨tigt. Andererseits mu¨ssen gema¨ß (A.3) nur die Un-
terra¨ume bis U ([n=2]) erzeugt werden. Letzteres la¨sst sich aus der Hermitezita¨t vonH erkla¨ren.
Betrachten wir hierzu das Matrixelement in (A.9): Da jkji aus dem Unterraum U (j) stammt,
ko¨nnen wir auch h0jHj+11 j0i schreiben, was natu¨rlich nur symbolisch zu verstehen ist. Ist
H1 hermitesch, so folgt hkj=2jH1jkj=2i fu¨r gerade j bzw. hkj=2jkj=2i fu¨r ungerade j. Nach
Konstruktion ko¨nnen nur diese Art von Matrixelemente von Null verschieden sein, sodass
wegen j • n nur die Generierung der Unterra¨ume bis U ([n=2]) notwendig ist.
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Diese Resulte ko¨nnen in (A.8) eingearbeitet werden und fu¨hren auf die folgenden Entwick-
lungen der Wellenfunktionen jˆ(i)i bzw. jˆ(i)l i:
jˆ(i)i =
8>>>>><
>>>>>:
iX
j=1
X
kj
c
(i)
kj
jkji; i • n2
n¡iX
j=1
X
kj
c
(i)
kj
jkji; i > n2
bzw. jˆ(i)l i =
8>>>>><
>>>>>:
iX
j=1
X
kj
c
(i)
kj ;l
jkji; i • n2
n¡iX
j=1
X
kj
c
(i)
kj ;l
jkji; i > n2 :
(A.10)
Auf den ersten Blick erscheint durch diese Fallunterscheidungen die weitere Umsetzung der
Rekursionsgleichungen wesentlich komplizierter. Dennoch hat diese Darstellung Vorteile:
† Es werden nur die notwendigen Koef£zienten berechnet und abgespeichert, was eine
erhebliche Reduzierung des Speicherbedarfs nach sich zieht.
† Setzt man (A.10) in (A.5) bzw. (A.7) ein, so laufen die Summen nicht mehr u¨ber
alle potenziellen Basiszusta¨nde sondern nur noch u¨ber diejenigen aus bestimmten
Unterra¨umen, was sich in den entsprechend zu beru¨cksichtigen Koef£zenten nieder-
schla¨gt (s. Abbildung A.5). Dadurch kann die Laufzeit des Programms reduziert wer-
den.
c
(1)
k1
c
(2)
k1
c
(3)
k1
c
(4)
k1
c
(5)
k1
c
(6)
k1
c
(7)
k1
c
(2)
k2
c
(3)
k2
c
(4)
k2
c
(5)
k2
c
(6)
k2
c
(3)
k3
c
(4)
k3
c
(5)
k3
c
(4)
k4
- - - - - -
- - - -
- -
R R R R R
R R R
R
µ µ µ µ µ
µ µ µ
µ
ABBILDUNG A.5: Flussschema zur Koef£zientenberechnung. Dargestellt ist der Ablauf bei
einer Berechnung bis zur 8. Ordnung. Beispielsweise werden zur Bere-
chung von c(4)k3 die Koef£zienten c
(3)
k2
und c(3)k3 beno¨tigt.
An dieser Stelle sei darauf hingewiesen, dass die obige Entwicklung nur fu¨r die Berechnung
der Grundzustandsenergie bzw. der Anregungsenergie gilt. Will man Grundzustandserwar-
tungswerte bis zur Ordnung n ermitteln, so mu¨ssen alle Unterra¨ume U (0) : : : U (n) erzeugt
werden. Dies trifft insbesondere fu¨r die Gro¨ßen Afiflij (n) zu, die im Zusammenhang mit dem
dynamischen Strukturfaktor entwickelt werden mu¨ssen (s. Abschnitt 1.4).
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A.4 Gitterimplementierungen
Die Form der unterschiedlichen Gitter, die den untersuchten Modellen zu Grunde liegen,
spielt sowohl bei der Generierung der Cluster als auch bei der Umsetzung der Sto¨rungsent-
wicklung eine wichtige Rolle. Nicht nur die relative Lage der Spins (Dimere) sondern auch
die Anordnung der unterschiedlichen Wechselwirkungen mu¨ssen implementiert werden.
Bei der Erzeugung von ungefa¨rbten Clustern, ist die Angabe von Gittervektoren vo¨llig aus-
reichend. Ausgehend von einem beliebigen Knoten geben die Gittervektoren an, wo sa¨mt-
liche benachbarten, d.h. mit einer Wechselwirkung verbundenen, Knoten liegen. In Tabel-
le A.1 sind die Gittervektoren der in der vorliegenden Arbeit untersuchten Gittertypen an-
gefu¨hrt.
Gitter Gittervektoren Anzahl der Farben Raumdimensionen
linear §(1; 0; 0) 1 1
KCuCl3 §(1; 0; 0) §(0; 1; 0) 4 3
§(0; 0; 1) §(1; 1; 0)
PHCC §(1; 0; 0) §(0; 1; 0) 4 2
§(1; 1; 0) §(1;¡1; 0)
TABELLE A.1: Gittervektoren verschiedener Modelle. Fu¨r KCuCl3 und PHCC stimmen die
Gittervektoren nicht mit den kristallographischen u¨berein (s. Text).
Die Hinzunahme von Farben (Kantenfa¨rbungen) kann grundsa¨tzlich auf zwei Arten gesche-
hen. Die naheliegenste ist, dass man die Farbe jeder Kante, die gema¨ß A.2 aus der expliziten
Angabe des Start- und Endknotens besteht, in Form einer weiteren Variablen hizufu¨gt. Diese
Vorgehensweise erweist sich als zweckma¨ßig bei der Generierung der topologisch unter-
schiedlichen Cluster auf einem Gitter.
Will man fu¨r ein Gitter alle Einbettungen erzeugen, so ist eine andere Implementierung von
Vorteil. Zuna¨chst wird das Gitter verdoppelt, d. h. die Spins bzw. Dimere be£nden sich auf
jedem zweiten Gitterpunkt. Die Kanten ko¨nnen dann durch Angabe der Gitterpunkte zwi-
schen den Knoten angesprochen werden. Jede gefa¨rbte Kante wird mittels zweier ganzer
Zahlen dargestellt: Einer p-adischen Zahl fu¨r den Kantengitterpunkt und einer Farbnummer.
A.4.1 Das Gitter fu¨r KCuCl3 und TlCuCl3
Um die komplizierte Wechselwirkungsstruktur von KCuCl3 bzw. TlCuCl3 zu vereinfachen
wird das Gitter fu¨r die Darstellung der Graphen deformiert. Wir betrachten analog zu Ab-
bildung 3.1 einen Schnitt durch die [20„1]-Ebene. Abbildung A.6 zeigt eine schematische
Darstellung der Wechselwirkungen und die Transformation auf ein kubisches Gitter: Die
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Dimere be£nden sich auf den Gitterknoten. Die neuen Basisvektoren sind entspechend
x = a +
1
2
(b + c); y = a¡ 1
2
(b¡ c);
z = ¡a: (A.11)
Sa¨mtliche Interdimerwechselwirkungen zwischen benachbarten Dimeren werden mit einer
Farbe kodiert, wodurch die in Abbildung A.6 dargestellte alternierende Wechselwirkungs-
struktur entsteht. In z-Richtung werden diese Ebenen u¨bereinander gelegt. Insgesamt werden
vier verschiedene Farben beno¨tigt: Drei in der [20„1]-Ebene und eine in z-Richtung, welche
die Wechselwirkungen in Richtung der Leitern kodiert.
= J(1 1
2
1
2
)
= J 0
(1 1
2
1
2
)
= J 0(201)
x
y
ABBILDUNG A.6: Transformation der Gitterstruktur von KCuCl3 in eine fu¨r die algorith-
mische Implementierung geeignete Weise. Links: Das resultierende ku-
bische Gitter (die z-Richtung ist nicht dargestellt). Rechts: Darstellung
der Basiseinheiten und Wechselwirkungen.
Ein wesentlicher Nachteil dieser Methode ist, dass zwar die Anzahl der topologisch verschie-
denen Graphen gering ist, aber die der Einbettungen ist sehr groß. Tabelle A.2 spiegelt diese
Tatsache wieder. Beispielsweise muss in Hinblick auf eine korrekte Subcluster-Subtraktion
zwischen den Einbettungen
und
unterschieden werden. Dadurch wird das Gitter gewissermaßen zweimal berechnet,
sodass nach der Summation der Gewichte und der eventuell anschließenden FOURIER-
Transformation die resultierenden Gro¨ßen durch zwei dividiert werden mu¨ssen.
A.4.2 Das Gitter fu¨r PHCC
Das Gitter fu¨r PHCC ist zweidimensional. Die Dimere werden analog zu KCuCl3 auf jeden
zweiten Knoten eines Quadratgitters plaziert, sodass man die in Abbildung A.7 dargestellte
Struktur erha¨lt. Fu¨r die neuen Gittervektoren gilt:
x = a und y = c: (A.12)
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Anzahl
Ordnung ungefa¨rbter Graphen gefa¨rbter Graphen Einbettungen
1 1 4 8
2 2 14 64
3 5 72 560
4 10 389 5532
5 22 2553 59372
6 50 18085 673826
TABELLE A.2: Kumulierte Anzahl der Graphen und Einbettungen fu¨r KCuCl3 und TlCuCl3
in verschiedenen Ordnungen.
Jedoch gibt es eine Komplikation: Die Diagonalwechselwirkungen J(101) und J(10„1) belegen
denselben Gitterknoten und ko¨nnen nicht mehr eindeutig angesprochen werden.
Um dieses Problem zu beseitigen ohne in die algorithmische Struktur der Clustergenerierung
und der Sto¨rungsentwicklung eingreifen zu mu¨ssen, wird eine zusa¨tzliche z-Komponente fu¨r
die Gitterknoten eingefu¨hrt, die entweder 1 oder¡1 ist. Abbildung A.7 zeigt die Anordnung
dieser ku¨nstlichen Koordinate. Dadurch wird das neue Gitter fu¨r PHCC a¨hnlich kompliziert
wie fu¨r KCuCl3, was sich auch in der Anzahl der erzeugten Einbettungen niederschla¨gt (s.
Tabelle A.3).
= J
(11;22)
(100) ; J
(11;22)
(001)
= J
(21;12)
(100) ; J
(21;12)
(001)= J
(21)
(10„1)
= J
(12)
(101)
x
y
+ ¡ +
¡ + ¡
+ ¡ +
ABBILDUNG A.7: Transformation der Gitterstruktur von PHCC in eine fu¨r die algorithmi-
sche Implementierung geeignete Weise. Links: Das resultierende Qua-
dratgitter. Die Plus- und Minuszeichen auf den Dimeren bezeichnen die
zusa¨tzliche z-Koordinate. Rechts: Darstellung der Basiseinheiten und
Wechselwirkungen.
Die hohe Anzahl der Einbettungen ist wieder darauf zuru¨ckzufu¨hren, dass beispielsweise
zwischen
A.5. Details zur Subcluster-Subtraktion 103
+ ¡ + und ¡ + ¡
unterschieden werden muss.
Anzahl
Ordnung ungefa¨rbter Graphen gefa¨rbter Graphen Einbettungen
1 1 4 8
2 2 14 64
3 5 72 552
4 10 405 5260
5 22 2759 53436
6 52 20574 565622
TABELLE A.3: Kumulierte Anzahl der Graphen und Einbettungen fu¨r PHCC in verschiede-
nen Ordnungen.
A.5 Details zur Subcluster-Subtraktion
Um die Vorgehensweise bei der Subcluster-Subtraktion transparenter erscheinen zu lassen,
wollen wir nun explizit eine Reihenentwicklung fu¨r kleine Cluster durchfu¨hren. Im Folgen-
den sollen sowohl die Grundzustandsenergie als auch die Dispersion einer dimerisierten, ein-
dimesionalen Leiter sto¨rungstheoretisch berechnet werden. Der HAMILTON-Operator lautet:
H =
X
i
S2iS2i+1 + fi
X
i
(S2iS2i+2 + S2i+1S2i+3): (A.13)
A.5.1 Grundzustandsenergie
Beginnen wir zuna¨chst mit der Grundzustandsenergie. Gema¨ß Gleichung (1.4) wird diese als
Summe von Clustergewichten geschrieben:
ELeiter
N
=
E0Leiter
N
+
X
G
L(G;L = Leiter)W (G): (A.14)
Zur Vereinfachung wurden hier die Beitra¨ge des ungesto¨rten HAMILTON-Operators, d.h. die
so genannten Ein-Vertex-Beitra¨ge, mit E0Leiter gesondert beru¨cksichtigt.
Die beitragenden Cluster G sind relativ einfach: endliche offene Ketten mit n Kanten und
n + 1 Vertizes. Man kann sich leicht davon u¨berzeugen, dass diese Cluster alle die Gitter-
konstante L(G) = 1 besitzen. Die ersten vier beitragenden Cluster haben folgende Grund-
zustandsenergien:
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G P (G)
0fi ¡ 3=8fi2 ¡ 3=16fi3 ¡ 3=128fi4
0fi ¡ 3=4fi2 ¡ 3=8fi3 ¡ 0fi4
0fi ¡ 9=8fi2 ¡ 9=16fi3 + 3=128fi4
0fi ¡ 3=2fi2 ¡ 3=4fi3 + 3=64fi4.
Nun ko¨nnen wir mit der eigentlichen Subcluster-Subtraktion beginnen. Der erste Cluster ist
zweimal (dreimal/viermal) im zweiten (dritten/vierten) wiederzu£nden. Den zweiten kann
man zweimal (dreimal) im dritten (vierten) und den dritten zweimal im vierten einbetten.
Fu¨r die Gewichte erha¨lt man:
G W (G)
0fi ¡ 3=8fi2 ¡ 3=16fi3 ¡ 3=128fi4
3=64fi4
0
0.
Wir summieren alle obigen Gewichte gema¨ß (A.14) und erhalten so fu¨r die Grundzustands-
energie
ELeiter=N = ¡3=4¡ 3
8
fi2 ¡ 3
16
fi3 +
3
128
fi4: (A.15)
Damit haben wir eine Potenzreihe fu¨r die Grundzustandsenergie pro Dimer entwickelt. Als
na¨chsten Schritt wollen wir die Anregungsenergie berechnen.
A.5.2 Anregungsenergie
Um Reihenentwicklungen fu¨r angeregte Zusta¨nde zu erhalten, muss zuna¨chst ein effektiver
Hamiltonian erzeugt werden (siehe Abschnitt 1.1.2.2). Im Folgenden sind fu¨r die Cluster
bis maximal drei Kanten die effektiven HAMILTON-Operatoren, welche mittels entarteter
Sto¨rungstheorie berechnet wurden, explizit angegeben. Man beachte, dass von den Diago-
nalelementen die Beitra¨ge der Grundzustandsenergie bereits subtrahiert wurden, da nur die
Differenz Hefi ¡ E0 ¢1 additiv u¨ber unverbundene Cluster ist.
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g H(g)
H(1; 1) = 1
H(1; 1) = 1 + 0 ¢ fi + 3=8fi2 + 3=16fi3
H(1; 2) = 0 + 1=2fi + 0 ¢ fi2 + 0 ¢ fi3
H(2; 1) = 0 + 1=2fi + 0 ¢ fi2 + 0 ¢ fi3
H(2; 2) = 1 + 0 ¢ fi + 3=8fi2 + 3=16fi3
H(1; 1) = 1 + 0 ¢ fi + 3=8fi2 + 3=16fi3
H(1; 2) = 0 + 1=2fi + 0 ¢ fi2 ¡ 0 ¢ fi3
H(1; 3) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
H(2; 1) = 0 + 1=2fi + 0 ¢ fi2 ¡ 1=8fi3
H(2; 2) = 1 + 0 ¢ fi + 3=4fi2 + 3=4fi3
H(2; 3) = 0 + 1=2fi + 0 ¢ fi2 ¡ 1=8fi3
H(3; 1) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
H(3; 2) = 0 + 1=2fi + 0 ¢ fi2 ¡ 0 ¢ fi3
H(3; 3) = 1 + 0 ¢ fi + 3=8fi2 + 3=16fi3
H(1; 1) = 1 + 0 ¢ fi + 3=8fi2 + 3=16fi3
H(1; 2) = 0 + 1=2fi ¡ 0 ¢ fi2 + 0 ¢ fi3
H(1; 3) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
H(1; 4) = 0 + 0 ¢ fi + 0 ¢ fi2 + 1=16fi3
H(2; 1) = 0 + 1=2fi + 0 ¢ fi2 ¡ 1=8fi3
H(2; 2) = 1 ¡ 0 ¢ fi + 3=4fi2 + 3=8fi3
H(2; 3) = 0 + 1=2fi + 0 ¢ fi2 ¡ 1=8fi3
H(2; 4) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
H(3; 1) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
H(3; 2) = 0 + 1=2fi + 0 ¢ fi2 ¡ 1=8fi3
H(3; 3) = 1 ¡ 0 ¢ fi + 3=4fi2 + 3=8fi3
H(3; 4) = 0 + 1=2fi + 0 ¢ fi2 ¡ 1=8fi3
H(4; 1) = 0 + 0 ¢ fi + 0 ¢ fi2 + 1=16fi3
H(4; 2) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
H(4; 3) = 0 + 1=2fi + 0 ¢ fi2 + 0 ¢ fi3
H(4; 4) = 1 ¡ 0 ¢ fi + 3=8fi2 + 3=16fi3
Man erkennt, dass die effektiven Hamiltonians der endlichen Cluster nicht mehr hermitesch
in allen Ordnungen sind. Der Grund dafu¨r ist in der nicht la¨nger vorhandenen Translations-
invarianz der endlichen Cluster zu sehen. Wa¨hrend das (unendliche) Gitter translationsinva-
riant ist, sind die Knoten i und j auf dem Cluster nicht mehr a¨quivalent, d.h. die Sequenz
virtueller Zwischenzusta¨nde, die wa¨hrend der Sto¨rungsentwicklung auftreten, ha¨ngt davon
ab, ob eine Anregung von i nach j oder von j nach i la¨uft. Betrachten wir dazu folgende Ab-
folge von Zusta¨nden auf dem Cluster mit zwei Kanten, welche in dritter Ordnung zu H(1; 2)
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beitragen:
jt(0) ¡ s #¡ si ¡! jt(0) #¡ t(0) ¡ t(0)i ¡! js¡ s #¡ t(0)i ¡! js¡ t(0) ¡ si:
Die Pfeile markieren die Bindungen, an denen die lokalen Anteile des HAMILTON-Operators
wirken. Dieselben virtuellen Zwischenzusta¨nde tragen auch zu H(2; 1) bei, allerdings in
umgekehrter Reihenfolge. Aufgrund der unterschiedlichen Valenzen sind die Knoten 1 und
2 nicht a¨quivalent und es gibt keine zur obigen analoge Sequenz. In Folge dessen ist
H(1; 2) 6= H(2; 1) und H nicht mehr hermitesch. Nach Durchfu¨hrung der Subcluster-
Subtraktion und Beru¨cksichtigung aller Einbettungen fu¨r das gesamte Gitter ist die Transla-
tionsinvarianz wiederhergestellt und der resultierende effektive Hamiltonian hermitesch.
Nun kann mit der eigentlichen Subcluster-Subtraktion begonnen werden. Die folgenden Ab-
bildungen zeigen diese Prozedur fu¨r die ersten drei Cluster (Der Einvertexbeitrag bleibt
unvera¨ndert). Dabei bezeichnen die hellen Kreise die reinen, aus der Sto¨rungsentwicklung
stammenden Reihen, wa¨hrend die grauen die resultierenden Cluster-Gewichte darstellen:
1
=
1
1 2
=
1 2
¡ 1 2
(1) (1)
1 2 3
=
1 2 3
¡ 1 2 3
(1) (1) (1)
¡ 1 2 3
(1) (2)
¡ 1 2 3
(1) (2)
1 2 3 4
=
1 2 3 4
¡ 1 2 3 4
(1) (1) (1) (1)
¡ 1 2 3 4
(1) (2)
¡ 1 2 3 4
(1) (2)
¡ 1 2 3 4
(1) (2)
¡ 1 2 3 4
(1) (2) (3)
¡ 1 2 3 4
(1) (2) (3)
.
Daraus erha¨lt man schließlich die Gewichte der Cluster. ¨Ahnlich zu der Entwicklung der
Grundzustandsenergie verschwinden fu¨r einen Cluster mit n Kanten die Gewichte bis zur
Ordnung n¡ 1:
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WH(1; 1) = 1
WH(1; 1) = 0 + 0 ¢ fi + 3=8fi2 + 3=16fi3
WH(1; 2) = 0 + 1=2fi + 0 ¢ fi2 + 0 ¢ fi3
WH(2; 1) = 0 + 1=2fi + 0 ¢ fi2 + 0 ¢ fi3
WH(2; 2) = 0 + 0 ¢ fi + 3=8fi2 + 3=16fi3
WH(1; 3) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
WH(2; 1) = 0 + 0 ¢ fi + 0 ¢ fi2 ¡ 1=8fi3
WH(2; 3) = 0 + 0 ¢ fi + 0 ¢ fi2 ¡ 1=8fi3
WH(3; 1) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
WH(1; 4) = 0 + 0 ¢ fi + 0 ¢ fi2 + 1=16fi3
WH(4; 1) = 0 + 0 ¢ fi + 0 ¢ fi2 + 1=16fi3 :
Zum Schluß mu¨ssen alle Einbettungen der Cluster in das Gitter gefunden werden. Fu¨r trans-
lationsinvariante Gitter bietet sich folgende, technisch unproblematische Umsetzung an: Man
ordnet jedem Knoten des Clusters den Ursprung des Gitters zu und beru¨cksichtigt alle Bei-
tra¨ge der Gewichte relativ zum Ursprung. Die anschließenden Abbildungen verdeutlichen
diese Vorgehensweise fu¨r die Cluster bis einschließlich dritter Ordnung.
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Damit erhalten wir den effektiven Hamiltonian fu¨r Einteilchenanregungen der Leiter bis zur
dritten Ordnung:
H(¡3) = 0 + 0 ¢ fi + 0 ¢ fi2 + 1=16fi3
H(¡2) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
H(¡1) = 0 + 1=2fi + 0 ¢ fi2 ¡ 1=8fi3
H(0) = 1 + 0 ¢ fi + 3=8fi2 + 3=16fi3
H(1) = 0 + 1=2fi + 0 ¢ fi2 ¡ 1=8fi3
H(2) = 0 + 0 ¢ fi ¡ 1=8fi2 ¡ 1=8fi3
H(3) = 0 + 0 ¢ fi + 0 ¢ fi2 + 1=16fi3:
Man beachte, dass das Resultat wieder hermitesch ist.
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Nebenrechnungen zum Strukturfaktor
Um den dynamischen Strukturfaktor mittels einer Clusterentwicklung berechnen zu ko¨nnen,
muss dieser in eine Form gebracht werden, die nur noch Gro¨ßen entha¨lt, welche aus Reihen-
entwicklungen gewonnen werden ko¨nnen. Wie in den entsprechenden Kapiteln bereits an-
gesprochen, muss unterschieden werden, wieviele Basisknoten das Gitter entha¨lt. Wa¨hrend
die betrachteten eindimensionalen Leitersysteme einen Basisknoten besitzen, sind es bei
TlCuCl3 und KCuCl3 zwei.
Es stellt sich allerdings heraus, dass eine dimerbasierte Clusterentwicklung fu¨r Systeme mit
zwei Basisknoten nicht geeignet ist, den dynamischen Strukturfaktor zu berechnen. Der Ab-
schnitt B.2 gibt hierzu eine kurze Begru¨ndung.
B.1 Systeme mit einem Basisknoten
Die Komponenten der Spins Sfi1 und Sfi2 auf den Sprossen (Dimeren) haben einen Ab-
stand 2d, die Schwerpunkte der Dimere liegen im Abstand a = kak. Die FOURIER-
Transformation eines Spinoperators lautet damit:
Sfi(q) =
1p
2N
X
n
e¡iqan
£
eiqdSfi1 (n) + e
¡iqdSfi2 (n)
⁄
: (B.1)
`
-a2d
S2 S2 S2
S1 S1 S1
ABBILDUNG B.1: Relative Lage der Spinoperatoren in einer Leiter. Die dicken Linien be-
zeichnen die Dimere.
Fu¨r den dynamischen Strukturfaktor der Singlett-Triplett-Anregung, welche eine Anregungs-
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energie von !1(q) habe, ergibt sich damit:
Sfifl0!1(q; !1(q)) =
1
2N
X
n;m
e¡iqa(n¡m)
h
h0jSfi1 (n)j1ih1jSfl1
y
(m)j0i
+ h0jSfi2 (n)j1ih1jSfl2
y
(m)j0i
+ e2iqd h0jSfi1 (n)j1ih1jSfl2
y
(m)j0i
+ e¡2iqdh0jSfi2 (n)j1ih1jSfl1
y
(m)j0i
i
:
Unter Ausnutzung der Translationsinvarianz la¨sst sich dies in einer kompakteren Weise
schreiben:
Sfifl0!1(q; !1(q)) =
X
n
e¡iqan
h
Afifl11 (n) + A
fifl
22 (n) + e
2iqdAfifl12 (n) + e
¡2iqdAfifl21 (n)
i
(B.2)
mit
Afiflij (n) = h0jSfii (0)j1ih1jSflj
y
(n)j0i; i; j = 1; 2: (B.3)
In (B.2) la¨uft die Summe u¨ber alle ganzen Zahlen, d.h. insbesondere auch u¨ber negative gan-
ze Zahlen. Da es technisch einfacher ist, die Funktionen Afiflij (n) fu¨r positive n zu berechnen,
sollte die Summe auf diese Werte eingeschra¨nkt werden. Dies gelingt, indem man die Inver-
sionssymmetrie der Leiter bezu¨glich eines Dimerschwerpunktes ausnutzt, was sich in den
Relationen
Afifl11 (¡n) = Afifl22 (n) und Afifl12 (¡n) = Afifl21 (n) (B.4)
niederschla¨gt. Man erha¨lt somit:
Sfifl0!1(q) = 2
X
n>0
‡
Afifl11 (n) + A
fifl
22 (n)
·
cos(qan)
+ 2
X
n>0
‡
Afifl12 (n) cos(qn¡ 2qd) + Afifl21 (n) cos(qn + 2qd)
·
+ Afifl11 (0) + A
fifl
22 (0) + e
2iqdAfifl12 (0) + e
¡2iqdAfifl21 (0):
(B.5)
B.2 Systeme mit zwei Basisknoten
Bei Systemen mit zwei Basisknoten erweist sich die Berechnung mittels dimerbasierter Clu-
sterentwicklung als nicht mo¨glich. Im Folgenden wollen wir diese Aussage kurz begru¨nden.
Beginnen wir zuna¨chst mit der Betrachtung der in Abbildung B.2 gezeigten Einheitszelle,
welche vier Spins entha¨lt. Die Spins S1 und S2 werden durch den Vektor d1 verbunden,
S3 und S4 durch d2. Die unterschiedlichen Dimere D1 und D2 haben einen Abstand d =
R2 ¡R1. Wir schreiben also fu¨r die FOURIER-Transformierte des Spinoperators:
Sfi(q) =
1
2
p
N
X
r
e¡iqr
h
eiq
d1
2 Sfi1 (r) + e
¡iqd1
2 Sfi2 (r)
+ e¡iq(d¡
d2
2
)Sfi3 (r) + e
¡iq(d+d2
2
)Sfi4 (r)
i
:
(B.6)
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`
]
d1
d2
d
S2 S2
S1 S1
S4 S4
S3 S3
ABBILDUNG B.2: Relative Lage der Spinoperatoren in einer Substanz mit zwei Basiskno-
ten. Die Einheitszelle entha¨lt zwei Dimere bzw. vier Spins. Die dicken
Linien bezeichnen die Dimere.
Da wir die einzelnen Spins in der Einheitszelle mit einem zusa¨tzlichen Index versehen ha-
ben, ist das Argument der Operatoren der jeweilige Ort r der Einheitszelle. Analog zu (B.2)
nutzen wir die Translationsinvarianz aus und erhalten die folgende Gleichung:
Sfifl0!1(q) =
X
n
e¡iqn
n
Afifl11 (n) + A
fifl
22 (n) + A
fifl
33 (n) + A
fifl
44 (n)
+ Afifl12 (n)e
¡i(¢++¢¡) + Afifl21 (n)e
i(¢++¢¡)
+ Afifl34 (n)e
¡i(¢+¡¢¡) + Afifl43 (n)e
i(¢+¡¢¡)
+
h
Afifl14 (n)e
¡iqd + Afifl32 (n)e
iqd
i
e¡i¢
+
+
h
Afifl41 (n)e
iqd + Afifl23 (n)e
¡iqd
i
ei¢
+
+
h
Afifl13 (n)e
¡iqd + Afifl42 (n)e
iqd
i
e¡i¢
¡
+
h
Afifl31 (n)e
iqd + Afifl24 (n)e
¡iqd
i
ei¢
¡
o
(B.7)
mit
Afiflij (n) = h0jSfii (0)j1ih1jSflj
y
(n)j0i; i; j = 1; 2; 3; 4 (B.8)
¢§ =
q
2
(d1 § d2) : (B.9)
Betrachten wir nun die folgende Einschra¨nkung: Es gibt keine Wechselwirkungen zwischen
den unterschiedlich orientierten Dimeren, sondern nur zwischen gleich orientierten. ¨Uber-
tragen auf die Modelle fu¨r TlCuCl3 bzw. KCuCl3 bedeutet dies, dass lediglich die Wechsel-
wirkung J (ij)(100) von Null verschieden ist.
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In erster Ordnung £ndet man unter Anwendung von (3.48) fu¨r die Gro¨ßen Afiflij (n):
Azz11([100]) = A
zz
22([100]) = A
zz
33([100]) = A
zz
44([100]) = ¡
1
16
(B.10)
Azz12([100]) = A
zz
21([100]) = A
zz
34([100]) = A
zz
43([100]) =
1
16
(B.11)
Azz13([100]) = A
zz
24([100]) = A
zz
31([100]) = A
zz
42([100]) = ¡
1
16
(B.12)
Azz14([100]) = A
zz
23([100]) = A
zz
41([100]) = A
zz
32([100]) =
1
16
: (B.13)
Von besonderem Interesse sind nun die Gro¨ßen, welche zwischen den Dimeren D1 und D2
zu berechnen sind, denn die Clusterentwicklung liefert fu¨r diese Gro¨ßen verschwindende
Beitra¨ge!
Die Begru¨ndung dafu¨r kann man am folgenden Matrixelement ablesen, wobei die entspre-
chenden Cluster, die in erster Ordnung der Entwicklung aus maximal zwei Knoten bestehen,
durch Boxen hervorgehoben sind:
s12 t340
s12 t340 Sz3 s12 t340
s12 s34
t120 s
34
s12 s34 Sz1 t120 s34
t120 s
34
.
Die vorhandenen Wechselwirkungen sind durch Doppellinien dargestellt. Entwickelt man
die Grundzustandswellenfunktion bis zur ersten Ordnung, so entstehen Zwei-Triplett-
Anregungen mit Stot = 0:
jˆi(0;0) = 1p
3
¡jt+t¡i ¡ jt0t0i+ jt¡t+i¢ : (B.14)
Die Wirkung eines Spinoperators auf das Triplettpaar jt0t0i ergibt beispielsweise den Zu-
stand jst0i, was in obiger Skizze durch Pfeile dargestellt ist.
Das Problem hierbei ist der Projektionsoperator j ¢ ¢ ¢ ih¢ ¢ ¢ j: In der Clusterentwicklung bleibt
dieser auf einen Cluster beschra¨nkt. Bei der obigen Berechnung von Azz13([100]) ist dies of-
fensichtlich nicht der Fall, sodass es keinen Beitrag zum Strukturfaktor gibt.
Eine Beru¨cksichtigung anderer Cluster (z.B. eine horizontale Anordnung in obiger Skizze)
ergibt ebenfalls verschwindende Beitra¨ge, da die Wechselwirkungen zwischen den entspre-
chenden Dimeren (Knoten) Null sind, und damit die Entwicklung der Grundzustandswellen-
funktion nach der nullten Ordnung abbricht.
Mo¨chte man also den dynamischen Strukturfaktor fu¨r Systeme mit zwei Basisknoten berech-
nen, so muss man von einer dimerbasierten Clusterentwicklung abru¨cken und stattdessen
eine gro¨ßere Basiseinheit wa¨hlen, die aus zwei Dimeren unterschiedlicher Orientierung be-
steht. Aus technischer Sicht bedeutet dies einen tiefen Eingriff in die algorithmische Struktur,
da sowohl die Clustergenerierung als auch die sto¨rungstheoretische Umsetzung modi£ziert
werden mu¨ssen.
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Tabellierte Sto¨rungsreihen
C.1 Der HEISENBERG-Antiferromagnet
C.1.1 Grundzustandsenergie
Die Sto¨rungsreihe der Grundzustandenergie ist gema¨ß Abschnitt 2.2 eine Funktion von fl:
EHAFM0
NJrung
=
1X
i=0
ci~fi
i
D mit ~fiD =
1
4
fiD: (C.1)
Die Koef£zienten ci sind in der folgenden Tabelle angefu¨hrt:
Ordnung ci Ordnung ci
0 -3/8 16 -334059.129812703432
1 0 17 -1140685.49266864979
2 -3/4 18 -3931722.58261071522
3 -3/4 19 -13666426.0374539575
4 -13/16 20 -47863043.4746445022
5 -89/48 21 -168762994.851510690
6 -463/96 22 -598690434.507092601
7 -81557/6912 23 -2135670834.58414745
8 -414359/12960 24 -7657047732.94669059
9 -2354594813/24883200 25 -27580232326.8520041
10 -285.250814126264575 26 -99765770884.1909779
11 -877.660177587209664 27 -362300367166.854772
12 -2782.836042926722006 28 -1320480576172.24879
13 -9016.382520776596895
14 -29653.05637382334956
15 -98894.54432830388665
TABELLE C.1: Koef£zienten der Grundzustandsentwicklung fu¨r den HAFM.
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C.1.2 Dispersion
Die Dispersionsrelation des HAFM wird im Folgenden bis einschließlich sechster Ordnung
angegeben. Fu¨r ho¨here Ordnungen (d.h. bis zur 12. Ordnung) ko¨nnen die Koef£zienten auf-
grund endlicher Rechengenauigkeit nur als Fließkommazahlen erhalten werden. Die Disper-
sionsrelation ist eine Funktion in fiD:
!(6)(q) =
6X
j=0
”j cos(jqa); (C.2)
mit
”0 = 1¡ ~fi2D + 3~fi3D +
23
4
~fi4D ¡ 12~fi5D +
1273
54
~fi6D
”1 = ¡2~fiD ¡ 4~fi2D + 2~fi3D + 5~fi4D ¡
35
2
~fi5D +
3121
54
~fi6D
”2 = ¡~fi2D ¡ 2~fi3D ¡
15
2
~fi4D ¡
283
18
~fi5D +
79
4
~fi6D
”3 = ¡~fi3D ¡
16
3
~fi4D ¡ 9~fi5D ¡
337
36
~fi6D
”4 = ¡5
4
~fi4D ¡
67
9
~fi5D ¡
13373
432
~fi6D
”5 = ¡7
4
~fi5D ¡
767
54
~fi6D
”6 = ¡21
8
~fi6D mit ~fiD =
1
4
fiD:
C.1.3 Anregungslu¨cke
Bis zur 14. Ordnung lautet die Anregungslu¨cke:
¢ = 1¡ 1
2
fiD ¡ 3
8
fi2D +
1
32
fi3D ¡
5
384
fi4D ¡
761
12288
fi5D +
18997
1769472
fi6D
+
80686654
26270348227
fi7D ¡
1266676963
40151212588
fi8D +
416679391
170434145890
+
218095471
30730915869
fi10D ¡
566676792
30026089457
fi11D ¡
91043455
46798648986
fi12D
+
51043921
6866676949
fi13D ¡
273356685
23313049843
fi14D :
(C.3)
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C.2 Ringaustausch
C.2.1 Dispersion
Im Folgenden geben wir die Dispersionsrelation der Spinleiter mit zusa¨tzlichem Ringaus-
tausch bis einschließlich sechster Ordnung an. Fu¨r ho¨here Ordnungen (d.h. bis zur 12. Ord-
nung) ko¨nnen die Koef£zienten aufgrund endlicher Rechengenauigkeit nur als Fließkomma-
zahlen erhalten werden. Die Dispersionsrelation ist eine Funktion in fiL und fiR:
!(6)(q) =
6X
j=0
„j cos(jqa); (C.4)
mit
„0 = 1¡ 2fiR ¡ 1
4096
(fiL ¡ fiR)2
‡
¡ 3072 + 2560fi3L + 832fi2L ¡ 11456fi2R
+ 2048fi4L ¡ 4389fi4R ¡ 12016fi3R ¡ 165210fiLfi3R ¡ 86493fi2Lfi2R ¡ 59168fiLfi2R
¡ 13440fiLfiR ¡ 4592fi2LfiR ¡ 1536fiL ¡ 7680fiR + 23900fi3LfiR
·
„1 = fiR + fiL ¡ 1
1024
(fiL ¡ fiR)2(fiL + fiR)
‡
527fi3R + 400fi
2
R + 4098fiLfi
2
R
+ 320fiR + 2575fi
2
LfiR + 1664fiLfiR + 208fi
2
L ¡ 96fi3L + 320fiL + 256
·
„2 = ¡ 1
1024
(fiL ¡ fiR)2
‡
¡ 256¡ 256fiR ¡ 256fiL ¡ 32fi2L ¡ 32fi2R + 176fi4L
+ 1665fi4R ¡ 832fiLfiR ¡ 720fi2LfiR ¡ 1104fiLfi2R + 961fi3LfiR ¡ 3249fi2Lfi2R
+ 671fiLfi
3
R + 208fi
3
L + 592fi
3
R
·
„3 =
1
256
(fiL ¡ fiR)2(fiL + fiR)
‡
147fi3R + 1133fiLfi
2
R + 168fi
2
R + 96fiR
+ 153fi2LfiR + 280fiLfiR ¡ 24fi2L ¡ 81fi3L + 32fiL + 32
·
„4 = ¡ 1
1024
(fiL ¡ fiR)2
‡
1079fi4R + 2656fiLfi
3
R + 384fi
3
R + 2098fi
2
Lfi
2
R + 80fi
2
R
+ 608fiLfi
2
R + 96fiLfiR + 864fi
3
LfiR + 448fi
2
LfiR ¡ 73fi4L + 96fi3L + 80fi2L
·
„5 =
1
128
(fiL ¡ fiR)2(fiL + fiR)
‡
46fi3R + 7fi
2
R + 30fiLfi
2
R + 2fiLfiR + 42fi
2
LfiR
+ 7fi2L + 10fi
3
L
·
„6 = ¡ 1
512
(fiL ¡ fiR)2
¡
21fi4R + 28fiLfi
3
R + 30fi
2
Lfi
2
R + 28fi
3
LfiR + 21fi
4
L
¢
:
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