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In this paper, we proved the local energy decay and some Lp–
Lq decay properties of solutions to the initial–boundary value
problem for the Stokes equations of compressible viscous ﬂuid
ﬂow in a 2-dimensional exterior domain. Kobayashi (1997) [19]
and Kobayashi and Shibata (1999) [21] treated the same problem
in a 3-dimensional exterior domain, and our results obtained in
this paper are an extension of results in Kobayashi (1997) [19]
and Kobayashi and Shibata (1999) [21] to the 2-dimensional case.
The fundamental solution to the resolvent equations for the Stokes
equations in R2 has a logarithmical singularity at λ = 0, λ being
a resolvent parameter, while it is continuous up to λ = 0 in R3.
This difference requires us a new idea to prove the local energy
decay estimate. Once getting the local energy decay estimate,
the required Lp–Lq decay estimates in the exterior domain are
obtained by combining the local energy estimate and the Lp–Lq
estimates in R2 by a cut-off technique.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a smooth domain in the n-dimensional Euclidean space Rn and we consider a mo-
tion of compressible viscous ﬂuid ﬂow occupying Ω . The mathematical problem is to ﬁnd a solution
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Y. Enomoto, Y. Shibata / J. Differential Equations 252 (2012) 6214–6249 6215u(x, t) = (u1(x, t), . . . ,un(x, t)), ρ(x, t) describing the velocity ﬁeld and the mass density respectively,
that satisﬁes the initial–boundary value problem:
⎧⎪⎨
⎪⎩
ρt + div(ρu) = 0 in Ω × (0, T ),
ρ(ut + u · ∇u) −μu −
(
μ+μ′)∇ div u + ∇ P (ρ) = g in Ω × (0, T ),
u|∂Ω = 0= (0, . . . ,0), (ρ, u)|t=0 = (ρ0, u0).
(1.1)
Here, ∂Ω is the boundary of Ω , μ and μ′ denote the viscosity coeﬃcient and the second viscosity
coeﬃcient, respectively, g is an external force that is a given vector of functions, and (ρ0, u0) is an
initial data. We assume that P = P (ρ) is a smooth function of ρ deﬁned near ρ = ρ¯0, ρ¯0 being a
positive constant that represents a reference mass density.
When Ω = R3 or Ω is a 3-dimensional exterior domain, that is Ω = R3 \ O, O being a
bounded domain, Matsumura and Nishida [24,25] proved the global in time unique existence of
strong solutions to problem (1.1) with potential force g = ∇Φ under some smallness assumptions
on (ρ0 − ρ¯0, u0). And also, Matsumura and Nishida [24,25] and later on Deckelnick [3,4] proved some
convergence rate of solutions to the stationary solutions by using the energy method. The optimal
decay properties of solutions to problem (1.1) with g = 0 were obtained by Ponce [26] when Ω =R3
and by Kobayashi and Shibata [21] when Ω is a 3-dimensional exterior domain. Their proof in [26,21]
relied on so-called Lp–Lq decay properties of solutions to the Stokes equation of compressible viscous
ﬂuid ﬂow which is obtained by the linearization of (1.1) at (ρ¯0, 0). Hoff and Zumbrun [8,9] found that
the diffusion wave part of the fundamental solutions to the Stokes equations of compressible viscous
ﬂuid ﬂow, which shows the hyperbolic–parabolic aspect of the equations, exhibits an interaction phe-
nomena in the decay properties of Lp norms with 1 p ∞ in Rn (cf. also [22,23]). Kobayashi [20]
improved the decay results obtained in [21] by extending the results in R3 due to [8,9,22,23] to the
3-dimensional exterior domain case.
When Ω is a 2-dimensional exterior domain, extending the method due to Matsumura and
Nishida [24,25] and using the inequality: ‖u‖2L4(Ω)  C‖∇u‖L2(Ω)‖u‖L2(Ω) , we can prove the unique
existence of strong solutions to (1.1) under some smallness assumption similar to the 3-dimensional
case (cf. [1]). But, it has not yet been studied well the optimal rate of decay of global in time strong
solutions to (1.1). In fact, to obtain it a known method is to use Lp–Lq decay estimate of solutions to
the Stokes equations of compressible viscous ﬂuid ﬂow. When we prove the decay estimate of solu-
tions to the Stokes equations in the exterior domain case, it is standard to use so-called local energy
decay properties of solutions, which was proved by Kobayashi [19] in the 3-dimensional exterior do-
main case. The proof in [19] relied on the fact that the fundamental solutions of the resolvent problem
of the Stokes equation is continuous up to λ = 0, λ being the resolvent parameter. On the other hand,
in the 2-dimensional case, the fundamental solution of the resolvent problem of the Stokes equation
has logarithmical singularity at λ = 0, so that we need a new idea to prove the local energy decay
property.
We study the 2-dimensional exterior domain problem in this paper and the forthcoming paper. In
this paper, we consider the local energy decay and Lp–Lq decay of solutions to the Stokes equations
of compressible viscous ﬂuid ﬂow, and in the forthcoming paper we shall prove the global in time
unique existence of strong solutions to (1.1) and their decay properties.
Before stating our main results, we mention several works about the unique existence of strong
solutions to (1.1) and their asymptotic behaviors. The optimal regularity of local in time solutions to
(1.1) was obtained by Charve and Danchin [1] for the Cauchy problem in Rn . The decay properties
of solutions to (1.1) was sharpened by Duan, Liu, Ukai and Yang [5] when g = ∇Φ for the Cauchy
problem in R3. When the external force g depends only on the space variable x = (x1, . . . , xn) and is
a non-potential force, Shibata and Tanaka [29] proved the decay property of solutions for the Cauchy
problem in R3. In [29], the spatial decay rate of the velocity ﬁeld is O (|x|−1) as |x| → ∞, which comes
from the fundamental solutions of the stationary problem and is essentially worse compared with the
potential force case, and this fact required us to use some Lorentz spaces instead of the usual Sobolev
spaces, which is a new approach to (1.1). The global in time unique existence of strong solutions and
their asymptotic behaviors were studied by Ströhmer [30] when Ω is a bounded domain, by Kagei and
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and his group [11–14,10,15] when Ω is a layer, that is Ω = {x = (x1, . . . , xn) | x′ = (x1, . . . , xn−1) ∈
R
n−1, 0< xn < d}.
Now, we state the results obtained in this paper. Let Ω be an exterior domain in R2 with C1,1
boundary ∂Ω and let α, β and γ be speciﬁc constants of this paper that satisfy the conditions:
α > 0, α + β > 0, γ > 0.
We prove the local energy decay and Lp–Lq decay properties of a scalar mass density ρ and a 2-
dimensional velocity ﬁeld u = (u1,u2) that satisfy the initial–boundary value problem for the Stokes
equations:
⎧⎨
⎩
ρt + γ div u = 0 in Ω × (0,∞),
ut − αu − β∇ div u + γ∇ρ = 0 in Ω × (0,∞),
u|∂Ω = 0= (0,0), (ρ, u)|t=0 = (ρ0, u0).
(1.2)
Here, ρt = ∂tρ is the partial derivative of ρ with respect to time variable t , ut = (∂tu1, ∂tu2), ∇ρ =
(∂1ρ, ∂2ρ), ∂i being the partial derivative with respect to xi coordinate of the space variable x =
(x1, x2) ∈R2, div u =∑2i=1 ∂iui , u = (u1,u2), and  =∑2j=1 ∂2j .
To discuss our results more precisely, we outline at this point our notation used throughout the
paper. Let Bb denote a ball of radius b with center at the origin in R2 and we set Ωb = Ω ∩ Bb .
For the differentiation, we write ∂αx f = ∂α11 ∂α22 f with α = (α1,α2), ∇m f = (∂αx f | |α| = m) with
|α| = α1 + α2 for any integer m and ∇1 f = ∇ f . For any domain D , Lp(D) and Wmp (D) denote the
usual Lebesgue space and Sobolev space for scalar valued functions, while their norms are denoted
by ‖ · ‖Lp(D) and ‖ · ‖Wmp (D) , respectively. We write W 0p(D) = Lp(D) for the notational convention.
Wmp,loc(D) denotes the set of all functions f such that ‖ f ‖Wmp (U∩D) < ∞ for any bounded do-
main U of R2. Lp,b(D) denotes the set of all functions f ∈ Lp(D) such that f (x) = 0 for |x| > b
and Wmp,b(D) = Lp,b(D) ∩ Wmp (D). Wˆmp (D) denotes the set of all functions f ∈ Wmp,loc(D) such that
∂αx f ∈ Lp(D) for |α| = m. For any Banach space X with norm ‖ · ‖X , X = {h = (h1, . . . ,h) | hi ∈
X (i = 1, . . . , )} and ‖h‖X =∑m=1 ‖hm‖X . For any -dimensional vector of functions h = (h1, . . . ,h),
we set ∂αx h = (∂αx h1, . . . , ∂αx h), ∇mh = (∇mh1, . . . ,∇mh) and ∇1h = ∇h. We set
Wm,p (D) =
{
F= ( f , g) ∣∣ f ∈ Wmp (D), g ∈ W p(D)2},
Wm,p,loc(D) =
{
F= ( f , g) ∣∣ f ∈ Wmp,loc(D), g ∈ W p,loc(D)2},
Wm,p,b (D) =
{
F= ( f , g) ∣∣ f ∈ Wmp,b(D), g ∈ W p,b(D)2},
Wˆm,p (D) =
{
F= ( f , g) ∣∣ f ∈ Wˆmp (D), g ∈ Wˆ p(D)2},
and ‖F‖Wm,p (D) = ‖( f , g)‖Wm,p (D) = ‖ f ‖Wmp (D) + ‖g‖W p(D) . Let Pm and Pv be the projections on
F = ( f , g) deﬁned by PmF = f and PvF = g . I denotes the identity operator. Given σ > 0, we set
Uσ = {λ ∈ C | |λ| < σ } and U˙σ = {λ ∈ C \ (−∞,0] | |λ| < σ }, where C denotes the set of all complex
numbers. For any Banach spaces X and Y , L(X, Y ) denotes the set of all bounded linear operators
from X into Y and ‖ · ‖L(X,Y ) denotes its operator norm. When X = Y , we use the abbreviations:
L(X) = L(X, X) and ‖ · ‖L(X) = ‖ · ‖L(X,X). Given complex domain U , Anal(U , X) denotes the set of
all X-valued holomorphic functions deﬁned on U . The letter C stands for a generic constant and
CA,B,... means that the constant CA,B,... depends on the quantities A, B, . . . . Constants C and CA,B,...
may change from line to line.
In what follows, p stands for a real number with 1 < p < ∞. Let us deﬁne a linear operator A
associated with (1.2) by
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for (ρ, u) ∈Dp(A) = {(ρ, u) ∈ W 1,2p (Ω) | u|∂Ω = 0}. The underlying space of A is W 1,0p (Ω). Let Ξ be
the set deﬁned by
Ξ =
{
λ ∈C \ {0} ∣∣ |argλ| π − }
∩
{
λ ∈C
∣∣∣ (Reλ + γ 2
α + β + 
)2
+ (Imλ)2 
(
γ 2
α + β + 
)2}
(1.4)
for any 0 <  < π/2, and Ξ =⋃0<<π/2 Ξ . According to Shibata and Tanaka [28] and Enomoto and
Shibata [6], the resolvent set ρ(A) of A contains Ξ , and for any 0<  < π/2 and λ0 > 0 there exists
a constant C = C,λ0,p such that for any ( f , g) ∈ W 1,0p (Ω) and λ ∈ Ξ,λ0 , (ρ, u) = (λI − A)−1( f , g)
satisﬁes the estimate:
∥∥(|λ|u, |λ| 12 ∇u,∇2u, |λ| 32 ρ, |λ|∇ρ)∥∥Lp(Ω)  C∥∥( f , u)∥∥W 1,0p (Ω), (1.5)
where we have set Ξ,λ0 = {λ ∈ Ξ | |λ|  λ0}. According to the semigroup theory, the operator A
generates a C0 semigroup {T (t)}t0 which is analytic and fulﬁlls the estimate:
sup
t>0
e−ct
∥∥T (t)(ρ0, u0)∥∥W 1,0p (Ω) + supt>0 e−ctt
1
2
∥∥∇ Pv T (t)(ρ0, u0)∥∥Lp(Ω)
+ sup
t>0
e−ctt
∥∥T (t)(ρ0, u0)∥∥W 1,2p (Ω)  M∥∥(ρ0, u0)∥∥W 1,0p (Ω) (1.6)
for any (ρ0, u0) ∈ W 1,0p (Ω). The main purpose of this paper is to investigate some decay properties
of {T (t)}t1. Namely, we prove the following two theorems.
Theorem 1.1 (Local energy decay). Let b0 be a positive number such that Ωc ⊂ Bb0 and let b be any num-
ber > b0 . Then, for any t  2 we have the following two assertions:
(i) Let 1< p < ∞. Then, there exists a positive constant C = Cp,b,Ω such that for any F ∈ W 1,0p,b(Ω) we have
∥∥T (t)F∥∥W 1,2p (Ωb0 )  Ct−1(log t)−2‖F‖W 1,0p (Ω). (1.7)
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W 1,0p (Ω) ∩ Lq(Ω)3 we have
∥∥T (t)F∥∥W 1,2p (Ωb0 )  Ct−
1
q
(‖F‖Lq(Ω) + ‖F‖W 1,0p (Ω)). (1.8)
Theorem 1.2 (Lp–Lq estimate). Let p and q be indices such that 1  q  2  p < ∞. Then, for any F ∈
W 1,0p (Ω) and t  1 we have
∥∥T (t)F∥∥Lp(Ω)  Ct−( 1q − 1p )(‖F‖Lq(Ω) + ‖F‖W 1,0p (Ω)) (1< q 2),∥∥T (t)F∥∥Lp(Ω)  Ct−(1− 1p )(log t)(‖F‖L1(Ω) + ‖F‖W 1,0p (Ω)),∥∥∇T (t)F∥∥Lp(Ω)  Ct− 1q (‖F‖Lq(Ω) + ‖F‖W 1,0p (Ω)) (2< p < ∞),∥∥∇T (t)F∥∥L2(Ω)  Ct− 1q (log t)(‖F‖Lq(Ω) + ‖F‖W 1,02 (Ω)),∥∥∇2Pv T (t)F∥∥Lp(Ω)  Ct− 1q (‖F‖Lq(Ω) + ‖F‖W 1,0p (Ω)). (1.9)
Remark 1.3. (1) We think that the decay rate in (1.9) is optimal in view of the estimate (6.3) in
Section 6 below, which is derived by combination of the Lq–L∞ estimate of solutions to the whole
space problem (cf. Theorem 6.1 in Section 6) with (1.7). In fact, according to (6.3), T (t)F behaves like
t−1/q near the boundary as t → ∞ when F ∈ Lq(Ω)3 (1  q  2). Therefore, the decay rate is not
improved better than 1/q in (1.9). Especially, when q = 1, from (6.3) it follows that ‖T (t)F‖W 2,1p (Ωb+3)
is of order t−1 as t → ∞, which is not integrable as t → ∞. This is the reason why a log t factor
appears in (1.9). On the other hand, in the 3-dimensional case, ‖T (t)F‖W 1,2p (Ωb+3) is of order t
−3/2 as
t → ∞, so that we do not have any log t factor in the Lp–Lq estimate (cf. [21]).
(2) Concerning the decay estimate of higher derivatives corresponding to Theorem 6.1 in the whole
space case, the decay estimates for the time derivatives are improved. After obtaining the decay esti-
mate for the time derivatives, by Cattabriga type elliptic estimate we have also the decay estimate for
the higher spatial derivatives, but their maximal rate is t−1/q .
As a byproduct of our argument, we can prove some facts about the existence and uniqueness of
solutions to the following Cattabriga problem:
γ div u = f , −αu − β∇ div u + γ∇ρ = g in Ω, u|∂Ω = 0. (1.10)
Namely, we have the following theorem.
Theorem 1.4. Let 1< p < ∞.
(1) (Existence) For any ( f , g) ∈ W 1,0p (Ω) problem (1.10) admits a solution (ρ, u) ∈ Wˆ 1,2p (Ω) that fulﬁlls the
estimate: ‖(∇ρ,∇2u)‖Lp(Ω)  Cp‖( f , g)‖W 1,0p (Ω) .
(2) (Non-uniqueness) Let F1(x) and F2(x) be vectors of functions deﬁned by
F1(x) = 1
4πα
(
− log |x| + x
2
1
|x|2 ,
x1x2
|x|2
)
,
F2(x) = 1
4πα
(
x1x2
|x|2 ,− log |x| +
x22
|x|2
)
. (1.11)
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γ div Ui = 0, −α Ui + γ∇Q i = 0 in Ω, Ui|∂Ω = 0,
and has the limit: lim|x|→∞(Fi(x) − Ui(x)) = ui for some constant vector ui .
(3) (Uniqueness) If (ρ, u) ∈ Wˆ 1,2p (Ω) satisﬁes the homogeneous equation:
γ div u = 0, −αu − β∇ div u + γ∇ρ = 0 in Ω, u|∂Ω = 0,
and the radiation condition: ρ(x) = O (|x|−1) and u(x) = O (1) as |x| → ∞, then (ρ, u) = 0= (0, 0).
2. About the resolvent problem in a bounded domain
In this section, we consider the resolvent problem:
λρ + γ div v = f , λv − αv − β∇(div v) + γ∇ρ = g in R2. (2.1)
The main purpose of this section is to investigate the expansion formula of solutions to (2.1) near
λ = 0. Let us deﬁne an operator A0 by
A0(ρ, v) =
(−γ div v,αv + β∇(div v) − γ∇ρ)
for (ρ, v) ∈ W 1,2p (R2). The underlying space of A0 is W 1,0p (R2). According to Shibata and Tanaka [28]
and Enomoto and Shibata [6], for any λ ∈ Ξ and ( f , g) = ( f , g1, g2) ∈ W 1,0p (R2) a solution (ρ, v)
of (2.1) is given by ρ(x) = ρ1(x)+ρ2(x), v(x) = (v1(x), v2(x)) and vi(x) =∑3j=1 vij(x) (i = 1,2), where
ρi(x) and vij(x) are given by
ρ1(x) =F−1ξ
[
(λ + (α + β)|ξ |2)F[ f ](ξ)
λ2 + ((α + β)λ + γ 2)|ξ |2
]
(x),
ρ2(x) = −iγ
2∑
j=1
F−1ξ
[
ξ jF[g j](ξ)
λ2 + ((α + β)λ + γ 2)|ξ |2
]
(x),
vi1(x) =
2∑
j=1
F−1ξ
[
(δi j − ξiξ j|ξ |−2)F[g j](ξ)
λ + α|ξ |2
]
(x),
vi2(x) = −iγF−1ξ
[
ξiF[ f ](ξ)
λ2 + ((α + β)λ + γ 2)|ξ |2
]
(x),
vi3(x) =
2∑
j=1
λF−1ξ
[
ξiξ j|ξ |−2F[g j](ξ)
λ2 + ((α + β)λ + γ 2)|ξ |2
]
(x). (2.2)
Here and hereafter, hˆ(ξ) = F [h(x)](ξ) and F−1ξ [g(ξ)](x) denote the Fourier transform of h and the
inverse Fourier transform of g(ξ), respectively, which are deﬁned by
hˆ(ξ) =F[h(x)](ξ) = ∫
2
e−ix·ξh(x)dx, F−1ξ
[
g(ξ)
]
(x) = 1
(2π)2
∫
2
eix·ξ g(ξ)dξ,
R R
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known that
∣∣α−1λ + |ξ |2∣∣ sin(/2)(α−1|λ| + |ξ |2) (2.3)
for any λ ∈ C \ {0} with |argλ| π −  and 0 <  < π/2. Moreover, from [28, Lemma 2.1] we know
that for any 0<  < π/2 and λ0 > 0, there exist constants σ with 0< σ < π/2 and c > 0 such that
∣∣arg(λ2((α + β)λ + γ 2)−1)∣∣ π − σ ,∣∣λ2((α + β)λ + γ 2)−1 + |ξ |2∣∣ c(|λ| + ξ |2) (2.4)
for any λ ∈ Ξ with |λ| λ0. From (2.2), (2.3) and (2.4) it follows that the resolvent set ρ(A0) of A0
contains Ξ and that for any ( f , g) ∈ W 1,0p (R2), (ρ, v) ∈ W 1,2p (R2) satisﬁes the resolvent estimate:
∥∥(|λ|v, |λ| 12 ∇v,∇2v, |λ| 32 ρ, |λ|∇ρ)∥∥Lp(R2)  Cp,,λ0∥∥( f , g)∥∥W 1,0p (R2),
provided that λ ∈ Ξ and |λ|  λ0. Therefore, the operator A0 generates a C0 semigroup {T0(t)}t0
on W 1,0p (R
2) which is analytic and fulﬁlls the estimate:
sup
t>0
e−ct
∥∥T0(t)( f , g)∥∥W 1,0p (R2) + supt>0 e−ctt
1
2
∥∥∇ Pv T0(t)( f , g)∥∥Lp(R2)
+ sup
t>0
e−ctt
∥∥∇2Pv T0(t)( f , g)∥∥Lp(R2)  Cp∥∥( f , g)∥∥W 1,0p (R2) (2.5)
with some positive constants Cp and c. Let ω˙, ω and ω˙ be sets deﬁned by
ω˙ = {λ ∈C \ (−∞,0] ∣∣ |λ| < γ 2/(α + β)}, ω = {λ ∈C ∣∣ |λ| < γ 2/(α + β)},
ω =
{
λ ∈C ∣∣ |λ| (1− )γ 2/(α + β)} (0< 1< ),
respectively. We investigate the expansion formula of (λI− A0)−1 in ω˙. For this purpose we shrink the
domain of (λI− A0)−1 from W 1,0p (R2) to W 1,0p,b(R2) and widen its range from W 1,2p (R2) to W 1,2p,loc(R2),
because λ = 0 is a continuous spectrum of A0.
Let F(x) ( = 1,2) be the vectors of functions deﬁned in (1.11) and let W0 = (M0,V10 ,V20 ) be an
operator on F= ( f , g) ∈ W 1,0p,b(R2) deﬁned by
M0F= α + β
γ
f + 1
2πγ
x
|x|2 ∗ g, V

0F= F ∗ g +
1
2πγ
x
|x|2 ∗ f (2.6)
for  = 1,2. Here and hereafter, f ∗ g = ∫
R2
f (x− y)g(y)dy and f ∗ g =∑2i=1 f i ∗ gi for f = ( f1, f2)
and g = (g1, g2). If we write (ρ0, v0) =W0F, then (ρ0, v0) satisﬁes the equation:
γ div v0 = f , −αv0 − β∇ div v0 + γ∇ρ0 = g in R2. (2.7)
When F ∈ W 1,0p,b(R2) we see that (ρ0, v0) ∈ Wˆ 1,2p (R2) and
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The main result of this section is the following theorem.
Theorem 2.1. Let 1 < p < ∞, let b > 0 and let  be any positive number < 1. Then, there exist op-
erators Wλ ∈ Anal(ω˙,L(W 1,0p,b(R2),W 1,2p,loc(R2))), Xλ ∈ Anal(ω˙,L(W 1,0p,b(R2),W 1,2p,loc(R2))) and Xλ ∈
Anal(ω,L(W 1,0p,b(R2),W 1,2p,loc(R2))) ( = 1,2) such that
WλF= (λI − A0)−1F (λ ∈ ω˙ ∩ Ξ), (2.9)
WλF=W0F+ dλ
∫
R2
(
0, g(x))dx+XλF (λ ∈ ω˙), (2.10)
Xλ = λX1λ + (λ logλ)X2λ (λ ∈ ω˙), (2.11)∥∥XλF∥∥W 1,2p (BR )  Cp,b,R,‖F‖W 1,0p (R2) (λ ∈ ω,  = 1,2) (2.12)
for any F= ( f , g) ∈ W 1,0p,b(R2) and R > 0, where dλ is a number deﬁned by
dλ = (8πα)−1(2 log2− 2γ0 − 1+ logα − logλ), (2.13)
and γ0 = limn→∞(1+ 12 + · · · + 1n − logn).
Proof. To prove the theorem, we represent the formulas given in (2.2) by using modiﬁed Bessel func-
tions. In what follows, let ( f , g) be any element of W 1,0p,b(R2). To start with, we treat ρ1, ρ2 given
in (2.2). We know that F−1ξ [(|ξ |2 + λ)−1](x) = (2π)−1K0(
√
λ|x|) for λ ∈ C \ (−∞,0], where K0(z) is
the 0th order modiﬁed Bessel function. For the notational simplicity, we write η(λ) = (α + β)λ + γ 2
and μ(λ) = λ2/η(λ). Since
λ + (α + β)|ξ |2
λ2 + ((α + β)λ + γ 2)|ξ |2 =
α + β
γ 2
− (α + β)
2λ
η(λ)γ 2
+ γ
2λ
η(λ)2
1
|ξ |2 +μ(λ) ,
we have
ρ1(x) = α + β
γ 2
f (x) − (α + β)
2λ
η(λ)γ 2
f (x) + γ
2λ
2πη(λ)2
K0
(√
μ(λ)|x|) ∗ f .
The expansion formula of K0(z) yields K0(z) = − log(z/2) + ψ(1) + H0(z) with
H0(z) = −
(
log
z
2
)(
z
2
)2 ∞∑
m=0
1
((m + 1)!)2
(
z
2
)2m
+
(
z
2
)2 ∞∑
m=0
ψ(m+ 2)
((m + 1)!)2
(
z
2
)2m
, (2.14)
and ψ(z) = Γ ′(z)/Γ (z) = γ0− z−1+ z∑∞m=1(m(m+1))−1, Γ (x) being the Gamma function. Therefore,
we have ρ1 = (α + β)γ−1 f +R1ρ(λ) f , where
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(α + β)2λ
η(λ)γ 2
f (x) + γ
2λ
2πη(λ)2
{
−(log |x|) ∗ f
+
(
log2+ ψ(1) − 1
2
logμ(λ)
)∫
R2
f (x)dx+ H0
(√
μ(λ)|x|) ∗ f }.
Since
√
μ(λ) = λ/√η(λ) and since η(λ) and logη(λ) are holomorphic in ω, we have R1ρ(λ) =
λR1ρ1(λ)+ (λ logλ)R1ρ2(λ) with R1ρ(λ) ∈ Anal(ω,LF1 ) that fulﬁlls the estimate: ‖R1ρ(λ) f ‖W 1p(BR ) 
Cp,b,R,‖ f ‖W 1p(R2) for any λ ∈ ω and  = 1,2, where we have set LF1 =L(W 1p,b(R2),W 1p,loc(R2)).
Analogously, we have
ρ2(x) = − γ
2πη(λ)
2∑
j=1
∂ j
[
K0
(√
μ(λ)|x|) ∗ g j]
= − γ
2πη(λ)
(
K ′0
(√
μ(λ)|x|)√μ(λ)|x| x|x|2
)
∗ g.
Since −K ′0(z) = K1(z), K1(z) being the 1st order modiﬁed Bessel function, if we set
H1(z) = 2
(
log
z
2
)(
z
2
)2 ∞∑
m=0
1
m!(m + 1)!
(
z
2
)2m
−
(
z
2
)2 ∞∑
m=0
ψ(m + 1) + ψ(m+ 2)
m!(m + 1)!
(
z
2
)2m
, (2.15)
we have −K ′0(z)z = 1 + H1(z). Using γ η(λ)−1 = γ−1 − (α + β)λ(γ η(λ))−1, we have ρ2 = 12πγ x|x|2 ∗
g +R2ρ(λ)g with
R2ρ(λ)g = −
(α + β)λ
2πη(λ)γ
x
|x|2 ∗ g +
γ
2πη(λ)
(
H1
(√
μ(λ)|x|) x|x|2
)
∗ g.
By (2.15) R2ρ(λ) = λR2ρ1(λ) + (λ logλ)R2ρ2(λ) with R2ρ ∈ Anal(ω,LF2 ) that fulﬁlls the estimate:
‖R2ρ(λ)g‖W 1p(BR )  Cp,b,R,‖g‖Lp(R2) for any λ ∈ ω and  = 1,2, where we have set LF2 =
L(Lp,b(R2),W 1p,loc(R2)).
Now, we treat v1, v2 and v3. Employing the same argument as in treating ρ2(x), we have v2 j(x) =
1
2πγ (
x j
|x|2 ∗ f ) +R
2 j
v (λ) f , where we have set
R2 jv (λ) f = −
(α + β)λ
2πη(λ)γ
x j
|x|2 ∗ f +
γ
2πη(λ)
(
H1
(√
μ(λ)|x|) x j|x|2
)
∗ f .
By (2.15) R2 jv (λ) = λR2 jv1(λ) + (λ logλ)R2 jv2(λ) with R2 jv(λ) ∈ Anal(ω,LG1 ) that fulﬁlls the esti-
mate: ‖R2 jv(λ) f ‖W 2p(BR )  Cp,b,R, |λ|‖ f ‖W 1p(R2) for any λ ∈ ω and  = 1,2, where we have set
LG1 =L(W 1p,b(R2),W 2p,loc(R2)).
To treat v1 j(x) and v3 j(x), we consider functions  jk(λ, x) deﬁned by  jk(λ, x) =
λ−1F−1ξ [ξ jξk(|ξ |−2 − (λ + |ξ |2)−1)]. We have
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 jk(λ, x) = (2πλ)−1∂ j∂k
(
log |x| + K0
(√
λ|x|))
= δ jk
2π
(
1
λ|x|2 +
K ′0(
√
λ|x|)√
λ|x|
)
+ x jxk
2π |x|2
(
K ′′0
(√
λ|x|)− K ′0(
√
λ|x|)√
λ|x| −
2
λ|x|2
)
.
In view of (2.15), setting
H2(z) = −1
2
(
log
z
2
)(
z
2
)2 ∞∑
m=0
1
(m+ 1)!(m + 2)!
(
z
2
)2m
+ 1
4
(
z
2
)2 ∞∑
m=0
ψ(m+ 2) + ψ(m+ 3)
(m + 1)!(m + 2)!
(
z
2
)2m
, (2.16)
we have
1
z2
+ K
′
0(z)
z
= −1
2
log
z
2
+ 1
4
(
ψ(1) + ψ(2))+ H2(z). (2.17)
Since K ′′0 (z) + K ′0(z)z−1 − K0(z) = 0, by (2.14) and (2.17) we have
K ′′0 (z) − K ′0(z)z−1 − 2z−2 =
1
2
(
ψ(1) − ψ(2))+ H0(z) − 2H2(z). (2.18)
Since k(m(m+ k))−1 =m−1 − (m+ k)−1, we have
ψ(1) = −γ0 − 1+
∞∑
m=1
1
m(m+ 1) = −γ0,
ψ(2) = −γ0 − 1
2
+ 2
∞∑
m=1
1
m(m+ 2) = −γ0 + 1.
Summing up, we have
 jk(λ, x) = − δ jk4π log |x| −
x jxk
4π |x|2 +
δ jk
8π
(− logλ + 2 log2− 2γ0 + 1)
+ δ jk
2π
H2
(√
λ|x|)+ x jxk
2π |x|2
(
H0
(√
λ|x|)− 2H2(√λ|x|)). (2.19)
Since v3 j(x) = −λη(λ)−1∑2k=1  jk(μ(λ), x) ∗ gk , v3 j(x) =R3 jv (λ)g with
R3 jv (λ)g =
λ
η(λ)
2∑
k=1
{
1
4π
(
δ jk log |x| + x jxk|x|2
)
∗ gk
+ δ jk
8π
(
logμ(λ) − 2 log2+ 2γ0 − 1
)∫
R2
gk(x)dx
−
[
δ jk
2π
H2
(√
μ(λ)|x|)+ x jxk
2π |x|2
(
H0
(√
μ(λ)|x|)− 2H2(√μ(λ)|x|))
]
∗ gk
}
.
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 ∈ Anal(ω,LG2 )
that fulﬁlls the estimate: ‖R3 jv(λ)g‖W 2p(BR )  Cp,b,R,‖g‖Lp(R2) for any λ ∈ ω and  = 1,2, where we
have set LG2 =L(Lp,b(R2)2,W 2p,loc(R2)).
Finally, we treat v1 j(x), which is given by
v1 j(x) =
2∑
k=1
(
δ jk
2πα
K0
(√
λα−1|x|)− 1
α
 jk
(
λα−1, x
)) ∗ gk.
In view of (2.14) and (2.19), we set
R1 jv (λ)g =
2∑
k=1
[
δ jk
2πα
(
H0
(√
λα−1|x|)− H2(√λα−1|x|)) ∗ gk
−
{
x jxk
2πα|x|2
(
H0
(√
λα−1|x|)− 2H2(√λα−1|x|))
}
∗ gk
]
,
dλ = (8πα)−1(− logλ + logα − 2 log2− 2γ0 − 1),
and then we have
v1 j(x) =
2∑
k=1
1
4πα
(
−δ jk log |x| + x jxk|x|2
)
∗ gk + dλ
∫
R2
g j(x)dx+R1 jv (λ)g
and R1 jv (λ) = λR1 jv1 + (λ logλ)R1 jv2(λ) with R1 jv(λ) ∈ Anal(ω,LG2) that fulﬁlls the estimate:
‖R1 jv(λ)g‖W 2p(BR )  Cp,b,R,‖g‖Lp(R2) for any λ ∈ ω and  = 1,2. This completes the proof of Theo-
rem 2.1. 
3. About the resolvent problem in a bounded domain
In this section, let D be a bounded domain in Rn (n  2) and the boundary ∂D of D is a C1,1
hypersurface. We consider the resolvent problem:
λρ + γ div u = f , λu − αu − β∇ div u + γ∇ρ = g in D, u|∂D = 0. (3.1)
Set W 2p,0(D)
2 = {u ∈ W 2p(D)2 | u|∂D = 0}. We deﬁne an operator AD associated with (3.1) by
AD(ρ, u) = (−γ div u,αu + β∇ div u − γ∇ρ) for (ρ, u) ∈ W 1,2p,0(D)
with W 1,2p,0(D) = W 1p(D) × W 2p,0(D)2. The underlying space of AD is W 1,0p (D). For F = ( f , g) and
(ρ, u) ∈ W 1,2p,0(D) Eq. (3.1) is written as follows:
(λI − AD)(ρ, u) = F. (3.2)
We know the following theorem (cf. Shibata and Tanaka [28], Enomoto and Shibata [6] and references
therein).
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there exists a constant C depending on  , λ0 , p and D such that for any λ ∈ Ξ with |λ| λ0 and F ∈ W 1,0p (D)
(ρ, u) = (λI − AD)−1F satisﬁes the estimate:
∥∥(|λu, |λ| 12 ∇u,∇2u, |λ| 32 ρ, |λ|∇ρ)∥∥Lp(D)  C‖F‖W 1,0p (D).
Now, we consider (3.1) with λ = 0, that is we consider so-called Cattabriga problem:
γ div u = f , −αu − β∇ div u + γ∇ρ = g in D, u|∂D = 0. (3.3)
Since D is a bounded domain,
∫
D f dx =
∫
D γ div u dx = 0 if u satisﬁes (3.3). Therefore, we deﬁne the
space W 1p,a(D) by
W 1p,a(D) =
{
f ∈ W 1p(D)
∣∣∣ ∫
D
f (x)dx = 0
}
.
If (ρ, u) satisﬁes (3.3), then (ρ + c, u) also satisﬁes (3.3) for any constant c. Therefore, we consider
ρ ∈ W 1p,a(D) and then we have the following theorem (cf. Farwig and Sohr [7]).
Theorem 3.2. Let 1< p < ∞. Then, there exists an operator
SD ∈ L
(
W 1p,a(D) × Lp(D)2,W 1p,a(D) × W 2p,0(D)2
)
such that −AD SDF= F for any F ∈ W 1p,a(D) × Lp(D)2 .
Now, we show the unique existence of solutions to (3.1) near λ = 0. First, we consider the case
where f ∈ W 1p,a(D). If λ ∈ Ξ , then the problem (3.1) admits a unique solution (ρ, u) ∈ W 1p(D) ×
W 2p(D). From the ﬁrst equation of (3.1) we have
λ
∫
D
ρ dx = −γ
∫
D
div u dx+
∫
D
f dx = 0.
Since λ = 0, we have ρ ∈ W 1p,a(D). Moreover, we have the following theorem.
Theorem 3.3. Let 1 < p < ∞. Then, there exist a positive number λ0 and an operator SD(λ) ∈ Anal(Uλ0 ,
L(W 1p,a(D) × Lp(D)2,W 1p,a(D) × W 2p,0(D)2)) such that for any λ ∈ Uλ0 and F = ( f , g) ∈ W 1p,a(D) ×
Lp(D)2, (ρ, u) = SD(λ)F satisﬁes (3.2) and the estimate: ‖(ρ, u)‖W 1,2p (D)  C‖( f , g)‖W 1,0p (D) .
Proof. Let SD be the operator given in Theorem 3.2. We consider that SD is an operator from
W 1p,a(D) × Lp(D)2 into itself. Let B > 0 be a number such that ‖SDF‖W 1,0p (D)  B‖F‖W 1,0p (D) for any
F ∈ W 1p,a(D) × Lp(D)2 and let λ0 be a small positive number such that λ0B < 1. Then, for λ ∈ Uλ0
we can construct (I − λSD)−1 by the Neumann series: (I − λSD)−1 = ∑∞j=0(λSD) j . We see that
(I − λSD)−1 ∈ Anal(Uλ0 ,L(W 1p,a(D) × Lp(D)2)) and ‖(I − λSD)−1‖L(W 1p,a(D)×Lp(D)2)  (1 − ρ0B)−1.
Obviously, the operator SD(λ) = −SD(I − λSD)−1 is the desired one. 
Finally, we consider the case where
∫
D f dx = 0. Let |D| denote the Lebesgue measure of D and
we deﬁne an operator ID on f ∈ Lp(D) by
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∫
D
f (x)dx. (3.4)
Obviously, f − ID f ∈ W 1p,a(D) for any f ∈ W 1p(D). Given ( f , g) ∈ W 1,0p (D) we set (ρ, u) =
SD(λ)( f − ID f , g), and then (ρ, u) ∈ W 1p,a(D) × W 2p,0(D)2, (λI − AD)(ρ, u) = ( f − ID f , g) in D and
‖(ρ, u)‖W 1,2p (D)  C‖( f , g)‖W 1,0p (D) . When λ ∈ Uλ0 \ {0}, we have (λI − AD)(ρ + λ
−1ID f , u) = ( f , g)
in D . In particular, the uniqueness of solutions implies that (ρ + λ−1ID f , u) = (λI − AD)−1( f , g) for
any λ ∈ Uλ0 ∩ Ξ . Therefore, we deﬁne an operator TD(λ) on F ∈ W 1,0p (D) by
TD(λ)( f , g) = λ−1(ID f , 0) + SD(λ)( f , g) (3.5)
for λ ∈ Uλ0 \ {0}. Since TD(λ) = (λI − AD)−1 for λ ∈ Ξ ∩ Uλ0 , TD(λ) is the extension of the resolvent
(λI − AD)−1 into Uλ0 \ {0}.
4. Asymptotic behavior of the resolvent around the origin
In this section, we investigate the expansion formula of (λI − A)−1 around the origin λ = 0. The
origin is in the continuous spectrum, because Ω is unbounded, and therefore we shrink the domain of
(λI − A)−1 from W 1,0p (Ω) to W 1,0p,b(Ω) and widen its range from W 1,2p (Ω) to W 1,2p,loc(Ω). The purpose
of this section is to prove the following theorem.
Theorem 4.1. Let b0 be a number such that Bb0 ⊃ Ωc . Let 1 < p < ∞, 0 <  < π/2 and b > b0 + 3. Given
σ > 0, we set U˙σ = {λ ∈ C \ (−∞,0] | |λ| < σ }. Then, there exist a positive number σ and an operator
R(λ) ∈ Anal(U˙σ ,L(W 1,0p,b(Ω),W 1,2p,loc(Ω))) such that
R(λ)( f , g) = (λI − A)−1( f , g) for any ( f , g) ∈ W 1,0p,b(Ω) and λ ∈ U˙σ ∩ Ξ,
R(λ) = R0 + R1(logλ)−1 +O
(
(logλ)−2
)
in U˙σ ,
where R0, R1 ∈L(W 1,0p,b(Ω),W 1,2p,loc(Ω)).
Here and hereafter, what A(λ)( f , g) = B(λ)( f , g) + O (λs(logλ)β) in U˙σ means that there exists some
constant Cp,b depending on p and b such that there holds the estimate:
∥∥A(λ)( f , g) − B(λ)( f , g)∥∥W 1,2p (Ωb)  Cp,b|λ|s| logλ|β∥∥( f , g)∥∥W 1,0p (Ω) for λ ∈ U˙σ .
To prove Theorem 4.1, we start with the following proposition.
Proposition 4.2. Let 1 < p < ∞. Then, there exist a positive number σ and an operator R(λ) ∈ Anal(U˙σ ,
L(W 1,0p,b(Ω),W 1,2p,loc(Ω))) such that
R(λ)( f , g) = (λI − A)−1( f , g) (4.1)
for any ( f , g) ∈ W 1,0p,b(Ω) and λ ∈ U˙σ ∩ Ξ , and
R(λ) = λs M(logλ)
L(logλ)
+O(λs+1(logλ)β) in U˙σ , (4.2)
where s and β are some integers, L is a polynomial with constant coeﬃcients and M is a polynomial whose
coeﬃcients belong to L(W 1,0p,b(Ω),W 1,2p,loc(Ω)).
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ﬁrst, we set D = Ωb+2. Let ϕ be a C∞(R2) function such that ϕ(x) = 0 when |x| > b− 1 and ϕ(x) = 1
when |x| < b−2. Given function f deﬁned on Ω , r f denotes the restriction of f on D and ι f denotes
the zero extension of f to R2, that is ι f (x) = f (x) for x ∈ Ω and ι f (x) = 0 for x /∈ Ω . We use the
operators TD(λ), SD(λ), SD and ID deﬁned in Section 3 with D = Ωb+2.
Let Wλ be an operator deﬁned by Wλ( f , g) = TD(λ)(r( f , g)) for ( f , g) ∈ W 1,0p,b(Ω). We know that
Wλ ∈ Anal(Uλ0 \ {0},L(W 1,0p,b(Ω),W 1,2p,loc(Ω))) where λ0 is the number given in Theorem 3.3, and that
(ρ, u) = Wλ( f , g) satisﬁes the equations:
λρ + γ div u = f , λu − αu − β∇ div u + γ∇ρ = g in D, u|∂D = 0, (4.3)
where ∂D = ∂Ω ∪ Sb+2 and Sb+2 = {x ∈R2 | |x| = b + 2}. In view of (3.5), we have
Wλ( f , g) = W0( f , g) + λ−1
(ID(r f ), 0)+ λXλ( f , g), (4.4)
where W0 and Xλ are operators deﬁned by
W0( f , g) = SD
(
r f − ID(r f ), rg
)
,
Xλ( f , g) = λ−1
(
SD(λ)
(
r f − ID(r f ), rg
)− SD(r f − ID(r f ), rg)).
We have
W0 ∈ L
(
W 1,0p,b(Ω),W
1,2
p (D)
)
, Xλ ∈ Anal
(
Uλ0 ,L
(
W 1,0p,b(Ω),W
1,2
p (D)
))
, (4.5)⎧⎨
⎩
γ div PvW0( f , g) = r f − ID(r f ) in D,
−αPvW0( f , g) − β∇ div PvW0( f , g) + γ∇ PmW0( f , g) = rg in D,
PvW0( f , g)|∂D = 0,
(4.6)
∥∥W0( f , g)∥∥W 1,2p (D)  Cp,b∥∥( f , g)∥∥W 1,0p (Ω), (4.7)
sup
λ∈Uλ0
∥∥Xλ( f , g)∥∥W 1,2p (D)  Cp,b∥∥( f , g)∥∥W 1,0p (Ω). (4.8)
Let Wλ be the operator given in Theorem 2.1 and we deﬁne an operator Φλ on F= ( f , g) ∈ W 1,0p (Ω)
by
ΦλF= (1− ϕ)Wλ(ιF) + ϕWλF. (4.9)
Without loss of generality, we may assume that 0< λ0 < γ 2/(α + β). Then, for any λ ∈ Uλ0 we have
(λI − A)ΦλF= (I + Ψλ)F in Ω, PvΦλF|∂Ω = 0, (4.10)
where we have deﬁned ΨλF by
PmΨλF= −γ (∇ϕ) ·
(
PvWλ(ιF) − PvWλF
)
,
PvΨλF= Yϕ
(
PvWλ(ιF) − PvWλF
)− γ (∇ϕ)(PmWλ(ιF) − PmWλF)
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(Y 1ϕ v, Y 2ϕ v). Note that α(ϕv)+β∇ div(ϕv) = ϕ(αv +β∇ div v)+ Yϕ v . Concerning the property of
the operator Ψλ , we have the following lemma.
Lemma 4.3. For each λ ∈ Ξ ∩ Uλ0 , I + Ψλ has a bounded inverse (I + Ψλ)−1 ∈L(W 1,0p,b(Ω)).
Proof. Since Ψλ is a compact operator from W
1,0
p,b(Ω) into itself, by Fredholm’s alternative theorem
the lemma follows from the injectivity of I + Ψλ . Therefore, assuming that F ∈ W 1,0p,b(Ω) satisﬁes
(I + Ψλ)F = 0 in Ω , we prove that F = 0. From (4.9) and (4.10) it follows that ΦλF ∈ W 2,1p (Ω) for
λ ∈ Ξ ∩ Uλ0 and
(λI − A)ΦλF= 0 in Ω, PvΦλF|∂Ω = 0. (4.11)
Since the resolvent set of A contains Ξ , from (4.11) it follows that ΦλF = 0, which combined
with (4.9) implies that
(1− ϕ)Wλ(ιF) + ϕWλF= 0 in Ω. (4.12)
Since ϕ(x) = 1 for |x|  b − 2 and ϕ(x) = 0 for |x|  b − 1, we have Wλ(ιF) = 0 for |x|  b − 1 and
WλF= 0 for |x| b− 2. Let us deﬁne wλ by the restriction of Wλ(ιF) on Bb+2 and zλ by zλ = Wλ(F)
for x ∈ D and zλ = 0 for x ∈ Bb+2 \ D . Then, wλ − zλ ∈ W 1,2p (Bb+2) and (ρ, u) = wλ − zλ satisﬁes the
homogeneous equation:
λρ + γ div u = 0, λu − αu − β∇ div u + γ∇ρ = 0 in Bb+2, u|Sb+2 = 0. (4.13)
Therefore, the uniqueness (cf. [28]) implies that wλ = zλ for λ ∈ Ξε ∩ Uλ0 , from which it follows that
Wλ(ιF) = Wλ(F) in D . By (4.12) we have Wλ(ιF) = ϕ(W(ιF) − W (F)) = 0 in Ω , which implies that
F= 0. This completes the proof of Lemma 4.3. 
Let us determine the singularity of (I + Ψλ)−1 at λ = 0. To this end, recalling the operators W0
deﬁned in (2.6) and W0 deﬁned in (4.5), we deﬁne an operator Φ0 by
Φ0F= (1− ϕ)W0(ιF) + ϕ
(
W0F+
(
c0(F), 0
))
, (4.14)
where c0(F) = ID(PmW0(ιF) − PmW0F). By the deﬁnition of c0(F), we have∫
D
(
PmW0(ιF) − PmW0F− c0(F)
)
dx = 0. (4.15)
The reason why we add c0(F) to PmW0F in the deﬁnition of Φ0F is understood in the proof of
Lemma 4.4 below. By (2.6) and (4.6) we have
−AΦ0F= (I + Ψ0)F in Ω, PvΦ0F|∂Ω = 0, (4.16)
where Ψ0F is deﬁned by
PmΨ0F= −ϕID(r f ) − γ (∇ϕ) ·
(
PvW0(ιF) − PvW0(F)
)
,
PvΨ0F= Yϕ
(
PvW0(ιF) − PvW0F
)− γ (∇ϕ)(PmW0(ιF) − PmW0F− c0(F)). (4.17)
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2
λ on F= ( f , g) ∈
W 1,0p,b(Ω) that are deﬁned by
PmLλF= −γ dλ(∇ϕ) ·
∫
Ω
g(x)dx,
Pv LλF= dλ
{
α(ϕ)
∫
Ω
g(x)dx+ β∇
(
(∇ϕ) ·
∫
Ω
g(x)dx
)}
− λ−1γ (∇ϕ)ID(r f ) + γ (∇ϕ)c0(F),
Pmχ
1
λF= −γ (∇ϕ) ·
(
PvX
1
λ(ιF) − Pv XλF
)
,
Pvχ
1
λF= Yϕ
(
PvX
1
λ(ιF) − Pv XλF
)− γ (∇ϕ)(PmX1λ(ιF) − PmXλF),
χ2λF=
(−γ (∇ϕ) · PvX2λ(ιF), Yϕ(PvX2λ(ιF))− γ (∇ϕ)PmX2λ(ιF)), (4.18)
where X1λ and X
2
λ are operators given in Theorem 2.1. By (2.10), (2.12), (4.4) and (4.8) we have
ΨλF= Ψ0F+ LλF+ λχ1λF+ (λ logλ)χ2λF, (4.19)
χ iλ ∈ Anal
(
Uλ0 ,L
(
W 1,0p,b(Ω)
))
, (4.20)
sup
λ∈Uλ0
∥∥χ iλF∥∥W 1,2p (Ω)  C‖F‖W 1,0p (Ω) (i = 1,2). (4.21)
Now, we investigate some properties of the operator Ψ0.
Lemma 4.4. Let W 1,0p,b,a(Ω) be a space deﬁned by W
1,0
p,b,a(Ω) = {F ∈ W 1,0p,b(Ω) |
∫
Ω
F(x)dx = 0}. Then, the
operator I + Ψ0 is an injection on W 1,0p,b,a(Ω).
Proof. Let F ∈ W 1,0p,b,a(Ω) satisfy (I +Ψ0)F= 0. Our task is to prove that F= 0. By (4.16) Φ0F= (ρ, u)
satisﬁes the homogeneous equations:
−αu + ∇ρ = 0, div u = 0 in Ω, u|∂Ω = 0.
Since
∫
R2
ιF(x)dx = ∫
Ω
F(x)dx = 0 as follows from the assumption, recalling the deﬁnition of Φ0 in
(4.14) and using (2.6), we have u(x) = O (|x|−1), ∇u(x) = O (|x|−2) and ρ(x) = O (|x|−2) as |x| → ∞.
Therefore, the uniqueness theorem for the Stokes equation in an exterior domain (cf. Lemma 4.8
below) implies that (ρ, u) = Φ0F= 0, which implies that
(1− ϕ)W0(ιF) + ϕ
(
W0F+
(
c0(F), 0
))= 0 in Ω. (4.22)
Since ϕ(x) = 1 for |x|  b − 2 and ϕ(x) = 0 for |x|  b − 1, we have W0(ιF) = 0 for |x|  b − 1 and
W0F + (c(F), 0) = 0 for |x|  b − 2. Let us deﬁne w by the restriction of W0(ιF) on Bb+2 and z by
z = W0F + (c0(F), 0) in D and z = 0 in Bb+2 \ D . If we set (θ, v) = w − z, then (θ, v) ∈ W 1,2p (Bb+2)
satisﬁes the homogeneous equation:
−αv + γ∇θ = 0, div v = 0 in Bb+2, v|Sb+2 = 0. (4.23)
The uniqueness of the Stokes equation implies that (θ, v) = (c, 0) with some constant c. But, by (4.15)
0 = ∫D(PmW0(ιF) − PmW0F− cm(F))dx = ∫D c dx, which implies that c = 0. Therefore, (θ, v) = 0, that
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(W0F+ (c0(F), 0))) = 0 in Ω . This implies that F= 0. 
Lemma 4.5. dim(Ker(I + Ψ0)) 3.
Proof. Let a j ( j = 1,2,3,4) be any four elements in Ker(I + Ψ0). There exist constants α j ( j =
1,2,3,4) such that (α1,α2,α3,α4) = (0,0,0,0) and 0=∑4j=1 α j ∫Ω a j dx = ∫Ω ∑4j=1 α ja j dx, because∫
Ω
a j dx are 3-dimensional numerical vectors. Therefore,
∑4
j=1 α ja j ∈ W 1,0p,b,a(Ω). On the other hand,
we have (I+Ψ0)∑4j=1 α ja j =∑4j=1 α j(I+Ψ0)a j = 0. By Lemma 4.4, we obtain ∑4j=1 α ja j = 0, which
implies that dim(Ker(I + Ψ0)) 3. This completes the proof of Lemma 4.5. 
When dim(Ker(I + Ψ0)) = k = 0, in view of Lemma 4.4 for 1  i  k we ﬁnd ai = (ai1,ai2,ai3) ∈
Ker(I + Ψ0) such that
∫
Ω
ai dx = 0. Without loss of generality we may assume that
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∫
Ω
a11 dx = 1 when k = 1,
det
(∫
Ω
aij dx
)
1i, jk
= 0 when k = 2,3.
(4.24)
Since the dimension of the kernel of Fredholm operator coincides with that of its cokernel, we choose
m1, m2 and m3 ∈ W 1,0p.b (Ω) \ Im(I + Ψ0)1 so that
W 1,0p,b(Ω) = Im(I + Ψ0) ⊕Cm1 ⊕Cm2 ⊕Cm3. (4.25)
Here, we may assume that m1 = m2 = m3 = 0 if dim(Ker(I + Ψ0)) = 0, m2 = m3 = 0 if dim(Ker(I +
Ψ0)) = 1 and m3 = 0 if dim(Ker(I + Ψ0)) = 2. For the notational simplicity, for h ∈ Lp,b(Ω) we write
Th = ∫
Ω
h(x)dx. According to (4.24), we deﬁne the operator Θλ on F= ( f , g) = ( f , g1, g2) ∈ W 1,0p,b(Ω)
by
ΘλF= Ψ0F+ (T f )m1 +
2∑
j=1
(T g j)m j+1 +χλF, (4.26)
where χλ = λχ1λ + (λ logλ)χ2λ and χ iλ (i = 1,2) are given in (4.20). By (4.19)
(I + Ψλ)F= (I + Θλ)F+ MλF for F= ( f , g) = ( f , g1, g2) ∈ W 1,0p,b(Ω) (4.27)
with MλF= LλF− (T f )m1 −∑2j=1(T g j)m j+1.
To continue our argument, at this point we introduce two terminologies about a family of poly-
nomials. Let  be a positive integer and we consider a family of polynomials Gm(t) (m = 1,2,3, . . .)
of the form: Gm(t) = ∑mn=0 Gm,ntn with Gm,n ∈ L(W 1,0p,b(Ω)) (or C). We call {Gm(t)}∞m=1 an ad-
missible family of polynomials in L(W 1,0p,b(Ω)) (or C) if there exist positive constants M1 and M2
independent of m and n such that Gm,n fulﬁll the estimate: ‖Gm,n‖L(W 1,0p,b(Ω))  (M1)
m(M2)n (or
1 When B is a map, Im B denotes the image of B , while when a is a complex number, Ima denotes the imaginary part of a.
But, from the context there is no fear of confusion.
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cient of the highest order term Gm,m must not vanish. Therefore, in what follows, even if the real
order of Gm(t) is less than m, we consider that Gm(t) is a polynomial of order m with Gm,m = 0.
Lemma 4.6. There exist λ1 ∈ (0, λ0), G0 ∈L(W 1,0p (Ω)) and an admissible family of polynomials {Gm(t)}∞m=1
in L(W 1,0p,b(Ω)) such that I + Θλ has a bounded inverse (I + Θλ)−1 ∈ Anal(U˙λ1 ,L(W 1,0p,b(Ω))) and
(I + Θλ)−1 = G0 +
∞∑
m=1
Gm(logλ)λ
m for λ ∈ U˙λ1 . (4.28)
Proof. At ﬁrst, we shall show (I + Θ0)−1 ∈ L(W 1,0p,b(Ω)). Since Θ0 is a compact operator on
W 1,0p,b(Ω), it is suﬃcient to prove the injectivity of I + Θ0. Let F = ( f , g1, g2) ∈ W 1,0p,b(Ω) sat-
isfy (I + Θ0)F = 0. Since (I + Θ0)F = (I + Ψ0)F + (T f )m1 + (T g1)m2 + (T g3)m3 as follows from
(4.26), what (I + Θ0)F = 0 implies that F ∈ Ker(I + Ψ0) and (T f )m1 = (T g1)m2 = (T g2)m3 = 0.
When dim(Ker(I + Ψ0)) = 0, obviously F = 0. When dim(Ker(I + Ψ0)) = 0, by (4.24) we have∫
Ω
Fdx = 0, which combined with Lemma 4.4 yields F = 0. Therefore, we have the injectivity of
I + Θ0. Since χλ = λ logλ((logλ)−1χ1λ + χ2λ ) (cf. (4.26)), by (4.21) there exists a λ1 > 0 such that
‖(I + Θ0)−1χλ‖L(W 1,0p,b(Ω)) 
1
2 for λ ∈ Uλ1 , which implies that
(I + Θλ)−1 =
{ ∞∑
j=0
[−λ(I + Θ0)−1(χ1λ + (logλ)χ2λ )] j
}
(I + Θ0)−1
= (I + Θ0)−1 +
∞∑
m=1
Gm(logλ)λ
m
with some admissible family of polynomials {Gm(t)}∞m=1 in L(W 1,0p,b(Ω)). This completes the proof of
the lemma. 
By (4.27) and Lemma 4.6 we have
(I + Ψλ)F= (I + Θλ)
(
I + (I + Θλ)−1Mλ
)
F (λ ∈ Uλ1).
Noting that
∫
D r f dx =
∫
Ω
f dx = T f for f ∈ Lp,b(Ω) and setting
n1,λ = −λ−1γ |D|−1(0, ∂1ϕ,∂2ϕ) −m1,
n2,λ = dλ
(−γ ∂1ϕ,αϕ + β∂21ϕ,β∂1∂2ϕ)−m2,
n3,λ = dλ
(−γ ∂2ϕ,β∂1∂2ϕ,αϕ + β∂22ϕ)−m3,
n4,λ = γ (0, ∂1ϕ,∂2ϕ),
by (4.18) and (4.26) we have MλF = (T f )n1,λ + ∑2j=1(T g j)n j+1,λ + c0(F)n4,λ for F = ( f , g) =
( f , g1, g2) ∈ W 1,0p,b(Ω). Therefore, setting
p j,λ = (I + Θλ)−1n j,λ, T1F= T f , T2F= T g1, T3F= T g2, T4F= c0(F),
we have
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4∑
j=1
(T jF)p j,λ, (4.29)
(I + Ψλ)F= (I + Θλ)(I + Nλ)F. (4.30)
By (4.28) p j,λ has the form:
p j,λ = λs j
∞∑
m=1
p jm(logλ)λ
m, (4.31)
with some integers s j and admissible families of polynomials {p jm(t)}∞m=1 in L(W 1,0p,b(Ω)) ( j =
1,2,3,4). Let P (λ) be a 4× 4 matrix whose (i, j) component p jk(λ) are deﬁned by
p jk(λ) = δ jk + T jpk,λ. (4.32)
Let D(λ) denote the determinant of P (λ). By (4.32) we have
D(λ) = λd
∞∑
m=1
Dm(logλ)λ
m (4.33)
with some integer d and admissible family of polynomials {Dm(t)}∞m=1 in C. We see that D(λ) = 0 for
λ ∈ Ξ ∩ Uλ1 . In fact, we assume that there exists a λ ∈ Ξ ∩ Uλ1 such that D(λ) = 0, and then there
exists a 4-dimensional, non-zero, complex vector xλ = (x1,λ, x2,λ, x3,λ, x4,λ) such that
0=
4∑
k=1
p jk(λ)xk,λ = x j,λ + T jFλ for j = 1,2,3,4, (4.34)
where we have set Fλ =∑4k=1 xk,λpk,λ . If Fλ = 0, then by (4.34) we have x j,λ = 0 for j = 1,2,3,4,
which contradicts to the assumption: xλ = (0,0,0,0). Therefore, Fλ = 0. On the other hand, by (4.29)
and (4.34) we have (I+Nλ)Fλ = 0, and therefore by (4.30) we have (I+Ψλ)Fλ = 0. But, by Lemma 4.3
we have Fλ = 0, which contradicts to the fact that Fλ = 0. This shows that D(λ) = 0 for λ ∈ Ξ ∩ Uλ1 .
In view of (4.33), there exists a non-negative integer  such that D(t) ≡ 0 and Dp(t) ≡ 0 for 0 p 
 − 1, and therefore we have
D(λ) = λdD(logλ)λ
(
1+
∞∑
s=1
D˜(+1)s(logλ)
(
λ
D(logλ)
)s)
with some admissible family of polynomials {D˜(+1)s(t)}∞s=1 in C. Since
lim|λ|→0
∞∑
s=1
D˜(+1)s(logλ)
(
λ
D(logλ)
)s
= 0,
choosing σ with 0< σ  λ1 such that |∑∞s=1 D˜(+1)s(logλ)( λD(logλ) )s| 1/2 for λ ∈ U˙σ , we have
D(λ)−1 = λ−(+d)D(logλ)−1
{
1+
∞∑
E(+1)s(logλ)
(
λ
D(logλ)
)s}
(λ ∈ U˙σ )s=1
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cofactor matrix of P (λ). By (4.31) and (4.32) we have
Q jk(λ) = λq jk
∞∑
s=1
E jks (logλ)
(
λ
D(logλ)
)s
with some integers q jk and admissible families of polynomials {E jkm (t)}∞m=1 in C. Given F ∈ W 1,0p,b(Ω),
by (4.29)
(I + Nλ)
{
F− D(λ)−1
4∑
j,k=1
(TkF)Q jk(λ)p j,λ
}
= F,
which shows that (I + Nλ)−1F= F− D(λ)−1∑4j,k=1(TkF)Q jk(λ)p j,λ . Therefore, by (4.30) we have
(I + Ψλ)−1F= (I + Θλ)−1F− D(λ)−1
4∑
j,k=1
(
Tk(I + Θλ)−1F
)
Q jk(λ)p j,λ.
In view of (4.9) and (4.10), we deﬁne R(λ) by R(λ) = Φλ(I +Ψλ)−1, and then we have Proposition 4.2.
This completes the proof of Proposition 4.2. 
To prove Theorem 4.1, next task is to determine s in the formula (4.2).
Proposition 4.7. Let R(λ) be the same operator as in Proposition 4.2. Then, we have
R(λ) = R0 + R1(logλ)−1 +O
(
(logλ)−2
)
for λ ∈ Uσ
with R0 , R1 ∈L(W 1,0p,b(Ω),W 1,2p,loc(Ω)).
Proof. Let us ﬁx b > b0 and let ( f , g) be an element of W 1,0p,b(Ω) such that ( f , g) = 0. By Proposi-
tion 4.2 we have
R(λ)( f , g) = λs(θλ, wλ) +O
(
λs+1(logλ)β
)
, (4.35)
(θλ, wλ) = (logλ)κ
(
(ρ0, w0) + (logλ)−1(ρ1, w1) +O
(
(logλ)−2
))
(4.36)
for λ ∈ U˙σ and x ∈ Ωb with some non-zero (ρ0, w0) ∈ W 1,2p (Ωb) and integers s, β and κ . Our task
is to prove that s = 0 and κ = 0. For this purpose, we use the contradiction argument due to Klein-
man and Vainberg [18] and Dan and Shibata [2]. Setting (ρλ, uλ) = R(λ)( f , g), by (4.1) we see that
(ρλ, uλ) ∈ W 1,2p (Ω) satisﬁes the equation:
λρλ + γ div uλ = f , λuλ − αu − β∇ div uλ + γ∇ρλ = g in Ω, u|∂Ω = 0 (4.37)
for any λ ∈ Ξ ∩ U˙σ , and therefore by (4.2) and the analytic continuation we see that (ρλ, uλ) ∈
W 1,2p (Ωb) satisﬁes the equation:
λρλ + γ div uλ = f , λuλ − αu − β∇ div uλ + γ∇ρλ = g in Ωb, u|∂Ω = 0 (4.38)
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|x| b − 2. It follows from (4.38) that η(ρλ, uλ) satisﬁes the equation:
λ(ηρλ) + γ div(ηuλ) = η(ι f ) + γ (∇η) · uλ in R2,
λ(ηuλ) − α(ηuλ) − β∇ div(ηuλ) + γ∇(ηρλ) = η(ιg) + h(ρλ, uλ) in R2 (4.39)
with h(ρ, u) = −Yη(u) + γ (∇η)ρ for any λ ∈ U˙σ . By (2.9) we have
(ηρλ,ηuλ) =Wλ
(
η(ι f ) + γ (∇η) · uλ,η(ιg) + h(ρλ, uλ)
)
in R2 for any λ ∈ Ξ ∩ U˙σ . Therefore, by analytic continuation for any λ ∈ U˙σ
η(ρλ, uλ) =Wλ
(
η(ι f ) + γ (∇η) · uλ,η(ιg) + h(ρλ, uλ)
)
in Ωb. (4.40)
First of all, we assume that s > 0. Inserting (4.35) into (4.38) and letting λ → 0, we have ( f , g) = 0,
which contradicts to the fact that ( f , g) = 0. Therefore, s 0.
Next, we assume that s < 0. Inserting (4.35) into (4.38) and equating the terms which contain the
multiplier λs , we have
γ div wλ = 0, −α wλ − β∇ div wλ + γ∇θλ = 0 in Ωb, wλ|∂Ω = 0. (4.41)
Substituting (4.35) into (4.40) and equating the terms which contain the multiplier λs , by (2.9) we
have
η(θλ, wλ) =W0
(
γ (∇ϕ) · wλ, h(θλ, wλ)
)+ dλ
(
0,
∫
R2
h(θλ, wλ)dx
)
(4.42)
in Ωb for any λ ∈ U˙σ . Inserting (4.36) into (4.42) and equating the terms which contain the multipliers
(logλ)κ and (logλ)κ , we have
η(θ0, w0) =W0
(
γ (∇ϕ) · w0, h(θ0, w0)
)+ c0
(
0,
∫
R2
h(θ1, w1)dx
)
, (4.43)
∫
R2
h(θ0, w0)dx = 0, (4.44)
with c0 = (8πα)−1(2 log2−2γ0 −1+ logα), where we have used (2.13). By (4.43) we extend (θ0, w0)
to the whole Ω , that is we deﬁne (θ0, w0) by
(θ0, w0) =W0
(
γ (∇ϕ) · w0, h(θ0, w0)
)+ c0
(
0,
∫
R2
h(θ1, w1)dx
)
(4.45)
for |x| > b. Since η = 1 for |x|  b − 1, by (2.8) (θ0, w0) ∈ Wˆ 1,2p (Ω). Moreover, since (γ (∇ϕ) ·
w0, h(θ0, w0)) = 0 for |x| b − 1, we have
γ div w0 = 0, −α w0 + γ∇θ0 = 0 for |x| > b − 1. (4.46)
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γ div w0 = 0, −α w0 − β∇ div w0 + γ∇θ0 = 0 in Ωb, w0|∂Ω = 0, (4.47)
which combined with (4.46) implies that (θ0, w0) satisﬁes the homogeneous equation:
γ div w0 = 0, −α w0 − β∇ div w0 + γ∇θ0 = 0 in Ω, w0|∂Ω = 0. (4.48)
Moreover, by (2.6), (4.43) and (4.44) we see that w0(x) = O (1) and θ0(x) = O (|x|−2) as |x| → ∞,
and therefore by the following Lemma 4.8 due to Dan and Shibata [2, Proposition 2.5] about the
uniqueness of solutions to the Stokes equation we have (θ0, w0) = 0, which contradicts to the fact
that (θ0, w0) = 0. Therefore, we have s = 0.
Lemma 4.8. Let 1< p < ∞. If (θ, w) ∈ W 1,2p,loc(Ω) satisﬁes the homogeneous equation:
γ div w = 0, −α w + γ∇θ = 0 in Ω, w|∂Ω = 0,
and the radiation condition: θ(x) = O (|x|−1) and w(x) = O (1) as |x| → ∞, then (θ, w) = 0.
Now, we know that s = 0. Substituting (4.35) into (4.38) and equating the terms which contain the
multiplier s0, we have
γ div wλ = f , −α wλ − β∇ div wλ + γ∇θλ = g in Ωb, wλ|∂Ω = 0. (4.49)
Substituting (4.35) into (4.40), equating the terms contain the multiplier s0 and using (2.9) and (4.36),
we have
η(θλ, wλ) =W0
(
η(ι f ) + γ (∇η) · wλ,η(ιg) + h(θλ, wλ)
)
+ dλ
(
0,
∫
R2
(
η(ιg) + h(θλ, wλ)
)
dx
)
(4.50)
in Ωb for any λ ∈ U˙σ . We are going to prove that κ = 0. If we assume that κ < 0, then letting λ → 0
in (4.49) we have ( f , g) = 0, which contradicts to the fact that ( f , g) = 0, and therefore κ  0. As-
sume that κ > 0, and then equating the terms which contain the multiplier (logλ)κ in (4.49), we
have (4.47) again. And also, equating the terms which contain the multiplier (logλ)κ and (logλ)κ+1
in (4.50), we have (4.43) and (4.44) again. If we deﬁne (θ0, w0) for |x|  b by (4.45), then by (2.12)
we have (θ0, w0) ∈ Wˆ 1,2p (Ω) and (4.46) holds true. Therefore, by (4.47), (4.46), (2.6), (4.43) and (4.44)
we see that (θ0, w0) ∈ Wˆ 1,2p (Ω) satisﬁes the homogeneous equation (4.48) and the radiation con-
dition: θ0(x) = O (|x|)−2 and w0(x) = O (1) as |x| → ∞, which combined with Lemma 4.8 implies
that (θ0, w0) = 0 again. This contradicts to the fact that (θ0, w0) = 0, which implies that κ = 0. This
completes the proof of Proposition 4.7. 
From (4.35) and (4.36) we have
R(λ)( f , g) = (θλ, wλ) +O
(
λ(logλ)β
)
, (4.51)
(θλ, wλ) = (θ0, w0) + (logλ)−1(θ1, w1) +O
(
(logλ)−2
)
. (4.52)
Now, we determine (θλ, wλ) − (θ0, w0) more precisely. First of all, from the argument given in the
end of the proof of Proposition 4.7, we see that the following lemma holds true.
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solution (θ0, w0) ∈ Wˆ 1,2p (Ω) that fulﬁlls the estimate:
∥∥(θ0, w0)∥∥W 1,2p (Ωb) + sup|x|b−1
∣∣ w0(x)∣∣+ sup
|x|b−1
|x|2∣∣(θ0(x),∇ w0(x))∣∣
+ ∥∥(∇θ0,∇2 w0)∥∥Lp(Ω)  C∥∥( f , g)∥∥W 1,0p (Ω). (4.53)
Moreover, there exists a constant vector b ∈C2 such that
lim|x|→∞
w0(x) = b. (4.54)
Proof. Inserting (4.52) into (4.49), we see that (θ0, w0) satisﬁes the equation:
γ div w0 = f , −α w0 − β∇ div w0 + γ∇θ0 = g in Ωb, w0|∂Ω = 0. (4.55)
Substituting (4.52) into (4.50) and equating the terms which contain the multiplier logλ and (logλ)0,
and using (2.13), we have
η(θ0, w0) =W0
(
η(ι f ) + γ (∇η) · w0, η(ιg) + h(θ0, w0)
)+ (0, b), (4.56)∫
R2
(
η(ιg) + h(θ0, w0)
)
dx = 0 (4.57)
where we have set b = c0
∫
R2
h(θ1, w1)dx. If we extend (θ0, w0) to the whole Ω by
(θ0, w0) =W0
(
η(ι f ) + γ (∇η) · w0, η(ιg) + h(θ0, w0)
)+ (0, b),
then (θ0, w0) ∈ Wˆ 1,2p (Ω) and solves the Cattabriga problem (1.10). Moreover, by (2.6), (4.56) and
(4.57) we see that (θ0, w0) has the estimate (4.53) and the limit (4.54). The uniqueness of solutions
follows from Lemma 4.8, which completes the proof of the lemma. 
Now, we recall that (θλ, wλ) satisﬁes (4.52), (4.49) and (4.50). By (4.50) we extend (θλ, wλ) to the
whole Ω , that is (θλ, wλ) is deﬁned by
(θλ, wλ) =W0
(
η(ι f ) + γ (∇η) · wλ,η(ιg) + h(θλ, wλ)
)
+ dλ
(
0,
∫
R2
(
η(ιg) + h(θλ, wλ)
)
dx
)
for |x| b − 1. (4.58)
Then, by (4.49) and (2.8) we see that (θλ, wλ) ∈ Wˆ 1,2p (Ω) and satisﬁes the equation:
γ div wλ = f , −α wλ − β∇ div wλ + ∇θλ = g in Ω, wλ|∂Ω = 0. (4.59)
In view of (4.58) and (2.6), let Fi(x) be the vector of functions given in (1.11) and we set
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2πγ
(
x1
|x|2 ∗
(
η(ι f ) + γ (∇η) · wλ
)
,
x2
|x|2 ∗
(
η(ι f ) + γ (∇η) · wλ
))
+
(∫
R2
aλ(y) ·
(F1(x− y) − F1(x))dy,
∫
R2
aλ(y) ·
(F2(x− y) − F2(x))dy
)
with aλ = η(ιg) + h(θλ, wλ), and then we have
wλ(x) =
((∫
R2
aλ(y)dy
)
· F1(x),
(∫
R2
aλ(y)dy
)
· F2(x)
)
+ dλ
∫
R2
aλ(y)dy + zλ(x),
θλ(x) = O
(|x|−1), zλ(x) = O (|x|−1) as |x| → ∞. (4.60)
If we set qi(x) = (2πγ )−1xi |x|−2 (i = 1,2), then (qi(x), Fi(x)) satisﬁes the equation:
γ div Fi = 0, −αFi + γ∇qi = (−1)i−1δ in R2
for i = 1,2, where δ is the Dirac delta function. In view of Lemma 4.9, there exists a (τi, ui) ∈ Wˆ 1,2p (Ω)
which solves the equation:
γ div ui = −γ (∇η) · Fi, −αui − β∇ div ui + γ∇τi = −h(qi, Fi) in Ω,
ui|∂Ω = 0,
and possesses the properties:
τi(x) = O
(|x|−2), ui(x) = O (1), ∇ui(x) = O (|x|−2) as |x| → ∞,
lim|x|→∞
ui(x) = u0i
with some constant vector u0i . Set Ui = ηFi − ui = (Ui1,Ui2) and Q i = ηqi − τi , and then (Q i, Ui)
satisﬁes the following:
div Ui = 0, −α Ui + γ∇Q i = 0 in Ω, Ui|∂Ω = 0, (4.61)
lim|x|→∞
(Fi(x) − Ui(x))= u0i . (4.62)
In view of (4.60) we deﬁne (τλ, vλ) ∈ W 1,2p,loc(Ω) by
vλ(x) = wλ(x) −
(∫
R2
aλ(y)dy ·
(
U11(x),U21(x)
)
,
∫
R2
aλ(y)dy ·
(
U12(x),U22(x)
))
,
τλ(x) = θλ(x) −
∫
R2
aλ(y)dy ·
(
Q 1(x), Q 2(x)
)
. (4.63)
By (4.59) and (4.61) we see that (τλ, vλ) satisﬁes the equation:
γ div vλ = f , −αvλ − β∇ div vλ + ∇θλ = g in Ω, vλ|∂Ω = 0.
6238 Y. Enomoto, Y. Shibata / J. Differential Equations 252 (2012) 6214–6249On the other hand, by (4.60) and (4.62) (τλ, vλ) satisﬁes the radiation condition: τλ(x) = O (|x|−1)
and vλ(x) = O (1) as |x| → ∞. Therefore, by Lemma 4.9 and Lemma 4.8 we see that τλ(x) = θ0(x) and
vλ(x) = w0(x), which implies that
θλ(x) − θ0(x) =
∫
R2
aλ(y)dy · Q (x), wλ(x) − w0(x) =
∫
R2
aλ(y)dy U (x)
with
Q (x) = (Q 1(x), Q 2(x)), U (x) =
(
U11(x) U21(x)
U12(x) U22(x)
)
. (4.64)
Since lim|x|→∞ w0(x) = lim|x|→∞ vλ(x), setting
U0 =
(
u011 u
0
21
u012 u
0
22
)
, (4.65)
by (4.62), (4.60) and (4.63) we have b = ∫
R2
aλ(y)dy(dλ I + U0), which implies that
∫
R2
aλ(y)dy =
b(dλ I + U0)−1. Summing up, we have proved the following theorem.
Theorem 4.10. Let R(λ) and σ be the same operator and number as in Theorem 4.1. Then, for any ( f , g) ∈
W 1.0p,b(Ω), we have
R(λ)( f , g) = (θ0, w0) + b(dλ I + U0)−1( Q ,U ) +O
(
λ(logλ)β
)
for λ ∈ U˙σ ,
where (θ0, w0) and b are given in Lemma 4.9 and U0 , Q and U are given in (4.65) and (4.64), respectively.
5. Proofs of Theorem 1.1(i) and Theorem 1.4
5.1. A proof of Theorem 1.1(i)
To prove Theorem 1.1, we use Theorem 4.1. Let R(λ) and σ be the operator and the number given
in Theorem 4.1. Let  be a number such that 0 <  < π/2 and let us choose 0 < σ˜ < σ and δ > 0 in
such a way that if λ satisﬁes argλ = π − δ and |λ| σ˜ then λ ∈ Ξ , where Ξ is the set in (1.4). Let
Γ be a curve in C consisting of three curves Γ ±1 and Γ0 with
Γ ±1 =
{
λ ∈C ∣∣ argλ = ±(π − δ), |λ| σ˜},
Γ0 =
{
λ ∈C ∣∣ λ = σ˜ eiθ , −(π − δ) θ  π − δ}.
Let t  1 and ( f , g) ∈ W 1,0p (Ω). By (1.5) the semigroup T (t) associated with A is represented by
T (t)( f , g) = I0(t) +∑± I±(t) with
I0(t) = 1
2π i
∫
Γ0
eλt(λI − A)−1( f , g)dλ,
I±(t) = 1
2π i
∫
Γ ±1
eλt(λI − A)−1( f , g)dλ.
By (1.5) ‖I±(t)‖W 1,2(Ω)  Ce−kt‖( f , g)‖W 1,0(Ω) with some positive constants C and k.p p
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∫
Γ0
eλt R0(λ)( f , g)dλ. By Cauchy’s integral theorem we replace
Γ0 by Γ˜
+
01 ∪ Γ˜02 ∪ Γ˜ −01 with
Γ˜ ±01 = {λ ∈C
∣∣ λ = −σ˜ cos δ ± i | 0  σ˜ sin δ},
Γ˜02 = a smooth loop joining the points λ = eiπ σ˜ cos δ and λ = e−iπ σ˜ cos δ
and going around the cut in C \ (−∞,0].
Then, by Lemma 7 in [31, p. 369], we have
‖I0‖W 1,2p (Ω)  Ct
−1(log t)−2
∥∥( f , g)∥∥W 1,0p (Ω),
which completes the proof of Theorem 1.1.
5.2. A proof of Theorem 1.4
To prove the assertion (1), we start with the following lemma.
Lemma 5.1. Let 1< p < ∞. Then, for any ( f , g) ∈ W 1,0p (R2) there exists a (θ, v) ∈ Wˆ 1,2p (R2) that solves the
problem:
γ div v = f , −αv − β∇ div v + γ∇θ = g in R2, (5.1)
and fulﬁlls the estimates:
∥∥(∇θ,∇2v)∥∥Lp(R2)  Cp∥∥( f , g)∥∥Lp(R2),∥∥(θ, v)∥∥W 0,1p (Bb)  Cp,b∥∥( f , g)∥∥W 1,0p (R2) for any b > 0. (5.2)
Proof. Let ( f j, g j) ∈ C∞0 (R2)3 be an approximation of ( f , g) ∈ W 1,0p (R2) such that
lim
j→∞
∥∥( f j, g j) − ( f , g)∥∥W 1,0p (R2) = 0. (5.3)
By (2.8), (ρ j, u j) =W0(( f j, g j)) ∈ Wˆ 1,2p (R2) solves the equation:
γ div u j = f j, −αu j − β∇ div u j + γ∇ρ j = g j in R2. (5.4)
Moreover, we have
∥∥(∇(ρ j − ρk),∇2(u j − uk))∥∥Lp(R2)  Cp∥∥( f j − fk, g j − gk)∥∥W 1,0p (R2). (5.5)
Let a j and p j(x) =∑2k=1 b jkxk + c j be constants and vectors of polynomials of order 1 such that∫
B1
(
ρ j(x) − a j
)
dx = 0,
∫
B1
(u j(x) − p j(x))dx = 0,
∫
B
∂k
(u j(x) − p j(x))dx = 0 for k = 1,2,1
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Moreover, by Poincaré’s inequality and (5.5)
∥∥(∇(θ j − θk),∇2(v j − vk))∥∥Lp(R2)  Cp∥∥( f j − fk, g j − gk)∥∥W 1,0p (R2),∥∥(θ j − θk, v j − vk)∥∥W 0,1p (Bb)  Cp,b∥∥( f j − fk, g j − gk)∥∥W 1,0p (R2) for any b > 1.
Therefore, we have the existence of (ρ, v) ∈ Wˆ 1,2p (R2) of the limit of (ρ j, v j) that satisﬁes (5.1)
and (5.2), which completes the proof of Lemma 5.1. 
First, we prove (1). Let ϕi(x) (i = 1,2) be two functions in C∞(R2) such that ϕ1(x) = 1 for |x|
b0 + 4 and ϕ1(x) = 0 for |x|  b0 + 3, and ϕ2(x) = 1 for |x|  b0 + 2 and ϕ2(x) = 0 for |x|  b0 + 1.
Note that ϕ1ϕ2 = ϕ1. By Lemma 5.1 we choose (θ, v) ∈ Wˆ 1,2p (R2) such that (θ, v) solves the equation:
γ div v = ϕ1(ι f ), −αv − β∇ div v + γ∇ρ = ϕ1(ιg) in R2,
with estimates:
∥∥(∇θ,∇2v)∥∥Lp(R2)  Cp∥∥( f , g)∥∥W 1,0p (Ω),∥∥(θ, v)∥∥W 0,1p (Bb0+4)  Cp,b0
∥∥( f , g)∥∥W 1,0p (Ω).
On the other hand, by Lemma 4.9 we know the existence of (τ , w) ∈ Wˆ 1,2p (Ω) that solves the equa-
tion:
⎧⎪⎨
⎪⎩
γ div w = (1− ϕ1) f − γ (∇ϕ2) · v in Ω,
−α w − β∇ div w + γ∇τ = (1− ϕ1)g + Yϕ2(v) − γ (∇ϕ2)θ in Ω,
w|∂Ω = 0,
with estimate: ‖(∇τ ,∇2 w)‖Lp(Ω)  Cp(‖( f , g)‖W 1,0p (Ω) + ‖(θ, v)‖W 0,1p (Bb0+3)). If we set ρ = ϕ2θ + τ
and u = ϕ2v + w , then (ρ, u) is a required solution to the Cattabriga problem (1.10). This completes
the proof of (1).
(2) The required (Q i, Ui) (i = 1,2) have been constructed in the proof of Theorem 4.10 as solutions
to (4.61) with limit (4.62).
(3) The uniqueness of the problem (1.10) follows from Lemma 4.8. This completes the proof of
Theorem 1.4.
6. Proofs of Theorem 1.1(ii) and Theorem 1.2
First of all, we consider the Lp–Lq estimate of solutions to the following whole space problem:
⎧⎪⎨
⎪⎩
t + γ div v = 0 in R2 × (0,∞),
vt − αv − β∇ div v + γ∇ = 0 in R2 × (0,∞),
v(x,0) = v0(x), (x,0) = 0(x) in R2.
(6.1)
Applying the Fourier transform to (6.1) with respect to x and solving the resultant ordinary differential
equation with respect to t , we have
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λ+(ξ)t − eλ−(ξ)t
λ+(ξ) − λ−(ξ)
2∑
j=1
ξ j vˆ0 j(ξ) − λ−(ξ)e
λ+(ξ)t − λ+(ξ)eλ−(ξ)t
λ+(ξ) − λ−(ξ) ˆ0(ξ),
vˆ(ξ, t) = e−α|ξ |2t
2∑
j=1
(
δ j − ξξ j|ξ |−2
)
vˆ0 j(ξ) − iγ e
λ+(ξ)t − eλ−(ξ)t
λ+(ξ) − λ−(ξ) ξˆ0(ξ)
− ((α + β)|ξ |
2 + λ−(ξ))eλ+(ξ)t − ((α + β)|ξ |2 + λ+(ξ))eλ−(ξ)t
(λ+(ξ) − λ−(ξ))|ξ |2
2∑
j=1
ξξ j vˆ0 j(ξ) (6.2)
with v0 = (v01, v02), v = (v1, v2) and
λ±(ξ) = −α + β
2
|ξ |2 ±
√(
α + β
2
)2
|ξ |4 − γ 2|ξ |2.
To show a decay estimate of ((x, t), v(x, t)), we divide the solution formulas of (6.2) into the low
frequency part and high frequency part and we use the following facts:
λ+(ξ) = − 2γ
2
α + β + O
(|ξ |−2) as |ξ | → ∞,
λ−(ξ) = −(α + β)|ξ |2 + 2γ
2
α + β + O
(|ξ |−2) as |ξ | → ∞,
λ±(ξ) = −α + β
2
|ξ |2 ± i(γ |ξ | + O (|ξ |3)) as |ξ | → 0.
Then, applying the same argument as in the proof of Theorem 3.1 in [21] to the representation for-
mula (6.2) of (ρ(x, t), v(x, t)), we have the following theorem.
Theorem 6.1. Let (, v) be a vector of functions given in (6.2) through the Fourier transform that solves
Eq. (6.1). Then, there exist 0 , ∞ , v0 and v∞ such that  = 0 + ∞ , v = v0 + v∞ and the following
estimates hold for non-negative integers  and m and t  1:
(i) There exists a positive constant C = Cm,,p,q such that
∥∥∂mt ∇(0(t), v0(t))∥∥Lp(R2)  Ct−( 1q − 1p )−m+2 ∥∥(0, v0)∥∥Lq(R2)
with 1 q 2 p ∞.
(ii) Set (k)+ = k if k 0 and (k)+ = 0 if k < 0. Let 1< p < ∞. Then, there exist positive constants C = Cm,,p
and c such that
∥∥∂mt ∇∞(t)∥∥Lp(R2)  Ce−ct{∥∥∇2m+0∥∥Lp(R2) + ∥∥∇(2m+−1)+ v0∥∥Lp(R2)},∥∥∂mt ∇v∞(t)∥∥Lp(R2)  Ce−ct{∥∥∇(2m+−1)+0∥∥Lp(R2) + ∥∥∇(2m+−2)+ v0∥∥Lp(R2)}.
Let 1  q  2  p < ∞ and let (ρ0, u0) be an initial data for the problem (1.2) which belong to
W 1,0p (Ω) ∩ Lq(Ω)3. Let {T (t)}t0 be the analytic semigroup generated by A and we set (ρ(t), u(t)) =
T (t)(ρ0, u0). First, by using Theorem 1.1 and Theorem 6.1 we prove that
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for any t > 3 with [(ρ0, u0)]p,q = ‖(ρ0, u0)‖W 1,0p (Ω) + ‖(ρ0, u0)‖Lq(Ω) , which proves Theorem 1.1(ii).
Let (θ0, v0) be the Lions extension of (ρ0, u0) such that (θ0, v0) ∈ W 1,0p (R2) ∩ Lq(R2)3, (θ0, v0)|Ω =
(ρ0, u0),
∥∥(θ0, v0)∥∥W 1,0p (R2)  Cp∥∥(ρ0, u0)∥∥W 1,0p (Ω),∥∥(θ0, v0)∥∥Lq(R2)  Cq∥∥(ρ0, u0)∥∥Lq(Ω). (6.4)
Let {T0(t)}t0 be the analytic semigroup generated by A0 given in Section 2. Set (θ(t), v(t)) =
T0(t)(θ0, v0). By Theorem 6.1 and (6.4) we have
∥∥(θ(t), v(t))∥∥Lp(R2)  Cp,qt−( 1q − 1p )[(ρ0, u0)]p,q,∥∥∇(θ(t), v(t))∥∥Lp(R2)  Cp,qt−( 1q − 1p )− 12 [(ρ0, u0)]p,q,∥∥∇2v(t)∥∥Lp(R2)  Cp,qt−( 1q − 1p )−1[(ρ0, u0)]p,q (6.5)
for t  1. Moreover, there exist θ0(t), θ∞(t), v0(t) and v∞(t) such that θ(t) = θ0(t) + θ∞(t), v(t) =
v0(t) + v∞(t) and there hold the following estimates:
∥∥(θ0(t), v0(t))∥∥W 1,0∞ (R2)  Cp,qt− 1q ∥∥(ρ0, u0)∥∥Lq(Ω),∥∥(θ∞(t), v∞(t))∥∥W 1,0p (R2)  Cpe−ct∥∥(ρ0, u0)∥∥W 1,0p (Ω). (6.6)
Let ψ be a function in C∞0 (R2) such that ψ(x) = 1 for |x| b+2 and ψ(x) = 0 for |x| b+3 (b b0)
and set τ = ρ − (1− ψ)θ and w = u − (1− ψ)v . Then, (τ , w) satisﬁes the equations:
τt + γ div w = f∞, wt − α w − β∇ div w + γ∇τ = g∞ in Ω × (0,∞),
w|∂Ω = 0, (τ , w)|t=0 = ψ(ρ0, u0) (6.7)
with f∞ = γ (∇ψ) · v and g∞ = −Yψ(v) + γ (∇ψ)θ . By the Duhamel principle,
(
τ (t), w(t))= T (t)(ψρ0,ψ u0) +
t∫
0
T (t − s)( f∞(s), g∞(s))ds. (6.8)
Since (ψρ0,ψ u0) ∈ W 1,0p,b+3(Ω), applying Theorem 1.1, for t  1 we have
∥∥T (t)(ψρ0,ψ u0)∥∥W 1,2p (Ωb+3)  Cp,bt−1(log t)−2∥∥(ρ0, u0)∥∥W 1,0p (Ω). (6.9)
To estimate the second term of the right hand side in (6.8), we divide the integral into three parts as
follows:
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0
T (t − s)( f∞(s), g∞(s))ds =
{ 1∫
0
+
t−2∫
1
+
t∫
t−2
}
T (t − s)( f∞(s), g∞(s))ds
= I1(t) + I2(t) + I3(t).
Since supp f∞(t), supp g∞(t) ⊂ Ωb+3 for any t > 0, by Theorem 1.1
∥∥I1(t)∥∥W 1,2p (Ωb+3)  Cp,b
1∫
0
(t − s)−1(log(t − s))−2∥∥( f∞(s), g∞(s))∥∥W 1,0p (Ω) ds
when t  3. By (2.5) and (6.4), we have
∥∥( f∞(s), g∞(s))∥∥W 1,0p (Ω)  C∥∥(θ(s), v(s))∥∥W 0,1p (R2)
 Cps−1/2
∥∥(ρ0, u0)∥∥W 1,0p (Ω) (6.10)
for 0< s < 1, and therefore
∥∥I1(t)∥∥W 1,2p (Ωb+3)  Cp,bt−1(log t)−2∥∥(ρ0, u0)∥∥W 1,0p (Ω) for t  3. (6.11)
When s 1, by (6.6) we have
∥∥( f∞(s), g∞(s))∥∥W 2,1p (Ω)  Cp,q,b{∥∥(θ0(s), v0(s))∥∥W 1,2∞ (R2) + ∥∥(θ∞(s), v∞(s))∥∥W 1,2p (R2)}
 Cp,q,bs−1/q
[
(ρ0, u0)
]
p,q. (6.12)
By (6.12) and Theorem 1.1, we have
∥∥I2(t)∥∥W 1,2p (Ωb+3)  Cp,q,b
t−2∫
1
(t − s)−1(log(t − s))−2s−1/q ds[(ρ0, u0)]p,q
 Cp,q,bt−1/q
[
(ρ0, u0)
]
p,q. (6.13)
Since {T (t)}t0 is an analytic semigroup, we have
∥∥T (t)( f , g)∥∥W 1,2p (Ω)  Ct−1∥∥( f , g)∥∥W 1,0p (Ω) for ( f , g) ∈ W 1,0p (Ω),∥∥T (t)( f , g)∥∥W 1,2p (Ω)  C∥∥( f , g)∥∥W 1,2p (Ω) for ( f , g) ∈Dp(A).
Therefore, by the complex interpolation, we have
∥∥T (t)( f , g)∥∥W 1,2p (Ω)  Cpt−1/2∥∥( f , g)∥∥W 1,1p (Ω) (6.14)
for 0< t < 2 and ( f , g) ∈ W 1,1p (Ω) with g|∂Ω = 0. Since g∞(t)|∂Ω = 0 and ( f∞(t), g∞(t)) ∈ W 1,1p,b(Ω)
for t > 0, by (6.14) and (6.12) we have
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t∫
t−2
(t − s)−1/2∥∥( f∞(s), g∞(s))∥∥W 1,1p (Ω) ds
 Cp,q
t∫
t−2
(t − s)−1/2s−1/q ds[(ρ0, u0)]p,q  Cp,qt−1/q[(ρ0, u0)]p,q. (6.15)
Summing (6.9), (6.11), (6.13) and (6.15) up, we have
∥∥(τ (t), w(t))∥∥W 1,2p (Ωb+3)  Cp,q,bt−1/q[(ρ0, u0)]p,q,
which combined with (6.5) yields (6.3).
Now, we prove Theorem 1.2. In view of (1.6), it suﬃces to prove (1.9) for large t , so that in what
follows we always assume that t  5. In view of (6.3), it suﬃces to estimate (ρ(t), u(t)) for |x| b+3.
Let η be a function in C∞(R2) such that η(x) = 1 for |x|  b − 1 and η(x) = 0 for |x|  b − 2, and
then (ηρ,ηu) satisﬁes the problem:
(ηρ)t − γ div(ηu) = f , (ηu)t − α(ηu) − β∇ div(ηu) + γ∇(ηρ) = g in R2,
(ηρ,ηu)|t=0 = (ηρ0, ηu0),
with f = −γ (∇η) · u and g = −Yη(u) + γ (∇η)ρ . By the Duhamel principle
(
ηρ(t),ηu(t))= T0(t)(ηρ0, ηu0) +
t∫
0
T0(t − s)
(
f (s), g(s))ds. (6.16)
By Theorem 6.1 we have
∥∥T0(t)(ηρ0, ηu0)∥∥Lp(R2)  Cp,qt−( 1q − 1p )[(ρ0, u0)]p,q,∥∥∇T0(t)(ηρ0, ηu0)∥∥Lp(R2)  Cp,qt−( 1q − 1p )− 12 [(ρ0, u0)]p,q,∥∥∇2Pv T0(t)(ηρ0, ηu0)∥∥Lp(R2)  Cp,qt−( 1q − 1p )−1[(ρ0, u0)]p,q. (6.17)
To estimate the second term of the right hand side of (6.16), we set
Z(t) =
t∫
0
T0(t − s)
(
f (s), g(s))ds
=
{ 2∫
0
+
t−1∫
2
+
t∫
t−1
}
T0(t − s)
(
f (s), g(s))ds = Z1(t) +Z2(t) +Z3(t).
Setting R(s) = ‖( f (s), g(s))‖L1(R2) + ‖( f (s), g(s))‖W 1,0(R2) , by Theorem 6.1 we havep
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2∫
0
(t − s)−(1− 1p )R(s)ds,
∥∥∇Z1(t)∥∥Lp(Rn)  Cp,q
2∫
0
(t − s)−( 1q − 1p )− 12 R(s)ds,
∥∥∇2PvZ1(t)∥∥Lp(Rn)  Cp,q
2∫
0
(t − s)−( 1q − 1p )−1R(s)ds.
Since supp( f (s), g(s)) ⊂ Bb+3 for any s > 0, by (1.6) we have
R(s) Cp,R
∥∥(ρ(s), u(s))∥∥W 0,1p (Ω)  Cp,R s− 12 ∥∥(ρ0, u0)∥∥W 1,0p (Ω). (6.18)
Therefore, we have
∥∥Z1(t)∥∥Lp(R2)  Cp,qt−(1− 1p )∥∥(ρ0, u0)∥∥W 1,0p (Ω),∥∥∇Z1(t)∥∥Lp(R2)  Cp,qt−(1− 1p )− 12 ∥∥(ρ0, u0)∥∥W 1,0p (Ω),∥∥∇2Z1(t)∥∥Lp(R2)  Cp,qt−(1− 1p )−1∥∥(ρ0, u0)∥∥W 1,0p (Ω). (6.19)
When s 2, noting that supp( f (s), g(s)) ⊂ Bb+3, by (6.3) we have
∥∥( f (s), g(s))∥∥W 2,1r (Ω)  Cb∥∥(ρ(s), u(s))∥∥W 1,2p (Ωb)
 Cp,q,bs−1/q
[
(ρ0, u0)
]
p,q for r = 1, p. (6.20)
Since R(s) Cp,q,bs−1/q[(ρ0, u0)]p,q as follows from (6.20), by Theorem 6.1
∥∥Z2(t)∥∥Lp(R2)  Cp,q
t−1∫
2
(t − s)−(1− 1p )s− 1q ds[(ρ0, u0)]p,q,
∥∥∇Z2(t)∥∥Lp(R2)  Cp,q
t−1∫
2
(t − s)−(1− 1p )− 12 s− 1q ds[(ρ0, u0)]p,q,
∥∥∇2PvZ2(t)∥∥Lp(R2)  Cp,q
t−1∫
2
(t − s)−(1− 1p )−1s− 1q ds[(ρ0, u0)]p,q.
When 1< q 2, using the change of variable: s = t, we have
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2
(t − s)−(1− 1p )s− 1q ds
1∫
0
(1− )−(1− 1p )− 1q d t−(1− 1p )− 1q +1
= B(1/p,1− 1/q)t−( 1q − 1p ),
where B(α,β) denotes the Bessel function. When q = 1, we have
t−1∫
2
(t − s)−(1− 1p )s− 1q ds =
( t/2∫
2
+
t−1∫
t/2
)
(t − s)−(1− 1p )s−1 ds

(
log(t/2) − log2)(t/2)−(1− 1p ) + (t/2)−1
1∫
0
s−(1−
1
p ) ds
 Cpt−(1−
1
p ) log t.
Analogously, when 1< q 2< p < ∞,
t−1∫
2
(t − s)−(1− 1p )− 12 s− 1q ds =
( t/2∫
2
+
t−1∫
t/2
)
(t − s)−(1− 1p )− 12 s− 1q ds
 Cp,q
(
t−(1−
1
p )− 12 t1−
1
q + t− 1q ) Cp,qt− 1q ;
when q = 1 and 2< p < ∞,
t−1∫
2
(t − s)−(1− 1p )− 12 s− 1q ds Cp,q
(
t−(1−
1
p )− 12 log t + t−1) Cpt−1;
when 1< q 2 and p = 2,
t−1∫
2
(t − s)−(1− 1p )− 12 s− 1q ds Cp,q
(
t−1t1−
1
q + t− 1q log t) Cqt− 1q log t;
when q = 1 and p = 2,
t−1∫
2
(t − s)−(1− 1p )− 12 s− 1q ds =
t−1∫
2
(t − s)−1s−1  Ct−1 log t;
when 1< q 2 p < ∞,
t−1∫
(t − s)−(1− 1p )−1s− 1q ds Cp,q
(
t1−
1
q t−(1−
1
p )−1 + t− 1q ) Cp,qt− 1q ;2
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t−1∫
2
(t − s)−(1− 1p )−1s− 1q ds Cp
(
t−(1−
1
p )−1 log t + t−1) Cpt−1.
Summing up, we have proved
∥∥Z2(t)∥∥Lp(R2)  Cp,q[(ρ0, u0)]p,q
{
t−(
1
q − 1p ) (1< q 2 p < ∞),
t−(1−
1
p ) log t (q = 1 and 2 p < ∞);
∥∥∇Z2(t)∥∥Lp(R2)  Cp,q[(ρ0, u0)]p,q
{
t−
1
q (1 q 2 and 2< p < ∞),
t−
1
q log t (1 q 2 and p = 2);∥∥∇2PvZ2(t)∥∥Lp(R2)  Cp,qt− 1q [(ρ0, u0)]p,q (1 q 2 p < ∞). (6.21)
To estimate Z3, we use the following estimates that follow from (2.5):
∥∥T0(t)(θ0, v0)∥∥W 1,0p (R2)  Cp∥∥(θ0, v0)∥∥W 1,0p (R2),∥∥∇ Pv T0(t)(θ0, v0)∥∥W 1,0p (R2)  Cpt− 12 ∥∥(θ0, v0)∥∥W 1,0p (R2),∥∥∇2Pv T0(t)(θ0, v0)∥∥W 1,0p (R2)  Cpt− 12 ∥∥∇(θ0, v0)∥∥W 1,0p (R2). (6.22)
In fact, since (2.2) is written by using the Fourier transform, we have
D jDk P v T0(t)(θ0, v0) = D j
(
Pv T0(t)Dk(θ0, v0)
)
,
which combined with the second estimate of (6.22) implies the third estimate of (6.22). By (6.22) and
(6.20) we have
∥∥Z3(t)∥∥Lp(R2)  Cp
t∫
t−1
∥∥( f (s), g(s))∥∥W 1,0p (R2) ds
 Cp,q
t∫
t−1
s−
1
q ds
[
(ρ0, u0)
]
p,q  Cp,qt
− 1q [(ρ0, u0)]p,q;
∥∥∇Z3(t)∥∥Lp(R2)  Cp
t∫
t−1
(t − s)− 12 ∥∥( f (s), g(s))∥∥W 1,0p (R2) ds
 Cp,qt−
1
q
t∫
(t − s)− 12 ds[(ρ0, u0)]p,q  Cp,qt− 1q [(ρ0, u0)]p,q;t−1
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t∫
t−1
(t − s)− 12 ∥∥( f (s), g(s))∥∥W 2,1p (R2) ds
 Cp,qt−
1
q
t∫
t−1
(t − s)− 12 ds[(ρ0, u0)]p,q  Cp,qt− 1q [(ρ0, u0)]p,q. (6.23)
Combining (6.19), (6.21) and (6.23) implies that
∥∥Z(t)∥∥Lp(R2)  Cp,q[(ρ0, u0)]p,q
{
t−(
1
q − 1p ) (1< q 2 p < ∞),
t−(1−
1
p ) log t (q = 1 and 2 p < ∞);
∥∥∇Z(t)∥∥Lp(R2)  Cp,q[(ρ0, u0)]p,q
{
t−
1
q (1 q 2 p < ∞),
t−
1
q log t (1 q 2 and p = 2);∥∥∇2PvZ(t)∥∥Lp(R2)  Cp,q[(ρ0, u0)]p,qt− 1q (1 q 2 p < ∞),
which combined with (6.17), (6.16) and (6.3) implies Theorem 1.2. This completes the proof of Theo-
rem 1.2.
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