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Introduction.
The multivariate normal distribution has long served as the standard model for the statistical analysis of multivariate observations. Statisticians have been interested in generalizing the model from the normal population to a wider class of distributions that retain the most important properties of the multivariate normal distribution. In the past twenty years it has been found that the class of elliptically contoured distributions (ECD) can be regarded as a suitable extension of the multivariate normal distribution. The class of ECD includes many multivariate distributions, such as the multivariate normal, the multivariate t, the multivariate Cauchy, the multivariate Laplace, the multivariate uniform, mixtures of normal distributions, and the multivariate stable distributions. The purpose of this paper is to introduce the contributions of theory and applications of ECD and related distributions, mainly by Chinese statisticians. When the second author visited Stanford University in the academic year 1981-82 to pursue research, the first author suggested ECD as furnishing a fruitful area of investigation; they cooperated in this venture. Upon his return to China the second author directed his doctoral students in conducting research on this subject. Most of the papers were originally published in Chinese journals and collected in the volume [39] in English. Under the influence of this work a number of Chinese authors entered this area and made valuable contributions as listed in the references. We regret any omission of major contributions r'a e to the limitations of our survey.
There are several ways to define ECD and its standard form, spherical distributions QXdX, (1.1) where O(n) denotes the set of n x n orthogonal matrices.
The following theorem gives some equivalent definitions of SD. Theorem 1.1. Let X be an n x 1 random vector. Then the following statements are equivalent:
1) QX £ for each Q E O(n);
2) The c.f. of X, Ee it 'X, is a function of t't, t E Rn;
3) X has a stochastic representation x d Ruin) (1.2) for some R > 0, where R is independent of U ( n ) and the latter is uniformly distributed on the unit sphere in Rn; 4) For any a E R n we have a'X I IlaliXI, (
3)
where hal[ is the Euclidean norm and X 1 is the first component of X.
From part 2) of the theorem the c.f. of a SD has the form O(t't), where 0(.) is a scalar function. Therefore, we write X , -Sn(O). The set of all possible O's is denoted by §n; that is, §n = {: O(t2 +."' + t2) is an n-dimensional c.f.}.
(1.4)
The probability method that treats models directly with random variates rather than their distribution function or c.f. plays an important role in theory of ECD. In particular, Anderson and Fang (2,3] gave a systematic discussion of the ± operator. Many results mentioned in this paper were obtained by the probability method and show that the d = operator is a powerful tool. The fact is true in [13] , [14] , and Zolotarev's book [91] . Therefore, the stochastic representation (1.2) is one of the most important properties of SD which shows the following properties: (a) The set of SD's is equivalent to that of the set of nonnegative random variables. (b) The SD is essentially a function of a random variable R. (c) X/[Xl and IXII are independent, and R ± [UXiI and U ( n ) A X/uXI.
(d) X has a density which is of the form g(z'z) if and only if R has the density f(r) (n/2) rn-lg(r 2 ).
(1.5) (In this case we prefer to write X S(g) instead of X -Sn(¢) and g is called the density generating function [49] .) (e) Let t(X) be a statistic satisfying t(aX) = t(X) for any a > 0; if P(X = 0) = 0, then t(X) A t(Z) where Z -N(O, I), i.e., the distribution of t(X) is invariant in the class; for instance, the t-statistic has the same distribution for all members of the class. (f) The marginal distribution of X,.... X.. is a SD again which has the stochastic representation (1.2) with m instead of n and RB instead of R, where
, and R, B, and U(m) are independent. Definition 1.2. An n x 1 random vector X is said to have an elliptically contoured distribution (ECD) with parameters i and E (n x n) if (1.6) where A: n x k and AA' = Z with rank(E) = k. We write X , EC(,/7,4).
Many properties of ECD can be transferred from those of SD by means of (1.6). The following properties are important and are needed in this paper. 1) A linear transformation of an ECD is again an ECD; in particular, all marginal distributions of an ECD are ECD.
2) All conditional distributions of an ECD are ECD.
3) The c.f. of EC,(i, X, 4) is exp(it'p)4(t'/t). (1.7) where R > 0 is independent of U(k), A : n x k, and AA' = X. This fact leads to the name of ECD. There are various other terms used, such as round distribution, isotropic distribution [24] for SD, and ellipsoidal symmetric distribution in the literature.
More properties and detailed discussions are referred to [491. This paper is organized as follows. Several types of spherical and elliptical matrix distributions and their relationships are discussed in Section 2. The distributions of their quadratic forms and associated Cochran's theorem are presented there as well. Some results of estimation of parameters of and testing hypotheses about ECD are given in Sections 3 and 4, respectively. The stochastic representation (1.2) and (1.6) gives the structure of SD and ECD. The same idea can be applied to some other distributions and produces other classes of symmetric multivariate distributions; a summary constitutes Section 6. Section 5 collects applications of ECD models in regression analysis, principal component analysis, canonical correlation analysis, discriminant analysis, and econometrics. The last section consists of miscellaneous results. [69] and [70] .)
Classes of Distributions and Distributions of Quadratic
An alternative model for random X is that the columns of X are uncorrelated and eadia has mean IA and the covariance matrix Z. This model generates various spherical/elliptical matrix distributions.
Corresponding to the invariance of (1.1) Dawid [20] [21] [22] proposed two classes of spherical matrix distributions (SMD).
Definition 2.1. Let X be an nxp random matrix. If QX d X for every Q E O(n) we call X left-spherical and write X E LS. If X and X' are both LS we call X symmetrically spherical and write X E SS. 
Ob(T'T),
if X E LS,
where diag(A) = (all,... , app) and eig(A) = the vector eigenvalues of A. As a sequel we have
VSc MScLS and VSc SScLS. (2.7)
Furthermore, VS = MS n SS.
In the following exposition X , LS(O)) denotes that X E LS and the c.f. of X is As an application of Theorem 2.3, one can find many useful statistics (such as the Wilks statistic and the Hotelling T 2 , and the statistic for testing equality of several covariance matrices) that are invariant in LS+. This fact shows some overwhelming advantages of spherical matrix distributions and gives the possiblity of extending the multivariate analysis techniques into these wider classes. For more details see Section 6.
4(T'T),
A random matrix X with an elliptical matrix distribution (EMD) is the linear transform X =M+YA, (2.10) where Y has a spherical matrix distribution in any of the above classes and M and A are constant matrices. Thus we have four classes of elliptical matrix distributions; we denote them by LE, SE, ME, and VE, respectively. Zhang, Fang, and Chen [90] gave a comprehensive study of these classes. They found marginal and conditional distributons, stochastic decompositions, moments, and invariant statistics. It should be noted that the matrix normal X with distribution N(O, I ® T) is a member of LS, but the rows are not necessarily spherical.
The distributions of quadratic forms and Cochran's theorem play an important role in multivariate analysis. Let the n x p random matrix X in LS be partitioned into m parts X 1 ,..., Xn with nl,..., nm rows, respectively. When p = 1 and X has a density, Kelicer
[65] obtained the distribution of X' X 1 . Anderson and Fang [2] derived the distribution of X Xj, j =1,..., m, without the assumption of X having a density. As a sequel, they [3] obtained the distributions of the sample covariance matrix, the correlation matrix, the multiple correlation coefficient, the generalized variance, the eigenvalues of the sample covariance matrix, etc. 
Estimation of Parameters of Elliptically Contoured Distributions.
Estimation theory for t. -ormal distribution is highly developed. Let X 1 ,..., Xn be a sample of independent observato: from Np(/&, r). The maximum likelihood estimators of it and E axe the sample mean and ti, -ample covariance matrix
respectively. Estimation in elliptical populations can be estab. -led in parallel fashion.
Let the matrix of observations X have an elliptical matrix dis, 'bution (2.10) with M = lpA' and AA' = E. We want to estimate the parameters 1 anct r, If X has a density and X E LE, the density must have the form
When X is from ME, VE, or SE, the density of X has the same form (3.2) with g [ diag(.)], g[ tr(.)], and g [eig(.)], respectively. We shall write X -LE(pz,E ,), X .s ME(u,Z,g), and so on for these models. In this section some results on maximum likelihood estimates (MLE), minimax estimates, shrinkage estimates, and inadmissibility of the sample mean are mentioned. 
where the constant yg will be given in Lemma 3.1 below. Later Anderson, Fang, and Hsu The usual estimator of 1A in the normal population, namely the sample mean, is inadmissible under a quadratic loss if the dimension of the observations is greater than 2; this result is due to Stein [76] . After improvement of the original proof, several concise proofs have been proposed; see to Anderson [1] , for example. Among the many papers on this topic, Brandwein and Strawderman [10] established the inadmissibility of the sample mean for spherical distributions when the dimension is greater than 3. Their proof is very long in comparison to the concise proof for normal case given in [1] . Fan and Fang [31] have given an improved proof which is much shorter than the original one and the conditions are weaker. Let X have an elliptical matrix distribution LE(p4, Z, g). It is easy to see that (X, S) is a sufficient statistic for (p, E) by the Fisher-Neyman factorization theorem. Therefore, the inadmissibility of the mean can be expressed in the following simple statement. 
Testing Hypotheses about Elliptically Contoured Distributions.
Let the matrix of observations X have an elliptical matrix distribution LE(It, E, g), where (11, X) E Q , the parameter space. We want to test H 0 (X,1) E w vs. Hi : (1, r) E f/l. Hence, the LRC of testing (4.1) is (Iz, I, g ). The convergence of the statistic is not only in distribution, but also in density. The same approach can be applied to the F-statistic, T 2 -statistic, and so on.
The invariance of a statistic in the class of elliptical distributions can be employed for enlarging the class. For example, let F = {X : X is exchangeable and t. ,-, tn-1 } (4.6) be a set of n-dimensional random vectors such that the corresponding t-statistic has the same distribution as in the normal case. (X is exchangeable if X = PX for every permutation matrix P.) Obviously, the set SD belongs to Ft. In fact, the class F is much larger than SD. More precisely, let VT denote the class of X that has the stochastic decomposition (1.2) without necessarily independence of R and U ( n ) . Then SDC VT C Ft. This class can serve for deriving Baysian statistics, but its structure has not yet been sufficiently investigated. If the density generating function g(.) is monotonically decreasing and differentiable and g'(.) is increasing, then the LRC test for (4.7) is UMP in the class of tests based on the likelihood ratio statistic.
2) Let R be the population multiple correlation in VE(p, X, g) and let R be the sample multiple correlation. If g satisfies the conditions in 1), then the LRC for H 0 : R = 0 is UMP invariant.
3) The Wilks statistic and the statistics for testing lack of correlation between sets of variates, testing equality of several covariance matrices, testing equality of several mean vectors and covariance matrices simultaneously, and the sphericity test are unbiased if g is decreasing.
The goodness of fit test for elliptical symmetry is a difficult problem. Deng [23] proposed a significance test for elliptical symmetry by use of moment sequence. It is evident that his method requires all moments to be finite.
Applications.
Application of the established theory of ECD and EMD shows that many well-known techniques of multivariate analysis, such as regression analysis, multivariate analysis of variance, principal component analysis, canonical correlation analysis, discriminant analysis and econometric methods are valid in these wider classes. [15] discussed the nonlinear regression model with errors in ECD and gave an asymptotic expansion and the bias, variance, and skewness of the LSE by a differential geometry approach.
Principal component analysis and the canonical correlation analysis are important techniques of multivariate analysis. When the matrix of observations X is from LS, the algebraic derivations of these two analyses are the same as before. However, the corresponding distribution theory and test of hypotheses may be different. Here we need to find the distributions of eigenvalues and eigenvectors of X'PX or of X'PX with respect to X'P 2 X, where P, P, and P 2 are positive definite matrices. The distribution of the eigenvalues and eigenvectors of X'PX for X E SS were derived by Fang and hang in Section 3.5.6 of [58] and [17] which extended the results for X E VS of Anderson and Fang [2] . From the point of view of spectral decomposition, Fang and Chen [43] studied the spherical matrix distribution and obtained some new subclasses of LS. Their results can be applied to principal component analysis in LS. As the distributions of the eigenvalues and the eigenvectors of X'PX with respect to X'P 2 X are invariant in the class of VS, canonical correlation analysis can be used in the class.
Since the distribution of the discriminant function is not invariant in the class of SMD, it is more difficult to establish the theory of discriminant analysis for SMD. Cacoullos and Koutras 
Symmetric Multivariate Distributions.
Why does the class of spherical distributions have so many nice properties? One of the reasons is its special structure (1.2), where U ( ' ) is common to all members of the class. Therefore, a spherical distribution is uniquely determined by the distribution of a scalar variable R, but many properties of SD are independent of R as mentioned before.
That fact suggests finding other classes of symmetric multivariate distributions having a structure similar to (1.2) with beautiful properties. has an ECD we say that W has a logelliptical distribution. Let X be a random vector on the simplex Bn-., and let Y = [log(X/X,),...,log(X,,-1 /Xn)]'. If Y has an ECD we say X has an additive logistic elliptical distribution. These two families were defined and studied by Bentler, Fang, and Wu There is more than one natural way to generalize a univariate distribution to its multivariate extension with structure (1.2). The c.f. of a stable law is exp ( -Altl ), 0 < a< 2. Let V be a linear subspace of R' and let P, and P,,. be projection matrices into the subspaces V and V 1 , respectively. In the statistics of directional data the ScheideggerWatson distribution serves as the standard model and is defined by its density [40] . They pointed out that this largest characterization can be extended to the family of multivariate Liouville distributions.
With the Dirichlet distribution Fang and Xu [55] defined a class of multivariate distributions including the multivariate logistic and Gumbel Type I distributions.
Miscellaneous
In this section we include some work not cited above. First of all, we shall introduce some characterizations of multivariate symmetric and related distributions.
Let X be an n x p random matrix. In general, the (marginal) normality of elements, rows, and/or columns does not imply the multinormality of X. Zhang and Fang [88] pointed out that the normality of X can be determined by the normality of 1) any element ofX ifX E VS; 2) any row ofX ifX E MS; 3) Xl,... Xpp ifX E SS; and 4) the upper triangular elements of X if X E LS. They furthermore discussed relationships between the normality of X and the normality of linear transformations of X. Let S be a connected set on the unit sphere in R' and let C be a cone associated with S defined by C = I:X E R", x/l~jl E S) U {O}.
If X E SD and P(X = 0) -0, then P(X E C) has the same value for all distributions in the SD. This fact can be used for a characterization of the uniform distribution on a sphere and for spherical distributions if X and X/IIXI[ are independent. The result is due to Wang 4(z) be the p.d.f. and the c.d.f. of N(O, 1) The inverted Wishart distribution has been used in Bayesian statistics. Many inverted matrix distributions related to SMD can be similarly defined. Xu [83] studied the inverted beta/Dirichlet distributions and gave some applications to Bayesian statistics.
There are several studies of the moments of a multivariate distribution. Li Li gave the relationship between rk(X) and all the k-th mixed moments of X and a simple formula for the moments of a quadratic form of X as a function of Irk(X). As an application, he gave moments of ECD and its quadratic forms.
