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The relative computability of the Cauchy function representation, the best ap- 
proximation fractions, and the principal convergents of a real number is studied. It 
is proved that there exist real numbers x and y such that x has a polynomial-time 
computable Cauchy function but its best fractions are not polynomial-time com- 
putable, and that the best fractions of y are polynomial-time computable but its 
principal convergents are not polynomial-time computable. D 1992 Academic 
Press, Inc. 
1. INTRODUCTION 
Let x be a real number. A fraction b/c with c > 0 is called a best 
upproximcztionfraction (or simply a bestfraction) of x if for any fraction 
d/e with c 2 e > 0, 1x - b/cl 5 1x - dlel. It is well known that the best 
fractions have a close relationship with the continued fractions. 
Suppose that [a~ ; a 1, ~22, . . .] is the continued fraction of a real num- 
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ber x. Let pklqk denote the kth principal convergent of x; that is, pklqk = 
[ao;al,. . . , ak]. A fraction b/c is called an intermediate fraction of x if 
for some k > 0 and 0 < i < ak+l, b/c = (pk-1 + ipk)l(qk-1 + iqk). Then 
every best fraction of x is either a principal convergent of x or an interme- 
diate fraction of x. However, the converse does not hold. Precisely speak- 
ing, every principal convergent of x is a best fraction of x, but an interme- 
diate fraction of x may not be a best fraction of x. 
For a real number x, let CS, denote the collection of functions 4: N + 
Q such that for each natural number n, I+(n) - XI I I/n. Functions 4 in 
CS, are called the Cauchy function representations of the real number x. 
Compared with the Dedekind cut representation and the binary expansion 
representation of real numbers, Cauchy function representation is known 
to be the most comprehensive representation for a real number x (Ko, 
1983). When continued fractions are considered, two more representa- 
tions PC, and BA, are of interest [Ko, 1986, 1987; Labhalla, 1986). For a 
real number x and a natural number n, denote by PC,(n) the principal 
convergent pklqk satisfying that k is the maximum number such that qk I 
n, and by BA,(n) the best fraction b/c satisfying that 0 < c 5 n and that for 
every fraction d/e with 0 < e I n, Ix - b/cl 5 (x - dlel. Considering the 
relative computability of these representations, Ko (1986, 1987) proved 
that for any real number x, BA, is polynomial-time Turing reducible to 
PC,, and there exists a function 4 in CS, that is polynomial-time Turing 
reducible to BA, . Conversely, he showed that PC, is Turing reducible to 
BA, but it is not known whether PC, is polynomial-time Turing reducible 
to BA,. In summary, let 
A = {x E R : PC, is polynomial-time computable}, 
B = {x E R : BA, is polynomial-time computable}, 
C = {x E R : CS, contains a polynomial-time computable function}. 
Then, it is known that A C B C C, and A # C. The questions of whether 
A = B and whether B = C are left open. 
In this paper, we settle these two questions showing that A f B # C. 
That is, we construct two real numbers x and y such that BA, is polyno- 
mial-time computable but PC, is not polynomial-time computable, and 
that BA, is not polynomial-time computable but CS, contains a polyno- 
mial-time computable function. We also show an interesting relation be- 
tween BA, and PC,. Although the above construction of real number x 
implies that in general PC, is not polynomial-time Turing reducible to 
BA, , we present a polynomial-time algorithm that computes an approxi- 
mation function I/J, to PC, from BA, in the sense that $,(n) is either equal 
218 DUANDKO 
to PC,(n) = pklqk or is equal to the previous principal convergent pk-,/ 
qk-I. 
2. PRELIMINARIES 
2.1. Lemmas for Continued Fractions 
The following lemmas contain basic properties of continued fractions 
and best fractions, which can be found in Khintchine (1963). 
LEMMA 1. For any k 2 2, pk = pk-2 + akpk-1, qk = qk-2 + akqk-1. 
LEMMA 2. For any k 2 1, pkqk-1 - qkpk-1 = (-l)k+‘. 
LEMMA 3. For any k 2 2, qk 2 2(k-1)‘2. 
LEMMA 4. For any k 2 0, the sequence 
pk, Pk + Pk+l Pk + ak+2pk+l 
qk qk + qk+l ’ ’ * * ’ qk + ak+2qk+l 
is monotone increasing if k is even, and the sequence is monotone de- 
creasing if k is odd. 
LEMMA 5. Every best fraction of x is either a principal convergent of x 
or an intermediate fraction of x. 
LEMMA 6. Every principal convergent of x is a best fraction of x. 
Ko (1986, 1987) showed how to distinguish between principal conver- 
gents and intermediate fractions among best fractions by observing the 
ordering of a sequence of three consecutive best fractions. 
LEMMA 7. Let btlc, , bJc2, and b3lc3 be three consecutive best frac- 
tions of x with 0 < cl < c2 < ~3. Then b ,/c I is a principal convergent of x if 
and only if the sequence bIlcl , bJc2, bJc3 is neither strictly increasing 
nor strictly decreasing. 
Another way of determining whether a given fraction b/c is a principal 
convergent is to estimate its error of approximation. 
LEMMA 8. Assume that blc is irreducible and Ix - b/cl < 142~~); then 
blc is a principal convergent of x. 
2.2. Polynomial-Time Computable Real Numbers 
For any integer n, we let l(n) denote the length of its binary representa- 
tion. Note that for each integer n > 0, 11(n) - log nl I 1. For any rational 
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number r = p/q in the irreducible form, let I(r) = l(p) + l(q) + 1. Let S, T 
E {N, Q}. In discrete complexity theory, a function + : S + T is said to be 
polynomial-time computable if there exist a Turing machine M and an 
integer k such that M computes the function #J and for all sufficiently long 
CY E S, the runtime of M(a) is bounded by l(#. 
A real number x is said to be polynomial-time computable if CS, con- 
tains a polynomial-time computable function 6. Following the above con- 
vention, this means that there exists a Turing machine M that finds, on 
each input II > 0, a rational number r in time (log n)k for some constant k 
such that Ir - XI I l/n, or, equivalently, that the first log n bits of the 
binary expansion of r are the effective bits for x. Following this spirit, the 
time complexity of computing BA,(n) and PC,(n) is defined using l(n) = 
log n as the basic measure. Thus, BA, is polynomial-time computable if 
there is a Turing machine M that finds, on each input 12 > 0, the best 
fraction b/c of x with 0 < c i n in time (log n)k for some constant k. 
Let Si , S2, T1 , T2 E {N, Q}. A function C#II : SI + T, is Turing reducible 
to a function & : S2 + T2 if there is an oracle Turing machine M that 
computes 4, using 42 as an oracle. The function c$, is polynomial-time 
Turing reducible to the function $2 if this oracle machine M runs in 
polynomial time. It is well known that polynomial-time Turing reducibil- 
ity preserves polynomial-time computability; that is, if 4, is polynomial- 
time Turing reducible to & and & is polynomial-time computable then $J, 
is also polynomial-time computable. For more about oracle Turing ma- 
chines and their time complexity, see for instance Hopcroft and Ullman 
(1979). 
3. BEST FRACTIONS AND PRINCIPAL CONVERGENTS 
From Lemma 6, we know that a principal convergent of x must be a 
best fraction of x. On the other hand, an intermediate fraction of x is not 
necessarily a best fraction of x. The following lemma gives a more precise 
relation between best fractions and intermediate fractions of a real num- 
ber x. In the following, we fix an arbitrary real number x = [ao; al, a2, 
, . .I. For each k 2 0 and each i 2 1, we let pklqk denote its kth principal 
convergent and let int(k, i) denote the fraction (pk + i * pk+,)l(qk + i * 
qk+l). 
LEMMA 9. (a) Zfa k+2 > 1, then for all i, 1 5 i < &+2/2, int(k, i) is not a 
best fraction of x, andfor all i, a&2/2 < i < &+I, int(k, i) is a best fraction 
ofx. 
(b) If ak+2 > 1 and is an even number and if ak+l = 1 and ak+3 B 2, 
then int(k, ak+#) is a best fraction of x. 
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Remark. The above lemma determines precisely when an intermedi- 
ate fraction int(k, i) is a best fraction if &+2 is odd. When &+2 is even, the 
only case left unsolved is whether int(k, &+2/2) is a best fraction. 
Proof. Since only principal convergents and intermediate fractions 
are possible best fractions, and since principal convergents are strictly 
convergent to X, an intermediate fraction int(k, i) is not a best fraction 
exactly when its distance to x is bigger than the distance between the 
principal convergent Pk+i/qk+l and x. We can calculate these two values 
as follows. 
Let r, denote the real number [a,; u,+~, u~+~, . . .]. Then, we may 
write x as 
x = [UO; al7 . . . , ak+l, rk+21 = 
Pk + rk+ZPk+l 
qk + rk+2qk+l ’ 
Now, we get 
IPkqk+l - Pk+lqk( 1 
= (qk + rk+2qk+l)qk+l = (qk + rk+2qk+lhk+l 
(1) 
where the last equality follows from Lemma 2. Using the same Lemma 2, 
we also have, for i < uk+2, 
x _ f?k + i ’ Pk+l = rk+2 - i 
qk + i’qk+l (qk + rk+2qk+l)(qk + hk+l)’ 
(2) 
It follows that 
(2) < (1) e (rk+2 - i)qk+l < qk + iqk+l 
a (f-k+2 - 2i)qk+l < qk @ rk+2 - 2i < 2. 
+ 
For part (a), we observe that if i < &+2/2 then 2i 5 &+2 - 1 and so 
rk+2 - 2i 2 &+2 - 2i 2 1 > qktqk+i . If i > a&2/2, then 2i 1 &+2 + 1, and 
so rk+2 - 2i 5 u&2 + 1 - 2i 5 0 < qk/qk+j . 
For part (b), we write r&2 = ak+2 + 1/rkt3 and notice that rkt3 > ak+3 2 
2. Thus, if i = a&2/2 then r&2 - 2i = l/rk+j < l/2 < qk/qk+l, where the 
hSt iIleC@lditJ’ holds because a,&, = 1 and SO qkfl = 6&i + qk < 2qk. n 
We are going to see that in general the principal convergents PC, of a 
real number x are not polynomial-time Turing reducible to the best frac- 
tions BA, of x. Before proving this result, we first prove that PC, is 
almost computable in polynomial-time from BA, . 
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DEFINITION 10. For any real number x, let PC:(n) = po/qo if PC,(n) = 
PO/q’0 and PC:(n) = pklqk if PC,(n) = pk+llqk+l . 
THEOREM 11. For any real number x, there is a function g&t) that is 
computable from BA, in polynomial time such that for each n 2 0, 
gX(n) = PC,(n) or g*(n) = PC:(n). 
Lemma 7 showed that given three consecutive best fractions bl/cl, 
b2/c2, b3/c3 of a real number x, we can determine from their ordering 
whether bl/cl is actually a principal convergent of x. However, given a 
best fraction b,/c, , it is not known that the next two best fractions are 
computable in polynomial time. In the following, we show that we can 
either find the next best fraction bz/cZ or determine that b r/c I is a principal 
convergent. Assume that PA,(c) = b/c. We say its next best fraction is 
PA,(e) if 0 < c < e, BA,(e - 1) = b/c and ISA,(e) # b/c. 
LEMMA 12. There is a polynomial-time algorithm that uses the oracle 
BA, and takes an input BA,(c) = b/c to either$nd the next best fraction 
BA,(e) or determine that b/c is a principal convergent of x (i.e., PC,(c) = 
b/c). 
Proof. We claim that if b/c is a best fraction of x and BA,(2c2 + I) = 
b/c, then b/c is a principal convergent of x. Note that for any x, there must 
exist d/e, with 0 < e I 2c2 + 1, such that Idle - XI % 1/(2c* + 1). Since 
BA,(2c2 + 1) = b/c, we have (b/c - xl 5 Idle - x( < 1/(2c*). It follows 
from Lemma 8 that b/c is a principal convergent of x. 
From the above claim, we see that the following algorithm either identi- 
fies the next best fraction of x or correctly determines that b/c is a princi- 
pal convergent of x. 
ALGORITHM A. On input b/c = BA,(c), ask the oracle for BA,(2c2 + 
1). If BA,(2c2 + 1) = b/c then output that b/c is a principal convergent of 
x; otherwise, binary search for BA,(e) = d/e such that c < e 5 2c2 + 1 and 
BA,(e - 1) = b/c. n 
Proof of Theorem 11. Using Lemma 12, we can compute either 
PC,(n) or PC:(n) from BA, as follows: 
(1) We apply Algorithm A to the best fraction PA,(n) = b/c. 
(2) If b/c is found to be a principal convergent then we output 
PC,(n) = b/c. 
(3) Otherwise, Algorithm A produces the next best fraction d/e of 
x such that c < e and BA,(e - 1) = b/c. We also ask the oracle to get 
BA,(c - 1) = b,/c, . Now, following Lemma 7, we can determine from the 
three consecutive best fractions b r/c r , b/c, d/e, whether b r/c, is a princi- 
pal convergent of x. 
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(3.1) If b,lci is a principal convergent, then we output b,/c,. 
(Note that b,lcl is either PC,(n) or PC&z).) 
(3.2) If bllci is not a principal convergent, then it must be an 
intermediate fraction bllci = (pk + i * pk+,)l(qk + i * qk+i), with 1 5 i < 
&+2 for some k 2 0. It follows from Lemma 9(a) that b/c = (pk + (i + 1) * 
pk+i)/(qk + (i + 1) * qk+i) (which is either an intermediate fraction if i + 1 < 
ak+2 or a principal Convergent pkt2/qk+2 if i + 1 = &+Z). We OUtpUt (b - 
WCC - cr> = Pk+llq k+i , which is either PC,(n) or PC:(n). n 
Now we construct a real number x such that BA, is polynomial-time 
computable but PC, is not. This implies that PC, is not polynomial-time 
Turing reducible to BA,. The main idea of the construction is to apply 
Lemma 9 to compute BA,(n). 
THEOREM 13. There exists a real number x such that BA, is polyno- 
mial-time computable but PC, is not polynomial-time computable. 
Proof. Define a function T(n) as follows: T(0) = 4 and T(n + 1) = 22”“‘. 
The function T(n) is fully time-constructible, and there exists a set A C 
{0}* such that A is computable in time log T(n) but not in time T(n - 1) (cf. 
Ko, 1983). We define a real number x = [O; al, a2, . . .] as follows: 
al = a2 = a3 = I, 
andforn L 1, 
a4n = 2, a4n+l = T(n) + 1, a4n+2 = a4n+3 = 1, if On E A, 
U4n = a4,,+1 = 1, a4n+2 = T(n) + 1, a4n+3 = 1, if 0” $Z A. 
Let pn/qn be the nth principal convergent of x. Then it can be checked 
that q4n grows at about the same rate as T(n - 1). 
CLAIM 1. For each n 2 1, T(n - 1) < q4,, < T(n - 1)2. 
Proof. First, we see that q. = ql = 1, q2 = 2 and q3 = 3. So, 
T(0) = 4 < 5 = q2 + q3 I q4 I q2 + 2q, = 8 < T(O)2 = 16. 
Next, we check that either adn+l or ~4~+2 is equal to T(n) + I, and so 
q4n+4 > T(n), for all n 2 1. On the other hand, assume that qdn < T(n - 1)2; 
then we can verify that q4n+4 < TV as follows: If 0” E A then, by Lemma 
1, 
an+1 = an-1 + (T(n) + 1) * q4n 5 (T(n) + 2) * T(n - l12. 
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It follows that 
q&l+4 5 q4n+2 + 2q4n+3 = 2q4n+1 + 3q4n+2 
= 3q4, + 5q,,,, 5 8qdn+, 5 8(T(n) + 2)T(n - 1)2 < T(n)2. 
The case when 0” $E A is similar. n 
We now consider the principal convergents of x between p4n-llq4n-I 
and p4,,+3/an+3. 
CLAIM 2. Let n 2 1. 
(a) Zf 0” E A, then p4,,lq4,, has the denominator q4,, < T(n - 1)2, and 
p4n+llq4n+l has the denominator qa,,+l > T(n). 
(b) Zf 0” $ A, then both p4,,lq4,, and p4n+llq4n+l have the denomina- 
tors <2T(n - 1)2, and the denominator of p4,,+2lq4,,+2 is >T(n). 
Proof, Obvious from Claim 1. w 
The fact that PC, is not polynomial-time computable follows easily 
from Claim 2. Namely, if PC, were polynomial-time computable, then we 
could decide whether 0” E A in time T(n - 1) as follows: First, 
we compute PC,(2T(n - 1)2) = b/c, and then get PC,(c - 1) = d/e and 
PC,(e - 1) = f/g. (The computation time for these values is at most 
polynomial in 1(2T(n - 1)2) and is < T(n - 1)/2.) Then observe that if 0” E 
A then c = g + 2e (because c = qdn, e = qdn-l , g = qdn-2 and ad,, = 2), and 
if 0” 4 A then c = g + e (because c = q4n+l , e = q4n, g = q4n-I and a4n+l = 
1). Thus we determine that 0” E A if and only if c = g + 2e. 
It is left to show that BA, is polynomial-time computable. We first 
observe that although the principal convergents are not polynomial-time 
computable, we are able to compute part of them in polynomial time. 
CLAIM 3. The principal convergents pjlqj, j 5 4n - 1, are comput- 
able in time polynomial in log T(n - 1). 
Proof. We can first compute aj, 1 5 j d 4n - 1, and then apply 
Lemma 1 to compute pj and qj for 1 5 j I 4n - 1. Note that the values aj, 
1 I j II 4n - 1, can be determined from xA(Oj), and so are computable in 
time O(log T(n - 1)). Since the denominators qj have length 12 log T(n - 
l), the total computation time is polynomial in log T(n - 1). n 
Next, we consider the intermediate fractions that are also best fractions 
of x. The following claim follows immediately from Lemma 9. 
CLAIM 4. Let n 2 1. 
(a) Zf 0” E A, then thejirst best fraction of x with the denominator 
greater than T(n) is the intermediate fraction (p4n-1 + i . p4n)l(q4n-I + i * 
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q&, with i = (T(n) + 2)/2. Also, the intermediatefraction (p+z + p+Jl 
(qdn-2 + q4n-1) is a bestfracfion ofx. 
(b) Zf 0” 4 A, then thejirst best fraction of x with the denominator 
greater than T(n) is the intermediate fraction (pdn + i * pdn+l)l(qdn + i * 
qdn+l), with i = (T(n) + 2)/2. 
From this we obtain the following most useful observation. 
CLAIM 5. Let n 2 1. Then, the best fractions of x beginning with 
p4n-llq4n-1 are always 
P4n-I P4n-2 + P4n-I P4n-2 + 2P4n-I 
q4n-I ’ q4n-2 + q4n-I ’ q4n-2 + %4,-l ’ 
followed by an intermediate fraction whose denominator is greater than 
T(n). 
From the above observations, we can find, for any input m, BA,(m) by 
the following algorithm: 
(1) First, find integer n such that T(n - 1) I m < T(n). (This can be 
done in polynomial time because T(n) is linearly honest.) 
(2) Next, decide whether 0’ E A for 0 5 i 5 n - 1, and compute the 
principal convergents PI/q1 , . . . , p4n-llq4n-I. (This, from Claim 3, only 
takes time polynomial in log T(n - 1) 5 I(m).) 
(3) If m 2 q4n-I, then we decide BA,(m) as follows: 
(a> If m < an-2 + an-I then B&(m) = p4n-llq4n-l. 
@I If%-2 + a-1 5 m < w-2 + 2%-I thenBA,(m) = (P4n-2 + 
P4n-dk4n-2 + q4n-I). 
(4 Ifq4n-2 + %4,-l 5 m thenBA,(m) = (P4n-2 + 2P4n-Mq4n-2 + 
%4,-I). 
(4) If m < q4n-I , then BA,(m) can be found by computing down- 
ward the best fractions of x (using Claim 4) until the one whose denomina- 
tor is less than or equal to m. For instance, if On-’ E A, then BA,(m) can 
be found as follows (the case when On-’ $Z A is similar; we omit the 
details): 
(a) If q4n-2 5 m then BA,(m) = p4n-2/q4n-2. 
(b) If a-3 5 m < a-2 then BAA4 = p4n-3/q4n-3. 
(c) If m < q4,,-5 + ((T(n - 1) + 2)/2)q,,-4 then BA,(m) = p4n-4/ 
q4n-4. 
(d) Otherwise, BA,(m) = (p4n-5 + i * p4nm4)l(q4nP5 + i . q4nP4), 
where i is the greatest integer between (T(n - 1) + 2)/2 and T(n - 1) + 1 
such that qdn-5 + i . qdnm4 I m. n 
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4. BESTFRACTIONSOFPOLYNOMIAL-TIMECOMPUTABLEREALS 
Recall that a real number x is polynomial-time computable if there is a 
polynomial-time computable function 4 : N + Q such that for each n E N, 
If$(n) - XI 5 l/n. 
THEOREM 14. There exists a polynomial-time computable real num- 
ber x whose best fractions BA,(n) are not polynomial-time computable. 
Proof. We define a sequence {x,} of rational numbers that converges 
to a real number x. Recall the function T defined in the last section. Let 
A c (0)” be a set that is computable in time log T(n) but not in time T(n - 
1). First, let x0 = 0 and xl = 4. For n > 1, assume that x,-~ has been 
defined and has the continued fraction expansion 
X,-I = Kt al, a2, . . . , 4-J. 
Write x,,- I as the principal convergent pk,Jqk,_, , and let pI, “_,_ ,lqk ,-,-, be 
its previous principal convergent; i.e., pk ,-,-, lqk ._,-, = [O; al , . . . , 
ak,_,-]]. Let E, = l/T(n). In the following, for convenience, we write k for 
k,-1 when there is no confusion. We define 
x = pk-I + (2 + qk-llqk + &A(@? - b&k 
n 
qk-I + (2 + qk-llqk + (2XA(On) - 1hz)qk 
We show that {x,} converges to a real number x. In the meantime, we 
also establish the rate of convergence of this sequence. Let yo = 0, yl = 4, 
and for n 2 2 let 
y = Pk-I + t2 + qk-l/qk)Pk _ Pk-lqk + c&k + qk-Ibk 
n 
qk- I + (2 + qk-llqk)qk - &k(qk-1 + qk) ’ 
(3) 
Consider the value x, - y,, , and expand it using the first expression of yn 
in (3) (we write below +E, to denote (2xA(On) - l)~,) as 
xrl - Yn = f&(2Pk(qk-l + qk) - qkbk-I + 2Pk + qk-IPk/qk)) 
%k-I + qk)(%k-I + %k + &r&k) 
+hkqk-1 - qkpk-I) 
= 2(qk-I + qk)@qk-1 + %k + ‘&dk) 
k(- l)k+‘& 
= %?k-I + qk)@qk-I + &k + &nqk)’ 
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where the last equality follows from Lemma 2. This proves 
CLAIM 1. I&l - Ynl = 
1 
2Tmlk-I + qk)Qqk-I + 2qk * qkmn)) 
1 
and 
= w?k-1 + q&mI4(qk-l + q!J + q/J 
1 1 
s 2(qk-I + qkmd 5 - 2T(n) ’ 
CLAIM 2. x, > y,, if and only if[kn-1 is odd and 0” E A] or [k,-I is even 
and 0” $Z A]. 
From the above derivation, we also obtain useful bounds for qk,-, . 
CLAIM 3. Let qk, be the denominator of the fraction xn. Then, for n 2 
2, T(n) < qk, < TW2. 
Proof. Note that if n L 2 then T(n) > 5T(n - 1)4. Also qk, = 2 < T(1)2. 
For n L 2, assume, by induction, that the denominator qk = qk,,-( of x,-t is 
at most T(n - 1)2. Rewriting the definition of x, as 
x, = bk-lqk + qk-IPk + &kqk)T(n) + Pkqk 
%k(qk-I + qk)T(n) + 4: ’ 
we see that the denominator of x, is at most 4T(n - 1)4T(n) + T(n - 1)4 < 
T(n)2. 
Conversely, we see that the denominator of (x, - y,,l, in the irreducible 
form, is at least 2qk(qk-, + qk)T(n), and the denominator of yn is at most 
2qk(qk-t + qk). Therefore, the denominator of X, is at least T(n). n 
Next we consider the distance between y,, and xnml. Recall that we 
write k for k,,.., . We have 
Pk-I + (2 + qk-llqkbk 
%k-I + qk) 
= bkqk-I + %kqk - Pk-lqk - 2Pkqk - Pkqk-11 
%k(qk-I + qk) 
I 1 
= bkhk-I + qk) 
5 
2T(n - 1)2’ 
where the last equality follows from Lemma 2 and the last inequality 
follows from Claim 3. 
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Combine the above with Claim 1, we get that 
227 
1 
zs T(n - 1)2’ 
This implies 
CLAIM 4. {x,} converges to a real number x and 
In addition, 
CLAIM 5. The continuedfraction expansion of x agrees with that of x, 
on the first k, terms; in other words, each x, is a principal convergent of x. 
Proof. For n z 2, we have shown in the above that Ix - y,J I 
Ix - x,J + (x, - yn( % l/T(n). Also, from Claim 3 above, we know that the 
denominator b = 2qk.Jqk,_,-, + qk._,) of yn satisfies 2b2 % 32T(n - l)* < 
T(n), if n 2 3. For n = 2, a straightforward calculation shows that y2 = & 
and 2b2 = 288 < T(2) = 2r6. Therefore, from Lemma 8, yn is a principal 
convergent of x. Now observe that the first k,-I elements of the continued 
fraction expansion of y,, agree with that of x,-r. Indeed, it is easy to see 
that yn = [O; al, . . . , a-,, 2, qk,-,/qk ,,-,- 11. Thus, the continued fraction 
expansion of x must agree with that of y,, (and hence that of x,-r) on the 
first k,-I elements. n 
From Claim 5, we assume that for each i > 0, Xi is the kith principal 
convergent of x; i.e., xi = pk/qk,. 
Now we claim that this real number x is polynomial-time computable. 
To see this, we need to show 
CLAIM 6. The sequence {y,,} is computable in time polynomial in 
log T(n - 1). 
Proof. First, we show that if xi-1 is known, then xi can be computed in 
time O((log T(i))2): 
(1) If xi-1 = b/c, find the continued fraction expansion Of xi-1 = [O; 
al,. . . , aki-l], and then form the last two principal convergents Xi-1 = 
?%h-! and Pk,_,-hk,_,-1. 
(2) Decide whether 0’ E A or not. 
(3) From (1) and (2) above, compute xi from the definition. 
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Let /i-i be the length of qk,-,. Then, by Claim 3, l;-r 5 2 log T(i - 1). 
Note that from Lemma 3, the denominators qk of x grow faster than a 
geometric series. Thus, the length ki-1 of the continued fraction expansion 
of xi-1 is bounded by a polynomial in log T(i - 1) and hence step (1) above 
only takes time polynomial in log T(i - 1). Step (2) can be done in time 
O(log T(i)). Step (3) can be done in time O((log T(i))*), since it only 
involves simple arithmetics on integers of size O(T(i)). Together, the time 
t0 compute from Xi-1 t0 Xi is O((lOg T(i))*). 
This shows that we can compute x,-~ in time 0(x::: (log T(z))~) = 
O((log T(n - 1))2). Next we can repeat step (1) for the previous principal 
convergent of x,-r and compute yn accordingly. Since the denominator of 
y,, is of length 0(1,-J = O(log T(n - I)), the total computatin time of y,, is 
polynomial in log T(n - 1). n 
Now assume that we want to compute an approximation r to x with 
error 11/m. First, in time O(log m), we find it such that T(n - 1) % m < 
T(n). Then we compute r = yn. This only takes time (log T(n - l))O(‘) I 
(log m)O(‘). The correctness of r follows from Claims 1 and 4: 
IYn - XI 5 IYn - xnl + Ix, - XI 5 & + &) 
1 1 z--z:- 
T(n) - m’ 
The above completes the proof that x is polynomial-time computable. 
Next we show that BA, is not polynomial-time computable. We need to 
establish more properties of x. Let zn = (pk-, + pk)l(qk-] + qk), where 
again k stands for k,-I . 
CLAIM 7. yn = (X,-l + &J/2. 
Proof. Straightforward. n 
CLAIM 8. z,, is a best fraction for x if and only if 0” @ A. 
Proof. In the proof of Claim 5, we have shown that yn = 10; a I, . . . , 
a/x-,, 2, dqk-11. Thus, Xn-I = Pklqk and Wn = bk-I + %k)&qk-I + %k) 
are consecutive principal convergents of x, and zn is the only intermediate 
fraction with the denominator in between the denominators of x,-r and 
w,. It is clear that z,, is a best fraction for x if and only if its distance to x is 
less than Jx - x,-i/ if and only ifx lies in between yn = (x,-i f z,)/2 and z,, 
if and only if x, lies in between y,, and z,, (by Lemma 4). 
Now consider two cases: 
Case 1. k = k,-I is odd. Then, from Lemma 4, pk-r/qk-] < I,, < x, < 
pk/qk. Furthermore, from Claim 2, x, < y,, if and only if 0” 4 A. 
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Case 2. k = k,-, is even. Then, we have pxlqk < x, < z,, < pk-llqk-1 
and y, < x, if and only if 0” 4 A. 
In both cases, we see that z,, is a best fraction for x if and only if x, lies 
in between y,, and I,, if and only if 0” 4 A. w 
Now assume, by way of contradiction, that BA, is polynomial-time 
computable. In the following we give an algorithm to decide whether 0” E 
A or not in time T(n - l), that provides a contradiction. 
(1) For given input O”, we first, as in Claim 6, compute x,-i = pk,,J 
qk,,_, in time O(log T(n - 1)2). 
(2) We compute BA,(2qk,J in time polynomial in log T(n - 1). We 
determine that 0” E A if and only if BA,(2q,J = X,-I. 
The above computation takes only time T(n - 1). Also it is a correct 
algorithm for ~~(0”) because we know from Claim 8 that BA,(2qk,_,) is 
either zn or x,-~ (note that 2q,“-, is less than the denominator of w,J, and it 
is equal to z,, if and only if 0” $Z A. This completes the proof of the 
theorem. n 
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