Internet of Things (IoT) has emerged as one of the new use cases in the 5th Generation wireless networks. However, the transient nature of the data generated in IoT networks brings great challenges for content caching. In this paper, we study a joint content caching and updating strategy in IoT networks, taking both the energy consumption of the sensors and the freshness loss of the contents into account. In particular, we decide whether or not to cache the transient data and, if so, how often the servers should update their contents. We formulate this content caching and updating problem as a mixed 0-1 integer non-convex optimization programming, and devise a Harmony Search based content Caching and Updating (HSCU) algorithm, which is self-learning and derivativefree and hence stipulates no requirement on the relationship between the objective and variables. Finally, extensive simulation results verify the effectiveness of our proposed algorithm in terms of the achieved satisfaction ratio for content delivery, normalized energy consumption, and overall network utility, by comparing it with some baseline algorithms.
Introduction
As an emerging technology for the 5th Generation (5G) wireless networks, Internet of Things (IoT) has attracted significant attention from both academia and industry in recent years. In particular, the IoT aims at enabling a ubiquitous connectivity among billions of things, ranging from tiny, resource-constrained sensors to more powerful smartphones and networked vehicles with minimal or even no human intervention [1] [2] [3] . With the help of the IoT, devices can sense and even interact with the physical surrounding environment, thereby offer many valuable and remarkable context-aware applications, such as smart home, smart building, and smart cities [4] . Along with this intelligent trend in our daily life, one apparent consequence is the generation and exchange of a large amount of data in IoT networks. This will obviously increase the traffic load of the whole network and the energy consumption of each device, and finally degrade the performance of IoT networks. To address these challenges, caching the data generated by servers (i.e., sensing devices) at the brokers (i.e., intermediate devices or routers) has been considered as one of the most promising techniques [5] [6] [7] . With contents cached at the broker, the server is free from responding to frequent accesses and the content could be closer to the consumers (i.e., user equipments). 1 Therefore, both the latency and energy consumption can be greatly reduced during the content request and delivery procedures in IoT networks. Recently, caching multimedia contents at the network edges (e.g. base stations and access points) or the devices has become a hot topic for wireless network studies [8] [9] [10] . Different from multimedia contents (e.g., music, video, etc.), contents requested by IoT applications are generally transient, that is, IoT contents have a short lifetime and will expire when the lifetime is over [7, 11, 12] . Take a temperature control application as an example. We are usually interested in a single value averaging the measurement values taken over a most-recent period of time, e.g., the nearest few minutes [13] , so there is a tradeoff between caching and updating at the brokers. On the one hand, caching contents at the brokers can save more energy for the servers at the cost of less fresh data received by the consumers. On the other hand, more frequent updating from the server can make the content fresher but consume more energy for data transmission. This motivates our study on a joint design of caching and updating in IoT networks in this paper.
The authors in Ref. [14] focused on the social IoT networks and devised a multi-hop based cooperative content caching and sharing scheme to improve the overall success rate of content sharing. After dividing contents into two kinds, i.e., the popular and unpopular, Ref. [15] proposed a dynamic content caching strategy for popular contents to reduce the transmission delay and the servers' overall energy consumption. Considering from the perspective of content updating, Ref. [16] introduced a threshold adaptation algorithm to improve the overall sensing accuracy for the energy harvesting based IoT networks, in which each content was updated when its caching time reached the predefined threshold. Although some of the previous researches [14] [15] [16] touched the content transiency related issue by partially considering the transmission delay or content caching time during the delivery procedure, they did not focus on the freshness of the data [11, 12] .
Content freshness has been recently considered in the literature. Ref. [17] developed a probabilistic caching strategy by jointly considering the freshness of content and residual energy and the cache occupancy level of the broker, but without a detailed analysis of its performance. In Ref. [18] , a content retrieval and updating approach was proposed. The approach was driven by the content freshness requirements of the consumers in the IoT network under the Information Centric Networking (ICN) architecture [7] , and evaluated the influence of different system parameters on content freshness via experiments. To give a thorough understanding on the change of content freshness during the delivery procedure, a recent study [11] systematically analyzed the freshness loss caused by transmission and caching in the wired IoT networks and then devised a dynamic caching algorithm to address the trade-off between the number of transmission hops and the freshness of data items. Focusing on the hop transmission from a source node to a destination, the authors in Ref. [12] introduced a general penalty function to characterize the level of dissatisfaction on the staleness caused by content update interval and transmission time, and further, developed efficient algorithms to find the optimal update policy for minimizing the average penalty among all causal update policies.
In contrast to the above mentioned researches, in this paper we study a joint content caching and updating strategy in a IoT network which consists of a set of sensors and consumers. Wherein both the servers and the consumers are under the coverage of one Base Station (BS) and connected with a broker. In particular, the servers sense the physical phenomena and generate contents, while the consumers request different contents for the broker with different intensities. To deliver its contents to the requesting consumers, each server can either use the direct links between them or seek the aid of the BS by caching the content in the broker, which are termed as the Direct transmission based Delivery Mode (DDM) and Relay based Delivery Mode (RDM), respectively. With the aims of decreasing the energy consumption of the servers and meanwhile satisfying the freshness requirements of the consumers, we decide whether or not to cache at the broker and, if caching at the broker, how often the servers should update the contents in the broker. We formulate this content caching and updating problem as a mixed 0-1 integer non-convex optimization programming, with which the issues of energy consumption and content freshness are jointly addressed.
We establish that the formulated problem is NP-Hard, which is nontrivial to solve, especially in a large scale scenario, i.e, when the number of servers is large. Then, motivated by the self-learning oriented Simplified Binary Harmony Search (SBHS) 2 algorithm devised in
Ref. [19] , we develope a Harmony Search based content Caching and Updating (HSCU) algorithm to solve it. The HSCU is derivative free and hence stipulates no requirement on the relationship between the objective and variables. Simulation results show that our proposed HSCU outperforms the baseline algorithms in all scenarios in terms of the achieved satisfaction ratio for content delivery, normalized energy consumption, and overall network utility. To our best knowledge, this work is the first to jointly study content caching and updating in IoT networks, taking both the servers' energy consumption and the contents' freshness loss into account.
System model and problem formulation
In this work, we consider an area of interest in which J different servers are deployed, each of which refers to a sensor responsible for sensing some physical phenomena. Additionally, there is a broker being connected to the BS covering these J servers and playing the role as the intermediary node that is capable of caching transient data. As shown in Fig. 1 , for each User Equipment (UE) requiring some content j, 8j 2 J ¼ f1; 2; ⋯; Jg, the content can be delivered from the BS if it has been cached by the broker with RDM. Otherwise, the UE will directly get the content from server j with DDM. 3 We denote the caching results as x ¼ ðx 1 ; x 2 ; ⋯; x J Þ, where the x j 2 f0; 1g, 8j 2 J indicates whether the content generated by server j has been cached in the broker or not. If the content has been cached, x j ¼ 1; otherwise, x j ¼ 0. Meanwhile, we consider that each individual content j's request arrival follows Poisson distribution with parameter λ j . Given the adopted caching strategy profile for all contents x ¼ ðx 1 ; x 2 ; ⋯; x J Þ, there will be two different content delivery pathes from one server to the requester (UE): 1) Server j directly transmits the content to a requester (i.e., DDM) if x j ¼ 0; 2) Server j periodically updates the content to the BS and each UE gets the content from the BS (i.e., RDM) if x j ¼ 1. Obviously, the content freshness loss (i.e., the sum of delivery latency and caching time divided by content lifetime) 4 and energy consumption of each server vary when different delivery pathes are adopted, which are to be analyzed in the following two subsections.
Freshness loss for content delivery
The content freshness loss depends on the transmission path, i.e., the caching results. Specifically, in the two different cases, the expressions of the freshness loss for content j can be depicted as follows:
where FL For each content j cached in the broker, server j periodically updates the content and transmits it to the BS. We consider that each server j constantly senses the environment [11] . As such, the freshness loss FL D Sj;B is caused by the transmission delay, which can be expressed as 2 The brief introduction to SBHS will be presented in Section III. 3 Similar as the previous work [15] , we consider that each server is accessible to all UEs. The coverage issue of servers is left for our future work. 4 Similar as the previous work [11] , we adopt the metric freshness loss to evaluate the freshness of delivered contents which is not exactly the same as age of information, the metric used in Ref. [12] .
where C j , R U Sj , and T j denote the size of content j, the average transmission rate from sever j to the BS, and the lifetime of content j, respectively.
Each individual server j should update both the cached content in time to avoid data value expiration and the content request arrival according to the Poisson distributions. Hence, before the broker responds to the request for one cached content, the time that content j is cached in the broker is related to both the content updating and request frequencies, which are illustrated in Fig. 2 . From Fig. 2 (a), we note that the content caching time equals to the time duration between the latest content update time and content request arrival time. As shown in Fig. 2 (b), for each content j we assume that there are totally N content requests arriving during one content update cycle T U j , and denote T C j;n as the time between the latest content update instant and nth request arrival instant. Then, the conditional average caching time can be expressed as follows:
where NðT In this light, the expected caching time for content j can be further expressed as
where the expectation is taken over the number of content request arrivals during time period T U j . Therefore, for each content j, the average freshness loss caused by caching in broker can be expressed as
which means that the longer the content update interval is adopted by the server, the more freshness loss is incurred by content caching. Next, we analyze the freshness loss caused by delivering each cached content j to its requester, i.e., FL D B;Uj . Similar to the previous work [15] , we assume that the transmission time from the BS to each UE follows an exponential distribution with parameter C=R B , where C and R B denote the average content size and the average transmission rate, respectively. Then, we can model this transmission process as an M/M/1 queueing model, where the BS is the "server" and requests of contents are "clients". Accordingly, the freshness loss FL D B;Uj can be expressed as 
where T D B;Uj denotes the average delay 5 for one content delivered from the BS to one UE, and J 1 represents the set of contents that has been cached in the broker. As such, we can get the expression of freshness loss FL 1 j by substituting Eqs. (2), (5) and (6) into Eq. (1).
Computing the freshness loss FL 0 j
For each content j not cached in the broker, corresponding requests are responded with DDM. We consider that the average transmission rate from server j to the UEs is R D Sj and the size of each content is C j . 6 On the other hand, each content j's retrieval requests arrive at server j following the Poisson distribution. Hence, the transmission process in each server with content cached in the BS can be modeled as an M/D/1 queueing model. As such, the freshness loss caused by the content delivery from server j to its UE is as follows:
where T D Sj;Uj denotes the average delay for content delivery between server j and its requester.
Based on the above analysis, Eq. (1) can be expressed in detail as shown in Eq. (8) . For each content j, we consider that there is a requirement for the freshness loss during the delivery, i.e., 0 < θ j 1. For θ j ¼ 1, it means that there is no extra requirement on the freshness loss other than that imposed by the content lifetime during the concerned period; otherwise, a tighter constraint is introduced into the content delivery procedure. Then, the degree of satisfaction for the whole content delivery procedure can be expressed as
where the auxiliary indicator function δðÁÞ is adopted to indicate whether the freshness loss threshold θ j is satisfied: it takes value 1 if its argument is true, and 0 otherwise.
Energy consumption of servers
When the content generated by server j is cached in the broker, the energy consumption of this server is caused by periodic content updates. Then, the energy consumption in unit time (or power consumption) can be expressed as
where φ U j is the transmission energy efficiency from server j to the BS with the units Joule/bit. Similarly, when server j has to directly transmit the required content to a UE, the energy consumption in unit time (or power consumption) can be expressed as
It should be noted that the transmission energy efficiency can be optimized by adjusting the node's Modulation and Coding Scheme (MCS) and transmit power [23] [24] [25] . But this is out of the scope of this paper. Here, we consider that each server j adopts the same MCS and transmit power for both the content updated to the BS and the content delivered to the requester, i.e., R [15] . Generally, less energy is consumed if content j is cached in the broker, i.e., E D Sj > E U Sj , which further means 1 λj < T U j , i.e., the content update frequency should be less than the content request arrival rate. Otherwise, there is no need for caching from the perspective of energy efficiency [15] . Hence, we can normalize the energy consumption of each server j as
Combing Eqs. (8) and (12), we can see that direct content delivery from the server to the UE incurs less freshness loss, but consumes more energy. In other words, minimizing energy consumption of the servers and maximizing the satisfaction of content requesters (i.e., Eq. (9)) are two conflicting objectives. Next, we will discuss in detail how to make a tradeoff between these two objectives.
Problem formulation
Based on the above analyses, it can be seen that the content updating and caching results affect not only the freshness loss suffered by content requesters, but also the energy consumption of servers. Moreover, minimizing the normalized energy consumption U E and maximizing the overall satisfaction U FL are conflicting objectives. Hence, in this work we define the utility for the network as follows:
where U represents the degree of obtained satisfaction at the cost of one unit of normalized energy consumption. To maximize the network utility, we have to properly adjust the caching decision and update frequency, which can be formulated as the following problem:
s:t: x j 2 f0; 1g; 8j 2 J (15)
5 Theoretically, this delay refers to the sum of four parts, i.e., processing, queueing, transmission, and propagation delay. In general, the processing and propagation delay are negligible when we consider wireless transmission in IoTs [15] . This assumption is also valid for the average delay T D Sj ;Uj in Eq. (7). 6 We note that the average transmission rate is determined by the density of UEs, transmission power, noise and many such factors, but statistically speaking, it can be treated as a constant which can be calculated using such as stochastic geometry approach [15, 21, 22] .
The objective function (14) means that our objective is to maximize the overall network utility. Constraint (15) specifies that x j , 8j 2 J , is a binary variable, while constraint (16) (17) guarantees a stable transmission system in the BS. As shown above, problem P is a mixed 0-1 integer non-convex optimization programming, which is generally NP-hard. In the following section, we will analyze this problem and then design an algorithm to solve it.
Problem analyses and algorithm design
As shown in Eq. (8), when one content j is not cached in the broker, its freshness loss depends on the server's transmission rate, the request arrival rate and many such system factors, which are not affected by the content caching and updating scheme. Without loss of generality, we consider that if each content j is delivered with DDM, the freshness loss constraint is always satisfied, i.e., FL 0 j θ j . Then, the overall satisfaction for content delivery in Eq. (13) can be transformed as shown in Eq. (18), which means that each argument in the indicator function δðÁÞ is always true if the corresponding x j is set to 0. As such, problem P can be rewritten as
s:t:ð15Þ ð16Þ; and ð17Þ
Hereafter, we will focus on solving P1. Theorem 1.: Problem P1 is NP-Hard. Proof: The proof is given in Appendix A. Based on Theorem 1, we note that problem P1 is NP-Hard, and hence designing an sub-optimal algorithm seems more reasonable, especially for the large scale scenario, i.e, when the number of servers (sensors) is very large. Recently, SBHS has been proposed by making some modifications on the original Harmony Search (HS) algorithm, whose effectiveness (in terms of both the objective function value and convergence rate) for solving large scale 0-1 knapsack problems has been thoroughly verified with theoretical analysis and experimental results in [19] . To solve our concerned problem with SBHS tailored for 0-1 knapsack problems, we will first delve into the coupling between the content caching strategy x and content updating strategy T U in problem P1, and derive the optimal mapping from x to T U : T UÃ ðxÞ. After that, we will give a brief introduction to SH as well as SBHS for completeness and then develop an HSCU algorithm to solve this problem, where a Marginal contribution based Harmony Reparation (MHR) algorithm is also devised and incorporated. The details are given in the following three subsections.
Optimal mapping from x to T U : T UÃ ðxÞ
Given a caching strategy profile x ¼ ðx 1 ;x 2 ;⋯;x J Þ, we can divide the contents into two groups, i.e., J 0 ¼ fj x j ¼ 0; 8j 2 J g and J 1 ¼ fj x j ¼ 1; 8j 2 J g, where J 0 and J 1 denote the set of contents not cached and cached in the broker, respectively. In this light, the normalized energy consumption U E j J ¼J 0 [J 1 (shown in Eq. (12)) can be further transformed as
where j Áj represents the cardinality of a set. From Eq. (21) we note that for the cached contents 8j 2 J 1 , the normalized energy consumption decreases with respect to the content update interval T U j . Similarly, given the division
where
which can be intuitively interpreted as the equivalent requirement on the update interval for each cached content j. Combining Eqs. (22) and (23) 
Intuitively, this means that even if the content is cached according to the caching strategy profile x , the update interval will be set to ∞ to maximize the objection function U ¼ b U FL UE when ω j is not greater than 1=λ j .
HS and modified SBHS
HS is a relatively new population-based meta-heuristic algorithm originally devised by Ref. [26] , which mimics the improvisation of musicians and is efficient for solving combinatorial optimization problems. Particularly, the analogy between music improvisation and problem optimization can be regarded likely as follows:
Each musician corresponds to each decision variable. The pitch and range of the musical instrument correspond to the value and value range of the optimization variable. Musical harmony at a certain time corresponds to the solution at a certain iteration. Audience's aesthetics corresponds to the objective function.
The musical harmony is improved time after time during the improvisation, while the effectiveness of the solution is iteratively improved by exploring the whole search space and exploiting the solutions already evaluated and collected in Harmony Memory (HM) until the stopping criteria is satisfied. In general, one HS algorithm consists of four steps [27] : (1) initialization of the HM and other parameters; (2) improvisation of a new harmony; (3) updating of the HM: replace the harmony providing the worst fitness in the HM with the newly generated harmony only if the latter is better; (4) termination checking: go back to (2) until the predefined Maximum Number of Iterations (MNI) or solution accuracy is reached.
By controlling the algorithm related parameters (i.e., HM Size (HMS), Pitch Adjustment Rate (PAR), Step Bandwidth (SB), and Harmony Memory Considering Rate (HMCR)) and HM updating mechanism in HS, its exploration and exploitation tendencies can be affected, which essentially determine the efficiency of the developed algorithm. Specifically, exploitation means the ability of using the information already collected to orient the search more toward the goal, which affects the convergence performance; while exploration means searching new regions to prevent the algorithm from being trapped into the local optimum [28] [29] [30] . According to this principle, different modifications and improvements have been conducted on HS, and a lot of variants have been proposed and broadly adopted for solving complex optimization problems arising in many engineering applications, e.g., telecommunications, electronic and mechanical applications, etc. The readers with interests are suggested to refer to [27, 28, 31] for more details about HS, its variants, and their applications.
Although HS and its variants have so far elucidated in practice a great potential and efficiency in comparison with other meta-heuristic methods in a wide spectrum of real applications, many algorithm related parameters need to be delicately chosen and tuned to balance between the capabilities of exploration and exploitation. This introduces an extra burden of additional parameter settings, whose performance is still not satisfactory as many drawbacks need to be improved, especially for large scale 0-1 combinatorial optimization problems [19] . In this light, the authors in Ref. [19] have recently devised SBHS, where a parameter-free improvisation scheme is introduced by excluding PRA and SB. Meanwhile, a simple but useful varying method is designed to adapt the HMCR values according to the dimension of the concerned problem. By conducting extensive experiments, it is established that, compared with other well-known state-of-the-art HS variants, SBHS can offer a faster convergence and higher accuracy [19] . For the sake of conciseness, we omit a detailed description of SBHS here, but will incorporate it in the next subsection, also referring readers to [19] for details.
Algorithm design

HSCU
Based on the above two subsections, an HSCU algorithm is proposed to tackle the concerned mixed 0-1 integer non-convex optimization programming P1 by iteratively and sequentially updating content caching strategy x and content updating strategy T U , which is shown in Algorithm 1. Particularly, during the initiation of the algorithm, its related parameters (HMS, MNI and HMCR) need to be initialized, where HMCR is set as 1 À
10
J to make the algorithm adapt to the dimension of the concerned problem [19] . Meanwhile, by generating harmonies using the Bernoulli stochastic process and repairing them with Algorithm 2, we fill up the HM with harmonies feasible for problem P1. It should be noted that, with the Bernoulli stochastic process, each component x j for x is randomly chosen from set f0; 1g, and the generated harmony may be infeasible for problem P1. Therefore, we propose a MHR algorithm to repair each individual harmony when it is necessary, which will be presented in detail at the end of this subsection. Then, we will calculate the updating strategies corresponding to the harmonies in current HM with Eq. (24), evaluate their performance with the objective function U in problem P1, and finally denote the best and worst ones as x B ðnÞ and x W ðnÞ, respectively.
When the initialization is completed, the algorithm goes into a loop. And during each iteration, the harmony improvisation, HM Updating, and Termination checking are sequentially executed. Specifically, in the harmony improvisation, we first randomly select two harmonies 
where AðÁÞ represents the absolute value of a number. It is worth noting that except for HMC, no other parameters are introduced in the improvisation procedure and hence, the algorithm's scalability is well improved. On the other hand, the memory considering part 7 exploits the information possessed by more harmonies in current HM, i.e., x 1 , x 2 , and x B ðnÞ, which strengths its capability on local searching and speeds up its convergence. During the HM updating procedure, the worst harmony x W ðnÞ will be replaced by the new generated harmony x new only if x new is better than x W ðnÞ. For the termination checking step, expected for using the pre-defined MNI as in SBHS, we also impose another sliding window based stopping criterion to make the algorithm terminate more quickly, as shown in Eq. (25) , where 7 Memory considering means the procedure of generating a new harmony according to the harmonies in current HM, which happens with the probability HMCR.
denotes the set of iteration indexes of N W elements with n as the last one, and UðxÞ represents the performance of harmony x. Intuitively, with Eq. (25) the loop will terminate when the relative difference among the solutions obtained during the last N W iterations is small enough.
MHR
As described in Algorithm 1, it is worth noting that the improvised harmony may be infeasible for problem P1 because the stability constraint Eq. (17) is not incorporated in the improvisation procedure. To address this issue, we propose a Marginal contribution based Harmony Reparation (MHR) algorithm by expressing the value of each cached content as
where J 1 denotes the set of contents cached in the broker according to one concerned harmony x ¼ ðx 1 ;x 2 ;⋯;x J Þ, and J 1 À j represents the set J 1 with content j excluded. Meanwhile, b
Àj is the difference between the achieved utility with x ¼ ðx 1 ; x 2 ; ⋯; x J Þ and that with x ¼ ðx 1 ; x 2 ; ⋯; x j ¼ 0; ⋯; x J Þ, 8j 2 J 1 .
The developed MHR algorithm is shown in Algorithm 2, whose input is the improvised harmony x. To be specific, if the repatriation is needed, i.e., ΞðxÞ ¼ (17) is satisfied and denote the derived harmony as x 3 . After that, we reorder the set J 0 based on λ j in the ascending order and sequentially add the content into the cache (set the corresponding element to 1) before constraint Eq. (17) is violated. Then, we update set x 3 and set x ¼ x 3 . Finally, return x as the repaired harmony.
Simulation results and discussions
To evaluate the performance of our proposed algorithm, we conduct simulations for an IoT network consisting of J servers deployed under the coverage of one BS, which is attached with a broker. Meanwhile, each server will generate one content and deliver it to the UEs via direct transmission link or with the help of the BS by caching the content in the broker. We consider the size of one individual content j as a constant C j , but the sizes for different contents may be different. Wherein the distribution of content size follows an exponential distribution with mean C. Additionally, the average transmission rate from each server j to each UE and that to the BS are the same, which is generated from an exponential distribution with the parameter of R S . For each content, we consider that the average request arrival rate is randomly generated from ½0; λ max (in units of times per second) and keeps static during one realization. Similarly, the freshness loss threshold θ j and lifetime are respectively randomly generated from the interval ½2FL 0 ; 1 and ½T min ; T max , where
Here, each result of the individual simulation is obtained by averaging over 1000 independent realizations of all related parameters. Unless specified otherwise, the simulation parameters are adopted as listed in Table 1 [11, 15, 19] .
Here, the performances of Random Caching With Modification (RCWM) and Random Caching Without Modification (RCWoM) algorithms are considered as the baseline. Implementing these two algorithms, the caching strategy is randomly generated while the corresponding content updating strategy is optimized with Eq. (24) . In addition, the modification process for each generated caching strategy (i.e., Algorithm 2) is incorporated in RCWM to guarantee the stability of the transmission system in the BS, but this stability issue is not considered in RCWoM. As such, for one randomly generated caching strategy, if the transmission queue is unstable, then only requests for the contents not cached in the broker can be satisfied considering the freshness requirements.
The performance comparison of our proposed algorithm HSCU and other two algorithms is illustrated in Fig. 3 . Particularly, the ratio of obtained satisfaction for the content delivery procedure U FL =J, the normalized energy consumption U E , and the network utility U are depicted in Fig. 3 (a), 3 (b) , and 3 (c), respectively. From Fig. 3 (a) , we can see that when the number of servers is no more than 700, almost all content requests can be satisfied with these three algorithms, while when there are more servers, the satisfaction ratio achieved by RCWoM reduces significantly. This is because the stability of the transmission system in the BS can be guaranteed only when constraint Eq. (17) is satisfied. On the other hand, according to the adopted simulation parameters, it can be estimated that, when the number of cached contents approaches 400, the boundary of constraint Eq. (17) would be reached, i.e., RB C À P j2J λ j x j → 0. As such, when there are more than 700 servers and the contents are randomly Table 1 Default simulation parameters.
Parameter and description value
The number of servers (the number of contents), J From 100 to 1000 The mean of the distribution of content size, C 500 Kb
The mean of the distribution of each server's transmission rate, RS 2 Mbps The average transmission rate of BS, RB 100 Mbps The upper bound of the mean of the distribution of request arrival rate, λmax cached, the boundary condition is approached and then the cached content cannot be delivered in time because of the introduced infinite transmission time from the BS to the UEs. From Fig. 3 (b) , we note that HSCH significantly outperforms RCWM in terms of the normalized energy consumption U E , but they bring a similar satisfaction ratio as shown in 3 (a). The main reason for this improvement lies in the fact that not only the freshness requirement but also the energy consumption are jointly considered in HSCH. Besides that, we note that, for HSCH, there is a divide around the number of servers at 500. After the divide, the increasing trend of U E is significantly accelerated. The similar trend can also be observed in Fig. 3 (c) , which shows the effectiveness of HSCH in terms of the achieved network utility. In specific, the overall network utility U can be kept stable, i.e., around 3.5, before the number of servers becomes larger than 500. This is also caused by the stability issue of the transmission queue in the BS as previously stated. To verify this, we illustrate the percentage of contents cached in the broker with Fig. 4 , where two observations can be made: on the one hand, when the number of servers is set at 500, by implementing the algorithm developed by us, the percentage of contents cached in the broker is about 0.8. That is, the number of cached contents is about 400, with which the boundary of constraint Eq. (17) is approached. On the other hand, implementing random caching, the transmission system in the BS will be instable when there are more than 700 servers, unless the modification algorithm is further incorporated. As such, in that case, compared with RCWOM, RCWM caches less contents and brings a higher network utility.
Conclusions
In this paper, we jointly study the content caching and updating strategies for the IoT networks with the aim of decreasing the energy consumption of the servers and meanwhile satisfying the freshness requirements of the consumers. We formulate this problem as a mixed 0-1 integer non-convex optimization programming and propose a HSCU algorithm to solve it. Simulation results show that the freshness requirement can be satisfied and a relative stable overall network utility can be achieved before the load (number of servers) is greater than a critical point, which is extremely close related to the adopted system parameters. There are many interesting extensions for this work. One of the possible extensions is to include a more practical physical layer model and more efficient scheduling schemes. Also, the wireless resource allocation and interference management for wireless links should be carefully considered, and a more efficient content caching and updating strategy could be developed.
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s:t: ð15Þ and ð17Þ:
In problem P2 the objective function (29) means that our objective is to minimize the normalized energy consumption by adopting the optimal caching strategy.
Furthermore, considering that each x j is a binary variable, problem P2 can be equivalently transformed into P3 : max Obviously, programming P3 is the 0-1 knapsack problem, where ξ j and λ j respectively denote the value and size of each item j, and RB C is the volume capacity of the knapsack. It has been proved that the 0-1 knapsack problem is NP-hard [32] . As such, the original problem P1 is NP-hard since it is reducible to problem P3. Now, the proof is completed.
