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by 
Rongrong Dai 
Doctor of Philosophy  
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Washington University in St. Louis, 2020 
Professor Kenneth F. Kelton, Chair   
 
Metallic glasses have drawn significant attention due to their unique properties, such as high 
strength, excellent elastic energy storage capacity, and versatile processability. However, why 
some liquids can easily form metallic glasses while others don’t is still unclear. Since metallic 
glasses are formed when liquids are cooled fast enough to bypass crystallization, we hope to 
better understand glass formation by investigating the structural evolution and thermophysical 
properties of the liquids as they are cooled toward the glass transition. Multiple molecular 
dynamics simulations suggest a crossover temperature for the dynamics near the liquidus 
temperature, which corresponds to the onset of cooperative structural rearrangements and may be 
the beginning of the glass transition. In this dissertation, a possible structural signature of this 
onset of cooperativity is first identified using high-energy synchrotron X-ray scattering studies 
and viscosity measurements on electrostatically levitated liquids. We also address the practical 
question of how to predict glass formation from properties of the high temperature liquids. A 
method to accurately predict the glass transition temperature in metallic glasses from properties 
xii 
 
of the equilibrium liquids is proposed. It uses the viscosity and the thermal expansion coefficient 
for the equilibrium liquid. Using the predicted glass transition temperature and a fragility 
parameter developed from the liquid properties, a new prediction formula is generated, which 
only uses the liquid properties. While the prediction formula works for most cases, in some 
cases, it fails. The analysis of these anomalous cases demonstrates that the structural similarity 
between the liquid and crystal phases plays an important role in the glass formability.  This is the 
first demonstration of this important controlling factor for glass formability. We also used 
machine learning (Lasso regression and Random Forest) to predict the glass formability and 
identify important predictors. The identified important predictors are in good agreement with 
those from the empirical rules. Finally, the evolution of the Cu46Zr54 liquid structure is 
investigated by elastic neutron scattering (with isotopic substitution) and synchrotron X-ray 
scattering studies. The experimental results show that the number of Cu-Cu and Zr-Zr atom pairs 
increases as the temperature decreases, while the number of Cu-Zr atom pairs decreases on 
cooling. This result disagrees with predictions from previous molecular dynamics studies, 
suggesting that the potentials used in the molecular dynamics simulations should be reassessed.
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Chapter 1: Introduction 
1.1 Glass and the Glass Transition 
It is commonly held that when a liquid is cooled below its melting point at a moderate pressure, 
the liquid will go through a first-order phase transition and transform into a crystal.  The most 
intuitive example is water freezing into ice at 0 °C.  However, that is not always the case. It has 
been found that the liquid can exist below its melting temperature, as a supercooled liquid. If 
crystallization can be avoided, eventually, this supercooled liquid will form a glass. While in 
crystalline metals, atoms sit on translationally invariant lattice positions (i.e. long-range order), 
liquids and glasses (i.e. amorphous structures) can only have short- and medium-range order 
(See fig. 1.1). This means that although they lack long-range translational periodicity, they have 
similar local atomic environments around a given atom.  
 




A glass forms when a liquid is supercooled to its glass transition temperature, Tg, which is 
defined as the temperature where the relaxation time reaches (100~1000 s).  This corresponds to 
a viscosity of the supercooled liquid of 1012 Pa-s. Below Tg, the system is out of equilibrium on 
the time scale of observations and measurements, meaning that the system cannot completely 
explore phase space and sharply decreasing the degrees of freedom accessible to the system.   
Figure 1.2 shows the evolution of the first and second derivatives of the Gibb’s free energy 
during the glass transition.  The volume and entropy (the first derivatives of the Gibb’s free 
energy) change their temperature dependence during the glass transition (fig. 1.2(a)), while the 
thermal expansion coefficient and the specific heat, cp (the second derivatives of the Gibb’s free 
energy) undergo an abrupt decrease at Tg (fig. 1.2(b)) [1].  
 
Figure 1.2 – Change of (a) first and (b) second derivatives of Gibb’s free energy during glass 
transition.  
The conventional way to determine Tg is based on viscosity or specific heat measurements. For 
both methods, the glasses must be made in advance. Since Tg is the temperature for the viscosity 
to reach 1012 Pa-s, we can determine this from thermomechanical analysis (TMA) measurements 
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to determine the viscosity of the glasses as they are heated. However, since rapid quenching is 
usually required to make metallic glasses, the excess free-volume in the quenched glass will 
increase the measured viscosity[2]. As a result, the Tg values determined from TMA are not 
accurate. If the sample is stable against crystallization, the equilibrium viscosity can be measured 
after a sufficient time to annihilate the excess free-volume and the glass structure is fully relaxed. 
However, for metallic glasses that are not stable against crystallization, this is not possible 
because the sample will crystallize before the equilibrium viscosity can be measured.  
Specific heat measurements are another way to determine Tg using Differential Scanning 
Calorimetry (DSC). As already mentioned, the specific heat changes abruptly during the glass 
transition, which can be measured in the DSC and corresponds to the transition from glass to 
supercooled liquid.  While this also suffers from the problem of excess free-volume, the fully 
relaxed structure can be obtained by heating the sample above Tg but below the crystallization 
temperature to eliminate the excess free-volume.  The glass transition temperature can then be 
defined as the onset of the rise of specific heat (Tg, onset), the cross of two tangent lines before 
and after the rise (Tg, tangent method), or the end of the rise of specific heat (Tg, end).  
1.2 Glass-Forming Ability 
Metallic glasses have received much attention due to their unique properties. As mentioned, they 
do not have long-range atomic order, which is different from crystalline metals. This lack of 
crystalline order means that metallic glasses also lack crystal defects such as dislocations. This 
means that metallic glasses can exhibit extraordinary mechanical properties, such as high 
strength.  In addition, metallic glasses allow large elastic energy storage, thus they are superior 
for applications such as golf clubs. Metallic glasses help them to deliver a big bounce. What’s 
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more, when metallic glasses are heated into the supercooled liquid region above Tg they are 
moldable. Therefore, microparts can be made by metallic glasses[3], as shown in fig. 1.3.  
 
Figure 1.3 – Parts made by metallic glasses due to their versatile processing capabilities. 
Reprinted with permission from Nature [3], copyright 2009.  
Any metallic liquid when cooled at a sufficiently rapid rate can form a glass. However, the glass-
forming abilities (GFA) are different for different alloys. The first metallic glass was Au75Si25 
alloy, reported in 1960 [4]; it required a cooling rate of 106 K/s.  More recently, more and more 
metallic glasses were discovered that could be formed at much lower cooling rates. For example, 
the Vitreloy 1 glass (Zr41.2Ti13.8Cu12.5Ni10Be22.5) can be formed with a cooling rate that is less 
than 10 K/s [5]. When the lowest cooling rate required to form a glass (i.e., critical cooling rate) 
is slower, a thicker glass can be formed (i.e., higher critical casting thickness). Figure 1.4 shows 




Figure 1.4 – Critical casting thickness of glasses discovered year by year. Reprinted by 
permission from Elsevier: Materials Today [6] , Copyright 2004. 
Although many metallic glasses have been discovered, why some liquids easily form glasses 
while others do not is still unknown. Glass formation requires that the liquid bypass 
crystallization during cooling, making understanding crystal nucleation and growth very 
important. Within the classical theory of nucleation (CNT), the driving free energy for 
crystallization,  the interfacial free energy between the liquid and nucleating crystal phases, and 
the atomic mobility at the interface control crystal nucleation [7].  Upon cooling the liquid below 
the melting temperature, it has the tendency to form the crystal since this has the lower Gibb’s 
free energy.  With decreasing temperature, this tendency becomes more pronounced (i.e., higher 
driving free energy towards crystallization). The structural difference between the liquid and 
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crystal phases, which contributes to the interfacial free energy, work to inhibit nucleation.   The 
atomic mobility is generally derived from the liquid viscosity using the Stokes-Einstein relation.   
Many studies have been conducted to predict GFA, with most of the proposed GFA indicators 
understand to avoid crystal nucleation and growth. For example, a larger Trg (i.e., Tg/Tl ,where Tl 
and Tg are the liquidus and glass transition temperatures) tends to favor GFA[8].  For a higher 
Trg, the window for the liquid to have the driving free energy towards crystallization is smaller 
before kinetic arrest at Tg. Another indicator is the liquid fragility, generally defined from the 
viscosity with an Angell plot (fig 1.5)[9,10].  For a more fragile liquid the viscosity shows a 
greater departure from an Arrhenius temperature dependence and the magnitude is smaller at 
high temperatures. In general, stronger liquids are better glass formers because they have a larger 
viscosity at high temperatures, which make the nucleation and growth of the crystal more 
difficult.  In addition, several empirical rules have proven helpful to give a starting point for the 
more laborious experimental studies that are necessary to identify good glass formers [11]. Glass 
formation is favored in (i) multicomponent alloy liquids containing three or more elements, (ii) 
when there is a significant difference in the atomic sizes of the primary constituent elements 
(greater than ≈ 12%) and (iii) there are negative heats of mixing among the primary constituent 
elements. The theoretical foundation for these empirical rules can be understood from fig 1.6. 
Alloys with more than three kinds of constituent elements with large atomic size ratio and 
negative heats of mixing give a more random packed structure. This increases the difficulty of 




Figure 1.5 – Angell plot of viscosity vs. inverse temperature, normalized to Tg. 
 
Figure 1.6 – Theoretical foundation for the empirical rules. Reprinted with permission from 
Elsevier: Acta materialia [11], Copyright 2000. 
8 
 
Although a lot progress has been made in understanding GFA, previous work has mainly focused 
on the driving free energy or kinetic factors that prevent the nucleation and growth of the crystal.  
The role of the interfacial energy on GFA has rarely been studied.  This is the focus of Chapter 5 
in this thesis.   
1.3 Correlation between Structure and Dynamics 
The structural evolution of the liquid is very important for understanding glass formation, since it  
can affect the nucleation of the crystal phase [12].  In this thesis, high-energy X-ray scattering 
and time of flight (TOF) neutron scattering data were taken to study the evolution of the liquid 
topological and chemical structure. The details of the experiments can be found in Chapter 2. For 
X-ray scattering, since liquids are isotropic intensity diffracted rings at a constant 2𝜃. In order to 
compare different measurements with different incident energy, the scattering angle 2𝜃 is 
converted to momentum transfer, q. Various correction factors were applied to the scattered 
intensities (see Chapter 2) to obtain the structure factor, S(q). After a Fourier transform of S(q), 
the real-space pair distribution function, g(r) is obtained. It tells us the likelihood of finding 
another atom a distance r away from any given atom and has the following functional form. 
𝑔(𝑟) =  
1
4𝜋𝑁𝜌0𝑟2
∑ ∑ 𝛿(𝑟 − 𝑟𝑖𝑗),   𝑗𝑖                                         (1.1) 
where 𝑟𝑖𝑗(=  |𝑟𝑖 − 𝑟𝑗|) is the distance between i
th and jth atoms, N is the number of atoms in the 
liquid, 𝜌0 is the number density, and 𝛿 is a delta function.  Similar information can be obtained 
from the elastic neutron scattering studies, but the analysis of the data is a bit different (see 
Chapter 2 for more information).  In a crystal, atoms occupy regular lattice points and 𝑔(𝑟) has 
sharp well-defined peaks. In a liquid, there is a distribution of distances between atoms, giving 
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rise to broad peaks in 𝑔(𝑟).  A schematic illustration of 𝑔(𝑟) in the liquid and crystal states is 
given in fig 1.7.  
 
Figure 1.7 – Schematic diagram of pair distribution function 𝑔(𝑟) and structure factor S(q) for 
liquids and crystals. 
The pair distribution function, 𝑔(𝑟) describes the positional correlation of atoms (i.e. topological 
order). Since two atoms cannot approach too closely to each other because of the repulsion of the 
pair potential, 𝑔(𝑟) goes to 0 below a hard-sphere cutoff.  Moreover, the positional correlation of 
the atoms weakens with increasing distance, which causes the structural oscillations to damp out. 
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Eventually, 𝑔(𝑟) approaches unity at large- 𝑟; similarly, S(q) also approach unity at large-q (See 
fig 1.7).  This indicates the absence of correlations at large q and r.    
The pair distribution function, 𝑔(𝑟) does not distinguish the atom types when describing the 
positional correlations.  The chemically specific atomic arrangements are described using the 
partial pair-correlation functions (PPCFs), 𝑔𝑖𝑗 (𝑟).  These are used in this thesis to study 
chemical ordering in the liquid.   Within Faber-Ziman formalism[13], 𝑔(𝑟) is the weighed sum 
of the PPCFs. 
 𝑔(𝑟) = ∑ 𝑤𝑖𝑗𝑖𝑗 𝑔𝑖𝑗 (𝑟), where 𝑤𝑖𝑗 =  
𝑐𝑖𝑐𝑗𝑏𝑖𝑏𝑗
(∑ 𝑐𝑖𝑖 𝑏𝑖)
2 .                                (1.2) 
Here, ci, cj are the atomic fractions, and bi , bj  are the scattering lengths that measure the strength 
of the neutron-nucleus interaction in neutron scattering experiments. In X-ray scattering 
experiments, bi and bj  are replaced by the atomic form factors. Because X-rays scatter from the 
electrons and not from the atomic nucleus (as neutrons do) they provide different contrast in the 
scattering intensity from the different elements. Substituting isotopes of the elements used in the 
sample can further tune the neutron scattering lengths. Since different scattering experiments 
have different weighting factors, the chemical correlations can then be extracted from eq. 1.2.  In 
an n-component alloy, n(n+1)/2 experiments are needed to get all of the PPCFs.  
Another important factor for glass formation is the liquid’s dynamics.  As mentioned, this can 
affect the nucleation and growth of the crystal, which requires atoms to attach to the nucleating 
phase [14].  Previous studies have suggested that the liquid structure and dynamics are correlated 
[15–18].  To give an example of this, consider first that the viscosity can be described by eq. 1.3.  
𝜂 =  𝜂0exp[𝐸𝐴 𝑘𝐵𝑇],                                                           ⁄ (1.3) 
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where EA is the activation energy, 𝜂0 is the viscosity extrapolated to infinite temperature, kB is 
the Boltzmann constant and T is the temperature.  Structural studies in the supercooled 
Pd42.5Cu30Ni7.5P20 liquid [15] have shown that the first peak in the measured pair distribution 
function is asymmetric and can be decomposed into two sub-peaks. Two Gaussian peak 
functions were used to locate these two sub-peaks (see fig. 1.8 (a)). The interatomic distances 
suggest that the first sub-peak (P1) corresponds to the nearest Cu-P or Ni-P atomic pairs, while 
the second sub-peak (P2) to Pd-Pd, Pd-Cu and Pd-Ni pairs. With decreasing temperature, the 
integrated area under P1 changes significantly, while that for P2 changes little. The temperature 
dependence of the viscosity shows a great similarity to that of the ratio of the two sub-peak areas 
(P1/P2, see fig 1.8 (b)). To explain this, Louzguine-Luzgin et al. [15] suggested that the changes 
in the activation energy were caused by structural changes, which led to noticeable changes in 
the viscosity.  Following a different approach, Ding et al.[19] demonstrated that as the rate of 
local ordering accelerated, the configurational entropy decreased. This contributed to an increase 
in the viscosity according to the Adam-Gibbs theory[20]   
 𝜂 = 𝐴 𝑒𝑥𝑝 [
𝐵
𝑇∗𝑆𝑐(𝑇)
],                                                             (1.4) 





Figure 1.8– (a) Fit of the measured first peak of g(r) for Pd42.5Cu30Ni7.5P20 liquid at 298K using 
two Gaussian peak function (the black curve is the fit), showing two sub-peaks (P1 and P2). (b) 
Ratio of the area under sub-peak P1 to that under P2 and the measured viscosity[21] as a 
function of temperature. Reprinted with permission from Journal of Applied Physics [15], 
copyright (2011). 
1.4 Dynamical Crossover 
Upon cooling, the dynamic properties of the liquid change dramatically. For example, the 
viscosity varies by 17 orders of magnitude when the liquid is cooled from well above the 
liquidus temperature (η~10-5 Pa-s) to the glass transition temperature (η =1012 Pa-s).  Moreover, 
while the high temperature viscosity has an Arrhenius temperature dependence with a constant 
activation energy, it departs from this with decreasing temperature as the activation energy 
increases. The temperature below which the viscosity starts to show this super Arrhenius 
behavior is defined as the dynamical crossover temperature, TA. 
From a molecular dynamics (MD) study of liquid Fe [23], Chen et al. found that TA (referred to 
as Ts in the  original paper) corresponds to the onset temperature where local stresses become 
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spatially correlated, which causes tension within small cluster of atoms. This contributes to the 
development of long-range elastic fields and the liquids starts to develop solid-like 
characteristics. The authors also suggest that there are accompanying fundamental structural 
changes at TA.  
To obtain more information about the origin of the crossover behavior, Iwashita et al. conducted 
MD simulations on various metallic liquids [24]. By comparing τLC (the average time required 
for an atom to gain or lose a nearest neighbor) and τM (the Maxwell relaxation time), they found 
that τLC  ≈  τM for temperature higher than TA.  Thus, rearrangements of individual clusters (an 
atom and its nearest neighbors) are sufficient to relax the liquid.  Liquids can support high 
frequency phonons (although not low frequency ones).   Above TA, however, the mean-free path 
of the phonon is shorter than the distance between nearest neighbors. Therefore, information 
about local atomic configuration between atoms cannot be communicated to nearby atomic 
neighbors. The temperature at which the mean-free path of the phonon becomes long enough to 
communicate the information is very close to TA.  At and below this temperature, then multiple 
clusters rearrange cooperatively to dissipate the liquid’s elastic response to a shear stress.  This is 
also the temperature where τM >  τLC .   The need to cooperatively rearrange larger regions of 
the liquid then underlies the growing activation energy barrier, explaining the super Arrhenius 
behavior in η below TA.  
An experimental study of the viscosities for a wide variety of metallic liquids in Kelton’s group 
[22] demonstrated that log(η/ηo) as a function of TA/T gives a universal curve for the metallic 
liquids studied. A relationship between TA and Tg was also found, with TA = (2.02 ± 0.015) Tg.  
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To investigate further into the structural change accompanied the dynamical crossover, Soklaski 
et al.[25] studied the structural evolution of  a Cu64Zr36 liquid from above TA to below TA using 
MD simulations. They found that as temperature decreased below TA, the system began to prefer 
the connection of locally preferred structures (icosahedra in this case). Eventually, the 
percolation of these locally preferred structures results in the glass transition, giving further 
evidence for a connection between TA and Tg. 
1.5 Summary 
This chapter has provided the motivation and background for the studies that will be discussed.   
Metallic glasses are formed when liquids are cooled with sufficient rapidity to bypass 
crystallization. The glass formability for different alloys can vary dramatically. The work 
presented in this dissertation is to better understand and predict glass formability by investigating 
the relations between the structure of the liquid and its thermophysical properties with glass 
formability. The experimental techniques used for the work presented in this dissertation are 
discussed in Chapter 2. These include sample preparation, the electrostatic levitation technique, 
and experimental details about the viscosity, volume, and liquid structure measurements. While 
MD simulations suggest that an underlying structural change correlates with the dynamical 
crossover, no experimental evidence of this has been reported. Chapter 3 discusses possible 
experimental evidence for this based on high-energy X-ray scattering and viscosity studies. 
Chapter 4 presents a new accurate method for predicting the glass transition temperature from 
properties of the high temperature liquid, i.e. the viscosity and thermal expansion coefficient.  
Using the predicted values for Tg and the fragility parameter from the liquid, Chapter 5 presents a 
prediction formula for glass formability that is based only on properties of the liquid. The 
importance of the structural relations between the liquid and primary crystallizing phase in 
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determining glass formability is also discussed. In Chapter 6 use machine learning 
methodologies are used to predict glass formability. The important predictors are identified and 
compared with those from empirical rules. The results of an investigation of the chemical 
ordering evolution of a Cu46Zr54 liquid using X-ray and neutron (with isotope substitution) 
scattering studies are discussed in Chapter 7. Importantly, no Cu-Zr chemical ordering with 
decreasing temperature was observed, which is in conflict with previous MD results. This 
indicates that the atomic potentials used in these MD simulations should be reassessed.    
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Chapter 2: Experimental Methods 
2.1 Sample preparation 
Ingots (mass: 1~2 g) of the desired compositions were made by arc-melting high-purity elements 
on a water-cooled copper hearth in an inert atmosphere. The elements were stored inside a glove 
box filled with 99.998% purity argon to avoid oxidation and were removed from the glove box 
only shortly prior to the sample fabrication. The water-cooled copper hearth was sanded and 
cleaned with acetone and methanol several times until no dark spots could be observed when we 
wiped the copper hearth with methanol-soaked paper napkins. The tip that was used to strike an 
arc was also filed and cleaned with acetone and methanol. The arc-melting chamber was pumped 
and refilled with argon three to four times to reach a vacuum of 1~3 x10-5 Torr. Then it was back 
filled with argon to ~ 600 Torr. A Ti-Zr getter was melted for about 90 seconds before arc-
melting the sample to further reduce the oxygen content in the chamber. Each sample was melted 
for ~ 20 seconds and flipped over to be re-melted. This procedure was repeated three to four 
times to ensure that the composition of the ingots was homogenous. The mass losses of the 
ingots during arc-melting were controlled to less than 0.1% to preserve the initial composition.  
Portions of the master ingots were re-melted to prepare samples for viscosity, volume or 
scattering studies using the Washington University Beamline ElectroStatic Levitator (WU-
BESL) or the Neutron Electrostatic Levitator (NESL), which was located at Oak Ridge National 
Laboratory.  The samples were prepared within a few seconds and any mass loss during this step 
was negligible.  The WU-BESL samples had a mass of 30-70 mg and the NESL samples were 
250-350 mg.  
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Glasses were made by casting the master ingots in a Cu-mold in the arc-melting facility (copper 
mold casting) or by quenching the liquid onto a rotating copper wheel (melt-spinning). The 
amorphous state was confirmed by X-ray diffraction measurements. The glass transition 
temperature was determined by a Perkin-Elmer differential scanning calorimeter (DSC 8500) 
using the tangent method, illustrated in fig. 2.1. 
 
Figure 2.1 – The glass transition temperature, Tg, determined from the intersection of the tangent 




2.2 Electrostatic Levitation 
By levitating the samples in the WU-BESL heterogeneous nucleation from a container is 
avoided, which allows the liquids to be cooled below the melting temperatures without 
crystallization (i.e. supercooling) [1,2].  This makes physical property measurements of 
supercooled liquids possible.  Samples of diameter 2.0-4.0 mm were levitated under high 
vacuum (~ 10-7 Torr) in a large electrostatic field (0-2MV/m) [3]. After the sample was levitated, 
the location was tracked by the shadow that the sample cast on orthogonal position sensitive 
detectors (PSDs); a pair of high-intensity LEDs were used to illuminate the sample. The sample 
position was controlled by two pairs of orthogonal side electrodes (±3 kV).  Based on the PSD 
information, a control algorithm sends signals to the electrodes, which adjust the high-voltage 
amplifiers to keep the sample in position. This was possible to within ±10µm along the vertical 
and horizontal axes [4]. The WU-BESL electrode configuration and feedback algorithm [5] are 




Figure 2.2 – Schematic side and top views of the Washington University Beamline ElectroStatic 
Levitator. The sample is illuminated by two LEDs of different colors, causing the shadow to be 
cast onto two orthogonal position sensitive detectors.  Reprinted from [5]. 
A photo of an aluminum sphere floating in the WU-BESL is shown in fig. 2.3.  
 
Figure 2.3 – An aluminum ESL sample levitated in the Washington University Beamline 
Electrostatic Levitator. Reprinted from [6].  
During the experiment, the sample was heated by a 50 W diode laser.  During the first heating, 
surface contaminants are evaporated, which decrease the charge on the sample and make 
levitation unstable.  To compensate for this a high intensity UV source is aimed at the sample, 
which replenishes the sample charge from the photoelectric effect.  At high temperatures 
thermionic emission replenishes the charge and the UV source is no longer needed.  It is, 
therefore, shuttered after the sample melts to minimize deposition on the UV optics from sample 
evaporation.  
The temperatures of the sample were measured from 433 to 2573 K using two infrared 
pyrometers with overlapping temperature ranges.  At high temperatures (from 873 to 2573 K), a 
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Process Sensors Metis MQ22 two color ratio pyrometer, using wavelengths of 1.40 and 1.64 
µm[3],  was used. Low temperatures (from 433 to 1073 K) are measured with a single-color 
Process Sensors Metis MI18 MB8 with a wavelength of 1.89 µm[3]. The pyrometers are 
calibrated by matching the uncorrected solidus temperature to the sample’s true solidus 
temperature, determined by Differential Thermal Analysis (DTA). The ratio pyrometer provided 
more accurate temperature measurements over a wider temperature range because the patterns in 
emissivity changes with temperature for the two similar wavelengths are similar, making their 
ratio temperature independent[3]. More details of the WU-BESL can be found elsewhere[1].   
The mass losses during ESL experiments was kept minimal to maintain the starting compositions 
of the samples. Measurements including temperature, volume, and viscosity were made using the 
WU-BESL.    
2.3 Viscosity measurements 
The viscosity of the supercooled liquid was measured using the oscillating drop technique[7,8]. 
A sinusoidal signal was added to the vertical levitation voltage to modulate the levitation field 
near the liquid’s n= 2 mode resonant frequency. After the driving signal was removed, the 
sample surface acted as an underdamped harmonic oscillator, with a decay constant inversely 
proportional to the viscosity[9].   
To monitor the decay of the surface oscillation, the change of cross-sectional area was tracked by 
summing the image intensity because the cross-sectional area decreases with sample 
compression and increases with sample extension [3].  A typical intensity video signal due to 




Figure 2.4 – The summed video signal intensity due to viscous damped surface oscillations 
recorded for a Cu56.5Zr43.5 liquid at 1200 K. Reprinted from [6]. 
The summed intensity signal (fig. 2.4) has the functional form [10] : 
𝑆(𝑡) = 𝐴 exp(− 𝑡 𝜏⁄ ) sin(2𝜋𝑓0𝑡 + 𝜑) ,                                        (2.1) 
where A is the initial amplitude, 𝜏 the decay constant, 𝑓0 the frequency, and 𝜑 the  phase shift. 
The decay constant of the 2nd surface harmonic, 𝜏, is inversely proportional to the viscosity [9] 
                                                            𝜏 = 𝜌𝑟2 5𝜂⁄  ,                                                              (2.2) 
where ρ is the density, r is the radius of the spherical sample, and  𝜂 is the viscosity of the 
sample.  The highest temperature for which viscosity measurements could be made was limited 
by the sample evaporation and the ability to only excite the n = 2 harmonic, while the lowest 
temperature was reached when the sample was too viscous to oscillate [3,11].  More details can 
be found elsewhere [3,11].  
From the viscosity measurements, a dynamical crossover temperature, TA, could be determined.   
This is defined as the temperature at which the viscosity changes from an Arrhenius temperature 
dependence to a super-Arrhenius dependence.  
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2.4 Volume measurements 
The volume of the liquid sample was determined by measuring the silhouettes of the backlit 
sample with a telecentric lens  [12,13]. After the sample was levitated in WU-BESL, it was 
heated above its melting temperature to remove surface impurities. It was then free cooled to 
check the maximum undercooling. Usually, the maximum undercooling increases as the 
impurities are removed from the sample. After the maximum undercooling was achieved, the 
sample was free cooled and its silhouette was video recorded using a 1.3 Megapixel Gig-E 
CMOS pixeLINK Monochrome Camera.  A typical silhouette is shown in fig. 2.5(a). Because 
the sample is in a gravitational field the liquid is not perfect sphere.  However, it remains 
symmetric along the vertical axis (designated as the y axis), which allows the volume to be 
obtained by from the measured area. The 2d edges of the shadow (D(y) in fig. 2.5(b)) were 
determined using a threshold algorithm, first developed by Bradshaw et al. [12] and then 
modified by Bendert et al.[14]. The volume of the sample is determined by integrating around 




∫ 𝐷(𝑦)2 d𝑦,                                                          (2.3) 
where V is the sample volume and D(y) is the 2d edges of the silhouette. 
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Figure 2.5 – (a) Illustration of a typical sample silhouette, (b) the 2d edges of the silhouette, and 
(c) the integrated volume[3]. 
As observed in fig. 2.5, the integrated volume is a volume in voxels (volume-pixels); the sample 
volume is obtained by using standards with a known radius.  Grade-3 tungsten carbide (WC) 
spheres (diameter 3/32 inch with a tolerance of ± 3×10-5 inch) were used. It is important to clean 
WC spheres before the measurement, since surface contamination will cause an oscillation in the 
integrated volume.  The samples were typically with a methanol wash followed by a compressed 
air drying.  As a further precaution, the volumes of two WC spheres were measured before and 
after the sample volume measurements in case one of them was not clean. Also, the volume data 
from the two calibration standards were averaged to account for possible shifts in their levitation 
positions.  Since it is important to have the sample and the WC calibration standard levitate at the 
same position, the sample volume measurements were made during free cool. Otherwise the 
radiation pressure from the laser will tend to make the sample float in a different position from 
the WC standard (for which the laser was not used).  
The thermal expansion coefficient, 𝛼 , was obtained by measuring the sample volume as a 
function of temperature using  
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𝛼 = 𝜕𝑙𝑛𝑉 𝜕𝑇⁄ ,                                                                   (2.4) 
The density of the sample was obtained by dividing the sample mass by the volume. The error of 
the density is dominated by the volume and mass calibration; it is usually approximately 0.14 
%[14]. For the thermal expansion coefficient, the uncertainty is dominated by the error from the 
fits to the volume as a function of temperature and the temperature calibration. 
2.5 X-ray scattering measurements 
WU-BESL was installed on a high-energy X-ray beamline in sector 6 at the Advanced Photon 
Source (APS) to make structural studies of the equilibrium and supercooled liquids. The X-ray 
data presented in this thesis were collected during two experiments, one in June 2013 and the 
second in June 2016.  The experimental parameters were slightly different in these two 
experiments.  For the experiment in 2013, the X-ray energy and wavelength were 131.9 keV and 
0.09403 Å while in the 2016 they were 131.7 kev and 0.0941149 Å.  
High-energy X-ray scattering data were collected using a GE Revolution 41-RT amorphous Si 
flat-panel X-ray detector from the levitated liquids in a transmission geometry. Diffraction 
patterns were obtained during isothermal holds or free-cooling. During the data acquisition, the 
X-ray shutter was closed for the first and last 5 s to obtain dark frames for each sample. These 
were used to correct for the noise within the detector. Between diffraction studies on the 
samples, empty frames were collected with no sample in the beam path but with the X-ray 
shutter open. The empty scan frames contain both the noise from the detector and secondary 
scattering from both the air along the beam path and from the chamber [5].  Also, empty-dark 
frames was collected when there was no sample in the beam path and the X-ray shutter was 
closed. This should be very similar to the dark scans from the detector noise. By subtracting the 
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intensity of the empty-dark scan from that of the empty scan will give the secondary scattering 
from the environment. The scattering from the environment (IEmpty – IEmptyDark), and the detector 
noise (IDark )  were then used to correct the measured scattering intensity [5].  
ICorrected = Γ (IRaw – IDark – (IEmpty – IEmptyDark)),                                  (2.5) 
where IRaw is the measured scattering intensity from the sample and Γ is a pixel efficiency gain 
map that was supplied by the APS.  
Since liquids are isotropic, the scattering produces intensity rings at a constant 2𝜃. Ideally, the 
detector should be perpendicular to the incident beam. In practice, the detector may be tilted 
relative to the X-ray beam, producing an asymmetrical scattering pattern. To calibrate the sample 
to detector distance, tilt angle, and detector center, polycrystalline Si samples were levitated at 
the same location as the sample. The scattering patterns obtained were fitted to the well-known 
diffraction pattern of pure Si to adjust the polar coordinates (R, Φ) for the tilt angle. Each pixel 
was further corrected for the detector geometry (d𝐴 d𝛺⁄ ), oblique incidence (O) , and 
polarization (P)[15]. The detector geometric correction transforms the intensity from detector 
coordinate to solid angle coordinates. The oblique incidence correction takes care of the 
additional distance a photon should travel within the detector when it does not hit the detector 
perpendicularly. Polarization in the scattering plane will attenuate the scattering intensity, while 
radiation polarized perpendicular to the scattering plane will not be attenuated. More details can 
be found in Ref. [15]. 
There are some other important corrections in the scattering intensity, in particular self-
absorption, multiple scattering, Compton scattering and fluorescence. Because of self-absorption, 
the intensity is reduced as the X-ray beam passes through the sample after scattering. The 
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attenuation is estimated from NIST tables using the measured sample mass and density[5] and 
the effective scattering volume (V’) is calculated. The absorption correction scales the 
background subtracted intensity by V/V’, where V is the actual sample volume[5]. Multiple 
scattering corrections account for the scattering events within the sample after the primary 
scattering event. Since the scattered intensity decreases rapidly with each scattering event, it is 
only necessary to correct for secondary scattering. This correction scales the background 
subtracted intensity by (1+I2/I1 )
-1, where I2 is the calculated secondary scattering intensity and I1 
is the primary scattering intensity [5]. The details about how to calculate I2/I1 can be found in 
Ref. [15]. 
Compton scattering arises from the energy transfer between the X-ray and the electrons in the 
metallic liquids.  It should be subtracted from the measured intensity per atom using [5] 











 is the radiation pressure and the exponent ɑ is 3 for the detector used for the studies 
in this thesis [16].  The factor 𝑖(𝑀) is a correction to the classical Thomson scattering and is 
determined from published data [17,18].  
The coherent scattering cross section, 𝑑𝜎𝐶 𝑑Ω⁄ , which is essential to calculate the structure 
factors, can be expressed as [5]:    
𝑑𝜎𝐶
𝑑Ω
= 𝑁 ∫ 𝑑∅
(d𝐴 d𝛺⁄ )𝐼𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑
(𝑉/𝑉′)−1𝑂𝑃(1+𝐼2 𝐼1⁄ )
− 𝑛𝐼𝑛𝑐 − 𝐹,                                 (2.7) 
where N is a normalization factor that converts  𝑑𝜎𝐶 𝑑𝛺⁄   from arbitrary units to electron units. 
Normalization is performed by minimizing the ripples in G(r) below some minimum cutoff, 
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where they are unphysical [19]. The quantities d𝐴 d𝛺⁄ , O, and P are corrections for detector 
geometry, oblique incidence, and polarization, which have discussed above. The quantity F is a 
correction for fluorescence, which occurs when the atoms absorb photons and reemit at a longer 
wavelength. Because the fluorescence is different from sample to sample, it is determined with 
intensity normalization [3]. All of these corrections were made using in-house analysis packages 
written in LabVIEW[15,20].   
The Laue diffuse scattering [21] (∑ 𝑐𝑖|𝑓𝑖(𝑞)|
2 − |∑ 𝑐𝑖𝑓𝑖(𝑞)
𝑛
𝑖=1 |
2)𝑛𝑖=1  is subtracted from the 




2). This can be used to calculate the total structure factor (S(q)), as given by  
𝑆(𝑞) =  









2 .                                  (2.8) 




,   ci is the atomic fraction, and fi(q) is the q-dependent atomic form factor for the ith 
atom.  The atomic form factors were obtained from tabulated data [22]. The S(q) that was 
obtained still contains a large amount of curvature for small q values(5-10 Å-1) which is due to 
inelastic scattering and experimental noise [23]. This causes ripples which might be interpreted 
as unphysical peaks in the small-r range of G(r) (r < 1 Å) and makes it difficult to compare two 
separately measured structure factors.  A detailed discussion on how to correct this  is provided 
in Ref. [23]; that correction has been incorporated into the in-house LabVIEW program [5]. 







∫ 𝑞(𝑆(𝑞) − 1) sin(𝑞𝑟) 𝑑𝑞,
∞
0
                                         (2.9) 
Although the integration should be from 0 to infinity, in practice it is made over a finite range 
from qmin to qmax due to finite detector size.  The upper limit, qmax, was 15 Å in this study. 
The pair distribution function, g(r), measures the likelihood of finding another atom a distance r 
away from a given atom. It is related to the reduced pair-distribution function by 
𝐺(𝑟) = 4𝜋𝑟𝜌0(𝑔(𝑟) − 1),                                                    (2.10) 
where 𝜌0 is the atomic number density.  
2.6 Neutron scattering measurements  
Neutron scattering data were collected using the Neutron Electrostatic Levitator (NESL), which 
also uses electrostatic levitation technology. The containerless environment provided by NESL 
enables the structures of equilibrium and supercooled liquids to be studied as a function of 
temperature. The experiments were performed at the Spallation Neutron Source (SNS) at Oak 
Ridge National Laboratory (ORNL). The construction of NESL and the experimental details can 
be found elsewhere [5,24]. The method to analyze the neutron scattering data was developed by 
M. Johnson [23] and J. Neuefeind [25]. Details of the analysis process and codes for individual 
corrections are included in [5]. Python scripts written by R. Ashcraft were used to integrate all of 
the corrections and to analyze the data.  
Pulsed neutrons travel a distance of 19.5 m until they hit the sample. The scattered neutrons then 
continue to travel a distance D to reach the detector. Fast neutrons are used in the elastic 
scattering experiment and the velocity of neutrons is assumed unchanged during the interaction 
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between the neutron and the sample. The velocity of scattered neutrons arriving at the detector, v  




,                                                           (2.11) 
The wavelength of the scattered neutron (𝜆) can be calculated using the following equations:  







,                                         (2.13) 
where m is the mass of a neutron,  ћ is Planck’s constant, and k is the wave number. The 




Three He linear position sensitive detectors record the neutron arrival times,𝜏, and positions.  In 
neutron scattering experiments, the distance between the sample and the detector pixel, D, is not 
well defined, which is similar in X-ray diffraction experiments. For the neutron scattering studies 
this was calibrated using the known powder diffraction pattern of diamond powder. Diamond 
powder encased in a vanadium can was placed in the same location as the sample was in 
levitation.   
At the SNS, intense bursts of neutrons are produced by directing a high-intensity, high-energy, 
beam of protons onto a mercury target. A different proton power can produce a different neutron 
flux, which results in a different scattering intensity. Therefore, the measured intensity at each q 
value must be scaled by the proton charge so that different scans can be compared or combined. 
Also, the different neutron flux usually has a different energy. To compare between different 
experiments using neutron fluxes of different energy, the scattering intensity must be normalized 
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by the incident neutron energies. Since vanadium primarily scatters neutrons incoherently, it is 
used to determine the energy profile of the incident neutrons.  
The corrections in elastic neutron scattering experiments are relatively simple compared with 
those for X-ray scattering experiments.  The corrections include the background subtraction, 
absorption and multiple scattering. Unlike the X-ray scattering experiments, it is not necessary to 
consider the noise from the detector in the neutron scattering experiment because the scattering 
signal is very low and the noise from the detector is negligible.  Self-absorption and multiple 
scattering were estimated from geometry and mass dependent simulations (designed by J. 
Neuefeind)[5]. Similar to the X-ray scattering experiment, the effective scattering volume (V’) 
can be calculated from the self-absorption attenuation, and 𝐼2 is the intensity from multiple 
scattering. 
Finally, the corrected intensity is calculated using 













,                                   (2.14) 
where 𝐼𝑆𝑎𝑚𝑝𝑙𝑒 is the measured intensity, 𝐼𝐸𝑚𝑝𝑡𝑦 is the intensity from the background, V is the 
sample or vanadium volume, V’ is the effective scattering volume, and 𝐼2 is the intensity from 
multiple scattering.  
Once the measured intensity is corrected, the structure factor is calculated in a similar manner as 
in eq. 2.8 for the X-ray scattering experiments. However, the scattering length, b, is used instead 
of the atomic form factor to represent the strength of the neutron scattering.  
𝑆(𝑞) =  
𝐼(𝑞)−〈𝑏2〉+〈𝑏〉2
〈𝑏〉2
,                                                   (2.15) 
34 
 
Similar to the X-ray scattering experiments, the obtained structure factors need a further 
correction for the excessive curvature that is due to the inelastic scattering.  The method to do 
this correction can be found in Ref.  [23].  
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Chapter 3: A Possible Structural Signature of 
the Onset of Cooperativity in Metallic 
Liquids [1]  
 
This chapter has been published in the Journal of Chemical Physics[1], in collaboration with R. 
Ashcraft and K.F. Kelton, and adapted to meet the requirements for format of the dissertation. 
The author’s personal contributions include making viscosity measurements, reduction from 
detector data into S(q), analyzing the results, and writing the manuscript. The program and 
analysis strategy to determine TA (Dynamical crossover temperature) and TS (The temperature 
below which the intensity of the low-q sub-peak in S2(q) accelerates) were developed by R. 
Ashcraft. The X-ray scattering experiments were performed with the help from A. 
Gangopadhyay, N. A. Mauro, C. Pueblo, R. Ashcraft, D. V. Hoesen, S. Chen, and M. Sellers. 
Some X-ray scattering data reduction were done by D. V. Hoesen, M. Sellers, C. Pueblo and R. 
Ashcraft. Some viscosity measurements were performed by C. Pueblo, J. Bendert, M. Blodgett 
and R. Ashcraft.   
3.1 Introduction 
Upon cooling all liquids show an astounding increase in the shear viscosity, changing by more 
than 15 orders of magnitude from its value at the melting temperature to that at the glass 
transition temperature, Tg.  Of basic interest is the existence of a crossover temperature for the 
shear viscosity near the liquidus temperature.  While the viscosity has an Arrhenius temperature 
dependence at high temperature,[2,3] this changes to super-Arrhenius behavior with decreasing 
temperature. The temperature at which this crossover occurs is defined as TA (See fig. 3.1).  
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Recent molecular dynamics simulations suggest that this corresponds to the temperature at which 
structural rearrangements become cooperative.[4,5] Above TA rearrangements within individual 
clusters are independent of surrounding clusters. Below TA, the atoms “communicate” beyond 
nearest neighbors, with multiple clusters beginning to rearrange cooperatively in the liquid’s 
response to shear.[6] Molecular dynamics simulations and experimental data suggest that TA is 
the starting point for the glass transition. The transition is completed at the glass transition 
temperature, Tg, which is approximately one-half the value of TA in metallic liquids.[7]  
 
Figure 3.1 – Typical example of the behavior of liquid viscosity data, on a log-scale, as a 
function of inverse temperature, showing a departure from Arrhenius behavior on cooling below 
TA. The insert shows the fit residual. (Reproduced with permission from Sci. Rep. 5, 13837 
(2015). Copyright 2015 Springer Nature. ) 
While a correlation between liquid/glass dynamics and structure has been suggested,[8–12] the 
structural changes are typically so small that a clear demonstration of the role of structure in the 
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dynamical crossover remains elusive, but there is some evidence.  Fragility is a common measure 
of liquid dynamics, with “strong” liquids showing an approximately Arrhenius behavior 
(constant activation energy) from the liquidus temperature to Tg and “fragile” liquids showing a 
sharp increase in the activation energy upon approaching Tg.[13] Recent experimental 
studies[14] have demonstrated a connection between the rate of structural ordering of the liquid 
near Tg and the fragility by extrapolating features of the X-ray structure factor, S(q) to Tg. Also, 
X-ray scattering measurements made as a function of temperature in a Pd42.5Cu30Ni7.5P20 
liquid[8] suggest a connection between the formation of chemical short-range order and the rapid 
non-Arrhenius increase in viscosity. Studies in Ni-Nb liquids also argue that chemical ordering is 
correlated with the liquid dynamics.[15]    
Recent molecular simulations of Cu64Zr36 indicate[6] that the result of the cooperative 
rearrangements is the growth of extended structural order. They also predict the existence of a 
structural crossover that underlays the dynamical one.  However, no experimental evidence that 
directly connects the dynamical crossover with a crossover in the length scale of structural 
ordering exists.   
In the present study, experimental evidence is presented for a structural crossover underlying the 
dynamical one in several metallic liquids. The dynamical crossover temperature, TA was 
determined from the viscosity measurements using the Washington University Beamline 
Electrostatic Levitator[16] (WU-BESL). Structural ordering beyond nearest neighbors is 
reflected in the acceleration of the growth in intensity of a low-q sub-peak in the second peak of 
the liquid structure factor, obtained from high-energy X-ray scattering studies using WU-BESL 
at the Advanced Photon Source. The results presented strengthen the validity of a connection 
between the structure and dynamics in liquids and offer the first experimental evidence of the 
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MD predictions for a growing length scale for structural ordering and the super-Arrhenius 
behavior of the shear viscosity. 
3.2 Experimental Procedure 
Master ingots of the desired alloy compositions of approximately 1 g each were made by arc-
melting high-purity elements in the proper ratio on a water-cooled hearth in a high-purity 
(99.999%) Ar environment. A Ti-Zr getter located close to the alloy was first melted to further 
reduce the oxygen concentration in the chamber. To ensure a homogeneous composition of the 
ingot, the ingot was flipped and re-melted, a process that was repeated four times. The mass loss 
during alloy melting was controlled to less than 0.1% to ensure proper composition.  Any ingots 
having a greater mass loss were discarded.  Samples for ESL processing (~30-60 mg) were made 
by re-melting portions of the master ingots. 
The containerless processing environment of WU-BESL eliminates the sources of heterogeneous 
nucleation from a container. This allows the liquids to be cooled considerably below their 
melting temperatures (supercooled) before crystallization occurs,[16] making physical property 
measurements of the supercooled liquids possible. The ESL samples (~ 2.0-4.0 mm in diameter) 
were levitated under high vacuum (~ 10-7 Torr) using three pairs of orthogonal electrodes and 
electrostatic fields of 0 - 2.5MV/m.[16] The location of the levitated sample was tracked from 
the shadow of a back-lit sample (using two orthogonal high-intensity LEDs) onto two orthogonal 
position sensitive detectors (PSDs). Using this information, the voltages of the electrodes were 
adjusted to maintain the position of the sample using a gain-scheduled control algorithm.[16] 
During the experiment, the sample was heated by a 50 W diode laser. The temperature of the 
sample was measured by a Process Sensors Metis MQ22 two color ratio pyrometer, using 
42 
 
wavelengths of 1.40 and 1.64 µm.[17] The temperatures were calibrated by matching the 
uncorrected solidus temperature to the sample’s true solidus temperature as determined by 
Differential Thermal Analysis (DTA).[17] A more detailed discussion of WU-BESL can be 
found elsewhere.[16]   
The viscosity of the supercooled liquids was measured as a function of temperature using the 
oscillating drop technique.[18] A small sinusoidal voltage signal was added to the vertical 
levitation voltage to modulate the levitation field near the liquid’s resonant frequency, inducing 
an l=2 spherical harmonic mode of the liquid sample. After the driving signal was removed, the 
sample surface acted as an underdamped harmonic oscillator, with a decay constant (τ) inversely 




,                                                                          (3.1) 
where 𝜌 is the sample density and r is the radius. The volume of the sample was also measured 
as a function of temperature using a digital monochrome camera to record the image of a back-lit 
sample (using a high intensity LED) through a tele-centric lens.[20]  Knowing the mass of the 
sample, the density is readily obtained as a function of temperature.   
High-energy X-ray (E = 131.7 kev, λ = 0.0941149 Å) scattering data were obtained in a 
transmission geometry from levitated liquids to a momentum transfer, q, of 15Å, using a GE 
Revolution 41-RT amorphous Si flat-panel X-ray detector. Diffraction patterns were measured 
during isothermal holds over a wide temperature range; scattering data were collected for 15-20s 
at each temperature step.  The sample to detector distance, tilt angle, and detector center were 
calibrated using polycrystalline Si samples placed at the same position as the levitated sample.  
The scattering data were processed by applying a pixel efficiency gain map, masking bad pixels, 
averaging the images during the isothermal holds, and subtracting the detector dark current and 
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scattering background.[21] The images were corrected[21,22] for sample geometry, polarization, 
absorption, Compton scattering contributions, fluorescence, oblique incidence, inelastic 
scattering and multiple scattering using in-house analysis packages written in LabVIEWTM.  The 
total structure factors were calculated using  







2 + 1,                                              (3.2) 
where I(q) is the corrected diffraction intensity, ci is the atomic fraction of each species, and fi(q) 
is the q-dependent atomic form factor for each species. The sums were taken over all species and 
an isotropic and statistically homogeneous atomic distribution was assumed. 
3.3 Results and Discussion 
Following the procedure outlined in the previous section, the viscosity was measured as a 
function of temperature for a range of metallic liquids. The highest temperatures for which 
viscosity measurements could be made were limited by the vapor pressures of the samples and 
the ability to excite only the l =2 mode,[23] while the lowest temperatures were limited by the 
ability to excite oscillations in the sample. The high-temperature viscosities of all of the liquids 
measured followed an Arrhenius temperature dependence. This changed to a super-Arrhenius 
dependence as the liquid was supercooled, in agreement with results from previous 
studies.[7,24,25]  
Since the crossover from Arrhenius to super-Arrhenius behavior is gradual, determining the 
temperature (TA) where this first begins to happen is difficult. A universal curve[7] model was 
recently proposed to fit the viscosity of a wide range of metallic liquids and to allow a 
determination of TA. However, this uses the viscosity data for Vit 106a to determine the 
functional form of the curve for other metallic liquids, which may not be correct. Also, the 
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determination of some of the parameters in the model is somewhat subjective. Here, we 
introduce a model-independent approach to determine TA. The viscosity data were first sorted by 
their temperature values (from highest to lowest) and the logarithm of the viscosity was plotted 
as a function of inverse temperature. The linearity of these reduced data was then tracked by the 
𝑅2 value of a linear fit as low temperature data points were removed from the fit. As observed in 
the insert in fig. 3.1, the R2 value increases as the low temperature viscosity data points are 
sequentially removed. If the Arrhenius crossover temperature is within the temperature range of 
the fit, 𝑅2 should go through either a maximum or approach a limiting value (≈1). Typically, the 
𝑅2 goes through a maximum, because of the variance of the viscosity data in the Arrhenius 
region. The point at which a maximum occurs or a limiting value is reached is defined to be TA. 
To both estimate the error in TA and incorporate the error in our viscosity measurements a 
resampling method was employed. Each data point is assumed to be the average of a Gaussian 
distribution with a full width at half maximum that is proportional to the error in the viscosity. A 
resampled version of the data is extracted from these distributions and then binned so that it can 
be analyzed by the method just described.  Carrying out this procedure many times (≈7,500) 
gives a distribution of TA values. From this distribution, a mean and standard deviation are 
calculated to be used as the measured value and standard error of TA, respectively. This is 
illustrated in fig. 3.2 for a Zr56Co28Al16 liquid.  The TA distribution is shown in red in the same 




Figure 3.2 – Typical data of the logarithm of the high-temperature viscosity as a function of 
inverse temperature (black solid circles, error bars are one standard deviation), showing a 
deviation from an Arrhenius temperature dependence below TA, as well as the distribution of TA 
(red histogram). 
As mentioned earlier, recent studies suggest that the crossover behavior in the viscosity is 
correlated with a growing structural length scale in the liquid. To investigate this, structural 
changes in the liquids were measured as a function of temperature from high-energy X-ray 
scattering experiments. The scattering data were collected during isothermal holds from ~200 K 
above their respective liquidus temperatures down to temperatures at which the samples 
crystallized.  As for the viscosity measurements, the highest temperatures were limited by the 
vapor pressure of the sample.  However, the lowest temperature for collecting scattering data was 
limited by the time to crystallize, not the magnitude of the viscosity. This allowed structural 
studies to be made on more deeply supercooled liquids than was possible for viscosity 
measurements. The total structure factors were derived from the scattering data following the 
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procedure outlined in the previous section. As expected, the peaks in S(q) sharpened and grew in 
intensity with decreasing temperature, reflecting an overall ordering of the liquid. Of particular 
note is the second peak of S(q) (designated as S2(q) from here on), which develops a feature on 
the low-q side of the peak with decreasing temperature, causing the peak to appear as two 
overlapping peaks (see a typical example in fig. 3.3).  
 
Figure 3.3 – Structure factors of the equilibrium and supercooled Cu50Zr42.5Ti7.5 liquid (Tl = 
1152 K). The insert shows the development of the low-q feature in the second peak with 
decreasing temperature.   
Earlier MD studies have indicated that the onset of super-Arrhenius behavior in the viscosity is 
due to the growth of ordering in the liquid.[4] The intensity data for the low-q and high-q sub-
peaks in S2(q) as a function of temperature provides an opportunity to experimentally test this. 
An exponential function was used as a baseline and subtracted from the entire S(q). The baseline 
subtracted S2(q) was fit using two Gaussian functions (See Supplemental Material), representing 
two overlapping peaks.  As shown in fig. 3.4, this fitting procedure gives a good representation 
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of the growth of the two features in the experimental data. Taking the Cu50Zr45Al5 liquid as an 
example (fig. 3.5) in the high-temperature liquid the amplitude of the low-q sub-peak increases 
linearly with decreasing temperature, but begins to accelerate below a specific crossover 
temperature (here designated as TS). Although the temperature dependence of the amplitude 
below TS is not linear over a wide temperature range, it is approximately linear over a small 
temperature range near TS. As shown in fig. 3.5, then, piecewise linear functions can be used to 
provide reasonable values for the crossover temperature. While the combined error for the values 
obtained include errors in the calculation of the total structure factor from the scattering data, the 
fitting of S2(q) using two Gaussian functions, and the determination of the crossover temperature 
with two piecewise linear functions, the large temperature interval between the isothermal holds 
is usually the dominant error in determining TS.   
 
Figure 3.4 – Typical example of the fits of the low-q and high-q sub-peaks to the second peak of 
the liquid structure factor, S2(q).   The two Gaussian sub-peaks are indicted (blue squares for the 
low-q sub-peak and green circles for the higher-q sub-peak).   The redline is the corrected S2(q), 
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with  the baseline and offset obtained from the fits to the two Gaussian sub-peaks subtracted; the 
fit to this is shown by the black hexagonal symbol. 
 
Figure 3.5 – The intensity of the low-q sub-peak in S2(q) (solid black square) as a function of 
temperature showing an acceleration below TS, which is determined by the piecewise linear 
function (red line). 
Figure 3.6 shows the correlation between the values of TA, and TS (determined from the 
procedure described in the previous section) for several different metallic alloy liquids.   Clearly 
TA and TS are strongly correlated, with the slope of a linear fit to these data equal to 0.93 ± 0.17. 
While the large amount of data as a function of temperature allowed TA to be obtained from the 
viscosity following the procedure discussed earlier, this was not possible for TS due to the fewer 
temperature data for the X-ray diffraction studies. However, fitting the viscosity data using two 
piecewise linear functions gave nearly the same correlation between TA and TS as is shown in fig. 
3.6. This significant correlation suggests that the onset of an accelerated growth of the amplitude 
of the low-q sub-peak in S2(q) with decreasing temperature is a structural signature of TA.   
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It should be pointed out however, that although TA and TS clearly are correlated, the magnitude 
of TS is always a little lower than the TA obtained from viscosity data.  At this time, the reasons 
for this are not clear.  The differences may arise because the viscosity is very sensitive to 
structural changes, with the viscosity varying by over 15 orders of magnitude from the liquidus 
temperature to Tg. Although the viscosity data discussed here were measured over a narrower 
temperature range, their values still increased by more than one order of magnitude. By 
comparison, the measured structure changes are very small across the accessible supercooled 
temperature range,[26] making it difficult to determine a deviation in the linear evolution of the 
structure with temperature until it is sufficiently far below the TA value obtained from the 
viscosity measurements. That it was possible to observe these changes at all is due to the use of 
containerless processing and a high-intensity synchrotron X-ray source. The lack of a container 
greatly increased the signal-to-noise level in the scattering experiments and limited the influence 
of heterogeneous nucleation, allowing measurement to be made to deeper supercooling.   
 
Figure 3.6 – The correlation between the crossover temperature (TS) obtained from 
measurements of the growth in intensity of the low-q sub-peak in S2(q) and that obtained from 
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viscosity measurements (TA). The alloy compositions corresponding to the numbers are Cu46Zr54 
(1), Cu50Zr42.5Ti7.5 (2), Cu50Zr45A5 (3), Cu50Zr40Ti10 (4), Cu50Zr50 (5), Cu64Zr36 (6), LM601 (7), 
Vit105 (8), Zr56Co28Al16 (9), Zr82Ir18 (10).  
Similar features in S2(q) were identified in earlier studies of a Ti39.5Zr39.5Ni21 liquid.[27] The 
analysis of those data assumed that icosahedral clusters were dominant in establishing the local 
order of the liquid. The high-q feature was identified as arising from the center-to-vertex bonds 
(nearest-neighbor bonds) and the low-q feature from the vertex-to-vertex bonds (next-nearest-
neighbor bonds). Since the intensity of the high-q feature grew little with decreasing 
temperature, it was argued that the nearest-neighbor bonds were already established at very high 
temperatures. Since Ni populated the centers of the clusters with Ti/Zr on the vertices, this was 
reasonable given the strong bonding of Ti/Zr with Ni.  With decreasing temperature the number 
of next-nearest-neighbor bonds increased, causing the growth of the low-q feature.  Like the 
experimental studies of the Ti39.5Zr39.5Ni21 liquid, MD studies of Cu-Zr liquids and glasses show 
that the fundamental clusters have an icosahedral or icosahedral-like symmetry.[28–31]  These 
conclusions are also in agreement with the results of RMC fit for  Cu46Zr54 liquid,[32] which 
showed that the next-nearest-neighbor ordering accelerates with decreasing temperature and is 
associated with an increasing intensity of the low-q side of S2(q). In contrast, the high-q side is 
only weakly temperature dependent. Another MD study of Cu64Zr36 shows that the cooperative 
rearrangements that began at TA induce the growth of domains of Locally Preferred Structures 
(LPS), establishing connections between isolated clusters.[6] 
All of these studies focused on a dominant icosahedral cluster.  Detailed studies of X-ray and 
neutron scattering data for metallic liquids (see Zr80Pt20 and Zr77Rh23 as two examples[22]) have 
shown that the liquid structure is often characterized by several local cluster types, not all of 
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which have icosahedral symmetry. However, the general conclusion reached in the experimental 
and MD studies remains.  Regardless of the cluster symmetry the  low-q feature emerges from 
ordering beyond the nearest-neighbors.[27,33–35] It is likely that at TA the cooperative 
rearrangements prefer the connection of the LPSs, as was shown in Cu64Zr36. Above TA the 
rearrangement within the LPS is sufficient to relax the liquid.[4,5]  Below TA, the LPSs act 
cooperatively.[4,5]  The rearrangements of larger regions of the liquid with decreasing 
temperature increases the activation energy for flow, manifest as the onset of super-Arrhenius 
behavior in the viscosity.[6] Based on the MD studies in Cu64Zr36, with decreasing temperature, 
the coherence length of the ordered regions increases, eventually leading to a percolation of the 
LPSs that results in the glass transition. In a real sense, then, the process that leads to the glass 
transition starts at TA, which for metallic liquids is approximately 2Tg.[7]  
The growing amplitude of the low-q feature in S2(q), signaling order growing beyond the nearest 
neighbors, is the first experimental evidence of the structural signature of the dynamical 
crossover at TA predicted by MD studies of metallic liquids. This lends validity to the MD 
predictions and more generally establishes a strong connection between structure and dynamics.   
3.4 Summary and Conclusions 
In summary, a possible structural signature of the dynamical crossover in metallic liquids at high 
temperature was experimentally confirmed based on coordinated shear viscosity measurements 
and high-energy X-ray scattering experiments. From the viscosity data the dynamical crossover 
at TA was determined by the change from Arrhenius to super Arrhenius temperature dependence. 
Upon cooling a low-q feature develops in the second peak of the static structure factor S(q), 
which indicates ordering beyond nearest neighbors. Like the viscosity, the rate of increase in 
52 
 
amplitude of this features has a crossover behavior at a temperature TS. The strong correlation 
between TA and TS is experimental evidence for the connection between structural ordering and 
the dynamical behavior in the supercooled liquids, and provides the first confirmation of recent 
predictions from molecular dynamics studies. Why the structural crossover occurs at a lower 
temperature than the dynamical crossover is not totally clear.  It may simply be due to the 
difficulty of measuring the very small changes in structure that accompany the larger dynamical 
changes. However, this needs further study, addressing questions of the possible universality of 
the difference, the effect of cooling rate, etc. 
3.5 Supplemental Material 
Supplemental Material can be found online [1]: https://aip-scitation-
org.libproxy.wustl.edu/doi/suppl/10.1063/1.5026801 
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Chapter 4: A method to predict the glass 
transition temperature in metallic glasses 
from properties of the equilibrium liquid [1] 
 
This chapter has been published in Acta Materialia [1], in collaboration with A.K. 
Gangopadhyay, R.J. Chang, and K.F. Kelton, and adapted to meet the requirements for format of 
the dissertation. The author’s personal contributions include making viscosity and glass 
transition temperature measurements for some compositions, analyzing the results, and writing 
the manuscript. Glassy samples, glass transition temperature and thermal expansion coefficient 
measurements for majority compositions were made by A.K. Gangopadhyay and R.J. Chang. 
Some viscosity and thermal expansion coefficient measurements were performed by C. Pueblo, 
J. Bendert, M. Blodgett and R. Ashcraft.  The program and analysis strategy to determine TA 
(Dynamical crossover temperature) were developed by R. Ashcraft. All authors participated in 
drafting the manuscript.  
4.1 Introduction 
As a liquid is cooled below its melting temperature (supercooling), the shear viscosity, η, 
increases dramatically. If crystallization is avoided, when cooled below the glass transition 
temperature, Tg, the supercooled liquid will solidify into a glass. However, the precise nature of 
the glass transition and the meaning of Tg remain unclear. The glass transition temperature 
depends on the type and chemical composition of the glass, but is also a function of the cooling 
rate used to form the glass. It is operationally defined as the temperature at which the viscosity 
reaches 1012 Pa-s[2], corresponding to the temperature where the structural relaxation time of the 
59 
 
supercooled liquid exceeds the laboratory time scale of 102-103 s. Whether it has a deeper 
meaning, such as hinting of a hidden thermodynamic or dynamical transition that would occur at 
a still lower temperature if the liquid were given sufficient time, remains on open issue [3,4]. 
Nevertheless, Tg plays a central practical role in glass science, used, for example, as a predictor 
of glass formation[5] and playing an important role in glass processing. It is also used to assess 
the fragility of the glass, a parameter that gives information about the temperature dependence of 
the activation energy of the shear viscosity. Glasses are classified as strong or fragile [6], 
according to the value of the fragility parameter, 𝑚 =
𝑑(𝑙𝑜𝑔10(𝜂))
𝑑(𝑇𝑔 𝑇⁄ )
 , which is the slope measured at 
Tg. Stronger glasses have smaller values of m, while fragile glasses have larger ones. Fragility is 
frequently taken as another predictor of glass formation[7]. Recently, however, an empirical 
relation that incorporates both Tg/Tl and m has been proposed to be a better predictor of glass 
formation [8]. 
Methods based on values of Tg and m require that the glass first be made, significantly limiting 
their predictive usefulness. Furthermore, there are often difficulties in measuring these quantities 
in glasses that have been made. Viscosity measurements are experimentally difficult to make 
near Tg for more fragile glasses, which crystallize rapidly on approaching Tg [8]. For this reason, 
calorimetric methods are commonly used, but this is also only successful for strong glass 
formers; a clear signature for Tg is frequently absent in those measurements of marginal glass 
formers [9,10]. An alternate possible approach that has received essentially no prior attention is 
to determine Tg from measured properties of the equilibrium and supercooled liquids. This is the 
focus of the work presented here. Based on studies in a large number of Cu-based, Zr-based and 
Ni-based metallic liquids, we propose a new empirical method for predicting the value of Tg, 
using measured properties of the equilibrium and supercooled liquids. This is based on measured 
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values of (i) the temperature (TA) below which the shear viscosity becomes super-
Arrhenius[11,12] (i.e. increasing more rapidly than an Arrhenius dependence),  (ii) the thermal 
expansion coefficient, α, and (iii) T*, which as described later in this manuscript provides a high-
temperature measure of the liquid fragility.  For the liquids studied, the predicted Tg’s agree to 
within a few percent to the measured values of Tg in the corresponding metallic glasses.  The 
predictions are based solely on properties of the equilibrium liquid, since in metallic liquids TA is 
generally near to but above the liquidus temperature. This method will be very useful for 
determining Tg in marginal glass formers, which tend to crystallize rapidly near Tg, making 
accurate measurements impossible. Although this study is limited only to Cu-based, Zr-based 
and Ni-based metallic glasses, the success of the method suggests that similar approaches may be 
possible for other types of glasses. The relation between Tg and properties of the equilibrium 
liquid is intriguing, possibly hinting at a deeper meaning of the glass transition.    
4.2 Methods 
Master ingots (~1g) of the desired alloy compositions were prepared by arc-melting high-purity 
(greater than 99.9 %) elements under a high-purity (99.999 %) Ar atmosphere. Prior to arc-
melting the alloys, a Ti-Zr getter located near to the sample was melted to further reduce the 
residual oxygen concentration in the chamber. Master alloys were melted, flipped and then re-
melted, a procedure that was repeated three times to ensure composition homogeneity. Alloys 
with mass losses greater than 0.1% were discarded for further investigation. Portions of the 
master alloys were re-melted to prepare smaller samples (45-70 mg) for liquid viscosity and 




Solid were levitated and then melted under high vacuum in the containerless environment of the 
ESL. The oscillating liquid drop technique [14] was used to measure the viscosity as a function 
of temperature. A sinusoidal voltage signal was added to the vertical levitation voltage to 
introduce sample surface oscillations. After the perturbation was removed, the sample surface 
acted as an underdamped harmonic oscillator, with a decay constant inversely proportional to the 
viscosity [15]. The volume of the liquid was calculated from two-dimensional video images of 




determined measuring the volume as a function of temperature. Multiple measurements on at 
least two different samples were made to estimate the error. 
The metallic glasses studied were prepared from the arc-melted ingots by copper mold casting or 
melt spinning. The amorphous state was confirmed from X-ray diffraction measurements. The 
glass transition temperatures were measured on fully relaxed samples using a Perkin-Elmer 
differential scanning calorimeter (DSC 8500), at a heating rate of 20 K/min.   
4.3 Results and Discussion 
With decreasing temperature, the viscosities of metallic liquids change from an Arrhenius 
behavior at high temperature [17,18] to a super-Arrhenius behavior (fig. 4.1[12]). The 
temperature where this happens is defined to be TA (shown for Zr64Ni36 in fig. 4.1). Based on 
molecular dynamics studies, TA marks the onset of cooperativity of structural excitations that 







Figure 4.1 – Typical example of the logarithm of the shear viscosity as a function of inverse 
temperature (From [12]). The departure from an Arrhenius temperature dependence upon cooling 
(marked by the arrow) is defined as TA. 
For both metallic [20], and organic and molecular [21] liquids, the ratio of Tg/TA correlates with 
the conventional fragility parameter, m. As for m, 𝑠tronger liquids have smaller values of Tg/TA, 
suggesting that the onset of cooperativity in stronger liquids occurs at a higher temperature 
compared with Tg. Gangopadhyay et al. proposed [22] that in the absence of experimental 
measurements of TA, Tg/T
* may be used to compare fragilities of different liquids. This index is 
similar to the F1/2 parameter originally proposed by Angell[23], but is more general. The scaling 
temperature, T*, corresponds to a chosen common viscosity for the liquids of interest. As shown 
schematically in fig. 4.2, stronger liquids have smaller values of Tg/T
*. Any viscosity value that 
is common in the experimental data of the liquids for comparison may be chosen. In the studies 
discussed here, it was taken to be 0.06 Pa-s. It is important to note that both Tg/T
* and Tg/TA 
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provide good measures of the fragility, as long as the liquid does not change its character with 
supercooling (e.g. by a liquid-liquid transition).   
 
Figure 4.2 – A schematic illustration showing how Tg/T
* may be used as an alternate method to 
determine fragility in an Angell plot.  It hinges on the observation that the viscosity curves of 
liquids with different fragilities usually do not overlap [22]. T* is defined as the temperature at 
which the viscosity reaches an arbitrary constant value (horizontal line). The red solid vertical 
line corresponds to the Tg/T
* for SiO2 while the green dash vertical line is for o-terphenyl; the 




The experimentally measured values of Tg, T
* and TA for 21 alloy compositions are listed in 
Table 4.1. As shown in fig. 4.1 the errors in the viscosity measurements at lower temperatures 
are larger because of the more rapid decay of the surface oscillations at the larger viscosities. 
Near T* the estimated error is approximately 1%. To obtain TA, the viscosity data were sorted by 
decreasing temperature and the logarithm of the viscosity was plotted against inverse 
temperature. The coefficient of determination (R2 values) for the linear fit was then tracked as 
low temperature viscosity data were gradually removed from the plot (See fig. 4.3). The 
temperature corresponding to the maximum R2 occurs is TA (see [24] for a more detailed 
discussion). A resampling method was used to estimate the error in TA. Each viscosity data point 
was assumed to have a Gaussian distribution with a full width at half maximum that is 
proportional to the error in the viscosity. A resampled version of the data was extracted from this 
distribution and used to determine TA following the above procedure. Applying this procedure 
many times (≈7,500) gave a distribution of TA values, from which a mean and standard error 
were obtained. The typical error in TA is of the order of 1.5%.  
 
Figure 4.3 – Schematic of TA determination. (a) Logarithm of the viscosity as a function of 
inverse temperature (black solid squares). The red line is for the linear fit. (b) Updated linear 
65 
 
regression line (red) for log10(η) vs 1/T as the low temperature viscosity data were gradually 
removed.  
As indicated earlier [20] Tg/TA and Tg/T
* were correlated, with an R2 value of 0.78. The linear fit 
gives 
             Tg/TA = 0.04 + 0.86Tg/T
*,                                                       (4.1) 
 
Since TA and T
*are experimentally known, Tg could be predicted from eq. 4.1. However, 
significant disagreement with the measured values of Tg for some metallic glass compositions 
suggested that additional information from the liquid was needed. 
Recently, it was reported that the isothermal expansion coefficient for the liquid, , also 
correlates with the fragility, with stronger liquids having smaller expansion coefficients [22].  
This had been predicted earlier from molecular dynamics studies[25]. It seems reasonable, then, 
that α is a potentially useful additional parameter. Since the correlation between Tg/T
* and α is 
also nearly linear [22],  Tg/T
* can be expressed as a linear combination of  and Tg/TA.  Moreover, 
Tg/TA and  are correlated with each other. To avoid a possible collinearity issue, the collinear 
variables were combined (Tg/TA and  ) into a single predictor, ( + Ʌf x Tg/TA ), where Ʌf  is a 
fitting parameter. The final relation is shown in eq. 4.2. 
Tg/T
*= a x ( + Ʌf x Tg/TA) + b,                                                (4.2) 
 
where a and b are also fitting parameters. By rearranging eq. 4.2, Tg can be related to , T*, and 
TA. 
𝑇g =  
(𝑎 x  + 𝑏 )
(1⁄𝑇∗− (𝑎 x Ʌ𝑓)⁄𝑇A )
 .                                                       (4.3) 
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Using the experimental data for α, T*, and TA, the parameters in eq. 4.3 were determined by cross 
validation; 80% of the training data were used to generate the possible fitting parameters, while 
the remaining 20% were used to decide on the best values for the fitting parameters. Equation 4.4 
gives the determined prediction formula for Tg.  
𝑇g =  
(1920 + 0.297 )
(1⁄𝑇∗− 0.307⁄𝑇𝐴 )
 .                                                           (4.4) 
The values for Tg predicted from eq. 4.4 are compared with those experimentally measured in 
Table 4.1. The maximum and minimum differences are 3.5 and 0.1%, respectively, with an 
average deviation of 1.6%. Equation 4.4 can, therefore, be used to obtain a reliable estimate of Tg 
when viscosity and thermal expansion data in the high temperature liquid are available. The 
experimental uncertainties in the measured values of T*, TA, , as well those in the predicted and 
measured values Tg are included in the table. The uncertainties in the predicted values of Tg were 
estimated by propagating the uncertainties of the input data. The model’s ability to predict Tg is 
independent of the measured values for Tg, T
*, TA, and .  
Table 4.1 
The measured values for T*, TA, , and the predicted and measured [22] values of Tg.  
Alloy 
Composition 




Cu46Zr54 1080±11 1128±30 6.26±0.2 657±5 638.1±13.0 
Cu47Zr45Al8 1168±12 1260±23 7.03±0.13 706±5 705.3±12.0 
Cu47Zr47Al6 1142±11 1208±15 6.91±0.17 693±5 691.3±11.3 
Cu50Zr40Ti10 1112±11 1201±20 6.67±0.04 656±5 660.4±10.2 
Cu50Zr42.5Ti7.5 1067±11 1181±16 7.3±0.1 669±5 645.5±10.2 
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Cu50Zr45Al5 1133±11 1222±17 7.18±0.12 695±5 688.7±10.7 
Cu60Zr20Ti20 1100±11 1238±6 8.26±0.2 682.5±5 689.1±11.2 
Cu64Zr36 1124±11 1202±27 8.43±0.15 740±5 723.4±12.7 
LM601 
(Zr51Cu36Ni4Al9) 
1171±12 1301±42 6.33±0.05 682±5 677.2±12.9 
Ti40Zr10Cu30Pd20 1118±11 1216±10 7.51±0.11 670±5 687.2±10.2 
Ti40Zr10Cu36Pd14 1099±16 1218±14 7.27±0.14 643±5 663.6±14.3 
Vit 101 
(Ti34 Zr11Cu47Ni8 ) 
1113±11 1258±54 7.9±0.13 663±5 685.6±14.8 
Vit105 
(Zr52.5Ti5Cu17.9Ni14.6Al10) 
1212±12 1336±8 5.65±0.05 671±5 681.1±9.6 
Vit106 
(Zr57Nb5Cu15.4Ni12.6Al10) 




1195±12 1276±8 5.17±0.1 668±5 664.6±10.0 
Zr56Co28Al16 1317±13 1385±13 5.31±0.05 739±5 742.0±10.9 
Zr59Ti3Ni8Cu20Al10 1156±12 1265±16 4.98±0.1 654±5 630.8±10.1 
Zr60Ni25Al15 1250±13 1350±10 4.87±0.1 694.5±5 682.0±10.6 
Zr62Cu20Ni8Al10 1178±12 1308±10 5.33±0.05 655±5 650.2±9.5 
Zr64Ni25Al11 1222±12 1264±23 5.1±0.19 669±5 686.3±12.7 
Zr65Al7.5Cu17.5Ni10 1168±12 1216±23 4.97±0.06 640±5 650.0±11.0 
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* Some experimental values for Tg are different than those in Ref. [22], they are from most 
recent measurements.  
To further check the reliability of eq. 4.4 the Tg’s for four alloy compositions that were not used 
to determine the fitting parameters were computed. As shown in Table 4.2, the predicted values 
of Tg are very close to the measured values.  
Table 4.2 
Experimental values for Tg, T*, TA, , and the predicted and measured  
values of Tg for alloys not used in the training data set 
Alloy 
Composition 




Ni59.5Nb40.5 1468±15 1493±32 6.21±0.31
# 891±5 875.2±19.7 
Cu50Zr50 1108±11 1196±11 6.7±0.15 666±5 659.1±10.5 
Cu49Zr45Al6 1143±11 1246±29 6.92±0.07 698±5 684.0±11.3 
Ni62Nb38 1448±14 1490±9 7.39±0.37
# 902±5 905.7±19.4 
# The thermal expansion coefficients  are from Ref. [26] 
4.4 Summary and Conclusion 
In summary, we have demonstrated that it is possible to predict the glass transition temperature, 
Tg for metallic liquids from measured values of the viscosity and volume expansion coefficient 
of the equilibrium liquid. For the liquids and glasses studied, the predicted values for Tg differed 
by only a few percent from the measured values. Since it is difficult to accurately measure Tg in 
marginal glass forming alloys due to the rapid crystallization near Tg and for alloys that do not 
show a clear calorimetric signal near Tg, this method provides an alternative approach. Since Tg 
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is often an important consideration for predicting glass formability, the ability to determine it 
from the liquid may prove useful in searches for new metallic glasses. It should be pointed out 
that although the prediction works well, most of the training and test data were obtained from 
Cu-based, Ni-based and Zr-based liquids. The reason is that the ESL technique is suitable only 
for liquids with low vapor pressures, making it difficult to study the Si and P containing glasses. 
While many good glass formers are Cu-based, Ni-based or Zr-based, whether the prediction 
works well for other glass families remains to be examined. Also this study was limited only to 
metallic glasses, the apparent success of the method, however, suggests that similar approaches 
may be possible for other types of glasses. If the result is generally verified, the relation between 
Tg and properties of the equilibrium liquid is particularly intriguing, possibly hinting at a deeper 
meaning of the glass transition.    
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Chapter 5: Predicting Metallic Glass 
Formation from Properties of the High 
Temperature Liquid [1]  
 
This chapter has been published in Journal of Non-Crystalline Solids [1], in collaboration with R. 
Ashcraft, A.K. Gangopadhyay, and K.F. Kelton, and adapted to meet the requirements for format 
of the dissertation. The author’s personal contributions include making viscosity measurements 
for some compositions, analyzing the results, and writing the manuscript. Voronoi analysis of 
crystalline phases was made by R. Ashcraft. Liquidus temperature and thermal expansion 
coefficient measurements for majority compositions were made by A.K. Gangopadhyay. He also 
contributes to drafting the manuscript. Viscosity and thermal expansion coefficient 
measurements for other compositions, as well as synchrotron x-ray studies of Cu43Al12Zr45 and 
Cu47Al8Zr45 liquids were made by other students within the Kelton group. 
5.1 Introduction 
Metallic glasses are formed when the liquids are cooled sufficiently quickly to avoid significant 
crystallization. The favorable properties such as high strength, corrosion resistance, 
excellent elastic energy storage capacity, and versatile processing capabilities have drawn 
significant attention to these novel materials for potential applications [2]. To realize their 
potential, however, it must be understood why some alloys easily form glasses while others do 
not, so that glasses may be tailored to specific applications.       
Many studies have attempted to explain and predict the glass formability (GFA) of metallic 
alloys, all having varying degrees of success [3–6]. Usually, the GFA is defined in terms of the 
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critical casting thickness, or the critical cooling rate, for glass formation. Since glass formation is 
favored when crystal nucleation and growth from the liquid are avoided, the focus of these 
studies was on factors that affect those processes. For example, Turnbull [7] suggested that 
metallic alloys with a reduced glass transition temperature, Trg = Tg/Tl (where Tl and Tg are the 
liquidus and glass transition temperatures),  greater than 2/3 are usually good glass formers. The 
reasoning is that the higher the value of Trg, the lower will be the driving free energy for 
nucleation and growth before kinetic arrest occurs at Tg.  However, Trg alone is not an adequate 
quantitative predictor of glass formability [3].  Liquid fragility[8,9], defined by the slope of the 









often argued to correlate with GFA [10].  Strong liquids (having small values of m) are argued to 
be better glass formers than fragile ones (with large m).  The reasoning is that strong liquids are 
more viscous at high temperature, which causes the kinetics of nucleation and growth to be 
slower.  Recently, it has been argued that a combination of the fragility (m) and Trg may be a 
better indicator for GFA [3,5].  The combination of the sluggish kinetics and a smaller 
temperature window in the undercooled liquid before reaching Tg (i.e. larger Trg) more strongly 
favors glass formation. 
However, the reported m values are often substantially different [11].  For example, the reported 
m values range from 52 to 109 for Pd77.5Cu6Si16.5 [12–14].  Furthermore, m is very difficult to 
measure for marginal glass formers due to rapid crystallization upon approaching Tg. More 
fundamentally, however, is that to predict GFA from the approaches mentioned above the glass 
must first be made, seriously limiting their use to predict glass formability.  It is natural to 
question, then, whether GFA can be predicted from the properties of the liquid alone, which 
obviates the need to measure Tg and m.  As a first step to addressing this question, we recently 
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introduced a method that allows Tg to be predicted from the high-temperature properties of the 
liquid [15].  One necessary parameter for the prediction is TA, the temperature below which the 
temperature dependence of the shear viscosity changes from Arrhenius with a constant activation 
energy to super-Arrhenius, with an increasing activation energy with decreasing temperature 
[11,16].  A second parameter is the value of the thermal expansion coefficient, α, and a third is 
T*, the temperature at which the viscosity has a common value for all of the liquids (this was 
0.06 Pa-s for these studies).   It has also been shown that it is possible to determine the fragility 
from the high temperature viscosity [17,18].  Tg/T
* then is a good measure of liquid fragility that 
tracks with the more traditional measure, m.  It then becomes possible to define GFA in terms of 
experimentally determined values of TA, α, T
*, and Tl.  In this manuscript the measured values of 
these quantities for the equilibrium liquids are presented and a search algorithm is used to predict 
the critical casting thicknesses of the liquids.  The predictions are then compared with measured 
thicknesses that have been reported in the literature.   
As will be shown, in many cases the agreement between the predicted and measured values is 
reasonable, considering that the literature data for the critical thickness usually show large 
variations. It is generally suspected that microscopic impurities (often oxides) in the sample are 
the primary reasons for such variations.  Therefore, the suggested method of predicting GFA 
attains a special significance whenever the measured critical thickness differs significantly from 
the model-prediction.  A failure of the model may indicate the presence of impurities or other 
reasons that are discussed later in this manuscript. For example, Zr80Pt20 was predicted to form a 
glass with a critical thickness of 10 mm.  In practice, it is one of the poorest glass formers [19].  




An additional important parameter that determines the nucleation rate is the interfacial energy 
between the solid nucleus and the surrounding liquid [20].  This is the source of the nucleation 
barrier.  The similarity of the short- and medium-range order (SRO/MRO) in the liquid and the 
nucleating phase is an important factor for determining the nucleation barrier [21].  If the 
SRO/MRO of the two phases are similar, the nucleation barrier is small and crystal nucleation is 
easier.  A systematic study of the structures of the liquid and crystal phases for the anomalous 
cases in the study discussed here shows that the failure of the prediction comes from the absence 
of this information in the predictive theory.  This is the first demonstration of the importance of 
this missing parameter that must be included in any successful theory for determining GFA. 
5.2 Methods 
Most of the data used in the present analysis were reported earlier [15,17].  Therefore, the details 
of the experimental methods are only briefly discussed here.  More information can be found in 
those earlier reports.  Briefly, small samples of the alloy liquids (30-60 mg) were processed in a 
containerless environment under high vacuum (~10−8 Torr) using the technique of electrostatic 
levitation (ESL) [22,23].  The ESL samples were prepared from larger ingots (~1g) that were 
prepared by arc-melting high purity (3N and higher) elements in the appropriate quantities.  The 
viscosity and thermal expansion coefficients of the equilibrium and supercooled (i.e. below Tl) 
liquids were measured for the levitated liquid samples.  The density and thermal expansion 
coefficients were obtained from the temperature dependent sample volumes, determined from an 
image-analysis [24–26] of the back-lit sample.  The viscosities were determined from the decay 
time of induced surface oscillations [22-24].  
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5.3 Results  
Following Johnson et  al. [3] and using Tg/T
* as the fragility index, a formula for predicting the 
critical casting thickness (dmax) can be developed in terms of Trg and Tg/T
*.  Table 5.1 contains a 
summary of the measured values for Trg, Tg/T
*, and dmax for 15 existing glass formers [15,17].  
Whenever multiple values of dmax are reported, the largest values of dmax are used, since they are 
probably the most representative of the intrinsic glass formability of the alloys; smaller values of 
𝑑𝑚𝑎𝑥 are probably due to sample contamination.  
A least-squares fit to all data gives the following empirical relationship: 
log(𝑑𝑚𝑎𝑥
2 ) = 7.232 + 13.629 𝑇𝑟𝑔 − 22.896𝑇𝑔/𝑇
∗ ,                             (5.1) 
This suggests that alloys with higher values of Trg and smaller values of Tg/T
* (stronger liquids) 
are better glass formers, which agrees with the results of a former study[3].   
Although experimental data for 𝑇𝑔 were used to arrive at eq. 5.1, it is not necessary to do so.  As 
mentioned in ref. [15] Tg can be accurately predicted using the values of α, 𝑇∗, and 𝑇𝐴 measured 
at high temperature, above or near 𝑇𝑙,   
𝑇g =  
(1920 + 0.297 )
(1⁄𝑇∗− 0.307⁄𝑇𝐴 )
 ,                                                           (5.2) 
Table 5.1 includes the measured and predicted values of Tg. They differ between 0.2% and 3.5%, 
with an average difference of 1.5%. 
By replacing the experimental Tg with the predicted value from eq. 5.2, a truly predictive model 
for glass formability from liquid data alone is proposed,  
log(𝑑𝑚𝑎𝑥
2 ) = 7.232 +  
26167.68 + 4.048 
𝑇𝑙 𝑇
∗⁄ −0.307𝑇𝑙 𝑇𝐴⁄  
 −  
43960.32 + 6.8 
1−0.307𝑇∗ 𝑇𝐴⁄  
,                        (5.3) 
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The predicted values for dmax are compared with the experimental data in Table 5.1. 
Before comparing the predicted and measured values of 𝑑𝑚𝑎𝑥 a short discussion is needed of the 
errors in the experimental parameters used in the model.  The accuracy of the experimental dmax 
depends on the experiment. Systematic silica tube water quenching studies estimated an order of 
10% accuracy in dmax among the glasses studied [27]. Since results from different groups are 
necessarily less systematic, the estimated error in the published results is probably larger, of 
order 15-20%. The typical error in dmax for metal mold casting is about 15%, and the critical 
ribbon thicknesses determined in melt-spinning studies likely have errors of at least 10-20% [28].  
Based on these studies, we have assumed a relative error of approximately 15% for dmax for the 
data used in our database [3].   The experimental 𝑇𝑔 values were determined using a Perkin-
Elmer differential scanning calorimeter (DSC 8500) for a heating rate of 20 K/min on fully 
relaxed samples.  Measurements on several samples of the same composition set an upper limit 
of error as 5 K in the 𝑇𝑔 measurements.  A similar error of 5 K is estimated in the reported values 
of 𝑇𝑙 determined with 5 K/min heating rates; the uncertainty in the determination of the end of 
the melting event is the main source of error in this case.  The scatter in the viscosity data at 0.06 
Pa-s was used to calculate the uncertainty in T*, which is typically about 1%.  𝑇𝐴  and the 
associated error were determined from the experimental viscosity data using a statistical method, 
as described in detail in ref. [29].   The error in α was estimated from the spread in values 
obtained from measurements on at least two samples of the same liquid. All of these individual 
errors were considered in the estimation of errors propagated in the reported values of 𝑇𝑟𝑔 , 
𝑇𝑔 𝑇






Measured values of dmax, Tg, Trg, Tg/T*, predicted values for Tg,  
and predicted dmax values for 15 glass formers 













Cu46Zr54 2±0.3 [30] 0.55±0.005 0.61±0.008 657±5 638±13 3±1.2 
Cu47Zr47Al6 6±0.9 [31] 0.59±0.005 0.61±0.007 693±5 691±11 5±1.7 
Cu50Zr40Ti10 4±0.6 [32] 0.56±0.005 0.59±0.007 656±5 660±10 5±1.5 
Cu50Zr42.5Ti7.5 5±0.8 [33] 0.58±0.005 0.63±0.008 669±5 645±10 3±1.1 
Cu50Zr45Al5 3±0.5 [34] 0.59±0.005 0.61±0.007 695±5 689±11 5±1.5 
Cu50Zr50 2±0.3 [35] 0.55±0.005 0.60±0.007 666±5 659±10 3±1.0 
Cu64Zr36 2±0.3 [36] 0.62±0.005 0.66±0.008 740±5 723±13 2±0.9 
Ti40Zr10Cu30Pd20 3±0.5 [37] 0.56±0.005 0.60±0.007 670±5 687±10 3±1.1 
Vit105 18±2.7 [3] 0.61±0.005 0.55±0.007 671±5 681±10 27±7.9 
Vit106 20±3  [3] 0.60±0.005 0.55±0.007 671±5 669±10 24±6.9 
Vit106a 32±4.8 [3] 0.59±0.005 0.56±0.007 668±5 665±10 19±5.7 
Zr56Co28Al16 18±2.7 [38] 0.60±0.005 0.56±0.007 739±5 742±11 17±5.2 
Zr60Ni25Al15 15±2.3 [39] 0.56±0.005 0.56±0.007 694.5±5 682±11 12±3.8 
Zr64Ni25Al11 12±1.8 [39] 0.55±0.005 0.55±0.007 669±5 686±13 11±3.9 
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Zr65Al7.5Cu17.5Ni10 16±2.4 [40] 0.55±0.005 0.55±0.007 640±5 650±11 11±3.5 
The measured Tg, Trg and Tg/T
*values are from [15,17] ; the predicted Tg values are from [15]. 
As shown in Table 5.1, the predicted and measured values of 𝑑𝑚𝑎𝑥 are in reasonable agreement, 
except for the Vit alloys. The predicted critical casting thickness for Vit 106 (24 mm) is larger 
than that of Vit 106a (19 mm).  This is in contradiction with the experimental results [41,42], 
which show that the critical casting thickness for Vit 106 is less than that for Vit106a.  The larger 
value for 𝑑𝑚𝑎𝑥  predicted for Vit106 arises from the larger value of 𝑇𝑟𝑔 and smaller value of 
𝑇𝑔 𝑇
∗⁄  (i.e. it is a stronger liquid). The failure of the prediction indicates that there are other 
parameters in addition to the fragility and value of 𝑇𝑟𝑔 that must be considered. 
Other glass compositions that were not included in the training data set were used to verify the 
prediction (Table 5.2).  Significant discrepancies between measured and predicted data are 
noticed that warrant discussion.   
Table 5.2 
Measured values of dmax, Tg, Trg, Tg/T*, predicted values for Tg,  
and predicted dmax values for compositions not in the training data set.  














Zr59Ti3Cu20Ni8Al10 3±0.5 [43] 0.57±0.005 0.57±0.007 654±5 631±10 13±4.1 
Zr62Cu20Ni8Al10 3±0.5 [43] 0.57±0.005 0.56±0.007 655±5 650±9 14±4.1 
Zr80Pt20  0.49† 0.50† 710†  17 † 
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Zr80Pt20  0.53±0.009* 0.55±0.01*  772±13 10±3.1 
Cu43Zr45Al12  0.62±0.005 0.60±0.007 724±5 722±11 9±3.0 
Cu47Zr45Al8 15±2.3 [44] 0.61±0.005 0.60±0.008 706±5 705±12 7±2.5 
The measured Tg, Trg and Tg/T
*values are from [15,17] ; the predicted Tg values are from [15]. 
† Tg was estimated from the crystallization onset temperature; 
*Trg and Tg/T
*values are estimated 
using predicted Tg; The blank boxes indicate that no literature data are available;  
5.4 Discussion 
A large difference between the experimental and predicted values of 𝑑𝑚𝑎𝑥 is observed in Table 
5.2. Focusing first on Zr62Cu20Ni8Al10 and Zr59Ti3 Cu20Ni8Al10, compared to the predicted values 
of 14 mm and 13 mm for these two alloys, the reported dmax values are only 3 mm.  We suspect 
that the experimental data are not correct because of the following reasons.  Based on 
containerless solidification studies, it has been reported that Zr62Cu20Ni8Al10 has a lower critical 
cooling rate for glass formation than Zr57Ti5Cu20Ni8Al10, which is a good glass former [45].  
Since amorphous samples can be obtained with a thickness of 10 mm by suction casting for 
Zr57Ti5Cu20Ni8Al10 [46], the dmax value for Zr62Cu20Ni8Al10 should be larger than 10 mm, as 
predicted.  Using the same containerless levitation technique, we have observed that 
Zr59Ti3Cu20Ni8Al10 can form a glass during radiative cooling in the ESL, while 
Zr57Ti5Cu20Ni8Al10 does not.  This suggests that the dmax value for Zr59Ti3Cu20Ni8Al10 should be 
even larger than 10 mm, again consistent with prediction.  Therefore, the anomalously small 
experimental 𝑑𝑚𝑎𝑥 for these two alloys is most likely due to microscopic contamination of the 
samples during processing.  
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Since a direct measure of Tg for Zr80Pt20 has not been reported, it has either been estimated from 
the onset of crystallization [17] or from liquid data [15]; each estimate has been listed in the 
table. Using these two estimates, the predicted values of dmax are 17 mm and 10 mm respectively.  
In contradiction with these predictions, glass formation has never been reported for this alloy.  
Even at the high cooling rates of melt-spinning the icosahedral quasicrystal phase is formed [47].  
We have also observed this, even when quenched onto a Cu wheel with a surface speed of 70 
m/s.  The primary crystallizing phases for the Zr80Pt20 liquid are -Zr and Zr5Pt3 [48], both of 
which have a different structure than the icosahedral structure of the liquid [49]and should be 
difficult to form.  The fact that the quasicrystal is always found upon rapid cooling instead of a 
glass suggests that it is a metastable phase that more easily forms than these stable phases, due to 
the structural similarity with the liquid.  This result is similar to an earlier study of the nucleation 
of a Ti39.5Zr39.5Ni21 quasicrystal [21], which demonstrated the importance of liquid and crystal 
structures on nucleation.  Similar short-range order (SRO) in the liquid acted as a template for 
the easy nucleation of the quasicrystal phase. 
As a final example, the predicted values of dmax from eq. 5.3 are 9 mm for Cu43Al12Zr45  and 7 
mm for Cu47Al8Zr45.  The  reported value for Cu47Al8Zr45 is 15 mm [44]; no value for 
Cu43Al12Zr45 has been reported. As a further check, liquid samples of Cu43Al12Zr45 and 
Cu47Al8Zr45 were cast in a water-cooled copper mold.  Compared to a fully amorphous 
Cu47Al8Zr45 sample that was 1.6 mm thick, the Cu43Al12Zr45 sample of the same thickness was 
crystalline, demonstrating that the GFA of Cu47Al8Zr45 is better than Cu43Al12Zr45, which 
conflicts with the predictions from eq. 5.3. 
To investigate this further, synchrotron x-ray studies of the liquids and the primary 
crystallization of Cu43Al12Zr45 and Cu47Al8Zr45 from the liquids were made at the Advanced 
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Photon Source using the WU-BESL levitation facility [22].  A typical temperature-time profile 
for the Cu43Al12Zr45 liquid is shown in fig. 5.1 as the sample cooled from 340 K above the 
liquidus temperature.  The first phase transition upon cooling (identified by the recalescence or 
increase in temperature due to the release of the heat of crystallization) was examined to identify 
the structure of the primary crystallizing phase.  The diffraction patterns show that the phase that 
forms in the first recalescence is different from those present after the liquid is fully crystallized, 
near 301 s (fig. 5.2(a)). GSAS II [50] was used to identify the crystal phases that formed.   The 
primary crystallizing phase was AlCuZr, a cubic Laves phase with the Cu2Mg structure; the peak 
locations for AlCuZr are shown by the red stars in fig. 5.2(b).  The fully crystallized sample 
contained a mixture of CuZr, AlCuZr, and Al2Zr (fig. 5.2(b)).  A Voronoi analysis of the AlCuZr 
phase shows that the local symmetry is dominated by perfect icosahedral clusters (index <0 0 12 
0> constitutes 53% of the structure and index <0 0 12 4>, 26%). A common neighbor analysis 
(CNA) of the Cu2Mg structure reached a similar conclusion, with the Cu atoms primarily sitting 
in an icosahedral coordination and the Mg atoms surrounded by polyhedra with a coordination 
number of 16 [51].    
In contrast to the multiple phase transitions (recalescence events) in Cu43Al12Zr45, there was only 
one recalesence event during the free cooling of the Cu47Al8Zr45 liquid (fig. 5.3(a)).  This 
resulted in a crystal phase mixture of a bcc CuZr phase and an AlCu2Zr phase (fig. 5.3(b)). A 
Voronoi analysis of the structures of these crystal phases shows that they are both dominated by 




Figure 5.1 – Temperature-time profile for a Cu43Al12Zr45 levitated liquid during radiative free 






Figure 5.2 – (a) In situ x-ray diffraction patterns for Cu43Al12Zr45 after the first recalescence 
(red) and after the liquid is fully crystallized (black). (b) The measured diffraction pattern for the 
phase mixture (green) and the results of the GSAS fit (black line), scaled to the maximum 
intensity peak. The residuals from the fit are shown in the blue line.  The peaks corresponding to 




Figure 5.3 – (a) Free cooling curve for the Cu47Al8Zr45 liquid, showing one recalescence. (b) The 
measured diffraction pattern for the phase mixture (green) and the results of the GSAS fit (black 
line), scaled to the maximum intensity peak. The residuals from the fit are shown in the blue line.   
The local atomic structures of the Cu43Al12Zr45 and Cu47Al8Zr45 liquids were determined as a 
function of temperature from Reverse Monte Carlo (RMC) fits to the experimental X-ray static 
structure factors, S(q).  Reverse Monte Carlo fits do not adequately account for local chemical 
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ordering and do not give a unique structure.   However, our past studies indicate that the results 
of many RMC fits to the same S(q) do provide information on the average configurational 
structure of the liquid.  Ten separate fits were therefore made for each temperature of interest to 
obtain the average structure and to estimate the uncertainty. To minimize the differences between 
the RMC fits and the experimental data a run time of 60 hours was used for each simulation.  As 
for the crystal phases, the local structures obtained from the RMC fits were analyzed by a 
Voronoi tessellation [52,53] method.  Particular attention was focused on the <0 0 12 0> and <0 
0 12 4> indices in the Cu43Al12Zr45 liquid and the <0 6 0 8> index in the Cu47Al8Zr45 liquid, since 
these are the dominant indices in the corresponding crystal phases.  
For the Cu43Al12Zr45 liquid, the number of <0 0 12 0> (corresponding to icosahedral order) and 
<0 0 12 4> indices increase with decreasing temperatures (fig. 5.4(a) and fig. 5.4(c)), but the 
number of the <0 0 12 4> index is much smaller than the <0 0 12 0> one. The Cu43Al12Zr45 liquid 
also contains many distorted icosahedra, such as the <0 2 8 2>, which as shown in fig. 5.4(b) 
also increases with decreasing temperature.  These results indicate that SRO in the Cu43Al12Zr45 
liquid becomes more similar to that of the AlCuZr crystal phase, lowering the barrier for crystal 
nucleation and making glass formation more difficult.  In contrast, the number of the <0 6 0 8> 
index in the Cu47Al8Zr45 liquid is very small and does not increase with decreasing temperature. 
The structures of the liquid and primary crystallizing phases are therefore significantly different, 
making nucleation more difficult than for the Cu43Al12Zr45 liquid. These results show that while 
Cu43Al12Zr45 is stronger and has a larger value of Trg than Cu47Al8Zr45, the greater similarity 
between the liquid and crystalline structures promotes crystal nucleation and prevents better 




Figure 5.4 – The number of (a) <0 0 12 0>, (b) <0 2 8 2>, (c) <0 0 12 4> Voronoi clusters for a 
Cu43Al12Zr45 liquid as a function of decreasing temperature. (d)  The number of <0 6 0 8> 
Voronoi clusters is negligible in Cu47Al8Zr45 liquid and does not increase outside of error with 
decreasing temperature. 
All of the examples discussed above show that the prediction of GFA fails when the SRO/MRO 
in the liquid is similar to that of the crystallizing phase.  This demonstrates that in addition to the 
usual thermodynamic and dynamic factors, the structures of the liquids and forming crystal 
phases must be incorporated into a better predictive theory.  
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5.5 Summary and Conclusion  
In summary, a new method is presented for predicting the glass forming ability of metallic alloy 
liquids. The necessary parameters for the prediction are the liquidus temperature, the viscosity, 
and the thermal expansion coefficient for the equilibrium liquid.  Although the values for the 
predicted maximum casting thickness, dmax, are in agreement with the reported values in most 
cases, some anomalies were noticed. In some cases, such as Zr62Cu20Ni8Al10 and 
Zr59Ti3Ni8Cu20Al10, the predictions appear to be correct; the previously reported values dmax are 
likely underestimated due to sample contamination.  In other cases, such as for Zr80Pt20, Vit106, 
and Cu43Al12Zr45 and Cu47Al8Zr45 alloys, the structures of the liquid and primary crystallizing 
phases play an important role, in addition to the fragility and reduced glass transition 
temperature, which were the focus of previous studies [3,5].  When the short-range order in the 
liquid and crystallizing phases are similar, glass formation becomes difficult; when they are 
dissimilar, the glass forming ability is enhanced.  How to formally include this in a method for 
predicting glass formation is as yet unclear. Finally, as mentioned a RMC analysis was used to 
determine the average liquid structures of Cu43Al12Zr45 and Cu47Al8Zr45.  Future molecular 
dynamics studies are needed to confirm the structures obtained.  However, these studies do 
indicate that information on the structures of the liquid and primary crystallizing phases should 
be included in the development of more accurate approaches to predict the glass forming ability 
of metallic alloy liquids.     
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Chapter 6: Using Machine Learning to 
Predict Glass Forming Ability  
This chapter is to use data mining and machine learning to predict glass-forming ability (GFA) 
and identify important features governing the GFA. 
6.1 Introduction 
Metallic glasses have many attractive properties, such as  high strength, excellent elastic energy 
storage and versatile processing capabilities[1]. They are formed by cooling the alloy liquids 
rapidly to avoid crystallization. However, the key question as to why some liquids easily form 
metallic glasses while others do not is still unsolved. Usually, empirical rules are used to identify 
the promising candidate compositions in multicomponent systems. Then melt spinning and X-ray 
diffraction measurements are conducted to check whether a specific composition is indeed a 
glass former. It usually takes about one day to confirm a single composition. Since there are so 
many compositions, this conventional method to locate the specific glass-forming compositions 
is costly in terms of time and money. Ward et al. have shown[2,3] that machine learning can 
provide a rapid prediction of the glass-forming ability (GFA) with about a 90% accuracy in 10-
fold cross-validation. Easily computed attributes are fed into the machine learning model and 
within minutes the possibility of whether compositions of interest will be glass formers can be 
assessed. Here we show that machine learning can predict the glass former accurately and also 
identify important attributes governing the GFA.  
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6.2 Dataset and Methods 
6.2.1 Dataset 
The dataset used to build machine learning models was published by Ward et al.[2] It contains 
more than 5000 compositions taken from ‘Nonequilibrium Phase Diagrams of Ternary 
Amorphous Alloys’[4] and 145 attributes. For each composition, melt spinning was used to 
check whether that composition can form metallic glass. If the composition was a glass former, it 
was labeled 1. Otherwise, it was labeled 0. Overall, 70.8% of the compositions in the dataset are 
glass formers. The 145 attributes in the dataset include stoichiometric attributes, elemental 
property statistics, electronic structure attributes, and ionic compound attributes. More details 
can be found in Ref. [2]. The large attribute set serves as a general-purpose machine learning 
framework, eliminating the need to develop a set of attributes for a particular problem. Although 
it is very likely that not all of the attributes contribute to the determination of glass formability, 
as will be shown later machine learning models can automatically identify the important and 
irrelevant attributes.  
6.2.2 Machine Learning Algorithms and Important Feature 
Identification 
6.2.2.1 Random Forest and permutation importance 
The Random Forest (RF) is a tree-based machine learning model, which uses bagging and 
random subspace methods to improve the prediction accuracy. More details about how to 
construct the RF can be found in Ref. [5]. Moreover, by using permutation importance measure 
[6] RF can output the importance rank for all the attributes.  After we build the model, we obtain 
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the prediction accuracy for the model. To check the importance of one attribute we first shuffle 
the values of that attribute among all the observations, while keeping all of the other attribute 
values the same. The resulting prediction accuracy after the permutation is then recorded. We do 
this for all the attributes and rank the importance of the attributes according to the decrease of 
prediction accuracy after the permutation. A feature is “important” if permuting its values 
decreases the prediction accuracy, because the model relied on the feature for the prediction. A 
feature is “unimportant” if permuting its values keeps the model accuracy unchanged, because 
the model ignored the feature for the prediction.  
6.2.2.2 Logistic Lasso Regression 
The Logistic Lasso Regression (LLR) is a modification to the logistic regression. Ordinary 
logistic regression uses the logistic sigmoid function (S(z)) to map outcomes from a linear 
regression (z) to a discrete set of classes: 
𝑆(𝑧) =  
1
1+𝑒−𝑧
,                                                               (6.1) 
𝑧 =  𝛽0  + ∑ 𝛽𝑖𝑖 𝑥𝑖,                                                         (6.2) 
where 𝛽𝑖 is the coefficient for the attribute 𝑥𝑖 , 𝑎𝑛𝑑 𝛽0 is the intercept for the linear regression. A 




Figure 6.1 – Illustration of the logistic sigmoid function (S(z) as a function of outputs from a 
linear regression (z)).  
Usually when S(z) is greater than 0.5, the values are classified into class 1. Otherwise, the values 
will be in class 0. Moreover, fig. 6.1 shows that S(z) will be greater than 0.5 if z is greater than 0. 
In our example, it indicates that if the output of the linear regression from the attributes (eq. 6.2) 
is greater than 0, the composition will have label 1, corresponding to a glass former.  As will be 
discussed later, we can use this characteristic of S(z) to identify attributes that help or inhibit 
glass formation.  
Ordinary logistic regression uses all of the attributes in eq. 6.2, i.e. it uses the 145 attributes to 
decide in which class (glass former or non-glass former) a composition is. However, as 
mentioned previously, it is very unlikely that all 145 attributes are helpful to the prediction. 
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Some may be irrelevant attributes. The LLR adds a penalty term to force some coefficients in the 
linear model to be zero. As a result, using LLR it is simple to interpret the results because only a 
small number of attributes is involved. Moreover, we can produce a model that has a high 
predictive power, which may be difficult to understand at first glance. When irrelevant attributes 
are present in the model, it will add noise to the data and it is easy to overfit the model. With a 
penalty term in the Lasso, it will only recover the true important attributes.  
The LLR can not only identify the important attributes that control glass formation, but can also 
tell whether an attribute will promote or inhibit glass formation. From the previous discussion, 
glass formers have a positive output from the linear regression (eq. 6.2). Since all of the 
attributes have positive values, a more positive coefficient will help to output positive values 
from the linear regression. Therefore, the more positive the coefficient of an attribute is, the more 
it will help to facilitate glass formation. Similarly, attributes having negative values will inhibit 
glass formation.   
6.2.3 Performance Measures 
Accuracy, precision, recall and the F1 score are used as the performance measures in this work.  
They are calculated using the following equations and the confusion matrix (Table 6.1):  
Accuracy = 
Number of samples predicted correctly
Total number of samples
=
True Positive+True Negative
Total number of samples








,                                               6.5) 
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F1 Score = 2 x 
Recall x Precision
Recall + Precision
 .                                                 (6.6) 
The Accuracy is the number of observations where the model has made correct predictions. It is 
easy to understand why it can represent the model’s performance. However, it sometimes can be 
misleading when the dataset is asymmetrical in terms of the label. As in this work, 70.8% of the 
compositions are glass former while only 29.2% are non-glass formers. For the asymmetrical 
dataset, it is also important to check the other performance measures, such as the precision, recall 
and F-1 score.  
The Precision checks that of the samples predicted positive, how many are actually positive. The 
Recall finds that of the samples that are actually positive, how many are predicted as positive. 
The F-1 score uses both Precision and Recall; it is believed to be a more accurate performance 
measure than Accuracy when the dataset is asymmetric.  
The confusion matrix (Table 6.1) is an important part of the analysis.  
Table 6.1  
Confusion Matrix 
 P’(Predicted) N’(Predicted) 
P(Actual) True Positive False Negative 
N(Actual) False Positive True Negative 
In Table 6.1, P’ and N’ are the number of observations that are predicted as positive or negative 
from the model and P and N are the numbers of true labels. True positive is the case where the 
true label of the composition is 1 and the model successfully identifies that composition as a 
glass former. Similarly, true negative means that the model successfully identifies non-glass 
formers. False negative means that the composition is a glass former, but the model predicts that 
103 
 
composition to be non-glass former. Finally, false positive means that the composition is a non-
glass former, but the model predicts it to be a glass former.  
6.3 Results and Discussion 
We randomly chose 90% of the training data to build the models and used the remaining 10% of 
the data to test how well the models can predict the glass formability. The abilities of the 
Random Forest (RF) and Logistic Lasso Regression (LLR) models to predict GFA are shown in 
Table 6.2.  The definition of the performance measures can be found in section 6.2.3. Both 
models work well, but the RF works better than LLR. The accuracy of the RF is similar to that 
reported in the studies of Ward et al. [2,3]. It should be noted that since randomly chosen data 
were used for training and testing, the exact value of the performance measure may vary slightly 
from different runs. However, the importance of the attributes determined from permutation 
importance measures in RF and LLR usually remains the same.      
Table 6.2 
Performance measures for Random Forest and Logistic Lasso Regression models 
Performance Measures Random Forest Logistic Lasso Regression 
Accuracy 0.88 0.80 
Precision 0.91 0.95 
Recall 0.92 0.80 
F-1 Score 0.91 0.87 
 
The ten most important attributes contributing to GFA were identified by the RF (See fig. 6.2). 
As discussed in the methods section, the more important the attributes are the larger decrease in 
prediction accuracy after the permutation. Thus, the mean absolute deviation of the covalent 
radius for elements inside the alloy (dev_CovalentRadius) is the most important attribute 
identified by the RF, followed by the mean absolute deviation of the structural space group 
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(dev_SpaceGroupNumber).  (The meanings of the other attributes in the following figures and 
tables are given in Ref. [3]). 
 
Figure 6.2 – Ten most important attributes controlling glass formability. The more important the 
attribute is, the larger the decrease in the Accuracy using permutation importance measure.  
As mentioned earlier, the Logistic Lasso Regression method could identify the important 
attributes and also can indicate whether they will promote or inhibit glass formation (See Table 





Attributes that promote or inhibit glass formation from the Logistic Lasso Regression 
Attributes with larger 
value that will promote 
glass formation Weights 
Attributes with larger 
value that will inhibit 
glass formation Weights 
maxdiff_Electronegativity 1.6 Comp_L2Norm  -2.3 
dev_Row   0.95 mean_NsUnfilled  -1.2 
min_NdUnfilled 0.4 most_NsValence  -0.6 
NComp 0.3 maxdiff_GSbandgap  -0.4 
dev_GSmagmom 0.3 mean_NfUnfilled  -0.2 
dev_Electronegativity  0.2 max_NsUnfilled  -0.1 
dev_NValance 0.2 dev_NUnfilled -0.1 
most_Row  0.09 most_NsUnfilled  -0.09 
min_NUnfilled  0.09 dev_NfUnfilled -0.03 
dev_NdValence       0.06 most_Column  -0.02 
dev_SpaceGroupNumber 0.03 maxdiff_NValance -0.02 
min_GSvolume_pa  0.01 mean_SpaceGroupNumber   -0.006 
maxdiff_CovalentRadius   0.008 maxdiff_NdValence   -0.005 
most_AtomicWeight  0.001 dev_MeltingT   -0.001 
mean_MeltingT  0.0006   
min_MeltingT   0.0001   
 
Table 6.4 
Important attributes identified by both Random Forest and Logistic Lasso Regression 
models. The meanings of the attributes are shown (from [3]). 
Important attributes Meaning of the attributes 
maxdiff_CovalentRadius 
dev_CovalentRadius 
Range of Covalent Radius 
Mean absolute deviation of Covalent Radius 
dev_SpaceGroupNumber Mean absolute deviation of Space Group of Structure 
mean_MeltingT Mean Melting Temperature 
maxdiff_Electronegativity 
dev_Electronegativity 
Range of Electro-negativity 
Mean absolute deviation of Electro-negativity 
dev_Row Mean absolute deviation of Row in the periodic table of elements 
dev_Nvalance Mean absolute deviation of # Valence Electrons 
 
Table 6.4 shows the common important attributes picked by the Random Forest (RF) and the 
Logistic Lasso Regression (LLR) methods. It is interesting to compare those attributes identified 
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by the machine learning models to those from empirical rules [7] for identifying glass forming 
alloys.  The three most successful empirical rules are: (i) a multicomponent alloying containing 
three or more elements, (ii) a significant difference in the atomic sizes of the primary constituent 
elements (greater than ≈ 12%) and (iii) negative heats of mixing among the three main 
constituent elements.    In agreement with rule (1), the LLR method identified that the number of 
elements (NComp) is important. However, the RF method failed to identify this. Figure 6.3 
shows the class of compositions (glass forming or non-glass forming) as a function of the 
number of elements. The dataset only has 3 observations with NComp = 1, and none is a glass 
former. For NComp = 2 (465 observations), 55% of these are glass formers. Finally, for 
compositions with NComp = 3 (4901 observations), the percentage of glass formers increases to 









Figure 6.3 – The classes of compositions as a function of the number of elements. The labels 
above the bars show the percentages.  
It is not surprising that the permutation importance technology fails to identify the number of 
elements as important. This method is not perfect and is biased to the attributes that have 
variable values. Since the majority of the experimental data have NComp = 3, shuffling the data 
to measure the importance of NComp will not likely produce a different dataset. Thus, the 
prediction accuracy will not decrease.   
For rule(ii), both the RF and LLR methods identified maxdiff_CovalentRadius/dev_ 
CovalentRadius to be important attributes.  This agrees with the second empirical rule, i.e. glass 
formers should have a significant difference in the atomic sizes of the main constituent elements.  
Regarding the third rule, there is no attribute that directly measures the heat of mixing, since all 
attributes considered are for single elements.   However, the electronegativity can be used, since 
a large electronegativity difference leads to a strong bond, corresponding to a negative heat of 
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mixing.  Both the RF and the LLR methods identified 
maxdiff_Electronegativity/dev_Electronegativity as important attributes.  This also explains the 
presence of MeanIonicChar (which determines whether a material is ionically bonded) as the 4th 
important attribute in the RF method.   Clearly, machine learning does a good job in identifying 
the important attributes in the empirical rules.  
An important attribute identified by both models is dev_SpaceGroupNumber. This suggests the 
importance of structure in determining the glass formability, which is missing in previous works 
of predicting glass formability[8]. The importance of structure for glass formation is the focus of 
Chapter 5 in this thesis.  We have showed that if the structural difference between the liquid and 
the primary crystallizing phase is small, the glass formation will be difficult. However, here the 
structures are for the elemental crystal; how they are related to the liquid and the primary 
crystallizing phase structures are unknown.   
6.4 Conclusion 
In this chapter, we show that machine learning can predict the alloys that can form glasses and 
help to understand the important attributes for glass formation. Both the Random Forest and 
Logistic Lasso Regression methods identify the important attributes in the empirical rules. 
However, the permutation importance measure is biased to attributes having variable values. The 
machine learning methods have also identified that structure is important for glass formation.  
Although machine learning can help to identify the important attributes controlling glass 
formation, it is important to note that most attributes in this dataset are from elemental 
properties, which can’t represent alloy properties.  For example, the attributes mean_meltingT 
and dev_meltingT are the mean and deviation of the melting temperatures of the elements, not 
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the alloys.  This is the main drawback of this study. However, since it is much easier to obtain 
the elemental property statistics than the alloy properties, which may involve complicated 
experiments, it is useful to use this dataset and machine learning models as a first pass in 
predicting which new compositions are likely to be glass formers.    
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Chapter 7: X-ray and Neutron Scattering 
Measurements of Ordering in a Cu46Zr54 
Liquid 
 
This chapter will be submitted to The Journal of Chemical Physics, in collaboration with J. C. 
Neuefeind, D. G. Quirinale, and K.F. Kelton.  It is adapted to meet the requirements for format 
of the dissertation. The author’s personal contributions include making X-ray and neutron 
scattering measurements, extracting the Faber-Ziman partials by individually analyzing the data 
at each temperature, generating the Bhatia-Thornton partials from Faber-Ziman partials, and 
writing the manuscript. The data collection plan was suggested by J. C. Neuefeind, who also 
analyzed the data and obtained the Faber-Ziman partials using weighted fit of structure factors. 
The neutron scattering experiments were performed by D. G. Quirinale, M. Sellers, R. Dai, D. C. 
Van Hoesen, R. Ashcraft, and X. Xia. The X-ray scattering experiments were performed by N. 
Mauro, C. Pueblo, R. Ashcraft, M. Sellers, D. C. Van Hoesen, A.K. Gangopadhyay, and S. Chen. 
All authors participated in drafting the manuscript.  
7.1 Introduction 
When metallic liquids are cooled fast enough to avoid crystallization a metallic glass is formed. 
However, the question of why some liquids easily form metallic glasses while others do not 
remains unclear. Since the structure of the liquid can influence the nucleation of the crystal phase 
[1], understanding the structural evolution of the liquid can inform the question of glass 
formation.   Further, it can deepen the understanding of the relations between structure and liquid 
dynamics, which also play an important role in glass formation. Chemical ordering has also been 
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found in several glass-forming liquids and is argued to play an important role in glass formation 
[2–5]. For example, it has been shown that chemical ordering in Zr-Ni liquids is the reason for 
the sluggish dynamics [3,4] that favor glass formation.  Experimental studies of a 
Pd42.5Cu30Ni7.5P20 liquid [2] suggest a connection between the formation of chemical short-range 
order and the rapid non-Arrhenius increase in viscosity with decreasing temperature. However, 
there have been very few direct studies of chemical ordering in metallic liquids.  
To study chemical ordering requires the determination of the partial pair correlation functions 
(PPCFs).  Since the number of PPCFs increases rapidly with the number of elemental 
components in the liquid, these studies are most easily made for binary liquids, where there are 
only three PPCFs.  The binary Cu-Zr liquids are particularly interesting since they can form bulk 
metallic glasses at specific compositions [6].  Numerous molecular-dynamics (MD) studies have 
suggested chemical ordering in these liquids [7–9].  For example, by combining the results of 
high-energy X-ray diffraction studies and MD studies, Wessels et al. [7] argued that an observed 
sudden change in the total pair distribution function (PDF) near 850 C  in a Cu46Zr54 liquid was 
due to the onset of rapid chemical ordering in the supercooled liquid, increasing the number of 
Cu-Zr pairs. However, in that study there were data for only two temperatures above 850C, 
leaving open the possibility that the sudden onset was false and only a manifestation of the 
statistical uncertainty of those data points.  Moreover, chemical ordering was argued from 
changes in the total PDF; no measurements of the three PPCFs exist for the Cu46Zr54 liquid.  
To address these questions, we have determined the Cu-Cu, Zr-Zr and Cu-Zr PPCFs for the 
Cu46Zr54 liquid, based on the results of elastic neutron (with isotopic substitution) and 
synchrotron X-ray scattering experiments.  The neutron scattering studies were made on the 
Nanoscale-Ordered Materials Diffractometer (NOMAD) beamline using the Neutron 
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Electrostatic Levitator (NESL) facility [10]. The synchrotron X-ray scattering data were 
collected over a wide temperature range at the Advanced Photon Source using the Washington 
University Beamline ElectroStatic Levitation facility (WU-BESL) [11]. The NESL and WU-
BESL facilities both allow studies of the liquid samples in a containerless environment, which 
eliminates many of the sources of heterogeneous nucleation and allows structural/chemical 
ordering measurements to be made in the supercooled liquids [11]. Interestingly, in conflict with 
what was reported previously [7], no evidence for a sudden onset of chemical ordering was 
observed in these studies, even in the total pair distribution function obtained from the X-ray 
scattering data.  The previously inferred rapid ordering [7] is likely due to the limited 
temperature range in that study.    More surprising, however, is that the results obtained here 
suggest that to within experimental error increased Cu-Cu and Zr-Zr ordering occurs with 
decreasing temperature, while the Cu-Zr order decreases, which is in conflict with predictions 
from previous MD studies [7–9].  The experimental results indicate that the atomic potentials 
used in these MD studies should be reexamined.    
7.2 Methods 
One-gram master ingots of Cu46Zr54 were prepared by arc-melting high-purity elements (> 
99.9%) in a high-purity Ar atmosphere (99.998%). To further reduce the oxygen in the chamber, 
a Ti-Zr getter was melted for approximately 90 seconds before melting the sample.  During 
processing the samples were flipped and re-melted 3 to 4 times to ensure chemical homogeneity. 
The masses before and after arc-melting were measured to ensure that the shift in the sample 
composition was less than 0.1%.  The samples used for the X-ray and neutron scattering studies 
were prepared by re-melting portions of the master ingots. The mass loss in this step was 
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negligible.  Two kinds of neutron samples were prepared (one with isotopically abundant Cu and 
the other one with 65Cu isotopic substitution (99% isotope enrichment)). 
High-energy X-ray scattering data were obtained from the equilibrium and supercooled Cu46Zr54 
liquids using the WU-BESL. A detailed discussion of the experimental details and methods of 
data analysis has been published previously [7,12,13].  Briefly, high-energy X-rays (E = 131.7 
kev, λ = 0.0941149 Å) were scattered from the levitated samples in a transmission geometry and 
measured to a momentum transfer, q, of 15Å. The scattering data were recorded using a GE 
Revolution 41-RT amorphous Si flat-panel X-ray detector.  The data were collected during 
isothermal holds over a wide temperature range (653C-1100 C). The sample to detector 
distance, tilt angle, and detector center were calibrated using levitated polycrystalline Si 
standards [14] located at the same position as the Cu46Zr54 samples. The measured intensities 
were subtracted from the detector dark current and scattering background. Other corrections 
include sample geometry, polarization, absorption, Compton scattering contributions, 
fluorescence, oblique incidence, inelastic scattering and multiple scattering, which were made 
using in-house analysis packages written in LabVIEWTM [13,14].  
Time-of-flight (TOF) elastic neutron scattering experiments were made on the NOMAD 
beamline on levitated Cu46Zr54 liquids using the NESL facility.  Measurements were made at the 
same temperatures (to within 10 C) used in the X-ray scattering.  The sample sizes for the 
neutron scattering experiments were larger than those used in the X-ray studies, making deep 
supercooling more difficult in the neutron studies.  Also, to reduce evaporation during heating 
(which can be a significant problem in NESL) the highest temperatures used for the neutron 
scattering studies was lower than that in X-ray scattering studies, leading to a narrower 
investigated temperature range (734C-1005C).   
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In NESL experiments, each sample was first heated to above the liquidus temperature, Tl, 
(typically Tl + 80K) to evaporate or dissolve sample impurities, then cooled to the temperature of 
interest and held isothermally for 10 minutes to obtain the scattering data. This procedure was 
repeated until a calculation of the total evaporation suggested that there might be a small shift in 
the chemical composition of the sample.  The evaporation calculations were made using 
evaporation rates that had been measured at each temperature of interest using the WU-BESL 
prior to the neutron scattering experiments. Because of the large sample sizes used for the 
neutron scattering studies, it was difficult to hold the sample for more than 10 minutes at the 
most deeply supercooled temperatures without crystallization. In those cases, the measurement 
time was reduced to around one minute. Multiple sets of measurements were then made and the 
data for the same temperatures were binned. Because of the limited beam time, not all the data 
obtained at each temperature have equal statistical accuracy, measured in terms of the 
accumulated proton charge. In particular, the data at 734 and 778 C have significantly worse 
statistics than for other temperatures. Scattering data were also collected from diamond powder 
and vanadium for calibration and normalization.  A more detailed discussion of the 
measurements and the data analysis can be found elsewhere [13,15].  
7.3 Results and Discussion 
As discussed in the introduction, based on the results from X-ray scattering studies Wessels et 
al.[7] argued for rapid chemical and topological ordering in the supercooled Cu46Zr54 liquid, 
beginning near 850 C .  With decreasing temperature two maxima developed in the first peak of 
the difference curves of the total pair distribution function, 1( ) ( )g g T g T = − , where T is the 
temperature and T1 is the highest temperature studied.  The maxima were both located near 3 Å 
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and grew with decreasing temperature, with the maxima below 3 Å growing more rapidly than 
the one above. (See fig. 7.1(a)).  Based on EXAFS studies of the glass, the nearest-neighbor 
elemental distances are Cu-Cu (2.54–2.95 Å), Cu-Zr (2.69–2.95 Å) and Zr-Zr (3.14 Å) [16].  It 
was argued that the maxima at lower r in the first peak reflects the combination of the Cu-Cu and 
Cu-Zr PPCFs and the higher-r maximum corresponds to only the Zr-Zr PPCF.  They also noted 
that the ratio of the magnitudes of the two local maxima in the first peak of g(r) showed a 
sudden change near 850 C (fig. 7.1(b)).  They speculated that the increase in the intensity of the 
low r maxima is due to a growing number of Cu-Zr pairs, suggesting the onset of rapid chemical 
ordering near 850C.  However, as mentioned previously in that study there were only two data 
points for temperatures above 850C, leaving it open that the appearance of the rapid onset could 
have been an artifact due to insufficient statistics.  
In this study the pair distribution was determined from high energy X-ray scattering studies of 
the Cu46Zr54 liquid that were made over a wider temperature range and with smaller temperature 
increments (fig. 7.2).  The height of the first peak in g(r) increases while the peak width 
decreases with decreasing temperature, consistent with ordering in the liquid.   Following the 
method used by Wessels et al. [7], two local maxima are observed in the first peak of the 
difference curve, g(r) (where the highest temperature, T1, is 1100C). The ratio of the 
magnitude of the maxima in g(r) at lower r to that at larger r is shown as a function of 
temperature in fig. 7.3.   Although, as observed by Wessels et al., the ratio increases with 
decreasing temperature, no abrupt increase near 850C is observed.  Thus, the sudden increase 
reported earlier is likely due to the limited temperature range used and is a statistical artifact.  
Further, as discussed later, the more rapid increase in the intensity of the lower maxima does not 




 Figure 7.1 – (a) Difference curves of the total pair distribution function ( 1( ) ( )g g T g T = − , 
where T1 is the highest temperature measured (1100
oC)) as a function of temperature.   Two 
maxima in the first peak in g(r) are observed near 3 Å. The arrow points in the direction of 
decreasing temperature, showing that the maxima at lower r (g1(r)) increases faster than the one 
at higher r (g2(r)).  (b) The ratio (g1(r)/ (g2(r) increases suddenly near 850 C. (From [7], 




















Figure 7.2 – Total pair distribution function measured by synchrotron X-ray scattering for 







Figure 7.3 – The ratio (g1(r)/ (g2(r)) from the X-ray data obtained in this study, showing a 
more gradual increase with decreasing temperature, indicating no evidence for rapid ordering 
near 850C.  The scatter also indicates the measurement error, which could explain the earlier 
report of a rapid increase in the ratio near 850oC [7]. 
To further investigate ordering in liquid Cu46Zr54, the partial pair correlation functions (PPCFs) 
were determined from a combination of X-ray and elastic neutron scattering studies (using 
naturally abundant Cu and isotopic 65Cu). Figure 7.4 shows the total structure factors, S(q), as a 
function of temperature obtained from these three scattering experiments. The inset graphs show 
the changes in the first peak in S(q).   As expected, the height of the first peak generally increases 
with decreasing temperature, indicating ordering.  The departure of the elastic neutron scattering 
data from this trend at 734oC and 778C is an artifact, due to the poorer statistics at these 
temperatures.  The development of a shoulder in the second peak of S(q) with cooling is also 




Figure 7.4 –The total structure factor for liquid Cu46Zr54 as a function of temperature determined 
from (a) X-ray scattering, (b) neutron scattering from samples prepared with the 65Cu isotope and 




By combining the X-ray and neutron scattering data the Cu-Cu, Cu-Zr and Zr-Zr partial structure 
factors can be determined using the Faber-Ziman formalism [17].  
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where 𝑐𝑖 is the atomic fraction of the i
th element and bi is the scattering length (which represents 
the strength of the scattering). For X-ray scattering studies, bi is replaced by fi(q), the atomic 
form factor. The form factors are q-dependent and were obtained from ref. [18].  A Fourier 
transform of the partial Sij(q)s gives the partial gij(r)s.   The use of the Faber-Ziman partials 
directly reflects possible chemical ordering with decreasing temperature.   
As mentioned in the Experimental Methods section, the statistics of the neutron scattering data 
collected were not the same for all temperatures.  To obtain the most accurate partial structure 
factors within this constraint, the values of S(q) were expressed as a Taylor expansion as a 
function of  temperature [19],  
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= + − + +   .  (7.2) 
Assuming terms higher than second order are small relative to the linear and second order terms 
and can be ignored, a parabola was fit to the S(q) data at each q for all temperatures. To account 
for the different statistics at different temperatures, the fits were weighted according to the total 
proton charge. The weighted fit was then used to construct the partial structure factors.  The 
quality of the fits and additional details of the method used are given in the Supplementary 
Information section.   
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Figure 7.5(a-c) shows the Faber-Ziman PPCFs obtained using this method.   The nearest 
neighbor distances are found to be 2.59-2.72 Å for Cu-Cu, 2.78-2.85 Å for Cu-Zr and 3.16 Å for 
Zr-Zr, which are in overall agreement with the data from the EXAFS studies [16].  The intensity 
of the first peak of the Cu-Cu PPCF grows and the peak width decreases with decreasing 
temperature, indicating Cu-Cu ordering. The first peak location also moves to larger r with 
cooling.  A shoulder in the first peak of the Cu-Zr PPCF develops with decreasing temperature, 
indicating a development of two Cu-Zr nearest neighbor environments. The intensity of the first 
peak decreases with cooling, indicating decreasing Cu-Zr chemical ordering, which is in conflict 
with what is suggested in Ref. [7] and the results of MD simulations [7–9].  With decreasing 
temperature, the first peak of the Zr-Zr partial PPCF splits into two peaks, indicating the 
development of two types of Zr-Zr sites. The peak on the smaller r side of the first peak grows 
with decreasing temperature, indicating an increasing Zr-Zr ordering. However, the peak on the 
larger r side of the first peak shrinks as cooling, suggesting a smaller number of Zr-Zr next 
nearest neighbor bonds as the temperature decreases. A direct analysis of the S(q) data at the four 
temperatures that have the best statistical accuracy (1005 C, 965 C, 921 C and 823 C) gave 
the same result (See fig. 7.5(d-f)), indicating that the ordering features observed are not an 




Figure 7.5 – The (a) Cu-Cu, (b) Cu-Zr, and (c) Zr-Zr partial pair correlation functions as a 
function of temperature using the weighted fitting method. Results of (d) Cu-Cu, (e) Cu-Zr, and 
(f) Zr-Zr partial pair correlation functions from a direct analysis of the S(q) data.  
Since Cu-Zr has a negative heat of mixing  [20], it would be expected that the Cu-Zr chemical 
ordering would increase with decreasing temperature, instead of decreasing as is observed here.   
These results suggest that the local packing could be dictated by geometrical constraints more 
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than chemical ones.  The Bhatia and Thornton (BT) partials [21] can be used to assess the 
importance of topological versus chemical ordering.  These are calculated from the Faber-Ziman 
partials as 
𝑆𝑁𝑁(𝑞) = 𝑐𝐴
2𝑆𝐴𝐴(𝑞) + 2𝑐𝐴𝑐𝐵𝑆𝐴𝐵(𝑞) + 𝑐𝐵
2𝑆𝐵𝐵(𝑞)                          (7.3) 
𝑆𝐶𝐶(𝑞) = 𝑐𝐴𝑐𝐵[1 + 𝑐𝐴𝑐𝐵(𝑆𝐴𝐴(𝑞) − 2𝑆𝐴𝐵(𝑞) + 𝑆𝐵𝐵(𝑞))] 
SNN(q) provides information on the topological order and SCC(q) gives information on chemical 
order. A Fourier transform of SNN(q) and SCC(q) give gNN(r) and gCC(r) respectively.  These are 
all shown for the Cu46Zr54 liquid in fig. 7.6; they demonstrate that the chemical ordering is 
significantly less than the topological ordering. This is consistent with the results of an earlier 
study [22], where it was shown that while Ni-Zr glasses have pronounced topological and 
chemical ordering, the chemical ordering is weaker than the topological ordering in Cu-Zr 
glasses. A recent study on the strength of chemical bonds [23,24] suggests that the Zr-Zr bond is 
more negative than the Cu-Zr or the Cu-Cu bonds, which would explain why the X-ray and 
neutron scattering data presented here shows Zr-Zr ordering within the liquid as it is cooled.  The 
increase in the number of Zr-Zr bonds will move the Cu atoms away, leading to the decrease in 








7.4 Summary and Conclusion 
In summary, the local ordering of the Cu46Zr54 liquid on cooling was investigated by elastic 
neutron scattering (with isotopic substitution) and synchrotron X-ray scattering experiments. No 
sudden change of chemical ordering was observed near 850 C, which is in contradiction with 
previous reports [7].  Moreover, with decreasing temperature, an increase in the amount of Zr-Zr 
and Cu-Cu local ordering is observed, while the amount Cu-Zr ordering decreases. These 
surprising results indicate that there is no enhanced Cu-Zr chemical ordering in the Cu46Zr54 
liquid with cooling, which is in disagreement with previous MD simulations [7–9].   The 
experimental results suggest that the atomic potentials used in the MD simulations should be re-
visited for evaluation.       
7.5 Supplementary information 
As discussed in the main text the data statistics in the neutron scattering experiments were not 
the same at all temperatures. To obtain the most accurate partial structure factors and pair 
distribution functions, the following steps were therefore followed.  Because the values of S(q) 
are strongly correlated at different temperatures, S(q,T) was fit at each q by the expression 
obtained from a Taylor expansion [19]: 










) + ⋯                          (7.4) 
By truncating the Taylor expansion after the quadratic term, a parabolic function is obtained.   It 
should be noted that it is only necessary to have a complete set of data at three temperatures to be 
able to determine the temperature dependence of S(q,T).  If there are more data at certain 
temperatures, however, the fit uses all of these.  Since all of the data were not of equal statistical 
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accuracy, a weighted fit was made.  The weighting was determined from the proton charge 
measured at each temperature. As an example, the fit obtained for a q value that is near the 
maximum of the first diffraction peak is shown in fig. S7.1. Following this procedure for all q 
yields the complete S(q,T). 
 
Figure S7.1 – Example of the parabolic fit to S(q0,T) at a particular q value (q = 2.62Å
-1). 
The results of the fits were used to construct the partial structure factors.  To smooth the partials, 
each was averaged over a range of ∆𝑞 =  0.12Å−1 instead of the typical sampling range used in 
the X-ray and neutron scattering experiments (∆𝑞 = 0.02Å−1).   The smoothed partials will have 
a higher statistical accuracy as long as the sampling frequency is large enough that all changes 




= 0.26Å−1.   Assuming that no higher frequency is present gives a noise filter for the 
data, as demonstrated in the partial structure factors in fig. S7.2.  While eliminating the high 
frequencies in q gives a smoother S(q), the pair distribution functions remain unchanged.  
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However, truncating the transform at a sensible value for qmax, beyond which no significant 
signal above the background is present, does improve the accuracy of g(r).   A qmax of 12 Å
-1 for 
the CuCu and CuZr partials and of 7 Å-1 for the Zr-Zr partial were used. The partial pair 
distribution functions obtained as a function of temperature are shown in fig. 7.5(a-c).  
 
Figure S7.2 – Measured partial structure factors for T=1005 C; the solid lines (filtered) are 
obtained by averaging over a range of ∆𝑞 = 0.12Å−1.  
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Chapter 8: Summary and Future work   
 
This dissertation addresses fundamental questions about the high temperature crossover in 
metallic liquids as well as the practical question of predicting glass formation, using 
thermophysical and structural measurements of equilibrium and supercooled liquids. The 
ultimate goal is to better understand why some liquids easily form metallic glasses while others 
do not.  
Multiple molecular dynamics (MD) studies suggest that a crossover temperature for the liquid 
dynamics (TA ), which corresponds to the onset of cooperative structural rearrangements [1,2], 
may be the starting point of glass formation. It is also suggested from the MD simulations that 
there is a structural signature of the dynamical crossover [3]. In Chapter 3, experimental 
evidence was presented to show a possible structural signature in metallic liquids. Based on the 
results of high-energy synchrotron X-ray scattering studies and viscosity measurements, the 
onset temperature for accelerated structural ordering beyond the nearest neighbors in the liquid 
(Ts) was found to correlate with TA. This result is the first time that the connection between liquid 
dynamics and structure predicted from the MD simulations has been demonstrated.  
The focus of chapters 4 and 5 was to determine whether there is a clue for glass formability 
(GFA) in the high temperature liquid. In chapter 4 it was shown that the glass transition 
temperature (Tg) of metallic glasses can be accurately predicted using measurements of the high 
temperature viscosity and thermal expansion coefficient. This has practical implications for the 
glasses where Tg cannot be determined from shear viscosity or specific heat measurements. 
Moreover, the prediction of Tg from liquid properties leads to a new search algorithm using the 
liquid data only to predict GFA.  
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In Chapter 5, a correlation between experimental critical casting thickness, Trg, and Tg/T
*(a 
fragility parameter) was used to develop a GFA prediction formula. By replacing the 
experimentally measured Tg with that obtained from the liquid data, a truly predictive formula 
was proposed.  This differs from a similar method proposed recently that requires that the glass 
first be made before GFA can be predicted.  An analysis of the prediction method was also 
presented, showing that the cases where it fails are ones where the structures of the liquid and 
primary crystallizing phases are similar.   This establishes for the first time that truly predictive 
methods for GFA will require that this factor be considered.    
In Chapter 6, data mining and machine learning methods were applied to predict GFA using a 
dataset containing elemental properties of ternary alloys. Random Forest and Logistic Lasso 
Regression methods both work well in terms of identifying important features suggested by the 
empirical rules and prediction. They also identified structure as an important feature governing 
GFA. However, since the structure in the dataset is for the elemental crystal, how this structure is 
correlated with the liquid and primary crystallizing phase structures is unknown.  
Finally, the liquid chemical evolution in Cu46Zr54 was discussed in Chapter 7, using the results 
from X-ray and neutron (with isotope substitution) scattering studies. While previous MD 
simulations suggest Zr-Cu chemical ordering with decreasing temperature in this liquid, our 
experimental studies suggest Cu-Cu and Zr-Zr ordering at the expense of the Cu-Zr ordering. 
This is a very surprising result and raises questions about the accuracy of the potentials used in 
the MD simulations.  
Although much progress has been made to better understand liquid dynamics, liquid structure, 
and glass formation by thermophysical and structural measurements, a number of questions 
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remain. We have shown that a structural crossover temperature (Ts) is correlated with the 
dynamical one (TA); however, Ts is always lower than TA. Future studies are needed to explain 
this. Moreover, while a method to predict Tg from properties of the equilibrium liquid for 
metallic glasses was presented in chapter 4, we are unsure whether this method works well for 
other types of glasses. Furthermore, we have demonstrated the importance of liquid and 
crystalline structures in the prediction of GFA, but how to incorporate them into a predictive 
formula is unknown. Finally, it is puzzling that no chemical ordering was observed in Cu46Zr54 
liquids. In situ high transmission microscopy may be helpful to make direct observation of the 
atomic rearrangement as a function of temperature. As already mentioned, since the experimental 
evidence is in contradiction with the results from previous MD simulations, the quality of the 
atomic potentials used in the MD modeling need to be reassessed.  
  
 
