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In this work we present a deformed model of Einstein-Proca space-time based on the replacement
of point-like sources by non-commutative smeared distributions. We discuss the solutions to the
set of non-commutative Einstein-Proca equations thus obtained, with emphasis on the issue of
singularities and horizons.
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I. INTRODUCTION
Non-commutativity in the classical formulation of 4-
dimensional General Relativity can be implemented in
several ways. The most frequently used is based in the
replacement of the ordinary product of functions by the
Wigner-Weyl-Groenewold-Moyal ⋆-product [1, 2]
(f ⋆ g)(x) = e
i
2
θµν∂µ∂νf(x)g(y)|y→x. (1)
In this approach, instead of using non-commutative op-
erators for the coordinates, one uses commutative co-
ordinates variables and a modified point-wise product
of functions of them. In most of the models, the ele-
ments θ0i, i = 0, . . . 3, are taken to vanish and only non-
commutativity among spatial coordinates is considered.
Although this prescription is easy to implement, theo-
ries based on it are sometimes difficult to solve explicitly
due to the fact that a general ⋆-product involves an in-
finite number of derivatives, being thus non-local. This
feature forces in some situations to resort to a pertur-
bative treatment as perhaps the only way to gain some
insight into the problem at hand. This is properly jus-
tified in physical scenarios where the non-commutative
parameter is thought to be small, recent bounds on it
are of the order of (10 Tev)−2, however it is always in-
teresting to ask what happens if this is not the case, for
example on a quantum gravity theory.
We should recall that one of the goals of non-
commutativity when used in a classical theory is the reg-
ularisation of singularities, namely, classical divergences
are expected to be removed by the introduction of a non-
commutative structure to which is associated a funda-
mental length. The first model where this idea was put
into practice is due to Snyder [3] with his formulation of
Special Relativity aiming to eliminate the infinities ap-
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pearing in the early stages of Quantum Electrodynam-
ics [4].
It has been pointed out that a non-commutative struc-
ture may violate Lorentz invariance if the time coordinate
is involved. In order to remedy this situation, a proposal
to implement non-commutativity such that Lorentz in-
variance is maintained has been formulated a few years
ago in the context of non-commutative quantum field
theory (NCQFT) by Smailagic and Spallucci [5, 6] us-
ing coherent states. Among the several interesting re-
sults of this approach, it has been noticed that non-
commutativity effectively replaces point-like behaviour
in classical equations, such as Dirac delta functions, by
smeared sources described by Gaussian functions. This
is in accordance with the point of view that space-time,
when equipped with a non-commutative structure, be-
comes fuzzy and points are not longer localised.
More recently, the above result has been applied to
the formulation of non-commutative gravitational mod-
els [7–11]. In analogy with NCQFT, sources of matter
and charge are given by Gaussian distributions that in
the commutative limit reproduce the classical singular
behaviour. With these models, classical issues such as
the presence of horizons in black hole solutions have been
reexamined.
In the following we will use this strategy to build a
deformed Einstein-Proca system. In his original moti-
vation, Proca [12] aimed for an equation describing par-
ticles with positive energy states, having the possibil-
ity of both signs of charge and with non-vanishing spin.
As it is well-known, Proca Lagrangian extends naturally
electromagnetism to the massive photon case and thus
the Proca vector field has associated three polarisations
states, there are a characteristic length for electromag-
netic interaction that depends inversely on the mass of
the photon, conservation of charge is preserved and it is
relativistic invariant [13, 14].
The use of Proca’s equations in physics have been di-
verse and important, for example spin-1 mesons are de-
scribed by them. More recently, Proca-like Lagrangians
have been used in the analysis of renormalizability of
massive Abelian gauge theories, Lorentz violation within
the photon sector of the Standard Model and also in the
2formulation of Abelian gauge theories in Very Special
Relativity [15, 16]. When considering coupling to grav-
itational field, the Einstein-Proca system leads to inter-
esting results on the issue of black holes and their singu-
larities [17] and this line of research is what we want to
pursue.
The present work is organised as follows: in Sec-
tion II we describe the non-commutative structure of the
Einstein-Proca model we consider. Then, in Section III,
the deformed field equations of the model are solved. A
class of regular solutions at the origin is then given in Sec-
tion IV and the strong non-commutative regime, where
more explicit calculations can be done, is discussed. Fi-
nally, we end with some general remarks of the results
obtained in the Conclusions.
II. NON-COMMUTATIVE EINSTEIN-PROCA
SPACE-TIME
The non-commutative Einstein-Proca model is ob-
tained by considering the field equations
Gµν = κ[(Tnc)
µ
ν |matter + T µν |el], (2)
for the spherically symmetric metric
ds2 = eν(r)dt2 − eλ(r)dr2 − r2(dθ2 + sin2 θdφ2). (3)
In this case, the energy-momentum tensors in the field
equations have the following structure: first, the non-
commutative matter tensor, (Tnc)
µ
ν |matter, is given by
(Tnc)
µ
ν = diag(h1, h1, h3, h3), h3 := h1+
1
2
x∂xh1, (4)
where
h1 := −ρm = − M
(4πθ)3/2
e−r
2/4θ. (5)
Here ρm represents a non-commutative diffused distribu-
tion of matter which in the commutative limit θ → 0
becomes a point-like source of mass M located at the
origin. It can be verified straightforwardly that this form
of the energy-momentum tensor satisfies ∇µ(Tnc)µν = 0
due to the definition of the function h3 in terms of h1.
For the electromagnetic part, we have [17]
T µν |el = 2αFµδFνδ+βAµAν− 1
2
gµν(αFρσF
ρσ+βAρA
ρ),
(6)
where Aµ is the four-electromagnetic potencial and
Fµν := ∂µAν − ∂νAµ is the electromagnetic tensor. This
expression comes from the Proca-like Lagrangian density
L = √−g (αFµνFµν + βAµAµ) . (7)
Strictly speaking, the Proca Lagrangian corresponds to
the choice
β
2α
= −µ2, (8)
where µ represents the mass of the gauge field.
The electromagnetic fields are determined by the con-
servation laws
1√−g∂µ
(√−gFµν)− β
2α
Aν =
1
4α
Jνnc, (9)
where now we have a non-commutative four-current Jνnc
in this equation of the form
Jµnc = (g1,~0), g1 := ρe =
Q
(4πθ)3/2
e−r
2/4θ. (10)
Here ρe represents the diffused density charge of the
source at the origin which in the commutative limit be-
comes point-like, in a similar fashion as for the mass den-
sity in the non-commutative energy-momentum tensor.
A. Non-commutative field and conservation
equations
With the above definitions, we now proceed along the
same lines as Vuille et al [17]. First, we set Aµ =
(A0, 0, 0, 0) and use in the field equations and conser-
vation laws the following parametrisations
α = −1
2
ǫ0, β = µ
2ǫ0, s :=
qµ
ǫ0
, (11)
together with the dimensionless variables r and u for the
position and electric field defined by the relations
x := µr, A0 =: su. (12)
After this, we make then a series expansion of all func-
tions, but h1, h3 and g1, on the parameter
ǫ = κ
q2µ2
ǫ0
, (13)
which on physical grounds will be small [17]. In this way
we arrived to the following set of equations of order zero
on the parameter ǫ
− 1
x2
+
e−ν0
x2
− e
−ν0κh1
µ2
− ν
′
0
x
= 0,
−κh3e
−ν0
µ2
− ν
′
0
x
− 1
2
ν′ 20 −
1
2
ν′′0 = 0,
− g1
2sµ2ǫ0
− e−ν0u0 + 2u
′
0
x
+ u′′0 = 0. (14)
These equations are simply those associated to the grav-
itational field of a particle sitting at the origin with both
fuzzy mass and charge; their solution are straightforward
to obtain.
The corresponding field equations to first order on ǫ
are more involved
3− 1
2
e−2ν0u20 +
e−ν0λ1
x2
− κh1e
−ν0λ1
µ2
− 1
2
e−ν0u′ 20 +
λ′1
x
= 0,
1
2
e−2ν0u20 +
e−ν0λ1
x2
− κh1e
−ν0λ1
µ2
− 1
2
e−ν0u′ 20 −
ν′1
x
= 0,
1
2
e−2ν0u20 −
κh3e
−ν0λ1
µ2
+
1
2
e−ν0u′ 20 +
λ′1
2x
+
1
4
λ′1ν
′
0 −
ν′1
2x
− 3
4
ν′1ν
′
0 −
1
2
ν′′1 = 0,
−e−ν0u1 − g1λ1
2sµ2ǫ0
− e−ν0u0λ1 −− g1ν1
2sµ2ǫ0
+ 2
u′1
x
− 1
2
u′0λ
′
1 −
1
2
u′0ν
′
1 + u
′′
1 = 0. (15)
In the next section we discuss the solutions of all these
equations.
III. SOLVING THE FIELD EQUATIONS
First we solve the set of equations to zero order as a
check for our calculations and because these solutions will
be used in the equations to first order. We multiply then
with −x2eν0 the first line in Eq. (14) to get the following
expression
xeν0ν′0 + e
ν0 = 1− κx
2h1
µ2
. (16)
The terms on the left hand side form a total derivative,
thus we have
d(xeν0 )
dx
= 1− κx
2h1
µ2
, (17)
and performing the integration on x leads to
eν0 = 1 +
b
x
− κ
µ2
∫ x
0
dz z2h1(z), (18)
where b is an integration constant. Regular solutions at
x = 0 are posible if we set b = 0. Using the explicit
expression for h1 in this case, we obtain
eν0 = 1− κµM
2π3/2
1
x
γ
(
3
2
,
x2
4µ2θ
)
, (19)
where γ is the lower incomplete gamma function
γ (n, z) :=
∫ z
0
dt tn−1/2e−t. (20)
This is the result previously obtained by Nicolini [7].
The second line in Eqs. (14) can be seen to be equiva-
lent to the previous equation since we can rewrite it as
d2(xeν0)
dx2
= −2κ
µ2
xh3. (21)
Integration of this equation with respect to x gives the
same result as in Eq. (19) due to the identity∫ x
dz zh3(z) =
1
2
x2h1(x), (22)
which can be easily verified using the definition of h3 in
terms of h1 and an integration by parts. In this way the
system to zero order is solved completely for the metric
functions.
The equation for the dimensionless electromagnetic po-
tential u0 is given in the third line of Eqs. (14). In order
to solve it, we make the following considerations: first,
along the same line of thought as in [17], we take the
point of view that the mass term in the solution Eq. (19)
is a correction to the Minkowski metric, thus we write
eν0(x) = 1 + ǫ(x), (23)
where
ǫ(x) = − κµM
2π3/2
1
x
γ
(
3
2
,
x2
4θµ2
)
, (24)
is accordingly a function representing small perturbations
around flat space-time. Consequently, we can safely set
eν0(x) = 1 in the last of the zero-order field equations. In
this way, the equation for u0 in Eqs. (14) reduces to
− g1
2sµ2ǫ0
− u0 + 2u
′
0
x
+ u′′0 = 0. (25)
The homogeneous solutions of this differential equation
are y0 = e
−x/x and y1 = e
x/x. Then, using the varia-
tion of parameters algorithm, we can write down the full
solution in the form
u0 = c0y0 + c1y1 − y0
∫ x
0
dz
y1(z)g˜1(z)
W (y0, y1)(z)
+y1
∫ x
0
dz
y0(z)g˜1(z)
W (y0, y1)(z)
, (26)
where W (y0, y1)(z) = 2/z
2 is the Wronskian of y0 and y1
and
g˜1 :=
g1
2sµ2ǫ0
. (27)
4Before proceeding some comments are in order: con-
trary to what happens in the classical commutative case,
where we have a homogeneous differential equation for
the electric potential [17], now we have to deal with con-
tributions involving the function y1 = e
x/x that diverges
when x→∞. Hence, what we should do is to guarantee
that the solution for u0 is well-behaved in this limit and
for that we can choose the constant c1 properly; this is
similar to the choice of the constant b in the solution of
eν0 .
To do this, let us consider the integral in the fourth
term in Eq. (26)
eµ
2θ
∫ x
0
dz ze−(z+2µ
2θ)2/4µ2θ, (28)
where we have used the explicit expressions for y0, y1 and
g1. We see then that
c1 = −eµ
2θ
∫ ∞
0
dz ze−(z+2µ
2θ)2/4µ2θ, (29)
is the appropriate choice that will give a regular solution
at infinity due to the fact that the second and fourth
term in Eq. (26) will then combine to produce upper
incomplete gamma functions. When multiplied by the
function y1, the resulting function will converge as x →
∞.
A similar procedure can be done with the integral in
the third term in Eq. (26), where after a change of vari-
able z → ζ = z − 2µ2θ and a shift of the arbitrary con-
stant c0, the integral can be written now in terms of
lower incomplete gamma functions. Taking into account
all these considerations, we arrive then finally for u0 to
the expression
u0(x) = c0
e−x
x
− Q
(4πθ)3/2
eµ
2θ
4sµ2ǫ0
× 2µ2θ u˜0(x) (30)
where
u˜0(x) =
e−x
x
{
γ
[
1,
(x− 2a)2
4a
]
+ a1/2 γ
[
1
2
,
(x− 2a)2
4a
]}
+
ex
x
{
Γ
[
1,
(x+ 2a)2
4a
]
− a1/2 Γ
[
1
2
,
(x+ 2a)2
4a
]}
, (31)
a := µ2θ, γ(n, z) is the lower incomplete gamma function
defined previously and Γ(n, z) is the upper incomplete
gamma function
Γ (n, z) :=
∫ ∞
z
dt tn−1/2e−t. (32)
We obtain thus a very symmetric expression for the di-
mensionless electric potential u0. In Fig. 1 we plot the
function u˜0(x) for small values of a; it can be seen easily
that in the limit a→ 0 this function becomes e−x/x. At
the value x = 2a = 2µ2θ, this function has a peak which
is more evident for values of a around 0.5 as shown in
Fig. 2.
0 1 2 3 4
x
0.2
0.4
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u0HxL
FIG. 1: The function u˜0(x) is shown for a =
0.05, 0.005, 0.0005 from bottom to top. The solid line is the
function e−x/x.
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FIG. 2: The function u˜0(x) for a = 0.4, 0.5, 0.6 from left to
right.
Having obtained the zero-order solutions to both the
metric and the electromagnetic potential, the constant
c0 remains unspecified but it will be fixed later, we now
focus on he solutions to first order Eqs. (15). In these
equations, we can subtract the second equation to the
first to obtain
λ′1 + ν
′
1 = xe
−2ν0u20, (33)
and this equation can immediately be solved for λ, that
is
λ1 = −ν1 +
∫ x
dz ze−2ν0u20. (34)
In the same way, solving in Eq. (33) for λ′ and substi-
tuting this and Eq. (34) in the second order differential
5equation for ν1, we obtain after some algebra
ν′′1 +
2
x
ν′1 + 2ν
′
1ν
′
0 −
2κ
µ2
e−ν0h3ν1 =
x
2
e−2ν0ν′0u
2
0
+2e−2ν0u20 + e
−ν0u′0
2 − 2κ
µ2
e−ν0h3
∫ x
dz ze−2ν0u20. (35)
To simplify this equation further, we may take into
account now the same considerations that we discussed
in the case of the zero order equations. The basic idea
is to recall that the Schwarzschild-like term in eν0 will
define a small function
ǫ(x) = − κµM
4π3/2
1
x
γ
(
3
2
,
x2
4a
)
. (36)
More precisely, the parameter
δ :=
κµM
8π3/2
, (37)
will be taken to be small. In consequence we have the
following expressions
e−ν0 = 1− ǫ(x), e−2ν0 = 1− 2ǫ(x), (38)
together with
ν′0 = ǫ
′(x). (39)
Now, since by definition ν1(x) is a first order correction
as well as its derivative, they can be assumed to be both
of order on δ and accordingly we can eliminate higher
order terms in the left hand side of Eq. (35). By doing
so, we arrive to the following differential equation for ν1
ν′′1 + 2
ν′1
x
= F (x), (40)
where F (x) is defined as the right hand side of Eq. (35)
after simplification. Once this function is computed, we
obtain therefore the solution
ν1 = d0 +
d1
x
+
∫ x
0
dz zF (z)− 1
x
∫ x
0
dz z2F (z). (41)
Finally, with this input the metric coefficient g00 will be
given by
g00 = e
ν = 1− κµM
2π3/2
1
x
γ
(
3
2
,
x2
4a
)
+ ν1(x), (42)
in our approximation.
IV. ASYMPTOTIC LIMITS AND REGULARITY
Before proceeding and as a check to our calculations,
it is worthwhile to take a moment to discuss the limits
µ 6= 0, θ → 0 and µ → 0, θ 6= 0. In the first case, the
solution to the scaled electromagnetic potential is
u0(x) = c0
e−x
x
. (43)
and the corresponding equation equation for the pertur-
bation ν1(x) becomes
ν′′1 (x) +
2
x
ν′1(x) = u
′
0(x)
2 + 2u0(x)
2. (44)
Using the explicit expression for u0(x) in this last equa-
tion we obtain
ν′′1 (x) +
2
x
ν′1(x) = c
2
0
(
3
e−2x
x2
+ 2
e−2x
x3
+
e−2x
x4
)
. (45)
As expected, we recover the differential equation for ν1
discussed in [17]. The particular solution to it is then
ν1(x) =
c20
2
(
e−2x
x2
−
∫
e−2x
x2
dx
)
. (46)
For the second case, the analysis is better done starting
with the differential equation Eq. (25) for u0 and using
the radial variable r. With the explicit form of the func-
tion g1 we have
u′′0(r) +
2
r
u′0(r) =
1
2sǫ0
Q
(4πθ)3/2
e−r
2/4θ, (47)
or equivalently
(r2u′0(r))
′ =
1
2sǫ0
Q
(4πθ)3/2
r2e−r
2/4θ. (48)
Integration gives immediately
u′0(r) =
1
2sǫ0
Q
(4πθ)3/2
1
r2
∫ r
0
dz z2e−z
2/4θ. (49)
After a change of variables in the integrand, we arrive to
u′0(r) =
1
4sǫ0
Q
π3/2
1
r2
γ
(
3
2
,
r2
4θ
)
. (50)
The previous result can also be derived from the solu-
tion
u0(r) = −2θA
r
∫
e−r
2/4θdr, (51)
obtained from the variation of parameters method. Here
A := Q/2sǫ0(4πθ)
3/2. From it we have
u′0(r) =
2θA
r2
∫
e−r
2/4θdr − 2θA
r
e−r
2/4θ. (52)
After an integration by parts we finally arrive to
u′0(r) =
A
r2
∫
r2e−r
2/4θdr, (53)
which is nothing but Eq. (50). Thus, the electric field is
given by
E(r) = − Q
4πǫ0r2
1
π1/2
γ
(
3
2
,
r2
4θ
)
, (54)
6which is, up to a constant factor, the same expression as
that obtained by Nicolini [8].
Having discussed these two limits, we now want to con-
sider solutions to Eq. (35) such that both the scaled mag-
netic potential u0 and the metric function ν1 be regular
at the origin. This requirement for the function u0 fixes
the value of the constant c0 in Eq. (30) to
c0 =
√
πχea +
χea√
a
− 2χeaΓ
(
1
2
, a
)
, (55)
where χ := Q/4π1/2q. Near x = 0 we have then the
following series development
χ−1u0(x) = 2e
aΓ
(
1
2
, a
)
− 1√
a
x+ . . . (56)
The parameter χ measures the relative strength of the
charge Q of a test particle to the Proca charge q; we
may assume that χ ≪ 1. Then from the second and
third terms in the right hand side of Eq. (35) we notice
that χ2 ∼ δ. This in turn means that the integral in this
equation can be neglected, its contribution being of order
δχ2 ∼ δ2 and furthermore, than the first term involving
ν′0u
2
0 ∼ δ2 can also be omitted.
In this reduced setting the function F (x) is given then
by
F (x) = u′0
2
+ 2u20, (57)
where we have used eν0 = 1 to lowest order. Around
x = 0 it has the following behaviour
F (x) =
χ2
a
[
1 + 8eaaΓ
(
1
2
, a
)2]
−28e
aχ2Γ
(
1
2 , a
)
3
√
a
x+. . . ,
(58)
being then regular at the origin. Recalling that u0 van-
ishes at infinity, then u′0 → 0 as x→∞ and hence, F (x)
also vanishes as x→∞.
It is clear now that by taking d0 = d1 = 0 in Eq. (41)
we have a regular solution for ν1(x) at x = 0. Indeed
ν1(x) =
χ2
a
[
1 + 8eaaΓ
(
1
2
, a
)]
x+ . . . (59)
when x≪ 1.
On the other hand, from the fact that the function
F (x) is positive definite, and finite at x = 0, we see that
the derivative
ν′1 =
1
x2
∫ x
0
z2F (z) (60)
will always be positive; the integral converges since F (x)
vanishes exponentially for large values of x. Inflection
points for ν1 will satisfy the equation
x3F (x) = 2
∫ x
0
z2F (z). (61)
Therefore, since ν1 vanishes at the origin and its deriva-
tive is always positive, we deduce that ν1 is always pos-
itive. In consequence any horizon arising from the zero
order solution Eq. (19) will be shifted from its original
location, and indeed, a horizon in the zero order solution
may be eliminated when taking into account the correc-
tion ν1.
A. Strong non-commutativity
For the particular choice of c0 given by Eq. (55) in
the previous section, let us now consider the case a≫ 1,
which is the regime of strong non-commutativity. We fo-
cus on it because explicit calculations can be done. First
we have the asymptotic expression
u0(x) =
2χ√
a
1− e−x
x
=
2χ√
a
{
1− 12x for x≪ 1,
1
x for 1≪ x,
(62)
as a→∞. The function F (x) in this case is given by
F (x) =
4χ2
ax4
[
1 + 2x2 − 2e−x − 2xe−x − 4x2e−x
+e−2x + 2xe−2x + 3x2e−2x
]
. (63)
The two integrals
∫ x
0 dz zF (z) and
∫ x
0 dz z
2F (z) can be
readily calculated. We obtain
ν1(x) =
χ2
a
[4f1(x)− 2e
−2x
x2
f2(x)], (64)
where
f1(x) = f0 − 1
2x2
[1− 2e−x − 2xe−x + e−2x + 2xe−2x
−2x2Ei(−2x) + 6x2Ei(−x)− 4x2 ln(x)], (65)
and
f2(x) = −2−3x+4ex+8xex−2e2x−5xe2x+4x2e2x. (66)
Here f0 := − 12 + 2γ − ln(2), γ is Euler’s constant and
Ei(z) =
∫ ∞
−z
e−t
t
dt. (67)
In Fig. 3 we plot this solution for some values of the pa-
rameter a. We remark that it has the behaviour discussed
previously.
V. CONCLUSIONS
We have analysed a non-commutative gravitational
model based on the non-linear Proca-Einstein La-
grangian. The presence of non-commutative relations
72 4 6 8 10
x
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Ν1HxL
FIG. 3: The function ν1(x) for a = 1, 10 (χ = 0.1) from top
to bottom.
among the coordinates is implemented by considering
smeared mass and charge distributions.
It has been shown that the field equations can be solved
perturbatively by following a procedure similar to that
of the classical case, namely by doing a series develop-
ment on the Proca mass parameter µ. This allowed us to
write a set of coupled equations for the zero order metric
functions and the corresponding first order corrections.
The solution of the first set gives as expected for vanish-
ing non-commutative parameter the classical solution of
Vuielle et al. [17], while in the limit of small Proca mass,
the non-commutative solution for a spherical space-time
given by Nicolini [8] is recovered.
Among the possible solutions to the field equations we
have considered a certain class defined by having regular
metric functions both at infinity and the origin. That
this kind of solution exists is not a priori evident since
now the differential equation for the scaled potential u0
is modified in a non-trivial way, its general solution given
in terms of decreasing and raising exponentials and lower
and upper incomplete gamma functions.
Fortunately enough, it is possible to choose the integra-
tion constants appropriately to satisfy the requirements
of regularity. An important feature of this class of so-
lutions is the fact that horizons may be avoided by the
contribution coming from the correction ν1 and this holds
as long a 6= 0; non-commutativity, in spite of producing
a complicated set of field equations, is essential in this
regard.
Finally, in the limit of strong non-commutativity, as
measured by the parameter a→∞, we observe that the
scaled potential u0 for the Einstein-Proca system has a
very simple form and explicit calculations can then be
performed. We see that ν1 takes small values in this
regime so that it can be seen as a small perturbation to
the zero order metric coefficient eν0 which behaves as
1− 1
3
δ
a3/2
x, (68)
when a → ∞. We may try to apply these and related
ideas to other kinds of non-linear electrodynamics.
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