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Abstract 
Studies on drug design datasets are continuing to grow. These datasets are usually known as 
hard modeled, having a large number of features and a small number of samples. The most 
common problems in the drug design area are of regression type.  
Committee machines (ensembles) have become popular in machine learning because of their 
high performance. In this study, dynamics of ensembles on regression related drug design 
problems are investigated on a big dataset collection. The study tries to determine the most 
successful ensemble algorithm, the base algorithm-ensemble pair having the best / worst 
results, the best successful single algorithm, and the similarities of algorithms according to 
their performances. We also discuss whether ensembles always generate better results than 
single algorithms.  
 
1. Introduction 
Drug datasets are often known as hard modeled datasets because of small number of samples 
and large number of dimensions. Getting good prediction results with such datasets in the 
process of drug design can provide large financial and time savings in pharmaceutical 
research and development. 
In machine learning, it is popular to use algorithm ensembles by using several algorithms and 
combining their results. In ensembles, the base algorithms generate partially dependent or 
independent results on the same or a different part of a dataset, and then results are combined 
in several ways. The success of an ensemble depends on two main properties: the first is the 
individual success of the base algorithms of the ensemble, and the second one is the 
independence of base algorithms' results from each other (low error, high diversity)[1]. 
This study aims at overcoming the difficulties of modeling drug datasets by using ensembles. 
Our experiments focus on regression ensembles because most drug design problems are of 
regression type. The performance of ensemble algorithms over drug datasets is investigated 
with respect to ensemble algorithms themselves, and the base algorithms used within the 
ensemble algorithms. In literature, several ensemble algorithms are proposed. However the 
application of these algorithms to drug design datasets has been limited. To provide more 
comprehensive results to the drug design community, the performances of 4 different 
ensemble algorithms and 5 base algorithms for each ensemble are comparatively evaluated on 
36 drug design datasets in this paper. 
 
2. Algorithms Used in the Study 
In this section, the base and ensemble algorithms used in our study are briefly described. For 
the evaluation of the algorithms, the WEKA software was used [2].  
 
2.1 Ensemble Algorithms 
Bagging / Bootstrapping: Bagging generates N new equal-sized datasets from the original 
dataset by selecting samples with replacement [3]. The base algorithms are trained with the 
datasets. The independence of the individual results is confirmed in experiments to some 
degree. N was chosen as 10 in our experiments.  
Additive Regression: It is the adaptation of the AdaBoost algorithm to regression type of 
problems [4]. At each iteration, the samples having big errors at the previous iteration are 
considered. The output is calculated by combining the results obtained at each iteration. The 
iteration number was chosen as 10 in our study.  
Feature Selection: A feature selection process is performed before the base algorithm is 
applied. CfsSubsetEval method is used for feature selection [5]. This method chooses the 
subsets of features that are highly correlated with the output while having low 
intercorrelation.  
Random Subspace: In this ensemble algorithm, all the samples are used, but all the features 
are not used.  Each algorithm in the committee is trained by a randomly selected subset of all 
features [6]. With this approach, the diversity of algorithms' results is increased. In our study, 
the number of features in each subspace is chosen as the half of the original number of 
features. The results of 10 algorithms trained in different subspaces are combined. 
 
2.2 Regression Algorithms 
In our study, 5 regression algorithms were used as base learners in ensembles. They are as 
follows: 
M5 Model Trees: It is a regression tree algorithm proposed by Quinlan [7]. Its leaves 
contain linear models. The dataset is divided into subspaces through the leaves. A linear 
model is utilized in each subspace. The subspace boundaries are defined by the "feature-
threshold value" pairs which mostly decrease the standard deviations of the output values. 
RepTree: It is a fast regression tree algorithm [2]. Its leaves contain constant output values. 
At each node, a "feature-threshold value" pair is selected based on most reduction in the 
variance of the output. Then, the tree is pruned by a bottom-up reduced-error pruning. 
Partial Least Squares: Principal component analysis identifies directions with greatest 
variation, but does not use output information. Partial Least Squares also take into account the 
direction of output values when transforming the dataset into a lower dimensional space [8].  
Simple Linear Regression: A linear regression model is constructed for each single feature. 
The model having lowest squared error is selected as the final model [2]. 
Kstar: It is a sample-based algorithm. Each feature is processed separately when 
determining the distances of the samples to each other. The distance between two vectors 
based on a single measure is measured by transforming probability with previously 
determined operators. The distances between samples are determined using these transformed 
probabilities of features [9]. 
 
3. Previous Works  
The selected previous studies in this area are shown comparatively in Table 1. It is observed 
that a larger number of datasets were used in classification problems, and in regression 
problems, the number of datasets used is not sufficient to reach general conclusions. 
 
4. Dataset Collection 
Our drug data collection consists of 36 drug datasets obtained from several studies. The 
datasets are shown in Table 2. The datasets with 1143 features are formed using 
Adriana.Code software [17]. The molecules and outputs are taken from the original studies. 
The other datasets are taken exactly from the original studies. The datasets in arff file format 
are available in [18].  
Table 1. Previous Works 
Reference Compared methods in the 
study 
Datasets Results 
[8] PLS, Bagging with PLS, 
PLS ensemble with and 
without noise 
The datasets are 
generated from one 
regression type near-
infrared (NIR) 
dataset with adding 
several types of 
noise. 
Noise ensemble PLS is better than regular 
PLS. Bagging does not seem to give any 
improvement over PLS. 
[10] KPLS, PLS, PLS 
Bagging, PLS Boosting, 
KPLS Bagging, KPLS 
Boosting, 
Two regression type 
near-infrared (NIR) 
datasets. 
KPLS is better than PLS. Bagging and 
boosting has no significant effect on KPLS 
and PLS.   
[11] Boosting, Random Forest, 
Decision Tree, PLS, 
KNN, SVM 




Boosting and Random Forest are better than 
other algorithms. 
[12] SVM, SVM ensembles, 





Single SVM and SVM ensembles are better 
than others. 
[13] One base learner (MLP).  
Bagging, ensemble with 
full and partial samples. 
4 chemical regression 
type datasets 
Ensembles with full samples are better than 
bagging.  
[14] Decision tree, bagging, 





SVM and Random Forest are better than other 
algorithms. 
[15] One base learner (C4.5)  
Boosting, Random 
Subspaces, Random 
Trees, Bagging, Random 
Forest 
34 UCI classification 
datasets 
All ensembles are better than a single C4.5. 
But no algorithm is significantly better than 
Bagging. The best performing algorithm is 
Random Forest. 
[3] One base learner (C4.5)  
Bagging, Boosting, 
Randomization 
32 UCI classification 
datasets 
On original datasets:  
Boosting >Bagging=Randomization   
On datasets with class noise: Bagging is the 
best. 
[16] Bagging, Boosting, 
Randomized C4.5 
57 UCI classification 
datasets 
Boosting, random forest, randomized trees are 
better performers than bagging. 
 
Table 2. The 36 Drug Design Datasets (The values next to dataset names are the number of 
features, the number of samples and the dataset references, respectively) 
yokoyama1-1143-13- yokoyama2-1143-12 - cristalli-1143-32- depreux-1143-26-  garrat-1143-10- garrat2-1143-14- 
heyl-1143-11- krystek-1143-30-  penning-1143-13- rosowsky-1143-10- siddiqi-1143-10- strupcz-1143-34- svensson-







































4. Experimental Results 
5 base regressors were used together with each ensemble algorithm on 36 regression type 
drug design problems. The base and ensemble algorithms and their abbreviations are given in 
Tables 3 and 4, respectively. In the succeeding tables, these abbreviations are used.  
Table 3. Ensemble Algorithms Used and Their Abbreviations 
Ensemble Algorithm Abbreviation 
Bagging BG
Additive Regression (Boosting) ADD
Feature Selection ATT
Random Subspace RS
Table 4. Base Regression Algorithms Used and Their Abbreviations 
Base Regressor Abbreviation
M5 Model Trees M5P
RepTree Rep
Partial Least Squares PLS2
Simple Linear Regression SLR
Kstar KS
 
The experiments were done to answer the following questions in drug design problems: 
• Do algorithm ensembles generate more successful results than a single algorithm? 
• What is the most successful ensemble algorithm? 
• What is the base algorithm- ensemble pair having the best / worst results? 
• Which algorithm performs well with ensembles? 
• What is the most successful single algorithm? 
• How are algorithms grouped according to their performances? 
To answer these questions, 25 algorithms ((4 ensemble +1 single) * (5 base algorithm) =25) 
were employed on 36 drug design datasets given in Table 2. 5-fold cross validation was used, 
and the root mean squared error (RMSE) results were averaged. 
 
In some experiments, very high RMSE results were obtained, especially with the SLR 
algorithm disturbing the overall averages.  Because of this, performance comparisons of the 
algorithms were done with algorithms' success ranking instead of averaged RMSEs. At each 
experiment, averaged 5-fold cross validation RMSEs are sorted in ascending order. The 
algorithm with lowest RMSE gets the 1st ranking. The worst one gets the 25th ranking. These 
success rankings are given in Table 5. The 36 datasets are ordered along the columns of the 
table. The algorithms are ordered along the rows of the table. Each algorithm's average 
success rate and its standard deviation are shown in the last two columns.  
Table 5. The success ranking of 25 Ensemble-Algorithm pairs on 36 drug datasets (The best 
to worst, 1 to 25) 
Dataset ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 Avg. Std.
BG_Rep 14 20 15 25 15 5 13 3 11 19 21 24 16 11 25 12 13 8 8 6 9 10 17 22 8 7 5 9 17 16 7 9 8 17 22 17 13.44 6.14
BG_M5P 23 19 13 22 10 9 3 19 10 9 19 21 1 25 23 20 17 2 16 13 13 9 15 7 20 10 16 16 7 25 5 13 2 18 17 22 14.14 6.88
BG_PLS2 18 25 12 19 17 17 22 18 21 16 9 7 18 16 14 24 20 18 15 17 20 20 14 17 19 11 19 15 18 22 1 17 20 5 13 13 16.31 5.07
BG_SLR 13 10 7 1 2 3 11 11 1 2 20 3 12 14 22 1 12 11 17 12 19 19 7 24 18 17 25 23 2 10 6 2 22 11 10 6 11.28 7.43
BG_KS 9 4 25 16 19 21 12 10 17 24 4 16 24 13 8 8 14 1 25 9 12 8 22 21 7 21 9 21 25 11 15 24 10 24 25 24 15.50 7.28
ADD_Rep 5 13 19 10 12 4 5 2 19 5 14 11 3 1 5 6 6 6 4 1 8 5 11 5 4 5 3 7 10 8 20 7 14 10 21 16 8.47 5.51
ADD_M5P 24 7 11 4 7 11 23 23 13 3 25 19 6 22 4 3 21 23 2 25 2 17 21 10 23 13 15 5 5 1 12 6 16 19 3 21 12.92 8.19
ADD_PLS 17 21 5 21 9 23 10 24 25 12 1 22 21 23 7 21 24 20 13 22 25 23 4 1 12 2 10 22 15 17 2 12 19 6 15 7 14.81 7.87
ADD_SLR 25 2 1 2 1 2 8 25 3 1 5 18 7 20 12 25 25 16 12 23 16 22 3 2 11 1 18 25 19 5 16 1 1 21 4 3 11.14 9.14
ADD_KS 2 22 23 20 25 8 24 8 9 25 2 5 25 7 2 11 3 4 23 3 15 4 24 4 5 19 7 18 6 13 17 20 13 12 19 19 12.94 8.16
ATT_Rep 6 15 18 11 11 16 1 4 20 23 18 10 8 2 11 14 5 9 21 4 6 7 9 16 2 4 1 2 12 20 9 22 7 9 16 15 10.67 6.49
ATT_M5P 22 8 14 3 3 22 4 21 4 4 11 12 14 15 24 4 22 25 19 21 10 15 5 6 25 8 11 10 4 14 22 5 6 1 5 8 11.86 7.56
ATT_PLS2 20 17 6 12 14 18 7 20 8 14 7 14 15 19 17 19 23 22 18 24 18 12 16 14 15 9 13 20 8 21 18 8 3 20 2 5 14.33 5.91
ATT_SLR 11 6 3 6 4 1 18 7 6 7 23 2 10 10 19 16 8 14 6 15 4 14 2 9 22 16 24 13 21 4 25 11 24 14 12 2 11.36 7.18
ATT_KS 3 9 21 15 13 24 14 14 22 18 13 17 2 4 9 22 11 12 9 19 22 6 20 20 16 25 14 24 3 24 19 21 5 25 9 9 14.81 7.03
RS_Rep 7 14 20 17 18 12 9 5 14 17 15 23 13 8 13 10 1 7 7 5 7 1 19 18 3 6 4 4 9 15 11 19 12 8 20 18 11.36 6.00
RS_M5P 16 18 16 9 22 25 6 15 2 8 16 25 20 24 20 2 16 24 14 10 21 24 8 12 14 23 17 8 16 9 21 3 15 4 1 12 14.33 7.22
RS_PLS2 15 24 9 24 24 13 19 17 23 15 10 9 19 18 16 18 19 19 20 16 24 16 12 11 10 24 20 14 14 23 4 16 17 2 8 10 15.89 5.77
RS_SLR 12 11 4 8 6 7 15 12 7 20 17 6 11 12 21 13 9 17 11 11 11 21 6 19 17 20 21 1 22 6 23 14 25 16 14 4 13.06 6.21
RS_KS 8 1 22 14 20 20 20 13 16 22 8 15 22 5 6 9 10 10 24 8 23 11 25 23 13 22 8 19 24 19 10 25 11 22 24 25 16.03 6.99
Rep 4 12 17 18 16 15 2 1 18 11 12 13 4 3 10 5 4 5 3 7 5 2 10 15 1 3 2 3 11 7 13 15 4 7 18 14 8.61 5.66
M5P 21 16 8 7 8 10 21 22 12 10 24 20 5 21 3 23 15 15 1 20 1 25 18 25 24 12 12 6 1 2 8 4 21 15 7 20 13.42 7.87
PLS2 19 23 10 23 23 14 16 16 24 13 6 8 17 17 15 17 18 21 10 18 17 18 13 13 9 14 22 12 13 18 3 18 18 3 6 11 14.89 5.54
SLR 10 5 2 5 5 6 17 6 5 6 22 1 9 9 18 15 7 13 5 14 3 13 1 8 21 15 23 11 20 3 24 10 23 13 11 1 10.56 6.95
KS 1 3 24 13 21 19 25 9 15 21 3 4 23 6 1 7 2 3 22 2 14 3 23 3 6 18 6 17 23 12 14 23 9 23 23 23 12.89 8.59
 
In Table 6, the summary of Table 5 is given. Each cell is the averaged success ranking of the 
experiments with the algorithm at the cell's row and the ensemble at the cell's column. The 
average success rankings of the single algorithms used are given in the Single column. In the 
Avg. column, the averaged success ranking of the experiment with respect to the base 
algorithms is given.  In the Avg. row, the averaged success rankings of the experiment with 
respect to the ensemble algorithms are given. 
Table 6. The averaged success rankings of base algorithm and ensemble combination (The 
best to worst, 1 to 25) 
  BG ADD ATT RS Single Avg. 
Rep 13.44 8.47 10.67 11.36 8.61 10.51
M5P 14.14 12.92 11.86 14.33 13.42 13.33
PLS2 16.31 14.81 14.33 15.89 14.89 15.24
SLR 11.28 11.14 11.36 13.06 10.56 11.48
KS 15.50 12.94 14.81 16.03 12.89 14.43
Avg. 14.13 12.06 12.61 14.13 12.07   
 
When Tables 5 and 6 are investigated, the following conclusions are reached: 
• The best performance (8.47) is obtained with the Additive regression- RepTree pair. 
• Single RepTree is more successful than using it with the ensemble algorithms, except 
for Additive Regression.  
• M5P and PLS2 with ADD and ATT ensemble algorithms are more successful than 
using them alone. 
• Single SLR and Kstar algorithms are more successful alone than using them with the 
ensemble algorithms. 
According to these results, it can be said that using ensemble algorithms does not always 
produce better results than using single algorithms with drug design datasets. Only the 
average success of the ADD ensemble algorithm is better than single algorithms. 
In Table 7, single algorithms and algorithm-ensemble pairs are shown according to their 
average success rankings.  
Table 7. Algorithms' average success rankings (The best to worst) 
Algorithm Avg.  Algorithm Avg. 
ADD_Rep 8.47 M5P 13.42
Rep 8.61 BG_Rep 13.44
SLR 10.56 BG_M5P 14.14
ATT_Rep 10.67 ATT_PLS2 14.33
ADD_SLR 11.14 RS_M5P 14.33
BG_SLR 11.28 ADD_PLS2 14.81
ATT_SLR 11.36 ATT_KS 14.81
RS_Rep 11.36 PLS2 14.89
ATT_M5P 11.86 BG_KS 15.50
KS 12.89 RS_PLS2 15.89
ADD_M5P 12.92 RS_KS 16.03
ADD_KS 12.94 BG_PLS2 16.31
RS_SLR 13.06
 
When Table 7 is examined, it is observed that the algorithms having RepTree as the base 
algorithm are successful.  Despite the simplicity of SLR, it takes the third place. SLR has large 
RMSEs with some datasets having larger number of features than the number of samples. So, 
the SLR can be a simple and successful choice if the number of features is not bigger than the 
number of samples. 
 
In Figure 1, the hierarchical clusters of the algorithms according to their RMSE values on 36 
datasets are given. The closeness of the connection point of clusters to the left side directly 
represents the similarity of the algorithms. According to this, the most similar algorithms are 
ATT_SLR and SLR. The second ones are RS_PLS2 and PLS2. 
 
Figure 1. The hierarchical clusters of the algorithms according to their RMSE values on 36 
datasets. 
According to Figure 1, the following conclusions are reached: 
• Ensemble-Algorithm pairs are generally clustered with their own single algorithms. 
Only M5P places in different groups (in PLS2 and SLR groups). 
• The most similar ensemble algorithm to the single algorithm is ADD (3 best 
similarities out of 5 groups). 
• Ensemble-Algorithm pairs are clustered into two big groups. One group includes the 
algorithms containing Kstar and Rep algorithms. The second group includes the 
others. 
 
The similarities of algorithms' success rankings were also investigated using correlation 
coefficients. For this purpose, the correlation coefficients between the success rankings of the 
methods were calculated. In Table 8, the most related (having the correlation coefficient 
bigger than 0.7 in absolute value) method pairs are given.  
Table 8. The most related method pairs  
Method 1 Method 2 
Correlation 
Coefficient 
RS_Rep Rep 0.82237 
ADD_M5P M5P 0.75414 
BG_PLS2 RS_PLS2 0.70136 
BG_PLS2 PLS2 0.77935 
RS_PLS2 PLS2 0.84294 
ATT_SLR RS_SLR 0.7666 
ATT_SLR SLR 0.9887 
RS_SLR SLR 0.76756 
BG_KS RS_KS 0.84298 
BG_KS KS 0.82931 
ADD_KS KS 0.76715 
RS_KS KS 0.84493 
ADD_SLR RS_Rep -0.78458 
 
It is observed that Table 8 and Figure 1 are very similar. The most related method pairs in 
Table 8 (e.g. ATT_SLR and SLR, RS_PLS2 and PLS2, BG_KS and RS_KS, RS_KS and KS) are 
also most similar method pairs in Figure 1. Algorithms are again grouped according to base 
algorithms, not ensemble algorithms. 
 
5. Conclusions  
 
In machine learning, committee algorithms (ensembles) are highly popular because of their 
commonly better performances than single algorithms. 
 
In this study, the comparative performances of algorithm ensembles with drug design data 
were investigated. A large drug design dataset collection with 36 regression type datasets was 
used for this purpose. We obtained the performances of the single algorithms and the 
algorithm ensembles on these datasets. Combinations of 5 base algorithms and 4 ensemble 
algorithms were investigated. 
 
In Table 9, the conclusions are given in the form of the questions which we try to answer and 
the answers obtained from our experiments. 
Table 9. The questions and their answers obtained with the experimental studies on drug 
datasets 
Question Answer (Based on Drug Design 
Experiments) 
Do algorithm ensembles generate more 
successful results than a single algorithm? 
Generally no. 
How are the best successful ensemble 
algorithms ranked? 
Success ranking: Boosting (ADD) > Single > 
Feature Selection (ATT) > Bagging (BG) 
=Random Subspace (RS) 
What is the base algorithm- ensemble pair 
having the best / worst results? 
The best one: Boosting with RepTree 
(ADD_Rep) 
The worst one: Bagging with Partial Least 
Squares (BG _PLS) 
Which are the algorithms having better 
performances with ensembles than by 
themselves? 
M5 Model Trees (M5P) and Partial Least 
Squares (PLS) algorithms with Boosting 
(ADD) and Feature Selection (ATT) 
ensemble algorithms have better results than 
single M5P and single PLS.  
How are the best successful single algorithms 
ranked? 
Success ranking: RepTree > Simple Linear 
Regression > Kstar > M5 Model Trees > 
Partial Least Squares 
How are similarities of algorithms according 
to their performances? 
The ensemble-algorithm pairs are mainly 
grouped with the base algorithm. This shows 
that the performance of an experiment is 
determined by the base algorithms, not the 
ensemble algorithm.   
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