The topology of an elementary abelian extension of local fields with one ramification break is, since there is only one break, rather symmetric with respect to Galois action. In this paper, we consider a particularly symmetric sub-class, which we call one-dimensional and in characteristic p is linked to the Artin-Schreier equation x p f − x = β. The utility of this additional symmetry is illustrated by an explicit description of Galois module structure.
Introduction
Elementary abelian p-extensions L/K of local fields with perfect, characteristic p residue fields are relatively simple objects. If, in characteristic 0, we restrict to Kummer extensions, they correspond to subgroups, associated with the ground field, that are vector spaces over the finite field with p elements. Nevertheless, because of ramification in these extensions is wild there are basic questions, such as those concerning the Galois module structure of ideals, about which little is known.
These extensions can be endowed with additional structure when their corresponding subgroups are vector spaces over the residue field. Extensions corresponding to one-dimensional vector spaces are thus symmetric with respect to the residue field and must be considered particularly simple. This paper validates this natural (and once naive) supposition. Our work was motivated by [BE, §5] where an extreme property, namely maximal ramification, of the refined ramification filtration (defined in [BE05]) was found to lead to an easy determination of the Galois module structure of ideals.
Our main result is that this class of one-dimensional elementary abelian extensions is maximally ramified. As a result, we are able to generalize the main result of [EM95] , which concerns weakly ramified extensions, by describing each ideal P n L in a one-dimensional elementary abelian number
In slightly more concrete terms, an elementary abelian extension L/K of degree p n , n > 1 is one-dimensional if L can be expressed as L = K(x 1 , . . . , x n ) with x p i − x i = ω i β for some β ∈ K with v K (β) = −b, 0 < b and gcd(b, p) = 1, and some ω i ∈ F, spanning an n-dimensional subspace over F p . But there is an alternate (and perhaps much more familiar) way to approach this class of extensions.
Lemma 2.1. An elementary abelian extension L of K is one-dimensional if and only if L ⊆ K(y) with y p f − y = β for some f > 1.
Proof. Assume that L = K(x 1 , . . . , x n ) is one-dimensional with x p i − x i = ω i β as above. Let S be the F p -subspace spanned by {ω 1 , · · · , ω n }. Choose q = p f such that F q ⊇ S and observe that
r=0 (ω i y) p r where y q − y = β satisfies x p i − x i = ω i β. Therefore K(x 1 , . . . , x n ) ⊆ K(y). The other implication follows because of the map between elementary abelian extensions K(℘ −1 (S · β)) and F p -subspaces S · β of K/K ℘ is a bijection.
Define near one-dimensional elementary-abelian extensions of local function fields by replacing equality x p i −x i = ω i β with congruence x p i −x i ≡ ω i β mod O K . When the residue field is algebraically closed, these two classes of extensions are the same (near one-dimensional extensions are onedimensional). When the residue field is not, they are not.
It is an easy exercise to see that each cyclic extension of K (within a near one-dimensional elementary abelian extension L) has ramification break number b. Now pass to the upper ramification numbering for the ramification filtration of G, and one sees that the Hilbert filtration of the whole Galois group G = Gal(L/K) has only one break [Ser79, IV] :
Refined Ramification Filtration
Consider the class of elementary abelian extensions of local fields that have one break in their Hilbert filtration. Since v L ((σ i − 1)π L ) = v L ((σ j − 1)π L ) for all σ i , σ j ∈ G \ {e}, all Galois action "looks" the same from the perspective of the topology of L. To "see" a difference, we follow [BE05] and define a refined ramification filtration. Let truncated exponentiation be defined by the polynomial
where Z (p) denotes the integers localized at p. Notice that given σ i , σ j ∈ G, there is a unit ω i,j either in F * in the function field case or in O * T in the number field case, such that ( 
endows G with the structure of an F-vector space. Define G F to be the span of G in G. Clearly
To define a ramification filtration on
Following [Ser79, p62] , which regards the Hilbert filtration, define a function i α onx ∈ G F by the
The refined ramification filtration of G F , which apparently depends upon a choice of α, is defined
Remark. For one-dimensional elementary abelian extensions, we will show that the refined rami-
In a (noncyclic) elementary abelian extension of local number fields with one break, at b, each 
, satisfy r 1 = b and r i p i−1 b for 2 i n.
(1 + A p ) for some ω i where either ω i = 0 or ω i is a unit in F or O T (depending upon whether K has characteristic p or not). So every coset representative,
i ·(1+X) where X ∈ A p . Given a coset representative x let H x = σ i : ω i = 0 denote the subgroup generated by the "support" of x. A change in our F p -basis, {σ 1 , . . . , σ n }, of G will change this "support." Choose σ i 0 ∈ H x and let H = σ i ∈ H x : i = i 0 . So H is a subgroup of H x having index p. Let Tr H denote the group trace. Then Tr H ·(x−1) = (σ
LetH x = σ i : ω i = 0 denote the subgroup generated by the complement of the support of x. Let
Now pick an element y ∈ G F . Note that the definition of support subgroup is independent of coset representative x where x · (1 + A p ) = y, and so we may talk of the support subgroup of an element of G F . The above discussion yields i α (y) p k−1 b for all y ∈ G F that have a support subgroup of 5 rank k. Clearly there are elements whose support subgroup has rank k for each k = 1, . . . , n. And so we have the desired inequality.
Return to Local Function Fields
We begin by proving certain technical results for one-dimensional extensions. Then we extend the main technical result to near one-dimensional extensions and draw implications for Normal Field Bases, the Refined Filtration and Galois Module Structure.
Technical Results for One-dimensional Extensions
Let L/K be a one-dimensional elementary-abelian extension: L = K(x 1 , . . . , x n ) with x p i − x i = ω i β for some β ∈ K with v K (β) = −b, b > 0 and gcd(b, p) = 1, and some ω i ∈ F, spanning an ndimensional subspace over F p . Define σ i ∈ G so that σ i x i = x i + 1, and σ i x j = x j for j = i. Let
For the sake of notational convenience, use π n and P n for π Kn and P Kn respectively. Recall that φ, the Frobenius automorphism on F, satisfies φ(a) = a p for a ∈ F.
In §4.1.1, we find elements ρ i ∈ K i with v i (ρ i ) = b, and describe their image under the Galois action. In §4.1.2 we determine elements of F[G] that produce a maximal increase in valuation when applied to ρ n . As one will notice, truncated exponentiation emerges naturally.
Elements of valuation
1 and recall the equation satisfied by x i . This suggests that we consider X
1 to be a "new" β, and Ω
Motivated by this "suggestion," consider the matrix [φ −i ω j ], 1 i, j n. The standard argument (for discriminants of a basis) verifies that det[φ −i ω j ] ∈ F * q is a unit. Indeed, one can use Gaussian elimination (elementary row operations) on [φ −i ω j ] to yield the upper triangular matrix with 1's down the diagonal:
where the Ω (s)
i ∈ F q for 1 s n − 1 and i s + 1 are units defined recursively by
To illustrate how this is done, we begin with [φ −i ω j ] where the ω j are units, which span an ndimensional subspace over F p . Divide each entry in the ith row by the leading term
1 = 1 and that our first row is now correct. For each 1 i n − 1, subtract the ith row from the i + 1st. Now our first column is correct. Consider the (n − 1) × (n − 1) submatrix that remains after the first row and first column are removed. It is of the form [
j+1 . Check that the ω ′ j are units, which span an (n − 1)-dimensional subspace over F p . Repeat the process and observe that the resulting Ω (s) i are units.
Note that
n ) and verify that we have the equation
This can be expressed in terms of the norm map N Ks(X
Recall Conjecture 1. We are interested in the Galois action on these elements.
Then for σ i ∈ G, we have
Proof. Use (2) repeatedly to find
Since I = [(σ i −1)x j ], we may apply (σ i −1) to both sides and find therefore that [
and the result follows.
Towards a maximal increase in valuation Our goal is to find elements Θ
To determine Θ (1) , establish by induction that
n , and establish by induction the power series identity for t 0 and ω ∈ F q :
Using (3) and (4) with X replaced by ρ n , ω by −a n−1,n and t by p − 1, one finds
Recall that ρ n = 1/X (n−1) n and ρ n−1 = 1/X (n−2) n−1 . Using (2) and a n−1,n = −Ω (n−2) n , one finds
Apply σ n−1 to both sides and recall Lemma 4.1. We have found that
.
has been achieved. More importantly, Θ (r) ρ n = ρ n /(1 + ρ n−r ) for r = 0, 1. These elements have a particularly simple effect upon ρ n . Motivated by this, we make the following
Before we move on, notice that since a n−r,n−r = 1, this rather mysterious recursive definition suggests a system of equations that can be represented by the matrix equation:
. . . 
. In fact as the following example illustrates, if we are to achieve maximal ramification we cannot replace our rather mysterious definition for Θ (n−i) with the simpler definition suggested by [
2 ))·(σ 2 −1)(σ 3 −1), which is not 1 since the coefficient of (σ 2 −1)(σ 3 −1) is a unit. Moreover, in a one-dimensional elementary-abelian extension K 3 of degree 8, v 3 ((σ 2 −1)(σ 3 −1)α) = v 3 ((σ 2 − 1)(σ 3 + 1)α) = v 3 (α) + 3b for any element α ∈ K 3 with v 3 (α) ≡ b mod 8. We will shortly prove that v 3 ((Θ (2) − 1)ρ 3 ) = v 3 (ρ 3 ) + 4b, thus achieving maximal ramification. This coefficient of
Thus far we have proven that Θ (r) ρ n = ρ n /(1 + ρ n−r ) for r = 0, 1. So we proceed by induction and assume now that for 0 j r − 1 and r < n,
To prove the statement for j = r, we will follow the argument for Θ(1): outlined in (3), (4) and (5).
Naturally, we begin with an analog of (3).
fix ρ n−j . Therefore we have
So by induction
Our next result is an analog of (5).
Proof. Use Lemma 4.2 and (4) with X = ρ n−j , ω = −A and t = p − 1 to see that
n−j−1 , and the result follows.
The end of the argument for Θ (1) uses the fact that it decomposes into a product. And so we now define the following partial products of Θ (r) : (r) ρ n = ρ n 1 + a n−r,n−s ρ n−s
Proof. The statement is clear for s = 0. So by induction, we assume it to be true up through s − 1.
Before we prove it true for s, we establish an identity:
where A r = a n−r,n−s+1 and A s = a n−s,n−s+1 . This identity resembles the recursive identity (1) satisfied by the Ω n−s+1 = −A s . Then using (2), we find (X (n−s)
. Apply (σ n−r − 1) to both sides and (6) follows.
To prove our statement for s, observe that ∆ . Using Lemma 4.3 and (6), we find that
where (1 − a n−r,n−s ρ n−s )/(1 − A r ρ n−s+1 ) ∈ K n−s+1 . We want to apply ∆ (s−1) (r) to this product, so it is worth noticing that σ
where H = σ n , . . . , σ n−s+2 is the subgroup that fixes
· 1 − a n−r,n−s σ n−r ρ n−s 1 − A r σ n−r ρ n−s+1 .
The result follows immediately from Lemma 4.1.
Corollary 4.5. For 0 r n − 1,
The importance of this corollary lies in its generalization to the following Theorem 4.6. For ρ ∈ K n and a s ∈ {0, . . . , p − 1},
If v n (ρ) ≡ b mod p r , we have equality.
Proof. Note that for r = 0, 1 the statement of our theorem is clear, and proceed by induction.
Assume that statement holds for r 1. Prove it for r + 1.
Let S r = {0, 1, . . . , p − 1} r be the set of r-tuples and use a = (a 0 , . . . , a r−1 ) to denote a generic element. Recall the element ρ n ∈ K n , defined in §4.1, which satisfies v n (ρ n ) = b. Now observe that by our inductive assumption {v n ( r−1 s=0 (Θ (s) − 1) as ρ n ) : a ∈ S r } is a complete set of residues modulo p r , and so any element τ ∈ K n can be expressed as
as ρ n for some µ a ∈ K n−r .
We begin with the inequality. Note that if v n ((Θ (r) − 1) ar ρ) v n (ρ) + a r p r b, the full inequality will follow by induction. So we proceed with a proof of v n ((Θ (r) − 1) ar ρ) v n (ρ) + a r p r b, inducting on a r . The case a r = 0 is clear. So assume it holds for a r p − 2 and prove it for a r + 1.
By the earlier observation, we may express (Θ (r) − 1) ar ρ as
where µ a ∈ K n−r and v n ((Θ (r) −1) ar ρ) v n (µ a r−1 s=0 (Θ (s) −1) as ρ n ) for each a ∈ S r . Apply (Θ (r) −1) to both sides. Note that Θ (r) ∈ σ n−r · F q [σ n , σ n−1 , . . . , σ n−r+1 ] and that σ n , σ n−1 , . . . , σ n−r+1 fixes
Now we prove that we have equality under v n (ρ) ≡ b mod p r+1 . Notice that if v n ((Θ (r) −1) ar ρ) = v n (ρ)+ a r p r b, then v n ((Θ (r) − 1) ar ρ) ≡ b mod p r and we can simply think of (Θ (r) − 1) ar ρ as a "new" ρ and apply induction to get the full equality. As a result, the proof boils down to establishing v n ((Θ (r) − 1) ar ρ) = v n (ρ) + a r p r b for 0 a r p − 1. Recall that we know v n ((Θ (r) − 1) ar ρ) v n (ρ) + a r p r b. So we are done, if we can show that v n ((Θ (r) − 1) ar ρ) > v n (ρ) + a r p r b leads to a contradiction. Let Tr Kn/K n−r denote the trace. Following [Ser79, V.3 Lem 4] we find that
ar Tr Kn/K n−r . So since v n−r (Tr Kn/K n−r ρ) ≡ b mod p, we have v n−r ((σ n−r − 1) ar Tr Kn/K n−r ρ) = v n−r (Tr Kn/K n−r ρ) + a r b and a contradiction.
Results for Near One-dimensional Extensions
In this section we discuss the implications of Theorem 4.6. But first we extend it to near onedimensional extensions. Let L = K(x 1 , . . . , x n ) with
for some β ∈ K with v K (β) = −b, b > 0 and gcd(b, p) = 1, and some ω i ∈ F, spanning an ndimensional subspace over F p . If the residue field F is algebraically closed, then L can be expressed as K(z 1 , . . . , z n ) with z p i − z i = ω i β and so L/K is actually one-dimensional. Suppose then that F is not algebraically closed. We may choose λ ∈ F so that x p −x = λ is irreducible over F.
consider ρ to be an element of L(x). Apply Theorem 4.6. Draw the conclusion and observe that it can be actually viewed as a statement in L/K. As a result, we have Corollary 4.7. Let L/K be a near one-dimensional elementary-abelian extension with presenta-
If v L (ρ) ≡ b mod p r , we have equality.
Normal Field Bases
Pick any element ρ ∈ L with v L (ρ) = b. As observed in the proof of Theorem 4.6, {v L ( n−1 s=0 (Θ (s) − 1) as ρ) : a ∈ S n } is a complete set of residues modulo p n , and so any element τ ∈ L can be expressed as
as ρ for µ a ∈ K 0 . As a result, we have Note that these refined breaks are independent of the choice of ρ ∈ K n satisfying v n (ρ) ≡ b mod p n .
An Integral Basis
Define e a = ⌊(1 + n−1 s=0 a s p s )b/p n ⌋ for a ∈ S n , where ⌊·⌋ denotes the floor (greatest integer) function. Then using Corollary 4.7 we find that
is an O K -basis for O L , which is well-suited for Galois module structure (e.g. §5.2).
Kummer Extensions of Local Number Fields
We are interested in replicating, to the greatest extent possible, the results for local function fields proven in §2 and §4. Since we want to continue to be very explicit, we assume that K contains a nontrivial pth root of unity ζ. As a result, elementary abelian extensions of K lie in one-toone correspondence with the finite subspaces of the F p -vector space, K * /(K * ) ℘ where the map ℘ : K * −→ K * defined by ℘(x) = x p is clearly an F p -homomorphism. This part of the generalization of §2, §4 to local number fields is clear. What is not clear is how to define a residue field action
Our first problem is the existence of ζ ∈ K. It is reasonable to expect our F-action to be some sort of exponentiation, generalizing the natural F p -action. Without defining it (but using exponential
℘ for some 0 i p − 1, and thus ζ ω−i = 1 where ω − i ∈ pO T . To avoid this problem, we must avoid ζ. This is accomplished by restricting our attention to
Assume for the moment that our residue field F is algebraically closed. It is easy to check then that W is a vector space over F, with F acting via truncated exponentiation. Simply observe that 
is an F-basis. Again finite F p -subspaces, ∆, of K/K ℘ lie in one-to-one correspondence with elementary abelian extensions K(℘ −1 (∆)) of K. The simplest of these lie within one-dimensional
These natural subsets of K/K ℘ , namely (1
and gcd(v K (β), p) = 1, remain one-dimensional vector spaces over F when the residue field is not algebraically closed. This suggests that we define an elementary abelian extension L/K of local number fields to be one-dimensional if appears within
Recall Lemma 2.1 and the simple approach to one-dimensional elementary-abelian extensions of local function it suggests.
Question 1. Is there an something similar for local number fields?
In concrete terms, one-dimensional extensions L/K can be expressed as as
For technical reasons that will become clear in Proposition 5.3, we study a related class of extensions, with b < e K replaced by
This suggests that we begin with the broadest class of extension, with b < e K replaced by the generic restriction b < pe K /(p − 1).
Definition. A degree p n , elementary abelian extension L/K of local number fields (with n > 1)
is mock one-dimensional if can be expressed as as L = K(x 1 , . . . , x n ) with
Near mock one-dimensional elementary-abelian extensions, are defined by by replacing the equal-
It is easy to see, following §2, that the Hilbert ramification filtration in near mock one-dimensional extensions has one break, at b.
We are interested in near mock one-dimensional elementary-abelian extensions that satisfy (7).
Notice two things about (7): (i.) It restricts b to approximately the bottom one-half of its possible values (especially for large n). This is interesting since the Galois module structure of the integers in cyclic p-extensions is known under a restriction on the first ramification break number to approximately the top one-half of its possible values [Eld02] . (ii.) For p > 2, this restriction is stronger than b < e K , and so the extensions are properly one-dimensional (for p = 2, it is weaker).
Replicating §4.1
We begin with a mock one-dimensional extension and impose restrictions on b only as they become necessary. Define σ i ∈ G so that σ i x i = ζx i , and
denote the fixed field of the subgroup σ i+1 , . . . , σ n and use π n and P n for π Kn and P Kn respectively.
Recall that the Frobenius automorphism on
i ∈ O T for 1 s n−1 and i s + 1 recursively by
Again we see that these elements appear as coefficients in a matrix [Ω] that results from Gaussian
Definition. For 1 s n, let
5.1.1
The valuation of ρ s Our goal is to prove, following §4.
Proof. This result is easy for p = 2. So suppose p > 2 and notice that (
Consider these two expressions separately.
The result follows.
Proof. We begin with i = 2. First observe that norm from
. We treat the cases p = 2 and p > 2 seperately: If p = 2 then F p (Ω (0) j ) = 0 and using the fact that (Ω (0) i ) 2 ≡ (ω i /ω 1 ) mod 2, we find A ≡ 1 mod 2β(ζ − 1) 2 . So A ≡ 1 mod 4. Under b 4e K /3, we have 2(X (0) 1 − 1) 3 ≡ 0 mod 4 and the result follows. If p > 2 we need b < e K to find using (7) that ((X
The result follows. And in particular, we have
We proceed by induction. Assume that v i−1 (X
Because of our restriction on b we find that
we find by expanding (X (i−1) j ) p using (8) and Lemma 5.1, that (X
5.1.2 Galois action on ρ s We need to replicate Lemma 4.1 and this requires
,
Proof. The first statement follows from (σ − 1)(XY ) = (σY ) · (σ − 1)X + X · (σ − 1)Y . So consider the second expression. Notice that
The result follows from the fact that i j=1 i j (−1) i−j j = 0, which follows by evaluating the derivative at x = 1 of the binomial expansion for the function f (x) = (1 − x) i with i 2.
In particular, a i,j = 0 for i > j, a j,j = 1 and
Then using (7), we have α i,j ≡ a i,j mod ρ
Proof. First observe that α 1,1 = X
1 and that a 1,1 = 1. The only way for α 1,1 ≡ a 1,1 mod ρ
1 − 1) (p n−1 − 1)b which is equivalent to (7). 17
One-dimensional extensions
This yields (10) and as a result, the fact that v n ((Θ (r) − 1)ρ n ) − v n (ρ n ) = p r b. Now following the proof of Theorem 4.6 and its generalization to Corollary 4.7 we find
, and gcd(b, p) = 1, and some ω i ∈ O T , which span an n-dimensional subspace F = O T P T over F p , n > 1.
Assume that
We turn to a discussion consequences of Theorem 5.5 and related them to the consequences of It is worth pointing out that it is reasonable to expect the structure of this theorem to hold for a broader class of extensions. For example, it is likely to hold for all maximally ramified extensions.
Indeed, based upon [BE, §6] it is also likely to hold for so-called near maximally ramified extensions.
In any case, Theorem 5.6 enables us to generalize the main result of [EM95] to arbitrary ideals.
Corollary 5.7. Let L/K be a fully, weakly ramified Kummer p-extension, then P r
-modules, where r * ≡ r − 1 mod p n .
Discussion
This paper is the one step in a program to study Galois module structure in fully ramified Galois p-extensions. Since quotients of ramification groups are elementary abelian, this program begins with elementary abelian extensions. Here we have studied the simplest of these.
There are two main points to take away:
Residue Field Action
There is value in letting the residue field act upon the generators of Kummer-Artin-Schreier elementaryabelian extensions. Note that multiplication for Artin-Schreier extensions becomes truncated exponentiation for Kummer extensions, and that both these actions are tied to a residue field action (by truncated exponentiation) on an enlargement of the Galois group.
Maximal Ramification
It has been known for some time that large ramification numbers are useful for Galois module structure in cyclic extensions (e.g. "almost maximal" ramification [Vos76, Ber79] ). Indeed this condition allows the idempotents of the group ring to act on the ring of integers, leading to easy decompositions. Here, by further developing the observation in [BE, §5] on "maximal ramification,"
we show that the same holds in elementary abelian extensions.
