Abstract-A linear decentralized receiver capable of suppressing multiple-access interference (MAI) for asynchronous directsequence code-division multiple-access (DS-CDMA) systems with aperiodic random signature sequences is proposed. Performance bounds on this receiver are also obtained. Using them as performance measures, the problem of chip waveform selection in DS-CDMA systems with the proposed receiver under the near-far scenario is investigated. In particular, the performance of several practical chip waveforms is compared. An LMS-type adaptive algorithm is developed to obtain the parameters needed in the receiver, which only requires the signature sequence and coarse timing information of the desired user.
I. INTRODUCTION

M
ANY existing multiuser detection methods (see [1] and [2] for a survey of the literature) for directsequence code-division multiple-access (DS-CDMA) systems are developed under the periodic sequence assumption, in which the signature sequences employed to spectrally spread the data sequences are periodic with periods equal to one or, at most, a few data symbol durations. In practice, there are systems, such as IS-95 [3] , which employ signature sequences with very long periods. In fact, in IS-95 [3] , the period of the signature sequences is so long that the sequences can be regarded as aperiodic. For systems with aperiodic (or very long) signature sequences, the aforementioned multiuser detection methods may not work well.
In this paper, we examine the problem of multiuser communications via the single-user detection point of view, i.e., we treat signals from other users as interference. To this end, we investigate multiple-access interference (MAI) suppression for DS-CDMA systems with random aperiodic signature sequences. Moreover, we assume that users in the system communicate in an asynchronous manner. Details of the system model are given in Section II. In Section III, we develop a linear minimum-mean-squared error (MMSE) receiver, which is closely related to the receivers in [4] - [6] (see Section III for a discussion on the similarities and differences). The linear MMSE receiver changes every symbol period due to the fact that the signature sequences are aperiodic. To reduce complexity, we simplify the linear MMSE receiver to make it take the form of conventional matched filter followed by a continuous-time correlator, which is time-invariant. Aiming further toward a practical implementation, we approximate the continuous-time correlator in the receiver by a discrete-time correlator. The resulting receiver turns out to be a special case of the one considered in [7] . Because of this, the development in Section III can be viewed as a justification for the receiving structures in [7] .
The key advantage of this receiver is its implementational simplicity. We will demonstrate in Section V that it is practically sufficient to sample the output of the matched filter a few times and pass the samples to the discrete-time correlator. The major complexity burden of the receiver lies in determining the weights in the correlator. Therefore, the smaller the number of samples taken, the simpler is the receiver. Second, adaptive algorithms can be employed to determine correlator weights. In Section VI, we develop an LMS-type adaptive algorithm to do the job.
Unlike the abundant amount of work on MAI rejection, there is much less work concerning the problem of chip waveform selection in DS-CDMA systems. The chip waveform selection problem for the conventional matched filter receiver is investigated in [8] - [10] . The problem of chip waveform selection with the noise-whitening matched filter receiver is also addressed in [4] and [5] . In this paper, we investigate the chip waveform selection problem for the MMSE receiver proposed under the near-far scenario. As a starting point, we define two performance measures to evaluate the performance of the receiver, namely, the signal-to-noise ratio (SNR) and the near-far efficiency (NFE), in Section IV. The former measures the average SNR in the decision statistic given out by the receiver. The latter indicates the "average robustness" of the receiver in combating MAI. We also develop performance bounds on the receiver proposed by considering the simple case of a system with just a single interferer. Using these bounds, we examine the effect of the chip waveform on the performance of the receiver considering factors such as bandwidth efficiency, MAI suppression capability, and robustness. In particular, we consider several common sample chip waveforms and evaluate their performance with the receiver proposed. We see that the results, although sharing some similarities with, are significantly different from those in [4] , [5] , [9] , and [10] . These similarities and differences are explained in Section V.
II. SYSTEM MODEL
In this section, we describe the model of the DS-CDMA system. We assume that there are simultaneous users in the system. The th user, for , generates a sequence of data symbols . We assume that the data symbols are random variables with . The th user is provided a randomly generated signature sequence given by
The elements are independent random variables such that and . 1 The sequence is used to generate the spectrally spread signal given by (2) where is the chip separation and is the common chip waveform for all signals. The symbol duration is , where is the number of chips per symbol interval (the processing gain). The chip waveform is assumed to satisfy the Nyquist criterion to minimize the interchip interference and is normalized so that . Moreover, we assume that the signature sequence of any user is independent of all other signature sequences and all the data symbol sequences.
The transmitted signal for the th user, for , can be expressed as Re j
where is the power for the th signal, is the carrier frequency, and is the delay that models the asynchronous system. We show later that it suffices to assume , for . Without loss of generality, we consider the signal from the zeroth user as the communicating signal and the signals from all other users as interfering signals throughout the paper. We assume that the communication channel is corrupted by additive white Gaussian noise (AWGN) with two-sided power spectral density . Then the signal received at the intended receiver in complex baseband notation is given by where and represent the desired signal and the interference components, respectively. The desired signal contribution is given by
The interference is the sum of the AWGN component and the MAI contribution , which is given by j
In (5) and (6), , the th symbol waveform of the th interferer, is given by (7) and models the phase angle of the th user's signal.
III. RECEIVING STRUCTURE
We assume that we have achieved synchronization with the desired user signal. Hence, we may assume . Later, we release this perfect synchronization assumption to model timing mismatch in the system. First, we consider the linear MMSE estimator of given the sequence (8) By the orthogonality principle [11] , is given by the solution of the following integral equation: (9) where denotes the conditional expectation given . We consider the form of solution, assuming it exists, defined by (10) and let (11) Then (12) where is the solution of (13) Physically, it means that we take observations after sequencematched filtering (despreading). At the receiver, we assume the signature sequence of the desired user is available. Hence, is known. From (13), we see that changes with . This means that we have to solve (13) each time for a new symbol. It is easy to see that the expectation [with respect to ] of each of the conditional expectations in (13) is not a function of . In order to reduce the computational complexity, we average over all the desired user sequences 2 and consider the following linear estimator of : (14) The filter in (14) is the solution of (15) where and . The corresponding receiver is shown in Fig. 1 . We notice that only the matched filter , which we know explicitly, changes every symbol period. Other parts of the receiver remain fixed. Of course, this receiver is suboptimal compared to the linear MMSE receiver described above.
Since does not depend on , we consider, without loss of generality, the detection of the symbol from this point onward. From (4) to (7) and (11) 2 This approximation is similar to the single-chip filter in [5] . 3 For BPSK spreading, an extra term 1 N N01 j=0N+1 j6 =0
((N 0 jjj)=N)~ (t + jT c )~ 3 (s 0 jT c ) should be added to the expression in (19). 4 However, we seldom have this knowledge beforehand in practice. Moreover, the number of interferers and may vary slowly in time. As a result, the continuous-time receiver described, though simple, is hardly of any practical interest. We observe that the matched filter part of the receiver is known. Hence, the major difficulty of implementing the receiver is to find , the solution of (15) . As a first step to improve the practical applicability of the receiver, we impose two simplifications: observe the output of the matched filter for a finite duration and sample and weight the output instead of performing the continuous-time correlation. The simplified receiver is basically a special case of the one considered in [7] , which is shown in Fig. 2 .
More precisely, if we sample the output of the matched filter every seconds at and let , ,
, and , then (14) and (15) become (23) and (24) where the summations range over the finite number of samples taken. 5 Above, the offset is introduced to model the timing error in synchronizing the desired user signal. Usually, is small compared to , but we do not know its value. Here, we assume that . 6 We develop an adaptive algorithm in Section VI to solve (24) without any knowledge of . We note that (24) 
where (26) As mentioned in Section I, the MMSE receiver is closely related to the receivers in [4] - [6] . Here, we discuss the differences between them in detail. The major difference between [4] , [5] , and the above MMSE receiver is in the way in which the delays of the interferers are modeled. In [4] and [5] , these delays are uniformly distributed random variables. In our development, they are treated as deterministic constants. 8 These two different models lead to many different interpretations and results. For example, the model in [4] and [5] implies that the MAI is stationary Gaussian. This is a reasonable approximation for the cases considered in [4] and [5] , where there are a large number of equal-power users. However, this assumption is not accurate for the near-far situations (there are a few strong interferers) considered in this paper. By conditioning on the delays of the interferers, we know [12] that it is reasonable again to approximate the MAI (after the despreading) as Gaussian, with which MMSE and maximum SNR are reasonable optimization criteria. However, the MAI is cyclostationary, instead of stationary, now. The noise-whitening development in [4] cannot be applied directly, although a similar development can be obtained [6] .
When there are a large number of interferers with equal powers, (20) approaches (17) in [5] by the law of large numbers. Loosely speaking, our model reduces to the one in [4] and [5] by averaging out the delay information, and our receiver reduces to the single-chip filter suggested in [5] . However, whether this averaging is a reasonable thing to do depends on the channel conditions. In fact, we will show that no MAI suppression is possible when all the interferers are chip-synchronous with the desired user. Hence, the noisewhitening receiver in [4] and [5] may degrade the SNR performance when there are only a few strong interferers. On the other hand, our model (delays are deterministic) is accurate for near-far cases. Based on this, we believe that our receiver is more suitable than the receiver in [4] and [5] in near-far situations.
The model assumed in [6] is a mixture of our model and the model in [4] and [5] . The locked users in [6] correspond to modeling the delays as deterministic constants, while the unlocked users [6] correspond to modeling the delays as uniform random variables. In this sense, our model can be viewed as a special case of the model in [6] . The approach employed in [6] is similar to that used in [4] , namely maximizing the SNR and solving the corresponding integral equation. The powers and delays of the interferers are needed in order to solve the required integral equation. Although the results in [6] can be generalized for aperiodic sequences (periodic sequences are assumed), a different integral equation must be solved for every symbol and adaptive implementation is difficult. By sampling and vectorizing the output of the despreader per symbol as described above, the noise process, when averaged over all desired user signature sequences and viewed as a vector-valued process, becomes stationary, which is important for adaptive implementations. Our result can be viewed as a practical extension of the receiver in [6] for aperiodic sequences.
IV. PERFORMANCE MEASURE
To evaluate the effectiveness of the receiver under various conditions, we define a performance measure based on the average signal-to-noise ratio in the decision statistic at the output of the receiver SNR
It can be shown [7] that the solution of (24) maximizes the SNR defined above over all possible choices of . Moreover, we can show (see Appendix A) that SNR , where is exactly the SNR when there is no interferer in the perfectly synchronized ( ) system. The "near-far resistance" defined in [1] and [13] which measures the robustness of the receiver in a multiple-access environment under the periodic deterministic sequence assumption is not applicable in our case. Since we consider the average performance when we develop our receiver, it is reasonable to have a performance measure which indicates the "average robustness." In light of this, we define the "near-far efficiency" (NFE) as
where SNR is defined in (27). We note that NFE . Moreover, samples of exhibit Gaussian-like behavior when is large [12] . This also justifies the use of SNR. We see that the SNR and NFE, defined above, are functions of . Sometimes, it is convenient to have performance measures that are independent of them. To do this, we model the delays as uniform random variables on 9 and define the "average signal-to-noise ratio" and "average near-far efficiency" as ASNR SNR (29) and ANFE NFE
where denotes that expectation is with respect to . The general expression of the SNR is too complex to give us any insight on the design of the receiver. Instead, we study in detail the simple system with two users, namely, a desired user and an interferer. It turns out that the expression for the least upper bound on the SNR for this case is clear and simple and can be used as a guide in designing the receiver.
First, define the function SNR
where and . It is shown in Appendix A that SNR is the least upper bound on the SNR achievable by any discrete-time receiver configuration described in Section III, even if the sampling times are not uniform. We note that SNR is not a function of . This means that the effect of the timing error can be neglected if we sample fine and long enough.
10 From (31), it is obvious the function defined as NFE (32) is the least upper bound on the NFE of any receiver under the single-interferer assumption. Similarly, we can see that ASNR
and ANFE
are the least upper bounds on the ASNR and ANFE of any receiver under the single-interferer assumption. In (33) and (34), is the Fourier transform of . Finally, we point out that the performance of the system will be worse if more and more interferers are added to the system. It can be shown, by augmenting the arguments in Appendix A, that (31)-(34) provide upper bounds on corresponding measures of any receiver under all system conditions in this paper. From the previous section, we know that if we sample fine and long enough, the selection of the chip waveform is the only factor affecting the performance of the system that we are able to control. The effect of the chip waveform on the performance of the system can be large. However, it is generally difficult to evaluate this effect, as the dependence of the system performance on the chip waveform is usually very complicated. Since ASNR and ANFE provide upper bounds on the performance of any receiver and they depend on the chip waveform in a simple and clear fashion, we can use them to measure the effectiveness of a chip waveform.
In this section, we consider five sample chip waveforms and evaluate the performance of various receivers employing them. The five chip waveforms are: a) the rectangular pulse, b) the half-sine pulse, c) the time-domain raised-cosine pulse, d) the frequency-domain raised-cosine (2, 0.1) waveform, and e) the frequency-domain raised-cosine (5, 0.1) waveform (see Appendix B). We notice that a)-c) are time-limited, while d) and e) are band-limited. Their chip waveform functions are given [for d) and e), the autocorrelation functions of the chip waveforms are given instead], respectively, as where for , and , otherwise. The NFE 's of chip waveforms a)-e) are plotted in Fig. 3 as a function of . Their ANFE 's are given in Table I . From  Fig. 3 , we see that there is no gain when , i.e., when the desired user is chip-synchronous to the interferer. However, as the asynchrony between them increases, the NFE is larger than zero, which implies that the receiver is resistant to the near-far problem. On the average, we see that the frequency-domain raised-cosine waveform e) and the rectangular pulse a) give the largest and the smallest ANFE , respectively, among the five chip waveforms.
A. Bandwidth Consideration
From (32), for any , we can choose a chip waveform such that NFE for all . Hence, we can make ANFE arbitrarily close to one by choosing suitable chip waveforms. This is very desirable in terms of MAI suppression. However, in order to make ANFE smaller, we have to increase the system bandwidth, which is undesirable in terms of bandwidth efficiency. Since no notion of bandwidth is employed in defining ANFE and ASNR , it is not very meaningful to directly compare chip waveforms using these two performance measures unless we restrict ourselves to a set of chip waveforms with equal bandwidths. To do so, we need to define the bandwidth of a DS-CDMA system. The bandwidth of the power spectral density of the communicating signal is usually taken as the bandwidth of a digital communication system. Based on the assumptions we made, it is not hard to see the power spectral density of the multiple-access signal is just a scaled version of . For a power spectral density which is not band-limited, there is no unique definition of bandwidth. In fact, there can be several different, but meaningful, definitions [15] . For our cases, Table I summarizes several different bandwidths of systems employing the five chip waveforms described above.
For simplicity, we pick the -fractional containment bandwidth ( -BW) [15] as our working definition of bandwidth. We can derive a bound on ANFE given the -BW of a system. Suppose the -BW of the system is , i.e., fraction of all the signal power is contained inside . We have ANFE
We note that the lowest possible value of is , since there is no chip waveform with that satisfies the Nyquist criterion. The proof of (35) is given in Appendix B.
The bounds for the waveforms having the same 0.99-BW as each of the five sample chip waveforms are also given in Table I . We see that the ANFE 's of chip waveforms d) and e) are very close to their corresponding bounds. This implies that these chip waveforms are close to the optimal ones in the sets of legitimate chip waveforms with the given bandwidth limitations. On the other hand, the ANFE of the rectangular pulse is much smaller than the bound in (35). Hence, the rectangular pulse is far from the optimal one in the corresponding set of chip waveforms. Optimization of ANFE under the -BW constraint is difficult in general. However, under some special cases, we can employ the frequency-domain raised-cosine waveforms to achieve the bound in (35) as closely as desired. A detailed discussion of this is given in Appendix B.
We mention that we can improve the performance of a system by suitably choosing a chip waveform to increase the system bandwidth. A chip waveform with a larger bandwidth is usually more localized in time. With such a chip waveform, we can pack more chips into a symbol. It is natural to ask whether it is better to increase the number of chips per symbol (decrease the chip separation ) together with the bandwidth. We can employ the bound in (35) to answer this question when optimal chip waveforms are employed. From (35), we see that the ANFE bound increases with the bandwidth-chipseparation product . Any increase in the product due to the increased bandwidth will be offset by the decrease in the chip separation. Therefore, it is better to just simply increase the bandwidth while keeping the number of chips per symbol, , fixed in near-far cases. We point out that there are two caveats to the interpretation above. First, has to be large for the argument to be valid. Hence, we cannot, say, reduce to one (no spreading) in order to get all the advantage from MAI cancellation. Second, the argument is valid only for near-far cases. When there are a large number of interferers with equal powers, it is shown in [4] that the performance only depends on the bandwidth. It does not matter whether we increase or not.
B. Effect of Sampling
ASNR and ANFE provide upper bounds on the performance of a system. In practice, we cannot sample too finely or for too long. Therefore, the performance of the system will be poorer than that predicted by these two upper bounds. To give some indication on how large the degradation will be, we consider five different sampling schemes for systems with each of the five sample chip waveforms. Table II summarizes the ASNR of each of the sampling schemes for each of the chip waveforms. In Table II , the sampling schemes are identified by the values of and the observation intervals. To single out the effect of sampling, we consider a system with , a single interferer whose power is 20 dB above the desired user, and dB. We also assume perfect synchronization is achieved, i.e., . The first row of Table II gives the ASNR for the conventional matched filter receiver. We observe that the ASNR improves greatly for chip waveforms a)-d), even if we just sample twice per chip. For chip waveforms b) and c), the ASNR approaches the ASNR bound if we sample four times per chip and have an observation interval of seconds, which corresponds to just five samples.
C. Effect of Timing Error
Since the functions SNR and NFE do not depend on , we know that when we sample fine enough, the effect of timing error is minimal. However, when the sampling rate is not high, timing error can degrade the performance of the receiver significantly. To evaluate this effect, we reconsider the system in Section V-B, except that is modeled as a uniform random variable on . Table III shows the ASNR's for several different sampling schemes. Comparing the results with Table II , we see that chip waveforms b)-d) are relatively insensitive to timing error, whereas the effect of timing error is significant for chip waveforms a) and e).
D. Conventional Matched Filter Receiver
It is interesting to consider the problem of chip waveform selection for the conventional matched filter receiver under the framework developed in Section IV. The SNR for the It is obvious from (36) that the conventional matched filter receiver is sensitive to timing error in the system. Assuming , we can obtain the ANFE of this receiver as ANFE (37) where denotes the Lebesgue measure on . It is shown in Appendix A that ANFE ANFE . Hence, we see that good (in terms of large ANFE) chip waveforms for the conventional matched filter receiver are also good for the MMSE receiver considered in Section III. However, the converse is not true, as we can see that all five sample chip waveforms give zero ANFE for the matched filter receiver. Effectively, the MMSE receiver acts to enlarge the set of chip waveforms which are robust in combating the near-far problem so that more practical waveforms, such as the five sample waveforms, can be used.
In [9] and [10] , the problem of chip waveform selection for the matched filter receiver is also considered. In our notation, these references use STIR
as the performance measure. We get STIR from (36) if we set and average just the denominator over . Roughly speaking, STIR can be treated as an approximation of ASNR . Comparing (33) and (38), we see that both STIR and ASNR depend on the same factor . As a result, chip waveforms which give large STIR also give large ASNR . However, STIR tends to zero as interfering power becomes very large, while ASNR does not for most of practical chip waveforms. This, again, shows the advantage of the proposed receiver over the conventional matched filter receiver in terms of combating the near-far problem.
E. Multiple Interferers
To indicate the performance of the receiver when there are multiple interferers in the system, we obtain the ASNR's of receivers with chip waveforms a) and d). Each interferer has equal power, which adds up in such a way that the total interference power is 10 dB above the desired user power. All other system parameters are the same as those in Section V-B. The results shown in Fig. 4 indicate that the gain over the conventional matched filter reduces as the number of interferers increases.
We observe from Fig. 4 that the rectangular pulse a) outperforms chip waveform d) when there are a large number of equal-power interferers. This indicates that ANFE is not a good measure of performance for this situation. It is mentioned in Section III that the MMSE receiver approaches the single-chip noise-whitening receiver in [5] when there are a large number of equal-power interferers. From [4] , we know that the single-chip noise-whitening filter improves the SNR performance of a chip waveform to that of the "flat-spectrum" signal with the same bandwidth. When the noise-whitening filter is employed, the performance depends on the bandwidth only. Since the rectangular pulse a) has a larger bandwidth than chip waveform d), according to [4] , the rectangular pulse should outperform chip waveform d) when there are a large number of interferers. However, the argument in [4] does not apply when there are only a few strong interferers (i.e., when MAI is best modeled by a cyclostationary process). In such cases, bandwidth alone is not sufficient and ANFE becomes a better performance measure. From Table I , a) has a smaller ANFE than d) and, hence, should have a poorer SNR performance when there are only a few interferers. This is readily observed in Fig. 4 . Summarizing the discussion, our viewpoint in selecting the chip waveform differs from that of [4] and [5] in the sense that we focus on the near-far scenario, while [4] and [5] assume that there are a large number of equalpower interferers. As we see from above, the two different viewpoints lead to very different conclusions.
VI. ADAPTIVE IMPLEMENTATION
As mentioned in Section III, the MMSE receiver structure allows adaptive implementations. In this section, we can construct an LMS-type adaptive algorithm to solve (24).
Suppose, for the moment, we know the value of . Hence, we can determine , since it does not depend on . For the detection of the th symbol, we sample the despread received signal every seconds as described in Section III to form the vector of length, say, . Then, the following algorithm can be used to solve (24). Set and for , get by
where is the step size and is chosen to smooth the average energy estimation of .
Strictly speaking, the solution given by this algorithm differs from the solution of (24) by a complex constant that has no effect on the SNR of the system. Because of the same reason, we do not need to know the phase of the desired user signal. In (39), we estimate the average energy of the vector . The update in (40) is the standard LMS update except that the observation vector is normalized by its estimated average norm, i.e., the operation of a perfect automatic gain control (AGC) is performed. This normalization is necessary to avoid numerical instability. We note that the computational complexity of the algorithm is of the order of per iteration. If we do not know the value of , a standard strategy [14] is to hypothesize several different values of and use them to obtain different to run several applications of the adaptive algorithm above in parallel. We select the one that maximizes the SNR. This requires us to estimate the SNR from the received signal. Again, due to the special form of , we can have a very efficient way to estimate the SNR. After the sampling operation to get , we wait for several chip separations and sample the output of the matched filter times again to form another vector . We point out that the time separation of and must be an integral multiple of , and large enough so that almost no desired user signal energy is contained in . Then, the following measure gives a reasonable estimate of SNR :
In (41), the dependence on is emphasized, and is chosen to smooth out noise in the measure. Therefore, we can simply choose the one that maximizes instead of the SNR. We note that can be obtained recursively with complexity of order per iteration. To demonstrate the algorithm, we consider the sample system in Section V-B with binary data and signature sequences, the time-domain raised-cosine pulse c) as the chip waveform , and . We sample twice per chip with the observation interval . We run three parallel applications of the adaptive algorithm hypothesizing and , respectively. The SNR and for each of the applications resulting from a run of the algorithm are shown in Figs. 5 and 6, respectively. From Fig. 6 , we see that the algorithm with hypothesis gives the largest after the algorithm settles down. According to the discussion above, we can deduce from this result that . Referring back to Fig. 5 , we see that the algorithm with hypothesis does converge to give a good SNR performance, while the algorithms with other hypotheses give much poorer SNR performances.
VII. CONCLUSIONS
In this paper, based on the MMSE principle, we have developed a linear receiver capable of suppressing MAI for asynchronous DS-CDMA systems with aperiodic signature sequences. Relying only on the signature sequence and rough timing information of the desired user, we have developed an LMS-type adaptive algorithm to obtain the weights in the correlator. Moreover, we have obtained upper bounds on the performance of this receiver based on the special case of a single interferer. Using these upper bounds as performance measures, we have investigated some considerations, such as MAI suppression capability, bandwidth efficiency, and robustness, in selecting chip waveforms for DS-CDMA systems. We have found out that the criterion for selecting chip waveforms in the near-far scenario differs significantly from that for the case where there are a large number of equal-power interferers.
APPENDIX A
In this Appendix, we show that (31) is the least upper bound on the SNR of any receiver described in Section III for the single-interferer channel.
First, we obtain the SNR of dyadically sampled systems with time-limited . Assume that is time-limited to with ( ). Then, is timelimited to where . Consider the receiver which takes samples at for , where . We use the notation SNR to denote the SNR defined in (27) for this receiver. On the other hand, the dyadic receiver gives SNR as close to SNR as desired when sampling rate increases.
APPENDIX B
In this appendix, we discuss the achievability of the bound in (35).
Suppose the -BW of the system is . By the Schwartz inequality,
. We can get (35) by putting this inequality into (34). Given the -BW, we note that equality in (35) is achieved when and only when is constant on . There might not exist chip waveforms satisfying this condition and the Nyquist criterion simultaneously for all values of and . Hence, the bound in (35) might not be always achieved and the optimization of ANFE is difficult in general.
However, in the special case when and is slightly larger than any integral multiple of , we can get as close to the bound as desired. Consider the frequency-domain raisedcosine chip waveform defined by as shown in (46) at the bottom of the page where and is an integer. Note that this chip waveform satisfies the Nyquist criterion and is band-limited to . It is easy to see that ANFE and (35) gives ANFE . We achieve equality in (35) for and any fixed . Unfortunately, the autocorrelation function of the frequency-domain raised-cosine waveform does not satisfy the requirement that , which implies that it is not a legitimate chip waveform. Nevertheless, we can get as close to the bound as desired by choosing to be small enough. As a consequence, we can conclude that the frequency-domain raised-cosine waveform (for small ) is almost optimal under the constraint that the 1-BW of the system is limited to .
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