The subway station passenger flow prediction model can forecast passenger volume in the future. This model helps to carry out safety warnings and evacuation of passenger flow in advance. Based on the data of the Shanghai traffic card, the passenger volume in all the time intervals is clustered into three different models for prediction. Taking the Nanjing East Road Station in Shanghai as an example, the time series of passenger volumes was combined with weather data to create several supervised sequences and was converted to supervised sequences according to different values of timestep. To accelerate convergence, two artificial features were added as input. The gated recurrent unit (GRU) network model achieves accurate rolling prediction from 15 minutes to 6 hours. Finally, comparing it with the long short-term memory (LSTM) network and the back-forward propagation network (BPN), it was confirmed that the GRU network with a timestep of 1.5 hours is the best model for the long-term (more than 3 hours) traffic flow rolling prediction, while GRU with a timestep of 45 minutes has the best result for short-term rolling prediction.
Recently, with the development of the business circle in big cities, traffic problems have been gradually increasing. One of the most serious problems is overcrowding, which has created the hidden danger of public security and waste of time. Developing public transport is an effective way to solve congestion [1] . Intelligent operation can increase the capacity of public transport, which requires accurate prediction of passenger flow to better guide the use of passenger capacity. Many studies have analyzed the big data generated by traffic control systems to solve practical problems, such as vehicle routing problem [2] - [8] .
Therefore, the prediction of metro passenger flow is important, especially for the short-term. To achieve that, this paper combines historical passenger volume data and weather data as input and applies the new methods, long short-term memory (LSTM) and gated recurrent unit (GRU)
The associate editor coordinating the review of this manuscript and approving it for publication was Tai-Hoon Kim. network, to forecast time series, and clusters data is used in the preprocessing to make the model more targeted. At the beginning of the experiment, this paper found that the model was difficult to converge under every parameter of a grid search. To improve the accuracy, two artificial features were used as input, and the model finally performed well. Finally, this fusion model can predict each 15-minute passenger flow in the future based on several 15-minute numbers at the beginning of execution. This means that it can be used for real-time forecasting and dynamic scheduling.
B. RELATED RESEARCH
The prediction of traffic flow sequence can be divided into two types.
One is the linear model, which is simple in construction and fast in training and has been used widely in the past. Many variations of autoregressive integrated moving averages (ARIMA) have been used on traffic flow forecasting, like seasonal autoregressive integrated moving averages model could be used to predict univariate traffic condition data streams [9] . Also, a study proposed that space-time autoregressive integrated moving average methodology can be applied on pattern prediction [10] . In addition, many studies proposed hybrid models combining ARIMA with other models, which have better performance than single models [11] , [12] .
The other one is nonlinear models, such as support vector machines (SVM) and neural networks. It could go back to 1994, a study tried to use a back propagation (BP) neural network model to predict traffic conditions [13] . And neural network models like BP, stacked auto-encoder and LSTM always have good performances on travel mode analysis and flow prediction or similar problems [14] - [18] . Variants of SVM were used widely as well [19] - [21] . These models are always compared with classic linear models and have better performance in their studies.
It is necessary to introduce external datasets in addition to the prediction. Weather may be an important factor in passenger flow prediction. Many studies explored the effects of weather and meteorological factors on traffic flow [22] - [25] . Thus, this paper uses weather factors as input of model as well.
In this work, we used LSTM and GRU, which are variations of recurrent neural networks (RNN), having achieved great performance in the area of natural language processing [26] , [27] . Which also have been used in traffic flow prediction and perform better than other methods [28] - [30] . Some studies have shown that GRU performed better than other types of RNN network in some fields [31] - [33] . However, a study proposed that variants like GRU cannot improve upon the standard LSTM architecture significantly [34] . Thus, LSTM and GRU still need to be compared in experiments on the subway passenger flow dataset.
In addition, considering the impact of weather on traffic flow, a weather dataset is used as another input.
II. METHOD
In the traffic flow dataset, the numbers of passengers are in chronological order, which means it is a natural time series. The recurrent neural network (RNN) is a kind of neural network with recurrent links to provide dynamic memory [35] - [37] . With the recurrent structure, RNN can connect previous information to a current training batch and is suitable for processing time series similar to the data used in this paper.
A. DATA PREPROCESSING This paper uses the weather dataset in 2016 and the dataset of the Shanghai traffic card in March 2016. The traffic card dataset was obtained from the 2016 Shanghai Open Data Apps (SODA) contest, which is nearly 300 million rows of data and is a kind of big data. And the weather dataset was obtained from the National Oceanic and Atmospheric Administration (NOAA). The Nanjing east road station is a crowded transfer station of the Shanghai metro line 2 and line 10, located in the business circle of Nanjing East Road. In addition, Nanjing East Road is one of the largest commercial centers in Shanghai, having a large passenger flow. So, this paper chooses the Nanjing East Road station data for prediction research.
The subway operation period of Nanjing East Road station is from 05:00 to 24:00, and the total number of card swipes within this period is calculated every 15 minutes. Thus, it includes 76 (4 × 19) 15-minute time intervals in one day and 2,356 (76 × 31) passenger volume data in 31 days.
It is not difficult to determine, whether based on the intuitive feelings of daily life or the analysis of the daily passenger flow entering and exiting the subway stations, the characteristics of passenger flow on weekdays and weekends are different, as shown in figure 1.
To further determine which days of the week can be combined into the same model for prediction, cluster analysis is required. Considering that the time series of each day has a periodic and specific shape, we use a special clustering method. In the first stage of our clustering process, the minmax scaler is used to shrink the range of each day such that the range is between 0 and 1. Therefore, the transformed numbers reflect the shape information and can be compared and clustered. Clustering those 2,356 numbers, we can label and classify the numbers for each interval of day. In this way, the time series clustering is transformed into a simple onedimensional clustering that can be fitted well by K-means algorithm with Euclidean distance. To determine the optimal number of clusters (k), we use the elbow method, and the curve of the total within-cluster sum of square (WSS) is shown in figure 2 .
From figure 2 we can find that both two and three can be the suitable value for k. Considering more clusters can provide more information when comparing time series, we choose three as the value of k. Also, we use our judging from daily experience that one day's passenger flow can be divided into three parts: low, medium and high. For instance, the clustering result of the number of passengers at different times on March 1, 2016 is shown in figure 3 .
The number of same categories in each of two days over the total number of time intervals (76) is the similarity of these two days. The closer the value is to 1, the more similar the time characteristics of two days are. Comparing each day with other days, we find that the pattern was almost the same every week in this month. Then, we compare each day of the week with the other days, and obtain the similarity comparison shown in table 1.
It can be seen from table 1 that there is a high degree of similarity between the working days and there is a considerable difference between the working days and weekends. Thus, seven days a week can be divided into two categories: weekday and weekend, each of them having different time characteristics and needing to be fitted with different models. However, these two different models can use the same method; that is, the construction, training and verification process of their models are extremely similar, and thus, this paper only focuses on the working day model.
Weather data includes data on wind direction, wind speed, temperature, dew point temperature, air pressure and other fields taken every 30 minutes. In the analysis of weather data, it is found that there is a certain amount of missing values in this dataset. The relatively complete and important data of wind speed, temperature and dew point temperature are taken, and the missing values are interpolated by Lagrange interpolation. To match the weather data with the passenger flow data, the average value of each missing 15-minute data was taken as its adjacent 30-minute data, and only data between 5:00 and 24:00 were retained, and the weather data were taken as 2,356 pieces.
After normalizing all the data, the final dataset is formed by concatenating the passenger flow data with the weather data, so it has four features. Since there are 23 working days in March 2016, the shape of training data is (23 × 76, 4) .
In addition, the information about the order of time should be added. Through experimental tests, if there are dummy variables containing the current time period information in the input of the model, it can improve the accuracy of the model and promote the convergence. Since there are 76 time periods in a day, 75 dummy variables are constructed in the form of one-hot coding, each dummy variable being 0 or 1. One is subtracted to avoid possible multicollinearity problems.
To provide trend information and promote the model's convergence rate, the last artificial feature k is introduced as the input:
where M is the number of weeks in the dataset. N is the number of workdays with the same characteristics time intervals. a i,j,t represents the passenger flow volume of the t-th 15-minute interval in the j-th workday, of the i-th week. Thus, 76 values of k can be calculated, corresponding to the change trend of the passenger flow in the 76 intervals. After converting to a supervised sequence, the data input is (sample number, timestep, 81). Most neural networks are supervised learning models that require both input X and output Y. Therefore, it is necessary to convert the training dataset as a time series into a supervised sequence according to a timestep. Thus, the previous t (the length of timesteps) pieces of data are the input, and the passenger volume number in the next interval is the output. In this process, the supervised sequence length of each day is the original time series length minus the timesteps length.
To measure the models accurately, this paper uses 5-fold cross-validation to use more data and avoid randomness: splitting the dataset into 5 consecutive folds without shuffling, and each fold is then used once as a validation set while the remaining 4 folds form the training set.
B. LSTM
However, in the training of an RNN network, its short-term memory will be rewritten randomly in each timestep, and it is easy to cause the problem of gradient disappearance [38] . For the model to learn long-term information, Hochreiter and Schmidhuber (1997) proposed a long short-term memory (LSTM) neural network [39] . Unlike RNN with only one layer of tanh in a repeating module, there are four interacting layers in each repeating module of LSTM, one layer of tanh and three kinds of gates, as shown in figure 4: The sigmoid layer on the far left is the forget gate, which reads h t−1 and x t , and outputs a value to each cell state C t−1 to decide whether to forget the value:
The second sigmoid layer is the input gate, that decides which numerical i t should be updated. The tanh layer creates a vectorC t to update the value:
The sigmoid layer on the far right is the output gate, which determines which value o t should be output in C t and multiplies it with the C t processed by the tanh layer to obtain the final output h t :
C. GRU LSTM has many variations. Cho et al. (2014) proposed a highly modified LSTM named the gated recurrent unit (GRU) [40] . GRU combines the forget gate and the input gate into one, mixing cell state C with the hidden state h. Its unit is simpler than LSTM, as shown in figure 5 : 
III. RESULTS

A. LSTM
The structure of the LSTM network is determined by experience in practice. We used LSTM, dense layers, dropout layers, and batch normalization layers to build the model. Dropout layers can greatly reduce overfitting [41] , and batch normalization layers can address the problem of internal covariate shift [42] . We used Adam as an optimizer, which is a versatile algorithm that scales to large-scale highdimensional machine learning problems [43] . Parametric rectified linear unit (PReLU) is the activation unit of each dense layer, which improves model fitting with nearly zero extra computational cost and little overfitting risk [44] . To more comprehensively compare the different prediction results caused by the selection of different parameters within the same model, this paper selects RMSE as the loss function and selects both RMSE and MAE as the metric functions to measure the prediction effect of the model. These two indicators reflect the error between the predicted value and the true value, which are defined as:
where y true represents the actual value, y pred represents the predicted value, and N represents the predicted sample number. The smaller that the RMSE and MAE values are, the closer y true to y pred are, and the higher the accuracy of the model is.
Based on a different timestep LSTM model, traffic prediction accuracy for the next 15 minutes is shown in table 2 and figure 6. In the practical application of the model, it is insufficient to predict the passenger flow after 15 minutes. The purpose of this paper is to study the model of the subway's passenger flow predictions including rolling predictions for long terms such as 30 minutes, an hour, three hours and even a rolling prediction to the end of the day. The precision comparison table for different spans of rolling predictions is shown in table 3. According to table 3, when the timestep is 3, it has a good result in short rolling spans (15 min), but cannot do well in long-term prediction. The prediction of different time spans is shown in figure 7 .
When the timestep length is 6, the result of the prediction for the long term is better than other models, whose RMSE and MAE have a lower value than other metrics. Its fitting effect is shown in figure 8 .
B. GRU
Replacing all the LSTM layers with GRU layers in the model to obtain a GRU network. The accuracy of the GRU network with different rolling spans is shown in table 4: It can be seen from table 4 that when the timestep length is 3, the short-term prediction effect is the best, and when the time step length is 6, the long-term prediction effect is the best. This result is the same as the results obtained by the LSTM network.
The prediction effects when the timestep of GRU is 3 and 6 are shown in figure 9 and 10.
IV. COMPARISON
BPN is the simplest neural network and converges the fastest. If BPN can obtain better results, there is no need to use more complex models; thus, BPN is often used to compare with other models. The predicted results are shown in table 5.
When the time step is 3, the long-and short-term prediction is the best. The model with different rolling spans is shown in figure 11 . And table 6 shows the total comparison table of the best results of BPN, LSTM and GRU. Table 6 illustrates that BPN with a time step of 3 performs better than LSTM with the time step of 3 in all aspects, performing better in short-term prediction. GRU has a better prediction effect than LSTM in both short and long-term prediction. GRU and LSTM with a timestep length of 6 have weaker short-term prediction ability but perform better than those with a timestep of 3 in the long-term. It is noticeable that a long timestep leads to a good result in long-term rolling predictions and a short timestep leads to a good result in short-term rolling predictions. Figures 7 to  11 show that in the medium part between two peaks, when the timestep is long, the networks selectively ignored the fluctuation of passenger flow in a short period of time, only showing the main change trend of data and the predicted results were smooth. In contrast, the networks with a shorter timestep tried to fit the fluctuation in the medium part, but cannot reach the true peak in the high part, and the shape of line y_3h and y_6h in figure 7 could illustrate that.
There is a possible explanation of this phenomenon that networks with a shorter timestep perform better in normal prediction but might be a little bit overfitting. Their sensitivity makes the errors in each rolling prediction accumulated and amplified, which leads the poor performance if the multiple predictions base on the pervious results. Meanwhile, the networks with a longer timestep are more robust, performing better in long-term rolling prediction. 
V. DISCUSSION
In this paper, the LSTM, GRU and BP network models are constructed using the data of Shanghai subway stations and weather data as time series data, and the rolling prediction of passenger flow in the next 15 minutes to 6 hours is made for short or long time periods. Through comparison and analysis, it is confirmed that the GRU network with a timestep of 1.5 hours has the best prediction effect for long-term (more than 3 hours) prediction, while GRU with a timestep of 45 minutes has the best result for short-term prediction. This result indicates that the recursive neural network can be applied not only to natural language processing but also to passenger flow prediction.
It is worth noting that the long-term prediction method in this paper is rolling prediction that is more flexible than building models with specific prediction time, so the number of passengers is predictable at any time that is multiple of 15 minutes. And We believe that predicting the number of people at each station and at each point in time in advance can provide decision-making support for subway operators, such as helping them allocate resources and guiding them to allocate staff.
In recent years, there have been new and improved methods of machine learning, such as the XGBoost, which is a new boosting method. And a paper proposed that XGBoost have a better result than RNN networks in dealing with another time series problem [45] . A comparison of them in predicting passenger flow will be made in the future.
In addition, it is noticeable that getting real traffic data owned by companies and governments is hard for researchers because of its privacy. In this paper, we could only get one month's set of subway data. If more data is available, we can get a more accurate result. Simulation and data generation might be a solution, and many studies have applied them in several fields [46] , [47] . ZIJIAN WEI is currently pursuing the bachelor's degree with the School of Economics and Management, Beijing Jiaotong University, Beijing, China. His current researches involve data mining and big data, and intelligent transportation.
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