Abstract-The relation between morphological gray-level connected operators and segmentation algorithms based on region merging/classification strategies has been pointed out several times in the recent literature. However, to the best of our knowledge, the formal relation between them has not been established. This paper presents the link between the two domains based on the observation that both connected operators and segmentation algorithms share a key mechanism: they simultaneously operate on images and on partitions, and therefore they can be described as operations on a joint image-partition model. As a result, we analyze both segmentation algorithms and connected operators by defining operators on complete product lattices, that explicitly model gray-level and partition attributes. In the first place, starting with a complete lattice of partitions, we initially define the concept of segmentation model as a mapping in a product lattice, whose elements are three-tuples consisting of a partition, an image that models the partition attributes, and an image that represents the gray-level model associated to the segmentation. Then, assuming a conditional ordering relation, we show that any region merging/classification segmentation algorithm can be defined as an extensive operator in such a complete product lattice. In the second place, we proposed a very similar lattice-based extended representation of gray-level functions in the context of connected operators, that highlights the mathematical analogy with segmentation algorithms, but in which the ordering relation is different. We use this framework to show that every region merging/classification segmentation algorithm indeed corresponds to a connected operator. While this result provides an explanation to previous work in the area, it also opens possibilities for further analysis in the two domains. From this perspective, we additionally study some theoretical properties of a general region merging segmentation algorithm.
I. INTRODUCTION
M ATHEMATICAL morphology [25] pursues the design of nonlinear operators to process and analyze images and extract useful information from them, based on the development of both image models and a mathematical theory that describes fundamental properties of the desired image operators. Complete lattices constitute one appropriate algebraic framework for such task [26] , [15] , thus framing mathematical morphology as the study of operators on complete lattices.
Connected operators represent one of the main contributions of mathematical morphology to binary and gray-level image processing and analysis [28] . They are characterized by the peculiar property of preserving image contours, because they operate on a regional basis: they transform an image by selectively altering the intensity of connected sets of pixels of constant grey-level, called flat zones. This important characteristic makes this class of operators ideal for image simplification and for other applications where contour preserving is necessary, like image and video segmentation [7] , [22] , [23] .
In the same morphological framework, the fundamental, yet unsolved problem of image segmentation can be conceived as an issue of designing operators in lattices of partitions. This formalism has attracted recent attention for video analysis [8] and video object extraction [9] .
The relation between image segmentation and connected operators goes beyond the application domain. In fact, the similarities between connected operators and segmentation algorithms based on region merging/region classification have been pointed out several times in the literature [5] , [8] , [9] . On one hand, the flat zones of a gray-level image induce a partition of the image support, and the definition of a connected operator itself is based on the relation between the flat-zone partitions induced by the input and output images. In other words, connected operators create a hierarchy of flat-zone partitions, embedded one in each other by an ordering relation. On the other hand, region merging algorithms also create a hierarchy of partitions [20] , [33] , [13] . The relation between connected operators and segmentation techniques was exploited in [5] , in which a region merging segmentation method based on the flat zone concept was proposed. Segmentation is viewed as a region number reduction problem, in which flat zones of an image are either preserved or merged; therefore this algorithm behaves as a connected operator. The intuitive links between the two domains was further employed in [8] , which proposed similar algorithms for definition of both connected operators and region merging methods. However, gray-level connected operators and partition lattice operators map elements in different domains, and, to the best of our knowledge, the formal relation between them has not been established.
In this paper, we propose a way of interpreting such connection, based on the observation that connected operators and segmentation algorithms share a key mechanism: they simultaneously operate on an image and on a partition, and therefore, they can be described as operations on a joint image-partition model.
As a result, we analyze both segmentation algorithms and connected operators by defining operators on complete product lattices, that explicitly model gray-level and partition attributes. In the first place, starting with a complete lattice of partitions, we initially define the concept of segmentation model as a mapping in a product lattice, whose elements are three-tuples consisting of a partition, an image that models the partition attributes, and an image that represents the gray-level model associated to the segmentation. Then, assuming a conditional ordering relation, we show that any region merging/classification segmentation algorithm can be defined as an extensive operator in such a complete product lattice. In the second place, we proposed a very similar, extended representation of gray-level functions in the context of connected operators, that highlights the mathematical analogy with segmentation algorithms. Such a representation allows for the formulation of the main result of this paper, namely, that each generic region merging/classification segmentation operator indeed corresponds to a connected operator. While this result provides an explanation to previous work in the area [5] , [8] , it also opens possibilities of further analysis in the two domains. From this perspective, we additionally study some theoretical properties of a general region merging segmentation algorithm, as proposed in [8] .
The rest of the paper is organized as follows. Section II reviews the concepts from complete lattice theory that are necessary for our development. Section III proposes the complete lattice framework for segmentation models and generic region merging algorithms. Section IV reviews the basic notions of gray-level connected operators, and then presents a product lattice model for gray-level functions that is convenient to analyze the links between connected operators and segmentation algorithms. Section V presents the analysis of the links between the different types of operators. From this formulation, Section VI further illustrates the approach by presenting the analysis of a general region merging operator. Section VII provides some final thoughts. Finally, an Appendix concentrates the mathematical details, summarizing notation and proofs for all the stated properties.
II. FUNDAMENTALS OF COMPLETE LATTICE THEORY

A. Definitions
In this section we present some basic definitions from complete lattice theory for sake of completeness and clarity of notation, as discussed in [26] , [6] , [15] , [19] . The reader is referred to these references for further treatment. For a quick reference, the Appendix contains a glossary of the main symbols used in the rest of the paper.
Definition 1:
A complete lattice is a set with a partial order relation for which each of its subsets has an infimum (greatest lower bound)
, and a supremum (least upper bound)
. When , infimum and supremum are denoted by , and , respectively. and are binary operations on , hence constitutes an algebraic structure. Let and be complete lattices. It can be shown that the set of all mappings or operators from to inherits the partial ordering structure by defining , and also constitutes a complete lattice. A number of properties of operators on complete lattices that will be studied in the rest of the paper can be enumerated as follows.
Definition 2: Let , and be complete lattices. 1) The identity operator on maps every element of onto itself.
2) The composition of operators is defined in the usual way: if , and , then the operator is defined by . 3) An operator is called a) increasing iff it is order-preserving, i.e., ; b) lattice isomorphism iff it is a bijection (injective or one-to-one, and surjective or onto), and if both and its inverse are increasing. Lattice isomorphisms preserve infima and suprema, that is, , and . 4) An operator is called a) extensive iff . Similarly, decreasing and anti-extensive operators can be defined; b) idempotent iff ; c) morphological filter iff it is increasing and idempotent; d) opening (resp. closing) iff it is an anti-extensive (resp. extensive) morphological filter.
5) A left inverse
of an injective operator is a surjection such that the composition is the identity on . 6) A right inverse of a surjective operator is an injection such that the composition is the identity on . 7) The invariance domain of an operator is the set of all elements such that . Each is called a fixpoint or invariant under .
B. Lattices of Gray-Level Functions and Partitions
Gray-level (color) images and image segmentation have a clear formulation from a lattice-theoretic perspective, by using complete lattices of scalar (vector) functions and of partitions, respectively. We review such definitions in the following.
Definition 3: Let be a complete lattice and an arbitrary nonempty set. Then the set of all functions , denoted by , is a complete lattice of mappings, with the partial order relation defined by [15] . The supremum and infimum are also pointwise-defined:
The particular case in which , where denotes the set of integers, and , defines a complete lattice of discrete, gray-level images quantized to levels, which is also denoted by , or simply by in this paper. Furthermore, the case corresponds to binary images. Definition 4: Given a set and its powerset , a partition of is a mapping such that , (i)
, and (ii) or [26] . is called the zone or region of that contains . It can be proved that the set of all partitions of the space constitutes a complete lattice of mappings [30] , denoted by , where the partial ordering relation is defined as . In this case, is said to be finer than . The infimum of a set of partitions indexed by is given by that is, the infimum is the partition made of the intersections of all regions in the original set of partitions. On the other hand, the supremum is given by which is the finest partition that is larger than each of the individual . For the two-partition case, if or . Additionally, the least and greatest elements of correspond to the finest partition and the coarsest partition , such that and for all . In the case of a discrete image, corresponds to the partition that has as many regions as pixels in the image, and corresponds to a partition that consists of a single region that includes all pixels.
The previous two Definitions constitute the basic models for image processing and analysis, namely, images and partitions of the image support. On one hand, a lattice of partitions represents a proper framework to analyze segmentation operations [26] , [5] , [8] , and will be analyzed in more detail in Section III. On the other hand, there has been considerable progress on the analysis and design of operators on , also known as gray-scale morphology [26] , [15] . In particular, the class of connected operators, discussed in Section IV, has also demonstrated its applicability for image simplification and segmentation purposes [28] , [4] , [16] . The next two sections will highlight the symmetries between the two domains, by developing a representation for both classes of operators, helpful for disclosing their relations.
III. EXTENSIVE PARTITION OPERATORS AND SEGMENTATION ALGORITHMS
As a blackbox, segmentation algorithms essentially establish a rule of correspondence between the original partition of an image support-usually the finest partition and a new one [30] . In morphological terms, this can be defined as follows [26] .
Definition 5: A partition lattice operator is a mapping from a complete lattice of partitions into itself . Some basic operators were originally proposed in [26] . More recent studies include [8] and [9] . As discussed in these references, the segmentation techniques based on region merging [12] , [8] , [13] and region classification [2] , [3] , [11] , [9] correspond to extensive partition operators, as the original partitions are finer than the transformed ones . However, as we discuss in the following, a region merging/classification segmentation algorithm makes use of additional information other than the sole partition information. On one hand, region merging methods are iterative, and require three elements for their specification: a region model that represents the attributes (gray-level/color, size) of each of the regions of a partition; a merging order that defines the order in which two neighboring regions will be used as candidates for merging; and a merging criterion that defines whether the selected regions should be merged or not [8] . The merging criterion includes the definition of a termination criteria for the merging process. A typical example of a region merging segmentation algorithm is shown in Fig. 1(c) . Given the original image and an initial partition , a region merging algorithm has been applied to generate the partition in Fig. 1(c) . In this algorithm, the region model consists in the median gray-level of each region, the merging order is given by the minimium size of any two adjacent regions times their region model difference, and the merging criterion consists in merging two regions whenever either of their size is less than a threshold (refer to [8] for details). On the other hand, region classification algorithms [3] , [2] , [9] , [11] assign a class label to the regions of a partition, given statistical criteria. For their specification, such algorithms also require three elements: reference information, that defines the number of classes and their attributes; a region model, that specifies the corresponding features for each zone in a partition; and a classification criterion, that establishes the rule for class label assignment to each of the regions. An example of a region classification segmentation algorithm is shown in Fig. 1(d) . The partition has been generated assuming two classes , and a Gaussian mixture intensity model for each class, that have been learned using training data. The region model remains the same as before, and the regional classification criterion is maximum a posteriori (MAP) where denotes the model of , the region of that contains . Note that in this operation each region is classified independently.
One could ask whether these two very different conceptions for segmentation have anything in common, and if so, how to formalize such coincidences from a lattice-theoretic perspective. To this end, we start in this section by defining a segmentation model in a complete lattice framework, and then conceive a generic region merging/classification segmentation algorithm as an extensive operator in a complete product lattice. Such formalism not only will allow for the study of theoretical properties of segmentation algorithms, but also will be the clue to establish their links with gray-level connected operators.
A. Segmentation Models in a Lattice-Theoretic Formulation
From the previous description and Fig. 1 , we notice that the region model constitutes a fundamental common point in region merging/classification algorithms. In general, given an image and a partition , a region model can be characterized by two main components. The first one consists of a set of attributes that is solely related to characteristics of the partition, like the cardinality of each of the regions (related to its size or area), the length of its convex hull (related to their shape), and so on [1] . The second component consists of a set of features that model the gray-level/color value of each region being the mean or median region value two typical representations [8] . This paper will analyze the case of single partition attributes and gray-level images; the case of multiple attributes (color images, multiple shape/size features) represents a problem of multivalued morphology [27] , [10] and will be analyzed elsewhere. The region model of a segmentation can therefore be formally described as composed of the following two operators.
Definition 6: Let and be a gray-level image and a partition of the image support, respectively. Then,
1) an attribute region model is a mapping
, that can be extended as a mapping , so that . The image is called partition attribute image.
2) a gray-level region model is a mapping
. The image is referred to as gray-level model image. Fig. 2 illustrate the model definitions. Clearly, the mappings are not injective in general when size or shape are used as attributes. This situation is illustrated in Fig. 3 . The same holds for , as shown in Fig. 4 : given a partition, several images map to the same gray-level model image. It will be convenient to define the equivalence relation in induced by . Definition 7: The equivalence relation in induced by is given by (1) where denotes the equivalence of and under the relation . Note that is fixed in this definition. It is easy to see that is indeed an equivalence relation (reflexive, symmetric, and transitive). Let denote the -th equivalence class. For each of them, let be the element such that for every in the class, . By definition, is an invariant or fixpoint of [15] . Fig. 4(b) illustrates this situation.
The previous mappings are the pieces needed to properly define a segmentation model for a partition.
Definition 8: Let , and let denote an arbitrary element of , with components indexed by , i.e.,
. Given an image , a segmentation (2 (P)(x) = card(P(x))) two partitions (a) P and (b) P can be mapped to the same partition attribute image (c) 2 (P ). 
The three-tuple , composed of the partition, its partition attribute image, and its gray-level model image, is called segmentation model.
It is clear that each mapping is an injection. However, it is not a surjection; its range is given only by a set of three-tuples of the form which is only a proper subset of . In order to define the product set as a lattice, we need to impose a partial order on it. Additionally, we would like that such partial order could define the segmentation model generators as order-preserving, so that the ordering properties on -the lattice of partitions-are inherited on -the lattice that include all possible segmentation models. We discuss two important cases.
1) A marginal ordering in a product lattice [28] 
defines as a complete lattice, with the infimum and supremum obtained component-wise, . However, it can be shown that the ordering properties in are lost when expanding the space to under this marginal ordering.
2) A conditional ordering imposes the highest priority on the first component of any two elements , and the lowest priority on their last component [28] (4) (7) is satisfied, 9 is a generic region merging operator and is denoted by 9 .
where the subscript in the ordering relation indicates that the priority belongs to the first component of the three-tuples . Equation (4) corresponds to a lexicographic order in a vector space. It is simple to show that this is indeed a partial order relation and that, by defining the infimum and supremum component-wise, constitutes a complete lattice [27] .
Given that and are both complete lattices, the set of all possible mappings also constitutes a complete lattice, with partial ordering defined by . However, the collection of all segmentation model generators , constitutes only a proper subset of , and is not a complete lattice [15] .
Note that the mappings are clearly order-preserving under . Furthermore, as every is an injection, it has left inverses , which correspond to a projection of onto its first component, and therefore are surjective. In fact, the left inverses are increasing; if (5) This property can be summarized as follows.
Property 1:
The set of segmentation model generators , and the associated left inverses, given the conditional partial ordering , are order-preserving.
B. Generic Region Merging Operators
Using the conditional partial ordering for -that now shares ordering properties with -we can define segmentation algorithms as a class of operators on this lattice. Let denote the complete lattice of all operators from into itself, and let be any partition operator. As illustrated in Fig. 5 , it is possible to define a corresponding operator by (6) From the class of operators that model segmentation algorithms, we are interested in those that correspond to region merging/classification. This concept can be defined as follows.
Definition 9: Given an image , a generic region merging operator is an extensive mapping defined by , where is an extensive operator in a lattice of partitions, such that for all the three-tuples (7) Fig. 6 . A region merging operator 9 , that fuses the smallest region in the partition with the smallest neighboring region, is applied on the image f (a). The input (t ) and output (t = 9 (t )) segmentation models, are shown in (b)-(d) and (e)-(g), respectively. The partition attribute images 2 (P ) (c) and 2 (P ) (f), represent the size of each region in the corresponding partition. The gray-level model images 2 (f; P ) (d) and 2 (f; P ) (g), represent the truncated region mean. In (h)-(j), we show an "invalid" output three-tuple if 9 () is a generic region merging operator: given the function f in (a), the gray-level model image in (j) cannot be obtained from the partition P in (h).
The class of generic region merging operators consists of all the operators from to associated to extensive operators in , and that map three-tuples into other "valid" three-tuples . Note that the previous definition does not specify the action of the operators on those , other than . Fig. 6 illustrates these facts.
The analysis of some properties of a general region merging operator under this formulation is delayed until Section VI. In the next section, we first review the notion of connected operators, and based on their similarities with region merging segmentation algorithms [5] , [8] , we propose an extended representation for gray-level functions.
IV. CONNECTED OPERATORS AND EXTENDED REPRESENTATION FOR GRAY-LEVEL FUNCTIONS
A. Connected Operators
Connected operators are based on the notion of connectivity. The following definitions introduce the main concepts, and are borrowed from [28] and [16] .
Definition 10: Let equipped with the usual 8-connectivity. A connected component or grain of a set is a set in which for each pair of pixels there exists a path (a set of points, all included in the set) that joins them.
Definition 11: Let denote the grain of that contains the point , and let . A flat zone of at level is a grain of the level set , i.e., it is a maximal connected component of where the image is constant.
It is easy to see that the flat zones of induce a partition of the image support. In words, the partition of flat zones of is said to be finer than the partition of flat zones of . is also called a planing of [18] .
A simple example that illustrates the previous concepts is shown in Fig. 7 for a four-tone image. Figure 7(b) shows the corresponding flat-zone partition, . As connected operators operate at the flat zone level, they preserve contours in an image: no new discontinuties can be introduced, but only changes of regional (flat-zone) grey-level intensity. In a few words, the effect of a connected operator in an image consists on 1) merging and 2) recoloring of its flat zones [16] . This is illustrated in Fig. 7(c)-(d) , that present the result of applying a hypothetical connected operator on , and its corresponding flat-zone partition, . General as it is, the definition of a connected operator does not specify the mechanisms by which the colors of an image should be transformed. Different specifications have generated a variety of classes of binary and gray-level connected operators, obtained either by imposing some theoretical properties (extensiveness, idempotence, increasingness), or by designing them to perform a particular function (e.g., elimination of small, dark/bright or low-contrast areas). Furthermore, some classes of gray-level operators are important extensions of their binary counterparts (flat connected operators). The reader may refer to [28] , [4] , [21] , [16] , [18] , [17] for a detailed exposition on the subject. In particular, anti-extensive filters have been commonly used in binary morphology (opening/closing by reconstruction, area opening) [31] . For gray-level imagery, their gray-level extensions [28] , [31] , [4] , and some more recent approaches [8] , [18] , [17] are frequently applied for image preprocessing due to their simplification capabilities, and for marker extraction when used in combination with the watershed algorithm in segmentation. Further extensions to image sequences and video make them useful in several color still and video processing and analysis applications [7] , [22] , [23] .
The definition of a connected operator relates both a graylevel function and its associated partition. Obviously, the effect of any of these operations (flat zone merging and recoloring) affect both components. With the objective of formally analyzing similarities between connected operators and region merging/classification algorithms, it appears natural to extend the representation of a gray-level function to explicitly model the flat-zone partition properties. We propose such a representation in the next subsection.
B. Extended Representation of Gray-Level Functions
We start by establishing a fundamental property of the the flat-zone mapping , the key concept in defining a connected operator.
Property 2:
is neither an injection nor preserves infima and suprema.
This property establishes that a whole collection of gray-level functions correspond to the same flat-zone partition, and that in this mapping the ordering relation in is lost. Note that is surjective, and therefore it has right inverse mappings such that, as defined in Section II, the composition .
As we mentioned before, any connected operator can be thought of as accomplishing a double function: it both merges the flat zones of an image (that is essentially an operation at the partition level) and recolors them (that is a procedure that acts on the gray-level values of the image, according to a given rule). The specific procedures might be very different, but the underlying idea is the same: a connected operator is based on operations that depend both of properties of the function itself, and of properties of its induced flat-zone partition.
To point out the links between connected operators and segmentation algorithms, it is convenient to think of an extended representation of a gray-level function, as a three-tuple in which each component is generated from the original image . denotes, as in Section III, a partition attribute image (in this case of the flat-zone partition).
The convenience of explicitly specifying the second and third components of the three-tuple will be illustrated with three simple examples of grain binary connected operators [16] : a trivial one, an idempotent area operator, and the binary area opening. These examples are illustrated in Fig. 8 .
Example 1: Let be the nonlinear binary operator 1 defined by , where if is in the background, and 1 otherwise (in Fig. 8 , white corresponds to , black to ). It is evident that and therefore is connected. This is an operator that depends solely on the function values, in the sense that it does not require of any attributes of the original flat-zone partition, for its operation.
Example 2: Consider another case to illustrate the opposite extreme. Such an operator switches the color of all those grains that have an area lower than a certain number . In other words, for any if otherwise, where is the operator that extracts the cardinality (size) of each region of . It is trivial to see that is connected [16] . In this case, the action of the operator only relies on the properties of the flat-zone partition, and merges background and foreground based only on the area attribute, in the sense that the decision of changing or not the gray-level of each flat zone is independent of the gray-level itself.
Example 3: A final example is the binary area opening, that preserves all the connected components of the foreground that have an area greater or equal than shown in the equation at the bottom of the page.
For this example, it is clear that the operator uses both attributes of the partition (size of the region) and attributes of the gray-level function (gray-level value of the flat-zone). In fact, every connected operator that has been proposed with some utility has this general characteristic, and that is why that the extended representation can be useful to visualize the concept of connected operator, and also to understand the links with region merging segmentation algorithms.
The extended representation for gray-level images will be defined as follows. given only by all the three-tuples of the form specified (10), which is a proper subset of .
The decision about what order relation to impose on the product lattice is virtually identical to the one discussed in Section III. A marginal order causes that the ordering properties in are lost when expanding the gray-level representation to . In contrast, a conditional ordering (identical to (4), where now the ordering takes priority on ), defines as a complete lattice. Additionally, the collection of all extended representation generators (which 
C. Extended Connected Operators
With a similar approach to the one used in Section III, we can define extended connected operators as a class of operators on . Let denote the complete lattice of all operators from into itself. For any arbitrary gray-level operator , we define by (11) as shown in the diagram in Fig. 9 . The class of operators that correspond to connected operators is defined as follows.
Definition 15: An extended connected operator is a mapping defined by , where is a connected operator in the lattice of gray-level functions, such that for all the three-tuples (12) The class is composed of all the operators in associated to connected operators in . Note again that this definition does not specify the operation of any on those that are not three-tuples of the form . Indeed, such operation can be arbitrary.
V. LINKS BETWEEN CONNECTED OPERATORS, EXTENSIVE PARTITION OPERATORS AND GENERIC REGION MERGING OPERATORS
We now proceed to develop the main result in this paper regarding the links between connected operators, extensive partition operators and region merging/classification segmentation if and otherwise. algorithms. We start by summarizing some fundamental points from the previous development (also see Figs. 5 and 9).
1) There does not exist a one-to-one relation between graylevel functions and partitions. This holds both for segmentation models [Equation (1)], and for extended representations of gray-level functions from the connected-operator perspective (Property 2). 2) Except for a permutation, segmentation models (elements of ) and extended representation of gray-level functions (elements of ) are members of the same product set. However, and are distinct complete product lattices, not only because of the permutation, but because the ordering relation in each of them is different.
3) The order properties in are preserved in under the priority ordering . Similarly, the order properties in are preserved in under a different priority ordering . However, regardless of the selected partial ordering, an operator in the product lattice ( or ) cannot inherit the ordering properties of both a partition operator and a function operator. We now formally establish the links between the different domains.
Definition 16: Let and the complete lattices defined as in Def. 8 and Def. 14, respectively. A circular permutation mapping is defined by
Note that the components of the three-tuple in are shifted one position to the left. Evidently, is a bijection, with inverse . This definition is the last piece we need to prove the connections between segmentation algorithms and connected operators.
Property 4: Every generic region merging operator corresponds to a connected operator. However, the converse is not true in general.
The first part of this property states that for every generic region merging operator , we can build an operator in the lattice of gray-level functions by composing (13) that is connected (see diagram in Fig. 10) . Equivalently, the second part establishes that, for every connected operator , we can define an extensive operator in by (14) However, not always will represent a region merging segmentation operation of an image as we have defined it, as we show in the following examples.
Example 4: The identity operator in the lattice of functions is obviously connected, and corresponds to a valid generic region merging operator , for any image .
Example 5: In contrast, the connected operator defined by , only adds a constant to the pixel values, leaving the same flat-zone partitions for input and output images. In particular, the application of on any gray-level model image generated by an image and a partition produces . Furthermore, the flat-zone partitions of input and output are the same when applying , i.e.,
. But at the same time, , and the same holds for the output partition , which implies that . This represents a contradiction as , therefore the corresponding operator cannot represent a generic region merging operator.
Furthermore, as every extensive operator in corresponds to an operator in , we can proceed in a similar way to conclude the following.
Property 5: Every connected operator corresponds to an extensive operator in the lattice of partitions.
Finally, with the above analysis we can also express the flat-zone partition operator and their right inverses by (15) Recapitulating, we have shown that the lattice-theoretic approach proposed in this paper allows for an algebraic formulation of the connection between region merging/classification algorithms and connected operators, namely, that every generic region merging operator corresponds to a connected operator, and that the converse situation is not true in general. This result provides a basis to formally explain results previously proposed, and for the specification of new algorithms. We revisit in the next section some of the properties of a general region merging algorithm, under the complete lattice perspective. The analysis of some region classification operators and their morphological properties are reported in [9] .
VI. ANALYSIS OF GENERIC REGION MERGING OPERATORS
In this section, we analyze the general model for region merging proposed in [8] . Let denote a generic region merging operator that merges only one region of a partition with one of its neighboring regions, and denote the corresponding operator in , given by . Let denote the set of all such operators. As we established in Section III, a general region merging method needs three elements for its specification [8] : the region model, that has been already explicitly decoupled and included in the lattice by and , a merging order, and a merging criterion. The latter includes the definition of a termination criteria TC for the merging process, typically represented by either the number of zones in the partition or a measure of error between the original image and a reconstructed image based on the partition and its zone models.
Let and denote the two zones specified as candidates by the merging order. In addition, let represents the Boolean value of the statement TC (1 if it is true, 0 otherwise). With this notation, a general formulation for the partition operator can be specified as follows:
TC and otherwise (16) and the corresponding expression for the generic region merging operator is (17) or in a pseudocode-like description A first result can be established. Property 6: Every is extensive. However, in general they are neither increasing nor idempotent. Fig. 11 illustrates this statement.
We can now define a complete segmentation algorithm based on region merging.
Definition 17: Let and be an image and an initial partition (usually equal to the finest partition), respectively, and let denote the segmentation model generated by and . A complete region merging segmentation algorithm is an operator that consists on the iterative composition of until convergence (18) where , and is the limit of the sequence
In fact, convergence of this sequence is always assured in a finite number of steps , so (19) because . The criteria for convergence corresponds to the termination criterion TC in . Let denote the class of region merging operators. The fact that any is extensive is obvious. One more result can be specified.
Property 7: Every is idempotent, and its invariance domain . However, the operators are not increasing in general. This can be seen using the previous example, in which Fig. 11(d) and (h) coincide with the application of until convergence, and in which the associated partitions are not comparable by the partial order relation. The fact that the operators are generally not order-preserving has important consequences, as the general theory of mathematical morphology mainly deals with order-preserving mappings. Additionally, the elements in are generally not injective. If the two last conditions hold, the next result is obvious.
Property 8: If a generic region merging operator is neither order-preserving nor injective, then it is neither of the following: 1) invertible, 2) lattice isomorphism, and 3) morphological filter.
It is important to point out that the theoretical description of segmentation models and extended function representations presented in this paper do not constitute the most efficient data structure for actual algorithm implementation. In practice, a segmentation model (partitions and region models) can be efficiently represented by a region adjacency graph. Additionally, an efficient structure for storing the sequence of steps in a region merging operator is a binary partition tree [24] . Indeed, when region merging is performed, beginning from the flat-zone partition of the original image and until convergence, the binary par- tition tree represents a way of storing each of the outcomes of the sequence of operators also called merging sequence. Due to the algorithmic equivalence with connected operators, tree representations have also demonstrated its usefulness for connected operators [1] , [16] , [17] , [24] . An example of such a sequence is shown in Fig. 12 . The reader may refer to those references for implementation details.
VII. CONCLUDING REMARKS
This paper addressed a question pointed out several times in recent mathematical morphology literature: the connection between region merging/classification segmentation algorithms and gray-level connected operators. We have proposed that such a connection can be formally obtained by defining a complete product lattice representation for both gray-level images and segmentation models, that allows for the explicit modeling of partition and intensity attributes. We have shown that every region merging/classification segmentation algorithm corresponds to a connected operator. This result explains the algorithmic equivalence in terms of implementation, that has been recently exploited by several authors. Additionally, we have also provided an analysis of some important theoretical properties of a general region merging algorithms, from the proposed lattice-theoretic framework.
It is important to note that, although both region merging and region classification algorithms are linked to connected operators, the latter class does not make explicit use of the usual 4-or 8-connectivity. There has been an increasing study of other connectivities [29] . We are interested in studying the connectivity properties of region classification algorithms. Additionally, given the connections analyzed in this paper, we are also interested in the development of novel strategies for image segmentation and filtering.
APPENDIX
A. Glossary of Symbols
See the glossary of symbols at the bottom of the next page.
B. Proofs of the Properties Property 2:
Proof: The first part is obvious. Proof: For the first part, let be a generic region merging operator, so that for any of the form , there exists a of the form (for some ) such that . We construct an operator by composing
The diagram in Fig. 10 illustrates such definition. Now, let , and . Then for some
But by hypothesis, is a generic region merging operator, i.e., , which means that . Therefore, the operator is connected.This proves the first part of the proposition.
For the second part, assume that is connected. We can obtain an expression for an operator in as Note that we cannot not write the subscript in yet, because we do not know at this point if it represents a generic region merging operator. Now, let be of the form for some . But by hypothesis, is connected, i.e., . Furthermore, as and , it follows that is extensive. However, only when is equal to the (unique) valid (see Fig. 6 (h)-(j)), will correspond to a generic region merging operator. Otherwise, Eq. (20) is still valid, but does not represent a region merging segmentation operation of an image as we define it.
Property 6: Every is extensive. However, in general they are neither increasing nor idempotent.
Proof: The first property follows by definition. The second one can be proved with a typical counterexample. Assume the median gray-level of the zone as region model, number of regions as the zone of smallest cardinality in , and as the neighboring region of that has the most similar region model. Now assume , the two images as shown in Fig. 11(a) and (e), and define their segmentation models in as . It is clear, as shown in Fig. 11(b) and (f), that . However, and , shown in Fig. 11 (c) and (g), can not be compared in , and neither can and in . Therefore, and are not increasing. It is also evident that ( Fig. 11(d)) ; therefore, and are not idempotent. Property 7: Every is idempotent, and its invariance domain . Proof: To prove this, we just need to show that and , and apply a known result ( [15] , pp. 452). The first condition is true by hypothesis. For the second one, we know that only takes an action when the termination criterion is false. But is precisely defined by the iterative merging until the termination criterion is true (after steps), so .
