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A new exponent of simultaneous rational approximation
Anthony Poëls
Abstract
We introduce a new exponent of simultaneous rational approximation λ̂min(ξ, η) for pairs of
real numbers ξ, η, in complement to the classical exponents λ(ξ, η) of best approximation,
and λ̂(ξ, η) of uniform approximation. It generalizes Fischler’s exponent β0(ξ) in the sense
that λ̂min(ξ, ξ
2) = 1/β0(ξ) whenever λ(ξ, ξ
2) = 1. Using parametric geometry of numbers,
we provide a complete description of the set of values taken by (λ, λ̂min) at pairs (ξ, η) with
1, ξ, η linearly independent over Q.
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1 Introduction
Let ξ and η be non-zero real numbers. The following simultaneous approximation problem has
been intensively studied during the last decades:
Problem Eλ,X : Given λ > 0 and X ≥ 1, we search for solutions (x0, x1, x2) ∈ Z3 \ {0} of the
system
1 ≤ |x0| ≤ X and max(|x0ξ − x1|, |x0η − x2|) ≤ X−λ.
We denote by λ(ξ, η) (resp. λ̂(ξ, η)) the supremum of real numbers λ for which Eλ,X admits a
non-zero integer solution for arbitrarily large values of X (resp. for each sufficiently large value of
X). For all real numbers ξ, η, we have
λ(ξ, η) ≥ λ̂(ξ, η) ≥ 1
2
,
the right-hand side inequality following from Dirichlet’s box principle (or, equivalently,
Minkowski’s theorem). The study of such Diophantine exponents of approximation goes back to
Jarník and Khinchin, see [1] for a well supplied account of the topic. In this paper, we consider
the following variant:
Problem Eλ,µ,X : Given λ > 0, µ ≥ 0 and X > 1, we search for solutions (x0, x1, x2) ∈ Z3 \ {0}
of the system
1 ≤ |x0| ≤ X and max(|x0ξ − x1|, |x0η − x2|) ≤ min(X−λ, |x0|−µ).
This was introduced by Fischler in [8] in the special case where η = ξ2. For 0 ≤ µ < λ(ξ, η), we
denote by λ̂µ(ξ, η) the supremum of the real numbers λ for which Eλ,µ,X admits a non-zero integer
1
solution for each sufficiently large value of X . Note that the map µ 7→ λ̂µ(ξ, η) is non-increasing.
We define
λ̂min(ξ, η) = inf
0<µ<λ(ξ,η)
λ̂µ(ξ, η) = lim
µ→λ(ξ,η)−
λ̂µ(ξ, η). (1.1)
See Remark 2.2 and (2.2) for an interpretation of λ̂min. Note that for µ = 0 we have λ̂0(ξ, η) =
λ̂(ξ, η), so that
λ̂min(ξ, η) ≤ λ̂(ξ, η).
More generally, we have λ̂µ(ξ, η) = λ̂(ξ, η) for any µ < λ̂(ξ, η). In particular, if λ̂(ξ, η) = λ(ξ, η),
Definition (1.1) gives λ̂min(ξ, η) = λ̂(ξ, η) = λ(ξ, η). Yet, it is well-known that λ̂(ξ, η) = λ(ξ, η) =
1/2 for almost all (ξ, η) with respect to the Lebesgue measure on R2 (see [3, §2]). We thus have
the following result:
Theorem 1.1. For almost all real numbers ξ, η (with respect to the Lebesgue measure on R2), we
have
λ̂min(ξ, η) =
1
2
.
The goal of this paper is to give an interpretation of the exponents λ̂µ(ξ, η) and λ̂min(ξ, η) in the
setting of parametric geometry of numbers and to prove the following description for the spectrum
of the pair (λ, λ̂min), i.e. the set of values taken by (λ, λ̂min) at pairs (ξ, η) with 1, ξ, η linearly
independent over Q.
Theorem 1.2. For any ξ, η ∈ R with 1, ξ, η linearly independent over Q, we have either
λ̂min(ξ, η) = λ(ξ, η) = 1/2, or
0 ≤ λ̂min(ξ, η) ≤ 1, 1
2
< λ(ξ, η) ≤ +∞ and λ̂min(ξ, η)
2
1− λ̂min(ξ, η)
≤ λ(ξ, η). (1.2)
Conversely, for any λ̂ ∈ R and any λ ∈ R ∪ {+∞} satisfying either λ̂ = λ = 1/2, or
0 ≤ λ̂ ≤ 1, 1
2
< λ ≤ +∞ and λ̂
2
1− λ̂
≤ λ, (1.3)
there exist two real numbers ξ and η, with 1, ξ, η linearly independent over Q, such that
λ(ξ, η) = λ and λ̂min(ξ, η) = λ̂.
Laurent computed the spectrum of (λ, λ̂) in [9] (see Corollary 2 of [9]). He proved that for any
ξ, η with 1, ξ, η linearly independent over Q, we have
1
2
≤ λ̂(ξ, η) ≤ 1, λ̂(ξ, η)
2
1− λ̂(ξ, η)
≤ λ(ξ, η) ≤ +∞, (1.4)
and that (1.4) describe entirely the spectrum of (λ, λ̂). Since λ̂min ≤ λ̂, the inequalities (1.2) are
implied by (1.4) together with λ(ξ, η) > 1/2. It would be interesting to study the joint spectrum
of (λ, λ̂, λ̂min).
In [8] Fischler introduced a new exponent of approximation β0(ξ) for each real number ξ.
When λ(ξ, ξ2) < 1, he defined β0(ξ) = +∞. Otherwise he set β0(ξ) = limε→0+ βε(ξ), with
βε(ξ) = 1/λ̂1−ε(ξ, ξ
2) (for 0 < ε ≤ 1). Then he studied in depth the real numbers ξ for which
β0(ξ) < 2. For those numbers, the exponent β0(ξ) and λ̂min(ξ, ξ
2) are related as follows.
2
Lemma 1.1. If β0(ξ) < 2, then λ(ξ, ξ
2) = 1 and β0(ξ) = 1/λ̂min(ξ, ξ
2).
Proof Let ξ be such that β0(ξ) < 2. Then we have λ(ξ, ξ
2) ≥ 1. In general, the inequality
1/β0(ξ) ≤ λ̂(ξ, ξ2) holds, so that λ̂(ξ, ξ2) > 1/2. This implies that λ(ξ, ξ2) ≤ 1. This result can
be obtained from Davenport and Schmidt’s work by generalizing Lemmas 2 and 6 of [7] (see for
example [11, Corollaire 6.2.7]); it is also a corollary of a recent result due to Schleischitz [14,
Theorem 1.6]. Finally, this shows that λ(ξ, ξ2) = 1. In this case, we have β0(ξ) = 1/λ̂min(ξ, ξ
2)
by definition of βε(ξ) (0 < ε < 1).

Let V denotes the set
V = {(ξ, η) | 1, ξ, η linearly independent over Q and λ(ξ, η) = 1}. (1.5)
Applying Theorem 1.2 with λ = 1, we obtain the following result.
Theorem 1.3. With the above notation, the set of values taken by 1/λ̂min at pairs (ξ, η) ∈ V is
[γ,+∞], where γ = (1 +√5)/2 denotes the golden ratio.
The situation is radically different for the pairs (ξ, ξ2). Following [2] let us denote by S the set
of all values σ = 1/ lim sup
k→+∞
[sk+1; sk, . . . , s1] where (sk)k≥1 runs through all sequences of positive
integers (here [a0; a1, a2, . . . ] denotes the continued fraction whose partial quotients are a0, a1, . . . ).
The largest element of S is 1γ . The values immediately below have been described by Cassaigne [4].
They constitute a decreasing sequence of quadratic numbers converging to the largest accumulation
point s ≈ 0.3867 . . . of S. Also note that Cassaigne has shown in [4] that this set has empty interior.
Elements of S appear in the description of the classical exponents of approximation to Sturmian
continued fractions, studied by Bugeaud and Laurent in [2], and of Sturmian type numbers (see
[10]). The set S is related to the spectrum of β0 by the following result (see [8]):
Theorem 1.4 (Fischler, 2007). Let us set S0 = {β0(ξ) | ξ ∈ R not algebraic of degree ≤ 2}. Then
we have
S0 ∩ [γ,
√
3) =
{
1 +
1
1 + σ
| σ ∈ S
}
∩ (1,
√
3).
In view of the description of S given above, the smallest element of S0 in [γ,+∞) is therefore γ
and the values immediately above constitute an increasing sequence of quadratic numbers con-
verging to the smallest accumulation point 1.721 · · · < √3 of S0. Thus, Theorem 1.3 implies that
{1/λ̂min(ξ, η) | (ξ, η) ∈ V}∩[γ,
√
3] is the full interval [γ,
√
3] (where V is defined by (1.5)), whereas
{β0(ξ) | ξ ∈ R not algebraic of degree ≤ 2} ∩ [γ,
√
3] = {1/λ̂min(ξ, ξ2) | (ξ, ξ2) ∈ V} ∩ [γ,
√
3]
has empty interior and its complement in [γ,
√
3] has non-empty interior by Theorem 1.4.
In Section 2 we study the “rigidity” of the exponents λ̂µ and we recall the notion of minimal
points, which is useful to compute the exponents. We use parametric geometry of numbers to
prove Theorem 1.2. In section 3 we briefly recall the elements of that theory and we provide a
parametric version of the exponent λ̂min(ξ, η). The proof of Theorem 1.2 is given in Section 4.
Section 5 is devoted to some open questions about λ̂min.
2 Exponents λ̂µ
Unlike the classical exponents λ(ξ, η) and λ̂(ξ, η), the exponent λ̂µ(ξ, η) may change if we pertur-
bate the problem Eλ,µ,X slightly, for example by using ‖x‖ instead of |x0| (where ‖ · ‖ is a fixed
3
norm on R3). However, as kindly pointed out to the author by Damien Roy, this happens only at
the points µ at which the non-increasing map µ 7→ λ̂µ(ξ, η) is not continuous; this set of points
is therefore countable. We formalize this claim in Proposition 2.1 below. Thus the exponent
λ̂min(ξ, η) can be defined using any norm ‖x‖ instead of |x0| in Eλ,µ,X .
Let ξ, η ∈ R be two real numbers with 1, ξ, η linearly independent over Q. The exponents λ̂µ(ξ, η)
are defined as in the introduction. We denote by ‖ · ‖ the usual Euclidean norm in R3. If
f, g : I → [0,+∞) are two fonctions on a set I, we write f ≪ g (resp. f ≫ g) to mean that there
is a positive constant c such that f(x) ≤ cg(x) (resp. f(x) ≥ cg(x)) for each x ∈ I. We write
f ≍ g if both f ≪ g and g ≪ f hold. Let ∆,N : R3 → [0,+∞) such that for any x = (x0, x1, x2)
∆(x) ≍ max (|x0ξ − x1|, |x0η − x2|)
and
N(x) ≍ ‖x‖ if max (|x0ξ − x1|, |x0η − x2|) < 1,
(the implicit constants depend only on ∆,N, ξ and η). Note that we may take N(x) = |x0|,
although N is not a norm in this case. For 0 ≤ µ < λ(ξ, η), we denote by ν̂µ(ξ, η) the supremum
of the real numbers ν for which the system
N(x) ≤ X and ∆(x) ≤ min (X−ν,N(x)−µ) (2.1)
admits a non-zero integer solution for each sufficiently large value of X . The map µ 7→ ν̂µ(ξ, η) is
non-increasing. We set
ν̂min(ξ, η) = inf
0<µ<λ(ξ,η)
ν̂µ(ξ, η) = lim
µ→λ(ξ,η)−
ν̂µ(ξ, η).
We have the following result:
Proposition 2.1. The non-increasing maps µ 7→ ν̂µ(ξ, η) and µ 7→ λ̂µ(ξ, η) have the same set of
discontinuities on [0,+∞) and they coincide outside of this set. Moreover we have:
ν̂min(ξ, η) = λ̂min(ξ, η).
Proof Let us prove that λ̂µ′(ξ, η) ≥ ν̂µ(ξ, η) for any 0 ≤ µ′ < µ. If ν̂µ(ξ, η) = 0 it is trivial.
Now, suppose ν̂µ(ξ, η) > 0 and let 0 < λ
′ < λ < ν̂µ(ξ, η). If X is large enough, then (2.1) has
a non-zero integer solution x and this point x is also solution of the problem Eλ′,µ′,X stated
in the introduction. By letting λ′ tend to λ, then by letting λ tend to ν̂µ(ξ, η), it follows that
λ̂µ′(ξ, η) ≥ ν̂µ(ξ, η). Conversely, we also have ν̂µ′(ξ, η) ≥ λ̂µ(ξ, η). In summary, we have shown
that for any µ1 < µ < µ2, we have λ̂µ2(ξ, η) ≤ ν̂µ(ξ, η) ≤ λ̂µ1(ξ, η), which yields ν̂µ(ξ, η) = λ̂µ(ξ, η)
at each point where µ 7→ λ̂µ(ξ, η) (or µ 7→ ν̂µ(ξ, η)) is continuous. 
To compute the exponent ν̂µ(ξ, η) it is sufficient to consider only “the best” solutions of (2.1).
Following Davenport and Schmidt [6], [7], we call a sequence of minimal points (associated to N
and ∆) a sequence of non-zero integer points (xi)i≥0 which satisfies
• N(x1) < N(x2) < . . . and ∆(x1) > ∆(x2) > . . . ,
• For each non-zero z ∈ Z3, if N(z) < N(xi+1), then ∆(z) ≥ ∆(xi).
For simplicity, let us write Xi = N(xi) and ∆i = ∆(xi). Let µ ≥ 0, λ > 0 and X > 0, and suppose
that x ∈ Z3 satisfies (2.1). If N(x) ≫ 1, then there is an index i such that Xi ≤ N(x) < Xi+1.
Since ∆i ≤ ∆(x) and µ ≥ 0, the point xi is also solution of (2.1). Hence, for each µ < λ(ξ, η),
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the exponent ν̂µ(ξ, η) is the supremum of the real numbers λ such that for each X large enough,
there exists i ≥ 1 for which
Xi ≤ X and ∆i ≤ min
(
X−λ,X−µi
)
.
Let 0 < i1 < i2 < . . . denote the sequence of indices i such that ∆i ≤ X−µi . Then
ν̂µ(ξ, η) = lim inf
k→∞
− log(∆ik )
log(Xik+1)
. (2.2)
For µ = 0, we simply have
λ̂(ξ, η) = ν̂0(ξ, η) = lim inf
i→∞
− log(∆i)
log(Xi+1)
.
Remark 2.2. Formula (2.2) is similar to (11) of [8]. Roughly speaking, λ̂min(ξ, η) corresponds
to λ̂(ξ, η) when we only take in account the exceptionally precise approximants, i.e. solutions
x = (x0, x1, x2) ∈ Z3 of Eλ,X with max(|x0ξ−x1|, |x0η−x2|) very close to |x0|−λ(ξ,η); the quantity
1/λ̂min(ξ, η) measures the “maximal gap” between two successive such very good approximants. If
λ̂min(ξ, η) = 0, then the “maximal gap” is big: for any ε > 0 small enough, there are infinitely many
consecutive exceptionally precise approximants y and z, such that ‖y‖ ≤ ‖z‖ε. If λ̂min(ξ, η) = 1,
then the “maximal gap” is small: for any consecutive exceptionally precise approximants y and
z, ‖y‖ is very close to ‖z‖1/λ(ξ,η).
3 Parametric geometry of numbers
3.1 The setting
In this section we quickly recall the basics of the parametric geometry of numbers following Schmidt
and Summerer [15], [16] and Roy [12]. We use the setting of [12]. We denote by x∧y the standard
vector product of two vectors x,y ∈ R3, by x · y their standard inner product and by ‖x‖ the
Euclidean norm of x. Fix u ∈ R3 \ {0}. For each q ≥ 0 we set
Cu(q) := {x ∈ R3 ; ‖x‖ ≤ 1, |x · u| ≤ e−q} and C∗u(q) := {x ∈ R3 ; ‖x‖ ≤ eq, ‖x ∧ u‖ ≤ 1}.
For j = 1, 2, 3 we define a function Lj : [0,+∞) → R by Lj(q) = log(λj,u(q)), where λj,u(q)
denotes the j-th successive minimum of the convex body Cu(q) with respect to the lattice Z3. We
set Lu = (L1,L2,L3). The functions Lj are continuous, piecewise linear with slopes 0 and 1, and
by Minkowski’s second theorem they satisfy L1(q) + L2(q) + L3(q) = q + O(1) (for any q ≥ 0).
For each x ∈ R3, we further define λx(q, Cu(q)) to be the smallest real number λ ≥ 0 such that
x ∈ λCu(q). When x 6= 0, this number is positive and so we obtain a function Lx : [0,+∞)→ R
by putting Lx(q) := log(λx(q, Cu(q))). For j = 1, 2, 3 we set
ψj(u) = ψj = lim sup
q→∞
Lj(q)
q
and ψ
j
(u) = ψ
j
= lim inf
q→∞
Lj(q)
q
.
Similarly we define the function L∗
u
= (L∗1,L
∗
2,L
∗
3), ψ
∗
j , L
∗
x
(x ∈ R3 \ {0}), ψ∗
j
associated to the
family of convex bodies C∗
u
(q). For any non-zero x ∈ R3 we have
L∗
x
(q) = max
(
log ‖x ∧ u‖, log ‖x‖ − q) (q ≥ 0). (3.1)
The dual functions L∗j are related to the functions Lj by Mahler’s duality:
Proposition 3.1 (Mahler). For j = 1, 2, 3 we have Lj(q) = −L∗4−j(q) +O(1) for all q > 0.
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Thus
ψ
j
= −ψ∗4−j and ψj = −ψ∗4−j (j = 1, 2, 3). (3.2)
The following definition is that of a 3-system (see [13, Definition 4.1]; this is an analog of a
(3, 0)-system for Schmidt and Summerer [16]).
Definition 3.2. Fix a real number q0 ≥ 0. A 3-system on [q0,+∞) is a continuous piecewise
linear map P = (P1,P2,P3) : [q0,+∞)→ R3 with the following properties:
(a) For each q ≥ q0, we have 0 ≤ P1(q) ≤ P2(q) ≤ P3(q) and P1(q) + P2(q) + P3(q) = q.
(b) If H is a non-empty open subinterval of [q0,+∞) on which P is differentiable, then there is
an integer r (1 ≤ r ≤ 3), such that Pr has slope 1 on H while the other components Pj of
P (j 6= r) are constant on H .
(c) If q > q0 is a point at which P is not differentiable and if the integers r and s, for which Pr
has slope 1 on (q − ε, q) and Ps has slope 1 on (q, q + ε) (for ε > 0 small enough), satisfy
r < s, then we have Pr(q) = Pr+1(q) = · · · = Ps(q).
The following fondamental result was proved by Roy in [12].
Theorem 3.1 (Roy, 2015). For each non-zero point u ∈ R3, there exist q0 > 0 and a 3-system P
on [q0,+∞) such that ‖Lu − P‖∞ is bounded on [q0,+∞). Conversely, for each 3-system P on
an interval [q0,+∞), there exists a non-zero point u ∈ R3 such that ‖Lu − P‖∞ is bounded on
[q0,+∞).
Following [16, §3] we define the combined graph of a set of real valued functions defined on
an interval I to be the union of their graphs in I × R. For a map P : [c,+∞) → R3 and an
interval I ⊂ [c,+∞), we also define the combined graph of P on I to be the combined graph of
its components P1, P2, P3 restricted to I.
We recall the following relationship between classical and parametric exponents (see [12]). For
any u = (1, ξ, η) with Q-linearly independent coordinates, we have
(
ψ
3
(u), ψ3(u)
)
=
( λ̂(ξ, η)
1 + λ̂(ξ, η)
,
λ(ξ, η)
1 + λ(ξ, η)
)
. (3.3)
3.2 Parametric formulation of λ̂min
Definition 3.3. Let c ≥ 0 and let P : [c,+∞)→ [0,+∞) be an unbounded continuous piecewise
linear function, with slopes 0 and 1. Let (qi)i≥0 be the increasing sequence of abscissas at which
P changes slope from 1 to 0. We suppose (qi)i≥0 infinite and define ψ(P), ψ(P) by
ψ(P) = lim sup
q→+∞
P(q)
q
= lim sup
k→∞
P(qk)
qk
and ψ(P) = lim inf
q→+∞
P(q)
q
.
For each α < ψ(P), let (qi,α)i≥0 be the (increasing) subsequence of all abscissas qk satisfying
q−1k P(qk) ≥ α. For each i ≥ 0 we denote by ri,α the abscissa of the intersection point of
the horizontal line passing through (qi,α,P(qi,α)) and of the line with slope 1 passing through
(qi+1,α,P(qi+1,α)). We set
κα(P) = lim inf
i→+∞
P(qi,α)
ri,α
and κ(P) = lim
α→ψ(P)
κα(P).
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Let P∗ : [c,+∞) → (−∞, 0] be an unbounded continuous piecewise linear function, with slopes
0 and −1 and which changes from slope −1 to 0 infinitely many times. In a dual manner, for
α > lim inf
q→∞
P∗(q)/q we define
κ∗α(P
∗) = −κ−α(−P∗) and κ∗(P∗) = −κ(−P∗).
Note that κ(P) ≤ ψ(P).
Lemma 3.4. Let c ≥ 0 and let P, R be two unbounded non-negative continuous piecewise linear
functions defined on [c,+∞), with slopes 0 and 1, and which change from slope 1 to 0 infinitely
many times. Suppose that |P(q) − R(q)| = o(q) as q tends to infinity. Then, the non-increasing
maps α 7→ κα(P) and α 7→ κα(R) have the same set of discontinuities on [0, 1[ and they coincide
outside of this set. Moreover, we have κ(P) = κ(R).
Proof Let P and R be as above. By hypothesis we have ψ(P) = ψ(R) =: ψ and ψ(P) = ψ(R) =: ψ.
Fix α < β < ψ and let us denote by (qPi )i, (q
P
i,β)i, (r
P
i,β)i (resp. (q
R
i )i, (q
R
i,α)i, (r
R
i,α)i) the quantities
associated by Definition 3.3 to κβ(P) (resp. κα(R)). Let us first prove that
κβ(P) ≤ κα(R). (3.4)
Let ε > 0 be such that α + ε < β and fix i arbitrarily large. If R(q) ≥ αq for each q ∈ Ki :=
[qRi,α, q
R
i+1,α], then we set r = s = r
R
i,α. Otherwise [r, s] denotes the maximal subinterval of Ki on
which R(q) ≤ αq. Let us write A1 = (r,R(r)), A2 = (s,R(s)) and A3 = (rRi,α,R(qRi,α)). The graph
of R above the interval Ki is contained inside the triangle (A1A2A3). Let us denote by D1 (resp.
D2) the horizontal line passing through the point (r,R(r)+εr) (resp. the line with slope 1 passing
through (s,R(s) + εs) (see Figure 1)).
D1
D2
•M
slope α
qRi,α
•
A1
•
A3
•
A2
r rRi,α
s
R
qRi+1,α
D1
D2
•M
slope α
qRi,α
•
A3
r = s = rRi,α
R
qRi+1,α
Figure 1: Graph of R on [qRi,α, q
R
i+1,α]
Now, let us define j as the maximal index such that qPj,β ≤ r. The horizontal line passing through
(qPj,β ,P(q
P
j,β)) lies below the line D1. If r = s, then qPj+1,β ≥ s. Otherwise, if i is large enough,
then for each q ∈ [r, s] we have:
P(q) ≤ R(q) + εq ≤ (α+ ε)q < βq,
which implies that qPj+1,β ≥ s. It follows that the line with slope 1 passing through
(qPj+1,β ,P(q
P
j+1,β)) is below the line D2. As a consequence, the point (rPj,β ,P(qPj,β)) lies in the
area below D1 and D2 (the gray area of Figure 1). Let M = (xM , yM ) denote the intersection
point of D1 and D2. Then we have
P(qPj,β)
rPj,β
≤ yM
xM
=
R(qRi,α) + εr
rRi,α − εs
≤ R(q
R
i,α) + εr
R
i,α
rRi,α
·
(
1− ε
1− α
)−1
,
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since (1 − α)s ≤ rRi,α. By taking the infimum over i, we obtain
κβ(P) ≤
(
κα(R) + ε
) · (1− ε
1− α
)−1
,
and by letting ε tend to 0 we prove (3.4). By symmetry, we also have κβ(R) ≤ κα(P), which yields
κα(P) = κα(R) at each point where α 7→ κα(R) is continuous. By letting successively β and α
tend to ψ in (3.4), it follows that κ(P) ≤ κ(R). By symmetry we have κ(R) ≤ κ(P) and therefore
κ(P) = κ(R). 
Proposition 3.5. Let u = (1, ξ, η) where ξ, η are non-zero real numbers and define the functions
Li, L
∗
i (i = 1, 2, 3) as in Section 3.1 (with respect to u). Then
κ(L3) = −κ∗(L∗1) =
λ̂min(ξ, η)
1 + λ̂min(ξ, η)
. (3.5)
Proof Mahler’s duality implies that |L3 + L∗1| is bounded. By Lemma 3.4 we conclude that
κ(L3) = −κ∗(L∗1). Now, let us define N and ∆ by N(x) = ‖x‖ and ∆ = ‖u ∧ x‖ (x ∈ R3). For
each µ ≥ 0 with µ < λ(ξ, η), we denote by ν̂µ(ξ, η) the exponent associated to N and ∆ as in
Section 2. Let (xi)i≥0 be a sequence of minimal points associated to N and ∆ and let us write
Xi := ‖xi‖, ∆i := ‖xi ∧ u‖ (i ≥ 0). A wellknown result in parametric geometry of numbers (see
[15, §4]) states that:
L
∗
1(q) = min
i∈N
L
∗
xi
(q) (q > 0), (3.6)
where L∗
xi
(q) = max
(
log∆i, logXi − q
)
(see (3.1)). Let us fix 0 ≤ α < ψ(−L∗1) = −ψ∗1 and set
µ := α/(1− α) ≥ 0. Let us first prove that
κα(−L∗1) =
ν̂µ(ξ, η)
1 + ν̂µ(ξ, η)
. (3.7)
We denote by (qi)i≥0, (qk,α)k and (rk,α)k the sequences associated to κα(−L∗1) by Definition 3.3.
Eq. (3.6) implies that qi is the point at which L
∗
xi
changes slope (from −1 to 0), which is precisely
log(Xi) − log(∆i). Let i1 < i2 < . . . denote the sequence of indices i such that ∆i ≤ X−µi . We
claim that the sequence (qk,α)k is the sequence (qik)k. Indeed, the condition −L∗1(qk)/qk ≥ α
is equivalent to the condition ∆k ≤ X−µk , by using −L∗1(qk) = − log(∆k). This implies that
rk,α = log(Xik+1)− log(∆ik), and we thus have
κα(−L∗1) = lim inf
k→∞
−L∗1(qik)
rk,α
= lim inf
k→∞
− log(∆ik)
log(Xik+1)− log(∆ik)
. (3.8)
Eqns. (2.2) and (3.8) together give (3.7). We conclude by noticing that when α tends to −ψ∗
1
= ψ3,
then µ tends to −ψ∗
1
/(1 + ψ∗
1
) = λ(ξ, η) by (3.3) and (3.2). 
4 Proof of Theorem 1.2
Recall that the first part of Theorem 1.2 follows from Laurent’s inequalities (1.4) and from the
fact that if λ(ξ, η) = 1/2, then λ̂min(ξ, η) = 1/2. Let us prove the second part of Theorem 1.2.
Theorem 1.1 implies that there exist real numbers ξ, η with 1, ξ, η linearly independent over Q,
such that λ(ξ, η) = λ̂min(ξ, η) = 1/2. Now, let λ̂ ∈ R and λ ∈ R ∪ {+∞} satisfying (1.3). The
strategy of the proof is to construct a 3-system P = (P1,P2,P3) such that
lim
q→∞
P1(q) = +∞, ψ(P3) = λ
1 + λ
and κ(P3) =
λ̂
1 + λ̂
, (4.1)
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with the convention that λ/(1+λ) = 1 if λ = +∞. If P is as above, Theorem 3.1 gives a non-zero
vector u ∈ R3 such that ‖Lu − P‖ is bounded. Moreover, we may suppose u = (1, ξ, η) with
1, ξ, η linearly independent over Q, since P1 is not bounded. Then, Lemma 3.4, Proposition 3.5
and relation (3.3) imply that λ(ξ, η) = λ and λ̂min(ξ, η) = λ̂.
In order to cover the full joint spectrum of (λ, λ̂min) we distinguish between two cases. Our first
construction deals with the case max(1−λ, 0) < λ̂ (note that this inequality is fulfilled if λ̂ ≥ 1/2,
since λ > 1/2) and the second one deals with the case λ̂ ≤ 1/2.
First case. Suppose that λ, λ̂ satisfy 1 < λ + λ̂ and 0 < λ̂. For convenience, let us define
ν ∈ (0, 1/λ̂] by 1/ν = λ̂(1 + 1/λ)(1 + λ̂/λ). This number satisfies the relations
1− λ̂
λ
ν −
( λ̂
λ
)2
ν =
λ
1 + λ
and 1 + ν −
( λ̂
λ
)2
ν =
λ
1 + λ
· 1 + λ̂
λ̂
. (4.2)
Under our hypotheses on λ and λ̂ we have
λ̂
λ
<
1
ν
− λ̂
λ
−
( λ̂
λ
)2
≤ 1. (4.3)
Indeed, the first inequality of (4.3) is equivalent to 1 < λ+ λ̂ and the second one is equivalent to
the third inequality of (1.3). Let (βk)k≥0 be a non-decreasing sequence of real numbers > 1 such
that βk tends to λ/λ̂ ∈ (1,+∞] as k tends to infinity. If λ = +∞, we may take βk = k + 1 for
each k ≥ 0. If λ < +∞, then we may simply take βk = λ/λ̂ for each k ≥ 0. Since λ/λ̂ > 1, the
sequence (qk)k≥0 defined by qk :=
∏k
i=0 βi tends to infinity. By (4.3) and by the choice of (βk)k,
there is an index N ≥ 1 such that for each k ≥ N we have:
1
βkβk−1
≤ 1
βk
<
1
ν
− 1
βk
− 1
βkβk−1
≤ 1. (4.4)
For each k ≥ 1, we define a point a(k) = (a(k)1 , a(k)2 , a(k)3 ) ∈ R3 by
a(k) = qk ×
( ν
βkβk−1
,
ν
βk
, 1− ν
βk
− ν
βkβk−1
)
.
Note that a
(k+1)
1 = a
(k)
2 since qk+1 = βk+1qk, and that a
(k)
1 + a
(k)
2 + a
(k)
3 = qk. Inequalities (4.4)
may be rewritten as a
(k)
1 ≤ a(k)2 < a(k)3 ≤ a(k+1)2 for each k ≥ N . We now construct the 3-system
P on [qN ,+∞) whose combined graph is shown on figure 2.
•
•
a
(k)
1
a
(k+1)
1•a
(k)
2
a
(k+1)
2•
a
(k)
3
a
(k+1)
3
•
•
qk qk+1 = βk+1qkrk−1
•
rksk tk
•
•
•
qk qk+1rk−1 rk+1
Figure 2: combined graph of a 3-system P
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Set ∆ = {(x1, x2, x3) ∈ R3 ; x1 ≤ x2 ≤ x3} and denote by Φ : R3 → ∆ the continuous map which
lists the coordinates of a point in monotone non-decreasing order. Let sk and tk be such that
a
(k)
1 + sk − qk = a(k)3 and a(k+1)2 = a(k+1)3 − (qk+1 − tk). We have
sk =
(
2− ν
βk
− 2ν
βkβk−1
)
qk and tk =
(
2ν +
ν
βk
)
qk,
and thus sk ≤ tk thanks to the last inequality of (4.4). We define
P(q) =
{
Φ
(
a
(k)
1 + q − qk, a(k)2 , a(k)3
)
if qk ≤ q ≤ sk
Φ
(
a
(k+1)
1 , a
(k+1)
2 , a
(k+1)
3 + q − qk+1
)
if tk ≤ q < qk+1.
In order to define P on [sk, tk], note that the ratio a
(k+1)
2 /tk is smaller than 1/2 and tends to
1/(2+ λ̂/λ) as k tends to infinity, whereas the ratio a
(k+1)
3 /qk+1 tends to λ/(1+λ) by using (4.2).
Yet, the inequality 1 < λ+ λ̂ implies that the first limit is less than the second one. There exists
therefore a real number θ such that
a
(k+1)
2
tk
< θ <
a
(k+1)
3
qk+1
for k large enough. For each q ∈ [sk, tk], we set P1(q) = a(k)2 and we define P2(q) and P3(q)
such that P = (P1,P2,P3) satisfies the hypotheses of a 3-system (which is possible since the line
passing through the points (sk, a
(k)
3 ) and (tk, a
(k+1)
2 ) has slope 1/2) and such that, when k is large
enough, we have
P3(q)
q
< θ for each q ∈ [sk, tk] (4.5)
(see figure 2). Let rk be the abscissa of the intersection of the horizontal line passing through
(qk,P3(qk)) and of the line with slope 1 passing through (qk+1,P3(qk+1)). We have
rk = a
(k)
3 − a(k+1)3 + qk+1 =
(
1 + ν − ν
βkβk−1
)
qk.
By (4.5) and (4.2), for each θ ≤ α < λ/(1 + λ) we have
ψ(P3) = lim sup
k→∞
P3(qk)
qk
= lim sup
k→∞
a
(k)
3
qk
=
λ
1 + λ
and κα(P3) = κ(P3) = lim inf
k→∞
P3(qk)
rk
=
λ̂
1 + λ̂
.
Thus, P satisfies (4.1), which concludes the first case.
Second case. Suppose that λ̂ ≤ 1/2. Under this additional condition, (1.3) may simply be
rewritten as 0 ≤ λ̂ ≤ 12 < λ ≤ +∞, which is equivalent to
0 ≤ λ̂
1 + λ̂
≤ 1
3
<
λ
1 + λ
≤ 1.
Fix θ ∈ R such that 1/3 < θ < λ/(1 + λ). Let (αk)k≥1, (ψk)k≥1 be two sequences of real numbers
which tend to λ̂/(1 + λ̂) and λ/(1 + λ) respectively, and such that for each k ≥ 1, we have
0 < αk ≤ 1
3
< θ < ψk < 1.
Let (qk)k≥0 be the sequence defined by q0 = 1 and
qk+1 =
ψk
1− ψk+1
( 1
αk
− 1
)
qk (k ≥ 0). (4.6)
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Note that qk+1/qk > 2θ/(1 − θ) > 1 for each k ≥ 0, which implies that the sequence (qk)k
tends to infinity. For each k ≥ 0, let us define the abscissas sk and tk by sk/3 = ψkqk and
tk/3 = (1 − ψk+1)qk+1/2. Let rk be the abscissa of the intersection point of the horizontal line
passing through (qk, ψkqk) and of the line with slope 1 passing through (qk+1, ψk+1qk+1) (see
figure 3). We have rk = ψkqk + (1−ψk+1)qk+1, which may be rewritten as αkrk = ψkqk by (4.6).
Since 0 < αk ≤ 1/3, we have sk ≤ rk ≤ tk. Now, let P = (P1,P2,P3) be a 3-system on [q0,+∞[
such that for each k ≥ 0, we have
P(qk)
qk
=
(1− ψk
2
,
1− ψk
2
, ψk
)
,
P(sk)
sk
=
P(tk)
tk
=
(1
3
,
1
3
,
1
3
)
,
and such that
P(q)
q
≤ θ for each q ∈ [sk, tk]. (4.7)
An example of such 3-system is represented on figure 3.
slope λ1+λ
slope 13
slope λ̂
1+λ̂•
ψkqk
•
•1−ψk
2 qk
•
qk
•
sk
•
rk
•
tk qk+1
slope λ1+λ
slope 13
slope λ̂
1+λ̂•
•
••
qk rk
•
qk+1
Figure 3: combined graph of the 3-system P
By (4.7) and since θ ≤ ψk for each k ≥ 0, it is clear that such a 3-system P satisfies ψ(P3) =
λ/(1 + λ). Moreover, (4.7) also implies that κα(P3) = λ̂/(1 + λ̂) for each α such that θ <
α < λ/(1 + λ). We thus have κ(P3) = λ̂/(1 + λ̂) and P satisfies (4.1). This ends the proof of
Theorem 1.2.
5 Final remarks and open questions
We are grateful to the referee who suggested most of the following remarks and questions.
As mentioned in the introduction, it would be interesting to study the spectrum of (λ, λ̂, λ̂min),
or to begin with that of (λ̂, λ̂min).
Note that the spectrum of λ̂− λ̂min is simpler to study. Since 0 ≤ λ̂min ≤ λ̂ ≤ 1, it is included
in [0, 1]. By using the first construction from Section 4 with λ = +∞ and 0 < λ̂ ≤ 1, we obtain
a 3-system (P1,P2,P3) with ψ(P3) = 1/2 and κ(P3) = λ̂/(1 + λ̂). It corresponds to a pair (ξ, η)
with ξ, η, 1 linearly independent over Q, such that λ̂(ξ, η) = 1 and λ̂min(ξ, η) = λ̂. Thus the
spectrum of λ̂ − λ̂min contains [0, 1). It seems to be possible to modify the first construction to
obtain λ̂(ξ, η) = 1 and λ̂min(ξ, η) = 0, which would show that the spectrum of λ̂ − λ̂min is equal
to the full interval [0, 1].
The exponents λ̂µ, λ̂min can be easily defined for n numbers ξ1, . . . , ξn (n ≥ 2). What is the
spectrum of (λ, λ̂min) in this general setting?
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What is the Hausdorff dimension of the sets {(ξ, η) | λ̂min(ξ, η) = λ̂} (for 0 ≤ λ̂ ≤ 1)? We
could maybe provide an answer to this question by using methods used in [5].
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