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We consider N = 2 supersymmetric gauge theories on four manifolds admitting an isometry.
Generalized Killing spinor equations are derived from the consistency of supersymmetry al-
gebrae and solved in the case of four manifolds admitting a U(1) isometry. This is used to
explicitly compute the supersymmetric path integral on S2 × S2 via equivariant localization.
The building blocks of the resulting partition function are shown to contain the three point
functions and the conformal blocks of Liouville Gravity.
1email: abawane,bonelli,mronzani,tanzini@sissa.it
Contents
1 Introduction 2
2 Supersymmetry on curved space 4
2.1 N = 1 Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 N = 2 Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.1 Chiral N = 2 Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.2 Full N = 2 Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . 8
3 Spinor solutions on S2 × S2 10
3.1 Twisting solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1.1 Witten twisting solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1.2 Equivariant twisting solutions . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1.3 Summary of the results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4 Partition function on S2 × S2 17
4.1 Change to twisted variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Localizing action and fixed points . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.3 Computation of the partition function . . . . . . . . . . . . . . . . . . . . . . . 21
4.3.1 Classical action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3.2 One-loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3.3 Instantons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.4 Adding matter fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.4.1 One-loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.4.2 Instantons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5 Liouville Gravity 27
5.1 LG three-point function versus one-loop in gauge theory . . . . . . . . . . . . . 28
5.2 Conformal blocks versus instantons . . . . . . . . . . . . . . . . . . . . . . . . . 29
6 Discussion 30
A Full N = 2 Supersymmetry 32
B Generic twisting solutions 36
C Untwisted solutions 36
1
D Conventions 40
D.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
D.2 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
D.3 Spinor convention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
E Special functions 43
1 Introduction
Understanding non-perturbative corrections in quantum field theories is an important problem
in modern theoretical physics. Supersymmetric quantum field theories are a particular subset
of quantum field theories where it is possible to study and exactly quantify these effects. This
is due to peculiar non-renormalization theorems applicable to some privileged sectors in the
space of observables which are protected by supersymmetry. Supersymmetric quantum field
theories can be placed in curved background space-time manifolds and probed by gravitational
couplings. This can be done under the condition that some supercharge survives the gravita-
tional coupling, that is if some spinorial parameters exist on the whole manifold and satisfy the
proper generalized Killing spinor equations [1, 2, 3, 4, 5].
The spinorial parameters, on top of being sections of the spinor bundles, are also sections of
the R-symmetry bundle. It is well known that in the case of N = 2 extended supersymmetry
an appropriate choice of the R-symmetry bundle exists which preserves a fraction of supersym-
metry. This is called topological twist [6]. In this framework the supersymmetry protection
is expressed in terms of cohomological triviality, and path integrals are typically localized on
a finite dimensional reduced phase space (the moduli space of protected vacua configurations)
via localization.
In the case of supersymmetric theories in two and four dimensions, this choice of the R-
symmetry bundle revealed the supersymmetric theory to be also an important instrument
for predicting and obtaining very interesting solutions to counting problems in algebraic and
differential geometry , e.g. Gromov-Witten [7] and Donaldson invariants [6].
In order to exploit the full power of supersymmetry and reach explicit expressions of the
quantities under study, it is important to solve the moduli space integrals. This can be techni-
cally very difficult or impossible in the most general cases. However, if the space-time manifold
admits some isometry, one might be able to further localize the path integral over an invariant
locus of the moduli space, thus improving upon the method of equivariant localization. For
example, this allowed the exact computation of the instanton partition function of N = 2 su-
persymmetric theories on R4 [8, 9]. The extension of this program to toric compact manifolds
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has been sketched in [10], where it was also conjectured that the resulting partition function and
observables provide a contour integral representation for Donaldson invariants. More recently,
N = 2 supersymmetric gauge theories on the minimal resolution general toric singularities
have been considered [11] in the context of AGT correspondence with two-dimensional (super-
)conformal field theories [12]. A rigorous mathematical framework for An singularities has been
presented in [13, 14]. Supersymmetric gauge theories with N = 2 on curved four manifolds
have been considered for example in [15, 16, 17, 18, 19, 20, 21]. The specific case of S2 × S2
will also be considered in [22].
In this paper we study N = 2 gauge theories on arbitrary Riemannian four manifolds,
and show that supersymmetric parameters satisfy generalized Killing spinor equations arising
from the requirement of closure of the superalgebra. For manifolds admitting an isometry,
we show that these equations are solved by an equivariant version of the topological twist
and we explicitly compute the gauge theory path-integral, which turns out to be given by an
appropriate gluing of Nekrasov partition functions.
An interesting byproduct of our analysis is the natural appearance, in the U(2) case, of
three-point numbers and conformal blocks of Liouville gravity as building blocks of the S2×S2
partition function, related respectively to the one-loop and the instanton sectors. As we will
discuss in Sect.5, a first hint to the relation with Liouville gravity can be obtained by considering
the compactification of two M5-branes on S2 × S2 × Σ. The central charge of the resulting
two-dimensional conformal field theory on Σ can be computed from the M5-branes anomaly
polynomial [23, 24] and is indeed consistent with our findings.
Let us underline that our method applies in general to four-manifolds admitting a U(1)-
action generated by a vector field V . The path integral localizes on flat connections when V
has no zeros, for example Hopf surfaces or S1 ×M3, otherwise it localizes on (anti-)instantons
on the zeros of V , as S4 or compact toric manifolds. The case S2 × S2 discussed in detail in
this paper belongs to the latter class.
The paper is organized as follows. In Section 2 we discuss supersymmetry on curved four
manifolds and derive the generalized Killing spinor equations from the superalgebra. In Section
3 we obtain some relevant solutions of these equations on S2×S2. In Section 4 we use the results
of the previous Sections to compute the partition function of the supersymmetric gauge theory
on S2×S2. In Section 5 we compare the gauge theory computations with Liouville Gravity. In
Section 6 we discuss our results and comment on further developments. Appendix A contains
the detailed derivation of the full N = 2 supersymmetry generalized Killing equations discussed
in Section 2. Appendix B describes the solutions to Killing spinor equations in the general case
of a four-manifold admitting a U(1) isometry. Appendix C describes a set of other solutions to
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the latter that we report, but do not use in the main construction. Appendix D contains our
conventions on metric and spinors. Appendix E contains our conventions on special functions.
2 Supersymmetry on curved space
The algebras for N = 1 and N = 2 supersymmetry on four dimensional curved spaces have
been recently derived using supergravity considerations [1, 2, 3, 4]. In this section, we intend
to re-derive the same results in a direct way building on the consistency of the supersymmetry
algebra. For completeness and illustration of the method, we start by considering chiral N = 1
supersymmetry and then we move to the full N = 2 supersymmetry algebra.
2.1 N = 1 Supersymmetry
We consider the case of supersymmetry algebra with one supercharge, parametrized by a (com-
muting) chiral spinor ξα of R-charge +1, and derive the algebra as realized on a vector multiplet,
consisting of a gauge field Aαα˙, gauginos λα and λ˜α˙, and an auxiliary field D.
Supersymmetric variation of the gauge field and the gauginos is fixed by Lorentz covariance
and R-charge conservation to be:
δAαα˙ = ξαλ˜α˙,
δλ˜α˙ = 0,
δλα = iξαD + (F
+)αβξβ.
(2.1)
Considering now the square of the supersymmetric variation of λα, we get
δ2λα = iξαδD + [DA(ξλ˜)]ξβ
= iξαδD +∇(αγ˙ξβ)λ˜γ˙ξβ + (ξ(αDβ)γ˙ λ˜γ˙)ξβ
= iξαδD +∇(αγ˙ξβ)λ˜γ˙ξβ + (ξαDβγ˙λ˜γ˙)ξβ
(2.2)
where ξ2 = 0 has been used to obtain the final term, ∇ is the covariant derivative containing
the spin connection and D = ∇+A. We now notice that for the final expression to vanish, the
middle term should align in the direction of ξα, so that all the terms can be compensated by
δD. For this to happen, we are forced to require that
∇(αγ˙ξβ) = iVˆαγ˙ξβ + iVˆβγ˙ξα (2.3)
for some background connection Vˆ . We note that this is equivalent to the Killing spinor
equation
∇αα˙ξβ = iVαα˙ξβ + iWβα˙ξα, (2.4)
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where Vˆ = V +W . Requiring this allows us to set δ2λα = 0 if we set
δD = iDβγ˙ λ˜γ˙ξβ − Vˆβγ˙λ˜γ˙ξβ. (2.5)
It follows from a routine calculation that δ2D = 0.
Notice that (2.4) is the Killing spinor equation derived in [25, 1].
The same equation can be derived by considering the chiral multiplet in the following
way. The supersymmetry variations of an anti-chiral multiplet (φ˜, ψ˜α˙, F ) generated by one
supercharge of R-charge +1 are
δφ˜ = 0,
δψ˜α˙ = iξαDαα˙φ˜,
δF˜ = iξαDαα˙ψ˜α˙ + ξα[λα, φ˜] + ξαVαα˙ψ˜α˙
(2.6)
Consider first the square of the variation of ψ˜α˙:
δ2ψ˜α˙ = iξα
(
Dαα˙δφ˜+ [δAαα˙, φ˜]
)
= iξα
(
Dαα˙δφ˜+ [ξαλ˜α˙, φ˜]
)
= 0
(2.7)
since δφ˜ = 0 and ξ2 = 0. Consider similarly δ2F˜ :
δ2F˜ =iξα[δAαα˙, ψ˜α˙] + iξαDαα˙(iξβDβα˙φ˜)
+ ξα[iξαD + (F
+)αβξβ, φ˜] + ξαVαα˙(iξβDβα˙φ˜)
=− ξα∇αα˙ξβDβα˙φ˜− ξαξβDαα˙Dβα˙φ˜
+ ξαξβ[(F
+)αβ, φ˜] + iξαVαα˙ξβDβα˙φ˜
=− ξα∇αα˙ξβDβα˙φ˜+ iξαVαα˙ξβDβα˙φ˜.
(2.8)
This is vanishing by equation (2.4).
2.2 N = 2 Supersymmetry
We first consider the simpler case of chiral N = 2 supersymmetry. Its straightforward (but
tedious) generalization to the case with generators of both chiralities is treated next.
2.2.1 Chiral N = 2 Supersymmetry
In this subsection, we derive the chiral N = 2 algebra generated by a doublet of left-chirality
spinors and the consistency conditions that the four manifold has to satisfy. We realize it on a
vector multiplet. The derivation is based on the following considerations:
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• The supersymmetry transformations of the scalar fields φ,φ¯ and the vector field Aµ are
QLAµ = iξ
Aσµλ¯A,
QLφ = −iξAλA,
QLφ¯ = 0. (2.9)
• The chiral supersymmetry transformation squares to a gauge transformation on the vector
multiplet. This implies the differential equations (“Killing spinor equations”) satisfied by
the transformation parameter ξA in order to the supersymmetry to hold. The specific
form of the generator of the gauge transformation will be derived in the following.
• The scaling dimension of any background field is positive. The reason for this assumption
is that we would like to recover the familiar algebra in the flat-space limit. Positivity
of the scaling dimensions of background fields ensures that as the characteristic length
scales of the manifold go to infinity (or equivalently, as we approach the flat metric), the
background fields go to zero.
We recall below the U(1)R charges and scaling dimensions of the fields
Field φ φ¯ λA λ¯A Aµ DAB ξA
U(1)R charge 2 −2 1 −1 0 0 1
Field φ φ¯ λA λ¯A DAB ξA
Scaling dimension 1 1 3/2 3/2 2 −1/2
As in the previous section, we now show how the closure of the supersymmetry algebra
implies generalized Killing spinor equations with background fields. The most general variation
of λ¯A consistent with the considerations above is
QLλ¯A = aσ¯
µξADµφ¯+ bσ¯
µDµξAφ¯ (2.10)
where a and b are complex numbers to be determined. Squaring supersymmetry, we get
Q2Lλ¯A = aσ¯
µξA[ξ
Bσµλ¯B, φ¯] = i[iξ
BξBφ¯, λ¯A] =: i[Φ, λ¯A] (2.11)
where the last equality defines the generator of gauge transformations Φ = iξBξBφ¯. Consider
now the square of the supersymmetry variation of the gauge field Aµ
Q2LAµ = iξ
AσµQLλ¯A = iaξ
BξBDµφ¯+ ibφ¯ξ
Bσµσ¯
νDνξB. (2.12)
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Since the supersymmetry squares to gauge transformation, and since the generator of gauge
transformation is Φ = iξBξBφ¯, we require that
iaξBξBDµφ¯+ ibφ¯ξ
Bσµσ¯
νDνξB = Q
2
LAµ = Dµ(iaξ
BξBφ¯) (2.13)
which gives
2aξBDµξB = bξ
Bσµσ¯
νDνξB. (2.14)
We note that the above equation is satisfied when a = 2b and DµξA =
1
4
σµσ
νDνξA (or equiva-
lently DµξA = σµξ¯
′
A for some right chirality spinor ξ¯
′
A). To see that this is indeed the conformal
Killing equation, we consider the supersymmetry variation of λA. The most general expression
possible is
QLλA =
1
2
σµνξA(kFµν + φ¯Tµν + φWµν) + c ξA[φ, φ¯] +DABξ
B (2.15)
where k and c are complex numbers yet to be determined; Tµν and Wµν are anti self-dual
background fields, both having mass dimension 1 and with U(1)R charge 2 and −2 respectively.
Computing Q2Lφ, we immediately see that c = ia. After some algebra, we find
Q2LλA = i[iaξ
BξBφ¯, λA] + 2ik(λ¯
Bσ¯µξA)
(
DµξB − 1
4
σµσ¯
νDνξB
)
− i
2
σµνWµν(ξ
BλB)ξA
+
[
QLDAB − ik(ξAσµDµλ¯B + ξBσµDµλ¯A)− a[φ¯, ξAλB + ξBλA]
]
ξB.
(2.16)
The right hand side has been arranged in a form that allows some immediate inferences. Firstly,
the Killing spinor equation, as suggested earlier, is given by
DµξA = σµξ¯
′
A, (2.17)
which also confirms that a = 2b. Noting that a = 2b = ic can be absorbed into φ¯, we will set
b = 1. Secondly, the background field Wµν has to be zero since it cannot be absorbed into the
variation of the auxiliary field DAB, which is symmetric in its indices and can not contain any
term proportional to ǫAB. Thirdly, we can read off the expression for QLDAB by equating the
last parenthesis to zero:
QLDAB = ik(ξAσ
µDµλ¯B + ξBσ
µDµλ¯A) + 2[φ¯, ξAλB + ξBλA]. (2.18)
Finally, we look at the square of the chiral supersymmetry transformation of the auxiliary field:
Q2LDAB = i[2iξ
CξC φ¯, DAB] + 4ikD
µφ¯
{
ξA
(
DµξB − 1
4
σµσ¯
νDνξB
)
+ (A↔ B)
}
+ ikφ¯
{
ξAσ
µσ¯νDµDνξB + (A↔ B)
}
= i[Φ, DAB].
(2.19)
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We recognize the first term to be the gauge transformation. The middle term in the curly
brackets is once again a contraction of the main equation (2.17). The last piece in curly
brackets is new: its vanishing is the additional condition on the Killing spinor
ξ(Aσ
µσ¯νDµDνξB) = 0 (2.20)
which implies
σµσ¯νDµDνξA = MξA (2.21)
for some scalar background field M . We call (2.21) the auxiliary equation. The leftover pa-
rameter k can be set to one by a rescaling of λA, φ and DAB. To summarize, the chiral
supersymmetry transformation generated by a left chirality spinor ξA is given by
QLAµ = iξ
Aσµλ¯A,
QLφ = −iξAλA,
QLφ¯ = 0,
QLλA =
1
2
σµνξA(Fµν + φ¯Tµν) + 2iξA[φ, φ¯] +DABξ
B,
QLλ¯A = 2σ¯
µξADµφ¯+ σ¯
µDµξAφ¯,
QLDAB = i(ξAσ
µDµλ¯B + ξBσ
µDµλ¯A) + 2[φ¯, ξAλB + ξBλA]
(2.22)
where ξA satisfies
DµξA − 1
4
σµσ¯
νDνξA = 0 (2.23)
σµσ¯νDµDνξA = MξA (2.24)
and M is a scalar background field.
2.2.2 Full N = 2 Supersymmetry
We now turn to the case of N = 2 supersymmetry with generators of both chiralities.
In this case we start from the supersymmetry transformations of the scalar fields and of the
vector field
QAµ = iξ
Aσµλ¯A − iξ¯Aσ¯µλA,
Qφ = −iξAλA,
Qφ¯ = +iξ¯Aλ¯A,
(2.25)
where the right chirality spinor ξ¯A has U(1)R charge −1 and mass dimension −1/2.
Moreover we exploit the fact that the superconformal transformation squares to a sum
of gauge transformation, Lorentz transformation, scaling, U(1)R transformation and SU(2)R
transformation, generated by functions denoted by Φ, V , w, Θ and ΘAB respectively, whose
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expressions we will determine in the following. Notice that the generator of scaling trans-
formations w is related in four dimensions to the generator of coordinate translations V as
w = 1
4
DµV
µ.
Using the masses and charges tabulated earlier, we can write the form of Q2 for all members
of the vector multiplet. For example
Q2λA =
(
iV νDνλA +
i
4
(σµνDµVν)λA
)
+ i[Φ, λA] +
3
2
wλA +ΘλA +ΘABλ
B (2.26)
and for the gauge field
Q2Aµ = iV
νFνµ +DµΦ (2.27)
and so on and so forth for the other members of the multiplet.
The explicit computations are reported in Appendix A and the final results are as follows.
The spinor parameters have to satisfy the generalized Killing equation
DµξB + T
ρσσρσσµξ¯B − 1
4
σµσ¯νD
νξB = 0 (2.28)
and
Dµξ¯B + T¯
ρσσ¯ρσσ¯µξB − 1
4
σ¯µσνD
ν ξ¯B = 0 (2.29)
and the auxiliary equations
σµσ¯νDµDνξA + 4DλTµνσ
µνσλξ¯A = M1ξA,
σ¯µσνDµDν ξ¯A + 4DλT¯µν σ¯
µν σ¯λξA = M2ξ¯A.
(2.30)
We summarize the supersymmetry algebra just derived for the vector multiplet
QAµ = iξ
Aσµλ¯A − iξ¯Aσ¯µλA,
Qφ = −iξAλA,
Qφ¯ = +iξ¯Aλ¯A,
QλA =
1
2
σµνξA(Fµν + 8φ¯Tµν) + 2σ
µξ¯ADµφ+ σ
µDµξ¯Aφ+ 2iξA[φ, φ¯] +DABξ
B,
Qλ¯A =
1
2
σ¯µν ξ¯A(Fµν + 8φT¯µν) + 2σ¯
µξADµφ¯+ σ¯
µDµξAφ¯− 2iξ¯A[φ, φ¯] +DAB ξ¯B,
QDAB = −iξ¯Aσ¯mDmλB − iξ¯Bσ¯mDmλA + iξAσmDmλ¯B + iξBσmDmλ¯A
− 2[φ, ξ¯Aλ¯B + ξ¯Bλ¯A] + 2[φ¯, ξAλB + ξBλA].
(2.31)
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The square of the supersymmetry action is
Q2Aµ = iιV F +DΦ,
Q2φ = iιVDφ+ i[Φ, φ] + (w + 2Θ)φ,
Q2φ¯ = iιVDφ¯+ i[Φ, φ¯] + (w − 2Θ)φ¯,
Q2λA = iιVDλA + i[Φ, λA] + (
3
2
w +Θ)λA +
i
4
(DρVτ )σ
ρτλA +ΘABλ
B,
Q2λ¯A = iιVDλ¯A + i[Φ, λ¯A] + (
3
2
w −Θ)λ¯A + i
4
(DρVτ )σ¯
ρτ λ¯A +ΘABλ¯
B,
Q2DAB = iιVD(DAB) + i[Φ, DAB] + 2wDAB +ΘACD
C
B +ΘBCD
C
A,
(2.32)
where the parameters of the bosonic transformations are
V µ = 2ξ¯Aσ¯µξA,
Φ = 2iξ¯Aξ¯
Aφ+ 2iξAξAφ¯,
ΘAB = −iξ(AσµDµξ¯B) + iDµξ(Aσµξ¯B),
w = − i
2
(ξAσµDµξ¯A +Dµξ
Aσµξ¯A),
Θ = − i
4
(ξAσµDµξ¯A −DµξAσµξ¯A).
(2.33)
In general the spinorial parameters are sections of the corresponding vector bundles, namely
ξ ∈ Γ (S+ ⊗R⊗ LR) and ξ¯ ∈ Γ
(
S− ⊗R† ⊗L−1R
)
where S± are the spinor bundles of chirality
±, R is the SU(2) R symmetry vector bundle and LR is the U(1) R symmetry line bundle.
The four manifold is subject to the condition that the above product bundles are well defined1
and that a solution to the generalized Killing spinor equations exists and is everywhere well
defined. These conditions differently constrain the space-time four manifold depending on the
choice of R and LR. The choice leading to the topologically twisted theory is to set LR = O to
be the trivial line bundle and R = S−. Therefore, for this choice of the R-symmetry bundles,
S+ ⊗ S− ∼ T and S− × S− ∼ O + T (2,+) with T the tangent bundle and T (2,+) the bundle of
selfdual forms. In this case the four manifold has to be Riemannian and with a Killing vector
in order to admit this realization of the N = 2 super-algebra.
3 Spinor solutions on S2 × S2
As derived in the previous section, the conformal Killing spinors satisfy two sets of equations:
the main equations
DµξA = −T κλσκλσµξ¯A − iσµξ¯′A,
Dµξ¯A = −T¯ κλσ¯κλσ¯µξA − iσ¯µξ′A,
(3.1)
1Also the auxiliary field D ∈ ΓS (R⊗R) has to be well defined.
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and the auxiliary equations2
σµσ¯νDµDνξA + 4DλTµνσ
µνσλξ¯A =MξA
σ¯µσνDµDν ξ¯A + 4DλT¯µν σ¯
µν σ¯λξA =Mξ¯A,
(3.2)
with
DµξA = ∇µξA + iGµ BA ξB = ∂µξA +
1
4
ωabµ σabξA + iGµ
B
A ξB,
Dµξ¯A = ∇µξ¯A + iGµ BA ξ¯B = ∂µξ¯A +
1
4
ωabµ σ¯abξ¯A + iGµ
B
A ξ¯B,
(3.3)
where T κλ and T¯ κλ are anti self-dual and self-dual background fields respectively, M is a scalar
background field and A,B, . . . are the SU(2)R doublet indices. The covariant derivative involves
spin connection ωabµ and a background SU(2)R gauge field Gµ
B
A . We are looking for a solution
that satisfies the following reality condition:
(ξαA)
† = ξAα = ǫαβǫABξβB, (ξ¯α˙A)
† = ξ¯Aα˙ = ǫα˙β˙ǫAB ξ¯β˙B. (3.4)
If the spinors ξ′A, ξ¯
′
A on the r.h.s. of (3.1) are orthogonal to ξA, ξ¯A, i.e. if
ξ′AαξAα = 0, ξ¯
′Aαξ¯Aα = 0, (3.5)
then they can be parametrized as follows
ξ′A = −iSκλσκλξA, ξ¯′A = −iS¯κλσ¯κλξ¯A, (3.6)
where S, S¯ are respectively anti self-dual and self-dual tensors. If this happens, equation (3.1)
can be written as
DµξA = −T κλσκλσµξ¯A − S¯κλσµσ¯κλξ¯A,
Dµξ¯A = −T¯ κλσ¯κλσ¯µξA − Sκλσ¯µσκλξA.
(3.7)
3.1 Twisting solutions
3.1.1 Witten twisting solutions
The problem of finding solutions to (3.1) simplifies a lot if we turn on the background SU(2)R
gauge field Gµ
B
A in equation (3.3). Turning on only the U(1)R ⊂ SU(2)R component Gµ BA =
Gµ σ3
B
A means twisting the Euclidean rotation group as SO(4)
′ ⊂ SO(4)×U(1)R. The twisted
theory is obtained gauging SO(4)′ by the spin connection. In this way the spinors of the
untwisted theory become sections of different bundles.
2Here and in the following we consider the particular case M1 = M2 = M . This choice reproduces the
auxiliary equations considered in [3].
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We now derive the simplest solution of (3.1) performing the following twist:
Gµ
B
A = Gµ σ3
B
A , Gµ = −
1
2
(ωµ + ω
′
µ), (3.8)
where ωµ, ω
′
µ are the components of the spin connection (see appendix D.2, equation (D.9))
ωµ = ω
12
µ = −2iωµ11¯,
ω′µ = ω
34
µ = −2iωµ22¯.
(3.9)
The right hand side of equation (3.1) becomes
Dµξ1 = (∂µ − iωµP− − iω′µP+)ξ1,
Dµξ2 = (∂µ + iωµP+ − iω′µP−)ξ2,
Dµξ¯1 = (∂µ − iωµP− − iω′µP+)ξ¯1,
Dµξ¯2 = (∂µ + iωµP+ − iω′µP−)ξ¯2,
(3.10)
where P+ and P− are respectively the projectors in the first and in the second component of
the two components Weyl spinor
P± :=
1l± σ3
2
. (3.11)
It is easy to check that
ξA = 0, ξ¯1 =
(
a
0
)
, ξ¯2 =
(
0
a¯
)
, a ∈ C (3.12)
(where the bar over a means taking the complex conjugate) is a solution to the equations (3.1),
(3.2) and (3.4) with
Tµν = T¯µν = 0, ξ
′
A = ξ¯
′
A = 0, M = 0. (3.13)
The theory invariant under the supersymmetry generated by the solution (3.12) coincides
with Witten’s topologically twisted version of Super Yang-Mills [6]. The corresponding path
integral localizes on the moduli space of anti-instantons on S2 × S2. The integration over this
moduli space is however a difficult task, and can be simplified further by exploiting the isometry
of the base manifold S2× S2 by considering a new supersymmetry generator which closes on a
U(1) isometry. To this end, one has to find another set of solutions where ξA 6= 0, as we will
show in the next subsection.
3.1.2 Equivariant twisting solutions
We will follow the procedure described in [26] to obtain a more general solution for the twist
(3.8). This procedure is actually available more in general for a generic Riemannian four-
manifold admitting a U(1) isometry. We report the general result in appendix B.
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We would like to find a supersymmetry generator which squares on an isometry of the base
manifold, in order to localize the path integral to its fixed points. To obtain this we have to
turn on the left chirality solution ξA. Indeed the vector generating the isometry is proportional
to
1
2
Va = ξ¯
Aσ¯aξA, (3.14)
where σ¯a = (iσ1, iσ2, iσ3, 1l), or using complex coordinate in the orthonormal frame
σ¯1 =
1
2
iσ1 +
1
2i
iσ2 = i
(
0 0
1 0
)
, σ¯1¯ =
1
2
iσ1 − 1
2i
iσ2 = i
(
0 1
0 0
)
,
σ¯2 =
1
2
iσ3 +
1
2i
1l = i
(
0 0
0 −1
)
, σ¯2¯ =
1
2
iσ3 − 1
2i
1l = i
(
1 0
0 0
)
.
(3.15)
The vector field that we will consider for S2 × S2 is
1
2
V = ǫ1(iz∂z − iz¯∂z¯) + ǫ2(iw∂w − iw¯∂w¯) (3.16)
where z and w are complex coordinates on the two S2s and ǫ1 = 1/r1, ǫ2 = 1/r2 their radii
3.
We want to find a solution (ξA, ξ¯A) that satisfies (3.14), where V is as given in (3.16).
Expanding (3.14) and denoting the two components of a Weyl spinor ψ = (ψ+, ψ−) we obtain
the following four equations
V1 = 2iξ¯
+
2 ξ
+
1 − 2iξ¯+1 ξ+2 ,
V1¯ = 2iξ¯
−
1 ξ
−
2 − 2iξ¯−2 ξ−1 ,
V2 = 2iξ¯
+
1 ξ
−
2 − 2iξ¯+2 ξ−1 ,
V2¯ = 2iξ¯
−
1 ξ
+
2 − 2iξ¯−2 ξ+1 .
(3.17)
Let us fix a = 1 in equation (3.12), then we turn on the zero components of the real spinors
ξA, ξ¯A as
ξ1 =
(
b
c
)
, ξ2 =
(
−c¯
b¯
)
, ξ¯1 =
(
1
d
)
, ξ¯2 =
(
−d¯
1
)
. (3.18)
The covariant derivatives of b, c, d have the following expressions due to the twist (3.8)
Dµb = (∂µ − iω′µ)b,
Dµc = (∂µ − iωµ)c,
Dµd = (∂µ − iωµ − iω′µ)d.
(3.19)
3The isometry generated by V is actually a diagonal combination of the two isometries of the maximal torus
U(1)2 ⊂ SO(4). To obtain separately the action of the two U(1) one can consider complexified version of (3.16)
with complex parameters ǫ1, ǫ2. One can obtain solutions generating such an isometry relaxing the condition
of reality of the spinors (3.4).
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Putting (3.18) in (3.17) we obtain the system
V1 = 2(ic¯− id¯b),
V1¯ = 2(−ic + idb¯),
V2 = 2(ib¯+ id¯c),
V2¯ = 2(−ib− idc¯),
(3.20)
where of course (V1) = V1¯ and (V2) = V2¯ due to the reality of the spinor, (which is equivalent
to reality of the vector V ). The simplest choice for b, c, d is
b =
i
2
V2¯, c =
i
2
V1¯, d = 0. (3.21)
Now we have to show that this is actually a solution to equation (3.1) for some values of
the background fields. We can rewrite (3.19) using (3.9) in terms of V1 and V2 as
(∂µ + iωµ)V1 = (∂µ + ω
1
µ1 )V1 = ∇µV1,
(∂µ − iωµ)V1¯ = (∂µ + ω 1¯µ1¯ )V1¯ = ∇µV1¯,
(∂µ + iω
′
µ)V1 = (∂µ + ω
2
µ2 )V2 = ∇µV2,
(∂µ − iω′µ)V2¯ = (∂µ + ω 2¯µ2¯ )V2¯ = ∇µV2¯.
(3.22)
Using the properties of Killing vectors and the factorization of the metric (see equations (D.15),
(D.4) in appendix D.2), it’s easy to show that the only non-zero components of ∇µVν are
∇zV1¯ = ez¯1¯∇zVz¯ = ez¯1¯∇[zVz¯] = ez¯1¯∂[zVz¯] =
1
2
(
∂zVz¯ − ∂z¯Vz√
g1
)
g
1/4
1 =: H1 g1/41 ; (3.23)
and similarly4
∇z¯V1 = −H1 g1/4(1) ,
∇wV2¯ = +H2 g1/4(2) ,
∇w¯V2 = −H2 g1/4(2) ,
(3.24)
where H1 and H1 are proportional to the height functions on the first and the second sphere
respectively. Indeed considering the Killing vector V = 1
r1
(iz∂z − iz¯∂z¯) + 1r2 (iw∂w − iw¯∂w¯) we
have
H1 := ∂zVz¯ − ∂z¯Vz
2
√
g(1)
=
i
r1
1− |z|2
1 + |z|2 =
i
r1
cos θ1,
H2 := ∂wVw¯ − ∂w¯Vw
2
√
g(2)
=
i
r2
1− |w|2
1 + |w|2 =
i
r2
cos θ2.
(3.25)
4 g1, g2 are respectively the determinants of the metric in the first and in the second sphere,
√
g1 := 2gzz¯
and
√
g2 := 2gww¯.
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Using these facts and recalling the form of the candidate solution
ξ1 =
i
2
(
V2¯
V1¯
)
, ξ2 =
i
2
(
V1
−V2
)
, ξ¯1 =
(
1
0
)
, ξ¯2 =
(
0
1
)
, (3.26)
we get the following equations for the left chirality spinor ξA:
Dzξ1 =
i
2
H1 g1/4(1)
(
0
1
)
, Dzξ2 = 0,
Dwξ1 =
i
2
H2 g1/4(2)
(
1
0
)
, Dwξ2 = 0,
Dz¯ξ1 = 0, Dz¯ξ2 = − i2H1 g1/4(1)
(
1
0
)
,
Dw¯ξ1 = 0, Dw¯ξ2 =
i
2
H2 g1/4(2)
(
0
1
)
.
(3.27)
This can be rewritten in a clever way as
DzξA = −1
2
H1 σz ξ¯A,
DwξA = −1
2
H2 σw ξ¯A,
Dz¯ξA = +
1
2
H1 σz¯ ξ¯A,
Dw¯ξA = +
1
2
H2 σw¯ ξ¯A,
(3.28)
where σz = e
1
z σ1 = g
1/4
(1) σ1 etc., and σ1, σ1¯, σ2, σ2¯ are defined analogously to (3.15).
The last thing to do now is to express the background T, S¯ of (3.7) in terms of H1,H2 since
we already know
Dµξ¯A = 0 ⇒ T¯ , S = 0. (3.29)
Staring at (3.28) one can notice that we need to associate H1 to the coordinates z, z¯ of the first
sphere and H2 to the coordinates w, w¯ of the second sphere. To reproduce this in (3.7) we need
the combinations T κλσκλ, S¯
κλσ¯κλ to be proportional to σ3, since this matrix has the property
{σ3, σz} = {σ3, σz¯} = 0, [σ3, σw] = [σ3, σw¯] = 0. (3.30)
Therefore the only possibility is
T = t
(
ω(1)− ω(2)), S¯ = s(ω(1) + ω(2)), (3.31)
where t and s are two real scalar functions and ω(1), ω(2) are respectively the volume forms on
the first and on the second sphere. Indeed from (3.31) we have
T κλσκλ = 4itσ3, S¯
κλσ¯κλ = 4isσ3. (3.32)
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Inserting these two in equations (3.7) and using the further property
σzσ3 = σz, σz¯σ3 = −σz¯, σwσ3 = σw, σw¯σ3 = −σw¯, (3.33)
we obtain
DzξA = 4i(t− s)σz ξ¯A,
Dz¯ξA = 4i(−t + s)σz¯ ξ¯A,
DwξA = 4i(−t− s)σw ξ¯A,
Dw¯ξA = 4i(t+ s)σw¯ ξ¯A.
(3.34)
Finally comparing with (3.28) we get
t− s = i
8
H1, t+ s = − i
8
H2 ⇒ t = i
16
(H1 −H2), s = − i
16
(H1 +H2). (3.35)
It remains to evaluate the background field M in (3.2). From the second of (3.2) it trivially
follows
M = 0 (3.36)
due to Dµξ¯A = 0 and T¯ = 0. It is of course possible to check this result also using the first of
(3.2) and inserting the values of DµξA and T .
3.1.3 Summary of the results
We summarize here the results of the previous subsection
ξ1 =
i
2
(
V2¯
V1¯
)
, ξ2 =
i
2
(
V1
−V2
)
, ξ¯1 =
(
1
0
)
, ξ¯2 =
(
0
1
)
, (3.37)
satisfying
DµξA = −T κλσκλσµξ¯A − S¯κλσµσ¯κλξ¯A,
Dµξ¯A = 0,
(3.38)
with
T = t
(
ω(1)− ω(2)), S¯ = s(ω(1) + ω(2)), (3.39)
and
t =
i
16
(H1 −H2), s = − i
16
(H1 +H2), H1 = ∂zVz¯ − ∂z¯Vz
2
√
g(1)
, H2 = ∂wVw¯ − ∂w¯Vw
2
√
g(2)
. (3.40)
In polar coordinates of the two spheres these are
ξ1 = −1
2
(
sin θ2
sin θ1
)
, ξ2 =
1
2
(
sin θ1
− sin θ2
)
, ξ¯1 =
(
1
0
)
, ξ¯2 =
(
0
1
)
, (3.41)
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and
t =
1
16
(
− cos θ1
r1
+
cos θ2
r2
)
, s =
1
16
(cos θ1
r1
+
cos θ2
r2
)
. (3.42)
The square norms of the spinors are
ξ2 := ξAξA =
1
2
(sin2 θ1 + sin
2 θ2), ξ¯
2 := ξ¯Aξ¯
A = 2. (3.43)
Instead in complex coordinates
ξ1 = −
(
w
1+|w|2
z
1+|z|2
)
, ξ2 =
(
z¯
1+|z|2
− w¯
1+|w|2
)
, ξ¯1 =
(
1
0
)
, ξ¯2 =
(
0
1
)
, (3.44)
and
t =
1
16
(
− 1
r1
1− |z|2
1 + |z|2 +
1
r2
1− |w|2
1 + |w|2
)
, s =
1
16
(
1
r1
1− |z|2
1 + |z|2 +
1
r2
1− |w|2
1 + |w|2
)
. (3.45)
4 Partition function on S2 × S2
In this section we proceed to the computation of the partition function of N = 2 SYM theory
on S2×S2. At the end of the section we will present the extension of this result in presence of
matter fields in the (anti)fundamental representation.
The strategy we follow consists of performing a change of variables in the path integral
to an equivariant extension of the Witten’s topologically twisted theory [6]. As we will see
this maps the supersymmetry algebra to an equivariant BRST algebra which is the natural
generalization of the supersymmetry algebra of the Nekrasov Ω-background [8, 27] on S2× S2.
Since this is a toric manifold, the partition function reduces to copies of the Nekrasov partition
functions, glued together in a way that will be explained below. The result we obtain is indeed
in agreement with the one conjectured by Nekrasov in [10] for toric compact manifolds.
4.1 Change to twisted variables
The starting supersymmetry algebra for the vector multiplet is (2.31) and the square of the
supersymmetry action is (2.32), where the parameters w = 0 and Θ = 0 due to the orthogonality
of our solution (3.5).
Now we are going to make a change of variables in the supersymmetry algebra that will
simplify the localization procedure in the path integral. We re-organize the eight components
of the fermions λAα, λ¯
α˙
A as a fermionic scalar η, a vector Ψ
µ and a self dual tensor χ(+)µν :
η := −i(ξAλA + ξ¯Aλ¯A),
Ψµ := i(ξ
Aσµλ¯A − ξ¯Aσ¯µλA),
χ+µν := 2ξ¯
Aσ¯µν ξ¯
B(ξ¯Aλ¯B − ξAλB).
(4.1)
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We also redefine the scalars in a suitable way to simplify the supersymmetry algebra:
Φ¯ :=φ− φ¯
Φ :=2iξ¯2φ+ 2iξ2φ¯
B+µν := 2(ξ¯
2)2(F+µν + 8φT¯µν − 8φ¯S¯µν)
− (ξ¯Aσ¯µν ξ¯B)(ξAσκλξB)(Fκλ + 8φ¯Tκλ − 8φSκλ)
− 4ξ¯2V[µD+ν]Φ¯ +
1
2
(ξ2 + ξ¯2)(ξ¯Aσ¯µν ξ¯
B)DAB.
(4.2)
where ξ2 and ξ¯2 are the square norms of the spinors (3.43).
The inverse of the relation (4.1) is given by
λA =
1
ξ2 + ξ¯2
(iξAη − iσµξ¯AΨµ + ξBΞBA)
λ¯A =
1
ξ2 + ξ¯2
(−iξ¯Aη − iσ¯µξAΨµ + ξ¯BΞBA)
(4.3)
where
ΞAB =
1
2(ξ¯2)2
ξ¯Aσ¯
µν ξ¯Bχ
+
µν . (4.4)
It is immediate to verify the relation (4.3) by inserting it back in (4.1); or conversely by inserting
(4.1) in (4.3) and using the following non-trivial spinor identity
(ψB · λB)ξA − (ψA · λB)ξB − (ψB · λA)ξB = 0, (4.5)
for two-components spinors ψ, λ,ξ.
A comment is now important: this change of variables is everywhere invertible. Indeed, its
Jacobian is given by
J = JbosJferm = 1
Jbos = Jferm ∼
(
ξ¯2 + ξ2
)4
(ξ¯2)3.
(4.6)
Notice that this change of variables is everywhere well defined due to the nature of the
solution derived in section 3.1.2. Indeed, neither of the factors ξ¯2 and ξ2 + ξ¯2 in the Jacobian
ever vanish.
The supersymmetry algebra in terms of the new variables, computed from (2.31) and (2.32),
is
QA = Ψ, QΨ = iιV F +DΦ, QΦ = iιVΨ,
QΦ¯ = η, Qη = i ιVDΦ¯ + i[Φ, Φ¯],
Qχ+ = B+, QB+ = iLV χ+ + i[Φ, χ+].
(4.7)
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These are the equivariant extension of the twisted supersymmetry considered in [6] and we
finally got rid of all the indices in our formulas by passing to the differential form notation.
In (4.7) ιV is the contraction with the vector V and LV = DιV + ιVD is the covariant Lie
derivative.
Let us notice that the supercharge (4.7) manifestly satisfies Q2 = iLV +δgaugeΦ . There is still
a consistency condition on the last line, that is the action has to preserve the self-duality of
B+ and χ+. This is satisfied iff LV ⋆ = ⋆LV , where ⋆ is the Hodge-⋆ and LV = dιV + ιV d is the
Lie derivative. This condition coincides with the requirement that V is an isometry of the four
manifold. Therefore, we have proved that for any four-manifold with a U(1) isometry, once
the R-symmetry bundle is chosen to fit the equivariant twist, there is a consistent realization
of the corresponding N = 2 supersymmetry algebra5, explicit formulae for the generators of
supersymmetry and background fields in this general case are reported in appendix B.
4.2 Localizing action and fixed points
In terms of the new variables (4.1), we consider the following supersymmetric Lagrangian
L =
iτ
4π
TrF ∧ F + ω ∧ TrF +QV (4.8)
where τ is the complexified coupling constant, ω ∈ H2 (S2 × S2,R) and
V =− Tr[χ+ ∧ ⋆F + ⋆iΦ¯(− ⋆ D ⋆Ψ+ LV η) + ⋆η(iLV Φ¯ + i[Φ, Φ¯])†]
− Tr[χ+] ∧ ⋆Tr[B+]. (4.9)
Proceeding to discuss the localization of the gauge field, we will split the calculation between
the u(1) and the su(N) sector which must be differently treated. This is due to the fact that
we want to allow gauge vector bundles with non trivial and unrestricted first Chern class
c1 =
1
2π
TrF . The usual δ-gauge fixing F+ = 0 in the whole u(N) Lie algebra would be then
incompatible with the previous request. Therefore we split the gauge fixing of the two sectors
with the additional term in the last line of (4.9), keeping a Gaussian gauge fixing in the u(1)
sector and a δ-gauge fixing in the su(N) sector. If the manifold is Ka¨hler, then an equivalent
procedure would be to localize on Hermitian-Yang-Mills connections, namely those satisfying
the equation ω ∧ F = c ω ∧ ω1l and F (2,0) = 0, where ω is the Ka¨hler form and c is a constant.
We look at the fixed points of the supersymmetry (4.7). On setting the fermions to zero,
the fixed points of the supercharge read
ιVDΦ¯ + [Φ, Φ¯] = 0,
iιV F +DΦ = 0.
(4.10)
5In terms of the vector field, the Jacobian factors above read Jbos = Jferm ∼ (2 + 18V 2) which is positive.
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The integrability conditions of the second equation are
ιVDΦ = 0,
LV F = [F,Φ].
(4.11)
We choose the following reality condition for the scalars fields Φ¯ = −Φ†, then the first of
(4.10) splits as
ιVDΦ¯ = 0 and [Φ, Φ¯] = 0. (4.12)
which imply that Φ and Φ¯ lie in the same Cartan subalgebra.Moreover, since we consider
F † = F , we can split similarly the second of (4.11), obtaining that also the curvature lies along
the Cartan subalgebra
[F,Φ] = [F, Φ¯] = 0. (4.13)
Therefore the second of (4.10) can be rewritten as
ιV F = i dΦ (4.14)
since the extra term [A,Φ] is different from zero only outside the Cartan subalgebra. (4.14)
means that Φ is the moment map for the action of V on F .
The gauge fixing condition comes by integrating out the auxiliary field B+ from (4.9). As
anticipate we obtain different gauge conditions for the u(1) and su(N) sector6
d ⋆ (Fu(1)) = 0, (Fsu(N))
+ = 0. (4.15)
In particular d ⋆ F = 0 in the whole u(N). This, together with the Bianchi identity dF = 0
and the fact that F lies in the Cartan subalgebra of u(N) (4.13), implicates that the curvature
must be a harmonic 2-form with values on the Cartan subalgebra and integer periods. Namely
for each elements in the Cartan subalgebra, labeled by α = 1, . . . , N
(c1)α ≡ iFα
2π
∈ H2(S2 × S2,Z). (4.16)
So
iFα
2π
= mα ω(1) + nα ω(2), mα, nα ∈ Z. (4.17)
where a basis of normalized harmonic 2-forms for S2 × S2 is given by
ω(i) =
1
4π
sin θidθi ∧ dϕi i = 1, 2. (4.18)
6 For the u(1) sector, define f := Fu(1) and b
+ := B+
u(1). From (4.9) we have QVu(1) = −b+∧⋆f+− b+∧⋆b+.
Integrating out b+ we get the condition b+ = −f+/2 and inserting this back, we obtain QVu(1) = 14f+ ∧ ⋆f+ =
1
8 (f ∧ f + f ∧ ⋆f) that give the equation of motion d ⋆ f = 0.
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Replacing this expression for F in (4.14) we get
ιV (mα ω(1) + nα ω(2)) = −2 dΦα (4.19)
Since S2 × S2 is simply connected the closed 2-forms ιV ω(1), ιV ω(2) are also exact and the
equation (4.17) can be integrated
ιV ω(1) = 2 dh1, ιV ω(2) = 2 dh2, (4.20)
the solution being given respectively by the height functions on the two spheres7
h1 = ǫ1 cos θ1, h2 = ǫ2 cos θ2. (4.21)
Finally, integrating equation (4.17) we obtain
Φα = −mα h1 − nα h2 + aα, mα, nα ∈ Z. (4.22)
where aα are integration constants. On top of fluxes, the complete solution contains also point-
like instantons located at the zeroes of the vector field V . These do not contribute to the
equations above since iV F
point = 0.
We are then reduced to a sum over point-like instantons and an integration over the constant
Cartan valued variable Φ. Let us notice that the above arguments are quite general and apply
to more general four-manifolds than S2 × S2.
Before proceeding to the computation, let us notice that on compact manifolds one has to
take care of normalizable fermionic zero modes of the Laplacian, counted by the Betti numbers.
If the manifold is simply connected, as we assume, then the field Ψ doesn’t display such zero
modes, while η will display one zero mode and χ+ will display b+2 of them (for each element
in the su(N) Cartan8 labeled by ρ = 1, . . . , N − 1). On S2 × S2, and in general on any
toric manifold, b+2 = 1 and therefore the (η, χ
+) zero modes come in pairs, one pair for each
element in the su(N) Cartan. One can soak-up those zero modes by adding the exact term
Szm = sQ
∫ ∑
ρ Φ¯ρχ
+
ρ Bρ to the action whose effect, after the integration over the (η, χ
+) zero
mode pairs and the B-zero modes, is to insert a derivative with respect to a¯ for each su(N)
Cartan element. This reduces the integration over the a-plane to a contour integral around the
diagonals where aα − aβ = 0.
4.3 Computation of the partition function
Due to the results of the previous section, the integration over the instanton moduli space is
reduced to instanton counting. In particular due to supersymmetry, the instanton configura-
tions have to be equivariant under the action of U(1)2 × U(1)N which is the maximal torus
7 The vector generated by the supersymmetry generators (3.41) is V = 2ǫ1∂ϕ1 + 2ǫ2∂ϕ2
8The ones in the U(1) are gauge fixed as a BRST quartet.
of the isometry group of S2 × S2 times the constant gauge transformations. It is well known
that the fixed points are classified by Young diagrams [8], so that for each fixed point we have
to consider a contribution given by the Nekrasov instanton partition function with the proper
torus weights.
Let us underline the important difference between the compact and non-compact case,
namely that in the former the gluing of Nekrasov partition functions also involves the integration
over the Cartan subalgebra of the gauge group. This appears as a contour integral as explained
at the end of the previous subsection.
We regard the manifold S2 × S2 ∼= P1 × P1 as a complex toric manifold described in terms
of four patches. The weights
(
ǫ
(ℓ)
1 , ǫ
(ℓ)
2
)
of the (C∗)2 torus action in each patch are
ℓ 1 2 3 4
ǫ
(ℓ)
1 ǫ1 −ǫ2 −ǫ1 ǫ2
ǫ
(ℓ)
2 ǫ2 ǫ1 −ǫ2 −ǫ1
(4.23)
where in our case ǫ1 =
1
r1
> 0 and ǫ2 =
1
r2
> 0 are the inverse radii of the two spheres.
The fixed point data on S2×S2 will be described in terms of a collection of Young diagrams
{~Yℓ}, and of integers numbers ~m,~n describing respectively the (C∗)N+2-invariant point-like
instantons in each patch (localized at the fixed points pℓ) and the magnetic fluxes of the gauge
field on the spheres which correspond to the first Chern class c1(E) of the gauge bundle E.
More explicitly, for a gauge bundle with c1 = nω1 +mω2 and ch2 = K, the fixed point data
satisfy
n =
N∑
α=1
nα, m =
N∑
α=1
mα, K =
∑
α,ℓ
|Y (ℓ)α |. (4.24)
The full partition function on S2 × S2 is given by
ZS
2×S2
full (q, z1, z2, ǫ1, ǫ2) =
∑
{~m,~n}
∮
t
d~a tm1 t
n
2
4∏
ℓ=1
ZC
2
full(q, ǫ
(ℓ)
1 , ǫ
(ℓ)
2 ,~a
(ℓ)) (4.25)
where q = exp(2πiτ) is the gauge coupling, t1 = z
1
2
1 and t2 = z
1
2
2 are the source terms corre-
sponding to ω = v2ω1 + v1ω2 in (4.8) so that zi = e
2πvi for i = 1, 2.
Moreover, ~a(ℓ) = {a(ℓ)α }, α = 1, . . . , N are the v.e.v.’s of the scalar field Φ calculated at the
fixed points pℓ
a(ℓ)α = 〈Φ(pℓ)〉. (4.26)
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Explicitly, by (4.22)
ℓ ~a(ℓ)
1 ~a+ ~mǫ1 + ~nǫ2
2 ~a+ ~mǫ1 − ~nǫ2
3 ~a− ~mǫ1 − ~nǫ2
4 ~a− ~mǫ1 + ~nǫ2
(4.27)
The factors appearing in (4.25) are the Nekrasov partition functions
ZC
2
full(q, ǫ1, ǫ2,~a) = Z
C2
classical(q, ǫ1, ǫ2,~a)Z
C2
1-loop(ǫ1, ǫ2,~a)Z
C2
instanton(q, ǫ1, ǫ2,~a). (4.28)
whose explicit expressions we report below.
4.3.1 Classical action
Let us first of all consider the contribution to (4.25) of the classical partition function
4∏
ℓ=1
ZC
2
classical(ǫ
(ℓ)
1 , ǫ
(ℓ)
2 ,~a
(ℓ)). (4.29)
For each patch this is given by
ZC
2
classical(ǫ
(ℓ)
1 , ǫ
(ℓ)
2 ,~a
(ℓ)) = exp
[
−πiτ
N∑
α=1
(
a
(ℓ)
α
)2
(ǫ
(ℓ)
1 ǫ
(ℓ)
2 )
]
(4.30)
Inserting the values of the equivariant weights (4.23) and (4.27) we obtain
4∏
ℓ=1
ZC
2
classical(ǫ
(ℓ)
1 , ǫ
(ℓ)
2 ,~a
(ℓ)) = exp
[
−πiτ
N∑
α=1
8mαnα
]
= q−4
∑N
α=1mαnα (4.31)
with q = exp(2iπτ).
4.3.2 One-loop
The one-loop contribution in (4.25) is given by
ZS
2×S2
1-loop (~a, ǫ1, ǫ2) =
4∏
ℓ=1
ZC
2
1-loop(~a
(ℓ), ǫ
(ℓ)
1 , ǫ
(ℓ)
2 ) =
4∏
ℓ=1
exp
[
−
∑
α6=β
γ
ǫ
(ℓ)
1 ,ǫ
(ℓ)
2
(a
(ℓ)
αβ)
]
(4.32)
where a
(ℓ)
αβ := a
(ℓ)
α − a(ℓ)β .
Inserting the values of the equivariant weights (4.23) and (4.27) and using the definition of
γǫ1,ǫ2 (appendix E equation (E.4)) we can rewrite the exponent in (4.32) as
− d
ds
∣∣∣
s=0
1
Γ(s)
∫ ∞
0
dt ts−1
e−taαβ
(1− x)(1 − y)p(x, y), (4.33)
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where we have defined x := e−ǫ1t and y := e−ǫ2t and p(x, y) is a polynomial in x and y given by
p(x, y) = x−my−n − x−myn+1 − xm+1y−n + xm+1yn+1 (4.34)
where it is understood that m ≡ mαβ and n ≡ nαβ . The residues of this polynomial at x = 1
and y = 1 are zero, this means that in those points p(x, y) has zeros which cancel the poles
(1− x)−1, (1− y)−1 in (4.33).
If m = n = 0
p(x, y) = 1− y − x+ xy = (1− x)(1− y), (4.35)
and integrating (4.33) we obtain
ZS
2×S2
1-loop (~a, ǫ1, ǫ2)
∣∣∣
m=n=0
=
∏
α6=β
aαβ =
∏
α>β
(−a2αβ). (4.36)
In general, for every choice of {m,n}, one can factorize (1 − x)(1 − y) out of the polynomial
using the expansion 1− xN = (1− x)∑N−1j=0 xj. Then p(x, y) can be written as follows
p(x, y) =


(1− x)(1 − y)
m∑
j=−m
n∑
k=−n
xjyk if m ≥ 0, n ≥ 0
(1− x)(1 − y)
−m−1∑
j=m+1
−n−1∑
k=n+1
xjyk if m < 0, n < 0
−(1− x)(1 − y)
m∑
j=−m
−n−1∑
k=n+1
xjyk if m ≥ 0, n < 0
−(1− x)(1 − y)
−m−1∑
j=m+1
n∑
k=−n
xjyk if m < 0, n ≥ 0
(4.37)
Using this result in (4.33) we obtain for fixed m and n the following result:
ZS
2×S2
1-loop (a, ǫ1, ǫ2, m, n)
∣∣∣
αβ
=
=


m∏
k=−m
n∏
j=−n
(a+ kǫ1 + jǫ2) if m ≥ 0, n ≥ 0
−m−1∏
k=m+1
−n−1∏
j=n+1
(a+ kǫ1 + jǫ2) if m < 0, n < 0
m∏
k=−m
−n−1∏
j=n+1
(a+ kǫ1 + jǫ2)
−1 if m ≥ 0, n < 0
−m−1∏
k=m+1
n∏
j=−n
(a+ kǫ1 + jǫ2)
−1 if m < 0, n ≥ 0
(4.38)
where a ≡ aαβ , m ≡ mαβ and n ≡ nαβ.
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4.3.3 Instantons
The instanton contribution in (4.25) is given by
4∏
ℓ=1
ZC
2
instanton(ǫ
(ℓ)
1 , ǫ
(ℓ)
2 ,~a
(ℓ)). (4.39)
where ZC
2
instanton is the Nekrasov partition function defined as follows.
Let Y = {λ1 ≥ λ2 ≥ . . . } be a Young diagram, and Y ′ = {λ′1 ≥ λ′2 ≥ . . . } its transposed.
λi is the length of the i-column and λ
′
j the length of the j-row of Y . For a given box s = {i, j}
of the diagram we define respectively the arm and leg length functions
AY (s) = λi − j, LY (s) = λ′j − i. (4.40)
and the arm and leg co-length functions
A′Y (s) = j − 1, L′Y (s) = i− 1. (4.41)
The fixed points data for each patch are given by a collection of Young diagrams ~Y (ℓ) = {Y (ℓ)α }.
and the instanton contribution is
ZC
2
instanton(ǫ1, ǫ2,~a) =
∑
{Yα}
q|
~Y |zvec(ǫ1, ǫ2,~a, ~Y ) (4.42)
where q = exp(2iπτ) and
zvec(ǫ1, ǫ2,~a, ~Y ) =
N∏
α,β=1
[ ∏
s∈Yα
(
aαβ − LYβ(s)ǫ1 + (AYα(s) + 1)ǫ2
)
∏
t∈Yβ
(
aαβ + (LYβ(t) + 1)ǫ1 − AYα(t)ǫ2
) ]−1
.
(4.43)
4.4 Adding matter fields
The above formulae are easily modified in presence of matter fields. In the following we discuss
the contribution of matter in the (anti)fundamental representation, which will be used in the
last Section when comparing with Liouville gravity. The contribution to the classical action is
vanishing, so we concentrate on one-loop and instanton terms.
4.4.1 One-loop
When considering matter one has to modify the formula for the one-loop partition function
(4.32) as
ZC
2
1-loop(~a
(ℓ), ǫ
(ℓ)
1 , ǫ
(ℓ)
2 ) = exp

−∑
α6=β
γ
ǫ
(ℓ)
1 ,ǫ
(ℓ)
2
(
a
(ℓ)
αβ
)
+
Nf∑
f=1
∑
ρ∈Rf
γ
ǫ
(ℓ)
1 ,ǫ
(ℓ)
2
(
a(ℓ)ρ + µf −
Q(ℓ)
2
) (4.44)
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where ρ are the weights of the representation Rf of the hypermultiplet with mass µf and
R-charge one, while Q(ℓ) := ǫ
(ℓ)
1 + ǫ
(ℓ)
2 .
The computation goes as in the previous section, the additional contribution for each hy-
permultiplet in the exponential being
d
ds
∣∣∣
s=0
1
Γ(s)
∫ ∞
0
dt ts−1
e−t(aρ+µf+
Q
2
)
(1− x)(1− y)p(x, y). (4.45)
where again x := e−ǫ1t and y := e−ǫ2t, with
p(x, y) = x−my−n − x−myn − xmy−n + xmyn. (4.46)
Eventually, each hypermultiplet contributes as
ZS
2×S2
1-loop (a, ǫ1, ǫ2, m, n, µf)
∣∣∣
hyp,f,ρ
=
=


1 if m · n = 0
m−1∏
k=−m
n−1∏
j=−n
(a+ µf +
Q
2
+ kǫ1 + jǫ2)
−1 if m > 0, n > 0
−m−1∏
k=m
−n−1∏
j=n
(a+ µf +
Q
2
+ kǫ1 + jǫ2)
−1 if m < 0, n < 0
m−1∏
k=−m
−n−1∏
j=n
(a+ µf +
Q
2
+ kǫ1 + jǫ2) if m > 0, n < 0
−m−1∏
k=m
n−1∏
j=−n
(a+ µf +
Q
2
+ kǫ1 + jǫ2) if m < 0, n > 0
(4.47)
where a ≡ aρ, m ≡ mρ and n ≡ nρ.
4.4.2 Instantons
The modification of the instanton partition function due to the presence of matter in the
(anti)fundamental representation is
ZC
2
instanton(ǫ1, ǫ2,~a) =
∑
{Yα}
q|
~Y |zvec(ǫ1, ǫ2,~a, ~Y )
NF∏
f=1
z(anti)fund(ǫ1, ǫ2,~a, ~Y , µf) (4.48)
where
zfund(ǫ1, ǫ2,~a, ~Y , µf) =
∏
α
∏
s∈Yα
(aα + L
′(s)ǫ1 + A
′(s)ǫ2 +Q− µf)
zantifund(ǫ1, ǫ2,~a, ~Y , µf) =
∏
α
∏
s∈Yα
(aα + L
′(s)ǫ1 + A
′(s)ǫ2 + µf)
(4.49)
where L′(s) and A′(s) are the co-length functions defined in (4.41).
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5 Liouville Gravity
We now proceed to the discussion of a possible two-dimensional Conformal Field Theory (CFT)
interpretation of our results, prompted by AGT correspondence. We focus on the N = 2 case.
A natural viewpoint to start with is the calculation of the expected central charge via reduction
of the anomaly polynomial of two M5-branes theory [23, 24]. Upon compactification on the
manifold S2 × S2 × Σ, the central charge of the resulting two-dimensional CFT on Σ is easily
computed via localization formulae from the weights of the U(1)2 torus action, see Table (4.23),
to be
4∑
ℓ=1
(
1 + 6
(
b(ℓ) +
1
b(ℓ)
)2)
= 52 = 26 + 26 (5.1)
were b(ℓ) =
√
ǫ
(ℓ)
1
ǫ
(ℓ)
2
. Notice that in passing from one patch to the other only one of the epsilons
change sign so that from real b one passes to imaginary one and viceversa. This will play a
relevant role in the subsequent discussion. It was observed in [28] that (5.1) suggests a link to
Liouville gravity. In the following we will show that indeed three-point number and conformal
blocks of this CFT arise as building blocks of the supersymmetric partition function of N = 2
U(2) gauge theory on S2 × S2.
Liouville Gravity (LG) [29, 30] is a well-known two-dimensional theory of quantum gravity
composed of three CFT sectors
1. Liouville theory sector, which has a central charge
cL = 1 + 6Q
2, Q = b+ b−1, (5.2)
and a continuous family of primary fields parametrized by a complex parameter α as
Vα = e
2αϕ(x) (5.3)
with conformal dimension
∆Lα = α(Q− α). (5.4)
2. Matter sector, a generalized CFT with central charge
cM = 1− 6q2, q = b−1 − b. (5.5)
and generic primary fields, labeled by a continuous parameter α, Φα with dimension
∆Mα = α(α− q). (5.6)
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3. Ghost sector needed to gauge fix the conformal symmetry. This is described by a
fermionic bc system of spin (2,−1) of central charge
cgh = −26. (5.7)
The fact that
cL + cM = 26 (5.8)
allows the construction of a BRST complex.
The vertex operators of the complete system are built out of primary operators in the
Liouville plus matter sector as
Uα = Φα−bVα (5.9)
which are (1, 1)-forms with ghost number zero, and can be integrated on the space. This is
ensured by the condition
∆Mα−b +∆
L
α = 1. (5.10)
We are mainly interested in three-point numbers and conformal blocks. The former have
been computed in [29] (eq.7.9) for three generic dressed operators Uαi and can be written in
terms of γ function, see eq. (E.11), as
CLG(α1, α2, α3) = C
L(α1, α2, α3)C
M(α1 − b, α2 − b, α3 − b)
=
(
πµγ(b2)
)(Q−∑3i=1 αi)/b [γ(b2)γ(b−2 − 1)
b2
]1/2 3∏
i=1
[
γ(2αib− b2)γ(2αib−1 − b−2)
]1/2
.
(5.11)
Let us remark that the ghost sector does not play any role in our considerations. Indeed
this is suited to produce a proper measure on the moduli space of the Riemann surface over
which the CFT is formulated. On the gauge theory side this would correspond to the quite
unnatural operation of integrating over the gauge coupling.
5.1 LG three-point function versus one-loop in gauge theory
Let us now compare the results of the one-loop gauge theory partition function with the above
three-point number of LG. We consider the sector with zero magnetic fluxes ~m = ~n = 0 of
U(2) gauge theory with Nf = 4. The contribution of the one-loop partition function is given
by equation (4.36), and setting a12 =: 2a, we have
ZS
2×S2
1-loop (~a, ǫ1, ǫ2) =
∏
α6=β
aαβ =
∏
±
±2a = −4a2. (5.12)
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Indeed one can show that in the sector ~m = ~n = 0 the contribution of hypermultiplets in the
four patches (4.47) cancel each other.
The above result can be compared with the product of Liouville gravity three point numbers
(5.11). Indeed, if we consider
α =
Q
2
+ a, αi =
Q
2
+ pi, a, pi ∈ iR (5.13)
we get for the product of two three point numbers
CLG(α1, α2, α)C
LG(α¯, α3, α4) = N
(
4∏
i=1
f(αi)
)(
4a2
)
, (5.14)
where
N =
(
πµγ(b2)
)1+b−2 γ(b2)γ(b−2 − 1)
b2
,
f(αi) =
(
πµγ(b2)
)−αi/b√γ(2αib− b2)γ(2αib−1 − b−2). (5.15)
The dependence on a of (5.12) and (5.14) is the same. Moreover one can check [12] that
the contribution of the two patches with ǫ
(ℓ)
1 · ǫ(ℓ)2 > 0 naturally compares to the product of
Liouville theory three-point numbers ([29], eq. (2.2)). On the other hand, the contribution of
the two patches with ǫ
(ℓ)
1 · ǫ(ℓ)2 < 0 naturally compares to the product of generalized minimal
model three-points functions ([29], eq. (5.1) with β = b and α = a − b), which is the matter
sector of the LG. Explicitly∣∣∣ZS2×S21-loop (~a, ǫ(ℓ)1 · ǫ(ℓ)2 > 0)∣∣∣ = CL(α1, α2, α)CL(α¯, α3, α4),
∣∣∣ZS2×S21-loop (~a, ǫ(ℓ)1 · ǫ(ℓ)2 < 0)∣∣∣ = CM(α1 − b, α2 − b, α− b)CM (α¯− b, α3 − b, α4 − b),
(5.16)
up to renormalization of the vertices analogously to (5.15), once the v.e.v. a and µf are assumed
to be purely imaginary.
We expect the gauge theory sectors with non-vanishing magnetic fluxes ~m and ~n to be
related to the insertions of degenerate fields. Indeed the same comment applies to the results
on the conformal blocks obtained in the next subsection.
5.2 Conformal blocks versus instantons
It is a well known fact that the instanton contribution to the partition function (4.48) for U(2)
gauge theory with Nf = 4 on C
2 can be matched with the four point conformal block on the
sphere, up to a U(1) factor [12],
Z
C2,U(2)
instanton(ǫ1, ǫ2,~a, µ1, µ2, µ3, µ4) ≃ FL α2 α3α1 α α4(τ) (5.17)
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where µ1 = p1 + p2, µ2 = p1 − p2, µ3 = p3 + p4, µ4 = p3 − p4 and αi are defined in (5.13).
Moreover contrary to three-point correlators, the conformal blocks of the matter sector in
LG are the analytic continuation of those of Liouville theory under b → ib. These two facts
allow us to interpret the instanton partition function (5.18) of U(2) gauge theory with Nf = 4
on S2 × S2 in the sector ~m = ~n = 0 as two copies of four point conformal blocks of LG on the
sphere. Indeed, by using b(ℓ) =
√
ǫ
(ℓ)
1 /ǫ
(ℓ)
2 , we have from (5.18) and (4.23)
ZS
2×S2
instanton(b, b
−1, a, µf)
=
4∏
ℓ=1
ZC
2
instanton(b
(ℓ), (b(ℓ))−1, a, µf)
=
[
ZC
2
instanton(b, b
−1, a, µf)Z
C2
instanton(ib, (ib)
−1, a, µf)
]2
(5.18)
where µf = {µ1, µ2, µ3, µ4}. From the discussion above, these are two copies of four points
conformal blocks of the two sectors of LG: Liouville and matter
ZS
2×S2
instanton(q, b, b
−1, a, µf) ≃
[FL α2 α3α1 α α4(τ)FM α2 α3α1 α α4(τ)]2 = [FLG α2 α3α1 α α4(τ)]2 . (5.19)
The full partition function (4.25) in the sector ~m = ~n = 0 is then expressible as
ZS
2×S2
full (q, b, b
−1, a, µf) ∝
∫
dαCLG(α1, α2, α)C
LG(α¯, α3, α4)
[FLG α2 α3α1 α α4(τ)]2 . (5.20)
Few remarks are in order here. First of all, the holomorphicity in its arguments of the super-
symmetric partition function under scrutiny is reflected in the holomorphic gluing of building
blocks of the corresponding CFT, in contrast to the one appearing in correlation functions of
Liouville gravity. Moreover, we underline that the three-point numbers of the matter sector
CM naturally arising in the gauge theory context are strictly speaking not the ones of gener-
alised minimal model. Indeed they do not obey the selections rules of this model, and were
introduced in [29] only as a technical tool to solve the relevant bootstrap equations. Indeed
to get the physical three-point functions one has to multiply them by a suitable non-analytic
term which takes into account the selection rule (see eq(3.16) in [29] and also [30]). We remark
that a CFT which consistently makes use of the analytic three-point correlator CM appearing
in the gauge theory can be formulated [31].
6 Discussion
In this paper we computed the partition function of N = 2 supersymmetric gauge theory on
S2 × S2. We derived the generalized Killing spinor equations for the extended supersymmetry
30
to exist on a four manifold by consistency of the supersymmetry algebra and found a slight
generalization of the ones discussed in [3]. We derived spinor solutions to these equations
realizing a version of Witten’s topological twist which is equivariant with respect to a U(1)
isometry of the manifold, and then exploited them to construct a supercharge localizing on
the fixed points of the isometry. The resulting partition function is defined by gluing Nekrasov
partition functions and integrating the v.e.v. of the scalar field Φ of the twisted vector multiplet
over a suitable contour. We also showed that the resulting partition function displays the
three-point correlators and conformal blocks of Liouville gravity as building blocks. Notice
however that these are glued in a different way with respect to Liouville gravity correlators.
In particular our partition function is holomorphic in the momenta of the vertices and in their
positions. It would be interesting to investigate further if there is a chiral conformal field theory
interpretation of the gauge theory result. Notice that chiral correlation functions for Liouville
theory can be defined for some special values of the central charge by using the relation with
super Liouville suggested by gauge theory [32, 33] and further investigated in [34, 35, 36]. In this
case the field theory is defined over the resolution of C2/Z2, whose projective compactification
is the second Hirzebruch surface F2. This is a framework very near to the one investigated in
the present paper. Indeed, let us stress once again that although we focused on P1× P1, which
coincides with the Hirzebruch surface F0, our approach can be easily extended to a wide class of
manifolds, including compact toric ones. In this context, it is conceivable that our results can
be used to prove a long standing conjecture by Nekrasov proposing a contour integral formula
for Donaldson’s invariants and its generalization to SU(N) gauge groups.
Let us underline that in the gauge theory there are two consistent choices of reality conditions
for the fields Φ, Φ¯ [6], either real and independent or Φ¯ = −Φ†. This leads to the choice of
different integration contours which it would be interesting to investigate in the conformal field
theory counterpart.
Another possible check of the relation of the N = 2 gauge theory on S2 × S2 and Liouville
gravity would be to compute the N = 2∗ case and compare with the CFT on the one-punctured
torus.
We also discussed another solution to the Killing spinor equation on S2×S2 (see Appendix
C) which are composed by the spinorial solutions on S2 discussed in [37, 38]. These solutions
correspond to trivial R-symmetry bundle and therefore imply the Witten topological twist only
locally, more precisely they localize on instantons on the NN and SS fixed points of S2 × S2
and on anti-instantons on NS and SN . The partition function in this case is neither real nor
holomorphic and it would be interesting to further discuss the supersymmetric path integral
induced by these solutions.
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Another related subject to investigate is the reduction to spherical partition functions in
the zero volume limit of one of the two spheres. This analysis would help in shedding light
on the relation between instanton and vortex partition functions. It would be interesting to
consider the insertion of surface operators [39, 40] on one of the two spheres. Actually, surface
operators on C2 are related to the moduli space of instantons on S2× S2 framed on one of the
two spheres [41] so that a nice interplay could arise among these partition functions.
As already stated, our equivariant localization scheme applies to much general cases than
the one on which we focus here. It would be very interesting to extend our approach to other
four manifolds and in this framework analyze possible relations between Gromov-Witten and
Donaldson invariants. This could open further applications of the gauge theory computations
to integrable systems.
It would be very interesting also to study the holographic dual of the large N limit of the
partition function on S2 × S2 that we just computed.
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A Full N = 2 Supersymmetry
In this appendix we give the detailed calculations of the results stated in subsection (2.2.2).
We proceed by writing the most general form for supersymmetric variation for the gauginos,
consistent with the properties of positivity of mass of background fields, their gauge neutrality,
and balancing of masses and U(1)R charges. We have
QλA =
k1
2
σµνξA(Fµν + 8φ¯Tµν + 8φWµν) + a1σ
µξ¯ADµφ+ b1σ
µDµξ¯Aφ+ c1ξA[φ, φ¯] + d1DABξ
B,
Qλ¯A =
k2
2
σ¯µν ξ¯A(Fµν + 8φT¯µν + 8φ¯W¯µν) + a2σ¯
µξADµφ¯+ b2σ¯
µDµξAφ¯− c2ξ¯A[φ, φ¯] + d2DAB ξ¯B.
(A.1)
Consider now the square of the supersymmetry transformation acting on the scalar fields
Q2φ = −iξA(QλA) = −ia1ξAσµξ¯ADµφ− ib1ξAσµDµξ¯Aφ− ic1ξAξA[φ, φ¯],
Q2φ¯ = −iξ¯A(Qλ¯A) = +ia2ξ¯Aσ¯µξADµφ¯+ ib2ξ¯Aσ¯µDµξAφ¯− ic2ξ¯Aξ¯A[φ, φ¯].
(A.2)
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From the above, it clearly follows that V µ = ia1ξ¯
Aσ¯µξA = ia2ξ¯
Aσ¯µξA. We define a ≡ a1 = a2.
We also infer that Φ = c1ξ
AξAφ¯ − c2ξ¯Aξ¯Aφ. We will return to Q2φ and Q2φ¯ momentarily to
investigate the scaling and the U(1)R terms.
Consider now the Q2Aµ
Q2Aµ =iξ
Aσµ(Qλ¯A)− iξ¯Aσ¯µ(QλA)
=
i
2
F ρσ
(
k2ξ
Aσµσ¯ρσ ξ¯A − k1ξ¯Aσ¯µσρσξA
)
+ 4i
(
k2φT¯
ρσξAσµσ¯ρσ ξ¯A − k1φ¯T ρσ ξ¯Aσ¯µσρσξA
)
+ 4i
(
k2φ¯W¯
ρσξAσµσ¯ρσ ξ¯A − k1φW ρσ ξ¯Aσ¯µσρσξA
)
+ ia
(
ξAσµσ¯νξAD
νφ¯− ξ¯Aσ¯µσν ξ¯ADνφ
)
+ i
(
b2φ¯ξ
Aσµσ¯νD
νξA − b1φξ¯Aσ¯µσνDν ξ¯A
)
− i[φ, φ¯] (c1ξAσµξ¯A + c2ξ¯Aσ¯µξA)
− iDAB
(
d2ξ
Aσµξ¯
B − d1ξ¯Aσ¯µξB
)
(A.3)
The commutator term must vanish by the assumptions on the nature of Q2, which implies
c1 = c2 ≡ c. Similarly the vanishing of the DAB requires d1 = d2, which can now be absorbed
in DAB, and we will therefore set d1 = d2 = 1. We want the term with F
ρσ to equal V νFνµ,
which forces k1 = k2 = (a/2) ≡ k as can be seen after some algebraic manipulations of the
spinor products. The terms that remain are the ones with the background fields and the ones
with the derivatives of the scalar field:
4i
(
k2φT¯
ρσξAσµσ¯ρσ ξ¯A − k1φ¯T ρσ ξ¯Aσ¯µσρσξA
)
+4i
(
k2φ¯W¯
ρσξAσµσ¯ρσ ξ¯A − k1φW ρσξ¯Aσ¯µσρσξA
)
+ai
(
ξAσµσ¯νξAD
νφ¯− ξ¯Aσ¯µσν ξ¯ADνφ
)
.
(A.4)
We require these terms to be equal to the gauge variation
DµΦ = cξ
AξADµφ¯− cξ¯Aξ¯ADµφ+ 2cφ¯ξADµξA − 2cφξ¯ADµξ¯A. (A.5)
Equating the terms with the derivatives of the scalar field on the two sides gives c = ia while
equating the terms in φ¯ we get
2iaξADµξA = −4ik(T ρσ −W ρσ)ξAσρσσµξ¯A + ib2ξAσ¯νDνξA. (A.6)
We note that this is satisfied when
aDµξA = −2k(T ρσ −W ρσ)σρσσµξ¯A + b2
2
σµσ¯νD
νξA. (A.7)
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Contracting either side with σµ we find that a = 2b2. Similarly starting with the equation for
φ we find that a = 2b1. We also find analogously the equation
aDµξ¯A = −2k(T¯ ρσ − W¯ ρσ)σ¯ρσσ¯µξA + b2
2
σ¯µσνD
ν ξ¯A. (A.8)
Define b ≡ b1 = b2. We now return to expressions for Q2φ, Q2φ¯ and Q2Aµ and identify the
remaining terms. Consider first the equation for Q2φ and Q2φ¯. Since we have identified the
Lie derivative term and the gauge transformation term, the remaining terms must combine to
give the scaling and the U(1)R terms. Therefore
4ik(Dµξ¯
Aσ¯µξA + ξ¯
Aσ¯µDµξA) + 2Θ = ib1Dµξ¯
Aσ¯µξA
4ik(Dµξ¯
Aσ¯µξA + ξ¯
Aσ¯µDµξA)− 2Θ = ib2ξ¯Aσ¯µDµξA
(A.9)
which gives
Θ =
ib
4
(Dµξ¯
Aσ¯µξA − ξ¯Aσ¯µDµξA). (A.10)
Consider now Q2Aµ. We are left with the following terms.
4i
(
k2φT¯
ρσξAσµσ¯ρσ ξ¯A − k1φ¯T ρσ ξ¯Aσ¯µσρσξA
)
+ 4i
(
k2φ¯W¯
ρσξAσµσ¯ρσ ξ¯A − k1φW ρσξ¯Aσ¯µσρσξA
)
+ ia
(
ξAσµσ¯νξAD
νφ¯− ξ¯Aσ¯µσν ξ¯ADνφ
)
.
(A.11)
We require that these combine to give the appropriate gauge transformation term
Dµ
[
2ik(ξAξAφ− ξ¯Aξ¯Aφ¯)
]
(A.12)
which happens when equations (A.7) and (A.8) are satisfied.
Note that we can rescale the gauginos and the auxiliary field to get rid to the normalization
k (or equivalently a, b or c). We therefore set k = 1. We summarize the expressions for the
generators of the bosonic symmetries that we have found till now:
V µ = 2iξ¯Aσ¯µξA,
w =
1
4
Dµv
µ
Θ =
i
4
(Dµξ¯
Aσ¯µξA − ξ¯Aσ¯µDµξA)
Φ = 2iφ¯ξAξA − 2iφξ¯Aξ¯A.
(A.13)
We now study Q2λA. The case of Q
2λ¯A is analogous and will not be detailed. In doing so,
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will find the expression for QDAB and also show that Wµν vanishes.
Q2λA =
1
2
σµνξA
(
QFµν + 8(Qφ¯)Tµν + 8(Qφ)Wµν
)
+ 2σµξ¯A
(
Dµ(Qφ)− i[QAµ, φ]
)
+ σµDµξ¯A(Qφ)
+ 2iξA[Qφ, φ¯] + 2iξA[φ.Qφ¯] +QDABξ
B
=
i
2
σµνξA
[
Dµξ
Bσν λ¯B + ξ
BσνD¯µλB
−Dµξ¯Bσ¯νλB − ξ¯Bσ¯νDµλB
−DνξBσµλ¯B − ξBσµD¯νλB
+Dν ξ¯
Bσ¯µλB + ξ¯
Bσ¯µDνλB
]
+ 4iσµνξATµν(ξ¯
Bλ¯B)− 4iσµνξAWµν(ξBλB)
− 2iσµξ¯A(DµξBλB)− 2iσµξ¯A(ξBDµλB)
+ 2σµξ¯A[ξ
Bσµλ¯B − ξ¯Bσ¯µλB, φ]− iσµDµξ¯A(ξBλB)
− 2ξA[φ¯, ξBλB]− 2ξA[φ, ξ¯Bλ¯B]
+ (QDAB)ξ
B.
(A.14)
Since we know what form we should force Q2λA to take, we can rearrange the above terms
to obtain them. We try to cancel all the offending terms by postulating the form for the
supersymmetric variation of the auxiliary field (as we did in the chiral case). We find that
QDAB = −2iξ¯(Aσ¯µDµλB) + 2iξ(AσµDµλ¯B) − 4
[
φ, ξ¯(Aλ¯B)
]
+ 4
[
φ¯, ξ(AλB)
]
. (A.15)
We also find the form of ΘAB as follows:
ΘAB = −iξ(AσµDµξ¯B) + iDµξ(Aσµξ¯B). (A.16)
We rediscover the main Killing equation as the co-efficient of the terms with λ¯
2i(λ¯Bσ¯µξA)
(
DµξB + T
ρσσρσσµξ¯B − 1
4
σµσ¯νD
νξB
)
. (A.17)
And finally, consider the term with Wµν :
− 4iσµνW µν(ξBλB)ξA = −4iσµνW µν
[
(ξBξB)λA + (ξAλB + ξBλA)ξ
B
]
. (A.18)
We see that while the second parenthesis can possibly be absorbed into QDAB, the first term
remains and does not fit the desired form for Q2λA which implies that Wµν = 0. Finally, let us
consider Q2DAB. After a routine calculation, and using the main Killing equation we recover
the expression written above, except one failure term:
− iφ(ξ¯(Aσ¯µσνDµDν ξ¯B) − 4ξ(Aσµσ¯ρσ ξ¯B)DµT¯ρσ)
+ iφ¯(ξ(Aσ
µσ¯νDµDνξB) − 4ξ¯(Aσ¯µσρσ ξ¯B)DµTρσ)
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which yield the following two auxiliary equations
σµσ¯νDµDνξA + 4DλTµνσ
µνσλξ¯A = M1ξA,
σ¯µσνDµDν ξ¯A + 4DλT¯µν σ¯
µν σ¯λξA = M2ξ¯A.
(A.19)
We note that there is no reason, at the level of the supersymmetry algebra from the above
approach, to have a single scalar background field M .
B Generic twisting solutions
It is possible to derive solutions for (3.7) (3.2) of the same kind of (3.37) for a generic four-
manifold admitting a U(1) isometry generated by a Killing vector V .
Such a solution will generate the vector V as in (3.14).
In this general setting we have to turn on the whole SU(2)R bundle and the Witten twist
(3.8) becomes
G BµA =
3∑
k=1
Gkµ σ
(k)B
A (B.1)
with
G1 = −1
2
(ω14 + ω23), G2 = −1
2
(ω13 − ω24), G3 = −1
2
(ω12 + ω34), (B.2)
where ωab denote the components of the spin connection one-form. This twist admits the
following solution for equations (3.7) (3.2)
ξ1 =
i
4
(
V3 + iV4
V1 + iV2
)
, ξ2 =
i
4
(
V1 − iV2
−V3 + iV4
)
, ξ¯1 =
(
1
0
)
, ξ¯2 =
(
0
1
)
, (B.3)
(where Va = e
µ
aVµ) and the background fields are chosen as
T = − 1
32
(dζ)−, S¯ =
1
32
(dζ)+, T¯ = 0, S = 0, M = 0, (B.4)
where the superscripts − and + denote the anti self-dual and the self-dual part respectively
and ζ = ⋆ιV ⋆ 1.
C Untwisted solutions
In this appendix we summarize solutions to equations (3.1),(3.2) that follow from assumptions
of the vanishing of SU(2)R gauge field and the direct product decomposition of ξA in terms of
conformal Killing spinors on 2-spheres. However, these solutions have the disadvantage of not
being real in the sense of equation (3.4). We will therefore not be using the solutions derived
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in this appendix in the rest of the paper, but will summarize them here for possible future
applications.
To solve the equations we consider the following ansatze:
• The SU(2)R gauge field is zero
Gµ
B
A = 0. (C.1)
Since this condition implies there is no mixing between different SU(2)R components, we
will drop the indices A,B, . . . for the remainder of this subsection.
• The background fields Tµν , T¯µν are respectively anti self-dual and self-dual combination
of the two-dimensional volume forms in the two sphere ω(1), ω(2).
T ≡ 1
2
Tµν dx
µ ∧ dxν = t(ω(1) − ω(2)),
T¯ ≡ 1
2
T¯µν dx
µ ∧ dxν = t¯(ω(1) + ω(2)).
(C.2)
where t and t¯ are complex numbers (the bar does not imply that they are complex
conjugates).
• The candidate solution ξ is a tensor product of two-dimensional Killing spinors on each
sphere
ξ = ǫ(1) ⊗ ǫ(2) (C.3)
where ǫ(1) = ǫ(1)(θ1, ϕ1) and ǫ(2) = ǫ(2)(θ2, ϕ2). The spinor on the right hand side, ξ
′ has
an analogous decomposition ξ′ = ǫ′
(1)
⊗ ǫ′
(2)
.
Through these assumptions, we intend to decompose (3.1) and (3.2) into tensor products of
equations on either spheres. To do this we use the following representation for the gamma
matrices
γ1 = σ1 ⊗ 1l, γ2 = σ2 ⊗ 1l,
γ3 = σ3 ⊗ σ1, γ4 = σ3 ⊗ σ2, γ5 = σ3 ⊗ σ3 = −γ1γ2γ3γ4.
(C.4)
Using these facts and the ansatze at the beginning of this section for the background fields and
spinors we obtain
(D(1)ǫ(1) ⊗ ǫ(2)) + (ǫ(1) ⊗D(2)ǫ(2))
+ i(t¯+ t)
[
(σ3 σ(1)ǫ(1) ⊗ ǫ(2)) + (ǫ(1) ⊗ σ(2)ǫ(2))
]
+ i(t¯− t)[(σ(1)ǫ(1) ⊗ σ3 ǫ(2)) + (σ3 ǫ(1) ⊗ σ3 σ(2)ǫ(2))]
= −i(σ(1)ǫ′(1) ⊗ ǫ′(2))− i(σ3 ǫ′(1) ⊗ σ(2)ǫ′(2))
(C.5)
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where the labels (1) and (2) mean “relative of the first and the second sphere” respectively, and9
D(1) = d(1) +
1
2
Ω12
(1)
σ12 D(2) = d(2) +
1
2
Ω34
(2)
σ12
d(1) = ∂θ1 dθ1 + ∂ϕ1 dϕ1 d(2) = ∂θ2 dθ2 + ∂ϕ2 dϕ2
σ(1) = e
1σ1 + e
2σ2 σ(2) = e
3σ1 + e
4σ2
Ωab
(1)
= Ωabϕ1 dϕ1 a, b = 1, 2 Ω
a−2,b−2
(2) = Ω
ab
ϕ2
dϕ2 a, b = 3, 4.
(C.6)
The vielbein are
e1 = r1dθ1 e
2 = r1 sin θ1dϕ1 e
3 = r2dθ2 e
4 = r2 sin θ2dϕ2. (C.7)
The conformal Killing spinors in two dimension for the S2 metric are already known [37].
These are spanned by the solutions to the following equations
Dǫ± = ± i
2r
eaσaǫ±. (C.8)
One can find an alternate basis for the Killing spinors, where the elements of the basis satisfy
Dǫˆ± = ± 1
2r
eaσaσ3ǫˆ±. (C.9)
The two basis are related by
ǫˆ± = (1l + iσ3)ǫ±. (C.10)
Corresponding to each sign, in either of the two equations, there are two linearly independent
solutions. For example, the solutions to equation (C.8) are given (up to normalization) by
ǫ+,1 = e−(i/2)ϕ
(
sin θ/2
−i cos θ/2
)
, ǫ+,2 = e(i/2)ϕ
(
cos θ/2
i sin θ/2
)
,
ǫ−,1 = e−(i/2)ϕ
(
sin θ/2
i cos θ/2
)
, ǫ−,2 = e(i/2)ϕ
(
cos θ/2
−i sin θ/2
)
.
(C.11)
The linearly independent solutions to (C.9) may be found using the above solutions and equation
(C.10). It must be noted that the sign of ǫ does not indicate its chirality, and indeed solutions
of definite “positivity” do not have definite chirality.
We use the existence of these solutions to rewrite (C.5) into an algebraic equation. To do
so, let us notice that on the left hand side of equation (C.5), we have the terms (D(1)ǫ(1) ⊗ ǫ(2))
as well as of the form (σ3 σ(1)ǫ(1) ⊗ ǫ(2)). This suggests that we should take ǫ(1) to be a solution
of equation (C.9), and ǫ′(1) to be proportional to σ3ǫ(1) (with r = r1). Similarly, because the
9 In this subsection we use the symbol Ω for the spin connection, this is to avoid confusion with the volume
forms.
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left hand side of (C.5) contains ǫ(1) ⊗D(2)ǫ(2) and ǫ(1) ⊗ σ(2)ǫ(2), we are compelled to choose ǫ(2)
as a solution of (C.8) (with r = r2) and ǫ
′
(2) to be proportional to ǫ(2). Equation (C.5) then
decomposes into two algebraic equations for Killing spinors on either spheres if we take the
coefficient (t¯ − t) = 0 (as the terms with this coefficient do not conform to the pattern of the
other terms and to equations (C.8) and (C.9)).
Incorporating these observations in (C.5), we get:
(D(1)ǫ(1) ⊗ ǫ(2)) + (ǫ(1) ⊗D(2)ǫ(2))
+ 2it
[
(σ3 σ(1)ǫ(1) ⊗ ǫ(2)) + (ǫ(1) ⊗ σ(2)ǫ(2))
]
= −iC[(σ(1)σ3ǫ(1) ⊗ ǫ(2))− i(ǫ(1) ⊗ σ(2)ǫ(2))]
(C.12)
where C is a proportionality constant; ǫ(1) and ǫ(2) are solutions of (C.9) and (C.8) respectively.
It is obvious that up on using equations (C.9) and (C.8) we are left with purely algebraic
equations that can be easily solved for t and C in terms of r1 and r2. We have four families of
solutions in all, corresponding to four choices of signs that can be made. The solutions can be
summarized as:
ξ = ǫˆ±(1) ⊗ ǫ±
′
(2); C =
1
4
(
± i
r1
∓′ 1
r2
)
; t = t¯ =
1
16
(
∓ i
r1
±′ 1
r2
)
. (C.13)
The auxiliary equation (3.2) may be decomposed in a similar manner. It turns out that the
value of the scalar background field M is the same for all four families of solutions and is given
by
M = −
(
1
r21
+
1
r22
)
. (C.14)
Note that since for each choice of sign in either equations (C.9) or (C.8), we have a 2-complex
dimensional family of solutions, each family of solutions is the complex span of four linearly
independent spinors.
Finally we would like to return to the standard Clifford algebra representation
γa =
(
0 σa
σ¯a 0
)
a = 1, . . . , 4. (C.15)
To do that we use the following unitary transformation
T =


0 1 0 0
0 0 1 0
i 0 0 0
0 0 0 i

 (C.16)
We may then use two of the four solutions in any one given family, and put them in an SU(2)R
doublet.
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D Conventions
D.1 Notation
Latin indices {a, b, . . . } are used for flat space coordinates, and are used for both real coordinates
a, b = 1, 2, 3, 4 and complex coordinates a, b = 1, 1¯, 2, 2¯. Greek indices {µ, ν, . . . } are used for
curved space coordinates, real µ, ν = θ1, ϕ1, θ2, ϕ2 or complex µ, ν = z, z¯, w, w¯. Any ambiguities
in this notation should be clarified from the context.
The metric in the flat space δab is link with the metric in curved space gµν via the vierbein
eaµ
gµν = e
a
µe
b
νδab. (D.1)
D.2 Metrics
The metric of S2 × S2 in real coordinates is
ds2 = gµνdx
µdxν = δabe
aeb
= r21(dθ
2
1 + sin
2 θ1dϕ
2
1) + r
2
2(dθ2
2 + sin2 θ2dϕ2
2).
(D.2)
Therefore the vierbein 1-forms ea = eaµdx
µ are
e1 = r1dθ1, e
2 = r1 sin θ1dϕ1, e
3 = r2dθ2, e
4 = r2 sin θ2dϕ2. (D.3)
As a complex manifold (P1 × P1) the metric is written as two copies of the Fubini-Study
metric
ds2 = 2gzz¯(z, z¯)dzdz¯ + 2gww¯(w, w¯)dwdw¯
= 4r21
dzdz¯
(1 + |z|2)2 + 4r
2
2
dwdw¯
(1 + |w|2)2 ,
(D.4)
The change of variables from real to complex coordinates is
z = tan(θ1/2)e
iϕ1 , w = tan(θ2/2)e
iϕ2. (D.5)
The flat metric in complex coordinate has the following nonzero components δ11¯ = δ22¯ =
1
2
,
δ11¯ = δ22¯ = 2. Then defining
√
g1 := 2gzz¯ and
√
g2 := 2gww¯ we can write rewrite the metric
(D.4) using complex vierbein 1-forms
ds2 = e1e1¯ + e2e2¯ (D.6)
where
e1 = g
1/4
1 dz, e
1¯ = g
1/4
1 dz¯, e
2 = g
1/4
2 dw, e
2¯ = g
1/4
2 dw¯. (D.7)
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Moreover we can write the non-zero Christoffel symbols of the Levi-Civita connection as
Γzzz =
1
2
∂z log g1, Γ
z¯
z¯z¯ =
1
2
∂z¯ log g1,
Γwww =
1
2
∂w log g2, Γ
w¯
w¯w¯ =
1
2
∂w¯ log g2,
(D.8)
and the relative spin connection10 ωµ := −2iωµ11¯, ω′µ := −2iωµ22¯ as
ωz =
i
4
∂z log g1, ωz¯ = − i
4
∂z¯ log g1,
ω′w =
i
4
∂w log g2, ω
′
w¯ = −
i
4
∂w¯ log g2.
(D.9)
The explicit expression for the non zero components of the spin connection in complex coordi-
nates are
ωz = −i z¯
1 + |z|2 , ωz¯ = i
z
1 + |z|2 , ω
′
w = −i
w¯
1 + |w|2 , ω
′
w¯ = i
w
1 + |w|2 . (D.10)
If one prefers to work in polar coordinates, the spin connection (ωµ = ωµ12, ω
′
µ = ωµ34) is
ωθ1 = ω
′
θ2
= 0, ωϕ1 = − cos θ1, ω′ϕ2 = − cos θ2. (D.11)
The Riemann tensor Rµνρσ has two independent components
Rzz¯zz¯ = −1
2
gzz¯gzz¯R1, Rww¯ww¯ = −1
2
gww¯gww¯R2, (D.12)
where R1 and R2 are the summands of the Riemann scalar R = R1 +R2 related respectively
to the first and second sphere, which are expressed as
R1 = − 2√
g1
∂z∂z¯ log g1 =
2
r21
, R2 = − 2√
g2
∂w∂w¯ log g2 =
2
r22
. (D.13)
Finally using the spin connection is possible to write the action of the covariant derivative on
spinors
∇µψ =
(
∂µ +
i
2
(ωµ − ω′µ)σ3
)
ψ, ∇µψ¯ =
(
∂µ +
i
2
(ωµ + ω
′
µ)σ3
)
ψ¯. (D.14)
And on 1-forms
∇µXa = eνa∇µXν (D.15)
where ∇µ on the r.h.s. is the Levi-Civita connection.
10 The convention for the spin connection is ωabµ = e
[a
ν ∂µe
b]ν + e
[a
ν eb]ρΓνµρ.
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D.3 Spinor convention
Left and right chirality spinors are denoted ξAα and ξ¯
α˙
A . The multiplication of spinors is usually
implicit as ξAξA = ξ
AαξAα = ǫ
ABǫαβξBβξAα and ξ¯Aξ¯
A = ξ¯Aα˙ξ¯
Aα˙ = ǫABǫα˙β˙ ξ¯
β˙
A ξ¯
α˙
B . The invariant
antisymmetric tensors are ǫαβ , ǫαβ for left chirality spinors, ǫ
α˙β˙, ǫα˙β˙ for right chirality ones,
with ǫ12 = 1 ǫ12 = −1. Our choice for the two set of matrices (σa)αα˙, (σ¯a)α˙α (a = 1, 2, 3, 4) is
σa = {−iσj , 1l}, j = 1, 2, 3,
σ¯a = {+iσj , 1l}, j = 1, 2, 3,
(D.16)
where σj are the Pauli matrices. Their expression with curved indices is derived using vierbein:
σµ = e
a
µσa, σ¯µ = e
a
µσ¯a. (D.17)
The generators of rotations for left and right chirality spinors are respectively
σab =
1
2
(σaσ¯b − σbσ¯a), σ¯ab = 1
2
(σ¯aσb − σ¯bσa). (D.18)
Note that σab is anti self-dual and σ¯ab is self-dual.
Some useful identities of the sigma matrices are
σaσ¯b + σbσ¯a = 2δab,
σ¯aσb + σ¯bσa = 2δab,
σaσ¯bσc = δabσc + δbcσa − δacσb + ǫabcdσd,
σ¯aσbσ¯c = δabσ¯c + δbcσ¯a − δacσ¯b − ǫabcdσ¯d.
(D.19)
The last two identities imply
σabσc = −4P−abcdσd, σ¯abσ¯c = −4P+abcdσ¯d, (D.20)
where P− and P+ are given by
P±abcd =
1
4
(δacδbd − δadδbc ± ǫabcd). (D.21)
and are projectors on the anti-self dual and self dual forms respectively.
Others useful identities are
(σ¯µ)
α˙α(σµ)ββ˙ = 2δ
α
β δ
α˙
β˙
,
(σµ)αα˙(σ
µ)ββ˙ = 2ǫαβǫα˙β˙,
(σ¯µ)
α˙α(σ¯µ)β˙β = 2ǫαβǫα˙β˙.
(D.22)
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E Special functions
The Barnes’ double zeta function ζ2 has the following integral representation:
ζ2(x; s|ǫ1, ǫ2) = 1
Γ(s)
∫ ∞
0
dt ts−1
e−tx
(1− e−ǫ1t)(1− e−ǫ2t) . (E.1)
This integral is well-defined if Re ǫ1 > 0, Re ǫ2 > 0, Re x > 0 and can be analytically continued
to all complex values of ǫ1 and ǫ2 except when
ǫ1
ǫ2
6= a with a ∈ R<0. The following series
expansion of ζ2 for ǫ1 > 0, ǫ2 > 0 is convergent if Re s > 2:
ζ2(x; s|ǫ1, ǫ2) =
∑
m,n≥0
(x+mǫ1 + nǫ2)
−s. (E.2)
The Barnes’ double Gamma function Γ2, defined by
log Γ2(x|ǫ1, ǫ2) = d
ds
∣∣∣
s=0
ζ2(x; s|ǫ1, ǫ2), (E.3)
is analytic in x except at the poles at x = −mǫ1 − nǫ2 with m,n ∈ Z. Define
γǫ1,ǫ2(x) =
d
ds
∣∣∣
s=0
1
Γ(s)
∫ ∞
0
dt ts−1
e−tx
(1− eǫ1t)(1− eǫ2t) . (E.4)
Then
γǫ1,ǫ2(x) = log Γ2(x| − ǫ1,−ǫ2). (E.5)
The function Γ2 has the following infinite-product representations:
Γ2(x|ǫ1, ǫ2) =


∏
m,n≥0
(
x+mǫ1 + nǫ2
)−1
if ǫ1 > 0, ǫ2 > 0,
∏
m,n≥0
(
x+mǫ1 − (n− 1)ǫ2
)
if ǫ1 > 0, ǫ2 < 0,
∏
m,n≥0
(
x− (m− 1)ǫ1 + nǫ2
)
if ǫ1 < 0, ǫ2 > 0,
∏
m,n≥0
(
x− (m− 1)ǫ1 − (n− 1)ǫ2
)−1
if ǫ1 < 0, ǫ2 < 0.
(E.6)
The function Γ2 satisfies the following multiplicative identity
Γ2(x+ ǫ1|ǫ1, ǫ2)Γ2(x+ ǫ2|ǫ1, ǫ2) = xΓ2(x|ǫ1, ǫ2)Γ2(x+Q|ǫ1, ǫ2) (E.7)
where Q = ǫ1 + ǫ2, the shift identities
Γ2(x+ ǫ1|ǫ1, ǫ2) =
√
2πǫ
1/2−x/ǫ2
2
Γ(x/ǫ2)
Γ2(x|ǫ1, ǫ2),
Γ2(x+ ǫ2|ǫ1, ǫ2) =
√
2πǫ
1/2−x/ǫ1
1
Γ(x/ǫ1)
Γ2(x|ǫ1, ǫ2).
(E.8)
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The Upsilon function is defined as
Υǫ1,ǫ2(x) =
1
Γ2(x|ǫ1, ǫ2)Γ2(Q− x|ǫ1, ǫ2) = Υǫ1,ǫ2(Q− x) (E.9)
It exhibits the shift property
Υǫ1,ǫ2(x+ ǫ1) = ǫ
2x/ǫ2−1
2 γ(x/ǫ2)Υǫ1,ǫ2(x),
Υǫ1,ǫ2(x+ ǫ2) = ǫ
2x/ǫ1−1
1 γ(x/ǫ1)Υǫ1,ǫ2(x),
(E.10)
where
γ(x) =
Γ(x)
Γ(1− x) . (E.11)
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