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Abstract
Fuzzy regression discontinuity (FRD) designs occur frequently in many areas of
applied economics. We argue that the confidence intervals based on nonparametric
local linear regression that are commonly reported in empirical FRD studies can have
poor finite sample coverage properties for reasons related to their general construction
based on the delta method, and to how they account for smoothing bias. We therefore
propose new confidence sets, which are based on an Anderson-Rubin-type construction.
These confidence sets are bias-aware, in the sense that they explicitly take into account
the exact smoothing bias of the local linear estimators on which they are based. They
are simple to compute, highly efficient, have excellent coverage properties in finite
samples. They are also valid under weak identification (that is, if the jump in treatment
probabilities at the threshold is small) and irrespective of whether the distribution of
the running variable is continuous, discrete, or of some intermediate form.
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1. INTRODUCTION
Regression discontinuity (RD) designs have become a popular empirical strategy for esti-
mating causal treatment effects from observational data in economics. In sharp regression
discontinuity (SRD) designs units receive a treatment if and only if a running variable falls
above some known threshold value, whereas in fuzzy regression discontinuity (FRD) de-
signs the probability of treatment jumps discontinuously at the threshold, but generally
not from zero to one. Methods for inference based on local linear regression are widely
used in empirical research with both types of designs, and their theoretical properties have
been studied extensively in the econometrics literature (Hahn et al., 2001; Porter, 2003;
Imbens and Kalyanaraman, 2012; Calonico et al., 2014; Armstrong and Kolesár, 2018).
With local linear SRD inference, one first estimates the jump in the conditional expecta-
tion of the outcome given the running variable by fitting separate linear model on each side
of the threshold via weighted least squares, using weights that decrease with the running
variable’s distance to the threshold relative to a bandwidth. Unless the true conditional
expectation is linear on each side of the threshold, the resulting jump estimator is typically
biased, but its standard error is straightforward to obtain.
To form a valid confidence interval (CI), one then has to address the estimator’s possible
smoothing bias. The most common ways to do this are undersmoothing (choosing a “small”
bandwidth to make the bias negligible), robust bias correction (subtracting an estimate of
the bias, and adjusting the standard error appropriately, cf. Calonico et al., 2014), or the
recently proposed bias-aware approach (adjusting the critical value for the exact “worst case”
bias, cf. Armstrong and Kolesár, 2018). Bias-aware CIs have advantages relative to the
other approaches in that they are more efficient, tend to have better finite sample coverage
properties, and are also valid with a discrete running variable (Armstrong and Kolesár, 2018,
2019; Kolesár and Rothe, 2018).
Inference in FRD designs is conceptually more complicated than SRD inference because
the usual point estimator is the ratio of local linear estimates of the jumps in expected
outcomes and treatment probabilities. The most common way to deal with this additional
nonlinearity is through a “delta method” type approach. This entails approximating the
ratio with a linear combination of the two estimated jumps, and imposing conditions under
which the resulting approximation error is “asymptotically small”. The linear term in this
expansion then effectively behaves like an SRD estimator, and one can apply one of the
three above-mentioned techniques for handling smoothing bias to construct a CI. Again, a
bias-aware approach has advantages over undersmoothing and robust bias correction in this
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context (Armstrong and Kolesár, 2019).
In this paper, we argue that although delta method CIs are widely used in practice, there
are three main issues that make them unattractive for a wide range of empirical applications
(irrespective of how one decides to account for smoothing bias). First, they do not take into
account the actual bias of the treatment effect estimator, but only that of a first-order approx-
imation. In finite samples, even bias-aware versions of these CIs are subject to distortions
that are not present in the SRD case. Second, delta method CIs generally perform poorly
under weak identification, i.e. when the jump in treatment probabilities at the threshold is
rather small.1 This “small denominator” issue is analogous to that of a weak first stage in the
instrumental variables literature (Staiger and Stock, 1997). Third, delta method CIs are gen-
erally not valid if the running variable is discrete, because continuous variation around the
threshold is needed for the approximation error to be “asymptotically small”. Since discrete
running variables abound in the empirical literature, this is an important limitation.2
We therefore propose new confidence sets (CSs) for treatment effects in FRD designs
based on local linear regression that are not subject to such shortcomings. We avoid issues
related to “linearizing” the FRD point estimator by basing our CSs on alternative auxiliary
parameters that can be estimated directly via a single local linear regression step. This
construction was previously considered by Feir et al. (2016), and is conceptually similar to
that of Anderson-Rubin CSs in the instrumental variables literature. We then combine this
approach with methods for bias-aware inference developed in Armstrong and Kolesár (2018,
2019). Our resulting bias-aware Anderson-Rubin-type CSs are simple to compute, highly
efficient, and have excellent coverage properties in finite samples because they explicitly take
into account the exact smoothing bias from the local linear regression steps. They are also
valid under weak identification and irrespective of whether the distribution of the running
variable is continuous, discrete, or of some intermediate form.
Two functions of the running variable play a key role in our analysis: the conditional
expectation of the outcome and the conditional treatment probability. The derivation of
our CSs assumes that both functions are smooth on either side of the cutoff, in the sense
that their second derivatives exist and are bounded in absolute value by some constant that
1Feir et al. (2016) also point out the failure of delta method CI under weak identification in an FRD
context, but do so using technical arguments that are different from ours.
2Following Lee and Card (2008), it has become common practice in the applied literature to use standard
errors that are clustered at the level of the running variable whenever the latter is discrete. This practice
does not alleviate the issues caused by a discrete running variable for delta method CIs in FRD designs.
Indeed, Kolesár and Rothe (2018) show that clustering by the running variable tends to produce CIs with
poor coverage properties. Such standard errors, and corresponding CIs, should therefore not be used.
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is specified explicitly. Our main theoretical result is that the resulting CSs are honest, in
the sense that have correct asymptotic coverage uniformly over the class of candidates for
these two key functions. Honesty, or uniform asymptotic validity, is an important property
for a CS to have, as it implies good performance across the entire range of plausible data
generating processes, and is thus necessary for good finite-sample coverage. A lack of honesty
is why some widely used methods for RD inference often perform poorly in practice (Kamat,
2018; Armstrong and Kolesár, 2019).
The just-mentioned bounds on second derivatives are the main tuning parameters re-
quired for the construction of our bias-aware Anderson-Rubin-type CSs. Once they are
specified, our CSs are valid for any bandwidth choice, and optimal bandwidths are deter-
mined automatically from the data. Choosing a bound close to zero effectively imposes the
assumption that the respective function is close to linear, while choosing a larger bound al-
lows for functions with increasingly higher curvature. In general, subject-specific knowledge
is necessary to determine whether a particular derivative bound is plausible, and in practice
we recommend reporting our CSs for a range of bound values in order to assess the robustness
of empirical findings. Note that we cannot avoid specifying the derivative bounds: any alter-
native method for inference that maintains correct coverage over the same class of functions
must make this choice either explicitly or implicitly (Armstrong and Kolesár, 2019).
Our paper contributes to an extensive methodological literature on RD inference; see
Imbens and Lemieux (2008) or Lee and Lemieux (2010) for survey articles, and Cattaneo et al.
(2019) for a textbook treatment. It is particularly related to Feir et al. (2016), who also con-
sider Anderson-Rubin-type CSs in an FRD context. The main difference is that Feir et al.
(2016) use undersmoothing instead of a bias-aware approach, which means their CSs are sub-
ject to a number of practical limitations common to all methods based on undersmoothing.
See Section 6.4 for a more detailed discussion, and Section 7 for simulation results regarding
the relative merits of our approach compared to that in Feir et al. (2016).
The remainder of this paper is structured as follows. In the following section, we describe
our setup and introduce some baseline notation. Section 3 describes our proposed CSs, and
Section 4 establishes their theoretical properties. Section 5 discusses a number of possible
extensions, and Section 6 compares our CSs to others that have been proposed in the liter-
ature. In Section 7, we present our simulation study, and Section 8 contains an empirical
application. Finally, Section 9 concludes. Proofs are given in the Appendix.
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2. SETUP
2.1. Model and Parameter of Interest. In an FRD design, we seek to infer the causal
effect of a binary treatment from a simple random sample of size n from a large population.
Let Yi ∈ R be the outcome, Ti ∈ {0, 1} be the actual treatment status, Zi ∈ {0, 1} be the
assigned treatment, and Xi ∈ R be the running variable of the ith unit in the sample, for
i = 1, . . . , n. Units are assigned to treatment if and only if the running variable crosses a
known threshold, which we normalize to zero. This means that Zi = 1{Xi ≥ 0}, and due
to limited compliance in FRD designs we could have Zi 6= Ti for some units. We then write
µY (x) = E(Yi|Xi = x) and µT (x) = E(Ti|Xi = x) for the conditional expectation functions
of the outcome and the treatment status indicator, respectively, given the running variable;
and let µ+ = limx↓0 µ(x) and µ− = limx↑0 µ(x) denote the right and left limit, respectively,
of a generic function µ at zero. Our parameter of interest θ is the ratio of jumps in the
functions µY and µT at the cutoff:
θ =
τY
τT
, τY = µY+ − µY−, τT = µT+ − µT−. (2.1)
This parameter typically has a causal interpretation as the local average treatment effect
among compliers at the cutoff. That is, let Yi(t) be the potential outcome of unit i un-
der treatment t ∈ {0, 1}, so that Yi = Yi(Ti); and, following terminology introduced in
Imbens and Angrist (1994), refer to units that receive the treatment if and only if their real-
ization of the running variable falls above the cutoff value as “compliers”. Then, under certain
continuity and monotonicity conditions (e.g., Hahn et al., 2001; Dong, 2017), we have that
θ = E(Yi(1)− Yi(0)|Xi = 0, unit i is a complier).
2.2. Goal of the Paper. Our goal in this paper is to construct confidence sets (CSs) that
asymptotically cover the parameter θ with at least some pre-specified probability, uniformly
in (µY , µT ) over some suitably chosen function class F that embodies the shape restrictions
that the analyst is willing to impose. That is, we want to construct data-dependent sets
Cα ⊂ R that satisfy
lim inf
n→∞
inf
(µY ,µT )∈F
P(θ ∈ Cα) ≥ 1− α (2.2)
for some α > 0. Note that here and throughout the paper we leave the dependence of
the probability measure P and the parameter θ on the functions µY and µT implicit in our
notation. Following Li (1989), we refer to such a set Cα as 100(1 − α)% CS that is honest
with respect to F . This type of uniform asymptotic validity is a much stronger requirement
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than correct pointwise asymptotic coverage
lim
n→∞
P(θ ∈ Cα) ≥ 1− α for all (µY , µT ) ∈ F . (2.3)
The condition (2.2) implies that we can find a sample size n such that the coverage probability
of Cα does not subceed 1−α by more than an arbitrarily small amount for every (µY , µT ) ∈ F .
With only (2.3) there is no such guarantee, and even in very large samples the coverage
probability of Cα could be poor for some (µY , µT ) ∈ F . Since we do not know in advance
which function pair is the correct one, honesty as in (2.2) is necessary for good finite sample
coverage of Cα across data generating processes. Of course, we also want our CSs to be
rather efficient, in the sense that they should be “small” while still maintaining honesty.
2.3. Smoothness Conditions. Following Armstrong and Kolesár (2019, 2018), we specify
the class F of plausible candidates for (µY , µT ) as a smoothness class. Specifically, let
FH(B) = {f1(x)1{x ≥ 0} − f0(x)1{x < 0} : ‖f
′′
w‖∞ ≤ B,w = 0, 1}
be the Hölder-type class of functions mapping from the real line to the real line, that are
potentially discontinuous at zero, are twice differentiable almost everywhere on either side
of the threshold, and have second derivatives uniformly bounded by some constant B ≥ 0;
and let
F δH(B) = {f ∈ FH(B) : |f+ − f−| > δ},
for some δ ≥ 0 be a similar Hölder-type class of functions whose discontinuity at zero exceeds
δ in absolute magnitude. We then assume that
(µY , µT ) ∈ FH(BY )×F
0
H(BT ) ≡ F , (2.4)
where BY and BT are constants chosen explicitly by the researcher based on her subject
knowledge about the respective application. Intuitively, small values of these smoothness
constants mean that the respective functions are “close” to being linear on either side of
the cutoff, whereas for larger values the functions can be increasingly “wiggly”. Without
explicit bounds on the smoothness of µY and µT , it is generally not possible to conduct
inference on θ that is both valid and informative, even in large samples (Kamat, 2018;
Bertanha and Moreira, 2018). This is because, roughly speaking, without such restrictions
the true data generating process would always be arbitrarily close, in some appropriate sense,
to one in which the parameter of interest takes an arbitrary value on the real line.
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In addition to imposing smoothness on µY and µT , the structure of (2.4) has two further
implications. First, since F is a Cartesian product of two function classes, we rule out
cross-restrictions between the shapes of µY and µT . This seams reasonable for empirical
applications in economics. Second, since we impose µT ∈ F
0
H(BT ) instead of µT ∈ FH(BT ),
we have τT 6= 0. This is a technicality that is only required for θ = τY /τT to be well-defined.
Our setup still explicitly allows τT to be arbitrarily close to zero.
2.4. Support of the Running Variable. Conditional expectation functions are only well-
defined over the support of the conditioning variable. The assumption (2.4) must thus be
interpreted with some care if the running variable is discrete, or more generally such that
there are gaps in its support. In such cases, the condition is formally understood to mean
that there exists a pair of functions (µY , µT ) ∈ F that are well defined over the entire real
line, and is such that (µY (Xi), µT (Xi)) = (E(Yi|Xi),E(Ti|Xi)) with probability 1.
With this convention, the parameter θ is well-defined through equation (2.1) irrespective
of whether the running variable has full support or not. It is point identified as long as
the support of Xi contains an open neighborhood around the cutoff, and partially identified
otherwise. The latter statement holds because (2.4) implies that θ ∈ Θ, where
Θ =
{
mY+ −mY−
mT+ −mT−
: (mY , mT ) ∈ F and
(mY (Xi), mT (Xi)) = (µY (Xi), µT (Xi)) with probability 1
}
is typically a true subset of the real line.3 While it is generally not possible to consistently
estimate a parameter that is only partially identified, it is possible to conduct valid inference
in this case (Imbens and Manski, 2004). The question whether θ is point or partially identi-
fied is immaterial, however, for our CSs described below. See Kolesár and Rothe (2018) for
a further discussion of inference with a discrete running variable in SRD designs.
2.5. Local Linear Estimation. Local linear regression (Fan and Gijbels, 1996) is arguably
most popular empirical strategy for estimation and inference in RD designs. Formally, for
some generic dependent variable Wi, that could be equal to Yi or Ti, for example, the local
3 More specifically, the identified set Θ always takes one of three general forms: a closed interval
[a1, a2]; the union of two disjoint half-lines, (−∞, a1] ∪ [a2,∞), a1 < a2; or the entire real line. This is
because the range of (mY + − mY−,mT+ − mT−) over the functions (mY ,mT ) ∈ F that are such that
P (mY (Xi),mT (Xi)) = (µY (Xi), µT (Xi)) = 1 is the Carthesian product of two intervals. We then have that
Θ is a closed interval if the range of mT+ − mT− does not contain zero. It is equal to the union of two
disjoint half-lines if the range of mT+ −mT− contains zero, but the range of mY+ −mY− does not. Finally,
Θ is equal to the real line if both of these ranges contain zero.
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linear estimator of τW = µW+−µW−, the jump in the generic dependent variable’s conditional
expectation given the running variable at zero, is
τ̂W (h) = e
′
1 argmin
β∈R4
n∑
i=1
K(Xi/h)(Wi − β
′(Zi, Xi, ZiXi, 1))
2, (2.5)
where K(·) is a bounded kernel function that is zero outside [−1, 1], h > 0 is a bandwidth,
and e1 = (1, 0, 0, 0)
′ is the first unit vector. With this notation, a natural point estimator of
θ is given by θ̂(h) = τ̂Y (h)/τ̂T (h), for example.
Estimators of the form in (2.5) are the building blocks of our honest CSs described below,
and we refer to such estimators τ̂W (h) as SRD-type estimators of τW in the following, as they
are the usual estimators in the context of a hypothetical SRD in which Wi is the outcome
variable. We exploit repeatedly that these estimators can be written as a weighted average
of the realizations of the respective dependent variable, with weights that depend on the
data through the realizations of the running variable only:
τ̂W (h) =
n∑
i=1
wi(h)Wi, wi(h) = wi,+(h)− wi−(h),
wi,+(h) = e
′
1Q
−1
+ X˜iK(Xi/h)1{Xi ≥ 0}, Q+ =
n∑
i=1
K(Xi/h)X˜iX˜
′
i1{Xi ≥ 0}
wi−(h) = e
′
1Q
−1
− X˜iK(Xi/h)1{Xi < 0}, Q− =
n∑
i=1
K(Xi/h)X˜iX˜
′
i1{Xi < 0},
with X˜i = (1, Xi)
′. Note that we use the same bandwidth on each side of the cutoff to
keep the notation simple. It would be conceptually straightforward to work with different
bandwidths above and below the treatment threshold; see Section 5.3 for details.
3. BIAS-AWARE ANDERSON-RUBIN-TYPE CONFIDENCE SETS
3.1. General Approach. The most commonly used methods for inference in FRD designs
are based on approximating the point estimator θ̂(h) = τ̂Y (h)/τ̂T (h) by a linear function
of τ̂Y (h) and τ̂T (h), and imposing conditions under which the resulting approximation error
is “small” in some appropriate sense. Since a linear combination of SRD-type estimators is
again a SRD-type estimator, one can then use established arguments to construct a CI for
θ. We discuss in Section 6.2 below why such a “linearization” or “delta method” approach is
unattractive in many empirically relevant settings.
Our preferred approach to inference avoids linearization errors by directly considering an
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object that can be estimated by an SRD-type estimator. To describe the general idea, we
introduce some notation. For any c ∈ R, we define the “auxiliary” parameter τM(c) through
τM(c) = µM+(c)− µM−(c), µM(x, c) = E(Mi(c)|Xi = x), Mi(c) = Yi − cTi;
so that τM(c) is the jump in the conditional expectation function µM(x, c) of the constructed
outcome Mi(c) given the running variable at x = 0. This jump can be estimated by an
SRD-type estimator of the from
τ̂M(h, c) =
n∑
i=1
wi(h)Mi(c),
and we can use methods developed in Armstrong and Kolesár (2018, 2019) to form a bias-
aware CI for τM(c) based on this estimator. To obtain a CS for our actual parameter of
interest θ = τY /τT , we simply note that
τM(c) = τY − c · τT
!
= 0 if and only if c = θ
by linearity of conditional expectations operators. We can thus construct a CS for θ by
collecting all values of c ∈ R for which the auxiliary CI for τM(c) contains zero. This
construction is analogous to Fieller’s (1954) method for inference on ratios, which is a special
case of Anderson and Rubin (1949) inference in just identified linear instrumental variable
models with a single endogenous variable.4 We refer to the resulting CS as a bias-aware
Anderson-Rubin-type CS for θ in the following.
3.2. Description. To implement this approach, let bM(h, c) = E(τ̂M (h, c)|Xn)− θM (c) and
sM(h, c) = V(τ̂M (h, c)|Xn)
1/2 denote the conditional bias and standard deviation, respec-
tively, of τ̂M (h, c), given Xn = (X1, . . . , Xn)
′. Since the weights wi(h) = wi,+(h) − wi−(h)
depend on the data through the realizations of the running variable only, and since µM(x, c) =
4One can think of delta method CIs as inverting a test that checks if a sample analogue of τY /τT − c
is close to zero, whereas our CSs could be described as inverting a test that chekcs if a sample analogue of
τY − cτT is close to zero. In a standard linear instrumental variable model with outcome Yi, endogenous
variable Ti and instrument Zi, the parameter of interest is Cov(Yi, Zi)/Cov(Ti, Zi), and the Anderson-Rubin
test checks if a sample analogue of Cov(Yi − cTi, Zi) is close to zero. However, this is equivalent to checking
a sample analogue of Cov(Yi, Zi)− cCov(Ti, Zi), and this form is analogous to the one we use in this paper.
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µY (x)− cµT (x) and
∑n
i=1wi,+(h) =
∑n
i=1wi−(h) = 1, these quantities can be written as
bM(h, c) =
n∑
i=1
wi,+(h)(µY (Xi)− cµT (Xi)− (µY+ − cµT+))
−
n∑
i=1
wi−(h)(µY (Xi)− cµT (Xi)− (µY− − cµT−)),
sM(h, c) =
(
n∑
i=1
wi(h)
2σ2M,i(c)
)1/2
,
where σ2M,i(c) = V(Mi(c)|Xi) is the conditional variance of Mi(c) given Xi. The conditional
bias and standard deviation of τ̂M (h, c) are generally unknown in applications, but can be
bounded and estimated, respectively. First, a natural standard error, or estimate of sM(h, c),
is of the form
ŝM(h, c) =
(
n∑
i=1
wi(h)
2σ̂2M,i(c)
)1/2
,
where σ̂2M,i(c) is an appropriate estimate of σ
2
M,i(c). We discuss in more detail how to con-
struct such estimates below. Second, considering the bias, note that bM(h, c) depends on
(µY , µT ) through the transformation µY − c · µT only. Since (µY , µT ) ∈ FH(BY )× F
0
H(BT ),
linearity of the second derivatives operator implies that
µY − c · µT ∈ FH(BY + |c|BT ).
It then follows from Armstrong and Kolesár (2019) that the “worst case” absolute bias over
the functions contained in F , for any value of the bandwidth h, can be bounded as follows:
sup
(µY ,µT )∈F
|bM(h, c)| = bM(h, c) ≡
BY + |c|BT
2
·
n∑
i=1
wi(h)X
2
i .
with the supremum being achieved by a pair of piecewise quadratic functions with second
derivatives equal to (BY ·sign(x), BT ·sign(x)) over x ∈ [−h, h].
5 We now write the t-statistic
5Note that the bound bM (h, c) on the conditional bias of τ̂M (h, c) may not be sharp if no such pair of
piecewise quadratic functions is a feasible candidate for (µY , µT ). To give an example of a situation in which
this might be the case, recall that Ti is binary, and that the range of any candidate for µT therefore must
be a subset of the unit interval. Then there is no function µT with µ
′′
T (x) = BT · sign(x) and µT (x) ∈ [0, 1]
for all x ∈ [−h, h] if h > (2BT )
−1/2. A similar point applies if the support of Yi is bounded.
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for τ̂M(h, c) as
τ̂M (h, c)− τM (c)
ŝM(h, c)
=
τ̂M(h, c)− τM(c)− bM(h, c)
ŝM(h, c)
+
bM(h, c)
ŝM(h, c)
. (3.1)
Under standard regularity conditions, a Central Limit Theorem (CLT) implies that the first
term on the right hand side of the previous equation is approximately standard normal
conditional on Xn in large samples. The second term, on the other hand, is bounded in
absolute value by
r̂M(h, c) =
bM(h, c)
ŝM(h, c)
,
the “worst case” bias to standard error ratio. For every c ∈ R and bandwidth h > 0, we can
thus construct an auxiliary CI for the pseudo parameter τM(c) as
(τ̂M(h, c)± cv1−α(r̂M(h, c)) · ŝM(h, c)) , (3.2)
where the critical value cv1−α(r) is the 1 − α quantile of the |N(r, 1)| distribution, the
distribution of the absolute value of a normal random variable with mean r and variance 1.
In statistical software packages, this critical value can easily be computed as the square
root of the (1 − α)-quantile of a non-central χ2 distribution of one degree of freedom and
non-centrality parameter r2.
This construction is analogous to that of the bias-aware CI of Armstrong and Kolesár
(2019, 2018) for SRD designs. Since it is conditional on the realizations of the running
variable, it is valid irrespective of whether the distribution of the latter is continuous or
discrete; and since it takes into account the exact conditional bias, the CI is also valid for
any choice of bandwidth, including fixed ones that do not depend on the sample size. The
bandwidth
ĥopt(c) = argmin
h
cv1−α(r̂M(h, c)) · ŝM(h, c)
minimizes the length of the auxiliary CI, and thus maximizes the efficiency of inference.
The auxiliary CI can be shown to remain honest with this choice under standard conditions.
Roughly, this is because, as long as the standard error satisfies a mild uniform consistency
property, ĥopt(c) is a consistent estimate of the infeasible optimal bandwidth
hopt(c) = argmin
h
cv1−α(rM(h, c)) · sM(h, c), rM(h, c) =
bM(h, c)
sM(h, c)
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which depends on neither the outcomes Mi(c) nor the functions µY and µT . Our proposed
CS for our actual parameter of interest θ is then given by the collection of all c ∈ R such
that the auxiliary CI in (3.2) with the optimized bandwidth ĥopt(c) contains zero:
Cαar =
{
c : |τ̂M(ĥopt(c), c)| < cv1−α(r̂M(ĥopt(c), c)) · ŝM(ĥopt(c), c))
}
. (3.3)
Note that Cαar is not necessarily an interval, although it will take this form in many applica-
tions. We provide details on its shape and computation in Section 5 below.
3.3. Standard Errors. There are several ways to construct the estimates σ̂2M,i(c) of σ
2
M,i(c) =
V(Mi(c)|Xi) that enter the standard error ŝM(h, c). Here we focus on a variant of the
nearest-neighbor approach of Abadie et al. (2014). Specifically, let R > 0 be a small, fixed
integer, denote the rank of |Xj − Xi| among the elements of the set {|Xs − Xi| : s ∈
{1, . . . , n} \ {i}, XsXi > 0} by r(j, i), let Ri be the set of indices such that r(j, i) ≤ Qi,
where Qi is the smallest integer such that Ri contains at least R elements corresponding to
at least two distinct realizations of the running variable, and let Ri = #Ri be the resulting
cardinality of Ri. If every realization of Xi is unique, then R = Qi = Ri, and Ri is simply
the set of unit i’s R nearest neighbors’ indices. With ties in the data, multiple units could
be equally far from unit i, and hence Ri could be greater than R.
If the realization of Xi is observed at least R times, we then simply put σ̂
2
i (c) equal to
the sample variance of the outcomes of the units with that realization; and otherwise we put
σ̂2M,i(c) equal to a scaled version of the squared difference between Mi(c) and its best linear
predictor given its Ri nearest neighbors. That is,
σ̂2M,i(c) =

1
Ri − 1
∑
j:Xj=Xi
(
Mj(c)−
1
Ri
∑
l:Xl=Xi
Ml(c)
)2
if #{j : Xj = Xi} ≥ R,
Ri
Ri +Hi
(
Mi(c)− M̂i(c)
)2
else,
with
M̂i(c) = X˜i(
∑
j∈Ri
X˜ ′jX˜j)
−1
∑
j∈Ri
X˜ ′jMj(c), Hi = RiX˜i(
∑
j∈Ri
X˜ ′iX˜j)
−1X˜i
′
, X˜i = (1, Xi)
′.
The role of the adjustment term Hi is to ensure that σ̂
2
M,i(c) is approximately unbiased in
large samples. Its form follows from standard arguments for out-of-sample forecast error
evaluation in linear regression models. In our simulations and empirical application in this
paper, we implement the estimator σ̂2M,i(c) with R = 5.
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The construction of σ̂2M,i(c) differs from the conventional nearest-neighbor approach of
Abadie et al. (2014), which is often recommend in the RD literature (e.g. Calonico et al.,
2014; Armstrong and Kolesár, 2018, 2019). The conventional estimator replaces the best
linear prediction M̂i(c) with the sample average of the outcomes of the R nearest neighbors of
unit i, and sets Hi = 1. While this works well in many simulations and empirical applications,
it formally does not lead to a standard error that is consistent uniformly over F . This is
because the leading bias of the conventional estimator is proportional to the first derivative
of µM(·, c) at Xi, which is unbounded over F . By using a best linear prediction, the bias
of σ̂2M,i(c) becomes proportional to the second derivative of µM(·, c), which is bounded in
absolute value over F by BY + |c|BT .
4. THEORETICAL PROPERTIES
Our main theoretical result in this paper is that Cαar is an honest CS for θ with respect to F ,
as defined in (2.2), under rather weak conditions. We first derive this result under general
“high level” assumptions, and then verify these conditions for two specific setups.
Assumption 1. (i) The data {(Yi, Ti, Xi), i = 1, . . . , n} are an i.i.d. sample from a fixed
population; (ii) E((Mi(c) − E(Mi(c)|Xi))
q|Xi = x) exists and is bounded uniformly over
x ∈ supp(Xi) and (µY , µT ) ∈ F for some q > 2 and every c ∈ R; (iii) V(Mi(c)|Xi = x)
is bounded and bounded away from zero uniformly over x ∈ supp(Xi) and (µY , µT ) ∈ F
for every c ∈ R; (iv) the kernel function K is a continuous, unimodal, symmetric density
function that is equal to zero outside some compact set, say [−1, 1].
Assumption 1 is standard in the literature on local linear regression. Part (i) could
be weakened to allow for certain forms of dependent sampling, such as cluster sampling.
Parts (ii)–(iii) are standard moment conditions. Since Mi(c) = Yi − cTi and Ti is binary,
these conditions mainly restrict the conditional moments of the outcome variable. Part (iv) is
satisfied by all kernel functions commonly used in applied RD analysis, such an the triangular
or the Epanechnikov kernels.
Assumption 2. (i) wratio(ĥopt(c)) = wratio(hopt(c))(1 + oP (1)) , and wratio(hopt(c)) = oP (1)
uniformly over F , where wratio(h) = maxi=1,...,nwi(h)
2/
∑n
i=1wi(h)
2; and (ii) ŝM(ĥopt(c), c) =
sM(hopt(c), c)(1 + oP (1)) uniformly over F .
Assumption 2 is a high-level condition that applies to a wide range of settings. We discuss
more “low level” conditions for its validity below. Part (i) implies that the magnitude of
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each of the weights wi(ĥopt(c)) is arbitrarily small relative to the others’ in large samples.
Together with the moment conditions in Assumptions 1, this ensures that a CLT applies to
an appropriately standardized version of the estimator τ̂M(ĥopt(c), c). Part (ii) states that
the standard error ŝM(ĥopt(c), c) is consistent for the true standard deviation sM(hopt(c), c)
at the infeasible optimal bandwidth, uniformly over the function class F . We then have the
following result.
Theorem 1. Suppose that Assumptions 1–2 hold. Then
lim inf
n→∞
inf
(µY ,µT )∈F
P(θ ∈ Cαar) ≥ 1− α.
Again, we leave the dependence of the probability measure P and the parameter θ on the
functions µY and µT implicit in our notation. The theorem shows that we can expect C
α
ar to
have accurate coverage in finite samples if a CLT applies to our estimates of τM(c), and we
have a uniformly consistent standard error. For empirical practice, it is important to also
give more low-level conditions for the validity of our approach. The two following ones cover
the case of a discrete and a continuously distributed running variable, respectively.
Assumption LL1. The support of Xi is countable.
Assumption LL2. (i) The running variable Xi is continuously distributed with density fX
that is bounded and bounded away from zero over an open neighborhood of the cutoff; (ii)
V(Mi(c)|Xi = x) is Lipschitz continuous uniformly over x ∈ R for every c ∈ R; and (iii)
E((Mi(c) − E(Mi(c)|Xi))
4|Xi = x) exists and is uniformly bounded over x ∈ R for every
c ∈ R.
Theorem 2. Suppose that Assumption 1 and either Assumption LL1 or Assumption LL2
are satisfied. Then Assumption 2 holds with the standard error formula given in Section 3.3
above.
It is also interesting to consider further implications of these two low-level conditions for
the behavior of Cαar. Under Assumption LL1, it is easy to see hopt(c) approaches a positive
constant as the sample size tends to infinity, and thus Cαar does not shrink to a singleton
asymptotically. This is to be expected given the analysis in Section 2.5 above. Under
Assumption LL2, it follows from results in Armstrong and Kolesár (2019) that
hopt(c) =
(
1
n
·
∫
K(u)2du
(
∫
K(u)u2du)2
·
σ2M+(c) + σ
2
M−(c)
(BY + |c|BT )2fX(0)
· r2∗
)1/5
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where r∗ = argminr>0 r
−1/5cv1−α(r). Their results also imply that cv1−α(rM(hopt(c), c)) =
cv1−α(r∗) + oP (1). For the common choice α = 0.05, for example, r∗ ≈ 0.53, and the
corresponding critical value cv1−α(r∗) ≈ 2.21 is slightly larger than the usual critical value
of 1.96 based on the normal distribution.
5. EXTENSIONS AND REMARKS
5.1. Improving Finite-Sample Coverage Accuracy. When constructing Cαar, using the
bandwidth ĥopt(c) that minimizes the length of the auxiliary CI in (3.2) is attractive, as it bal-
ances bias and standard error in way that is optimal for inference. In finite samples, however,
this choice can potentially cause some distortions. Too see why, recall, as discussed after As-
sumption 2, that for any bandwidth h asymptotic normality of τ̂M(h, c) =
∑n
i=1wi(h)Mi(c)
follows from a CLT under the assumption that wratio(h) = oP (1). Normality should thus be
a “good” approximation in finite samples if wratio(h) is “close” to zero. For BY + |c|BT large,
however, the bandwidth ĥopt(c) can be rather small. This in turn leads to weights wi(ĥopt(c))
concentrating on a few observations close to the cutoff, to wratio(ĥopt(c)) becoming large, and
to τ̂M (ĥopt(c), c) effectively behaving like a sample average of a small number of observations.
CLT approximations could then be inaccurate in practice.
To address this issue, one can impose a lower bound on the bandwidth used in the
construction of the auxiliary CI in (3.2), where the bound is chosen such that the resulting
value of wratio(·) remains below some reasonable threshold. Specifically, one can consider
replacing ĥopt(c) in (3.2) with
ĥ∗opt(c) = max
{
ĥopt(c), hmin(η)
}
, hmin(η) = min {h : wratio(h) < η} ,
where η > 0 is a small constant. Note that using ĥ∗opt(c) instead of ĥopt(c) does not affect
the validity of the auxiliary CI in (3.2), as the latter is valid for any choice of bandwidth. It
is easy to see that in standard setups like those described by Assumptions LL1 or LL2 the
lower bound on the bandwidth never binds asymptotically, but in simulations we found that
it can potentially improve the finite-sample coverage of our CSs.
To give some intuition for what could be a plausible choice of η, suppose that Xn =
{±.02,±.04, . . . ,±1}, that K(t) = (1 − |t|)1{|t| < 1} is the triangular kernel, and that
h = 1. For such a setting a CLT approximation to the distribution of θ̂(h, c) should be
reasonably accurate in finite samples, as the estimator corresponds to a weighted linear
regression with 50 observations on each side of cutoff. Since wratio(h) ≈ .075 in this case,
choosing η ∈ [0.05, 0.1] seems reasonable; we actually use η = .1 in our simulations.
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As h∗opt(c) ≥ hopt(c), in finite samples this bandwidth potentially over-smooths the data
relative to the one that would be asymptotically optimal for inference. By using it, we accept
the cost of a larger finite-sample bias in return for normality being a better approximation
in finite samples. This idea could also be used in other settings where the finite sample
accuracy of inference faces a similar bias-vs-normality trade-off, such as inference on average
treatment effects under unconfoundedness with limited overlap (e.g. Rothe, 2017).
5.2. Shape and Computation of CS. It is difficult to give formal results regarding the
shape of our proposed CS Cαar in finite samples. To see why, recall the definition from (3.3)
that c ∈ Cαar if and only if
|τ̂M(ĥopt(c), c)| − cv1−α(r̂M(ĥopt(c), c)) · ŝM(ĥopt(c), c) < 0. (5.1)
The left-hand-side of (5.1) depends on c both directly and indirectly through the bandwidth
ĥopt(c). Finding the set of values of c that satisfy the above inequality is therefore generally
not possible analytically. In practice, we compute Cαar as follows. For every c ∈ R, let
p(c) = sup{α : c ∈ Cαar}, so that 1 − p(c) is the smallest nominal level at which our CS
contains c. We then calculate function p(c) exactly over a grid {c1, . . . , cm}, and approximate
it at intermediate points through piecewise linear interpolation. Denoting the resulting
approximation function by p˜(c), we then compute a numerical approximation to Cαar as C˜
α
ar =
{c : p˜(c) < α}. In simulations and empirical applications, we find that Cαar almost always
takes one of three general forms: a closed interval [a1, a2]; the union of two disjoint half-lines,
(−∞, a1] ∪ [a2,∞), a1 < a2; or the entire real line.
While we do not have a formal result regarding the shape of Cαar in finite samples, one can
prove such a result for a variant of our CS that uses a bandwidth that does not depend on the
parameter value under consideration. The result suggests that as long as the dependence of
the terms on the left-hand-side of (5.1) on the value of c dominates the indirect dependence
through the bandwidth ĥopt(c), our actual CS C
α
ar should also take one of the three general
shapes mention in the lemma.
Lemma 1. Let Cαar(h) = {c : |τ̂M(h, c)| < cv1−α(r̂M(h, c)) · ŝM(h, c))} be a variant of C
α
ar,
where h > 0 is an arbitrary bandwidth that does not depend on c. Then Cαar(h) = [a1, a2], or
Cαar(h) = (−∞, a1] ∪ [a2,∞), or C
α
ar(h) = (−∞,∞).
5.3. Side-Specific Bandwidths and Smoothness Bounds. So far, our local linear re-
gressions use the same bandwidth on either side of the cutoff, and we have imposed that
the second derivatives of µY and µT are bounded in absolute value by the same respective
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constant on either side of the cutoff. Both conditions can easily be relaxed. Regarding the
bandwidth, however, it follows from results in Armstrong and Kolesár (2019) that there is
little to be gained from allowing for side-specific values unless there is a substantial shift in
V(Mi(c)|Xi = x) at the cutoff.
Allowing for different smoothness constants on each side of the cutoff could be of more
practical importance, at least for some applications. If the running variable measures time,
for example, and the cutoff represents the introduction of a policy, researchers might know
in advance that the shape of conditional expected outcomes and/or conditional treatment
probabilities become much more “erratic” after the reform. For such scenarios, one could
define a more general Hölder-type class as
FH(B+, B−) = {f1(x)1{x ≥ 0} − f0(x)1{x < 0} : ‖f
′′
1 ‖∞ ≤ B+, ‖f
′′
0 ‖∞ ≤ B−},
define the class F δH(B+, B−) analogously, and then seek to obtain CSs that are honest uni-
formly over (µY , µT ) ∈ FH(BY,+, BY−) × F
0
H(BT,+, BT−). It is easy to see that this would
affect our analysis above by changing the explicit expression of the bound on the absolute
value of the conditional bias of τ̂m(h, c) to
bM(h, c) =
BY,+ + |c|BT,+
2
·
n∑
i=1
wi,+(h)X
2
i −
BY− + |c|BT−
2
·
n∑
i=1
wi−(h)X
2
i ,
but every other step of our derivation would remain the same. Of course, in this case it
would make sense to consider different bandwidths on either side of the cutoff.
6. COMPARISON WITH OTHER METHODS
6.1. Accounting for Smoothing Bias. Our construction of Cαar involves creating a bias-
aware CI for the auxiliary parameter τM (c) based on the estimator τ̂M(h, c). Since the
latter is an SRD-type estimator, such an auxiliary CI for τM(c) could in principle also be
obtained through one of the several alternative approaches to handling smoothing bias from
the literature on SRD inference. Armstrong and Kolesár (2019, Section 4) compare the
theoretical properties of such methods to bias-aware inference in a more general context. We
now briefly review their main findings.
Adapting notation appropriately to our context, the approaches discussed in Armstrong and Kolesár
(2019, Section 4) are: (i) A naive approach that simply ignores the presence of the bias term.
In practice, with this approach the bandwidth is often chosen as an estimate hˆmse(c) of the
value hmse(c) that minimizes the pointwise asymptotic MSE of τ̂M (h, c) at the “true” func-
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tion µY − c · µT , see Imbens and Kalyanaraman (2012); (ii) Undersmoothing, or using a
“small” bandwidth that makes the “bias to standard error” ratio asymptotically negligible.
This type of approach was considered by Feir et al. (2016) in the context of FRD Anderson-
Rubin inference; see Section 6.4 below for details. In practice, undersmoothing bandwidths
are often chosen in an ad-hoc way as ĥmse(c) ·n
−ǫ for some ǫ > 0; (iii) Robust bias correction
(Calonico et al., 2014), which involves constructing a new estimate of θM(c) as the difference
between τ̂M(hˆmse(c), c) and an estimate of its bias, obtained via local quadratic regression
with another estimated “pilot bandwidth”, and adjusting the standard error appropriately.
Armstrong and Kolesár (2019) argue that these three methods have substantial short-
comings relative to bias-aware inference. One is their reliance on the empirical bandwidth
selector hˆmse(c). The issue is that the bandwidth hmse(c) can be very large in settings where
the underlying functions are highly nonlinear, which in turn leads to large smoothing biases
in finite samples. The estimator hˆmse(c) therefore involves a regularization step that is sup-
posed to prevent extreme bandwidth values, but in practice the result is often unstable and
depends critically on the values of tuning parameters that are difficult to pick. Another issue
is that, even with reasonable infeasible bandwidth choices, none of the three methods lead to
honest CIs. Armstrong and Kolesár (2019) report that naive and undersmoothing CIs gen-
erally undercover in finite samples, as they are not correctly centered. The undercoverage of
robust bias correction CIs is typically less pronounced,6 but they are inefficient and tend to
be much longer than bias-aware CIs.
On the other hand, the bias-aware auxiliary CI for τM(c), is highly efficient, in the sense
that no other approach can produce substantially shorter CIs and still maintain uniform
coverage. It is also valid when the running variable is discrete, and comes with a straight-
forward way to select the bandwidth. The bias-aware approach thus seems to be the most
appropriate one to construct the auxiliary CI for τM(c).
6.2. Delta Method Inference. In addition to the issue of how to handle smoothing bias,
one can also consider alternatives to the Anderson-Rubin-type CS construction that we use
in this paper. Indeed, the arguably most widely used methods for inference in FRD designs
are based on linearizing the point estimator θ̂(h) = τ̂Y (h)/τ̂T (h). In particular, standard
6Kamat (2018) shows that the robust bias correction CIs based on infeasible MSE-optimal bandwidths
are honest with respect to a smaller function class that puts bounds on the absolute value of the third
derivatives, instead of only the second.
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arguments yield that θ̂(h)− θ = θ˜L(h) + θ˜R(h), where
θ˜L(h) =
τ̂Y (h)− τY
τT
−
τY (τ̂T (h)− τT )
τ 2T
, θ˜R(h) = τ̂Y (h)
∫ τ̂T (h)
τT
(τ̂T (h)− t)
2
t3
dt.
Under certain regularity and bandwidth conditions, the term θ˜L(h) is the leading term in
this expansion of θ̂(h) − θ, and θ˜R(h) is an asymptotically negligible remainder term. The
first order asymptotic properties of θ̂(h) then coincide with those of θ˜L(h), which is again a
SRD-type estimator:
θ˜L(h) =
n∑
i=1
wi(h)Ui, Ui =
Yi − τY
τT
−
τY (Ti − τT )
τ 2T
.
Inference can then in principle be carried out using any of the methods to handling smoothing
bias in SRDs described above, and we refer to any CI based on such a construction as a delta
method CI. Given our discussion in the previous subsection, bias-aware delta method CIs have
clear advantages over competitors based on other bias handling methods, and we discuss this
approach and how it relates to ours in more detail in the next subsection.7
A more important principle issue for any type of delta method CI, however, is that the
basic condition needed for validity of such an approach, namely that θ˜R(h) is asymptotically
negligible relative to θ˜L(h), is not innocuous. Indeed, it generally rules out weakly identified
settings in which τT is close to zero, and settings with discrete running variables, irrespective
of the type of method chosen to control the bias. To see the first point, note that in order for
any delta method CI to be honest with respect to F , the term θ˜R(h) must be of smaller order
than θ˜L(h) not only at the “true” function pair (µY , µT ), but uniformly over all (µY , µT ) ∈ F .
However, this is not possible since F contains functions under which the jump τT in the
treatment probability at the cutoff can be arbitrarily close to zero, which means that
sup
(µY ,µT )∈F
∣∣∣θ˜R(h)∣∣∣ =∞, (6.1)
unless τ̂Y (h) = 0. Any delta method CI can therefore potentially break down in this case.
8
To circumvent this issue, one could work with a reduced honesty requirement that only
7While the constructed variable Ui is unobserved, any of the methods for handling smoothing bias can
be made feasible by instead using an estimate Ûi = (Yi − τ̂Y )/τ̂T − τ̂Y (Ti − τ̂T )/τ̂
2
T , with τ̂Y and τ̂T some
suitable consistent estimator of τY and τT , respectively.
8Feir et al. (2016) also point out the failure of delta method inference under weak identification, but do
so using different technical arguments. Specifically, they show that delta method CIs with undersmoothing
do not have correct asymptotic coverage under pointwise asymptotics when τT tends to zero with the sample
size at an appropriate rate.
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requires correct coverage over a smaller function class in which the value of τT is bounded
away from zero. Such a criterion could be sufficient if the analyst knows in advance that τT
is well-separated from zero for a particular application.
To see that the delta method CIs are generally not valid if the running variable is dis-
crete, even if we only require honesty with respect to a function class that rules out weak
identification, note that we can also write the remainder term θ˜R(h) as
θ˜R(h) =
τ̂Y (h)(τ̂T (h)− τT )
2
τ̂ ∗T (h)
3
,
with τ̂ ∗T (h) is an intermediate value between τT and τ̂T (h). Consistent estimation of τT – and
τY , for that matter – is generally not possible with a discrete running variable. The term
θ˜R(h) must therefore be of the same order as θ˜L(h) in large samples, and thus cannot be
ignored for the purpose of inference on θ. As pointed out above, discrete running variables
are ubiquitous in empirical applications, and they do not constitute a conceptual issue for
our bias-aware Anderson-Rubin CSs.
6.3. Bias-Aware Delta Method Inference. In this subsection, we formally describe bias-
aware delta method CIs for FRD designs, and compare them to ours based on the Anderson-
Rubin principle. Bias-aware delta method CIs are obtained by applying the techniques of
Armstrong and Kolesár (2018, 2019) to the leading term θ˜L(h). In order to derive formal
results, we of course have to make assumptions that ensure that the delta method approach
is valid in the first place. Specifically, we assume that Assumption LL2 holds, which im-
plies, among other things, that the running variable is continuously distributed; and that
(µY , µT ) ∈ FH(BY )×F
δ
H(BT ) ≡ F
δ for some δ > 0 to rule out weak identification.
To keep the notation similar to that in Section 3, we write τ̂U(h) instead of θ˜
L(h) in the
following, and let bU (h) = E(τ̂U (h)|Xn) and sU(h) = V(τ̂U(h)|Xn)
1/2 denote its conditional
bias and standard deviation, respectively. Exploiting linearity, we write these quantities as
bU(h) =
n∑
i=1
wi,+(h)(µU(Xi)− µU+)−
n∑
i=1
wi−(h)(µU(Xi)− µU−),
sU(h) =
(
n∑
i=1
wi(h)
2σ2U,i
)1/2
,
where µU(x) ≡ E(Ui|Xi = x) = (µY (x)− τY )/τT − τY (µT (x)− τT )/τ
2
T is a linear combination
of the functions µY and µT , and σ
2
U,i = V(Ui|Xi) is the conditional variance of Ui given Xi.
Since the bias depends on (µY , µT ) through the function µU ∈ FH(BY /|τT |+|τY |BT/τ
2
T ) only,
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its “worst case” magnitude over the functions contained in F , for any value of the bandwidth
h, is given by
sup
(µY ,µT )∈F
|bU (h)| = bU(h) ≡
1
2
(
BY
|τT |
+
|τY |BT
τ 2T
) n∑
i=1
wi(h)X
2
i .
This bound on the bias involves the unknown population quantities τY and τT , and thus
needs to be estimated. An obvious candidate for such an estimate is
b̂U(h) =
1
2
(
BY
|τ̂T |
+
|τ̂Y |BT
τ̂ 2T
) n∑
i=1
wi(h)X
2
i ,
where τ̂Y = τ̂Y (gY ) and τ̂T = τ̂T (gT ) are local linear estimates based on some preliminary
bandwidths gY and gT , respectively. Under the regularity conditions we consider in this sub-
section, the preliminary bandwidths can be chosen such τ̂Y and τ̂T are uniformly consistent
over F δ, converging with the usual optimal rate of n−2/5. Using such preliminary estimates,
one can also construct a feasible standard error of the form
ŝU(h) =
(
n∑
i=1
wi(h)
2σ̂2
Û ,i
)1/2
based on estimates Ûi = (Yi− τ̂Y )/τ̂T − τ̂Y (Ti− τ̂T )/τ̂
2
T of the realizations of the Ui. For every
value of h, we then define the bias-aware delta method CI for θ with nominal level 1− α as
Cα∆(h) =
(
θ̂(h)± cv1−α
(
b̂U(h)
ŝU(h)
)
· ŝU(h)
)
,
The bandwidth value that minimizes the length of this CI is
ĥU = argmin
h
cv1−α
(
b̂U(h)/ŝU(h)
)
· ŝU(h),
and we write Cα∆ = C
α
∆(ĥU) for the CI that corresponding to this bandwidth choice. Results
in Armstrong and Kolesár (2019) then imply that this CS is honest with respect to F δ, and
that it is near-optimal, in the sense that no other method can substantially improve upon
its length asymptotically.
There are two main downsides to bias-aware delta method CIs relative to our bias-aware
Anderson-Rubin CSs. First, as mentioned above, validity of any delta method approach to
FRD inference requires strong identification and a continuously distributed running variable.
21
Neither is required for the Anderson-Rubin approach. Second, when combined with the
delta method, the bias-aware approach does not account for the actual bias of the estimator
of interest, but only for that of the leading term in a stochastic approximation. Moreover,
even the bound on the approximate bias needs to be estimated. This naturally affects the
finite-sample coverage properties of the resulting CI. With the Anderson-Rubin approach,
on the other hand, smoothing biases are controlled exactly even in finite samples.
The following theorem shows that bias-aware delta method CIs are also not more effi-
cient than our bias-aware Anderson-Rubin-type CSs in settings where the former are valid.
Specifically, we show that both procedures have the same nontrivial asymptotic coverage of
a drifting parameter that is within an n−2/5 neighborhood of θ.
Theorem 3. Suppose that Assumptions 1 and LL2 hold, and put θ(n) = θ + κ · n−2/5 for
some fixed κ 6= 0. Then
0 < lim inf
n→∞
inf
(µY ,µT )∈Fδ
P(θ(n) ∈ Cαar) = lim inf
n→∞
inf
(µY ,µT )∈Fδ
P(θ(n) ∈ Cα∆) < 1− α.
The robustness of bias-aware Anderson-Rubin CSs against weak identification and dis-
crete running variables does thus not come with a loss of efficiency relative to the bias-aware
delta method CI in the canonical case of a strongly identified RD design with a contin-
uous running variable (as pointed out above, the bias-aware delta method CI is already
nearly-efficient in this context). The theorem is analogous to the result that there is no
loss of efficiency when using the Anderson-Rubin approach for inference in exactly identified
moment condition models relative to one based on a conventional t-test. Note that n−2/5
neighborhoods are the appropriate ones to consider here because the length of Cα∆ is OP (n
−2/5)
uniformly over F δ. If we were to consider drifting parameters of the form θfrd + c · n
−γ , the
asymptotic coverage of both Cα∆ and C
α
ar would simply be equal to zero for γ < 2/5, and equal
to 1− α for γ > 2/5, irrespective of the value of κ.
6.4. Comparison with Feir et al. (2016). In related work, Feir et al. (2016) also pro-
pose an Anderson-Rubin-type CSs for FRD inference. The main practical difference is that
Feir et al. (2016) do not explicitly account for the bias from their local linear regression
steps, and instead assume that the chosen bandwidth is sufficiently small for the bias to be
negligible. Formally, in our notation the CS that they propose is
Cαar,fml(h) =
{
c : |τ̂M(h, c)| < q1−α/2 · ŝM(h, c)
}
.
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where qα is the usual α quantile of the standard normal distribution, and ŝM(h, c) is a
standard error that is slightly different from ours. We note that Feir et al. (2016) use the
same bandwidth for estimating τ̂M (h, c) irrespective of the value of c ∈ R, which is clearly
inefficient as it does not account for the dependence of the bias and variance of τ̂M(h, c) on
the value of c ∈ R. Feir et al. (2016) also do not specify how this bandwidth should be chosen
in practice. In their empirical application, they report Cαar,fml(h) for a range of bandwidth
values. In our simulations below, we study a version of their procedure in which a different
bandwidth is chosen for every c ∈ R as ĥmse(c) · n
−1/20, where ĥmse(c) is an estimate of the
pointwise-MSE-optimal bandwidth of Imbens and Kalyanaraman (2012). With this common
implementation of undersmoothing, the CS from Feir et al. (2016) exhibits moderate finite-
sample coverage distortions, and is less efficient than our procedure.
6.5. Optimized Linear Estimation. We focus on methods based on local linear regression
for inference in RD designs in this paper. An alternative approach, considered recently
by Armstrong and Kolesár (2018) and Imbens and Wager (2019), is to directly compute the
minimax linear estimator of the respective object of interest through numerical optimization,
and then use this estimator as a basis for inference. Existing results suggest that proceeding
like this in the context of an FRD Anderson-Rubin-type CS construction should yield more
efficient inference in settings with a multi-dimensional running variable, or in ones where
the support of the running variable is rather coarse. It would, however, be expensive from
a computational point of view, as an involved numerical optimization would have to be
repeated for every c ∈ R under consideration; and little is to be gained in terms of efficiency
for the most common setup of a univariate running variable with relatively rich support.
7. SIMULATIONS
7.1. Setup. In this section, we report the results of a Monte Carlo study of the performance
of our bias-aware Anderson-Rubin-type CS, and that of competing procedures. We consider
a number of data generating processes that vary with respect to the degrees of nonlinearities
of the conditional expectation functions, the richness of the running variable’s support, and
the strength of identification. Specifically, we generate data as
Yi = (BY /2)sign(Xi) · f(Xi) + 1{Xi ≥ 0}τY + 0.1 · ε1i,
Ti = 1{(BT/2)sign(Xi) · f(Xi) + 1{X < 0}τT + 0.3 ≤ Φ(ε2i)}
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Figure 1: Shape of conditional expectation function µY for different parameter values used in the
simulation.
where (ε1i, ε2i) are bivariate standard normal random variables with covariance 0.5; the
running variable Xi either follows a continuous uniform distribution over [−1, 1] or a discrete
uniform distribution over {±1/15,±2/15, . . .± 1}; and
f(x) = x2 − 1.5 ·max(0, |x| − 0.1)2 + 1.25 ·max(0, |x| − 0.6)2.
The latter choice implies that the functions µY and µT are second order splines whose
maximal absolute second derivative over [−1, 1] is BY and BT , respectively. To illustrate the
general shape of these functions, we plot µY in Figure 1 for different values of BY and τY = 1.
We then consider the parameter values (τY , τT ) ∈ {(1, 0.2), (0.5, 0.1)}, BT ∈ {0.2, 1}, and
BY ∈ {1, 10, 100}; and set the sample size to n = 1, 000. Note that the values of (τY , τT ) are
such that θ = 2 in all of these settings. We refer to DGPs with τT = 0.1 as weakly identified,
and those with τT = 0.5 as strongly identified.
We consider the performance of a number of different Anderson-Rubin type CSs in our
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simulations: (i) our bias-aware CSs, using the true values of the smoothness constants BY
and BT of the respective data generating process; (ii) our bias-aware CSs that uses es-
timates of the smoothness constants BY and BT based on a rule-of-thumb, discussed in
Armstrong and Kolesár (2019), that fits a global fourth order polynomial on each side of
the cutoff, and then calculates its maximal second derivatives; (iii) CSs based on robust
bias correction, using a local quadratic specification to estimate the bias, and estimates of
the Imbens and Kalyanaraman (2012) “pointwise-MSE-optimal” bandwidth, henceforth IK
bandwidth; (iv) naive CSs that ignore the bias, and also use the IK bandwidth; and (v)
undersmoothing CS that use the estimated IK bandwidth multiplied by n−1/20. In addition,
we also consider delta-method-type CIs for θ as described in Section 6 with all of the five
just-mentioned methods to handle the bias.
Following standard practice, we use a triangular kernel to compute the local linear (and
local quadratic, in the case of methods based on robust bias correction) estimators involved
in the construction of the CSs we consider. We remark that these estimators are only well-
defined with a discrete running variable if the bandwidth is such that positive kernel weights
are assigned to at least two (or three, in the case of methods based on robust bias correction)
support points on either side of the cutoff. In our simulations, the estimated IK bandwidth is
often very small and does not satisfy this criterion. Correspondingly, the standard software
implementation of all methods for inference based on an estimated IK bandwidth (that is, all
non-bias-aware methods) breaks down in such cases. Our results below include the rate at
which the IK bandwidth fails in this sense across the different DGPs. If such a failure occurs,
we manually set the bandwidth equal to 4/15, the value of the fourth largest support point,
to compute the respective CS. With a triangular kernel, this means that positive weights are
given to three support points on each side of the cutoff.
7.2. Results. Table 1 shows the simulated frequencies at which the various CSs that we
consider cover the true parameter θ = 2 across data generating processes. We first discuss
results for Anderson-Rubin-type CSs, shown in the left panel. As predicted by our theoretical
results, our bias-aware CSs have simulated coverage rates close to or greater than the nomi-
nal level irrespective of the distribution of the running variable, the degree of nonlinearity of
the unknown functions, and the degree of identification strength. Using the rule-of-thumb
choice for the smoothness bounds leads to considerable over-coverage, especially for setups
with a discrete running variable. This is because the global quadratic approximation tends
to over-estimate the smoothness bounds here. Combining a naive approach, undersmooth-
ing, or robust bias correction with an Anderson-Rubin-type construction leads to CSs that
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Table 1: Simulated coverage rates (in %) of true parameter for various types of confidence sets
Anderson-Rubin Delta Method
τT BY BT BA BA-RT Naive US RBC IK Fail BA BA-RT Naive US RBC IK-Fail
Running Variable with Continuous Distribution
0.5 1 0.2 95.9 96.1 91.1 91.1 91.7 – 94.7 91.1 89.4 88.2 90.1 –
0.5 1 1.0 95.4 96.1 91.0 91.2 91.4 – 93.8 90.7 89.1 88.2 89.9 –
0.5 10 0.2 94.7 96.1 90.2 90.3 90.4 – 95.0 92.6 90.4 88.3 91.3 –
0.5 10 1.0 94.7 96.0 90.0 90.0 90.1 – 94.4 92.3 89.8 88.0 90.7 –
0.5 100 0.2 94.2 97.4 77.6 84.5 74.3 – 89.6 94.0 93.8 89.1 94.3 –
0.5 100 1.0 94.4 97.4 77.9 84.7 74.3 – 90.4 93.8 94.1 89.4 94.5 –
0.1 1 0.2 96.2 97.0 91.7 91.7 92.0 – 89.3 77.5 73.8 71.3 77.0 –
0.1 1 1.0 96.0 97.1 91.8 91.8 92.1 – 87.0 77.0 73.9 71.2 76.8 –
0.1 10 0.2 95.7 97.1 91.1 91.2 91.5 – 88.5 81.0 75.2 70.1 78.2 –
0.1 10 1.0 96.0 97.3 91.5 91.7 91.9 – 88.3 81.3 75.5 70.6 78.6 –
0.1 100 0.2 95.8 98.0 83.8 89.0 80.5 – 88.6 88.4 83.5 73.7 85.1 –
0.1 100 1.0 96.0 98.2 83.6 89.1 80.1 – 89.5 88.7 83.0 73.2 84.6 –
Running Variable with Discrete Distribution
0.5 1 0.2 96.7 99.1 92.5 92.5 94.8 58.5 95.5 95.1 88.7 88.5 93.2 59.3
0.5 1 1.0 96.5 99.0 92.4 92.4 94.9 59.1 94.8 94.6 88.3 87.9 93.1 59.7
0.5 10 0.2 96.7 99.3 91.7 91.8 95.1 66.5 97.1 97.7 90.8 90.8 94.6 98.8
0.5 10 1.0 96.8 99.3 91.7 91.9 95.0 67.8 97.2 97.4 90.1 90.1 94.1 98.8
0.5 100 0.2 96.4 100.0 65.7 65.7 84.5 100.0 89.9 96.3 99.4 99.4 94.5 100.0
0.5 100 1.0 96.4 100.0 64.8 64.8 83.9 100.0 92.2 96.6 99.3 99.3 94.3 100.0
0.1 1 0.2 96.9 99.2 93.5 93.6 95.0 57.8 89.5 77.9 67.6 66.5 80.5 59.4
0.1 1 1.0 97.0 99.2 93.3 93.4 95.0 58.5 87.3 77.1 66.8 65.7 79.6 58.8
0.1 10 0.2 97.7 99.4 92.9 93.0 95.2 64.7 93.5 87.6 72.1 72.1 87.7 99.2
0.1 10 1.0 97.8 99.5 93.2 93.3 95.3 66.5 93.1 87.7 72.5 72.5 87.7 99.3
0.1 100 0.2 97.0 100.0 72.1 72.1 86.3 100.0 95.0 96.4 93.6 93.6 96.8 100.0
0.1 100 1.0 97.0 100.0 71.8 71.8 85.5 100.0 95.5 96.1 94.2 94.2 96.7 100.0
Notes: Results based on 20,000 Monte Carlo draws for a nominal confidence level of 95%. BA: bias-aware approach with
known smoothness bounds; BA-RT bias-aware approach with estimates smoothness bounds via rule of thumb; Naive:
naive approach that ignores bias; US: undersmoothing approach; RBC: robust bias correction; IK-Fail: rate at which
IK bandwidth selector fails to produce a bandwidth such that positive kernel weights are given to at least two support
points on either side of the cutoff.
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Figure 2: Simulated Rejection Probabilities. Results based on 20,000 Monte Carlo draws for a
nominal confidence level of 95%. BA: bias-aware approach with known smoothness bounds; BA-RT
bias-aware approach with estimates smoothness bounds via rule of thumb; Naive: naive approach
that ignores bias; US: undersmoothing approach; RBC: robust bias correction
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undercover for all data generating processes we consider, with the distortions being more se-
vere (up to about 20 percentage points) for larger values of the smoothness constants. When
the running variable is discrete, the IK bandwidth fails in at least half of all simulation runs,
and in every single instance if BY = 100.
Turning to result for delta method CIs shown in the right panel of Table 1, we see that
bias-aware CIs do not necessarily provide correct coverage even under strong identification.
This occurs because they only control the bias of a first-order approximation of the estimator
on which the CI is based. Coverage distortions are further amplified by weak identification.
Discreteness of the running variable, however, does not have a strong detrimental effect on
bias-aware delta method CIs in our setups. Using the rule-of-thumb choice for the smoothness
bounds leads to further distortions, but only for some setups. The coverage of delta method
CIs that use the naive approach, undersmoothing, or robust bias correction is again severely
distorted for most data generating processes, particularly those with weak identification.
In Figure 2, we focus on the special case τT = .5, BY = 1, and BT = 0.2, and plot the
simulated rates at which the various Anderson-Rubin-type CSs cover a range of parameter
values. We choose this particular data generating process because, as one can see from the
first line of Table 1, the coverage of the true parameter is reasonably close to the nominal
level for all procedures. This ensures that a comparison of coverage rates at “non-true”
parameter values is meaningful across CSs. Generally speaking, a CS can be considered
more “powerful” than a competing procedure if its coverage of non-true parameters is closer
to zero over a wide range of the relevant parameter space. Figure 2 shows that the coverage
rate of bias-aware Anderson-Rubin-type CSs drops very quickly to zero as we move away
from the true parameter, and is clearly below that of all competing procedures over almost
all of the parameter space. This confirms that the accurate coverage of our bias-aware CSs
does not come at the expense of statistical power.
8. EMPIRICAL APPLICATION
In this section, we use data from Oreopoulos (2006) to illustrate the application of our CSs.
Oreopoulos (2006) studied the effects of a 1947 education reform in the United Kingdom
that raised the minimum school-leaving age from 14 to 15 years. The data are a sample of
UK workers who turned 14 between 1935 and 1965, obtained by combining the 1984—2006
waves of the UK General Household Survey; see Oreopoulos (2006) for details. We focus
on a single parameter of interest, the effect of attending school beyond age 14 on annual
earnings measured in 1998 UK pounds. The running variable is the year in which the worker
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Table 2: Confidence sets for the effect of one additional year of compulsory schooling
Results for full data set
BT
0.0025 0.025 0.05 0.15 0.2
BY
0.0025 (-0.156, 0.294) (-0.156, 0.534) (-0.156, 0.934) (-0.756, 2.889) (−∞,∞)
0.025 (-0.276, 0.534) (-0.316, 0.934) (-0.356, 1.334) (-1.156, 3.289) (−∞,∞)
0.05 (-0.390, 0.964) (-0.437, 1.242) (-0.496, 1.424) (-1.185, 3.938) (−∞,∞)
0.15 (-0.840, 1.575) (-0.936, 1.761) (-1.075, 2.032) (-2.906, 6.077) (−∞,∞)
0.2 (-1.070, 1.810) (-1.195, 2.028) (-1.376, 2.345) (-3.908, 7.203) (−∞,∞)
Results excluding data for 1947
BT
0.0025 0.025 0.05 0.15 0.2
BY
0.0025 (-0.132, 0.262) (-0.136, 0.513) (-0.177, 0.684) (-1.095, 2.598) (−∞,∞)
0.025 (-0.294, 0.611) (-0.356, 0.728) (-0.454, 0.871) (-1.708, 3.316) (−∞,∞)
0.05 (-0.478, 0.785) (-0.556, 0.890) (-0.653, 1.046) (-2.462, 4.175) (−∞,∞)
0.15 (-1.020, 1.313) (-1.160, 1.493) (-1.371, 1.764) (-6.053, 7.997) (−∞,∞)
0.2 (-1.289, 1.581) (-1.468, 1.800) (-1.739, 2.132) (-8.037, 10.025) (−∞,∞)
turned 14, and the threshold is 1947. For simplicity, we refer to data on workers who turned
14 in year x as “data for x” below. Figure 3 shows the average of log annual earnings and
the empirical proportions of students who attended school beyond age 14 as a function of
the running variable. The RD design is clearly seen to be fuzzy.
For reasons explained below, we conduct every analysis in this section separately for both
the entire data and for the subset that excludes the data for 1947. Oreopoulos (2006) used
global specifications in which the respective dependent variable is regressed on a dummy for
turning 14 in or after 1947 and a quadratic polynomial in age to estimate FRD parameters.
Here this approach yields the point estimate θ̂ = 0.111 with a heteroscedasticity-robust
standard error of 0.033 and a 95% delta method CI of (0.046, 0.176) for the full data; and
a point estimate θ̂ = .088 with a standard error of 0.060 and a 95% delta method CI of
(−0.029, 0.205) if we exclude data for 1947. However, these results do not account for the
potential misspecification of the global linear regression model.
In Table 2, we report our bias-aware Anderson-Rubin-type CSs with nominal level 95% for
various values of the smoothness bounds, namely (BY , BT ) ∈ {0.0025, 0.025, 0.05, 0.15, 0.2}
2,
separately for the entire data (top panel) and for the subsample that excludes data for 1947
(bottom panel). All CSs shown are formally valid given the respective choice of BY and BT .
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Figure 3: Fraction leaving full time education and average log annual earnings by cohort. The
vertical lines indicate the year 1947, in which the minimum school leaving age changed from 14 to
15 years. Size of the dots is proportional to the cohort size. Only data from Great Britain are
consider.
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To decide which particular CSs should be considered a reasonable description of sampling
uncertainty, however, one needs to consider the empirical content of these smoothness bounds
(one can always compute a CSs for any combination of BY and BT , irrespective of whether
these values make sense in a particular context).
The smallest value of BY that we consider corresponds to the assumption that µY is very
close to linear on either side of the cutoff, while larger values allow for increasing degrees of
curvature of µY . An analogous statement applies to BT and µT . Following Kolesár and Rothe
(2018), we can also interpret the value of a constant through the heuristic that a function
f ∈ FH(B) cannot deviate by more than B/8 from a straight line between two points that
are one unit apart. When it comes to the choice of BY , we can use such reasoning together
with the fact that a typical increase in log earnings per extra year in age is about 0.02 in the
data to deduce that BY = 0.025 and BY = 0.05 should reasonable choices.
Regarding the choice of BT , one has to be a bit more careful. From the top panel of
Figure 3, we see that the empirical share of “treated” students increases very slowly after 1948,
but jumps sharply from 0.724 for 1947 data to 0.909 for 1948 data. If we consider the latter
change as a natural variation in treatment probabilities that was not directly associated with
the reform, a minimum value for BT of about 0.15 is necessary for µT to be compatible with
the “hockey stick” shape of observed treatment probabilities on the right of the threshold.9
Using such a BT implies that a similar increase in treatment probabilities between 1946 and
1947 would have been plausible in the absence of the reform. For BT ≥ 0.15, the data are
thus consistent with a value of τT that is very close to zero, which means that our parameter
of interest is rather weakly identified. Indeed, for BY ∈ {0.025, 0.05} and BT = 0.15 the CSs
in the top panel of Table 2 are extremely wide (in the sense that they contain values that
are implausible candidates for the returns an additional year of compulsory schooling), and
for BT = 0.2 the CSs are in fact all equal to the entire real line.
If we take the arguably more realistic position that the change in treatment probabilities
between 1947 and 1948 was still mostly caused by the introduction of the reform through
delayed implementation, a more natural approach is to exclude the 1947 data for the analysis.
With this sample selection the typical increase in treatment probability per year is about
0.015 on the left of the threshold and 0.005 right, which again suggests that BT = 0.025
or BT = 0.0025 should be reasonable choices. The parameter of interest is then rather
strongly identified. The resulting CSs for BY ∈ {0.025, 0.05} and BT ∈ {0.0025, 0.025} in
9Kolesár and Rothe (2018) propose a method to estimate a lower bound on the value of BT . Their
procedure gives a point estimate of 0.158, with 95% CI of [.126,∞), for the data to the right of the threshold.
For the data on the left the point estimate is zero, with 95% CI of [0,∞).
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the bottom panel of Table 2 are substantially more narrow than their counterparts discussed
above. However, they still quite wide from an empirical point of view, which shows that the
data are not very informative about the returns to schooling in principle.
9. CONCLUSIONS
Fuzzy regression discontinuity designs occur frequently in many areas of applied economics.
Motivated by the various shortcomings of existing methods of inference, we propose new con-
fidence sets for the causal effect in such designs, which are based on a bias-aware Anderson-
Rubin-type construction. Our CSs are simple to compute, highly efficient, and have excel-
lent coverage properties in finite samples because they explicitly take into account the exact
smoothing bias from the local linear regression steps. They are also valid under weak iden-
tification and irrespective of whether the distribution of the running variable is continuous,
discrete, or of some intermediate form.
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