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Abstract
This paper outlines a novel approach for
modelling semantic relationships within
medical documents. Medical terminologies
contain a rich source of semantic informa-
tion critical to a number of techniques in
medical informatics, including medical in-
formation retrieval. Recent research sug-
gests that corpus-driven approaches are ef-
fective at automatically capturing seman-
tic similarities between medical concepts,
thus making them an attractive option for
accessing semantic information.
Most previous corpus-driven methods only
considered syntagmatic associations. In
this paper, we adapt a recent approach
that explicitly models both syntagmatic and
paradigmatic associations. We show that
the implicit similarity between certain med-
ical concepts can only be modelled using
paradigmatic associations. In addition, the
inclusion of both types of associations over-
comes the sensitivity to the training corpus
experienced by previous approaches, mak-
ing our method both more effective and
more robust. This finding may have impli-
cations for researchers in the area of medi-
cal information retrieval.
1 Introduction
Semantic similarity measures are central to sev-
eral techniques used in medical informatics, in-
cluding: medical search (Voorhees and Tong,
2011; Cohen and Widdows, 2009), literature-
based discovery (e.g., drug discovery (Agarwal
and Searls, 2009)), clustering (e.g., gene cluster-
ing (Glenisson et al., 2003)), and ontology con-
struction or maintenance (Cederberg and Wid-
dows, 2003).
Automatically determining the similarity be-
tween medical concepts presents a number of spe-
cific challenges, including vocabulary mismatch.
For example, the phrases heart attack and my-
ocardial infarction are synonymous, referring to
the same medical concept. Beyond vocabulary
mismatch are situations where semantic similar-
ity is based on implied relationships, for exam-
ple the mention of an organism (e.g. Varicella
zoster virus) suggests the presence of a disease
(e.g. chickenpox).
Existing approaches for measuring medical se-
mantic similarities fall into two major categories:
(i) those that utilise path-based measures be-
tween concepts in medical thesauri/ontologies,
and (ii) corpus-based approaches that derive sim-
ilarity judgements from the occurrence and co-
occurrence of concepts within text, e.g., using La-
tent Semantic Analysis (LSA).
Research comparing path-based methods with
corpus-based methods highlighted the ability for
corpus-based methods to provide superior per-
formance on medical concept similarity judge-
ments (Pedersen et al., 2007). However, re-
search evaluating eight different corpus-based ap-
proaches found that the performance was sensi-
tive to the choice of training corpus (Koopman et
al., 2012). This finding means it is difficult to ap-
ply a corpus-based approach which is both robust
and effective.
It is important to note that the corpus based ap-
proaches referred to in this paper do not rely on
syntactic information found in extra-linguistic re-
sources, and use solely the co-occurrence statis-
tics of words found in natural language to model
word associations. Therefore, research modelling
semantic associations using part of speech (POS)
taggers, parsers or hand-coded resources are not
within the scope of this work.
Within this paper we adapt a novel corpus-
based approach, known as the tensor encoding
(TE) model (Symonds et al., 2011a), for use
in judging the similarity of medical concepts.
The TE approach explicitly models the two types
of word associations argued to give words their
meaning within structural linguistic theory. These
are: (i) syntagmatic and (ii) paradigmatic associ-
ations.
A syntagmatic association exists between two
words if they co-occur more frequently than ex-
pected from chance. Two medical concepts that
likely have a strong syntagmatic association in-
clude bone and x-ray.
A paradigmatic association exists between two
words if they can substitute for one another in a
sentence without affecting the grammaticality or
acceptability of the sentence. Medical concepts
that display synonymy, like heart attack and my-
ocardial infarction display a strong paradigmatic
association.
The TE model combines measures of syntag-
matic and paradigmatic association within a sin-
gle, formal framework. In this paper we demon-
strate that not only does the TE model provide
robust, superior performance across a wide vari-
ety of data sets when compared to past corpus-
based approaches, but offers a flexible framework
whose performance is not sensitive to the choice
of training corpus. Our findings provide a robust
and effective model for predicting semantic sim-
ilarity between medical concepts, and also draws
out useful statistical behavior relating to the mod-
elling of syntagmatic and paradigmatic associa-
tions that exist within medical documents.
The remainder of this paper is set out as fol-
lows. Section 2 provides background on corpus-
based approaches previously evaluated on medi-
cal concept similarity judgements. In Section 3
we describe the TE model and outline our novel
variant for use in judging the similarity of med-
ical concepts. Section 4 details the experiments
to be used in evaluating the performance of the
TE approach, with the results and their discussion
following in Section 5. Concluding remarks and
suggestions for future work are presented in Sec-
tion 6.
2 Background
Corpus-based models that learn the relationships
between words based on their distribution in nat-
ural language have a strong history in the field of
natural language processing. Some of the most
well-known include LSA (Latent Semantic Anal-
ysis (Landauer and Dumais, 1997)) and HAL
(Hyperspace to Analogue of Language (Lund and
Burgess, 1996)).
A rigorous evaluation of eight different corpus-
based approaches on the task of judging med-
ical concept similarity found that the best per-
formance was achieved using a positive point-
wise mutual information (PPMI) measure. This
measure had an average correlation of ≈ 0.7
with judgements made by expert human asses-
sors (Koopman et al., 2012).
PPMI is a variation of PMI where negative val-
ues are substituted by zero-values. The strength
of PMI between word q and w within a stream of
text can be expressed as:
Sppmi(q, w) =
{
log
[
p(q,w)
p(q)p(w)
]
if log
[
p(q,w)
p(q)p(w)
]
> 0
0 otherwise,
(1)
where p(q, w) is the joint probability of q and w,
and p(q), p(w) are the expected probabilities of q
andw respectively. In practice, these probabilities
are computed as:
p(q, w) =
|Dq ∩Dw|
|D| ,
p(q) =
|Dq|
|D| , p(w) =
|Dw|
|D| ,
where Dq is the set of documents containing term
q and D is the set of documents in the collection.
Although the PPMI measure achieved the best
average performance across a number of test sets,
it displayed a high degree of sensitivity when the
training corpus was changed, thus reducing its
overall utility.
Next, we introduce the tensor encoding model
as a robust and effective alternative to previous
proposed measures.
3 The Tensor Encoding Model
A recent corpus-based approach, known as the
tensor encoding (TE) model, was originally pre-
sented as a model of word meaning (Symonds et
al., 2011a), and later used to provide a flexible ap-
proach to semantic categorisation (Symonds et al.,
2012). The TE model provides a formal frame-
work for combining two measures that explicitly
model syntagmatic and paradigmatic associations
between words.
As the TE model has a strong theoretical basis
in linguistics, it has potential applications in other
areas that deal with natural language, including
e.g. information retrieval. To demonstrate, the
TE model was used to perform similarity judge-
ments within the query expansion process of an
ad-hoc information retrieval task (Symonds et al.,
2011b). This method, known as tensor query ex-
pansion achieved robust and significant perfor-
mance improvements over a strong benchmark
model. This result was attributed to the inclu-
sion of information about paradigmatic associa-
tions, which are not effectively modelled in exist-
ing information retrieval systems. Similarly, these
paradigmatic associations are not explicitly mod-
elled in previous corpus-based measures of medi-
cal concept similarity. We hypothesise that the in-
clusion of paradigmatic associations in semantic
similarity measures would better capture similar-
ities between medical concepts.
To support this insight, consider how the PPMI
measure in Equation (1) is oblivious to paradig-
matic associations that may exist between two
words. If word q and word w do not co-occur
in any documents (i.e., |Dq ∩ Dw| = 0) then
Sppmi(q, w) = 0. This result suggests q and w
are unrelated. However, consider a toy exam-
ple using heart attack(q) and myocardial infarc-
tion(w). One clinician may use the first concept
exclusively in a document, while another may use
the second term exclusively. If the PPMI score be-
tween heart attack and myocardial infarction was
calculated using these two example documents,
the score would be zero and the two concepts con-
sidered unrelated.
From a structural linguistic viewpoint, one
might say there are no syntagmatic associations
between the two concepts, as they do not co-occur
in the same context (i.e., medical report). There-
fore, PPMI only captures syntagmatic associa-
tions, and hence fails to model any paradigmatic
information that may exist.
However, consider the same example using the
TE model’s paradigmatic measure, and hence a
pure paradigmatic perspective. Within the TE
model, the strength of paradigmatic associations
between two medical concepts, q and w can be
defined as:
Spar(q, w) =
N∑
i=1
fiq.fiw
max( fiq , fiw , fwq )2
, (2)
where fiq is the unordered co-occurrence fre-
quency of concepts i and q, fiw is the unordered
co-occurrence frequency of concepts i and w, and
N is the number of concepts in the vocabulary.
Intuitively, Equation (2) enhances the score for
concept w if q and w co-occur with the same
concepts, independent of whether q and w oc-
cur within the same document. In fact this mea-
sure has a factor, 1fwq , that reduces the paradig-
matic score if concepts q and w occur within the
same document often. In our simple example, this
would mean that if heart attack and myocardial
infarction co-occurred with any of the same terms
(e.g., CPR, chest pain, etc.) then they would have
a paradigmatic score greater than 0.
The fact that pure paradigmatic information is
not currently utilised within most corpus-based
approaches leads us to hypothesise that more ro-
bust performance on medical concept similarity
judgements can be achieved by adding paradig-
matic information to the similarity estimate. In
the remainder of this paper the measure in Equa-
tion (2) will be referred to as PARA.
The TE model uses a Markov random field to
formalise the estimate of observing one concept
w given a second concept q:
P (w|q) = 1
Z
[γSpar(q, w) + (1− γ)Sppmi(q, w)] ,
(3)
where γ ∈ [0, 1] mixes the paradigmatic Spar()
and syntagmatic Sppmi() measures, and Z nor-
malises the resulting distribution. We refer the
interested reader to Symonds et al. (2012) for de-
tails.
The estimate in Equation (3) can be reduced to
the following rank equivalent measure of seman-
tic similarity between q and w:
STE(q, w) ∝ γSpar(q, w) + (1− γ)Sppmi(q, w). (4)
In the remainder of this paper the model defined
in Equation (4) will be referred to as TE.
It is worth noting that the TE model formally
supports the combining of any measure of syn-
tagmatic and paradigmatic information. There-
fore, if a more effective measure of syntagmatic
or paradigmatic information is developed, it can
be applied within the TE framework.
Corpus # Docs Avg. doc. len. Vocab Size
TREC’11 MedTrack 17,198 5,010 54,546
OHSUMED 293,856 100 55,390
Table 1: Document collections (corpora) used.
Test: Corpus (data set) Training: Corpus (data set) γ TE PPMI
MedTrack (Ped) OHSUMED (Ped) 0.5 r = 0.6706 r = 0.4674
MedTrack (Cav) MedTrack (Ped) 0.5 r = 0.6857 r = 0.6154
OHSUMED (Ped) OHSUMED (Cav) 0.2 r = 0.7698 r = 0.7427
OHSUMED (Cav) MedTrack (Cav) 0.4 r = 0.8297 r = 0.8242
Table 2: Performance of TE using the γ produced by the specified train/test splits; performance of PPMI
included for comparison.
4 Experimental Setup
In this section we outline the experimental setup
used to evaluate the performance of the TE ap-
proach on two separate medical concept similar-
ity judgement data sets. The first data set involves
judging the similarity of 291 UMLS medical con-
cept pairs. These were first developed by Peder-
sen et al. (Pedersen et al., 2007) and human as-
sessments of semantic similarity were produced
by 9 clinical terminologists (coders) and 3 physi-
cians, with inter-coded relatedness equal to 0.85.
Assessors scored each pair between 1 and 4, with
1 being unrelated and 4 being highly synonymous.
This data set is indicated as Ped in the remainder
of this paper.
The second data set is comprised of 45 UMLS
concept pairs, developed by Caviedes and Cimino
(2004), for which semantic similarity assessments
were performed by three physicians. Similarities
were scored between 1 and 10, with higher scores
indicating a stronger similarity between concepts.
This data set is indicated as Cav in the remainder
of this paper.
Two separate corpora were used as data to
prime all models; corpus statistics are shown in
Table 1. The TREC MedTrack collection consists
of documents created from concatenating clini-
cal patient records for a single visit, while the
OHSUMED collection is based on MEDLINE
journal abstracts.
Following the procedure outlined by Koopman
et al. (2012) the original textual documents for
both corpora were translated into UMLS medi-
1The pair Lymphoid hyperplasia was removed from the
original set of 30 as neither concept existed in the test col-
lections shown in table 1.
cal concept identifiers using MetaMap, a biomed-
ical concept identification system (Aronson and
Lang, 2010). After processing, the individual
documents contained only UMLS concept ids.
For example, the phrase Congestive heart fail-
ure in the original document will be replaced with
C0018802 in the new document. Both data sets
(Ped and Cav) contained UMLS concept pairs
(which may actually represent term phrases rather
than single terms); converting the corpora to con-
cepts thus allows direct comparison of the single
concept pairs contained in the two data sets.
When modelling paradigmatic associations it is
common to consider only those terms close to the
target term, i.e. within a window of text centred
around the target term. However, here we used
the whole document as the context window. In
this way we aim to capture in MedTrack the asso-
ciations that exists within the context of a single
patient record and in OHSUMED the associations
that exists within the context of a single medical
abstract.
As the TE model in Equation (4) is param-
eterized over γ, i.e. the mix between paradig-
matic and syntagmatic information, this parame-
ter was tuned to maximise the correlation with hu-
man similarity judgements (gold standard/ground
truth labels). To fairly tune γ and also provide in-
sight into the robustness of the TE model, a split
train/test methodology was used. This was done
by training on one data set and corpus to find the
best value of γ and then testing on another data
set/corpus, ensuring a cross corpus and cross data
set combination was done for each.
Table 2 summarises the results obtained follow-
ing this methodology and also reports the per-
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Figure 1: Correlation of medical concept judge-
ments produced by PARA, PPMI and TE with
those produced by human assessors.
formance of PPMI for comparison. Note that
PPMI was shown to be the strongest performing
measure when compared to thirteen other corpus
based measures (Koopman et al., 2012).
5 Experimental Results
The effect of explicitly modelling both syntag-
matic and paradigmatic information when es-
timating the similarity of medical concepts is
shown in Figure 1. This graph shows that the
TE model achieves a much higher correlation with
human judged similarity scores (with an average
correlation of 0.74 over all datasets and corpora)
than both the paradigmatic (PARA: 0.57) and syn-
tagmatic (PPMI: 0.66) approaches alone. To gain
a broader understanding of how each of these
measures compares to our TE variant, an updated
graph showing the average performance of each
across all data sets is provided in Figure 2. We
refer the reader to Koopman et. al., (Koopman et
al., 2012) for more details on the settings used for
each of the other measures.
5.1 Sensitivity to the Mixing Parameter γ
The sensitivity to the mixing parameter γ of the
TE approach is shown in Figure 3. This illus-
trates that for all datasets the best performance
is achieved by some mix of both syntagmatic
(PPMI) and paradigmatic (PARA) information.
The robustness of the PPMI and PAR measures
across datasets and corpora can be inferred by
comparing the distance between the end points of
the TE lines drawn in Figure 3. The left hand side
of the graph (where γ = 0) illustrates the perfor-
mance of TE when only syntagmatic associations
are considered, i.e. when TE uses only the PPMI
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Figure 3: TE sensitivity to the mixing parameter
γ. Results show that the TE model is robust across
datasets and corpora.
measure (as Equation (4) reduces to only Sppmi()
when γ = 0).
The right hand side of the graph (γ = 1)
shows the performance of TE when considering
only paradigmatic information, i.e. when only
the PARA measure is used. With most lines
converging to the same point on the right hand
side, this demonstrates the increased robustness
the PARA measure (and therefore paradigmatic
associations) brings to the overall model.
5.2 Analysis of Paradigmatic and
Syntagmatic Behaviour
To illustrate why the combination of both paradig-
matic and syntagmatic measures can achieve such
robust results across all datasets and corpora we
compare the correlation of PPMI, PAR and TE
against human assessments on a per concept-pair
basis.
Figure 4 illustrates the normalised similarity
scores (on log scale) of human assessors, PPMI,
PARA and TE on the Caviedes and Cimino (Cav)
dataset when using the OHSUMED corpora. The
concept-pairs are placed in descending order of
similarity as assessed by human judges, i.e. from
the most similar human judged pairs to the least
from left to right. The performance of a measure
can be visualised by comparing its trend line with
that of the descending human judged trend line.
If the measure’s trend line is parallel to that of the
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Figure 2: Comparison of all corpus-based measures (from Koopman et al., 2012), including TE and PARA;
correlations averaged across datasets and corpora.
Pair # Concept 1 Doc. Freq. Concept 2 Doc. Freq.
11 Arrhythmia 2,298 Cardiomyopathy, Alcoholic 13
16 Angina Pectoris 1,725 Cardiomyopathy, Alcoholic 13
21 Abdominal pain 690 Respiratory System Abnormalities 1
34 Cardiomyopathy, Alcoholic 13 Respiratory System Abnormalities 1
36 Heart Diseases 1,872 Respiratory System Abnormalities 1
37 Heart Failure, Congestive 1,192 Respiratory System Abnormalities 1
38 Heartburn 104 Respiratory System Abnormalities 1
Table 3: Example concept pairs for which the PARA measure diverges from the human judgements on
the OHSUMED corpus. Document frequencies showing the prevalence of the concepts in the corpus are
reported. We conclude that the PARA measure is unable to estimate accurate semantic similarity when
insufficient occurrence statistics are available for either concept.
human judges, then this indicates a strong corre-
lation.
To better understand why the paradigmatic
based measure differs from human assessors in
Figure 4, the document frequencies of concept
pairs 11, 16, 21, 34, 36, 37 and 38 from the Cav
data set are reported in Table 3.
This table shows that for these concept pairs at
least one concept occurs in a very small number of
documents. This provides little evidence for the
accurate estimation of paradigmatic associations
between the concept pairs. We therefore conclude
that the PARA measure requires that concepts oc-
cur in a sufficient number of documents for an ef-
fective semantic similarity estimation.
Similar observations are valid across datasets
and corpora. For example, consider the corre-
lation of PARA with human judgements for the
Pedersen et al. (Ped) data set and the MedTrack
corpus, as shown in Figure 5. The document fre-
quencies for a number of concept pairs that show
divergence from the Ped data set are shown in Ta-
ble 4.
For these concept pairs where PARA is incon-
sistent with human judges, the PPMI measure ef-
fectively estimates semantic similarity. Thus the
TE model, which mixes the two form of associa-
tions, is still effective even when the PARA mea-
sure is unreliable. This further supports the inclu-
sion of both paradigmatic and syntagmatic asso-
ciations for assessing semantic similarity between
medical concepts.
Figure 4 also illustrates a large number of dis-
continuities in the PPMI graph. A discontinuity,
i.e. the absence of the data-point within the plot, is
due to a PPMI score of zero for the concept pair2.
In practice, these discontinuities represent in-
stances where the concept pair never co-occurs
within any document. The same situation applies
across other datasets and corpora, for example the
2As the graph is in log scale, log(0) = −∞ cannot be
plotted.
Pair # Concept 1 Doc. Freq. Concept 2 Doc. Freq.
9 Diarrhea 6,184 Stomach cramps 14
23 Rectal polyp 26 Aorta 3,555
Table 4: Example concept pairs for which the PARA measure diverges from the human judgements on
the MedTrack corpus. Document frequencies showing the prevalence of the concepts in the corpus are
reported. We conclude that the PARA measure is unable to estimate accurate semantic similarity when
insufficient occurrence statistics are available for either concept.
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Figure 4: Normalised similarity scores (on log
scale) of human assessors, PPMI, PARA and TE on
Caviedes and Cimino dataset (Cav) when using the
OHSUMED corpus for priming.
Ped data set on MedTrack corpus shown in Fig-
ure 5.
While PPMI discontinuities for concept pairs
judged as unrelated by human assessors are cor-
rect estimates (as PPMI= 0 implies unrelated-
ness), discontinuities for concept pairs judged
similar (e.g. pairs 11, 16, etc. in Figure 4) indicate
a failure of the PPMI measure. These situations
may provide the reason why the performance of
PPMI, and indeed of many existing corpus-based
approaches (Koopman et al., 2012), are sensitive
to the choice of priming corpus. This may indi-
cate that the ability to successfully model syntag-
matic associations is sensitive to the corpus used
for priming. However, because of the results ob-
tained by the TE model we can conclude that ap-
propriately mixing both syntagmatic and paradig-
matic associations overcomes corpus sensitivity
issues.
In summary, the performance (both in terms
of robustness and effectiveness) of the TE model
is achieved by including both syntagmatic and
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Figure 5: Normalised similarity scores (on log
scale) of human assessors, PPMI, PARA and TE on
Pedersen et al dataset (Ped) when using the Med-
track corpus for priming.
paradigmatic associations between medical con-
cepts; this is due to the diversification of the type
of information used to underpin the semantic sim-
ilarity estimation process.
6 Conclusion
This paper has presented a novel variant of a ro-
bust and effective corpus-based approach that es-
timates similarity between medical concepts that
strongly correlates with human judges. This ap-
proach is based on the tensor encoding (TE)
model. By explicitly modelling syntagmatic and
paradigmatic associations the TE model is able
to outperform state of the art corpus-based ap-
proaches. Furthermore, the TE model is robust
across corpora and datasets, in particular over-
coming corpus sensitivity issues experienced by
previous approaches.
A significant contribution of this paper is to
highlight the important role of paradigmatic as-
sociations. Our results suggest that paradigmatic
information provides an alternative source of evi-
dence from which semantic similarity judgements
can be drawn. It is this diversity of both syntag-
matic and paradigmatic information that allows
the TE model to be robust and effective.
A possible area of future work is the develop-
ment of an adaptive TE approach. An adaptive
approach would determine the best mix of syn-
tagmatic and paradigmatic information on a case-
by-case basis, using corpus statistic features. Our
analysis in fact has shown that paradigmatic as-
sociations require a minimum number of occur-
rences of concepts within documents. While, syn-
tagmatic associations require a minimum number
of co-occurrences of concept pairs within doc-
uments. These corpus statistics could represent
features for a machine learning approach that pre-
dicts the optimal mix of syntagmatic and paradig-
matic information for the TE model.
Finally, because of its effectiveness and ro-
bustness, the TE model has other potential ap-
plications beyond semantic similarity measures.
One relevant application may include using the
TE model within query expansion tasks in ad-hoc
medical information retrieval (as this process al-
ready relies heavily on similarity judgements).
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