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Well-resolved numerical simulations are used to study Rayleigh-Be´nard-Poiseuille flow over an
evolving phase boundary for moderate values of Pe´clet (Pe ∈ [0, 50]) and Rayleigh (Ra ∈[
2.15× 103, 106]) numbers. The relative effects of mean shear and buoyancy are quantified using a
bulk Richardson number: Rib = Ra · Pr/Pe2, where Pr is the Prandtl number. For Rib = O(1),
we find that the Poiseuille flow inhibits convective motions, resulting in the heat transport being
only due to conduction; and, for Rib  1 the flow properties and heat transport closely correspond
to the purely convective case. We also find that for certain Ra and Pe, such that Rib ∈ [15, 95],
there is a pattern competition for convection cells with a preferred aspect ratio. Furthermore, we
find travelling waves at the solid-liquid interface when Pe 6= 0, in qualitative agreement with other
sheared convective flows in the experiments of Gilpin et al. (J. Fluid Mech 99(3), pp. 619-640,
1980) and the linear stability analysis of Toppaladoddi and Wettlaufer (J. Fluid Mech. 868, pp.
648-665, 2019).
INTRODUCTION
Fluid flows that accompany solid-liquid phase transi-
tion are ubiquitous in both the natural and engineering
environments [1–5]. The generation of fluid motions in
such situations is due to buoyancy forces generated by
thermal and compositional gradients arising during so-
lidification [6–10] and/or externally imposed mean shear
[11–20]. In this study, we will be concerned with the
shear- and buoyancy-driven flow of a pure melt over its
evolving solid phase.
Some of the first systematic investigations into the ef-
fects of a phase boundary on convective motions in a
pure melt are those of Davis et al. [6] and Dietsche and
Mu¨ller [7]. Davis et al. [6] studied fluid motions and
pattern formation in Rayleigh-Be´nard convection over a
phase-changing boundary using experiments and weakly
nonlinear stability theory. The primary focus of their
study was on identifying different regimes in which roll,
hexagonal, and mixed patterns appeared at the interface.
(Here, the terms “interface”, “solid-liquid interface”, and
“phase boundary” are used interchangeably.) Some of
the key results from their study are: (i) both the critical
Rayleigh number (Rac) and the critical wavenumber (kc)
for the onset of convection decrease monotonically with
the initial thickness of the solid phase, and asymptote to
constant values for large values of the initial thickness of
the solid phase; (ii) hexagonal and roll patterns on the
interface are observed when the initial thickness of the
solid phase is large and small, respectively; and (iii) the
onset of hexagonal convection at the interface is accom-
panied by a jump in the heat flux, and thereby in the
mean position of the interface. The subsequent exper-
imental study of Dietsche and Mu¨ller [7] confirmed the
predictions of jump in the interface position and the ex-
istence of strong hysteresis behaviour near the onset of
convection. They also explored the different interfacial
patterns that emerged with increasing Ra.
Recent studies on the coupled convection–phase-
change problem have been focussed on Ra Rac. Esfa-
hani et al. [21] numerically studied the interactions be-
tween a melting isothermal solid phase and convective
motions in the underlying liquid phase in two and three
dimensions. A key result from their study is that the
dimensionless heat flux (Nu) is only weakly dependent
on the Stefan number (S), which is a dimensionless num-
ber quantifying the rate at which phase change proceeds.
Using a similar configuration, Favier et al. [22] systemat-
ically explored the different transitions in the convection
cell structure as the solid and liquid phases evolved. They
showed that due to the presence of the phase boundary,
the flow remains steady even at large Ra. This results
in higher heat transport than in the classical Rayleigh-
Be´nard convection in two dimensions, where the flow be-
comes unsteady at Ra ≈ 7.5 × 105 [23]. Purseed et al.
[24] considered a more general situation where the melt-
ing point of the solid lies between the temperatures im-
posed at the upper and lower boundaries, and studied
the bistability close to the onset of convection which was
first predicted by Davis et al. [6].
From the studies of thermal convection over phase
boundaries it can be concluded that when the tempera-
ture of the upper boundary is less than the melting point,
the solid-liquid interface develops steady patterns – poly-
gons, rolls, or a mix of both – due to steady convection
cells for up to Ra = O(108). The introduction of a mean
shear flow, however, brings in additional interesting ef-
fects. The effects of both shear- and buoyancy-driven
flows on the directional solidification of two-component
melts have been extensively studied in the past. A de-
tailed discussion of those studies can be found in Toppal-
adoddi and Wettlaufer [25].
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2Some of the early systematic studies on shears flows
over phase boundaries are those of Hirata et al. [26, 27]
and Gilpin et al. [13]. Here, we will focus on the work
of Gilpin et al. [13] because of certain features observed
in their experiments. Gilpin et al. [13] considered a tur-
bulent boundary-layer flow over a layer of ice. At the
initial instant, a groove was melted into the ice layer to
introduce a perturbation at the ice-water interface. Sub-
sequently, the effects of the shear flow on the growth of
this perturbation was studied. They observed that under
certain conditions, the perturbation grew and propagated
downstream, leading to the formation of a “rippled” sur-
face. This led to an increase in the heat transfer rate by
as much as 30% - 60% compared to a flat surface.
Gilpin et al. [13] attributed these observations to the
effects of shear; however, because of the 4 ◦C density
maximum of water, the layer of water overlying the ice
surface was unstably stratified. Hence, their observations
were due to the combined effects of mean shear and buoy-
ancy. This was recognized by Toppaladoddi and Wett-
laufer [25], who reanalyzed the velocity profiles from the
experiments of Gilpin et al. [13] and showed that these
are described better by the Monin-Obukhov theory than
the classical law of the wall [28]. They also showed that
the Obukhov length scale that emerged from these mea-
surements was negative, implying the column of liquid
was unstably stratified. Furthermore, Toppaladoddi and
Wettlaufer [25] studied the stability of a solid-liquid in-
terface with a Rayleigh-Be´nard-Couette flow over it and
showed that buoyancy destabilizes the interface, whereas
shear stabilizes it. They also found that for certain val-
ues of Pe, travelling waves are generated at the inter-
face. This tendency of buoyancy to cause large ‘defor-
mations’ to a solid-liquid interface is also present in the
turbulent regime: Couston et al. [29] – who recently stud-
ied stably, neutrally, and unstably stratified shear flows
on a phase boundary using direct numerical simulations
(DNS) – find that when the flow is unstably stratified, the
“channels” and “keels” that are formed at the interface
interact strongly with the underlying flow.
Here, motivated by the experiments of Gilpin et al.
[13], we study the dynamics of an unstably stratified
shear flow over a phase boundary in the laminar regime
in two dimensions. Specifically, we use a combination
of the Lattice Boltzmann and enthalpy methods to sim-
ulate Rayleigh-Be´nard-Poiseuille flow over a solid-liquid
interface and study their interactions. The present study
is also a qualitative continuation of the work described
in Toppaladoddi and Wettlaufer [25] into the nonlinear
regime.
GOVERNING EQUATIONS
The horizontally periodic domain used in this study
is shown in figure 1. The cell height and length are Lz
Th
Solid
Liquid
z = 0
z = h0
z = Lz
Tc
Tm
z
x
U0
FIG. 1. Schematic of the horizontally periodic domain consid-
ered here. The initial thicknesses of the liquid and solid lay-
ers are h0 and d0 = Lz − h0, respectively. The temperature
boundary conditions are such that Tc < Tm < Th. No-slip
and no-penetration boundary conditions for the velocity field
are imposed at the bottom boundary and the solid-liquid in-
terface. The temperature fields in the liquid and solid regions
at the initial instant vary only with height, and the horizontal
velocity profile in the liquid region is parabolic.
and Lx, respectively. The aspect ratio of the domain is
defined as Γ = Lx/Lz. Initially, the solid-liquid interface
is planar at z = h0, and the fluid occupies the region
0 ≤ z ≤ h0. The initial thickness of the solid layer is
d0 = Lz − h0. The bottom plate is maintained at a tem-
perature Th and the top plate is maintained at Tc. The
melting point of the solid phase is Tm, and the temper-
ature boundary conditions are such that Tc < Tm < Th.
We also have a fully developed Poiseuille flow in the liquid
region starting from the initial instant. As the flow devel-
ops, the initially flat interface may grow/melt resulting
in a deformed interface. The location of the interface and
the thickness of the solid layer at any time instant t > 0
are denoted by h(x, t) and d(x, t), respectively. Note that
h(x, t) + d(x, t) = Lz.
The governing equations in the different regions are as
follows.
Liquid
The mass, momentum, and heat balance equations are
∇ · u = 0, (1)
∂u
∂t
+u · ∇u = − 1
ρ0
∇p+ g α (Tl − Tm) zˆ+ ν∇2u, (2)
∂Tl
∂t
+ u · ∇Tl = κ∇2Tl, (3)
respectively. Here, u(x, t) = (u,w) is the two-
dimensional velocity field, ρ0 is the reference density,
p(x, t) is the pressure field, g is acceleration due to grav-
ity, α is the thermal expansion coefficient, Tl(x, t) is the
3temperature field in the liquid, zˆ is the unit vector in the
vertical, ν is the kinematic viscosity, and κ is the thermal
diffusivity. We assume the liquid and solid phases have
the same density (ρ0) and thermal diffusivity (κ).
Solid
The temperature field in the solid, Ts(x, t), evolves
according to the diffusion equation:
∂Ts
∂t
= κ∇2Ts. (4)
Evolution of the solid-liquid interface
To track the location of the solid-liquid interface, we
need an additional equation for the evolution of the in-
terface, which is given by the Stefan condition [4]:
ρ0 Ls vn = n · [qs − ql]z=h . (5)
Here, Ls is the latent heat of fusion, vn is the normal
component of growth rate of the solid phase, n is the
unit normal pointing into the liquid, qs and ql are the
heat fluxes away from the interface into the solid and
towards the interface from the liquid, respectively.
Boundary conditions
We impose Dirichlet conditions on temperature at the
bottom and top boundaries of the domain:
Tl(z = 0, t) = Th and Ts(z = Lz, t) = Tc. (6)
And, at the solid-liquid interface, the temperature is the
equilibrium temperature:
Tl(z = h, t) = Ts(z = h, t) = Tm. (7)
For the velocity field in the liquid region, we impose no-
slip and no-penetration conditions at the bottom bound-
ary and the interface:
u(z = 0, t) = w(z = 0, t) = 0; (8)
u · n = u · t = 0 at z = h(x, t), (9)
where t is the unit tangent at the interface.
Also, we impose periodic boundary conditions for the
temperature and velocity fields at x = 0 and x = Lx.
Non-dimensional equations
To non-dimensionalize the equations of motion [30], we
choose the initial centerline velocity of the Poiseuille pro-
file in the liquid region, U0, as the velocity scale; h0 as the
length scale, t0 = h
2
0/κ as the time scale, p0 = ρ0 U0 κ/h0
as the pressure scale, and ∆T = Th − Tm as the tem-
perature scale. Using these we obtain the dimensionless
versions of equations 2, 3, 4 and 5 as:
∇ · u = 0; (10)
∂u
∂t
+Pe (u · ∇u) = −∇p+ RaPr
Pe
θl zˆ+Pr∇2u; (11)
∂θl
∂t
+ Pe (u · ∇θl) = ∇2θl; (12)
∂θs
∂t
= ∇2θs; (13)
and
vn =
1
ΛS [n · (qs − ql)]z=h , (14)
where,
θl =
Tl − Tm
∆T
and θs =
Ts − Tm
∆T
. (15)
Here, we have maintained the pre-scaled notation for u, t
and x for simplicity. There are five governing parameters,
which are
Ra =
g α∆T h30
ν κ
, Pe =
U0 h0
κ
, Pr =
ν
κ
, (16)
S = Ls
Cp (Tm − Tc) and Λ =
(Tm − Tc)
∆T
, (17)
where Cp is the specific heat of the solid phase and Λ
denotes the ratio of temperature differences in the solid
and liquid regions.
The non-dimensional versions of the boundary condi-
tions are:
θl(z = 0, t) = θh = 1 and θs(z = Lz, t) = θc = −Λ;
(18)
θs(z = h, t) = θl(z = h, t) = θm = 0; (19)
u(z = 0, t) = w(z = 0, t) = 0; and (20)
u · n = u · t = 0 at z = h(x, t). (21)
4Initial conditions
At the initial instant, the temperature profiles in the
liquid and solid regions are given by:
θ
(0)
l (z) = 1− z, (22)
and
θ(0)s (z) =
Λ
d0
(1− z). (23)
In addition, we demand that the heat fluxes at the solid-
liquid interface balance at the initial instant (see equation
14), giving
dθ
(0)
l
dz
=
dθ
(0)
s
dz
at z = 1. (24)
This gives
Λ = d0. (25)
Heat transport
The response of the system is quantified using the di-
mensionless heat flux, which is the Nusselt number, de-
fined as
nu(t) = − 1
Lx
∫ Lx
0
(
∂Tl
∂z
)
dx
/[
∆T
h(t)
]
at z = 0.
(26)
Here, h(t) denotes the instantaneous horizontally aver-
aged thickness of the liquid layer. After the dynamics
have reached a stationary state, the horizontally and tem-
porally averaged Nusselt number is calculated as
Nu =
1
T
∫ t0+T
t0
nu(t) dt. (27)
We also define the horizontally and temporally averaged
liquid height as
hm =
1
T
∫ t0+T
t0
h(t) dt, (28)
and the effective Ra based on hm as
Rae =
g α∆T h3m
ν κ
. (29)
The results from this study are discussed in terms of ei-
ther Ra or Rae.
NUMERICAL METHOD
To numerically solve the equations of motion and the
boundary conditions, we combine the Lattice Boltzmann
method (LBM) [31, 32] with the enthalpy method [33]. In
the enthalpy method, the total enthalpy is split into spe-
cific and latent heat contributions, and the regions that
undergo phase change are tracked through the changes in
the latent heat content of those regions [33]. A phase vari-
able φ(x, t), which represents the liquid fraction field, is
introduced to follow the evolution of the different phases.
A grid point x = (xi, zj) is deemed to be solid or liquid
depending on whether φ(x) ≤ φ0 or φ(x) > φ0, where
φ0 ∈ (0, 1) denotes a chosen threshold value. The choice
of φ0 is arbitrary, but choosing a large value effectively in-
creases the latent heat of fusion. In this study, we choose
φ0 = 0.5. The principal advantage of the method is that
the phase boundary is not explicitly tracked, resulting in
less onerous requirements for grid resolution when com-
pared with other methods. The details of the enthalpy
method can be found in Voller and Cross [34] and Voller
et al. [33], and its implementation for conduction- and
convection-driven phase-change problems using LBM can
be found in Jiaung et al. [35] and Huber et al. [36], re-
spectively. For our study, we use the scheme of Huber
et al. [36].
Here, we use the D2Q9 [37] and D2Q5 [38] lattice mod-
els for the velocity and temperature distribution func-
tions, respectively. No-slip and no-penetration bound-
ary conditions for the velocity field are imposed using
the mid-grid bounceback scheme [37], which is known to
conserve mass for flows over complex geometries in the
high Ra and Re regimes [39]. The Dirichlet boundary
conditions for the temperature field are imposed by re-
quiring that the temperature distribution functions at
the boundaries are the corresponding equilibrium distri-
bution functions. To drive the Poiseuille flow, we use a
body force in the evolution equation for the velocity dis-
tribution function. This is because the LBM simulates a
weakly compressible flow in which it is difficult to main-
tain significant pressure gradients [37]. Further details on
the implementation can be found in Toppaladoddi [39].
Our numerical code has been rigorously validated
against spectral methods for both Rayleigh-Be´nard con-
vection [23] and Poiseuille flow [40]. We have also vali-
dated the code for transient, conduction-driven melting
problems against analytical solutions [39]. Further val-
idation is presented in the following sections when we
compare some of our results for pure convection over a
phase boundary with those that exist in the literature.
RESULTS
Rayleigh-Be´nard convection over a phase boundary
Here we present results from our simulations for purely
convective flow over a solid-liquid interface. The discus-
sion of these results serves the following two main pur-
poses. First, it allows us to compare our results with the
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FIG. 2. Nu(Ra) for Ra ∈ [1470, 1600], Pr = 1, and S = 5.82.
The critical Ra is Rac = 1500.
previous experiments and DNS studies and hence assess
the accuracy of our formulation and simulation meth-
ods. And second, it provides a natural comparison point
for our later discussion of the effects of mean shear on
the convective motions and on the evolution of the solid-
liquid interface.
The resolution used in the simulations varies with Ra;
e.g., for Ra = 2.15 × 103 we use 400 × 100 grid points
and for Ra = 106 we use 1200 × 300 grid points. These
resolutions are such that there are at least 9 grid points
in each boundary layer. Furthermore, we fix Pr = 1 and
h0 = d0 = 1 for all simulations.
Onset of thermal convection
To study the onset of convection, we perform simula-
tions for Ra ∈ [1470, 1600], S = 5.82, and Γ = 10. The
value of S is chosen to match the experimental condi-
tions of Dietsche and Mu¨ller [7], who used cyclohexane
as the working fluid; and the large value of Γ is chosen to
ensure any finite-size effects are minimized. The Pr for
cyclohexane is 17.6 [7], but we use Pr = 1 in our simula-
tions. This choice does not affect the onset of convection
as Rac is independent of Pr for this system [6, 25].
Figure 2 shows Nu(Ra) for Ra ∈ [1470, 1600]. The
Nu has a discontinuous jump at the onset of convection,
which is at Rac = 1500. This behaviour is in contrast to
what happens near Rac in the classical Rayleigh-Be´nard
convection (RBC) [41], and is in qualitative agreement
with the theoretical prediction of Davis et al. [6]. Similar
behaviour near Ra = Rac has been reported in previous
experiments [7] and DNS studies [21, 24].
The value of Rac = 1500 can be further ascertained by
examining the velocity fields near Rac. Figure 3 shows
the contours of steady state vertical velocity field for
Ra = 1490, 1500 and 1510. It is seen that at Ra = 1490
there are no discernible fluid motions, but at Ra = 1500
convection rolls appear. We can also calculate the crit-
ical wavenumber from figure 3(b), noting that there are
FIG. 3. Contours of steady state vertical velocity field for:
(a) Ra = 1490, (b) Ra = 1500, and (c) Ra = 1510. The solid
phase is shown in white, and the solid black line denotes the
phase boundary. Convection rolls first appear for Ra = 1500.
nine pairs of counter-rotating cells. This gives the dimen-
sionless wavelength as λ = 20/9 ≈ 2.22 and the critical
wavenumber as kc = 2pi/λ ≈ 2.83. These values are in
excellent agreement with Rac = 1493 and kc = 2.82 from
the linear stability calculations of Davis et al. [6].
Thermal convection for larger Ra
Before exploring the combined effects of shear and
buoyancy on the evolution of phase boundary, we inves-
tigate the effects of pure thermal convection for Ra ∈[
2.15× 103, 106]. The simulation results reported in the
remainder of this paper are for S = 1 and Γ = 4.
In figures 4(a) and 4(b) we show the time series for the
horizontally averaged thickness of the liquid layer and the
heat flux for Ra = 106. The following observations can
be made from these figures: (1) after an initial transient,
both the liquid height and the heat flux attain steady
state; (2) the nu(t) time series exhibits oscillations be-
fore reaching the steady state. These oscillations are due
to the evolving convection cells, whose aspect ratio con-
tinuously changes before reaching the steady-state value.
The effective Ra for this case is Rae ≈ 6.5 × 106 and
Nu = 16.27, which is larger than Nu = 12.07 for classi-
cal RBC [42]. These results are in qualitative agreement
with the findings of Favier et al. [22] and Purseed et al.
[24]. The increase in the heat flux compared to classical
RBC is because the non-planar interface “locks in” the
convection cells, thereby delaying the onset of unsteady
convection [22]. This is seen in figure 5, which shows a
snapshot of the steady temperature field for Ra = 106.
A close examination of the cusps in figure 5 reveals that
they have slightly different amplitudes.
To understand the impact of the phase boundary on
the dependence of heat flux on buoyancy forcing, we plot
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FIG. 4. Time series for the horizontally averaged (a) liquid
height and (b) heat flux for Ra = 106.
FIG. 5. Snapshot of the steady temperature field for Ra =
106.
Nu as a function of Rae in figure 6. The data is de-
scribed well by the power law Nu = 0.2×Ra0.285±0.009e ,
which is obtained from a linear least-squares fit to the
logNu− logRae data. The exponent β = 0.285, which is
indistinguishable from β = 2/7, is in remarkable agree-
ment with the findings of previous DNS studies of clas-
sical RBC [23, 42, 43]. However, the prefactor here is
larger than that in the classical RBC case. This is be-
cause it depends on the geometry of the boundaries [23].
This effect on the prefactor has been reported by Favier
et al. [22] as well, and they obtained β ≈ 0.27.
Another feature that is absent in figure 6 is a disconti-
nuity in the Nu(Rae) data at around Rae = 10
6, which
is due to a pattern competition instability observed in
the classical RBC [42, 44]. This indicates that the phase
boundary suppresses this instability. However, this does
not rule out its appearance at a higher Ra.
In figure 7, we show our Nu(Rae) data along with
those from Purseed et al. [24], who had h0 = 0.9 and St =
Pr = 1 in their simulations. The agreement between
the results shows that for a fixed Pr, Nu depends only
on Rae and does not appreciably depend on the initial
conditions.
Rayleigh-Be´nard-Poiseuille flow over a phase
boundary
Having established consistency of our simulations with
previous work on coupled convection and phase change,
104 105 106 107
101
104 106
-0.1
0
0.1
FIG. 6. Nu as a function of Rae. The latter is calculated
using equation 29. Symbols are data from simulations and
the solid line is the fit Nu = 0.2 × Ra0.285±0.009e . The error
bars on the exponent represent the 95% confidence interval.
The inset shows the residuals from the fit. The curvature in
the residual indicates that there is a weak deviation from the
power-law fit.
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FIG. 7. Comparison of Nu(Rae) data with those from
Purseed et al. [24], who had h0 = 0.9 and St = Pr = 1
in their simulations. Circles are data points from the present
study and diamonds are from Purseed et al. [24].
we now explore the effects of mean shear on both the
convective motions and the evolution of the phase bound-
ary. The range of Pe used in this study is Pe ∈ [0, 50].
The simulations of Rayleigh-Be´nard-Poiseuille flow are
equally well resolved as our simulations of RBC over
phase boundary, with at least 9 grid points in each
boundary layer.
Heat transport
We first consider the effects of introducing shear on
the convective motions, and hence on the transport of
heat. In figure 8 we show the temperature fields for Ra =
2.15×103 and (a) Pe = 10 and (b) Pe = 50 at t = 49.84.
The deformation of the interface in figure 8(a) is due only
to the convective motions, and mean shear does not play
a role in melting the interface. However, this may not be
true for very large values of Pe [45]. The mean shear flow
7FIG. 8. Temperature fields for Ra = 2.15× 103 and (a) Pe =
10 and (b) Pe = 50 at t = 49.84. Convective motions are
suppressed for Pe = 50.
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FIG. 9. Nu as a function of Rib for different Pe. For each Pe,
the simulations cover the Ra range Ra ∈ [2.15× 103, 106].
has a considerable effect on the convective motions: for
Pe = 10 the convection cells are slightly distorted, but
for Pe = 50 the convective motions disappear completely.
This has a large impact on the heat transport.
To quantify the relative strengths of buoyancy and
mean shear, we introduce a bulk Richardson number, de-
fined as [41]
Rib =
g α∆T h0
U20
=
Ra · Pr
Pe2
, (30)
and use it to study the changes in Nu for different values
of Ra and Pe. In figure 9 we show the dependence of
Nu on Rib. For each Pe, the simulations are over the
Ra range Ra ∈ [2.15× 103, 106]. For Rib = O(1), the
mean shear dominates and hence the heat transport is
mainly due to conduction. However, for Rib  1 buoy-
ancy dominates and the values of Nu are close to those
for purely convective flow. For a fixed value of Ra, Nu
does not increase monotonically with decreasing Pe be-
cause the changes in the value of hm and, hence, Rae are
not monotonic with Pe.
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FIG. 10. NuPe = Nu × Pe−4/7 as a function of Rib. The
Nu(Pe,Rib) data sets shown in figure 9 collapse for this scal-
ing.
In order to determine Nu = Nu(Pe,Rib), we assume
that this functional relation is of the form
Nu = APeγ1 Riγ2b , (31)
where A, γ1, γ2 > 0. Writing equation 31 in terms of Pe
and Ra, we have
Nu = APeγ1−2 γ2 Raγ2 . (32)
In the limit Rib → ∞ and Pe = O(1), we expect the
Poiseuille flow to play no role in heat transport; hence,
we should recover the Nu−Ra scaling law for pure con-
vection. This leads to γ2 = 2/7 and γ1− 2 γ2 = 0, giving
γ1 = 4/7. Hence, from equation 31 we get
Nu
Pe4/7
= F(Rib), (33)
where F is a power-law function of Rib. In figure 10
we plot NuPe = Nu × Pe−4/7 vs. Rib, and observe
that this rescaling achieves a collapse of the different data
sets shown in figure 9. The collapsed data set can be
described using two power laws, which are obtained from
the linear least-squares fits to logNuPe − logRib data:
NuPe = 0.12×Ri0.52±0.04b (34)
for Rib ∈ [0.86, 100] and
NuPe = 0.28×Ri0.30±0.02b (35)
for Rib ∈ [100, 10000]. The Poiseuille flow is found to
appreciably affect the convective flow dynamics up to
Rib = O(100) (see figure 16); hence, the segmentation
of the NuPe(Rib) data set for determining the power
laws. The exponent of the second power law is close
to γ2 = 2/7, with the small difference indicating a weak
influence of the Poiseuille flow on the heat transport.
Travelling interfacial waves
One of the interesting results of Gilpin et al. [13] is that
under certain conditions a turbulent boundary layer flow
8FIG. 11. Travelling waves at the solid-liquid interface for
Ra = 4.64×104 and Pe = 20. The temperature fields are for:
(a) t = 6.70; (b) t = 7.24; and t = 7.77.
gives rise to travelling waves at the solid-liquid interface.
In their experiments, the interfacial waves developed and
propagated downstream over a period of 6 - 16 hours,
depending on the Reynolds numbers and temperature
boundary conditions. Toppaladoddi and Wettlaufer [25],
through their linear stability analysis of the Rayleigh-
Be´nard-Couette flow over a phase boundary, showed that
interfacial waves can be generated in the laminar regime
close to Ra = Rac for Pe ∈ [0, 0.22]. Hence, these waves
can potentially be associated with the presence of a mean
shear flow.
In figure 11, we show snapshots of the temperature
field for Pe = 20 and Ra = 4.64 × 104 at three differ-
ent times after the flow has reached a stationary state.
Focussing on the hot plumes, one can see that they are
advected along the domain by the Poiseuille flow. As
they are advected, they locally melt some of the solid.
The opposite is true for the cold plumes descending from
the interface: the solid grows locally as they are advected.
This pattern of local growth and melting gives rise to the
travelling wave that is seen in figure 11. This also implies
that the crests and troughs of the wave are locked in with
the convection cells.
It is easier to detect the presence of these travelling
waves by examining the evolution of the solid-liquid in-
terface at a fixed x. In figure 12, we show the change
in the height of the liquid layer at x = 4 in figure 11
with time. It is seen that there are periodic variations in
h(x = 4, t) due to the travelling interfacial wave.
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FIG. 12. Temporal evolution of the solid-liquid interface at
x = 4 for Pe = 20 and Ra = 4.64× 104.
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FIG. 13. Time series of horizontally averaged heat flux, nu(t),
for Pe = 20 and Ra = 104, 2.15 × 104, and 4.64 × 104. The
inset shows the oscillations for Ra = 2.15× 104.
From this, we see that a mean shear flow plays an im-
portant role in driving these waves. However, it is also
necessary that the convective flow is sufficiently strong
for it to create the arch-like features that are then ad-
vected. In the limits Rib  1 and Rib  1 the interfa-
cial wave vanishes. This is because in the former limit
the amplitude of the interfacial wave is negligibly small
as convective motions are suppressed, and in the latter
the mean shear flow is negligible.
Pattern competition
For the range of Ra and Pe, and hence Rib, studied
here, the heat flux reaches a steady value for Rib = O(1)
and Rib  1. However, for certain Pe and Ra it becomes
periodic. These values of Pe and Ra correspond to Rib ∈
[15, 95]. In figure 13 we show the nu(t) time series for
Pe = 20 and Ra = 104, 2.15 × 104, and 4.64 × 104. The
heat transport becomes steady for the lowest and highest
Ra here, but attains a periodic state for Ra = 2.15×104.
In order to understand this behaviour in the neigh-
bourhood of Pe = 20 and Ra = 2.15 × 104, we perform
additional simulations for Ra ∈ [1.2× 104, 4× 104]. The
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FIG. 14. Bifurcation diagram for Pe = 20 and Ra ∈[
1.2× 104, 4× 104]. In figure (a), the standard deviation of
the nu(t) time series, σnu, is plotted as function of Ra, and
in (b) σnu is plotted as a function of r = (Ra − Ra1)/Ra1,
where Ra1 denotes the Rayleigh number at the bifurcation
point and is 1.4 × 104 in this case. The circles are data
points from simulations and the dashed line in (b) is the fit
σnu = 0.46× r0.52±0.12.
amplitude of the oscillation is quantified using the stan-
dard the deviation of the nu(t) time series, σnu. Figure
14(a) shows the bifurcation diagram in this neighbour-
hood. We see that the oscillations in nu(t) first occur at
Ra = 1.6 × 104, reaching their maximum amplitude at
Ra = 3.4×104, and finally vanishing atRa = 4×104. The
oscillations also vanish at Ra = 3 × 104, where the heat
flux reaches a steady state. These windows of periodic
states are reminiscent of the window of “self-oscillations”
that is observed in the dynamics of the Sel’Kov oscillator
for certain range of its parameter values [46, 47].
The nature of this bifurcation can be established by
studying how σnu changes with changing r. Here, r =
(Ra−Ra1)/Ra1, whereRa1 denotes the Rayleigh number
at the bifurcation point. Figure 14(b) shows σnu as a
function of r. Using a least-squares fit, one can determine
that the increase in the amplitude close to the bifurcation
point can be described using
σnu = 0.46× r0.52±0.12, (36)
which is shown as the dashed line in figure 14(b). This
is remarkably close to σnu ∝ r0.5, which can be obtained
from the solution of the Landau equation [48]. This, cou-
pled with the fact that the bifurcation is from a steady to
periodic state, leads us to conclude that this is a super-
critical Hopf bifurcation. Although the transition from
steady to periodic state is more gradual, the transition
from periodic to steady state is relatively abrupt. Qual-
itatively similar behaviour is seen for Pe = 30, which
is shown in the bifurcation diagram in figure 15, and
Pe = 40 and 50. The different windows of self-oscillations
are shown in the (Pe,Rib) phase diagram in figure 16.
We should note that for Pe = 20 and 50 there are multi-
ple such windows.
To understand the origin of this bifurcation, we study
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FIG. 15. Bifurcation diagram for Pe = 30 and Ra ∈[
1.6× 104, 5.4× 104]. In figure (a), the standard deviation
of the nu(t) time series, σnu, is plotted as function of Ra, and
in (b) σnu is plotted as a function of r = (Ra − Ra1)/Ra1,
where Ra1 denotes the Rayleigh number at the bifurcation
point and is 1.8 × 104 in this case. The circles are data
points from simulations and the dashed line in (b) is the fit
σnu = 0.47× r0.47±0.06.
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FIG. 16. The (Rib, P e) phase diagram. Circles denote steady
final states and diamonds denote periodic final states.
the temperature fields for the three cases of figure 13.
These are shown in figure 17. We see that for Ra = 104
and Ra = 4.64× 104, the flow settles into a steady state
with three and four pairs of convection cells, respectively.
However, for Ra = 2.15 × 104, the latter pattern is not
stable, and the oscillations of the plumes are due to the
two competing spatial patterns [e.g., 49]. This meander-
ing of the plumes can also be seen in figure 18. The
maxima and minima of the oscillations in figure 13 cor-
respond to the phases when the plumes are aligned ver-
tically (figure 18(b)) and are deflected to the side (figure
18(c)), respectively. We should also note here that such
oscillatory behaviour is not observed when the fluid mo-
tions are purely convective. For some of the stable states
that occur between the periodic states in figure 16, we ob-
serve the stable flow pattern consists of only one pair of
convection cells. This is shown in figures 19(a) and 19(b)
for Pe = 20, Ra = 3×104 and Pe = 50, Ra = 1.16×105,
respectively.
This pattern competition can be understood by consid-
ering the principal effects of the Poiseuille flow and con-
10
FIG. 17. Temperature fields for Pe = 20 and (a) Ra = 104;
(b) Ra = 2.15× 104 and (c) Ra = 4.64× 104.
vection on the solid phase. For the range of Pe studied
here, the Poiseuille flow acts to inhibit vertical motions
thereby melting less of the solid phase. This results in a
relatively small change in the mean height of the liquid
layer, thus preferring convection cells of smaller aspect
ratio. However, convective motions lead to more melt-
ing of the solid phase, resulting in a larger change in the
mean height of the liquid layer. Thus, in this case, the
flow prefers convection cells of larger aspect ratio. The
competition between these two effects is what leads to
the observed pattern competition.
CONCLUSIONS
We have systematically studied the effects of Rayleigh-
Be´nard-Poiseuille flow on the evolution of a phase bound-
ary in two dimensions using a combination of LBM and
enthalpy method for the following range of control pa-
rameters: Ra ∈ [2.15× 103, 106] and Pe ∈ [0, 50]. The
following are the main conclusions of our study:
1. The critical Rayleigh number and wavenumber for
the onset of convection from our simulations were
found to be in very good agreement with the results
from the linear stability analysis of Davis et al. [6].
2. For pure convection, the dependence of Nu on
Rae can be represented as a power law Nu =
0.2×Ra0.285±0.009e for Rae ∈
[
5.5× 103, 6.4× 106].
The exponent β = 0.285 ± 0.009 is in excellent
FIG. 18. Snapshots of the temperature field for Pe = 20 and
Ra = 2.15× 104 for: (a) t = 13 (b) t = 13.4 and (c) t = 13.8.
FIG. 19. Snapshots of the temperature field for: (a) Pe = 20,
Ra = 3× 104 and (b) Pe = 50, Ra = 1.16× 105.
agreement with the previous DNS studies of clas-
sical RBC [23, 42, 43]. The prefactor in the power
law depends on the geometry [23] and is larger than
the prefactor for the classical RBC. Our Nu(Rae)
data were also shown to be in good agreement with
the results of Purseed et al. [24].
3. Introduction of a Poiseuille flow was shown to con-
siderably affect both the convective motions and
the solid-liquid interface. The relative effects of
mean shear and buoyancy were quantified using a
bulk Richardson number, Rib. For Rib = O(1),
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the mean shear flow dominates and the transport of
heat is predominantly due to conduction. However,
for Rib  1 buoyancy has a dominating influence
on the flow and on the evolution of the solid-liquid
interface.
4. For moderate values of Rib we observed travelling
waves at the interface, in qualitative agreement
with the experiments of Gilpin et al. [13] and the
linear stability analysis of Toppaladoddi and Wet-
tlaufer [25].
5. There are windows of self-oscillations for Pe =
20, 30, 40 and 50 and Rib ∈ [15, 95], which are
triggered by a pattern competition for convection
cells of a certain aspect ratio. These oscillatory
states were shown to occur through a supercritical
Hopf bifurcation. However, such states were not
observed for the case of purely convective flow.
The parameter phase space explored in this study was
limited to laminar flows. The onset of unsteadiness and
turbulence will have profound effects on the evolution of
this system, and is a part of our future work.
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