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ASYMPTOTICALLY EFFICIENT ESTIMATORS FOR STOCHASTIC
BLOCKMODELS: THE NAIVE MLE, THE RANK-CONSTRAINED
MLE, AND THE SPECTRAL
By Minh Tang and Joshua Cape and Carey E. Priebe
Johns Hopkins University
We establish asymptotic normality results for estimation of the
block probability matrixB in stochastic blockmodel graphs using spec-
tral embedding when the average degrees grows at the rate ofω(
√
n)
in n, the number of vertices. As a corollary, we show that when B
is of full-rank, estimates of B obtained from spectral embedding are
asymptotically efficient. When B is singular the estimates obtained
from spectral embedding can have smaller mean square error than
those obtained from maximizing the log-likelihood under no rank
assumption, and furthermore, can be almost as efficient as the true
MLE that assume known rk(B). Our results indicate, in the context
of stochastic blockmodel graphs, that spectral embedding is not just
computationally tractable, but that the resulting estimates are also ad-
missible, even when compared to the purportedly optimal but compu-
tationally intractable maximum likelihood estimation under no rank
assumption.
1. Introduction. Statistical inference on graphs is a burgeoning field of re-
search in machine learning and statistics, with numerous applications to so-
cial network, neuroscience, etc. Many of the graphs in application domains
are large and complex but nevertheless are believed to be composed of mul-
tiple smaller-scale communities. Thus, an essential task in graph inference
is detecting/identifying local (sub)communities. The resulting problem of
community detection on graphs is well-studied (see the survey [23]), with
many available techniques including those based on maximizing modu-
larity and likelihood [10, 13, 42, 49], random walks [44, 46], spectral clus-
tering [15, 34, 37, 41, 45, 51], and semidefinite programming [1, 26]. It is
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2 TANG, CAPE AND PRIEBE
widely known that under suitable models — such as the popular stochastic
blockmodel and its variants [28, 30, 39] — one can consistently recover the
underlying communities as the number of observed nodes increases, and
furthermore, there exist deep and beautiful phase transitions phenomena
with respect to the statistical and computational limits for recovery.
Another important question in graph inference is, subsequent to commu-
nity detection, that of characterizing the nature and/or structure of these
communities. One of the simplest and possibly most essential example is
determining the (community specific) tendencies/probabilities for nodes to
form link within and between communities. Consistent recovery of the un-
derlying communities yields a straightforward and universally employed
procedure for consistent estimation of these probabilities, namely averag-
ing the number of edges within a community and/or between commu-
nities. This procedure, when intepreted in the context of estimating the
parameters θ = (θ1, θ2, . . . , θr) of a collection of independent binomially
distributed random variables {X1,X2, . . . ,Xr} with Xi ∼ Bin(ni, θi), corre-
sponds to maximum likelihood estimation with no restrictive assumption
on the {θi}. However, in the context of graphs and communities, there are
often natural relationships among the communities; hence a graph with K
communities need not require K(K+1)/2 parameters to describe the within
and between community connection probabilities. The above procedure is
therefore potentially sub-optimal.
Motivated by the above observation, our paper studies the asymptotic prop-
erties of three different estimators for B, the matrix of edge probabilities
among communities, of a stochastic blockmodel graph. Two estimators are
based on maximum likelihood methods and the remaining estimator is
based on spectral embedding. We show that, given an observed graph with
adjacency matrix A, the most commonly used estimator — the MLE un-
der no rank assumption on B — is sub-optimal when B is not invertible.
Moreover, when B is singular, the estimator based on spectral embedding
A is often times better (smaller mean squared error) than the MLE under
no rank assumption, and is almost as efficient as the asymptotically (first-
order) efficient MLE whose parametrization depend on rk(B). Finally, when
B is invertible, the three estimators are asymptotically first-order efficient.
1.1. Background. We now formalize the setting considered in this paper. We
begin by recalling the notion of stochastic blockmodel graphs due to [28].
Stochastic blockmodel graphs and its variants, such as degree-corrected
blockmodels and mixed membership models [3, 30] are the most popular
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models for graphs with intrinsic community structure. In addition, they
are widely used as building blocks for constructing approximations (see
e.g., [4, 25, 31, 55]) of the more general latent position graphs or graphons
models [27, 35].
Definition 1. Let K > 1 be a positive integer and let pi ∈ SK−1 be a
non-negative vector in RK with
∑
k pik = 1; here SK−1 denote the K − 1
dimensional simplex in RK. Let B ∈ [0, 1]K×K be symmetric. We say that
(A,τ) ∼ SBM(B,pi) with sparsity factor ρ if the following hold. First τ =
(τ1, . . . , τn) where τi are i.i.d. with P[τi = k] = pik. Then A ∈ {0, 1}n×n is
a symmetric matrix such that, conditioned on τ, for all i 6 j the Aij are
independent Bernoulli random variables with E[Aij] = ρBτi,τj . We write
A ∼ SBM(B,pi)when onlyA is observed, i.e., τ is integrated out from (A,τ).
For (A,τ) ∼ SBM(B,pi) or A ∼ SBM(B,pi) with A having n vertices and
(known) sparsity factor ρ, the likelihood of (A, τ) and A are, respectively
L(A, τ;B,pi) =
( n∏
i=1
piτi
)(∏
i6j
(ρBτi,τj)
Aij(1 − ρBτi,τj)
1−Aij
)
,(1.1)
L(A;B,pi) =
∑
τ∈[K]n
L(A,τ;B,pi).(1.2)
When we observed A ∼ SBM(B,pi) with B ∈ [0, 1]K where ρ and K are
assumed known, a maximum likelihood estimate of pi and B is given by
(1.3) (Bˆ(N), pˆi) = argmax
B∈[0,1]K×K, pi∈SK−1
L(A;B,pi).
The maximum likelihood estimate (MLE) Bˆ(N) in Eq. (1.3) requires esti-
mation of the K(K + 1)/2 entries of B and is generally intractable as it
requires marginalization over the latent vertex-to-block assignment vector
τ. Another parametrization of B is via the eigendecomposition B = VDV>
where d = rk(B), V is a K×dmatrix with V>V = I and D is diagonal. This
parametrization results in the estimation of d(2K − d + 1)/2 6 K(K + 1)/2
parameters, with Kd − d(d + 1)/2 parameters being estimated for V (as
an element of the Stiefel manifold of orthonormal d frames in RK) and d
parameters estimated for D. Therefore, when d = rk(B) (in addition to ρ
and K) is also assumed known, another MLE of B and pi is given by
(1.4) (Bˆ(M), pˆi) = argmax
B∈[0,1]K×K, rk(B)=d, pi∈SK−1
L(A;B,pi).
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The MLE parametrization in Eq. (1.3) is the one that is universally used, see
e.g., [8, 13, 16, 49]; variants of MLE estimation such as maximization of the
profile likelihood [10] or variational inference [18] are also based solely on
approximating the MLE in Eq. (1.3). In contrast, the MLE parametrization
used in Eq. (1.4) has, to the best of our knowledge, never been considered
heretofore in the literature. We shall refer to Bˆ(N) and Bˆ(M) as the naive
MLE and the true (rank-constrained) MLE, respectively.
The estimator Bˆ(N) is asymptotically normal aroundB; in particular Lemma 1
(and its proof) in [8] states that
Theorem 1 ([8]). Let An ∼ SBM(B,pi) for n > 1 be a sequence of stochastic
blockmodel graphs with sparsity factors ρn. Let Bˆ(N) be the MLE of B obtained
from An with ρn assumed known. If ρn ≡ 1 for all n, then
n(Bˆ(N)kk − Bkk)
d−→ N
(
0,
2Bkk(1 − Bkk)
pi2k
)
, for k ∈ [K](1.5)
n(Bˆ(N)kl − Bkl)
d−→ N
(
0,
Bkl(1 − Bkl)
pikpil
)
, for k ∈ [K], l ∈ [K],k , l(1.6)
as n → ∞, and that the K(K + 1)/2 random variables {n(Bˆ(N)kl − Bkl)}k6l are
asymptotically independent. If, however, ρn → 0 with nρn = ω(logn), then
n
√
ρn(Bˆ
(N)
kk − Bkk)
d−→ N
(
0,
2Bkk
pi2k
)
, for k ∈ [K](1.7)
n
√
ρn(Bˆ
(N)
kl − Bkl)
d−→ N(0, Bkl
pikpil
)
, for k ∈ [K], l ∈ [K],k , l(1.8)
as n → ∞, and the K(K + 1)/2 random variables {n√ρn(Bˆ(N)kl − Bkl}k6l are
asymptotically independent.
Furthermore, Bˆ(N) is also purported to be optimal; Section 5 of [8] states
that
These results easily imply that classical optimality properties of these procedures1,
such as achievement of the information bound, hold.
We present a few examples in Section 2 illustrating that Bˆ(N) is optimal
only if B is invertible, and that in general, for singular B, Bˆ(N) is dominated
by the MLE Bˆ(M).
1The procedures referred to here are the MLE Bˆ(N) and its variational approximation as
introduced in [18].
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Another widely used technique, and computationally tractable alternative
to Bˆ(N), for estimating B is based on spectral embedding A. More specifi-
cally, given A ∼ SBM(B,pi) with known sparsity factor ρ, we consider the
following procedure for estimating B:
1. Assuming d = rk(B) is known, let A = UˆΛˆUˆ> + Uˆ⊥Λˆ⊥Uˆ>⊥ be the
eigendecomposition of A where Λˆ is the diagonal matrix containing
the d largest eigenvalues of A in modulus and Uˆ is the n × d matrix
whose columns are the corresponding eigenvectors of A.
2. Assuming K is known, cluster the rows of Uˆ into K clusters using
K-means, obtaining an “estimate” τˆ of τ.
3. For k ∈ [K], let sˆk be the vector in Rn where the i-th entry of sˆk is 1
if τˆi = k and 0 otherwise and let nˆk = |{i : τˆi = k}| be the number of
vertices assigned to block k.
4. Estimate Bkl by Bˆ
(S)
kl =
1
nˆknˆlρ
sˆ>k UˆΛˆUˆ
>sˆl.
The above procedure assumes d and K are known. When d is unknown,
it can be consistently estimated using the following approach: let dˆ be the
number of eigenvalues of A exceeding 4
√
δ(A) in modulus; here δ(A)
denotes the max degree of A. Then dˆ is a consistent estimate of d as n→∞.
This follows directly from tail bounds for ‖A − E[A]‖ (see e.g., [34, 43])
and Weyl’s inequality. The estimation of K is investigated in [33, 48] among
others, and is based on showing that if A is a K-block SBM, then there
exists a consistent estimate Ê[A] = (Aˆij) of E[A] such that the matrix A˜
with entries A˜ij = (Aij − Aˆij)/
√
(n− 1)Aˆij(1 − Aˆij) has a limiting Tracy-
Widom distribution, i.e., n2/3(λ1(A˜) − 2) converges to Tracy-Widom.
The above spectral embedding procedure (and related procedures based on
eigendecomposition of other matrices such as the normalized Laplacian) is
also well-studied, see e.g., [5, 9, 17, 22, 29, 34, 38, 41, 45, 51, 53] among others;
however, the available results mostly focused on showing that τˆ consistently
recovers τ. Since τˆ is almost surely an exact recovery of τ in the limit, i.e.,
τˆi = τi for all i as n → ∞ (see e.g., [38, 41]), the estimate of Bk` given
by 1nˆknˆ`ρ sˆ
>
kAsˆ` is a consistent estimate of B, and furthermore, coincides
with Bˆ(N) as n → ∞. The quantity UˆΛˆUˆ> − E[A] is also widely analyzed
in the context of matrix and graphon estimation using universal singular
values thresholding [14, 25, 31, 56]; the focus there had been in showing the
minimax rates of convergence of 1
n2
‖UˆΛˆUˆ>−E[A]‖F to 0 as n→∞. These
rates of convergence, however, do not translate to results on the limiting
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distribution of Bˆ(S)k` − Bk` =
1
nˆknˆ`ρ
sˆ>k UˆΛˆUˆ
>sˆ` − 1nkn`ρs
>
kE[A]s`.
In summary, formal comparisons between Bˆ(N) and Bˆ(S) are severely lack-
ing. Our paper addresses this important void in the literature. The contri-
butions of our paper are as follows. For stochastic blockmodel graphs with
sparisty factors ρn satisfying nρn = ω(
√
n), we establish asymptotic nor-
mality ofnρ1/2n (Bˆ(S)−B) in Theorem 2 and Theorem 3. As a corollary of this
result, we show that when B is of full-rank, that n
√
ρn(Bˆ(S) − B) has the
same limiting distribution asn
√
ρn(Bˆ(N)−B) given in Eq. (1.5) and Eq. (1.6)
and that both estimators are asymptotically efficient; the two estimators
Bˆ(M) and Bˆ(N) are identical in this setting. When B is singular, we show
thatn
√
ρn(Bˆ(S)−B) can have smaller variances thann
√
ρn(Bˆ(N)−B), and
thus a bias-corrected Bˆ(S) can have smaller mean square error than Bˆ(N),
and furthermore, that the resulting bias-corrected Bˆ(S) can be almost as
efficient as the asymptotically first-order efficient estimator Bˆ(M). Finally,
we also provide some justification of the potential necessity of the condition
that the average degree satisfies nρn = ω(
√
n); in essence, as ρn → 0, the
bias incurred by the low-rank representation UˆΛˆUˆ> of A overwhelms the
reduction in variance resulting from the low-rank representation.
2. Central limit theorem for Bˆ(S)k` . Let (A,τ) ∼ SBM(B,pi, ρ) be a stochas-
tic blockmodel graph on n vertices with sparsity factor ρ and rk(B) = d.
We first consider the setting wherein both τ and d are assumed known.
The setting wherein τ is unobserved and needs to be recovered will be ad-
dressed subsequently in Corollary 2, while the setting when d is unknown
was previously addressed following the introduction of the estimator Bˆ(S)
in Section 1. When τ is known, the spectral embedding estimate of Bkl
(with ρ assumed known) is Bˆ(S)kl =
1
ρnknl
s>k UˆΛˆUˆ
>sl where sk is the vector
whose elements {ski} are such that ski = 1 if vertex i is assigned to block k
and ski = 0 otherwise; here nk denote the number of vertices vi assigned
to block k.
We then have the following non-degenerate limiting distribution of Bˆ(S)−B.
We shall present two variants of this limiting distribution. The first variant,
Theorem 2, applies to the setting where the average degree grows linearly
with n, i.e., the sparsity factor ρn → c > 0; without loss of generality, we
can assume ρn ≡ c = 1. The second variant applies to the setting where the
average degree grows sub-linearly in n, i.e., ρn → 0 with nρn = ω(
√
n).
For ease of exposition, these variants (and their proofs) will be presented
using the following parametrization of stochastic blockmodel graphs as a
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sub-class of the more general random dot product graphs model [47, 57].
Definition 2 (Generalized random dot product graph). Let d be a positive
integer and p > 1 and q > 0 be such that p + q = d. Let Ip,q denote the
diagonal matrix whose diagonal elements contains p entries equaling 1 and
q entries equaling −1. Let X be a subset of Rd such x>Ip,qy ∈ [0, 1] for
all x,y ∈ X. Let F be a distribution taking values in X. We say (X,A) ∼
GRDPGp,q(F) with sparsity factor ρ ∈ (0, 1] if the following hold. First let
X1,X2, . . . ,Xn
i.i.d
∼ F and set X = [X1 | · · · | Xn]> ∈ Rn×d. Then A ∈ {0, 1}n×n
is a symmetric matrix such that, conditioned on X, for all i > j the Aij are
independent and
(2.1) Aij ∼ Bernoulli(ρX>i Ip,qXj).
We therefore have
(2.2) P[A | X] =
∏
i6j
(ρX>i Ip,qXj)
Aij(1 − ρX>i Ip,qXj)
(1−Aij).
It is straightforward to show that any stochastic blockmodel graph (A,τ) ∼
SBM(pi,B) can also be represented as a (generalized) random dot product
graph (X,A) ∼ GRDPGp,q(F) where F is a mixture of point masses. Indeed,
suppose B is a K× Kmatrix and let B = UΣU> be the eigendecomposition
of B. Then, denoting by ν1,ν2, . . . ,νK the rows of U|Σ|1/2, we can define
F =
∑K
k=1 pikδνk where δ is the Dirac delta function; p and q are given by
the number of positive and negative eigenvalues of B, respectively.
Theorem 2. Let A ∼ SBM(pi,B, ρn) be a K-block stochastic blockmodel graph
on n vertices with sparsity factor ρn = 1. Let ν1, . . . ,νK be point masses in Rd
such that Bk` = ν>k Ip,qν` and let ∆ =
∑
k pikνkν
>
k . For k ∈ [K] and ` ∈ [K], let
θk` be given by
θk` =
K∑
r=1
pir
(
Bkr(1 − Bkr) + B`r(1 − B`r)
)
ν>k∆
−1Ip,q∆−1ν`
−
K∑
r=1
K∑
s=1
pirpisBsr(1 − Bsr)ν>s ∆
−1Ip,q∆−1(ν`ν>k + νkν
>
` )∆
−1νs.
(2.3)
Now let ζk` = ν>k∆
−1ν`. Define σ2kk for k ∈ [K] to be
σ2kk = 4Bkk(1 − Bkk)ζ
2
kk + 4
∑
r
pirBkr(1 − Bkr)ζ2kr
( 1
pik
− 2ζkk
)
+ 2
∑
r
∑
s
pirpisBrs(1 − Brs)ζ2krζ
2
ks
(2.4)
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and define σ2k` for k ∈ [K], ` ∈ [K],k , ` to be
σ2k` =
(
Bkk(1 − Bkk) + B``(1 − B``)
)
ζ2k` + 2Bk`(1 − Bk`)ζkkζ``
+
∑
r
pirBkr(1 − Bkr)ζ2`r
( 1
pik
− 2ζkk
)
+
∑
r
pirB`r(1 − B`r)ζ2kr
( 1
pi`
− 2ζ``
)
− 2
∑
r
pir
(
Bkr(1 − Bkr) + B`r(1 − B`r)
)
ζkrζr`ζk`
+
1
2
∑
r
∑
s
pirpisBrs(1 − Brs)(ζkrζ`s + ζ`rζks)2.
(2.5)
Then for any k ∈ [K] and ` ∈ [K],
(2.6) n
(
Bˆ(S)k` − Bk` −
θkl
n
) d−→ N(0,σ2k`)
as n→∞.
Theorem 3. Let A ∼ SBM(pi,B, ρn) be a K-block stochastic blockmodel graph
on n vertices with sparsity factor ρn. Let ν1, . . . ,νK be point masses in Rd such
that Bk` = ν>k Ip,qν` and let ∆ =
∑
k pikνkν
>
k . For k ∈ [K] and ` ∈ [K], let θ˜k`
be given by
θ˜k` =
K∑
r=1
pir
(
Bkr + B`r
)
ν>k∆
−1Ip,q∆−1ν`
−
K∑
r=1
K∑
s=1
pirpisBsrν>s ∆
−1Ip,q∆−1(ν`ν>k + νkν
>
` )∆
−1νs,
(2.7)
let σ˜2kk for k ∈ [K] be
σ˜2kk = 4Bkkζ
2
kk + 4
∑
r
pirBkrζ2kr
( 1
pik
− 2ζkk
)2
+ 2
∑
r
∑
s
pirpisBrsζ2krζ
2
ks,
(2.8)
and let σ˜2k` for k ∈ [K], ` ∈ [K], k , ` be
σ˜2k` =
(
Bkk + B``
)
ζ2k` + 2Bk`ζkkζ`` − 2
∑
r
pir
(
Bkr + B`r
)
ζkrζr`ζk`
+
∑
r
pirBkrζ2`r
( 1
pik
− 2ζkk
)2
+
∑
r
pirB`rζ2kr
( 1
pi`
− 2ζ``
)2
+
1
2
∑
r
∑
s
pirpisBrs(ζkrζ`s + ζ`rζks)2.
(2.9)
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If ρn → 0 and nρn = ω(
√
n), then for any k ∈ [K] and ` ∈ [K],
(2.10) n
√
ρn
(
Bˆ(S)k` − Bk` −
θ˜kl
nρn
) d−→ N(0, σ˜2k`)
as n→∞.
The proofs of Theorem 2 and Theorem 3 are given in the appendix. As a
corollary of Theorem 2 and Theorem 3, we have the following result for the
asymptotic efficiency of Bˆ(S) whenever B is invertible (see also Theorem 1).
Corollary 1. Let A ∼ SBM(pi,B, ρn) be a K-block stochastic blockmodel graph
on n vertices with sparsity factor ρn. Suppose B is invertible. Then for all k ∈
[K], ` ∈ [K], σk` and σ˜k` as defined in Theorem 2 and Theorem 3 satisfy
θk` = 0; θ˜k` = 0(2.11)
σ2kk =
2Bkk(1 − Bkk)
pi2k
; σ2k` =
Bk`(1 − Bk`)
pikpi`
if k , `(2.12)
σ˜kk =
2Bkk
pi2k
; σ˜k` =
2Bk`
pikpi`
if k , `.(2.13)
Therefore, for all k ∈ [K], ` ∈ [K], if ρn ≡ 1, then
(2.14) n(Bˆ(S)k` − Bk`)
d−→ N(0,σ2k`).
as n→∞. If ρn → 0 and nρn = ω(√n), then
(2.15) nρ1/2n (Bˆ
(S)
k` − Bk`)
d−→ N(0, σ˜2k`).
as n→∞. Bˆ(S)k` is therefore asymptotically efficient for all k, `.
Proof of Corollary 1. The proof follows trivially from the observation
that ζrs = 1pir for r = s and ζrs = 0 otherwise. Indeed, ∆ =
∑
k pikνkν
>
k =
ν>Dνwhere ν is a K×Kmatrix with νIp,qν> = B andD = diag(pi). Hence
(2.16) ζrs = ν>r ∆
−1νs = ν
>
r ν
−1D−1(ν−1)>νs =
1
pir
1{r = s}.
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As an example, the expression for θk` in Eq. (2.3) reduces to
θk` =
K∑
r=1
pir
(
Bkr(1 − Bkr) + B`r(1 − B`r)
)
ν>k∆
−1Ip,q∆−1ν`
−
K∑
r=1
K∑
s=1
pirpisBsr(1 − Bsr)ν>s ∆
−1Ip,q∆−1
(
1{s=k}
pik
ν` +
1{s=`}
pi`
νk
)
= 0
for all k ∈ [K], ` ∈ [K]. The expression for σ2kk, σ˜2kk, σ2k` and σ˜2k` also follows
directly from Eq. (2.16). 
Remark. As a special case of Theorem 2, we consider the two blocks
stochastic blockmodel with block probability matrixB =
[
p2 pq
pq q2
]
and block
assignment probabilities pi = (pip,piq),pip + piq = 1. Then ∆ = pipp2 + piqq2
and Eq. (2.3) reduces to
θ11 =
2piqp2q2
∆3
(
pipp
2(1 − p2) + (piq − pip)pq(1 − pq) − piqq2(1 − q2)
)
,
θ12 =
pq
∆3
(
pipp
2(1 − p2)(piqq2 − pipp2) + (pip − piq)pq(1 − pq)(pipq2 − piqp2)
+piqq
2(1 − q2)(pipp2 − piqq2)
)
,
θ22 =
2pipp2q2
∆3
(
piqq
2(1 − q2) + (pip − piq)pq(1 − pq) − pipp2(1 − p2)
)
.
Meanwhile, we also have
σ211 =
8p6(1−p2)
∆2
(
1 − pipp
2
2∆
)2
+
4piqp3q3(1−pq)
pip∆2
(
1 − pipp
2
∆
)2
+
2pi2qp4q6(1−q2)
∆4
σ212 =
2pi2qp4q6(1−p2)
∆4
+
pippiqpq(1−pq)
∆4
(piqq4
pip
+
pipp
4
piq
)2
+
2pi2pp6q4(1−q2)
∆4
σ222 =
8q6(1−q2)
∆2
(
1 − piqq
2
2∆
)2
+
4pipp3q3(1−pq)
piq∆2
(
1 − piqq
2
∆
)2
+
2pi2pq4p6(1−p2)
∆4
.
The naive (MLE) estimator Bˆ(N) has asymptotic variances
Var[Bˆ(N)11 ] =
2p2(1−p2)
pi2p
; Var[Bˆ(N)12 ] =
pq(1−pq)
pippiq
; Var[Bˆ(N)22 ] =
2q2(1−q2)
pi2q
.
We now evaluate the asymptotic variances for the true (rank-constrained)
MLE. Suppose for simplicity that npip vertices are assigned to block 1 and
npiq vertices are assigned to block 2. Let n11 =
((npip+1)
2
)
, n12 = n2pippiq
and n22 =
((npip+1)
2
)
. Let A be given and assume for the moment that τ is
observed. Then the log-likelihood for A is equivalent to the log-likelihood
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for observing m11 ∼ Bin(n11,p2), m12 ∼ Bin(n12,pq) and m22 ∼ Bin(n22,q2)
with m11, m12, and m22 mutually independent. More specifically, ignoring
terms of the form
(
nij
mij
)
, we have
`(A | p,q) = m11 logp2 + (n11 −m11) log(1 − p2) +m12 logpq
+ (n12 −m12) log(1 − pq) +m22 logq2 + (n22 −m22) log(1 − q2)
We therefore have
Var
(
∂`
∂p
)
= Var
(
2m11p
p2
−
2(n11−m11)p
1−p2 +
m12q
pq −
(n12−m12)q
1−pq
)
= 4n111−p2 +
n12pq
p2(1−pq) .
Similarly,
Var
(
∂`
∂q
)
= n12pq
q2(1−pq) +
4n22
1−q2 ; Cov
(
∂`
∂p ,
∂`
∂q
)
= n121−pq .
Next we note that n11/n2 → pi2p/2, n12/n2 → pippiq and n22/n2 → pi2q/2. We
therefore have
1
n2
Var
[(
∂`
∂p ,
∂`
∂p
)]
a.s.−→ I :=
 2pi2p1−p2 + pippiqqp(1−pq) pippiq1−pq
pippiq
1−pq
2pi2q
1−q2 +
pippiqp
q(1−pq)

as n → ∞. Let (pˆ, qˆ) be the MLE of (p,q) (we emphasize that there is no
close form formula for the MLE pˆ and qˆ in this setting) and let J be the
Jacobian of B with respect to p and q, i.e., J> =
[
2p q 0
0 p 2q
]
. The classical
theory of maximum likelihood estimation (see e.g., Theorem 5.1 of [32])
implies that
n
(
vech(Bˆ(M) − B)
) d−→MVN(0, JI−1J>)
as n→∞, i.e., Bˆ(M) is asymptotically (first-order) efficient.
We now compare the naive estimator Bˆ(N), the ASE estimator Bˆ(S) and the
true MLE Bˆ(M) for the case when pip = 0.5 and ρn ≡ 1. Plots of the (ratio) of
the MSE (equivalently the sum of variancesσ211+σ
2
12+σ
2
22) for Bˆ
(S) (adjusted
for the bias termsθk`; see Corollary 2) against the MSE (equivalently the sum
of variances) of Bˆ(N) and the MSE of Bˆ(M) for p ∈ [0.1, 0.9] and q ∈ [0.1, 0.9]
are given in Figure 1. For this example, Bˆ(S) have smaller mean squared
error than Bˆ(N) over the whole range of p and q. In addition Bˆ(S) has mean
squared error almost as small as that of Bˆ(M) for a large range of p and q.
Remark. We next compare the three estimators Bˆ(S), Bˆ(M) and Bˆ(N) in the
setting of stochastic blockmodels with 3×3 block probability matrixBwhere
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Fig 1: The ratios MSE(Bˆ(S))/MSE(Bˆ(N)) and MSE(Bˆ(S))/MSE(Bˆ(M)) for
values of p ∈ [0.1, 0.9] and q ∈ [0.1, 0.9] in a 2-blocks rank 1 SBM. The
labeled lines in each plot are the contour lines for the MSE ratios. The
MSE(Bˆ(S)) is computed using the bias-adjusted estimates {Bˆ(S)ij − θˆij}i6j
(see Corollary 2).
B is positive semidefinite and rk(B) = 2. The minimal parametrization of B
requires 5 parameters (r1, r2, r3, θ,γ), namely
B11 = r21; B22 = r
2
2; B33 = r
2
3;
B12 = r1r2 cos θ; B13 = r1r3 cosγ; B23 = r2r3 cos(θ− γ).
Now let pi = (pi1,pi2,pi3) be the block assignment probability vector. Let
A ∼ SBM(B,pi) be a graph on n vertices and suppose for simplicity that the
number of vertices in block i is ni = npii. Let nii = n2i/2 for i = 1, 2, 3 and
nij = ninj if i , j. Let mij for i 6 j be independent random variables with
mij ∼ Bin(nij,Bij). Then, assuming τ is known, the log-likelihood for A is
`(A) = m11 log(r21) + (n11 −m11) log(1 − r
2
1) +m22 log(r
2
2) + (n22 −m22) log(1 − r
2
2)
+m33 log(r23) + (n33 −m33) log(1 − r
2
3) +m12 log(r1r2 cos θ)
+ (n12 −m12) log(1 − r1r2 cos θ) +m13 log(r1r3 cosγ)
+ (n13 −m13) log(1 − r1r3 cosγ) +m23 log(r2r3 cos(θ− γ))
+ (n23 −m23) cos(1 − r2r3 cos(θ− γ))
The Fisher information matrix I for (r1, r2, r3, θ,γ) in this setting is straight-
forward, albeit tedious, to derive.
Plots of the MSE (equivalently the sum of variances ) for the bias-adjusted
estimates Bˆ(S) against the MSE (equivalently the sum of variances) of the
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Fig 2: The ratios MSE(Bˆ(S))/MSE(Bˆ(N)) and MSE(Bˆ(S))/MSE(Bˆ(M)) for
values of r2 ∈ [0.1, 0.9] and θ ∈ [0.1, pi2 − 0.1] in a 3-block rank 2 SBM.
The labeled lines in each plot are the contour lines for the MSE ratios. The
MSE(Bˆ(S)) is computed using the bias-adjusted estimates {Bˆ(S)ij − θˆij}i6j
(see Corollary 2).
naive estimates Bˆ(N) and the true MLE estimates Bˆ(M) for a subset of the
parameters of a 3-blocks SBM with ρn ≡ 1 given in Figure 2. In Figure 2,
we fix pi = (1/3, 1/3, 1/3), r3 = 0.7, γ = 0.5, r1 = 1− r2, letting r2 and θ vary
in the intervals [0.1, 0.9] and [0.1, pi2 − 0.1], respectively. Once again, Bˆ
(S) has
smaller mean squared error than Bˆ(N) over the whole range of r2 and θ, and
has mean squared error almost as small as that of Bˆ(M) for a large range of
r2 and θ.
We emphasize that the rank assumptions placed on B in the previous two
examples are natural assumptions, i.e., there is no primafacie reason why B
needs to be invertible, and hence procedures that can both estimate rk(B)
and incorporate it in the subsequent estimation of B are equally flexible and
generally more efficient. This is in contrast to other potentially more restric-
tive assumptions such as assuming that B is of the form q11>+(p−q)I for
p > q (i.e., the planted-partitions model). Indeed, a K-block SBM from the
planted-partitions model is parametrized by two parameters, irrespective
of K and as such the three estimators considered in this paper are provably
sub-optimal for estimating the parameters of the planted partitions model.
3. Discussions. Theorem 2 and Theorem 3 were presented in the con-
text wherein the vertices to block assignments τ are assumed known. For
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unknown τ, Lemma 4 (presented below) implies that τˆ obtained using K-
means (or Gaussian mixture modeling) on the rows of Uˆ is an exact recovery
of τ, provided that nρn = ω(logn). The lemma implies Corollary 2 show-
ing that we can replace the quantities θk` and θ˜k` in Eq. (2.6) and Eq. (2.10)
of Theorem 2 and Theorem 3 by consistent estimates θˆk` without chang-
ing the resulting limiting distribution. We emphasize that it is essential for
Corollary 2 that τˆ is an exact recovery of τ in order for the limiting distri-
butions in Eq. (2.6) and Eq. (2.10) to remain valid when θˆk` is substituted
for θk` and θ˜k`. Indeed, if there is even a single vertex that is mis-clustered
by τˆ, then θˆk` as defined will introduce an additional (random) bias term
in the limiting distribution of Eq. (3.3).
Remark. For ease of exposition, bounds in this paper are often written as
holding “with high probability”. A random variable ξ ∈ R isOP(f(n)) if, for
any positive constant c > 0 there exists a n0 ∈N and a constantC > 0 (both
of which possibly depend on c) such that for all n > n0, |ξ| 6 Cf(n) with
probability at least 1−n−c; moreover, a random variable ξ ∈ R is oP(f(n)) if
for any positive constant c > 0 and any  > 0 there exists an0 ∈N such that
for all n > n0, |ξ| 6 f(n) with probability at least 1−n−c. Similarly, when
ξ is a random vector in Rd or a random matrix in Rd1×d2 , ξ = OP(f(n)) or
ξ = oP(f(n)) if ‖ξ‖ = OP(f(n)) or ‖ξ‖ = oP(f(n)), respectively. Here ‖x‖
denotes the Euclidean norm of x when x is a vector and the spectral norm
of x when x is a matrix. We write ξ = ζ + OP(f(n)) or ξ = ζ + oP(f(n)) if
ξ− ζ = OP(f(n)) or ξ− ζ = oP(f(n)), respectively.
Lemma 4. Let (An,Xn) ∼ GRDPGp,q(F) be a generalized random dot product
graph on n vertices with sparsity factor ρn. Let Uˆn(i) and Un(i) be the i-th row of
Uˆn and Un, respectively. Here Uˆn and Un are the eigenvectors of An and XnX>n
corresponding to the p + q largest eigenvalues (in modulus) of An and XnX>n .
Then there exist a (universal) constant c > 0 and a d× d orthogonal matrix Wn
such that, for nρn = ω(log2c(n),
(3.1) max
i∈[n]
‖WnUˆn(i) −Un(i)‖ = OP
( logc n
n
√
ρn
)
.
The proof of Lemma 4 is given in the appendix. If An ∼ SBM(B,pi) with
sparsity factor ρn and B is K × K, then the rows of Un take on at most K
possible distinct values. Moreover, for any vertices i and j with τi , τj,
‖Un(i)−Un(j)‖ > Cn−1/2 for some constant C depending only on B. Now
THE NAIVE, THE RANK-CONSTRAINED, AND THE SPECTRAL 15
if nρn = ω(log2c(n)), then Lemma 4 implies, for sufficiently large n,
‖WnUˆn(i) −Un(i)‖ < min
j : τj,i
‖WnUˆn(i) −Un(j)‖; for all i ∈ [n].
Hence, since Wn is an orthogonal matrix, K-means clustering of the rows
of Uˆn yield an assignment τˆ that is indeed, up to a permutation of the
block labels, an exact recovery of τ as n→∞. We note that Lemma 4 is an
extension of our earlier results on bounding the perturbation Uˆn − UnW
using the 2→∞matrix norm [12, 38, 39]. Lemma 4 is very similar in flavor
to a few recent results by other researchers [2, 20, 40] where eigenvector
perturbations ofAn (compared to the eigenvectors ofXnX>n ) in the `∞ norm
is established in the regime where nρn = ω(logc(n)) for some constant
c > 0.
Corollary 2. Assume the setting and notations of Theorem 2. AssumeK known,
let τˆ : [n] 7→ [K] be the vertex to cluster assignments when the rows of Uˆ are
clustered into K clusters. For k ∈ [K], let sˆk ∈ {0, 1}n where the i-th entry of sˆk is
1 if τˆi = k and 0 otherwise. Let nˆk = |{i : τˆi = k}| and let pˆik = nˆkn . For k ∈ [K],
let νˆk = 1nˆk sˆ
>
k UˆΛˆ
1/2, let Bˆk` = Bˆ
(S)
k` = νˆ
>
k Ip,qνˆ`, and let ∆ˆ =
∑
k pˆikνˆkνˆ
>
k .
For k ∈ [K] and ` ∈ [K], let θˆk` be given by
θk` =
K∑
r=1
pˆir
(
Bˆkr(1 − Bˆkr) + Bˆ`r(1 − Bˆ`r)
)
νˆ>k ∆ˆ
−1Ip,q∆ˆ−1ν`
−
K∑
r=1
K∑
s=1
pˆirpˆisBˆrs(1 − Bˆsr)νˆ>s ∆ˆ
−1Ip,q∆ˆ−1(νˆ`νˆ>k + νˆkνˆ
>
` )∆ˆ
−1νˆs.
(3.2)
Then there exists a (sequence of) permutation(s) ψ ≡ ψn on [K] such that for any
k ∈ [K] and ` ∈ [K],
(3.3) n(Bˆ(S)
ψ(k),ψ(`) − Bk` −
θˆk`
n )
d−→ N(0,σ2k`)
as n→∞.
An almost identical result hold in the setting when ρn → 0. More specif-
ically, assume the setting and notations of Theorem 3 and let νˆk, ∆ˆ and
Bˆ = Bˆ(S) be as defined in Corllary 2. Now let θˆk` be given by
θˆk` =
K∑
r=1
pˆir
(
Bˆkr + Bˆ`r
)
νˆ>k ∆ˆ
−1Ip,q∆ˆ−1ν`
−
K∑
r=1
K∑
s=1
pˆirpˆisBˆrsνˆ>s ∆ˆ
−1Ip,q∆ˆ−1(νˆ`νˆ>k + νˆkνˆ
>
` )∆ˆ
−1νˆs.
(3.4)
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Then there exists a (sequence of) permutation(s) ψ ≡ ψn on [K] such that
for any k ∈ [K] and ` ∈ [K],
(3.5) nρ1/2n (Bˆψ(k),ψ(`) − Bk` −
θˆk`
nρn
)
d−→ N(0, σ˜2k`)
as n→∞, ρn → 0 and nρn = ω(√n).
Finally, we provide some justification on the necessity of the assumption
nρn = ω(
√
n) in the statement of Theorem 3, even though Lemma 4 implies
that τˆ is an exact recovery of τ for nρn = ω(log2c(n)). Consider the case of
A being an Erdo˝s-Re´nyi graph on n vertices with edge probability p. The
estimate pˆobtained from the spectral embedding in this setting is 1
n2
λˆ(1>uˆ)2
where λˆ is the largest eigenvalue of A, 1 is the all ones vector, and uˆ is the
associated (unit-norm) eigenvector. Let e = n−1/21. We then have
n(pˆ− p) = 1n λˆ(1
>uˆ)2 − np = λˆ
(
(e>uˆ)2 − 1
)
+ λˆ− np.
When p remains constant as n changes, then the results of [24] implies
e>uˆ = 1 − 1−p2np + OP(n
−3/2) and λˆ − np = e>(A − E[A])e + (1 − p) +
OP(n
−1/2), from which we infer
n(pˆ− p) = −(1 − p) λˆnp + e
>(A− E[A])e+ (1 − p) +OP(n−1/2)
= e>(A− E[A])e+OP(n−1/2)
d−→ N(0, 2p(1 − p))
since e>(A − E[A])e is a sum of n(n + 1)/2 independent mean 0 random
variables with variance p(1−p). On the other hand, if p→ 0 as n increases,
then Theorem 6.2 of [21] (more specifically Eq. (6.9) and Eq. (6.26) of [21])
implies
e>uˆ = 1 − 1−p2np +OP
(
(np)−3/2 +
logcn
n
√
p
)
(3.6)
and
λˆ− np = e>(A− E[A])e+ e
>(A−E[A])2e
np +OP
(
(np)−1 +
logcn
n
√
p )
= e>(A− E[A])e+ (1 − p) +OP
(
(np)−1 +
logcn
n
√
p ).
(3.7)
The second equality in Eq. (3.7) follows from Lemma 6.5 of [21] which states
that e>(A − E[A])ke = e>E[(A − E[A])k]e +OP(
(np)k/2 logkc(n)√
n
) for some
universal constant c > 0 provided that np = ω(logn). Hence
(3.8) n(pˆ− p) = −(1 − p) λˆnp + e
>(A− E[A])e+ (1 − p) +OP((np)−1/2).
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Once again e>(A − E[A])e is a sum of n(n + 1)/2 independent mean 0
random variables with variance p(1 − p), but since p → 0, the individual
variance also vanishes as n → ∞. In order to obtain a non-degenerate
limiting distribution for e>(A − E[A])e, it is necessary that we consider
p−1/2e>(A−E[A])e. This, however, lead to non-trivial technical difficulties.
In particular,
np−1/2(pˆ− p) = p−1/2e>(A− E[A])e+ (1 − p)( λˆ−np
np3/2
) +OP(n
−1/2p−1)
= p−1/2e>(A− E[A])e
(
1 + 1−pnp
)
+OP(n
−1/2p−1)
upon iterating the term (λˆ−np). To guarantee thatOP(n−1/2p−1) vanishes
in the above expression, it might be necessary to require np = ω(
√
n). That
is to say, the expansions for e>uˆ and λˆ− np in Eq. (3.6) and Eq. (3.7) is not
sufficiently refined.
We surmise that to extend Theorem 3, even in the context of Erdo˝s-Re´nyi
graphs, to the setting wherein np = o(
√
n), it is necessary to consider
higher order expansion for e>uˆ and λˆ−np. But this necessitates evaluating
e>E[(A − E[A])k]e for k > 3, a highly non-trivial task; in particular np =
ω(logn)potentially require evaluatingE[e>(A−E[A])ke] fork = O(logn).
In a slightly related vein, [6] evaluates tr[E[(A−E[A])k in the case of Erdo˝s-
Re´nyi graphs and two-blocks planted partition SBM graphs.
Exact recovery of τ via τˆ is therefore not sufficient to guarantee control of
Bˆ(S)k` −Bk` = s
>
k (UˆΛˆUˆ
> −E[A])s`. In essence, as ρn → 0, the bias incurred
by the low-rank approximation UˆΛˆUˆ> of A overwhelms the reduction in
variance resulting from the low-rank approximation.
APPENDIX A: PROOF OF THEOREM 2 AND THEOREM 3
We first provide an outline of the main steps in the proof of Theorem 2 and
Theorem 3. We derive Eq. (2.10) (and analogously Eq. (2.6)) by considering
the following decomposition of (Bˆ(S)k` − Bk`)
nρ
1/2
n (Bˆ
(S)
k` − Bk`) =
nρ
1/2
n
nˆknˆ`ρ
sˆ>k UˆΛˆUˆ
>sˆ` − nρ
1/2
n
nkn`ρ
s>kE[A]s`
= nρ
−1/2
n
nkn`
s>k (UˆΛˆUˆ
> −UU>UˆΛˆUˆ>UU>)s`
+ nρ
−1/2
n
nkn`
s>kU(U
>UˆΛˆ−ΛU>Uˆ)Uˆ>UU>s`
+ nρ
−1/2
n
nkn`
s>kUΛ(U
>UˆUˆ>U− I)U>s`.
(A.1)
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Our proof proceeds by writing each term on the right hand side of Eq. (A.1)
as, when conditioned on P, linear combinations of the independent random
variables {Aij−Pij}i6j and residual terms of smaller order. More specifically,
letting E = A−P,ΠU = UU>,Π⊥U = I−ΠU and P
† = UΛ−1U> the Moore-
Penrose pseudoinverse of P, we show that
ξ
(1)
k` :=
nρ
−1/2
n
nkn`
s>k (UˆΛˆUˆ
> −UU>UˆΛˆUˆ>UU>)s`
= nρ
−1/2
n
nkn`
s>kΠ
⊥
U
(
EΠU + E2P†
)
s`
+ nρ
−1/2
n
nkn`
s>` Π
⊥
U
(
EΠU + E2P†
)
sk +OP(n
−1/2ρ−1n ),
(A.2)
ξ
(3)
k` :=
nρ
−1/2
n
nkn`
s>kUΛ(U
>UˆUˆ>U− I)U>s`.
= −nρ
−1/2
n
nkn`
s>kΠUE
2P†s` +OP(n−1/2ρ−1n ),
(A.3)
ξ
(2)
k` :=
nρ
−1/2
n
nkn`
s>kU(U
>UˆΛˆ−ΛU>Uˆ)Uˆ>UU>s`
= nρ
−1/2
n
nkn`
s>kΠUEΠUs` − ξ
(3)
kl +OP(n
−1/2ρ−1n ).
(A.4)
The above expressions for ξ(1)k` , ξ
(2)
kl and ξ
(3)
kl implies
nρ
1/2
n
nkn`
(Bˆ(S)k` − Bk`) =
nρ
−1/2
n
nkn`
(
s>k EΠUs` + s
>
` Π
⊥
UEΠUsk
)
+ nρ
−1/2
n
nkn`
(
s>kΠ
⊥
UE
2P†s` + s>` Π
⊥
UE
2P†sk
)
+OP(n
−1/2ρ−1n ).
(A.5)
We complete the proof of by showing that
Zkl :=
nρ
−1/2
n
nkn`
(
s>k EΠUs` + s
>
` Π
⊥
UEΠUsk
)
= nρ
−1/2
n
nkn`
tr E(ΠUs`s>k +ΠUsks
>
` Π
⊥
U )
= nρ
−1/2
n
nkn`
tr E(ΠUs`s>k +ΠUsks
>
` −ΠUsks
>
` ΠU)
(A.6)
converges to a normally distributed random variable, and that
(A.7) nnkn`
(
s>kΠ
⊥
UE
2P† + s>` Π
⊥
UE
2P†sk
) a.s.−→ {θk` if ρn ≡ 1
θ˜k` if ρn → 0
as n→∞. Note the difference in scaling for the convergence of Zkl (scaling
by nρ
−1/2
n
nkn`
) and the scaling in Eq. (A.7) (scaling by nnkn` ).
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We now provide the necessary details for the proof sketch outlined above.
We shall repeatedly make use of the following concentration bounds for
‖A − P‖ and related quantities. We consolidated these bounds in the fol-
lowing lemma.
Lemma 5. Let A ∼ GRDPGp,q(F) be a generalized random dot product graph
on n vertices with sparsity factor ρn. Suppose nρn = ω(log4(n)). Then
‖A− P‖ = OP((nρn)1/2)(A.8)
‖UU> − UˆUˆ>‖ = OP((nρn)−1/2)(A.9)
‖(I−UU>)Uˆ‖ = OP((nρn)−1/2).(A.10)
In addition, there exists an orthogonal matrix W such that
(A.11) ‖U>Uˆ−W‖ = OP((nρn)−1)
The bound for ‖A − P‖ in Eq. (A.8) is due to [36]. For ease of exposition,
we have stated Eq. (A.8) in the context of generalized random dot product
graph and hence the upper bound is given in terms of the factor nρn;
the original bound holds for the more general inhomogeneous random
graphs model where the upper bound is now given in terms of
√
δ where
δ = maxi
∑
j Pij is the maximum expected degree. Similar upper bounds
can be found in [34, 43, 54] with slightly different assumptions on P. The
bound for ‖UU> − UˆUˆ>‖ and ‖(I − UU>)Uˆ‖ then follows from Eq. (A.8)
and the Davis-Kahan theorem [19, 50, 58]. Eq. (A.11) follows from Eq. (A.9)
via the following argument. Let σ1,σ2, . . . ,σd denote the singular values of
U>Uˆ. Then σi = cos(θi) where the θi are the principal angles between the
subspaces spanned by U>Uˆ. Eq. (A.9) implies
‖UU> − UˆUˆ>‖ = max
i
| sin(θi)| = OP((nρn)−1/2).
Let W1ΣW>2 be the singular value decomposition of U
>Uˆ and let W =
W1W>2 . We then have
‖U>Uˆ−W‖F = ‖Σ− I‖F =
( d∑
i=1
(1 − σi)2
)1/2
6
d∑
i=1
(1 − σ2i) =
d∑
i=1
sin2(θi).
Hence ‖U>Uˆ−W‖F = OP((nρn)−1) as desired.
We shall also repeatedly make use of a von-Neumann expansion for Uˆ.
More specifically, from AUˆ = UˆΛ, we have
UˆΛˆ− (A− P)Uˆ = PUˆ
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which is a matrix Sylvester equation. The spectrum of Λˆ and the spectrum
of A − P are disjoint with high probability and hence Theorem VII.2.1 and
Theorem VII.2.2 in [7] implies
(A.12) Uˆ =
∞∑
k=0
(A− P)kPUˆΛˆ−(k+1) =
∞∑
k=0
(A− P)kUΛU>UˆΛˆ−(k+1).
with high probability. Eq. (A.12) also implies
(A.13) Π⊥U Uˆ = Π
⊥
U
∞∑
k=1
(A− P)kUΛU>UˆΛˆ−(k+1).
Several key steps in our proof of Theorem 2 and Theorem 3 proceed by using
Lemma 5 to truncate the series expansions in Eq. (A.12) and Eq. (A.13). More
specifically, we have the following result.
Lemma 6. Let A ∼ GRDPGp,q(F) be a generalized random dot product graph
on n vertices with sparsity factor ρn. Then with E = A− P, we have
U>UˆΛˆ−ΛU>Uˆ = U>AUˆ−U>PUˆ = U>
( ∞∑
k=1
EkUΛU>UˆΛˆ−k
)
= U>EUΛU>UˆΛˆ−1 +U>E2UΛU>UˆΛˆ−2 +OP((nρn)−1/2)
= U>EUU>Uˆ+U>E2UΛ−1U>Uˆ+OP((nρn)−1/2)
= OP(1).
(A.14)
U>UˆΛˆ−1 −Λ−1U>Uˆ = OP((nρn)−2)(A.15)
U>UˆΛˆ−2 −Λ−2U>Uˆ = OP((nρn)−3).(A.16)
In addition, we also have
Π⊥U Uˆ = Π
⊥
UEUΛU
>UˆΛˆ−2 +OP((nρn)−1)
= Π⊥UEUΛ
−1U>Uˆ+OP((nρn)−1)
= EUΛ−1U>Uˆ+OP((nρn)−1),
(A.17)
Π⊥U UˆΛˆ = Π
⊥
UE
(
UΛU>UˆΛˆ−1 + EUΛU>UˆΛˆ−2
)
+OP((nρn)
−1/2)
= Π⊥UEΠUUˆ+Π
⊥
UE
2UΛ−1U>Uˆ+OP((nρn)−1/2).
(A.18)
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Proof. We first derive parts of Eq. (A.14). From Lemma 5, we obtain∥∥∥ ∞∑
k=3
EkUΛU>Λˆ−k
∥∥∥ 6 ∞∑
k=3
‖Ek‖ × ‖Λ‖ × ‖Λˆ−k‖
6
∞∑
k=3
OP(nρn)
−(k−1)/2) = OP((nρn)
−1/2).
and hence
U>UˆΛˆ−ΛU>Uˆ = U>EUΛU>UˆΛˆ−1 +U>E2UΛU>UˆΛˆ−2
+OP((nρn)
−1/2).
(A.19)
Let ui denote the i-th column of U. We note that U>EU is a d × d matrix
whose ij-th entry can be written asu>i Euj. Now, conditioned onP,u
>
i Euj is
a sum of independent mean 0 random variables, and hence, by Hoeffding’s
inequality, u>i Euj = OP(1). A union bound over the d(d + 1)/2 upper
triangular entries of U>EU then yield ‖U>EU‖ = OP(1). We therefore have
‖U>UˆΛˆ−ΛU>Uˆ‖ 6 ‖U>EU‖ × ‖Λ‖ × ‖Λˆ‖−1 + ‖E2‖ × ‖Λ‖ × ‖Λˆ‖−2
+OP((nρn)
−1/2) = OP(1).
We next show Eq. (A.15). Let ωij denote the ij-th entry of U>Uˆ and let λˆi
and λi denote the i-th diagonal element of Λˆ andΛ respectively, i.e., λˆi and
λi are the i-th largest eigenvalue, in modulus, of A and P. Then the ij- th
entry of U>UˆΛˆ−1 −Λ−1U>Uˆ can be written as
ωij
(
λˆ−1j − λ
−1
i ) = ωij
λi − λˆj
λiλˆj
.
Therefore, letting H denote the d × d matrix whose ij-th entry is λ−1i λˆ−1j ,
we have (with ◦ denoting the Hadamard product between matrices)
U>UˆΛˆ−1 −Λ−1U>Uˆ = (ΛU>Uˆ−U>UˆΛˆ) ◦H = OP((nρn)−2).
Eq. (A.16) is derived in an analogous manner. More specifically, let H˜denote
the d× dmatrix whose ij-th entry is λˆ−2j λ−2i (λˆj + λi), we have
U>UˆΛˆ−2 −Λ−2U>Uˆ = (ΛU>Uˆ−U>UˆΛˆ) ◦ H˜ = OP((nρn)−3).
We then apply Eq. (A.15) and Eq. (A.16) to Eq. (A.19) and obtain another
representation for U>UˆΛˆ−ΛU>Uˆ, namely
U>UˆΛˆ−ΛU>Uˆ = U>EUU>Uˆ+U>E2UΛ−1U>Uˆ+OP((nρn)−1/2).
Eq. (A.14) is thereby established. Eq. (A.17) and Eq. (A.18) is derived in a
similar manner to that of Eq. (A.14). 
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Deriving Eq. (A.3) and Eq. (A.4). We start with the observation
U>UˆUˆ>U− I = U>UˆW>WUˆ>U− I
= −(U− UˆW>)>(U− UˆW) +U>(U− UˆW)(U− UˆW)>U.
Now ‖U>(U − UˆW)‖ = ‖I − Σ‖ where Σ is the diagonal matrix whose
diagonal entries are the singular values of U>Uˆ. Lemma 5 then implies
‖U>(U− UˆW)‖ = OP((nρn)−1) and hence
(A.20) U>UˆUˆ>U− I = −(U− UˆW>)>(U− UˆW) +OP((nρn)−2).
We recall the following bounds
‖sk‖ = √nk = Θ(
√
n); ‖s`‖ = √n` = Θ(
√
n)(A.21)
nρn = ω(
√
n); ‖Λ‖ = OP(nρn).(A.22)
Eq. (A.20) and Lemma 6 then imply
ξ
(3)
k` = −
nρ
−1/2
n
nkn`
s>kUΛ(U− UˆW
>)>(U− UˆW)U>s` +OP(n−1ρ
−3/2
n )
= −nρ
−1/2
n
nkn`
s>kUU
>(A− P)(U− UˆW)U>s` +OP(n−1/2ρn) +OP(n−1ρ
−3/2
n )
= −nρ
−1/2
n
nkn`
s>kUU
>(A− P)2UΛ−1U>s` +OP(n−1/2ρn)
thereby establishing Eq. (A.3).
We next derive Eq. (A.4). We recall Eq. (A.14) in Lemma 6, namely that
U>UˆΛˆ−ΛU>Uˆ = U>EUU>Uˆ+U>E2UΛ−1U>Uˆ+OP((nρn)−1/2).
We therefore have, in conjunction with Eq. (A.20), that
(U>UˆΛˆ−ΛU>Uˆ)Uˆ>U = U>EU+U>E2UΛ−1 +OP((nρn)−1/2).
and hence
ξ
(2)
k` =
nρ
−1/2
n
nkn`
(s>kU(U
>UˆΛˆ−ΛU>Uˆ)Uˆ>UU>s`)
= nρ
−1/2
n
nkn`
s>kU
(
U>EU+U>E2UΛ−1 +OP((nρn)−1/2)
)
U>s`
= nρ
−1/2
n
nkn`
s>k
(
ΠUEΠU +ΠUE2P†
)
s` +OP(n
−1/2ρ−1n )
= nρ
−1/2
n
nkn`
s>kΠUEΠUs` − ξ
(3)
kl +OP(n
−1/2ρ−1n ).
as desired.
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Deriving Eq. (A.2). We start with the decomposition
UˆΛˆUˆ> −UU>UˆΛˆUˆ>UU> = UˆΛˆUˆ> −ΠUUˆΛˆUˆ>ΠU
= Π⊥U UˆΛˆUˆ
>Π⊥U +Π
⊥
U UˆΛˆUˆ
>ΠU +ΠUUˆΛˆUˆ>Π⊥U .
Now let ω(1)kl =
nρ
−1/2
n
nkn`
s>kΠ
⊥
U UˆΛˆUˆ
>Π⊥s`. By Eq. (A.18) in Lemma 6, we
have
ω
(1)
kl =
nρ
−1/2
n
nkn`
s>kΠ
⊥
U UˆΛˆUˆ
>Π⊥Us`
= nρ
−1/2
n
nkn`
s>k
(
Π⊥UEΠUUˆ+Π
⊥
UE
2UΛ−1U>Uˆ+OP((nρn)−1/2)
)
Uˆ>Π⊥Us`
From Lemma 5, we have ‖Π⊥U Uˆ‖ = OP((nρn)−1/2), and hence
ω
(1)
kl =
nρ
−1/2
n
nkn`
s>kΠ
⊥
UEUΛU
>UˆΛˆ−1Uˆ>Π⊥Us` +OP(n
−1/2ρ−1n )
Now, conditional on P, s>kΠ
⊥
U (A− P)U is vector in R
d whose elements are
sum of independent mean 0 random variables. Therefore, by Hoeffding’s
inequality and the fact that ‖sk‖ = Θ(
√
n) and ‖U‖F =
√
d, we have
s>kΠ
⊥
U (A− P)U = OP(
√
n)
and thus
|ω
(1)
kl | = |
nρ
−1/2
n
nkn`
s>kΠ
⊥
U UˆΛˆUˆ
>Π⊥Us`|
6 ρ−1/2n × ‖Λ‖ × ‖Λˆ−1‖ × ‖Uˆ>Π⊥U‖+OP(n−1/2ρ−1n )
= OP(n
−1/2ρ−1n ).
(A.23)
Next letω(2)kl :=
nρ
−1/2
n
nkn`
s>kΠ
⊥
U UˆΛˆUˆ
>ΠUs`. Once again Eq. (A.18) implies
ω
(2)
kl =
nρ
−1/2
n
nkn`
s>kΠ
⊥
U
(
EUΛU>UˆΛˆ−1 + E2UΛU>UˆΛˆ−2 +OP((nρn)−1/2)
)
Uˆ>ΠUs`
= nρ
−1/2
n
nkn`
s>kΠ
⊥
U
(
EUΛU>UˆΛˆ−1 + E2UΛU>UˆΛˆ−2)Uˆ>ΠUs` +OP((nρn)−1/2)
Applying Eq. (A.15) and Eq. (A.16) to the above yield
ω
(2)
kl =
nρ
−1/2
n
nkn`
s>k
(
Π⊥UEUU
>UˆUˆ>ΠU+Π⊥UE
2UΛ−1U>UˆUˆ>ΠU
)
s`+OP((nρn)
−1/2).
Using Eq. (A.20), we replace UU>UˆUˆ> by I and replace U>UˆUˆ>ΠU =
U>UˆUˆ>UU> by U> in the above display, thereby obtaining
ω
(2)
kl =
nρ
−1/2
n
nkn`
s>k
(
Π⊥UEΠU +Π
⊥
UE
2UΛ−1U>
)
s` +OP((nρn)
−1/2).
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By exchanging k and `, we also have
ω
(3)
kl :=
nρ
−1/2
n
nkn`
s>` Π
⊥
U UˆΛˆUˆ
>ΠUsk
= nρ
−1/2
n
nkn`
s>` (Π
⊥
UEΠU +Π
⊥
UE
2UΛ−1U>
)
sk +OP(n
−1/2ρ−1n )
Combining the above expressions forω(1)kl ,ω
(2)
kl andω
(3)
kl , we obtain
ξ
(3)
kl = ω
(1)
kl +ω
(2)
kl +ω
(3)
kl
= nρ
−1/2
n
nkn`
(
s>kΠ
⊥
UEΠUs` + s
>
kΠ
⊥
UE
2P†s` + s>` Π
⊥
UEΠUsk + s
>
` Π
⊥
UE
2P†sk
)
+OP(n
−1/2ρ−1n )
as desired.
Deriving Eq. (2.4), Eq. (2.5), Eq. (2.8) and Eq. (2.9). We first recall Eq. (A.6),
Zkl =
nρ
−1/2
n
nkn`
tr (A− P)(ΠUs`s>k +ΠUsks
>
` −ΠUsks
>
` ΠU).
With M = ΠUs`s>k +ΠUsks
>
` −ΠUsks
>
` ΠU, we have
Zkl =
nρ
−1/2
n
nkn`
∑
i
∑
j
(Aij − Pij)Mij
= nρ
−1/2
n
nkn`
(∑
i<j
(Aij − Pij)(Mij +Mji) +
∑
i
(Aii − Pii)Mii
)(A.24)
which is a sum of n(n + 1)/2 independent mean 0 random variables. By
the Lindeberg-Feller central limit theorem, Zkl
d−→ N(0, Var[Zkl]). All that
remains is to evaluate Var[Zkl].
Let X be the n× dmatrix such that Xi, the i-th row of X, is νk if τi = k, i.e.,
XIp,qX> = E[A]. We observe that ΠU = UU> = X(X>X)−1X> as ΠU is the
orthogonal projection onto the column space of XIp,qX> which coincides
with that of X. Let τ = (τ1, . . . , τn) be the vertices to block assignments of
A. Then the ij-th entries ofΠUs`s>k ,ΠUs`s
>
k , andΠUsks
>
` ΠU are
(ΠUs`s
>
k )ij = n`X
>
i (X
>X)−1ν` ∗ 1{τj = k},
(ΠUsks
>
` )ij = nkX
>
i (X
>X)−1νk ∗ 1{τj = `},
(ΠUsks
>
` ΠU)ij = nkn`X
>
i (X
>X)−1νkν>l (X
>X)−1Xj,
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and hence
Mij +Mji = nkν>` (X
>X)−1
(
Xi1{τj = k}+ Xj1{τi = k}
)
+ n`ν
>
k (X
>X)−1
(
Xi1{τj = `}+ Xj1{τi = `}
)
− nkn`X
>
i (X
>X)−1
(
ν`ν
>
k + νkν
>
`
)
(X>X)−1Xj.
(A.25)
Next, we note that
Var[Zkl] =
n2ρ−1n
n2kn
2
`
∑
i<j
Pij(1 − Pij)(Mij +Mji)2 +
n2ρ−1n
n2kn
2
`
∑
i
Pii(1 − Pii)M2ii
= n
2ρ−1n
2n2kn
2
`
∑
i
∑
j
Pij(1 − Pij)(Mij +Mji)2 + oP(1)
= Skk + 2Sk` + S`` + 2Sko + 2S`o + Soo + oP(1)
where each S∗∗ correspond to summing ηij := Pij(1−Pij)(Mij+Mji)2 over
some subset of the indices (i, j), namely
Skk =
n2ρ−1n
2n2kn
2
`
∑
τi=k
∑
τj=k
ηij, S`` =
n2ρ−1n
2n2kn
2
`
∑
τi=`
∑
τj=`
ηij,
Sk` =
n2ρ−1n
2n2kn
2
`
∑
τi=k
∑
τj=`
ηij, Sko =
n2ρ−1n
2n2kn
2
`
∑
τi=k
∑
τj<{k,`}
ηij,
S`o =
n2ρ−1n
2n2kn
2
`
∑
τi=`
∑
τj<{k,`}
ηij, Soo =
n2ρ−1n
2n2kn
2
`
∑
τi<{k,`}
∑
τj<{k,`}
ηij.
If k , `, then for (i, j) such that τi = k and τj = k, Eq. (A.25) yield
Mij +Mji = 2n`ν>k (X
>X)−1ν` − 2nkn`ν>k (X
>X)−1ν`ν>k (X
>X)−1νk.
and hence, since Pij = ρnBτi,τj ,
Skk =
2n2ρ−1n
n2kn
2
`
n2kρnBkk(1 − ρnBkk)(n`ν
>
k (X
>X)−1ν` − nkn`ν>k (X
>X)−1ν`ν>k (X
>X)−1νk)2
= 2Bkk(1 − ρnBkk)(ν>k (
X>X
n )
−1ν` −
nk
n ν
>
k (
X>X
n )
−1ν`ν
>
k (
X>X
n )
−1νk)
2
We therefore have
Skk
a.s.−→
{
2Bkk(1 − Bkk)ζ2k`(1 − pikζkk)
2 if ρn ≡ 1 for all n
2Bkkζ2k`(1 − pikζkk)
2 if ρn → 0
as n→∞. Similarly, we have
S``
a.s.−→
{
2B``(1 − B``)ζ2k`(1 − pi`ζ``)
2 if ρn ≡ 1 for all n
2B``ζ2k`(1 − pi`ζ``)
2 if ρn → 0
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as n→∞. If k , `, then for (i, j) with τi = k and τj = `, Eq. (A.25) yield
Mij +Mji = n`ν>` (X
>X)−1ν` + nkν>k (X
>X)−1νk
− nkn`ν
>
k (X
>X)−1νkν>` (X
>X)−1ν` − nkn`(ν>k (X
>X)−1ν`)2
and hence
Sk`
a.s.−→
{
1
2pikpi`Bk`(1 − Bk`)
( 1
pik
ζ`` +
1
pi`
ζkk − ζkkζ`` − ζ
2
k`
)2 if ρn ≡ 1
1
2pikpi`Bk`
( 1
pik
ζ`` +
1
pi`
ζkk − ζkkζ`` − ζ
2
k`
)2 if ρn → 0
as n→∞. If k , ` then for (i, j) with τi = k, τj < {k, `}, Eq. (A.25) yield
Mij +Mji = n`X>j (X
>X)−1ν` − nkn`ν>k (X
>X)−1νkν>` (X
>X)−1Xj
− nkn`ν
>
k (X
>X)−1ν`ν>k (X
>X)−1Xj
and hence
Sko
a.s.−→
{
1
2
∑
r<{k,`} pikpirBkr(1 − Bkr)(
1
pik
ζ`r − ζkkζ`r − ζk`ζkr)
2 if ρn ≡ 1
1
2
∑
r<{k,`} pikpirBkr(
1
pik
ζ`r − ζkkζ`r − ζk`ζkr)
2 if ρn → 0
as n→∞. By symmetry, we also have
Sko
a.s.−→
{
1
2
∑
r<{k,`} pi`pirB`r(1 − B`r)(
1
pi`
ζkr − ζ``ζkr − ζk`ζ`r)
2 if ρn ≡ 1
1
2
∑
r<{k,`} pi`pirB`r(
1
pi`
ζkr − ζ``ζkr − ζk`ζ`r)
2 if ρn → 0
Finally, when (i, j) is such that τi < {k, `} and τj < {k, `}, Eq. (A.25) yield
Mij +Mji = −nkn`X>i (X
>X)−1(νkν>` + ν`ν
>
k )(X
>X)−1Xj
and thus
Soo
a.s.−→
{
1
2
∑
r<{k,`}
∑
s<{k,`} pirpisBrs(1 − Brs)(ζkrζ`s + ζ`rζks)
2 if ρn ≡ 1
1
2
∑
r<{k,`}
∑
s<{k,`} pirpisBrs(ζkrζ`s + ζ`rζks)
2 if ρn → 0
as n → ∞. Combining the above expressions for Skk,Sk`,S``,S`o,Sko and
Soo yield σ2k` and σ˜
2
k`. For example, with ρn ≡ 1,
σ2k` = 2Bkk(1 − Bkk)ζ
2
k`(1 − pikζkk)
2 + 2B`(1 − B``)ζ2k`(1 − pi`ζ``)
2
+ pikpi`Bk`(1 − Bk`)
( 1
pik
ζ`` +
1
pi`
ζkk − ζkkζ`` − ζ
2
k`
)2
+
∑
r<{k,`}
pikpirBkr(1 − Bkr)( 1pik ζ`r − ζkkζ`r − ζk`ζkr)
2
+
∑
r<{k,`}
pikpirBkr(1 − Bkr)( 1pik ζ`r − ζkkζ`r − ζk`ζkr)
2
+ 12
∑
r<{k,`}
∑
s<{k,`}
pirpisBrs(1 − Brs)(ζkrζ`s + ζ`rζks)2
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for when k , `. Straightforward manipulations then yield the form given
in Eq. (2.5).
Whenk = `, the term Var[Zkk] is decomposed as Var[Zkk] = Skk+2Sko+Soo
where we now have
Skk =
n2ρ−1n
2n4k
∑
τi=k
∑
τj=k
ηij, Sko =
n2ρ−1n
2n4k
∑
τi=k
∑
τj,k
ηij, Soo =
n2ρ−1n
2n4k
∑
τi,k
∑
τj,k
ηij.
If k = `, then for (i, j) such that τi = k = ` and τj = k = `, Eq. (A.25) yield
Mij +Mji = 4nkν>k (X
>X)−1νk − 2n2k(ν
>
k (X
>X)−1νk)2
from which we obtain
Skk
a.s.−→
{
2Bkk(1 − Bkk)ζ2kk(2 − pikζkk)
2 if ρn ≡ 1 for all n
2Bkkζ2kk(2 − pikζkk)
2 if ρn → 0.
If k = `, then for (i, j) such that τi = k and τj , k, Eq. (A.25) yield
Mij +Mji = 2nkν>k (X
>X)−1Xj − 2n2kν
>
k (X
>X)−1νkν>k (X
>X)−1Xj
and thus
Sko
a.s.−→
{
2
∑
r,k pikpirBkr(1 − Bkr)ζ
2
kr(
1
pik
− ζkk)
2 if ρn ≡ 1 for all n
2
∑
r,k pikpirBkrζ
2
kr(
1
pik
− ζkk)
2 if ρn → 0.
Finally, for k = ` and τi , k, τj , k, we have
Mij +Mji = −2n2kXi(X
>X)−1νkν>k (X
>X)−1Xj
Soo =
a.s.−→
{
2
∑
r,k
∑
s,k pirpisBrs(1 − Brs)ζ
2
krζ
2
ks if ρn ≡ 1
2
∑
r,k
∑
s,k pirpisBrsζ
2
krζ
2
ks if ρn → 0.
Combining the above expressions for Skk,Sko and Soo and some straight-
forward manipulations yield us Eq. (2.4) and Eq. (2.8).
Deriving Eq. (2.3) and Eq. (2.7). Our argument is similar to that of [52]
and is based on a log-Sobolev concentration inequality of [11] which yield
n
nkn`
s>kΠ
⊥
U (A− P)
2UΛ−1U>s` = E[ nnkn` s
>
kΠ
⊥
U (A− P)
2UΛ−1U>s`] +OP(n−1/2)
n
nkn`
s>` Π
⊥
U (A− P)
2UΛ−1U>sk = E[ nnkn` s
>
` Π
⊥
U (A− P)
2UΛ−1U>sk] +OP(n−1/2)
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where the expectations are taken with respect to A, conditional on P. We
now evaluate θ(1)k` :=
n
nkn`
E[s>kΠ
⊥
U (A−P)
2UΛ−1U>s`]. LetD = E[(A−P)]2
be the diagonal matrix whose diagonal entries are
Dii =
∑
j
Pij(1 − Pij) = ρn
K∑
r=1
nrX
>
i Ip,qνr(1 − ρnX
>
i Ip,qνr).
Next, we noteUΛU> = P = ρnXIp,qX> andUΛ−1U> is the Moore-Penrose
pseudo-inverse P† of P. Since the Moore-Penrose pseudoinverse of P is
unique, we therefore have
UΛ−1U> = P† = (ρnXIp,qX>)† = ρ−1n X(X
>X)−1Ip,q(X>X)−1X>.
We then have
θ
(1)
k` =
n
nkn`
s>kΠ
⊥
UE[(A− P)
2]UΛ−1U>s`
= nρnnkn` s
>
kΠ
⊥
UDX(X
>X)−1Ip,q(X>X)−1X>s`
= nρnnkn` s
>
k (I− X(X
>X)−1X>)DX(X>X)−1Ip,q(X>X)−1X>s`
= nρnnk
(
s>kDX(X
>X)−1Ip,q(X>X)−1ν` − nkν>k (X
>X)−1X>DX(X>X)−1Ip,q(X>X)−1ν`
)
Letting ζ(1)kl =
n
ρnnk
s>kDX(X
>X)−1Ip,q(X>X)−1ν`, some straightforward
simplifications yield
ζ
(1)
kl =
n
ρnnk
s>kDX(X
>X)−1Ip,q(X>X)−1ν`
= n
K∑
r=1
nrν
>
k Ip,qνr(1 − ρnν
>
k Ip,qνr)ν
>
k (X
>X)−1Ip,q(X>X)−1ν`
a.s.−→
{∑K
r=1 pirBkr(1 − Bkr)ν
>
k∆
−1Ip,q∆−1ν` if ρn ≡ 1∑K
r=1 pirBkrν
>
k∆
−1Ip,q∆−1ν` if ρn → 0
asn→∞. Similarly, lettingζ(2)k` = nρ−1n ν>k (X>X)−1X>DX(X>X)−1Ip,q(X>X)−1ν`,
ζ
(2)
kl = nρ
−1
n
∑
i
ν>k (X
>X)−1XiDiiX>i (X
>X)−2ν`
= n
K∑
s=1
nsν
>
k (X
>X)−1νs
K∑
r=1
nrν
>
s Ip,qνr(1 − ρnν
>
s Ip,qνr)ν
>
s (X
>X)−1Ip,q(X>X)−1ν`
a.s.−→
{∑K
s=1
∑K
r=1 pirpisν
>
k∆
−1νsBsr(1 − Bsr)ν>s ∆−1Ip,q∆−1ν` if ρn ≡ 1∑K
s=1
∑K
r=1 pirpisν
>
k∆
−1νsBsrν>s ∆−1Ip,q∆−1ν` if ρn → 0
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as n→∞. Now θ(1)k` = ζ(1)k` + ζ(2)k` . We therefore have, for ρn ≡ 1, that
θ
(1)
k` =
K∑
r=1
pirBkr(1 − Bkr)ν>k∆
−1Ip,q∆−1ν`
−
K∑
r=1
K∑
s=1
pirpisBsr(1 − Bsr)ν>s ∆
−1Ip,q∆−1ν`ν>k∆
−1νs.
In contrast, if ρn → 0, then
θ
(1)
k` =
K∑
r=1
pirBkrν>k∆
−1Ip,q∆−1ν` −
K∑
r=1
K∑
s=1
pirpisBsrν>s ∆
−1Ip,q∆−1ν`ν>k∆
−1νs.
Swapping ` with k in the above expression yield a similar expression for
θ
(2)
k` = E[ns
>
` Π
⊥
U (A − P)
2UΛ−1U>sk]. Since θ
(1)
k` + θ
(2)
k` = θk` for ρn ≡ 1,
we conclude
θk` =
K∑
r=1
pir
(
Bkr(1 − Bkr) + B`r(1 − B`r)
)
ν>k∆
−1Ip,q∆−1ν`
−
K∑
r=1
K∑
s=1
pirpisBsr(1 − Bsr)ν>s ∆
−1Ip,q∆−1(ν`ν>k + νkν
>
` )∆
−1νs.
Similarly, θ(1)k` + θ
(2)
k` = θ˜k` when ρn → 0, and hence
θ˜k` =
K∑
r=1
pir
(
Bkr + B`r
)
ν>k∆
−1Ip,q∆−1ν`
−
K∑
r=1
K∑
s=1
pirpisBsrν>s ∆
−1Ip,q∆−1(ν`ν>k + νkν
>
` )∆
−1νs
as desired.
Proof of Lemma 4. We recall the notion of the 2 → ∞ norm for matrices,
namely, for a n×mmatrix A (with Ai denoting the i-th row of A)
‖A‖2→∞ = max‖x‖2=1 ‖Ax‖∞ = maxi∈[n] ‖Ai‖2.
Eq. (3.1) in Lemma 4 can thus be rewritten as
(A.26) ‖Uˆn −UnW‖2→∞ = OP( logc n
n
√
ρn
)
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for some orthogonal W. We now derive Eq. (A.26). For ease of exposition,
we shall drop the index n from our matrices Xn, An, Uˆn and Un. We first
note that for any matrices A and B whose product AB is well-defined,
‖AB‖2→∞ 6 ‖A‖2→∞ × ‖B‖. Next, we note that ‖U‖2→∞ = OP(n−1/2) as
the rows of X are sampled i.i.d. from F. Recalling Lemma 5, we then have
‖Uˆ−UW‖2→∞ 6 ‖Uˆ−UU>Uˆ‖2→∞ + ‖UU>Uˆ−UW‖2→∞
6 ‖Uˆ−UU>Uˆ‖2→∞ + ‖U‖2→∞‖U>Uˆ−W‖
6 ‖Uˆ−UU>Uˆ‖2→∞ +OP( 1n3/2ρn).
Eq. (A.13) now implies (recall thatΠ⊥U = I−UU
>)
‖Uˆ−UU>Uˆ‖2→∞ 6
∞∑
k=1
‖Π⊥U (A− P)kUΛU>UˆΛˆ−(k+1)‖2→∞
6
∞∑
k=1
‖(A− P)kU‖2→∞ × ‖Λ‖ × ‖Λˆ−1‖(k+1)
+
∞∑
k=1
‖U‖2→∞ × ‖U>(A− P)kU‖ × ‖Λ‖ × ‖Λˆ−1‖(k+1).
(A.27)
Once again, by Lemma 5, we have
∞∑
k=1
‖U‖2→∞ × ‖U>(A− P)kU‖ × ‖Λ‖ × ‖Λˆ−1‖(k+1) 6
∞∑
k=1
OP
( 1√
n(nρn)k/2
)
= OP
( 1
n
√
ρn
)
.
(A.28)
We now bound
∑∞
k=1 ‖(A− P)kU‖2→∞ × ‖Λ‖ × ‖Λˆ−1‖(k+1). We need the
following slight restatement of Lemma 7.10 from [21].
Lemma 7. Assume the setting and notations in Lemma 4. Let uj be the j-th
column of U for j = 1, 2, . . . ,d. Then there exists constants c > 0 such that for all
k 6 logn
‖(A−P)kU‖2→∞ 6 √dmax
j∈[d]
‖(A−P)kuj‖∞ = OP( √d(nρn)k/2 logkc(n)√
n
)
.
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We note that Lemma 7.10 from [21] was originally stated for the case when
uj = n
−1/21 2, but the argument used in the proof of Lemma 7.10 can be
easily extended to the setting where the entries of uj are “delocalized”, i.e.,
‖uj‖∞ = OP(n−1/2). Using Lemma 7 and Lemma 4, we obtain
∞∑
k=1
‖(A− P)kU‖2→∞‖Λ‖‖Λˆ−1‖(k+1) 6
logn∑
k=1
OP
( √
d logkc(n)√
n(nρn)k/2
)
+
∑
k>logn
OP((nρn)
−k/2)
6 OP
( √
d logc(n)
n
√
ρn
)
+OP((nρn)
−(
1
2 logn)).
If we now assume nρn = ω(log2c(n)), then
(nρn)
−(
1
2 logn)) = oP
( √
d logc(n)
n
√
ρn
)
and hence
∞∑
k=1
‖(A− P)kU‖2→∞ × ‖Λ‖ × ‖Λˆ−1‖(k+1) 6 OP( √d logc(n)n√ρn ).(A.29)
Substituting Eq. (A.28) and Eq. (A.29) into Eq. (A.27) yield Eq. (A.26), as
desired.
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