The problem of maintaining a local cache of n constantly changing pages arises in multiple mechanisms such as web crawlers and proxy servers. In these, the resources for polling pages for possible updates are typically limited. The goal is to devise a polling and fetching policy that maximizes the utility of served pages that are up to date. Cho and Garcia-Molina [(2003) ACM Trans Database Syst 28:390-426] formulated this as an optimization problem, which can be solved numerically for small values of n, but appears intractable in general. Here, we show that the optimal randomized policy can be found exactly in O(n log n) operations. Moreover, using the optimal probabilities to define in linear time a deterministic schedule yields a tractable policy that in experiments attains 99% of the optimum.
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web crawling | caching policies | scheduling optimization M odern web crawlers and proxy servers strive to maintain an up-to-date mirror of the Internet. More generally, various real-world applications rely on local caches of resources that are changing without notification. This typically necessitates actively polling the pages for changes, thus raising the optimization problem of prioritizing these polls.
Our goal is to maximize the throughput of up-to-date pages served, whence the two dominant factors in the optimization are the change rate of the pages and their utility (for example, as represented by the frequency of requests for the pages). Intuitively, the crawler should keep important pages as fresh as possible. However, combining these criteria is nontrivial: For instance, the server may wish to prioritize pages that are frequently updated and, at the same time, ones that are more likely to be requested in the future. Interestingly, the server might want to avoid polling a page even if both criteria are met [e.g., if its change rate is too high (since its local copy would quickly be outdated and thus have lower utility)].
We focus here on the problem of maintaining a cache of n pages for which freshness is imperative, as formalized in the pioneering work of Cho and Garcia-Molina (ref. 1) via a binary classification of freshness (see also ref. 2 ). This could fit, e.g., a small cache of pages that, if served, are guaranteed to be genuinely up to date, whereas other requests would be served via slower mechanisms. In ref. 1, the corresponding optimization problem was numerically solved for small values of n in the special case where all pages have equal popularity (i.e., each request is uniform over the set of pages). The pages change via Poisson processes, and the authors rely on a separate work (ref.
3) to estimate their change rates from historical data. It was shown in ref. 3 (following ref. 4) that, under the assumption that all pages have the same importance, the optimal policy is neither the uniform one nor proportional to the change rates, since "to improve freshness, we should penalize the elements that change too often." Rather, as described in the account of that work in ref. 5: The optimal method for keeping average freshness high includes ignoring the pages that change too often, and the optimal for keeping average age low is to use access frequencies that monotonically (and sublinearly) increase with the rate of change of each page. ...Explicit formulas for the re-visit policy are not attainable in general, but they are obtained numerically, as they depend on the distribution of page changes. Note that the re-visiting policies considered here regard all pages as homogeneous in terms of quality -all pages on the Web are worth the same -something that is not a realistic scenario, so further information about the Web page quality should be included to achieve a better crawling policy.
The more challenging setting where the page requests are nonuniform is mentioned in ref. 1, section 6, where the authors discuss the case of two possible weights for popularity.
Here, we provide an efficient solution for the general case of arbitrary utility values and change frequencies for the n pages. First, we show that the optimal randomized policy-whereby each page is assigned a rate at which it is crawled, independently of the other pages, subject to a constraint in terms of the overall bandwidth-can be recovered exactly (as opposed to numerically solved) in near-linear time. [Here, and in what follows, we refer to a "randomized policy" as a shorthand for a (stationary) policy where the pages to be refreshed are drawn independently from the same distribution.] Thereafter, this solution yields, in linear time, a deterministic (cyclic) policy maintaining the same update frequencies (this typically outperforms the random policy one, as discussed in ref. 1), which in numerical experiments achieved 99% of the (numerically solved) optimal solution (see Fig. 1 for its performance on synthetic data in the framework of ref. 1). These results extend via the same method to other flavors of the model, such as discrete-time policies (where time is divided into slots, in each of which the server polls a single page for an update), as well as to situations where the freshness of each page is continuous, and its decay is modeled by an exponential random variable.
We stress that one may incorporate mechanisms to approximate the change rates (as in ref.
3) and utilities of pages so as to continually update the crawling policies as per Theorem 1 (see, e.g., refs. 8-10, as well as refs. 11 and 12 for additional related work on policies for web crawling).
Significance
We present a tractable algorithm that provides a near-optimal solution to the crawling problem, a fundamental challenge at the heart of web search: Given a large quantity of distributed and dynamic web content, what pages do we choose to update a local cache with the goal of serving up-to-date pages to client requests? Solving this optimization requires identifying the best set of pages to refresh given popularity rates and change rates-an intractable problem in the general case. To overcome this intractability, we show that the optimal randomized strategy can be efficiently determined (in near-linear time) and then use it to produce a deterministic policy that exhibits excellent performance in experiments. Beyond the scope of web crawling, an efficient solution for the above problem may find other applications in the context of bicriteria optimization and scheduling problems. A related problem of scheduling maintenance service to machines was studied in refs. 13 and 14, where the authors assumed activities of several types, under the constraint that at most a single activity can be scheduled to any one period. The problem is then to find an optimal schedule specifying at which periods to execute each of the activity types to minimize the long-run average cost per period.
Optimal Randomized Update Policy
We formalize the optimization problem for finding a random (stationary) policy first for the discrete-time setting, followed by the continuous-time setting which was studied in ref.
1.
Discrete-Time Policies. A server maintains a pool of n pages. Time is partitioned into units, to be thought of as the amount of time it takes the server to update a single page in its pool. We use the following two standard ways to quantify the average freshness of these pages over time, weighted by their request frequency or importance (see, e.g., ref. 1, definitions. 2.1 and 6.1). In this model, the server updates its pages in discrete time, while requests may occur in continuous time.
i) Request rate model: Requests for pages arrive according to independent Poisson processes: Let µi > 0 denote the rate of requests for page i. Formally, the (random) request sequence is {(Ij , Tj )} N j =1 , where (Ij , Tj ) denotes a request at time Tj for page Ij ∈ {1, . . . , n}, and 0 = T0 < T1 < T2 < . . .; let FRESH(i , t) be the event that page i is fresh at time t. The goal of the server is to maximize
[See Fig. 1 for simulations depicting ii) Utility model: Each page is assigned a predetermined nonnegative weight µi measuring its importance. Given the time horizon H , the server wishes to maximize
In both models, pages are modified in the following way: Let 0 < ∆i < 1 denote the probability that page i is changed in a given time unit, independently of other pages and time steps.
The update policy of the server comprises a distribution {pi } n i=1 over pages. For concreteness, assume that in each time unit the server updates one page independently via this distribution (alternatively, the server may construct a periodic scheduling policy using these frequencies; see Algorithm 3). If page i is changed and the server updates it in the same time step, then this page is fresh until the next time it changes.
We will argue that, for large N and H , both models correspond to the following: OUTPUT: Update frequencies for the pages: p = (p1, . . . , pn ) (where pi ≥ 0 for all i and i pi = 1), maximizing
Continuous-Time Policy. The following was studied in ref. 1 for the case where µi = 1 for all i.
iii) Request and change rates model: Let ∆i > 0 denote a Poisson rate at which page i is changed, and let µi > 0 denote the Poisson rate at which page i is being requested (part a). Let ρi ≥ 0 denote the Poisson rate at which the server updates page i, where ρi = R for some R > 0 (the total bandwidth). Given R and some time horizon H , the goal of the server is to maximize
(cf. ref. 1, theorem 4.1). We will argue that, for large H , this optimal random policy corresponds to the following problem: 
(where µi , ∆i > 0 for all i). OUTPUT: Update rates for the pages: ρ = (ρ1, . . . , ρn ) (where ρi ≥ 0 for all i and i ρi = R), maximizing
Note that the cost function F2(ρ) above is the cost function for a random stationary policy; in the context of a deterministic policy where the update rates are ρi , one would replace it by
as in ref. 1, section 4 (denoted the average freshness of the database).
Solution. Our main result provides efficient algorithms to find the unique solutions for Problems 1 and 2. Input: µ, ∆ popularity and change rate vectors of length n Output: p stochastic policy 1. Sort µ, ∆ by an ascending order of µi /∆i .
Let
r ← n i=1 √ µi ∆i 1 − ∆i , s ← n i=1 ∆i 1 − ∆i .
for
i = 1 to n do 4. if µi /∆i ≤ r 1+s 2 then 5. pi ← 0 6. r ← r − √ µ i ∆ i 1−∆ i 7. s ← s − ∆ i 1−∆ i 8. else 9. pi ← (1+s) √ µ i ∆ i −r ∆ i r (1−∆ i )
Return p.

Algorithm 2: Find Optimum of Problem 2
Input: Bandwidth R > 0 and µ, ∆ popularity and change rate vectors of length n.
Output: ρ stochastic policy 1. Sort µ, ∆ by an ascending order of µi /∆i .
Let
∆i .
for
Both algorithms proceed by first sorting the pages according to µi /∆i , then linearly processing them to determine p * (Fig. 2) .
Proofs. To see that Problems 1 and 2 indeed capture the objective functions in the aforementioned models, first consider the request rate model. Since requests for page i arrive independently according to a Poisson (µi ) process, given the history until time Tj−1, the variable Tj − Tj−1 is a minimum of independent exponential variables with rates µ1, . . . , µn , and
Recall that the following holds for any t0. Page i was initially outdated at time 0, and in each of the time units t ∈ {1, . . . , t0} it had probability pi to be fetched (denote this event as Bt ) and probability ∆i to be modified (denote this event as Ct ), both events being independent of each other [hence P(Bt ∩ Ct ) = pi ∆i ] and other time steps. Page i is fresh at time t0 + 1 if and only if the event Bt occurred for some t ≤ t0, and Ct did not occur between times t + 1, . . . , t0. In particular, if we let
(the event that page i is either fetched or modified before time t0 + 1), then Et 0 ⊃ FRESH(i , t0 + 1)0, and since P(FRESH(i, t0
(by looking at the last time point l where B l ∪ C l occurred), it now follows that P(FRESH(i, t0 + 1)) = P (FRESH(i, t0 + 1 
Let > 0. It now suffices to take a burn-in period logarithmic in (recall that every ∆i is bounded away from 1), namely, t0 = log 1−δ where δ= mini ∆i . For all Tj > t0 we have that
up to a multiplicative error of 1 + . This matches Eq. 1 up to the policy-independent factor l µ l , as required. An alternative derivation of F1(p) in the request rate model is to write an explicit form for x (i) t = P (FRESH(i, t) ). At time 0 we have x (i) 0 = 0 for all i, and for t ≥ 1 we have
Iterating the above recursion (and using that x (i) 0 = 0) we find that
giving the same approximation guarantee. In view of Eq. 7, we see that the optimized quantity in the request rate model was precisely , t) ), which coincides with Eq. 2 (the utility model) up to rescaling.
Finally, consider the continuous-time model. Repeating the arguments that led to Eq. 3, and using the fact that with probability
the exponential clock that rings first among two with rates ρi , ∆i is the one corresponding to the page update, the objective function in the above setting now takes the form given in Problem 2.
When comparing Eq. 5 to Eq. 3, the denominator lacks the term ρi ∆i , which corresponds to P(Bt ∩ Ct ), the probability that at time t page i would both be updated and be modified. Intuitively, in continuous time this term no longer exists, since each of these events now occurs whenever an independent exponential clock rings, hence they almost surely never occur at the same time.
Proof of Theorem 1: Recalling the definition of F1(p) as given in Eq. 3, for every 1 ≤ i < j ≤ n we have
Using Lagrange multipliers, if p = (p1, . . . , pn ) ∈ Q is a local maximum of F1 and satisfies i pi = 1, then either it belong to ∂Q, the boundary of the domain Q, or p is a solution to the following system of equations in p1, . . . , pn , λ ∈ R:
[Note that the constraint function g(p) : = i pi has ∇g = (1, . . . , 1); in particular, ∇g =0 in Q.] Moreover, since F1 is concave on Q, every local extremum in the interior of Q is a global maximum.
Rearranging the first equation, we have
and plugging it in the second one it follows that
[10]
Claim 2. Assume without loss of generality that
. Then F1 has a unique global maximizer p * in the simplex Q ∩ { i pi = 1}. Furthermore, there exists Λ ∈ {0, . . . , n − 1} such that p * i = 0 if and only if i ≤ Λ. Proof: Suppose that an optimal solution p * has p * i > 0 whereas p * j = 0 for some i < j . By Eq. 8 we have
Since ∂F1/∂pi is monotone decreasing in pi we have
where the last inequality used that i < j . Hence, shifting a sufficiently small mass > 0 from p * i to p * j would increase the value of F1, contradicting our optimality assumption on p * . We have thus established the existence of Λ(p * ) as in the statement. Considering the smallest possible Λ, and recalling F1 is strictly concave, now implies the uniqueness of p * . The above claim already implies an algorithm-albeit a suboptimal one-for finding the unique feasible optimum of F1:
• Sort the variables as in Claim 2, and for each Λ ∈ {0, . . . , n − 1}, compute λ according to Eq. 10 restricted to the variables {pΛ+1, . . . , pn } (setting pi = 0 for i ≤ Λ), thus obtaining the values of pi (i > Λ) via Eq. 9.
• If some Λ yields 0 ≤ pi ≤ 1 for all i ∈ {Λ + 1, . . . , n}, this is guaranteed to be the unique optimal solution.
Since each iteration over Λ involves O(n − Λ) steps, this algorithm has a time complexity of O(n 2 ). It is natural to ask how the outputs of the various iterations on Λ relate to the final optimal solution and, namely, whether variables that are infeasible in a given iteration are necessarily 0 in the final optimum. The next theorem establishes that indeed this is the case, providing a faster algorithm for finding the optimum of F1 subject to the required constraints. 
. Let p = (p1, . . . , pn ) be the solution of Eqs. 9 and 10. If p1 ≤ 0 then necessarily p * Proof: This follows immediately from Claim 2 since, if p * 1 > 0, then Λ = 0 in that claim, thus pi = p * i > 0 for all i, as in that case the global maximum is attained in the interior of Q.
Rearranging Eq. 9, observe that pi ≤ 0 if and only if µi /∆i ≤ λ. In view of the above corollary, if p1 ≤ 0 in p (or equivalently, µ1/∆1 ≤ λ) then we may obtain the optimal p * by excluding p1 from the equations and re-solving the system-equivalent to setting µ1 = ∆1 = 0 in Eqs. 9 and 10. Applying this recursively establishes that Algorithm 1 indeed solves Problem 1.
To solve Problem 2, bearing in mind that again F2 is concave on Q, we can repeat the calculation of the corresponding Lagrange multipliers and obtain the following analogues of Eqs. 9 and 10:
[11]
As the arguments of Claim 2 and Corollary 3 remain valid for this setting, we deduce that Algorithm 2 solves Problem 2 in time O(n log n). This concludes the proof of Theorem 1.
Remark 4 (nonbinary page freshness): The analysis of the binary freshness extends to a notion of exponentially decreasing freshness, as formulated next, analogous to Eq. 1. Given a series of requests (I1, T1), . . . , (IN , TN ) , where at time Tj the user requests page Ij (the request rate model), the goal of the server is to maximize
exp (−∆i A(Ij , Tj )) , [12] where the age of page Ij at time Tj is given by A(Ij , Tj ) = Tj − LastFetchI j (Tj ),
and LastFetchi (t) is the last time page i was fetched before time t (or −∞ if it was never fetched). Since the expression in Eq. 4 (binary changes in continuous time) equals the one in Eq. 12 (exponentially decaying freshness in discrete time), Theorem 1 implies that Algorithm 2 finds the unique optimum of the optimization problem corresponding to the latter.
Derandomizing the Optimal Random Policy
Cho and Garcia-Molina (ref. 1, section 4.4) compared the performances of page updates via deterministic, random, and semirandom policies (referred to as fixed-order, random-order, and purely random; in the special case where the update rates are all equal, these correspond to repeatedly cycling through an ordered list of all pages ref. reduces to 1 + x ≤ e x which holds for all x ). It is thus advantageous to transform the optimal stochastic solution ρ = (ρ1, . . . , ρn ) into a carousel where the frequency of page i is approximately ρi . An efficient way to form such a carousel is the earliestdeadline-first (EDF) policy, introduced in ref. 15 in the context of periodic task scheduling. In our setting, this corresponds to the following:
Algorithm 3: EDF Derandomization
Input: Optimal random policy (ρi ) n i=1 , and > 0. Output: A sequence (ω1, . . . , ωT ) for T = −1 such that, if we let N k ,t : = #{i ≤ t : ωi = k }, then
