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Abstract
For an extension of associative algebras B ⊂ A over a field and an A-
bimodule X, we obtain a Jacobi-Zariski long nearly exact sequence relating
the Hochschild homologies of A and B, and the relative Hochschild homology,
all of them with coefficients in X. This long sequence is exact twice in three.
There is a spectral sequence which converges to the gap of exactness, which
terms at page 1 are Torp+qBe (X, (A/B)
⊗
p
B ) for p, q > 0.
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1 Introduction
Let k be a field. A long sequence of vector spaces and linear maps is called nearly
exact if it is a complex which is exact twice in three, see Definition 4.1. Its homology
at the spots where it is not exact is a graded vector space called the gap of the
sequence.
Let B ⊂ A be an extension of associative k-algebras. Let X be an A-bimodule.
In this paper we show that there is a Jacobi-Zariski long nearly exact sequence
relating the Hochschild homologies of A and B, and the relative one, all of them
with coefficients in X . Moreover, there is a spectral sequence converging to the
gap of this Jacobi-Zariski nearly exact sequence. Its first page is given by E1p,q =
TorB
e
q (X, (A/B)
⊗Bp) for p, q > 0 and zeros elsewhere.
If A/B is flat as a B-bimodule, A. Kaygun in [16, 17] has obtained a Jacobi-
Zariski long exact sequence. The long nearly exact sequence that we work out in
this paper specialises to Kaygun’s long exact sequence. Indeed, if A/B is flat then
the spectral sequence converges to 0 and the nearly exact sequence is actually exact.
On the other hand, we improve the Jacobi-Zariski long exact sequence of [7]. In
this paper we do not assume that the bounded extension B ⊂ A splits.
The Jacobi-Zariski sequence - also called transitivity sequence - is originated
in commutative algebra, see for instance [1, p. 61] or [15]. Given a sequence of
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CONICET 11220150100483CO, USP-COFECUB. The third mentioned author was supported
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two morphisms between three commutative rings, there is an associated long exact
sequence relating the Andre´-Quillen homology groups, see also [11]. In characteristic
zero, Andre´-Quillen homology is a direct summand of Hochschild homology defined
in [13], see [21] and [2]. Moreover, under flatness hypotheses, it is isomorphic to
Harrison homology with degree shifted by 1. An example of use of the Jacobi-Zariski
exact sequence in commutative algebra can be found in [20]. Concerning the origin
of the name of Jacobi-Zariski given to the exact sequence for commutative rings,
see [1, p. 102].
In [7], the Jacobi-Zariski sequence in non commutative algebra has been useful
in relation to Han’s conjecture (see [12]). Moreover, it enables to give formulas for
the change of dimension of Hochschild (co)homology when deleting or adding an
inert arrow to the quiver of an algebra in [8, 9].
The aim of this work is to develop the theory of the Jacobi-Zariski long nearly
exact sequences for arbitrary extensions of algebras. In a forthcoming work, we will
use it in relation to Han’s conjecture for a bounded extension of finite dimensional
algebras which is non necessarily split. Moreover, the Jacobi-Zariski long nearly ex-
act sequence will be also useful for describing the change of dimension of Hochschild
(co)homology when adding or deleting non inert arrows.
Below we summarise the contents of this paper.
In Section 2 we provide a brief account of relative Hochschild homology as
defined by G. Hochschild in [14]. Then we introduce the normalised relative bar
resolution of an algebra A with respect to a subalgebra B. Up to our knowledge, this
resolution has been considered only once previously in [10, p.56]. If there exists a
two-sided idealM such that A = B⊕M , then the normalised relative bar resolution
is the one in [7, Theorem 2.3], see also [5, Lemma 2.1]. When B = k it is the usual
normalised bar resolution.
We provide a direct proof of the existence of the normalised relative bar res-
olution. It relies on the choice of a k-linear section σ to the canonical projection
π : A→ A/B. The proof enables to set up tools and techniques for the rest of the
paper. Actually the differential does not depend on the choice of σ but it is not
provided by a simplicial module (see for instance [18, p. 44]).
The normalised relative bar resolution enables us to provide a short nearly exact
sequence that we call fundamental in Section 3. It is a short sequence of complexes
which is exact except may be in its middle complex, where it has a “gap complex”.
For an A-bimodule X , this fundamental sequence is based on the complex obtained
from the normalised relative bar resolution, as well as on the usual complexes of A
and B for Hochschild homology with coefficients in X .
In Section 4 we first prove a general result: to an arbitrary short nearly ex-
act sequence of complexes, we associate a long nearly exact sequence in homol-
ogy. Specialising this procedure to the fundamental sequence, we obtain the aimed
Jacobi-Zariski long nearly exact sequence.
Moreover, we show that the homology of the gap complex of an arbitrary short
nearly exact sequence is precisely the gap of the associated long nearly exact se-
quence. As before, we apply this to the Jacobi-Zariski long nearly exact sequence
that we have obtained.
Section 5 is devoted to approximate the gap of the Jacobi-Zariski sequence.
This is achieved by firstly describing the gap complex of the fundamental sequence.
Then, by choosing a linear section σ to the canonical projection π : A→ A/B, we
provide a filtration of the gap complex. In the associated graded complex of this
filtration, S = σ(A/B) plays an important role when endowed with the transported
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structure of B-bimodule isomorphic to A/B. We show that the homology of the
quotients of the filtration are the required Tor vector spaces.
In the last section, as mentioned, we retrieve previous results from [16, 17] and
we improve the Jacobi-Zariski sequence from [7].
2 Normalised relative bar resolution
Let k be a field and let B ⊂ A be an extension of k-algebras. The category of
A-modules is exact with respect to short exact sequences of A-modules which are
split as sequences of B-modules, see [22, 3]. The relative projective A-modules
are described for instance in [7], they are A-direct summands of induced modules
from B. A relative projective resolution of an A-module is made with relative
projectives and has a B-contracting homotopy, see [14, p. 250]. This way for any
right A-module X and left A-module Y , the vector spaces TorA|B∗ (X,Y ) are well
defined.
The extension of algebras B ⊂ A provides an extension of the enveloping alge-
bras Be ⊂ Ae. Let X be a left Ae-module, that is an A-bimodule. G. Hochschild
defined in [14]
H∗(A|B,X) = Tor
Ae|Be
∗ (X,A)
as the relative Hochschild homology of X .
As pointed out in [7], it comes down to the same to consider the extensions
B ⊗Aop ⊂ Ae or Be ⊂ Ae for the above definitions.
We will now introduce the normalised relative bar resolution. Its existence in
[10] is based on the use of the reference [19], which relevance is not clear for us.
Remark 2.1 In general A/B has no associative multiplicative structure. To get
around this, we consider a k-section σ to π : A→ A/B the canonical B-bimodule
projection, that is πσ = 1. Observe that in general σ cannot be chosen to be
a B-bimodule map. Through σ there is a non associative product in A/B: if
α, α′ ∈ A/B, we consider π(σ(α)σ(α′)) ∈ A/B. We will use this to define the
differentials below.
Remark 2.2 Each summand of the differential in the next proposition is not well
defined with respect to tensor products over B. Nevertheless, their alternate sum is
well defined. In other words the next resolution is not given by a simplicial module
as defined for instance in [18, p. 44].
Proposition 2.3 Let B ⊂ A be an extension of algebras. There is a relative
resolution of A which we call the normalised relative bar resolution:
· · ·
d
→ A⊗B (A/B)
⊗Bm ⊗B A
d
→ · · ·
d
→ A⊗B A/B ⊗B A
d
→ A⊗B A
d
→ A→ 0
where the last d is the product of A and
d(a0 ⊗ α1 ⊗ · · · ⊗αn−1 ⊗ an) = a0σ(α1)⊗ α2 ⊗ · · · ⊗ αn−1 ⊗ an+
n−2∑
i=1
(−1)ia0 ⊗ α1 ⊗ · · · ⊗ π(σ(αi)σ(αi+1))⊗ · · · ⊗ αn−1 ⊗ an+
(−1)n−1a0 ⊗ α1 ⊗ · · · ⊗ σ(αn−1)an.
The differential d does not depend on the section σ.
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Proof. We outline the main steps and tools of the proof.
• The bimodules involved are induced bimodules, hence they are relative pro-
jective, see for instance [7].
• A somehow intricate but straightforward computation shows that d is well
defined with respect to tensor products over B. It uses repeatedly the fol-
lowing key fact: if b ∈ B and α ∈ A/B, then there exists c ∈ B such
that σ(bα) = bσ(α) + c. Indeed, π is a morphism of B-bimodules, hence
π(σ(bα) − bσ(α)) = 0. The right analogous is also needed, namely there
exists c′ ∈ B such that σ(αb) = σ(α)b + c′. The other important point to
use is that the tensor products are over B at the codomain.
• The maps d are clearly A-bimodule morphisms.
• There is a contracting homotopy s given by
s(a0 ⊗ α1 ⊗ · · · ⊗ αn−1 ⊗ an) = 1⊗ π(a0)⊗ α1 ⊗ · · · ⊗ αn−1 ⊗ an.
Note first that s is well defined with respect to tensor products over B. Next,
to check that sd + ds = 1, use that if a ∈ A then there exists c ∈ B such
that σπ(a) = a+ c.
This contracting homotopy is a B −A-morphism.
• We indicate two ways to verify that d2 = 0.
The first one relies on the fact that in each degree the codomain of s is
generated by Ims as an A-bimodule. In the inductive step of the proof one
shows that d2s = 0, hence d2 = 0.
The second one is by doing the computation of d2, using repeatedly that if α
and α′ are in A/B, then there exists c ∈ B such that
σ (π(σ(α)σ(α′))) = σ(α)σ(α′) + c.
• Finally let σ′ be another k-section. If α ∈ A/B then there exists cα ∈ B such
that σ′(α) = σ(α)+cα. Using this, an elaborate but not difficult computation
shows that d does not depend on the section. ⋄
Corollary 2.4 Let B ⊂ A be an extension of k-algebras, let σ be a k-linear section
of π : A→ A/B, and let X be an A-bimodule.
H∗(A|B,X) is the homology of the chain complex C∗(A|B,X):
· · ·
bA|B
→ X ⊗Be (A/B)
⊗Bm
bA|B
→ · · ·
bA|B
→ X ⊗Be A/B
bA|B
→ XB → 0 (2.1)
where XB = X ⊗Be B = X/〈bx− xb〉 = H0(B,X) and
bA|B(x⊗ α1 ⊗ · · · ⊗αn) = xσ(α1)⊗ α2 ⊗ · · · ⊗ αn+
n−1∑
i=1
(−1)i x⊗ α1 ⊗ · · · ⊗ π(σ(αi)σ(αi+1))⊗ · · · ⊗ αn+
(−1)n σ(αn)x⊗ α1 ⊗ · · · ⊗ αn−1.
The differential bA|B does not depend on the choice of the linear section σ.
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3 Fundamental short nearly exact sequence for relative
homology
In this section we associate to an extension of algebras a fundamental short nearly
exact sequence of complexes.
Definition 3.1 Let
0 → C∗
ι
→ D∗
κ
→ E∗ → 0 (3.1)
be a sequence of positively graded chain complexes of vector spaces. It is called
short nearly exact if ι is injective, κ is surjective and κι = 0.
The complex (Kerκ/Imι)∗ is its gap complex.
Lemma 3.2 Let (3.1) be a short nearly exact sequence of positively graded com-
plexes, and consider it as a double complex after the standard change of signs. The
spectral sequence obtained by filtering the double complex by rows converges to the
homology of the gap complex.
Proof. At page 1, the spectral sequence given by the filtration by rows has a
single column at p = 1 which is the gap complex, its boundaries are induced by
those of D∗. Hence in page 2 we also have a single column at p = 1, its values
are the homology of the gap complex. The differentials come from 0 or go to 0, so
these spaces live forever and the spectral sequence converges to them. ⋄
Let A be a k-algebra and let X be an A-bimodule. We denote
C∗(A,X) : · · ·
bA→ X ⊗A⊗m
bA→ · · ·
bA→ X ⊗A⊗A
bA→ X ⊗A
bA→ X → 0
the usual complex which computes the Hochschild homology H∗(A,X). To obtain
a nearly exact sequence of complexes, we consider a slightly modified truncated
complex in degrees 0 and 1, without changing degrees, as follows:
Cˇ∗(A,X) : · · ·
bA→ X ⊗ A⊗m
bA→ · · ·
bA→ X ⊗A⊗A
bA→ KerbA → 0.
This is well defined since ImbA ⊂ KerbA. This complex still computes H∗(A,X)
except in degree 0. Similarly we consider
Cˇ∗(A|B,X) : · · ·
bA|B
→ X ⊗Be A/B
⊗Bn
bA|B
→ · · ·
bA|B
→ X ⊗Be A/B ⊗B A/B
bA|B
→ KerbA|B → 0
which still computes H∗(A|B,X) in positive degrees.
Theorem 3.3 Let B ⊂ A be an extension of k-algebras and let X be an A-
bimodule. There is a short sequence of positively graded chain complexes
0 → Cˇ∗(B,X)
ι
→ Cˇ∗(A,X)
κ
→ Cˇ∗(A|B,X) → 0 (3.2)
which is nearly exact, except in degree 1 where κ is not necessarily surjective. It
will be called the fundamental sequence.
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Proof. The map ι is clear, and is trivially a map of complexes. For n ≥ 1 we set
κ(x⊗ a1 ⊗ · · · ⊗ an) = x⊗ π(a1)⊗ · · · ⊗ π(an)
which is surjective and verifies κι = 0. It remains to prove that κ is a map of
complexes.
In degree zero of the original complexes, let κ : X → XB be given by κ(x) = x.
Notice that we have X
ι=1
→ X
κ
→ XB but κι 6= 0. This is the reason for having
considered the above truncated modification of the original complexes.
To obtain
κ| : KerbA = Cˇ1(A,X) −→ Cˇ1(A|B,X) = KerbA|B
we prove that the following diagram is commutative
X ⊗A
bA

κ
// X ⊗Be A/B
bA|B

X
κ
// XB
Recall that σ is a chosen linear section of the canonical projection π : A→ A/B.
We have
• κbA(x⊗ a) = κ(xa− ax) = (xa− ax).
• bA|Bκ(x⊗ a) = bA|B(x ⊗ π(a)) = xσ(π(a)) − σ(π(a))x.
There exists c ∈ B such that σ(π(a)) = a+ c. Hence bA|Bκ(x⊗ a) = xa + xc −
ax − cx. Finally observe that since c ∈ B, we have that xc = cx as elements of
XB.
We infer the existence of the restriction κ| : KerbA → KerbA|B. At degree 1 of
the original complexes we have κι = 0, hence the composition
KerbB
ι|
→ KerbA
κ|
→ KerbA|B
is also zero. However κ| : KerbA → KerbA|B is not surjective in general.
Next we verify that κ is a morphism of complexes.
In degree 1 we have
κbA(x⊗ a1 ⊗ a2) = κ(xa1 ⊗ a2 − x⊗ a1a2 + a2x⊗ a1)
= xa1 ⊗ π(a2)− x⊗ π(a1a2) + a2x⊗ π(a1).
While
bA|Bκ(x⊗a1 ⊗ a2) = bA|B(x⊗ π(a1)⊗ π(a2))
= xσ(π(a1))⊗ π(a2)− x⊗ π(σ(π(a1))σ(π(a2)) + σ(π(a2))x⊗ π(a1).
We have σ(π(a1)) = a1 + c1 and σ(π(a2)) = a2 + c2, for c1, c2 ∈ B. This way
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the last expression becomes:
xa1 ⊗ π(a2) + xc1 ⊗ π(a2)− x⊗ π(a1a2 + a1c2 + c1a2 + c1c2)+
a2x⊗ π(a1) + c2x⊗ π(a1)
= xa1 ⊗ π(a2) + xc1 ⊗ π(a2)− x⊗ π(a1a2)− x⊗ π(a1c2)− x⊗ π(c1a2)+
a2x⊗ π(a1) + c2x⊗ π(a1)
= xa1 ⊗ π(a2) + xc1 ⊗ π(a2)− x⊗ π(a1a2)− x⊗ π(a1)c2 − x⊗ c1π(a2)+
a2x⊗ π(a1) + c2x⊗ π(a1)
= xa1 ⊗ π(a2) + xc1 ⊗ π(a2)− x⊗ π(a1a2)− c2x⊗ π(a1)− xc1 ⊗ π(a2)+
a2x⊗ π(a1) + c2x⊗ π(a1)
= xa1 ⊗ π(a2)− x⊗ π(a1a2) + a2x⊗ π(a1).
Observe that we made use in an essential way that at the codomain of κ, the first
tensor product is over Be, and the other ones are over B. The proof in an arbitrary
degree follows the same lines. ⋄
4 Jacobi-Zariski long nearly exact sequence
In this section we will obtain one of the main results of this work.
Definition 4.1 A complex of vector spaces ending at a fixed n ≥ 0
· · ·
δ
→ Um
I
→ Vm
K
→Wm
δ
→ Um−1
I
→ Vm−1 → · · ·
δ
→ Un
I
→ Vn
K
→Wn
is a long nearly exact sequence if it is exact except perhaps at V∗.
Its gap is the graded vector space (KerK/ImI)∗ .
Theorem 4.2 Let
0 → C∗
ι
→ D∗
κ
→ E∗ → 0 (4.1)
be a short nearly exact sequence of positively graded chain complexes (see Definition
3.1).
There is a long nearly exact sequence
. . .
δ
→ Hm(C)
I
→ Hm(D)
K
→ Hm(E)
δ
→ Hm−1(C)
I
→ . . .
δ
→ H0(C)
I
→ H0(D)
K
→ H0(E) → 0.
Its gap is isomorphic to H∗(Kerκ/Imι), namely to the homology of the gap complex
of (4.1).
If (4.1) is nearly exact except at the lowest degree where κ is not surjective,
then the same holds except that H0(D)
K
→ H0(E) is not surjective. In other words
there is a long nearly exact sequence
. . .
δ
→ Hm(C)
I
→ Hm(D)
K
→ Hm(E)
δ
→ Hm−1(C)
I
→ . . .
δ
→ H0(C)
I
→ H0(D)
K
→ H0(E)
with gap as before.
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Remark 4.3 The second part of the statement takes into account the specific
situation occurring in degree 1 of Theorem 3.3.
Proof. After the standard change of signs, we consider the short nearly exact
sequence (4.1) as a double complex with three columns at p = 0, 1 and 2. By
Lemma 3.2, filtering by rows gives a spectral sequence converging to H∗(Kerκ/Imι).
On columns 0 and 2, starting at page 1, there are zeros. Indeed, ι is injective and
κ is surjective.
Consider the filtration by columns, let I and K be the horizontal maps at page
1. At page 2, first consider the columns p = 0 and p = 2 where we have respectively
CokerK and KerI. The differential d2 : KerI → CokerK lowers the total degree by
1. We claim it is invertible. Indeed, at page 3 the column p = 2 consists of Kerd2,
while at the same page, column p = 0 is Cokerd2. Actually these vector spaces
live forever since d3 at these spots come from 0 or go to 0. By the analysis of the
filtration by rows of the double complex, we infer that Kerd2 = 0 and Cokerd2 = 0,
that is d2 : KerI → CokerK is an isomorphism.
The morphism δ is then obtained by pre-composing d−12 with the canonical pro-
jection to CokerK and post-composing with the inclusion of KerI. By construction
Kerδ = ImK and Imδ = KerI.
Still at page 2 but at column p = 1, we have KerK/ImI. At these spots d2
comes from 0 or goes to 0. Therefore KerK/ImI lives forever.
We use again that both filtrations converge to the same graded vector space to
infer that H∗(Kerκ/Imι) is isomorphic to (KerK/ImI)∗, that is to the gap of the
long nearly exact sequence.
Finally, if (4.1) is nearly exact except in the lowest degree where κ is not sur-
jective, then the filtration by columns at page 1 gives in addition Cokerκ at the
spot (0, 0) which lives forever. At the second page H∗(Kerκ/Imι) for ∗ ≥ 1 is
not affected and lives forever. The proof that the lowest d2 from (2, 0) to (0, 1) is
invertible remains true. ⋄
Theorem 4.4 Let B ⊂ A be an extension of k-algebras, and let X be an A-
bimodule.
There is a Jacobi-Zariski long nearly exact sequence in Hochschild homology
· · ·
δ
→ Hm(B,X)
I
→ Hm(A,X)
K
→ Hm(A|B,X)
δ
→ Hm−1(B,X)
I
→ . . .
δ
→ H1(B,X)
I
→ H1(A,X)
K
→ H1(A|B,X).
Proof. Theorem 3.3 establishes that the fundamental sequence
0 → Cˇ∗(B,X)
ι
→ Cˇ∗(A,X)
κ
→ Cˇ∗(A|B,X) → 0
is nearly exact except in its lowest degree where κ is not surjective. The second
part of the previous result provides the proof of the statement. ⋄
5 Gap of the Jacobi-Zariski long nearly exact sequence
Next we will approximate the gap of the Jacobi-Zariski long nearly exact sequence
of Theorem 4.4.
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Theorem 5.1 Let B ⊂ A be an extension of k-algebras, and let X be an A-
bimodule. Let
· · ·
δ
→ Hm(B,X)
I
→ Hm(A,X)
K
→ Hm(A|B,X)
δ
→ Hm−1(B,X)
I
→ . . .
δ
→ H1(B,X)
I
→ H1(A,X)
K
→ H1(A|B,X)
be the Jacobi-Zariski long nearly exact sequence obtained in Theorem 4.4.
In degrees ≥ 2 the gap (KerK/ImI)∗ is approximated by a spectral sequence
converging to it, which terms at page 1 are
E1p,q = Tor
Be
p+q(X, (A/B)
⊗Bp) for p, q > 0
and 0 everywhere else.
If A and X are finite dimensional, then in degree 1 we have that K is surjective
and KerK = ImI.
Remark 5.2 We underline that the degrees of the above Tor vector spaces at page
1 are strictly positive.
Before proving the theorem, we will describe the gap complex of the fundamental
sequence (3.2).
Let B ⊂ A be an inclusion of k-algebras, π : A → A/B the canonical B-
bimodule map and σ : A → B a chosen k-section to π. Let S = Imσ. Then
A = B ⊕ S as vector spaces. Of course S and A/B are isomorphic vector spaces
via σ and π|S .
Remark 5.3 By transport of structure from A/B, the vector space S can be en-
dowed with a B-bimodule structure as follows. If s ∈ S and b ∈ B, then
b.s = σ(bπ(s)) and s.b = σ(π(s)b).
Of course, the resulting B-bimodule S is not a B-subbimodule of A in general.
However there exist c and c′ ∈ B such that
b.s = bs+ c and s.b = sb+ c′
since π(b.s− bs) = 0 = π(s.b − sb).
Definition 5.4 In the above situation A = B ⊕ S, let [SpBq] be the subspace of
A⊗n which is the direct sum of the direct summands of A⊗n having p tensorands
in S and q tensorands in B, with p+ q = n.
For instance for n = 3,
[S2B1] = (S ⊗ S ⊗B)⊕ (S ⊗B ⊗ S)⊕ (B ⊗ S ⊗ S).
We have
A⊗n =
⊕
p+q=n
p≥0 q≥0
[SpBq].
Recall that the map κ : X ⊗A⊗n → X ⊗Be (A/B)
⊗Bn is given by
κ(x⊗ a1 ⊗ · · · ⊗ an) = x⊗ π(a1)⊗ · · · ⊗ π(an).
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Definition 5.5 For n ≥ 1, let
Ln,0 = Kerκ∣∣
X⊗S⊗n
: X ⊗ S⊗n ։ X ⊗Be (A/B)
⊗Bn. (5.1)
The index 0 in Ln,0 underlines that there are no B-tensorands involved in its defi-
nition.
Remark 5.6 Let L′n,0 = Ker (X ⊗ (A/B)
⊗n
։ X ⊗Be (A/B)
⊗Bn), that is L′n,0
is the subspace which defines the tensor products over Be and B in X⊗ (A/B)⊗n.
By transport of structure, we have endowed S with a B-bimodule structure such
that π|S : S → A/B is an isomorphism of B-bimodules. Note that π|S (Ln,0) =
L′n,0. In other words,
(X ⊗ S⊗n)/Ln,0 = X ⊗Be S
⊗Bn.
The next result describes the gap complex of the fundamental sequence (3.2).
Lemma 5.7 In the situation of Theorem 3.3, let
0 → Cˇ∗(B,X)
ι
→ Cˇ∗(A,X)
κ
→ Cˇ∗(A|B,X) → 0
be the fundamental short nearly exact sequence of complexes (3.2).
For n ≥ 2 we have
Kerκ = Ln,0 ⊕
(⊕
p+q=n
p≥0 q>0
X ⊗ [SpBq]
)
Imι = X ⊗B⊗n = X ⊗ [S0Bn]
(Kerκ/Imι)n = Ln,0 ⊕
(⊕
p+q=n
p>0 q>0
X ⊗ [SpBq]
)
.
Proof. For n ≥ 2, consider the vector space decomposition
X ⊗A⊗n =
⊕
p+q=n
p≥0 q≥0
X ⊗ [SpBq].
If q > 0, then κ (X ⊗ [SpBq]) = 0. Hence
⊕
p+q=n
p≥0 q>0
X ⊗ [SpBq] ⊂ Kerκ.
If q = 0, then by definition Kerκ∣∣
X⊗S⊗n
= Ln,0. It follows that Kerκ is as stated.
On the other hand, clearly Imι is the direct summand corresponding to p = 0 and
q = n; the result follows. ⋄
Remark 5.8 For n = 1 there is a dead end as follows. According to Theorem 3.3
we should consider the sequence
0→ KerbB
ι|
→ KerbA
κ|
→ KerbA|B → 0 (5.2)
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which is the well defined restriction of
0→ X ⊗B
ι
→ X ⊗A
κ
→ X ⊗Be (A/B) → 0. (5.3)
The maps ι and κ are still injective and surjective respectively, and
Kerκ
Imι
=
(X ⊗B)⊕ L1,0
X ⊗B
= L1,0.
In the sequence (5.2) we clearly have that ι| is injective and κ|ι| = 0. However
Kerκ|/Imι| is intricate to describe. Nevertheless, we will obtain from [8] that if A
and X are finite dimensional, the Jacobi-Zariski long nearly exact sequence is exact
in degree 1.
Proof of Theorem 5.1. By Theorem 4.2 the gap of the Jacobi-Zariski long ex-
act sequence is the homology of the gap complex of the fundamental sequence.
Therefore we focus on the latter.
By Lemma 5.7 the vector spaces of the gap complex of the fundamental sequence
are, for n ≥ 2:
(Kerκ/Imι)n = Ln,0 ⊕

 ⊕
p+q=n
p>0 q>0
X ⊗ [SpBq]

 .
We will show that there is a filtration (Gp)p>0 of the gap complex such that
Gp/Gp−1 (that is the column p at page 0 of the spectral sequence induced by the
filtration) has the stated homology. In each degree the chains of Gp have p or less
tensorands from S:
Gp =
⊕
0<i≤p
Li,0 ⊕

 ⊕
p≥i>0 q>0
X ⊗ [SiBq]

 .
Namely
(Gp)n = (Kerκ/Imι)n for n ≤ p,
and
(Gp)n =
⊕
i+q=n
p≥i>0 q>0
X ⊗ [SiBq] for n > p.
We recall that the differentials of the gap complex are induced from the differ-
entials of the Hochschild complex C∗(A,X). The following observations show that
Gp is indeed a subcomplex:
1. If s, s′ ∈ S, then there exists s′′ ∈ S and c ∈ B such that ss′ = s′′ + c. In
this case we have that the number of tensorands belonging to S decreases by
one when we apply the boundary formulas.
2. If s ∈ S and b ∈ B we have sb = c + s.b, where c ∈ B and s.b ∈ S is the
right action of B on S by transport of structure, see Remark 5.3.
In the boundary formulas, the number of tensorands in S decreases by one in
the summand corresponding to c, and it is maintained in the other. Similarly
for bs.
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3. If x ∈ X and s ∈ S, then both sx and xs also have less tensorands in S.
For p > 0, we have
(Gp/Gp−1)q = X ⊗ [SpBq] if q > 0
and
(Gp/Gp−1)0 = Lp,0.
Actually the three observations above show that the number of tensorands in
S decreases by one, except in case 2. In other words considering S with its B-
bimodule structure obtained by transport of structure, with “zero internal product”
and with “zero action on X” provides the same complex Gp/Gp−1.
This complex has been considered in the proof of [7, Proposition 3.3] where we
proved that for q > 0 we have
Hq(Gp/Gp−1) = Tor
Be
p+q(X,S
⊗Bp)
while H0(Gp/Gp−1) = 0. This finishes the proof in degrees ≥ 2 since the B-
bimodules S and A/B are isomorphic, see Remark 5.3.
For the convenience of the reader, we next recall the proof that for q > 0 we
have Hq(Gp/Gp−1) = Tor
Be
p+q(X,S
⊗Bp) while H0(Gp/Gp−1) = 0.
The standing step is to replace Gp/Gp−1 by G
′
p in degree 0 as follows:
(G′p)0 = X ⊗ S
⊗p = X ⊗ [SpB0] while (G
′
p)q = (Gp/Gp−1)q for q > 0 .
The boundaries of G′p are the same as those of Gp/Gp−1, this makes sense since
Lp,0 ⊂ X ⊗ S
⊗p.
For p > 0 we assert that Hq(G
′
p) = Tor
Be
q (X,S
⊗Bp) for all q ≥ 0.
We consider below a projective resolution of a Be-module S given in [6, Propo-
sition 4.1]. Applying the functor X⊗Be− to it gives G
′
1, which proves the assertion
for p = 1.
Let
qSp = B ⊗ · · · ⊗B︸ ︷︷ ︸
q
⊗S ⊗B ⊗ · · · ⊗B︸ ︷︷ ︸
p
and consider the following complex of free Be-modules:
· · ·
d
→
⊕
p+q=n+1
p>0 q>0
qSp
d
→ · · ·
d
→ 1S2 ⊕ 2S1
d
→ 1S1
d
→ S → 0,
where the first differential is given by d(b⊗ s⊗ b′) = b.s.b′. In greater degrees, the
differential is the differential of the total complex of the double complex which has
qSp at the spot (q, p), with vertical and horizontal differentials qSp → qSp−1 and
qSp → q−1Sp given respectively by
b1 ⊗ · · · ⊗ bq ⊗ s⊗ b
′
1 ⊗ · · · ⊗ b
′
p 7→
(−1)q+1[b1 ⊗ · · · ⊗ bq ⊗ s.b
′
1 ⊗ · · · ⊗ b
′
p +∑
(−1)ib1 ⊗ · · · ⊗ bq ⊗ s⊗ b
′
1 ⊗ · · · ⊗ b
′
ib
′
i+1 ⊗ · · · ⊗ b
′
p]
and
b1 ⊗ · · · ⊗ bq ⊗ s⊗ b
′
1 ⊗ · · · ⊗ b
′
p 7→∑
(−1)ib1 ⊗ · · · ⊗ bibi+1 ⊗ · · · ⊗ bq ⊗ s⊗ b
′
1 ⊗ · · · ⊗ b
′
p +
(−1)qb1 ⊗ · · · ⊗ bq.s⊗ b
′
1 ⊗ · · · ⊗ b
′
p
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For p = 2, consider the bar resolution of S as a left B-module
· · ·B ⊗B ⊗ S → B ⊗ S → S → 0.
As it is well known there is a contracting homotopy t given by t(b1⊗· · ·⊗bn⊗s) =
1⊗ b1⊗ · · · ⊗ bn⊗ s which is a right B-module map. Hence we obtain a projective
resolution of S⊗BS by tensoring the bar resolution over B with the above resolution
of [6, Proposition 4.1]. Applying the functor X ⊗Be − yields G
′
2, proving the
assertion for p = 2. The assertion is proved for p > 0 by iterating the process of
tensoring by the bar resolution.
Back to Gp/Gp−1, from the above we have H0(G
′
p) = Tor
Be
0 (X,S
⊗Bp). The
original complex Gp/Gp−1 has Lp,0 in degree 0, hence the image of the last differ-
ential of G′p is contained in Lp,0 ⊂ X ⊗ S
⊗p. Recall that
(X ⊗ S⊗p)/Lp,0 = X ⊗Be S
⊗Bp = TorB
e
0 (X,S
⊗Bp).
The image of the last differential of G′p is then Lp,0, that is the last differential of
Gp/Gp−1 is surjective and H0(Gp/Gp−1) = 0.
For p = 1 it is proven in [8, Proposition 3.3] that there is a short exact sequence
for Hochschild cohomology:
0 → H1(A|B,X)
ι
→ H1(A,X)
κ
→ H1(B,X)
Let V ′ denote the dual of a vector space V . It is well known that for finite
dimensional A and X , we have H∗(A,X) = (H
∗(A,X ′))′. The same holds in the
relative setting, and the result follows. ⋄
6 Jacobi-Zariski long exact sequences
The next result is a specialisation of the Jacobi-Zariski nearly exact sequence of
the previous section, in order to obtain the long exact sequence of A. Kaygun in
[16, 17].
For the convenience of the reader we provide a proof of the following result.
Lemma 6.1 Let Λ be any k-algebra, and let P and Q be flat Λ-bimodules.
The Λ-bimodule P ⊗Λ Q is flat.
Proof. First we record that if P is a flat bimodule, then it is both left and right
flat. Indeed, let X →֒ Y be an injection of right modules, and consider the inferred
injection of bimodules Λ⊗X →֒ Λ ⊗ Y . We have an injection
P ⊗Λe (Λ⊗X) →֒ P ⊗Λe (Λ ⊗ Y ).
We have a natural isomorphism P ⊗Λe (Λ⊗X) = X ⊗Λ P , sending p⊗ λ⊗ x to
x⊗ pλ. The result follows.
Let now U →֒ V be an injection of right Λe-modules, we want to prove that
U ⊗Λe (P ⊗Λ Q) → V ⊗Λe (P ⊗Λ Q) is an injection. Note that we have a natural
isomorphism
U ⊗Λe (P ⊗Λ Q) = (U ⊗Λ P )⊗Λe Q
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induced by the identity of U ⊗P ⊗Q. Now since P is left flat, there is an injection
of bimodules U ⊗Λ P →֒ V ⊗Λ P . Applying the exact functor − ⊗Λe Q gives the
result. ⋄
We give now an alternative proof of results in [16, 17].
Theorem 6.2 Let B ⊂ A be an extension of k-algebras such that A/B is a flat B-
bimodule. Let X be an A-bimodule. There is a Jacobi-Zariski long exact sequence
· · ·
δ
→ Hm(B,X)
I
→ Hm(A,X)
K
→ Hm(A|B,X)
δ
→ Hm−1(B,X)
I
→ . . .
δ
→ H2(B,X)
I
→ H2(A,X)
K
→ H2(A|B,X).
If A and X are finite dimensional, then the Jacobi-Zariski long exact sequence ends
at degree 1:
· · ·
δ
→ Hm(B,X)
I
→ Hm(A,X)
K
→ Hm(A|B,X)
δ
→ Hm−1(B,X)
I
→ . . .
δ
→ H1(B,X)
I
→ H1(A,X)
K
→ H1(A|B,X).
Proof. By Theorem 5.1, there is a spectral sequence converging to the gap of the
long nearly exact sequence in degrees ≥ 2. The first page of this spectral sequence
is
E1p,q = Tor
Be
p+q(X, (A/B)
⊗Bp) for p, q > 0
and 0 elsewhere. By the previous lemma, for p > 0 we have that the Be-module
A/B⊗Bp is flat. Hence, if q > 0, we have TorB
e
p+q(X, (A/B)
⊗Bp) = 0. Conse-
quently the first page of the spectral sequence is 0, so the graded vector space to
which it converges is also 0.
If A and X are finite dimensional, the second part of Theorem 5.1 provides the
result. ⋄
Next we improve the Jacobi-Zariski exact sequence ending at some degree ob-
tained in [7, Proposition 3.7] by not assuming that the extension splits.
Definition 6.3 ([7]) Let Λ be a k-algebra and let M be a Λ-bimodule. The bi-
module M is tensor nilpotent if there exists n such that M⊗Λn = 0. The index of
nilpotency of M is the smallest n such that M⊗Λn = 0.
Definition 6.4 ([7]) Let Λ be a k-algebra and let M be a Λ-bimodule. The bi-
module is bounded if it is tensor nilpotent, projective on one side, and of finite
projective dimension as a bimodule.
Theorem 6.5 Let B ⊂ A be an extension of k-algebras and let X be an A-
bimodule. Assume that A/B is a bounded B-bimodule, with index of nilpotency n
and projective dimension u.
There is a Jacobi-Zariski long exact sequence
· · ·
δ
→ Hm(B,X)
I
→ Hm(A,X)
K
→ Hm(A|B,X)
δ
→ Hm−1(B,X)
I
→ . . .
δ
→ Hnu(B,X)
I
→ Hnu(A,X)
K
→ Hnu(A|B,X).
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Proof. For degrees ≥ 2 the terms at page 1 of the spectral sequence which
converges to the gap are
E1p,q = Tor
Be
p+q(X, (A/B)
⊗Bp) for p, q > 0
and 0 elsewhere.
Since A/B is projective on one side, we have that (A/B)⊗Bp is of projective
dimension at most pu (see [4, Chapter IX, Proposition 2.6]).
If p+ q ≥ nu, then p ≥ n or p+ q > pu. Hence if p+ q ≥ nu then E1p,q = 0.
Consequently the gap is 0 in degrees ≥ nu. ⋄
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