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in support of integrated hydrologic models
Philip Brunner,1 J. Doherty,2 and Craig T. Simmons2,3
[1] The data set used for calibration of regional numerical models which simulate
groundwater ﬂow and vadose zone processes is often dominated by head observations.
It is to be expected therefore, that parameters describing vadose zone processes are poorly
constrained. A number of studies on small spatial scales explored how additional data types
used in calibration constrain vadose zone parameters or reduce predictive uncertainty.
However, available studies focused on subsets of observation types and did not jointly
account for different measurement accuracies or different hydrologic conditions. In this
study, parameter identiﬁability and predictive uncertainty are quantiﬁed in simulation of a
1-D vadose zone soil system driven by inﬁltration, evaporation and transpiration. The worth
of different types of observation data (employed individually, in combination, and with
different measurement accuracies) is evaluated by using a linear methodology and a
nonlinear Pareto-based methodology under different hydrological conditions. Our main
conclusions are (1) Linear analysis provides valuable information on comparative parameter
and predictive uncertainty reduction accrued through acquisition of different data types. Its
use can be supplemented by nonlinear methods. (2) Measurements of water table elevation
can support future water table predictions, even if such measurements inform the individual
parameters of vadose zone models to only a small degree. (3) The beneﬁts of including ET
and soil moisture observations in the calibration data set are heavily dependent on depth to
groundwater. (4) Measurements of groundwater levels, measurements of vadose ET or soil
moisture poorly constrain regional groundwater system forcing functions.
1. Introduction
[2] With the development of physically based models
such as PARFLOW [Maxwell and Miller, 2005], Hydro-
GeoSphere [Therrien et al., 2006], MikeShe (DHI Water
and Environment, MikeShe, Integrated catchment model-
ing, 2012, available at http://www.dhigroup.com), or
Hydrus 3d [Simu°nek et al., 2011], the use of numerical
models simulating saturated groundwater ﬂow, unsaturated
ﬂow and vadose zone processes such as evapotranspiration
is becoming more common. The vadose zone controls inﬁl-
tration and evapotranspiration, and therefore exerts consid-
erable inﬂuence on groundwater recharge. However, by
including vadose zone processes in regional groundwater
models, the number of overall model parameters rises
considerably. Given the increase in the number of parame-
ters, the calibration of such models would be expected to
beneﬁt from an increase in the amount and type of observa-
tion data employed in their calibration. However, this does
not seem to be the case in general groundwater modeling
practice. Instead, parameters for hydrological models which
include vadose zone processes are often constrained using
head measurements, sometimes supplemented with measure-
ments of river base ﬂow to maintain the overall water bal-
ance. A comprehensive analysis of the extent to which
vadose zone parameters of a regional scale model can be
estimated using head observations alone has not yet been
carried out; however, it is natural to suspect that vadose
zone parameters are constrained by head measurements to
only a small degree.
[3] New measurement technologies, such as remote
sensing of the topsoil moisture content, and of the spatial
distribution of evapotranspiration, are now becoming avail-
able for inclusion in regional scale calibration datasets.
Koren et al. [2008] analyzed to what extent soil moisture
observations could improve the estimation of parameters
employed by a lumped catchment model in simulating the
hydrograph at a basin outlet. Another recent example is the
work of Li et al. [2009] who used remotely sensed patterns
of phreatic evaporation, in addition to some observations of
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hydraulic heads, to calibrate a groundwater ﬂow model.
Bauer et al. [2006] included ﬂooding patterns obtained
through remote sensing techniques in the calibration
process of a coupled surface water groundwater model.
Hendricks Franssen et al. [2008] obtained equally likely
solutions to the inverse problem of groundwater model cal-
ibration by constraining these solutions using remotely
sensed patterns of recharge. In calibrating the IHM (Inte-
grated Hydrological Modeling) model at a study site in cen-
tral Florida, Zhang et al. [2010] attempted to reproduce
observations of ET, inﬁltration rates and soil moisture con-
tent. Li, Q., et al. [2008] used observations of streamﬂow
(another spatially integrating observation) to estimate pa-
rameters controlling evapotranspiration (Leaf Area Index
and root zone depth) in the vadose zone component of a
fully coupled HydroGeoSphere model.
[4] A common conclusion from the abovementioned (and
other) studies is that, despite the inclusion of additional,
regionally applicable observations in the model calibration
data set, many model predictions of interest are nevertheless
characterized by relatively large uncertainties. From these
studies it is thus apparent that augmentation of traditional cal-
ibration datasets with observations that appear to be directly
informative of vadose zone properties has not yielded bene-
ﬁts that may have been expected.
[5] The matter of parameter uncertainty reduction
accrued through data acquisition as applied to plot and lab-
oratory-scale vadose zone modeling has received consider-
able attention in the literature, see for example Wind
[1986], Romano and Santini [1999], Zeleke and Si [2005],
Schwarzel et al. [2006] and references cited therein. In a
study that is pertinent to that described herein, Montzka
et al. [2011] explored the extent to which remotely sensed
observations of soil moisture (obtained through the SMOS
and ALOS missions) could be used to estimate soil hydrau-
lic parameters in synthetic 1-D models using data assimila-
tion techniques. They concluded that including remotely
sensed moisture observations in the calibration data set was
beneﬁcial, but pointed out that these beneﬁts were depend-
ent on soil type. Ines and Mohanty [2008a] and Ines and
Mohanty [2009] estimated soil hydraulic properties using
data assimilation techniques and soil moisture indicators
obtained through different remote sensing platforms. In
Ines and Mohanty [2008b] the inﬂuence of different cli-
matic conditions on near-surface soil moisture assimilation
for quantifying soil hydraulic properties were tested.
[6] A number of studies on small spatial scales (lysime-
ter of soil core scale) have focused speciﬁcally on the com-
parative information contents of different types of data in
the vadose zone model calibration process. Friedel [2005]
was one of the ﬁrst to compare the reduction of predictive
uncertainty incurred by inclusion of different combinations
of observations in the calibration data set of a vadose zone
model. The calibration data set variously comprised pres-
sure head, temperature and/or the concentration of a solute.
Similar investigations, though in a slightly different con-
text, were undertaken by Schneider-Zapp et al. [2010].
They developed a model which computed evaporation
through coupled simulation of boundary layer processes
and unsaturated ﬂow. Observations of matrix potential and
evaporation were used to estimate boundary layer resist-
ance, hydraulic conductivity, the two shape parameters of
the Van Genuchten equations and saturated water content
for different soil types. A key conclusion of their study was
that evaporation ﬂux data provides a poor basis for estima-
tion of saturated hydraulic conductivity. However, they
found that estimation of these quantities can be signiﬁcantly
improved by including measurements of matrix potential in
the calibration data set. Ines and Droogers [2002] included
observations of transpiration, evaporation, soil moisture and
evapotranspiration in their calibration datasets, both individ-
ually and in combination. Jhorar et al. [2002] estimated soil
hydraulic properties in a numerical model (SWAP) using
observations of evapotranspiration and soil moisture con-
tent, both individually and in combination. They concluded
that if the root water extraction functions are known, fre-
quent observations of ET can allow a model to reproduce
the hydraulic behavior of the soil. However, they note that
while it is possible to constrain parameters in order to
achieve this end, the application of these constraints does
not result in uniqueness of parameter values.
[7] Studies such as the above which speciﬁcally explore
the effects of different types of data (used alone or in com-
bination) on predictive uncertainty can assist in the design
of ﬁeld data acquisition campaigns. However, more studies
of this type are needed, for analyses to date have limited
their focus to only a small subset of the many observations
types that are potentially available for regional model cali-
bration. Further studies should include different data types
in their analyses (particularly those pertaining to the re-
gional scale), and address other issues such as the effect of
measurement accuracy on the ability of observation data to
reduce the uncertainties of predictions. The matter of mea-
surement accuracy can be of considerable importance in
the setting of regional models, particularly as remotely
sensed measurement of, for example, evapotranspiration or
soil moisture are likely to be of considerably less accuracy
than those available in the laboratory.
[8] In this paper we attempt to address some of these
knowledge gaps. We systematically compare the worth of
several types of observation data in calibrating a 1-D
vadose zone model. The amount of data types we cover sig-
niﬁcantly exceeds those employed in previous work of
which we are aware, focusing on those that are available in
regional studies. Data worth is assessed in terms of both its
capacity to reduce predictive uncertainty and its capacity to
increase parameter identiﬁability, the latter quantifying the
level of parameter uniqueness forthcoming from the cali-
bration process. Simulated vadose zone processes include
inﬁltration, transpiration and evaporation. We focus on pre-
dictions of future water table elevations. Datasets employed
for model calibration are initially only composed of water
table elevations alone. The calibration data set is then sup-
plemented with measurements of soil moisture (both
throughout the proﬁle or simply at the top of the soil col-
umn), evapotranspiration, transpiration and evaporation,
and different combinations thereof. We investigate the
extent to which noise associated with these different data-
sets degrades their ability to reduce model predictive uncer-
tainty. Finally, by repeating the analysis for different
hydraulic conditions we quantify how the worth of different
types of data can alter as these conditions change. At the
same time we investigate the differential effects of the
depth to water table on the comparative worth of different
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types of data. In undertaking this study we employ both lin-
ear and nonlinear methods, and compare their relative
speed and efﬁcacy.
[9] The remainder of this paper is organized as follows.
First we brieﬂy review available sources of data that could
potentially help to reduce the uncertainties of predictions
required by regional-scale groundwater/vadose zone mod-
els. We then introduce the mathematical foundations of the
methods that we employ for uncertainty quantiﬁcation, pa-
rameter identiﬁability analysis and data worth assessment.
The model which forms the basis of our analysis is then
introduced. Outcomes of our analyses are then presented
and discussed. Some conclusions are then drawn.
2. Data Types
[10] Recent technological developments provide a range
of data types covering various spatial and temporal scales
that can potentially be used to supplement the use of heads
in the calibration of regional groundwater/vadose zone
models. In particular, large-scale patterns of soil moisture
can be obtained using satellite data made available through
various missions, for example the ALOS/PALSAR mission
[Takada et al., 2009], the SMOS mission [Kerr et al.,
2001], and the ASCAT mission [Brocca et al., 2010], to
mention but a few. Examples of soil moisture data obtained
from airborne platforms are given by Saleh et al. [2009].
The methods discussed by these authors achieve root-
mean-square errors of measured water content ranging
from 0.034 m3 m3 to 0.054 m3 m3, depending on the
vegetation present. Recently developed ground based meth-
ods employed to measure soil moisture include ground based
radiometry [Grant et al., 2007], cosmic ray sensors [Zreda
et al., 2008] and ground penetrating radar [Weihermüller
et al., 2007]. Ground based estimates of soil moisture are
typically more accurate than estimates obtained using air or
spaceborne platforms. For example, Grant et al. [2007]
reported root-mean-square errors of around 0.004 m3 m3
for ground based radiometry. However their coverage is nec-
essarily more limited.
[11] Estimation of the spatial distribution of ET using
spaceborne multispectral data is now a standard technique.
Discussions of available data sources and processing algo-
rithms, as well as their application in hydrological sciences,
can be found in, for example, Brunner et al. [2007],
Timmermans et al. [2007] and Gowda et al. [2008]. In the
work of Brunner et al. [2008] a method is proposed for
splitting remotely sensed, imaged ET into its transpiration
and phreatic evaporation components. In the review of
Gowda et al. [2008], estimates of ET were between 67–97%
of the actual ET, this demonstrating that while they may
show some bias, their accuracy is such as to warrant inclusion
in the calibration process, possibly following bias correction.
3. Discussion of Uncertainty
[12] In the present study we assume for simplicity that the
numerical model we employ is realistic enough for its pre-
dictive uncertainty to be dominated by the uncertainty of its
parameters, and not by uncertainties associated with prevail-
ing environmental processes. These parameters represent
the hydraulic properties of the system under investigation.
In harmony with the complexity of natural systems, the
complexity of the system considered in the present study is
such that the number of parameters required to characterize
system processes is high.
[13] Let the vector p designate parameters employed by
the model. Let the prior probability distribution of these pa-
rameters be designated as P(p), this encapsulating expert
knowledge conditioned perhaps by direct measurements of
system properties at one or a number of discrete locations.
Let the vector h comprise measurements of system state at
discrete points in time, for example moisture content, evap-
otranspiration rate, elevation of the phreatic surface, etc.
Bayes theorem states that
PðpjhÞ / PðhjpÞPðpÞ; (1)
where P(pjh) is the posterior probability distribution of
model parameters. P(hjp) is the so-called ‘‘likelihood func-
tion’’; this increases with the extent to which the observa-
tion data set is matched by model outputs. Normally, a
perfect ﬁt between model outputs and ﬁeld measurements
is unattainable (or even sought) because of the presence of
measurement/structural noise (which we characterize by
the vector e in this paper) in the measurement data set h.
‘‘History matching’’ or ‘‘calibration’’ thus becomes a ﬁlter-
ing process through which the prior probability distribution
of model parameters is narrowed through assignment of
low posterior probabilities to parameter sets which do not
allow the model to match the data well, and higher proba-
bilities to those that do. Because model predictions of
future system behavior are functions of parameters
employed by the model, their uncertainty will hopefully be
narrowed through the calibration/history-matching process
in conjunction with the reduction of parameter uncertainty.
[14] Equation (1) thus assumes that the action of the
model in computing outcomes corresponding to measure-
ments of the calibration data set h is described by an equa-
tion such as:
h ¼ ZðpÞ þ e; (2)
where Z signiﬁes the model as it operates on parameters p.
[15] Direct implementation of Bayes equation in comput-
ing posterior parameter and predictive probability distribu-
tions can be a numerically intensive procedure, especially if
a model is complex and its run time is large. Nevertheless, a
number of methodologies for doing just this have indeed
been implemented in conjunction with environmental mod-
els. Examples include the Markov chain Monte Carlo meth-
odology as implemented by Gallagher and Doherty [2007],
Vrugt and Robinson [2007], and others cited in these papers;
see also the calibration-constrained predictive maximization/
minimization methodology as implemented by Cooley and
Christensen [2006], Tonkin et al. [2007], and Vecchia and
Cooley [1987]. Other methodologies, though less mathe-
matically rigorous from a Bayesian perspective, can obtain
great efﬁciency gains through use of subspace techniques in
computing samples from the posterior parameter distribu-
tion; see, for example Tonkin and Doherty [2009].
[16] Where a model’s outputs are linear with respect to its
parameters, where the prior parameter probability distribu-
tion is Gaussian, and where measurements are contaminated
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by noise which is also Gaussian in nature, equation (1) can
be written as [see Christensen and Doherty, 2008]:
CðpjhÞ ¼ CðpÞ  CðpÞZt½ZCðpÞZt þ CðeÞ1ZCðpÞ; (3)
where C(p) is the covariance matrix associated with the
prior parameter probability distribution, Z is a matrix
which characterizes the action of the (now linear) model on
its parameters p, C(e) is the covariance matrix of measure-
ment noise, and C(pjh) is the posterior covariance matrix
of parameters, or in other words the matrix of parameter
variability conditioned on the measurement data set h. Der-
ivation of equation (3) is based on the linearized equivalent
of equation (2), which is
h ¼ Zpþ e: (4)
[17] Let the scalar s signify a prediction of interest. With
the continued assumption of model linearity, the prediction
s can be calculated from model parameters p using the rela-
tionship
s ¼ ytp; (5)
where y is the vector of sensitivities of the model output s
to parameters p of the model. The posterior variance
(square of standard deviation) associated with the posterior
probability distribution of the prediction s can then be
computed as
2ðsjhÞ ¼ ytCðpÞy ytCðpÞZt½ZCðpÞZt þ CðeÞ1ZCðpÞy: (6)
[18] The ﬁrst term on the right of equation (6) speciﬁes
the precalibration uncertainty associated with the predic-
tion s of interest. The second term characterizes the reduc-
tion in this uncertainty that is accrued through calibration
against the data set h.
[19] A feature of equation (6) is that while it includes
sensitivities of model outputs to model parameters under
both calibration and predictive conditions (through Z and
y, respectively), it does not include actual parameter val-
ues, nor the model outputs associated with these parameter
values. Hence, as Dausman et al. [2010], James et al.
[2009], and Moore [2007] demonstrate, it can be easily
used as a method for assessing the relative worth of differ-
ent data acquisition strategies based on the premise that the
worth of data increases with the extent to which acquisition
of this data reduces the uncertainties of key model predic-
tions. All that is required when using equation (6) to make
such an assessment are the sensitivities of model outputs
corresponding to new data to parameters employed by the
model, as well as an estimate of the noise that is likely to
be associated with this data. As actual data values are not
required, the worth of data that has yet to be collected is
thereby easily assessed. Data worth assessment based on
equation (6) is available through the PEST suite of soft-
ware; see Doherty [2010].
[20] Where models employ many parameters (as normally
follows from physically based simulation of environmental
processes), the model matrix Z is likely to be characterized
by a high-dimensional null space. Mathematically, the null
space is deﬁned as that subspace of parameter space that is
occupied by all vectors p for which:
0 ¼ Zp: (7)
[21] If a set of parameters p can be found which calibra-
tes a model, many other sets p þ p which calibrate the
model just as well as p can also be found, for combining
(4) and (7) yields the equation:
h ¼ Zðp þ pÞ: (8)
[22] The null space is thus composed of individual pa-
rameters, or combinations of parameters, which are not es-
timable on the basis of the calibration data set. Hence their
uncertainty is not reduced through the history-matching
process. To the extent that a prediction depends on any
such parameter or parameter combination, its uncertainty
also accrues no reduction through the calibration process
from that which could be made on the basis of expert
knowledge alone. Moore and Doherty [2005] demonstrate
this using a simple groundwater model, while Gallagher
and Doherty [2007] demonstrate the dominant contribution
that the null space makes to the uncertainty of many predic-
tions of environmental interest in the groundwater model-
ing context, even where the calibration data set appears to
be rich in information. In general, the greater the extent to
which a prediction depends on broad-scale parameter com-
binations (for example parameter combinations which rep-
resent spatially averaged hydraulic properties), the greater
the reduction in its uncertainty that is likely to be accrued
through the calibration process. This is an outcome of the
fact that broad-scale parameter combinations tend to be es-
timable, and hence do not lie within the calibration null
space. In contrast, to the extent that a prediction is sensitive
to parameterization detail, its uncertainty is less likely to be
reduced through the model calibration process. This is an
outcome of the fact that parameter combinations which
express hydraulic property detail tend to lie within the cali-
bration null space, and are hence inestimable. The concepts
of parameter nonuniqueness and null space are closely
related to that of ‘‘equiﬁnality’’ as discussed extensively in
papers such as Beven [2006] and references cited therein. A
useful characterization of the ‘‘estimability status’’ of any
parameter is the direction cosine of its projection from pa-
rameter space into the ‘‘solution subspace’’. The solution
space is the orthogonal complement of the null space. This
direction cosine is referred to by Doherty and Hunt [2009]
as the ‘‘identiﬁability’’ of that parameter. Parameter identi-
ﬁability ranges between zero and one. If it is zero, the cur-
rent calibration data set is completely uninformative of the
parameter. If it is one, the opposite is the case, and uncer-
tainty in estimating the value of this parameter arises only
from measurement noise associated with the calibration
data set. Alternatively, if the identiﬁability of a parameter
lies somewhere between zero and one, then its value cannot
be estimated uniquely, for the information content of the
calibration data set pertaining to this parameter is inextrica-
bly mixed with that pertaining to at least one other parame-
ter. In short, particular combinations of parameters whose
identiﬁability is between 0 and 1 are more easily estimated
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than individual parameters whose identiﬁability is less than
1.0 but greater than 0.0. Examples of parameters whose
identiﬁabilities are in this range will be provided later in
the paper.
[23] As stated above, nonlinear methods of gauging pre-
calibration and postcalibration uncertainty are generally
more difﬁcult to implement than linear methods because of
the requirement for a much greater number of model runs
to be carried out. However where the uncertainty associated
with only one or a small number of predictions must be
explored, Pareto concepts offer a convenient and relatively
model-run efﬁcient, nonlinear methodology, even where a
model employs many parameters.
[24] The ‘‘Pareto front’’ is a concept that is often
employed to explore the trade-off between two or more
objective functions that cannot all be simultaneously mini-
mized. In the model calibration context these objective
functions normally deﬁne model-to-measurement misﬁt
pertaining to subsets of the total calibration data set com-
posed of data of different types. The Pareto front is then
deﬁned as the locus of points comprising a hypersurface in
objective function space over which it is not possible to lower
one objective function without raising at least one of the
others. Where differing objective functions measure a mod-
el’s ability (or lack thereof) to ﬁt data of different types, pos-
sibly gathered at different locations, much can be learned of
a model’s strengths and weaknesses (and of ways to reduce
or eradicate the latter) through exploration of parameter sets
comprising this front. See, for example, Gupta et al. [1998],
Boyle et al. [2000], Madsen [2000, 2003], Deb et al. [2002],
Vrugt et al. [2003] and Vrugt and Robinson [2007] for further
details.
[25] Moore et al. [2010] demonstrated that the Pareto
concept can also be applied to exploration of the posterior
probability distribution of a prediction of interest. Only two
objective functions are employed in this case. One of these
is composed of the traditional calibration objective func-
tion, possibly supplemented with direct ‘‘observations’’ of
parameter values based on expert knowledge. If weights
assigned to these observations and articles of prior informa-
tion are in accordance with measurement noise on the one
hand and the prior probability distribution of parameters on
the other hand, minimization of this objective function cor-
responds to ﬁnding the postcalibration expected value of
the model parameter set. Here ‘‘expected value’’ is deﬁned
in terms of the posterior probability distribution of Bayes
equation. We refer to this ﬁrst objective function herein as
the ‘‘calibration objective function.’’
[26] The second objective function is deﬁned as the
squared difference between the user-speciﬁed value for a
speciﬁc prediction, and the model-computed value of this
same prediction. The user-speciﬁed value thus constitutes a
kind of ‘‘attractor prediction’’; as this component of the
objective function is minimized, the model-generated coun-
terpart to the prediction approaches the user-speciﬁed pre-
diction value. Moore et al. [2010] show that a traversal of
the Pareto front deﬁned in this manner constitutes the solu-
tion to a series of constrained optimization problems in
which, for a given value of the Bayes-equation-deﬁned
objective function (i.e., the ﬁrst of the objective functions
described above), the prediction is either maximized or
minimized subject to the constraint that the Bayes objective
function is respected. Using statistics presented by Vecchia
and Cooley [1987], the posterior probability distribution of
the prediction of interest can therefore be constructed
through traversal of the Pareto front. Alternatively, through
consideration of only a few points along the Pareto front, the
level of conﬁdence associated with a certain predictive value
not being exceeding or undercut can be readily assessed.
[27] The theory and concepts of this methodology are
fully described by Moore et al. [2010]. In their study these
authors explored the Pareto front using a modiﬁcation of the
efﬁcient CMAES global optimization method of Hansen
and Ostermeier [2001] and Hansen et al. [2003]. In some
circumstances, more efﬁcient traversal of a two dimensional
Pareto front constructed to explore postcalibration predic-
tive uncertainty can be implemented using gradient-based
methods such as the Gauss-Marquardt-Levenberg method,
or truncated singular value decomposition. The latter are
employed by PEST [Doherty, 2010], and used in the study
described herein, to effect an efﬁcient traversal of the Pareto
front through undertaking a series sequential recalibration
exercises with greater and greater weight being placed on
the attractor prediction. See documentation supplied with
the PEST suite for full implementation details.
[28] In the analysis that we present below, the calibration
objective function has a number of different components,
this number varying with the speciﬁcs of each numerical
experiment that we undertook. It includes one or a number
of the different types of data employed in various calibra-
tion datasets, as well as deviations of parameters from their
precalibration preferred values. In all cases, weights
assigned to observation and parameter residuals were equa-
ted to the inverse of the standard deviations of associated
measurement noise or prior parameter uncertainties. Hence
a rising objective function infers decreasing posterior pa-
rameter probability in accordance with Bayes equation. As
we assumed normality for both measurement noise and
prior parameter distributions, an objective function of 1.0
marks one standard deviation of removal of a prediction
from its postcalibration expected value. The difference
between maximized and minimized predictive values con-
strained by an objective function of 1.0 in each case thus
deﬁnes the 67% two-sided conﬁdence interval of the pre-
diction. In the discussion which follows, we loosely refer to
this as the ‘‘uncertainty’’ of the prediction. Through repeat-
ing an analysis of this type with various observations (or
even all observations) included/excluded from the calibra-
tion data set, the dependency of the uncertainty of the pre-
diction on the composition of the calibration data set can be
gauged. Through this mechanism the ‘‘worth’’ of different
data types in reducing the uncertainty of the prediction can
thus be calculated. This provides a nonlinear alternative to
the linear data worth analysis methodology discussed
above; however, notwithstanding the efﬁciency of the Par-
eto methodology, it is a far more numerically expensive al-
ternative to linear data worth analysis.
4. Modeling Context
4.1. Conceptual Formulation
[29] We use the numerical model HydroGeoSphere
[Therrien et al., 2006] for our simulations. We brieﬂy pres-
ent the governing ﬂow equations and the conceptualization
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of evapotranspiration (ET) (following the HGS manual) ;
many of the parameters deﬁned in these equations will sub-
sequently be subject to adjustment during calibration of the
model used in our study. More details, together with dis-
cussions of the governing equations, are given by Therrien
et al. [2006] and Maneta et al. [2008].
[30] In HGS subsurface ﬂow is calculated using the
Richards equation:
rðqÞ þ
X
Cex6Q ¼ @
@t
ðsSwÞ: (9)
[31] In equation (9), Sw is the degree of water satura-
tion [-], s is the saturated water content (porosity); Q
(L3 L3 T1) represents a ﬂuid exchange from boundary
conditions; Gex represents the volumetric ﬂuid exchange
rate (L3 L3 T1) between the subsurface domain and all
other types of domains supported by the model expressed
per unit volume of the other domain types. The ﬂuid ﬂux
q (L T1) is calculated as
q ¼ Kkrrð þ zÞ; (10)
where K is the saturated hydraulic conductivity (L T1), kr
represents the relative permeability of the medium [-] and
is a function of the degree of water saturation,  is the pres-
sure head (L), and z is the elevation head [L]. HydroGeo-
Sphere implements a number of different characterizations
of the relationship between pressure, saturation, and hy-
draulic conductivity. For the present study we use the for-
mulation suggested by Van Genuchten [1980]:
kr ¼ SðlpÞe 1 1 S
1

e
 h i
; (11)
and
Se ¼
ð1 SwrÞ 1þ jj
h i
ð1 SwrÞ ;
(12)
where
 ¼ 1 1

 
: (13)
[32] In the above equations lp (L) is the pore connectivity
parameter,  is the pressure head (L), Se (-) is the effective
saturation, Swr is the residual water saturation,  (L
1) is
the inverse of the air-entry pressure head and  (-) is the
pore size distribution index. Transpiration from vegetation
occurs within the root zone of the subsurface and is a func-
tion of the leaf area index (LAI) [-], nodal water content
 [-] and a root distribution function (RDF) over a pre-
scribed extinction depth. The rate of transpiration (Tp) is
estimated using the following relationship [Kristensen and
Jensen, 1975]:
Tp ¼ f1ðLAIÞf2ðÞRDFðEpot  EcanÞ; (14)
where Epot is the reference evapotranspiration, [L T
1]
and Ecan is the tree canopy evaporation [L T
1]. Because
interception and the related evaporation from canopy is not
considered in this study, Ecan is not discussed further. The
vegetation function ( f1) relates the transpiration (Tp) to
the leaf area index (LAI) in a linear fashion and is
expressed as:
f1ðLAIÞ ¼ max f0;min ½1;C2 þ C1LAI g; (15)
where C1 and C2 are dimensionless ﬁtting parameters. The
root zone distribution function (RDF) is given by:
RDF ¼
Z z02
z01
rf ðz0Þdz0
Z Lr
0
rf ðz0Þdz0
; (16)
[33] In equation (16) Lr is the effective root length [L],
z is the depth beneath the soil surface [L], while rf (z
0) is
the root extraction function [L3 T1]. The moisture content
function ( f2) in equation (17) relates Tp to the moisture
state of the roots and is expressed as:
f2ðÞ ¼
0 for 0    wp
f3 for wp    fc
1 for fc    0c
f4 for 0c    an
0 for an  
8>>>><
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; (17)
f3ðÞ ¼ 1 fc  
fc  wp
 C3
; (18)
f4ðÞ ¼ 1 an  
an  0
 C3
; (19)
where C3 is a dimensionless ﬁtting parameter, fc is the
moisture content at ﬁeld capacity, wp is the moisture con-
tent at the wilting point, 0 is the moisture content at the
oxic limit, an is the moisture content at the anoxic limit,
and rF (z) is the root extraction function [L
3 T1]. Below
the wilting-point moisture content, transpiration is zero;
transpiration then increases with moisture content to a max-
imum at the ﬁeld-capacity moisture content. This maximum
is maintained up to the oxic moisture content, beyond which
the transpiration decreases to zero at the anoxic moisture
content. When the available moisture content exceeds the
anoxic moisture content, the roots become inactive due to
lack of aeration.
[34] In HGS, evaporation from the soil surface and sub-
surface soil layers is a function of nodal water content
and an evaporation distribution function (EDF) over a
prescribed extinction depth. The model assumes that
evaporation occurs together with transpiration, this result-
ing from energy that penetrates the vegetation cover. It is
expressed as
Es ¼ ðEp  Ecan  TpÞEDF: (20)
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[35] The wetness factor () is given by
 ¼
 e2
e1  e2 for e2    e1
1 for  > e1
0 for  < e2
;
8>><
>>:
(21)
where e1 is the moisture content at the end of the energy–
limiting stage (above which full evaporation can occur) and
e2 is the limiting moisture content below which evapora-
tion is zero.
[36] EDF is an evaporation density function deﬁned by
the user. It is assumed that the amount of available energy
for evaporation decreases with increasing depth. Here, we
have chosen a linear function to describe the rate of decrease
between the soil surface and the extinction depth LE (L).
[37] The rate of transpiration for a give node i (Tpi) can
be estimated by substituting  in equation (21) with the
nodal water content i featured in equations (6)–(11). The
total transpiration rate is then calculated using:
TP ¼
XnR
i¼1
Tpi; (22)
where nR is the number of nodes that lie within the depth
interval 0  z  Lr. The rate of evaporation for node i can
then be estimated by substituting the nodal water content
i and nodal evaporation distribution function EDFi into
equations (14)–(19).
4.2. Modeling Strategy
[38] Our analysis is based on a ﬁnely vertically discre-
tized 1-D column ﬁlled with soil. We simulate evapotranspi-
ration (ET) as well as two inﬁltration events to generate
synthetic observations of different types. (The details of the
observation types generated for use in calibrating the model,
as well as the assumed standard deviations of noise associ-
ated with these measurements, are described in section 4.3.)
To generate these synthetic observations, homogenous hy-
draulic properties were imposed throughout the soil column,
with each hydraulic parameter being assigned a value equal
to its mean (i.e., its expected value from the standpoint of
its prior probability distribution). In this way model parame-
ters and corresponding model outputs (and therefore syn-
thetic observations used in the calibration process) thus
represent precalibration minimum error variance estimates
of these quantities. The observations were generated daily
for the ﬁrst 30 days of the model run. Different combina-
tions of these observations were then used to calibrate the
model parameters. In parameterizing the model for the pur-
pose of model calibration, soil heterogeneity is represented
by 10 zones with a vertical extension of 0.5 m for each. The
hydraulic parameters assigned to these zones are treated as
uncertain quantities whose values are informed by expert
knowledge, and then reﬁned through matching model out-
puts with observations through the calibration process.
[39] The model, with calibration-constrained parameters,
was subsequently employed to predict the hydraulic head at
a point in time 37 days into the future. The uncertainty of
this prediction, as well as the identiﬁabilities of all cali-
brated parameters, were evaluated for individual as well as
combinations of observation data types comprising the cali-
bration data set. This allowed quantiﬁcation of the extent to
which observations of different types, and in different com-
binations, affect the identiﬁability of individual parameters,
as well as the uncertainty associated with the prediction of
interest. To account for different hydrological conditions,
we repeated the entire procedure for three different initial
conditions, these representing shallow, medium, and deep
water table conditions. Finally, the weights associated with
the observations were varied in order to explore the rela-
tionship between measurement accuracy and predictive
uncertainty.
[40] As discussed above, quantiﬁcation of parameter
identiﬁability and predictive uncertainty is readily achieved
through linear analysis. However, as the processes affecting
movement of water through the unsaturated zone are in fact
highly nonlinear, the validity of linear analysis in this con-
text must be established. We did this by addressing issues
of predictive uncertainty and data worth using both linear
analysis and the more numerically intensive nonlinear anal-
ysis procedure based on Pareto concepts; we then com-
pared results of both of these analyses.
4.3. Model Setup, Parameterization and Generation of
Synthetic Observation Data
[41] We now describe the synthetic model that forms the
basis of our analysis. Like any model, it is built on a do-
main of a certain size. However, the modeling exercise (if
not the model itself) is intended to allow conclusions to be
drawn that pertain to a variety of modeling scales. The
issue of scale is implied in the types of measurements that
we examine, in the errors that are assumed to pertain to
those measurements, and in conclusions that we draw on
data worth, and algorithmic relevance to small and regional
model domains.
[42] We analyze movement of water within a column of
unit area. The total height z of the column is 5 m, while the
vertical numerical grid discretization is 2.5 cm. In the simu-
lation representing shallow conditions, the initial head was
set to 5 m for all nodes in the model domain; therefore the
entire column was initially saturated. For the medium water
table conditions, the initial head was set to 4.25 m for all
nodes in the model domain. For the deep conditions, the
initial head was set to 3.5 m for all nodes in the model do-
main. The side and bottom of the model domain are no
ﬂow boundaries. We applied two different types of forcing
functions to the top boundary, these being inﬁltration and
potential evaporation. The former is composed of two events,
while the latter is continuous and invariant. All soil proper-
ties and forcing functions (including intensity and duration
of the rain events) used to generate the synthetic observation
data set are speciﬁed in Table 1.
[43] The timing of the rain events was the same for me-
dium and deep conditions, namely on days 20 and 35. How-
ever, for the shallow water table conditions the precipitation
events were applied earlier, this ensuring that observations
used in the parameter estimation process all represent shal-
low conditions. Note, however, that the intensity and dura-
tion of inﬁltration were the same in all cases. In Figure 1 the
response of hydraulic head to the employed forcing func-
tions is shown for the three conditions.
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[44] For all three hydrological conditions, synthetic
observations were obtained once a day (and subsequently
used in model calibration) for the ﬁrst 30 days of the simu-
lation. Every observation was given a certain weight in the
calibration process, this weight being the inverse of the
assumed measurement standard deviation. We generated
the following observations: hydraulic head, soil moisture
content at the top of the column measured with a low accu-
racy (a measurement that could be based on remote sensing
data), soil moisture content at the top of the soil with a high
accuracy (representing a measurement using ground based
methods such as radiometry), a proﬁle of soil moisture con-
tent, as well as observations of transpiration, evaporation and
evapotranspiration. An overview of the synthetic observa-
tions generated in this manner is provided in Table 2. Table 2
also shows the depths at which the observations were taken,
as well as the weights used in calibrating the model. To
explore the inﬂuence of measurement accuracy on the out-
comes, we varied these weights in the ﬁnal part of the analy-
sis (these altered weights are not shown in Table 2).
[45] The observations discussed above formed the basis
on which all model parameters were constrained during
calibration. In total, 65 parameters were adjusted in every
calibration run. In every layer (10 in total) of the column
hydraulic conductivity, porosity, residual water saturation,
as well as Van Genuchten parameters  and  were adjusted
(50 parameters). Additionally, the 12 parameters related to
the simulation of ET, absolute values of potential evapora-
tion, and the magnitude of the two rain events, were
adjusted. (The timing of the rain events was not adjusted.)
The upper and lower limits for all parameters imposed dur-
ing the calibration process are listed in Table 1.
[46] Clearly, the inverse problem deﬁned by the calibra-
tion process as thus described is ill-posed as all of the
abovementioned parameters cannot be estimated uniquely
on the basis of the synthetic data set. In fact a unique solu-
tion to the inverse problem of model calibration is not
being sought. To the extent that calibration is undertaken in
any environmental modeling context it must attain unique-
ness through seeking the posterior expected value of each
Table 1. Notation, Units of Relevant Model Parameters, and Forcing Functionsa
Symbol Value Lower Limit Upper Limit Unit
Model Parameter
Hydraulic conductivity K 4 1 20 m d1
Porosity (Saturated water contenct) s 0.3 0.2 0.45 –
Residual water saturation Swr 0.05 0.005 0.15 –
Van Genuchten   4 2 10 m1
Van Genuchten   2 1.01 4 –
Evaporation extinction depth LE 0.5 0.1 4 m
Evaporation limiting saturation (min) e1 0.25 –
Evaporation limiting saturation (max) e2 0.5 0.1 4 –
Transpiration extinction depth (Root depth) LT 1 0.1 4 m
Leaf area index (LAI) 1 0.001 5 –
Transpiration ﬁtting parameter C1 0.5 0.001 1 –
Transpiration ﬁtting parameter C2 0.1 0.001 1 –
Transpiration ﬁtting parameter C3 1 0.001 1 –
Transpiration limiting saturation (wilting point) wp 0.1 0.0001 0.2 –
Transpiration limiting saturation (ﬁeld capacity) fc 0.3 0.201 4 –
Transpiration limiting saturation (oxic limit) 0 0.5 0.401 0.7 –
Transpiration limiting saturation (anoxic limit) an 0.8 0.701 1 –
Forcing Function
Potential evaporation Epot 0.01 0.007 0.013 m
Rain event 1 deep and medium water table (days 20/21) RE1 0.02 0.016 0.024 m d1
Rain event 2 deep and medium water table (day 35) RE2 0.05 0.046 0.054 m d1
Rain event 1 shallow water table (days 5/6) RE1 0.02 0.016 0.024 m d1
Rain event 2 shallow water table (days 20/21) RE2 0.05 0.046 0.054 m d1
aThe column ‘‘Value’’ shows the data that were used in the original model to generate sets of observation data. The upper and lower range represent the
given upper and lower bounds used during the calibration process. The hydraulic parameters are the same throughout the column.
Figure 1. Model response (hydraulic head measured at z
¼ 0) to two rain events and continuous evapotranspiration
for three water table depth scenarios. The key difference
between the medium and deep water table conditions are
the initial conditions. The timing of the rain events is the
same for the medium and large depths to groundwater
while the rain events are applied earlier for the shallow
water table case.
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parameter, i.e., the expected value of each parameter as cal-
culated from the posterior parameter probability density
function. In contrast, the present study seeks to explore the
extent of parameter variability that is in accordance with
the posterior parameter probability density function, and
the consequential extent of predictive variability. The high-
dimensional null space fosters a high degree of posterior
uncertainty for parameters, and for predictions which are
sensitive to them. Exploration and reduction of this uncer-
tainty is the principle aim of our study. The large number of
parameters whose values are not exactly known, and are
hence adjustable in the uncertainty analysis process, reﬂects
the fact that natural soil properties are highly heterogeneous.
It follows from recognition of this fact that the parameter-
ization scheme on which uncertainty analysis is based
should reﬂect this heterogeneity.
[47] In assigning prior probabilities to all adjustable pa-
rameters, normality and statistical independence of parame-
ters was assumed. Each parameter was assigned a standard
deviation equal to a quarter of the distance between its
upper and lower bounds. Clearly, the assumption of statisti-
cal independence is simplistic. It is reasonable to suggest
that our study would have been more realistic if spatial corre-
lation between parameters of the same type, and statistical
correlation between parameters of different types at the same
location, were assumed. Such an assumption would have
affected neither the implementation nor the performance of
either of the linear or nonlinear methodologies, a different
covariance matrix would simply have been employed to
characterize prior parameter probability. However, the
assumption of statistical independence between parameters
allowed us to obtain a better sense of the intrinsic worth of
different types of observation data, as reductions in the
uncertainty of one parameter acquired through application of
calibration constraints on another parameter was thus pre-
vented. In other words, the purposeful omission of expert
knowledge implied by the existence of off-diagonal terms of
the precalibration covariance matrix, allowed us to gain a
clearer picture of the worth of different data types, as it is
this data alone that is able to effect parameter, and hence pre-
dictive, uncertainty reduction through the calibration process.
5. Results
5.1. Pareto Method
[48] As has already been discussed, in implementing uncer-
tainty analysis using Pareto concepts, a user monitors the
growth in the calibration objective function (this measuring
misﬁt between ﬁeld measurements and corresponding model
outputs as well as between parameters and their precalibra-
tion expected values) as the value of a model prediction
slowly changes upward or downward while traversing the
Pareto front. The Pareto front then provides the lowest value
of the calibration objective function that is compatible with
any value of the prediction. Figure 2 shows an example. In
this plot, the variation of the objective function as the pre-
diction rises (indicated as ‘‘Head(max)’’ in Figure 2) and
falls (indicated as ‘‘Head(min)’’ in Figure 2) is demon-
strated. The prediction is the hydraulic head at 37 days.
Also shown is the variation of one of the model parameters
(the root depth) with distance along the Pareto front. It is
apparent that predictions of lower head are associated with
an increase in root depth, as would be expected. Note that a
total of 3700 model runs were required for generation of
Figure 2; as has already been discussed, Pareto analysis was
undertaken using PEST; see Doherty [2010].
Table 2. Observation Types, Abbreviation, Measurement Location, Their Weight During the Calibration and the Corresponding SD of
the Measurementa
Observation Type Abbreviation Measured at
Weight (Provided
Used During Calibration) Measurement SD
Hydraulic head H z ¼ 0 10 0.1 m
Saturation proﬁle S z ¼ 4.0;4.25;4.5;4.75;5 5 0.2 (-)
Saturation at the top St z ¼ 5 5 0.2 (-)
Saturation top, high accuracy Sth z ¼ 5 50 0.02 (-)
Evapotranspiration ET Integral from z ¼ 0 to z ¼ 5 500 0.002 m
Evaporation E Integral from z ¼ 0 to z ¼ 5 500 0.002 m
Transpiration T Integral from z ¼ 0 to z ¼ 5 500 0.002 m
aAll observations are obtained daily from the model as described above, for a time period of 30 days. The standard deviation of the measurement is the
inverse of the weight.
Figure 2. Plot of predicted hydraulic head (left axis) as a
function of minimum objective function required to achieve
that prediction. The second y axis shows root depth as a
function of minimized objective function. The simulations
are based on medium-depth water table conditions. Note
that for an objective function of zero, parameter values, and
simulated heads are those expected on the basis of the prior
parameter probability distribution.
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[49] Every point plotted in Figure 2 corresponds to a
point along the Pareto front, and hence to a set of parameter
values that can be considered to (almost) calibrate the
model. In Figure 3, the variation of heads with time, calcu-
lated using parameters corresponding to an objective func-
tion of 1.0, are shown; that is, the head at 37 days is
maximized/minimized subject to the constraining objective
function value of 1.0. (Note that the objective functions
obtained through PEST’s implementation of the Pareto
method may never exactly correspond to 1.0; hence linear
interpolation between the heads corresponding to the clos-
est two objective functions must be used to infer the head
corresponding to an objective function of 1.0.) The data
shown in Figure 3 pertain to the medium-depth water table
conditions. Three pairs of minimum/maximum predictions
are shown for three different combinations of observations,
namely no observations, heads only, and heads þ ET þ
observations of the saturation proﬁle. Head is plotted against
time also for the precalibration expected values of the param-
eters, these being employed by the model when it was used
to generate the ‘‘observations’’ comprising the calibration
data set, as discussed above. Plots are labeled as ‘‘no obser-
vation’’ (where the prediction is constrained only by the prior
distribution of model parameters) ‘‘H’’ (where in addition to
the prior distribution of the model parameters hydraulic
heads comprise the calibration data set and hence constrain
the parameters), and ‘‘H,ET,S’’ (for constraints imposed by
hydraulic heads, a saturation proﬁle, as well as observations
of ET in addition to the prior distribution of parameters).
[50] As stated above, because the Pareto method allows a
user to calculate the uncertainty associated with a particular
prediction conditioned by constraints imposed by different
sets of observations, it thereby allows the user to quantify
the relative worth of different calibration datasets, with
‘‘worth’’ being calculated as the decrease in uncertainty
accrued through use of that observation data set. We deﬁne
the ‘‘relative uncertainty reduction’’ r of a prediction
accrued by use of a certain calibration data set, through the
equation:
r ¼ ð0  cÞ=0; (23)
where 0 is the precalibration uncertainty of that prediction,
and c is the postcalibration uncertainty of the prediction
conditioned by the calibration data set under consideration.
[51] The predictive uncertainty decrease was calculated
in this manner for 4 different combinations of observations,
these being (1) heads only; (2) heads and saturation at the
top of the proﬁle; (3) heads and saturation at the top of the
proﬁle measured with a high level of accuracy; and (4)
heads, ET and a proﬁle of saturation measurements.
[52] This was repeated for shallow, medium, and deep
water table conditions. Not surprisingly, the computational
requirements of this undertaking were considerable. If a
linearity assumption can be tolerated (i.e., linearity of
model outputs with respect to model parameters) these
same calculations can be undertaken with greatly reduced
numerical burden using equation (6).
5.2. Linear Analysis
[53] The computational cost of using equation (6) for
quantiﬁcation of data worth is far smaller than that of Par-
eto analysis because it requires that only one model run be
conducted per parameter, these being required for ﬁlling of
the Z matrix which constitutes linearization of the model
under calibration conditions, and the y vector of predictive
sensitivities to model parameters. (Filling of a column of Z
and an element of y pertaining to a particular parameter
required only one model run in the present case.)
[54] In order to assess the legitimacy of linear analysis
when applied to our nonlinear model, postcalibration pre-
dictive standard deviations were calculated using both the
linear and the Pareto methodologies; the results are shown
in Figure 4. Uncertainty was obtained using the Pareto
method by calculating the minimum and maximum head
predictions corresponding to an objective function of 1.0;
compare with Figure 2. (As previously mentioned, the
objective functions obtained through the Pareto method
never exactly correspond to 1.0. Hence linear interpolation
between the heads corresponding to the closest two objec-
tive functions was used to infer the head corresponding to
an objective function of 1.0.) The post calibration standard
deviation of predicted head was calculated in this way for
different combinations of observations, for the three differ-
ent hydrological conditions (shallow, medium, and deep
water tables) employed in our study.
[55] The comparison of Pareto and linear estimates of
predictive uncertainty strongly suggests that the linear
method’s assessment of post calibration predictive uncer-
tainty is reliable for this particular model setup. This ﬁnd-
ing allows us to employ the linear method to further
analyze the relationships between measurement type and
predictive accuracy under the range of conditions simulated
by our model.
Figure 3. Plot of hydraulic head versus time where the
prediction is constrained by differently constituted calibra-
tion datasets. The solid line in the center represents the
original parameter set used to generate the calibration data
set; this is composed of precalibration expected parameter
values (medium-depth water table conditions).
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[56] First, the relative predictive uncertainty reduction
gained through use of a wide range of combinations of ob-
servation is calculated and compared. This comparison
(Figure 5) is instructive. It is apparent that the observation
type of highest worth in terms of its capacity to reduce the
uncertainty of predicted head at 37 days is the hydraulic
head observation type (i.e., H). (Recall that the calibration
period extends from day 1 to day 30, and that the head pre-
diction follows from a rain event that is not included in the
calibration data set.) The heads-only calibration data set
performs equally well for all hydraulic scenarios. Sole
usage of evapotranspiration (ET) observations also promul-
gates a large reduction in predictive uncertainty. (Note the
slight decrease in uncertainty reduction with increasing
depth to groundwater.) The worth of saturation measured at
the top of the soil column (St) is highly dependent on the
depth to groundwater. While for shallow conditions a mea-
surement of soil moisture at the top of the column can
reduce predictive uncertainty signiﬁcantly, it is of little use
when the water table is deep. The same dependency of ob-
servation worth on depth to the water table can be seen for
observations of soil moisture down the proﬁle (S), as well
as for a saturation measurement at the top of the soil col-
umn with high accuracy (Sth).
[57] From Figure 5 it is apparent that use of heads in
combination with different types of other observations aids
uncertainty reduction. However, because the use of hydrau-
lic heads alone already promulgates a relative uncertainty
reduction of around 0.9 in the prediction of future heads,
the additional decrease in uncertainty gained through inclu-
sion of other types of data in the calibration data set is rela-
tively insigniﬁcant.
[58] Figure 6 shows the identiﬁability of several individ-
ual model parameters for a wide range of observation com-
binations for the three hydraulic conditions. Recall that,
like relative parameter uncertainty reduction, identiﬁability
ranges between zero and one. It provides a measure of solu-
tion and null space dimensionality as a function of calibra-
tion data set constitution, and of the relationship of
individual parameters to these two subspaces. Note that in
theory, if the identiﬁability of a parameter is less than one,
then its identiﬁability will either increase or stay the same as
the calibration data set is expanded. In practice, small drops
in identiﬁability are seen for some parameters in Figure 6 as
Figure 4. Comparison of postcalibration standard devia-
tions obtained through the Pareto method and those
obtained through linear analysis for the three different
depths to groundwater employed in our study. The analysis
was carried out for the following combinations of observa-
tions: heads only (indicated with ‘‘1’’ at the deep water ta-
ble condition), heads and saturation at the top (labeled as
‘‘2’’), heads and saturation at the top of the proﬁle with
high accuracy (labeled as ‘‘3’’), and heads, ET and proﬁle
of saturation (labeled as ‘‘4’’). The ordering of points in the
ﬁgure for the medium and shallow water table conductions
is the same as that for the deep water table conditions.
Figure 5. Uncertainty decrease for a prediction of the hydraulic head at t ¼ 37 for the three different
hydraulic scenarios and for different combinations of observation data. An explanation of the different
observations employed for model calibration is given in Table 2.
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Figure 6. Identiﬁability of a range of calibration parameters for different combinations of observations
as well as all simulated hydraulic conditions. The numbers associated with the parameters indicate the
zone in the model (e.g., n10 corresponds to z ¼ 4.5 to 5 m, n9 to z ¼ 4.0 to 4.5 m).
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the data set is expanded, this being an outcome of the fact
that a small amount of ‘‘numerical granularity’’ is some-
times associated with calculation of identiﬁability. This fol-
lows from the fact that the dimensionality of each of the
solution and null subspaces must be an integer. In computing
the dimensionality of these two subspaces the method docu-
mented by Doherty [2010], and encapsulated in the PEST
SUPCALC utility, was employed. This method computes the
uncertainty of each eigencomponent of the weighted Zmatrix
of equation (4). The calibration solution space is extended to
include this eigencomponent if its uncertainty is thereby
reduced; however if its uncertainty of estimation is greater
than its prior uncertainty, this eigencomponent is relegated to
the null space.
[59] In Figure 7, the relationship between measurement
accuracy and estimation uncertainty reduction is illustrated
for selected parameters, different combinations of measure-
ment accuracies and the three hydraulic conditions. Only
observations of saturation at the top of the column and hy-
draulic heads are considered. Relative parameter uncertainty
Figure 7. Relative uncertainty reduction for selected parameters and assumed measurement accuracies
for (left) shallow, (middle) medium, and (right) deep water table conditions. The numbers associated
with the H and S observation types in this ﬁgures indicate the weights associated with these data types
during uncertainty analysis based on equation (6); the standard deviation of measurement noise as fea-
tured as the square root of the diagonal elements of the C(e) term of equation (6) is the inverse of each
measurement weight.
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reduction is deﬁned in the same way as relative prediction
uncertainty reduction using equation (24). As stated above
it is a number that, like identiﬁability, varies between zero
and one. The closer it approaches one (implying reduction
of parameter/predictive uncertainty to zero), the greater is
the information content of the calibration data set with
respect to that parameter or prediction.
6. Discussion
[60] Aspects of the methodologies that we applied in our
study, and insights into data worth that are suggested by it
are now discussed. However, because our analysis is based
on a simple 1d approach, some of our ﬁndings may not be
applicable in more complex spatial settings. Data worth
details for these settings can be explored through usage of
the methodologies described herein in conjunction with a
simulator that is appropriate for that context. We believe,
however, that our study does indeed yield a number of con-
clusions that are applicable across a range of spatial settings.
6.1. Methodology
[61] Our study provided an opportunity to deploy and
demonstrate the Pareto method in the context of uncertainty
assessment. To our knowledge, the only previous docu-
mented use of Pareto concepts for this purpose was that of
Moore et al. [2010]. The present application achieves
greater model-run efﬁciency than in that study by using a
gradient-based methodology to traverse this front. This
implementation of the method offers a greater degree of
ﬂexibility than the previous implementation by including
the possibility of saving model runs through faster traversal
of the Pareto front. The use of fewer points to deﬁne the
Pareto front has little or no drawbacks in most uncertainty
analysis contexts. This is because the relationship between
particular values of a model prediction and minimized
objective function values associated with these predictive
values could be obtained through interpolation between a
more limited set of points that are used to deﬁne the curve.
In the present case we wished to obtain parameter and pre-
diction values corresponding to a speciﬁc objective func-
tion (namely 1.0), and so implemented denser sampling of
the curve than would be required under normal circumstan-
ces. However, even though the computational cost of the
Pareto method as employed here is comparatively small
compared to other nonlinear uncertainty analysis alterna-
tives such as Markov chain Monte Carlo, the computational
cost signiﬁcantly exceeds that of the linear method.
[62] The attractiveness of the linear method lies not only
in its speed. As pointed out earlier in this paper, a signiﬁ-
cant advantage of this method is that a user can assess the
worth of a speciﬁc observation even before the value of the
observation has been made available through measurement.
The obvious disadvantage of using a linear method to assess
predictive uncertainty is that environmental processes are
generally not linear. In fact, processes that take place within
the vadose zone can be characterized by an extremely high
degree of nonlinearity. It follows that, in spite of their ease
of use and high level of model run efﬁciency, conclusions
on data worth drawn from linear analysis must be used with
caution. However in defense of these methods, it must be
recalled that when used in the context of data worth analy-
sis, neither the value of a prediction nor a quantitative eval-
uation of the uncertainty of a prediction is required. Instead,
data worth analysis requires only an assessment of the rela-
tive uncertainties of the same prediction with, and without,
the inclusion of different types and amounts of information
in the calibration data set. The requirements for computa-
tional accuracy are therefore somewhat reduced.
[63] If a modeler is concerned that linear data worth
analysis may lead to conclusions of doubtful veracity, it is
important and recommended to repeat the comparison
between the linear and nonlinear approaches. He/she could
also repeat the analysis using a number of widely different
realizations of parameter values for calculation of the sensi-
tivities that underpin linear analysis. This was done by
Dausman et al. [2010] for a saltwater intrusion model, this
being another modeling context that is characterized by a
high degree of nonlinearity. These authors found that, in
their case at least, assessment of data worth was impaired
to only a small degree by nonlinearity of their model.
6.2. Data Worth in Terms of Uncertainty Reduction of
Hydraulic Heads
[64] A (perhaps unsurprising) conclusion to be drawn
from the analyses presented herein is that in this particular
setup the data type that is most informative of future
groundwater levels is, in fact, past groundwater levels.
Indeed, past head data are so informative of future head
data that acquisition of other types of data in addition to
historical heads does little to further reduce the uncertainty
of future head predictions. We expect that even in signiﬁ-
cantly more complex settings, the information contained in
hydraulic heads will exceed the information content of
other observations when the purpose of a model is to pre-
dict future heads. It is of interest to note that the large
reduction in future water level predictive uncertainty
gained through acquisition of historical water level data is
not achieved through deﬁnitive estimation of the value of
any particular model parameter. It is highly unlikely that
this ﬁnding will change for more complex spatial modeling
settings, as an increase in the complexity of a conceptual
model cannot increase the information content of a particu-
lar observation.
[65] The large reduction in water level predictive uncer-
tainty accrued through use of head measurements in the
calibration data set is achieved through estimation of values
for combinations of parameters on which predictions of
future water levels depend. The values of these combina-
tions are not actually seen in the calibrated model, for all
model parameters are still uncertain, notwithstanding the
‘‘calibrated state’’ of the model. Nevertheless, model pa-
rameter uncertainty is reduced—constrained by the fact
that the values of certain model parameters are no longer
statistically independent of the values of other model pa-
rameters. If these parameters vary, they must vary collec-
tively in such a way that the values of these parameter
combinations are maintained.
[66] This has repercussions for the type of model used
for simulating recharge processes on a regional scale. A
complex model based on Richards equation, calibrated
against historical water level variations, may indeed be
used in this role. However, if its use in conjunction with an
appropriate saturated zone model allows the latter to
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adequately reproduce past water level variations and pre-
dict future ones, this may not be because the many parame-
ters required by such a model are particularly well known.
Instead, simulation accuracy may follow from similarities
which exist between the predictions required of the model
and the data set against which it is calibrated. Doherty and
Welter [2010] and Doherty and Christensen [2012] show
that where this kind of similarity exists, the conceptual ba-
sis of the model is of far less importance than its ability to
track the movement of the system state that it is meant to
predict. The present study illustrates this same point. It
demonstrates that if the complex recharge model were to be
replaced by a much simpler model (but a model which is
nevertheless complicated enough to replicate historical and
future water level variations), calibration of that simpler
model would endow it with the ability to make reasonably
accurate predictions of the recharge on which future ground-
water head predictions depend. However, the simpler model
would presumably possess fewer (and probably lumped) pa-
rameters than the complex, Richards equation model that it
replaces—possibly few enough parameters for its calibration
to represent a well-posed inverse problem. It is likely that at
least some of these lumped parameters would serve the same
purpose as combinations of parameters employed by the
complex Richards equation model that are uniquely estima-
ble on the basis of the calibration data set.
[67] It is apparent from the work documented herein that
ET data has high worth in the calibration of our simple 1-D
model. Unfortunately, however, it is also apparent that the
information that it contains largely reproduces that avail-
able through water level measurements. We speculate that
this applies to other settings where variations in water table
occur predominantly in response to inﬁltration or ET proc-
esses. Our results further show that the worth of ET data is
heavily dependent on depth to the water table. This implies
that its worth may be less in different spatial settings.
Nevertheless, the availability of ET data over large areas
from satellite observations may compensate for local varia-
tions in its worth. It may thus provide a useful supplement
to borehole water-level measurements where the latter are
sporadic in space and in time, and where the depth to
groundwater is not large. However, where an assessment of
its worth in a particular study area is required, it is sug-
gested that the methodological approaches employed herein
be employed. Such a study should take account of the accu-
racy with which ET measurements are made. Because
remote sensing product integrates over the spatial scale of a
pixel, the subpixel heterogeneity should be considered in
this context. A discussion of subpixel heterogeneity in the
context of modeling ET is given by Li, H.T., et al. [2008].
[68] Our study suggests that measurements of soil mois-
ture, especially if restricted to the surface (as are measure-
ments of soil moisture obtained through remote sensing),
are of less use than evapotranspiration (and of course head)
measurements. This is in accordance with previous studies.
Furthermore, because ET is a process that occurs over a
range of depths, it is not surprising that the information
content of ET measurements is greater than that of surﬁcial
soil moisture measurements. Our study further suggests
that (as for observations of ET) the usefulness of soil mois-
ture data is strongly dependent on the depth to ground-
water, this appearing to be a more important factor in
determination of their worth than the accuracy with which
soil moisture measurements are made. The potential use of
soil moisture data in predicting future hydraulic heads
therefore appears to be limited, as is therefore their poten-
tial to compensate for a deﬁcit of hydraulic head measure-
ments. In contrast, as will be discussed in section 6.3, soil
moisture measurements are the observations of greatest im-
portance as far as increasing the identiﬁability of individual
soil hydraulic parameters is concerned.
6.3. Parameter Identifiability and Data Worth
[69] While measurements of hydraulic head are effective
in reducing the uncertainties of future head predictions,
they do not signiﬁcantly increase the identiﬁability of most
parameters. Parameters which describe upper soil layer sat-
urated hydraulic conductivity and porosity, total evapora-
tion depth, and climatic forcing functions are informed to
only a small degree by measured heads. On the other hand,
the identiﬁability of parameters describing the retention
curve are signiﬁcantly increased by observations of soil
moisture, but only if these parameters are in close spatial
proximity to the actual observation; See, for example,
Figure 6, where observations of soil moisture (St and Sth)
inform only  in the top layer (beta10 in Figure 6), and not
in layer 9. This suggests that observations of soil moisture
are sensitive to soil heterogeneity, and that the information
which they carry may be more local than regional.
[70] Observations of soil moisture do not signiﬁcantly
increase the identiﬁability of potential ET, nor the identiﬁ-
ability of the magnitude of a rain event. It appears that only
soil moisture observations at the top of a soil column
obtained through highly accurate, ground based methods
under shallow water table conditions increases the identiﬁ-
ability of rain event 1 (RE1).
[71] Our analysis further suggests that the identiﬁability
of parameters related to evaporation and transpiration proc-
esses is low in the absence of observations of transpiration,
evaporation and evapotranspiration. Even though not ex-
plicitly demonstrated in this study, it is expected that with-
out such observations, predictions of soil moisture content
or ET-processes will therefore be highly uncertain.
[72] Finally, we address the relationship between mea-
surement accuracy and the uncertainty of estimated param-
eters. The uncertainty reductions depicted in Figure 7
illustrate that the ability of increasing measurement accuracy
to promulgate reductions in estimated parameter uncertainty
is a function of the depth to groundwater. It also demon-
strates the intuitive notion that the information potential of a
certain measurement type is more fully realized when meas-
urements of that type are made with a high degree of accu-
racy. It also demonstrates that upper limits for this potential
exist. This is exempliﬁed in several panels of Figure 7. If, for
example, heads are measured with high accuracy (H ¼ 100),
then increasing the measurement accuracy of soil moisture
does not further reduce the uncertainty of estimated transpi-
ration depth in shallow water conditions.
7. Conclusions
[73] In the numerical study documented in this paper,
parameter identiﬁability and predictive uncertainty were
quantiﬁed for a 1-D vadose zone soil system in which
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movement of water is driven by inﬁltration, evaporation and
transpiration. The worth of different types of observation
data (when employed both individually as well as in combi-
nation) was calculated using both linear and nonlinear meth-
odologies. In doing so, the numerical efﬁciency of the linear
and Pareto methodologies was demonstrated. Our study dif-
fers from previous work in this area in that (1) the range of
observation data types considered in our analysis was
broader than in previous studies, and (2) our study attempts
to quantify data worth through its effect on both parameter
identiﬁability as well as on predictive uncertainty. The
inﬂuences of changing hydrological conditions and of mea-
surement accuracy were also considered.
[74] A comparison between linear and nonlinear
approaches to data worth analysis undertaken in our study
suggests that linear analysis can be useful despite the high
degree of nonlinearity that is associated with many envi-
ronmental processes. If, however, linear analysis is applied
in more complex settings than those examined herein, its
credibility should be assessed by comparing some of its
outcomes with concomitant nonlinear analysis, in the same
manner as that which was accomplished herein. Given the
high cost of the acquisition of much environmental data,
such an analysis is warranted both as a means of assessing
the worth of existing data, and to provide a scientiﬁc basis
for investment in acquisition of further data.
[75] Some of our ﬁndings conﬁrm conclusions drawn
from previous studies. For example, our analyses have
demonstrated that for our particular case (and we suggest in
many other contexts) the principal source of enabling infor-
mation for making predictions of future groundwater head
behavior is in fact historical groundwater head behavior.
Another ﬁnding is that observations of evapotranspiration
contain more information that is pertinent to the prediction
of future water table ﬂuctuations than observations of soil
moisture. However, once different measurement accuracies
and hydrological conditions are taken into account, the
relationship between additional observations and predictive
uncertainty becomes less obvious.
[76] Given the simpliﬁed setup of our model, the abso-
lute values of parameter identiﬁability and the predictive
uncertainty presented here are expected to change for more
complex systems, especially in situations where changes of
the water table are dominated by groundwater ﬂow (and
not by vadose zone processes). However, the extension of
data worth analysis to other contexts should not be too dif-
ﬁcult. Despite the simpliﬁed geometry of our model, sev-
eral ﬁndings have emerged from our study that are relevant
for data acquisition on all spatial scales. We have shown
that a different depth to groundwater affects data worth of
observations both in terms of uncertainty reduction as well
as parameter identiﬁability, and differently so, for the dif-
ferent parameters. This implies that data worth is a function
of both space and time. To the best of our knowledge this
has so far not been demonstrated quantitatively. Further-
more, this conclusion suggests that future work on data
worth should account for different hydrologic conditions.
[77] Our study has demonstrated that, with the exception
of ET measurements for one particular groundwater depth
scenario, no observation type, nor any combination of
observations contain all of the information necessary to sig-
niﬁcantly increase the identiﬁability of climatic forcing
functions. This reinforces the need to accurately measure
forcing functions such as precipitation and potential ET.
Another ﬁnding that is particularly relevant to the calibra-
tion of regional-scale models which include simulation of
vadose zone processes is that observations of hydraulic
heads do not allow unique identiﬁcation of any vadose
zone parameter. Where spatial models of increased com-
plexity are employed, the information deﬁcit of head meas-
urements with respect to individual vadose zone properties
is likely to be even more apparent. It follows that if evapo-
ration, transpiration, or the exact soil moisture content of a
soil proﬁle are of primary interest in a large-scale model,
the low identiﬁability of parameters which govern these
processes can lead to a high degree of uncertainty associ-
ated with predictive outcomes of these processes. Our study
does indicate, however, that through acquisition of perti-
nent data (such as combinations of soil moisture, transpira-
tion rates or ET rates), this uncertainty can be reduced.
[78] The above conclusion raises some interesting ques-
tions concerning the level of complexity required for simu-
lation of recharge processes in regional groundwater
models. Calibration of most models of environmental inter-
est leads to ill-posed inverse problems, and therefore to
nonunique parameter sets. Our study strongly suggests that
the capacity of a recharge model to reduce the uncertainty
of future groundwater level predictions does not rely on
accurate estimation of all hydraulic properties affecting un-
saturated zone water movement. Instead it relies on good
estimation of only certain combinations of these properties.
It follows that the recharge component of a regional water
resource model can be ‘‘well calibrated’’ while each of its
parameters may yet possess a high degree of uncertainty.
The key feature of the calibration process in this case is that
it endows the model with a good ability to make the predic-
tions required of it, even though the constraints imposed on
parameters that endow it with this ability pertain to combi-
nations of parameters rather than to individual parameters.
It follows that the model may lose little if it were simpliﬁed
in ways suggested by the calibration process. Signiﬁcant
gains in model run efﬁciency could thereby be gained
resulting in a more tractable calibration process.
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