This paper presents some absorbing boundary conditions (ABC) for simulations based on the time-dependent density-functional theory (TDDFT). The boundary conditions are expressed in terms of the elements of the density-matrix, and it is derived from the full model over a much larger domain. To make the implementation much more efficient, several approximations for the convolution integral will be constructed with guaranteed stability. These approximations lead to 
I. INTRODUCTION II. THE BASIC THEORY
In TDDFT, the underlying description is the time-dependent Schrödinger equations, i∂ t ψ =Ĥψ , = 1, 2, · · · , N e .
Here N e is the total number of electrons.Ĥ is the Hamiltonian operator, consisting of the kinetic energy, an effective potential and an external potential, H =T +V eff +V ext (r, t).
We will denoteĤ (0) =T +V eff as an unperturbed Hamiltonian. Typically, the initial condition of the wave functions are prepared as the ground states ofĤ (0) in the absence of the external potential. Then by activating the external potential, equations (1) can be solved to study the properties in response to V ext , e.g., the polarizability and absorption. In practice, the computational cost grows rapidly as the number of electrons increases. This paper considers a scenario where such computation can be reduced by using appropriate boundary conditions.
A. The derivation of the absorbing boundary condition
Our starting point is the dynamics in terms of the density-matrix. More specifically, we define the density-matrix operator, ρ(r, r , t) = n ψ (r, t)ψ (r , t) * ,
with n 's being the occupation numbers.
The density-matrix satisfies the Liouville-von Neumann equation
Here ρ(r, r , t) is the density-matrix with r, r ∈ Ω; Ω is the physical domain for the entire system.
To formulate the absorbing boundary condition (ABC), we first assume that equation (4) has been appropriately discretized, so that ρ is a matrix defined at certain grid points. As a result, one obtains a matrix-valued (finite-dimensional) system, and hence we will drop the · notation from now on. We now assume that the external potential V ext is only non-zero in a sub-domain, denoted here by Ω I ; The surrounding region is denoted by Ω II ; Ω I ∪ Ω II = Ω.
We also set up the problem by assuming that initially the system is at ground states, for which the density-matrix is denoted by ρ 0 . In particular, we have
In general, equation (4) is nonlinear, since H may depend on ρ. For instance, in the TDDFT model, the effective potential V eff in the Hamiltonian depends on the electron density. Linearization can be made around the ground states, which has been the starting point of the linear response theory [5, 42, 43] . For instance, the Hamiltonian can be linearized to,
Here we have used n(r, t) for the electron density, n 0 (r) as the ground-state electron density, and δn(r, t) = n(r, t) − n 0 (r) as the corresponding perturbation perturbation. Typically in the formulation of absorbing boundary conditions, this is only required in the exterior domain, and the nonlinearity can be retained in Ω I [16] . For simplicity, we will omit the second term in this paper and use H (0) in the density-matrix equation.
1. An illustration of the problem setup for the derivation of absorbing boundary conditions.
The goal is to reduce the problem to a subdomain (Ω I ), where the external potential is confined, by eliminating the surrounding electronic degrees of freedom (in Ω II ). The resulting boundary conditions will be written in terms of the density-matrix at the artificial boundary (Γ).
In accordance with the partition of the domain, we will partition the density-matrix and the Hamiltonian operator. For example, we denote ρ I,I as the restriction of ρ to the domain Ω I , i.e., r ∈ Ω I and r ∈ Ω I . This separates equation (4) 
The block entry ρ II,I is given by ρ * I,II due to its Hermitian property. The partition of the domain is illustrated in Figure 1 .
We recall that initially, the density-matrix in the exterior is at equilibrium,
Our derivation will concentrate on the perturbation,
as a response to the dynamics in the interior Ω I .
By applying the variation-of-constant formula, we find,
With this formula, we now turn to the second equation in (6) , which now becomes
In principle, equation (9) can be substituted into equation (10) so that the largedimensional system in Ω II is eliminated. However, the number of elements in ρ I,II is still large. To achieve further reduction, we assume that the Hamiltonian matrix is localized, in that when two grid points are far apart, the corresponding entry is zero. For example, the kinetic energy can be approximated by a finite-difference method with a 3-point or 5-point stencil in each direction. To take advantage of the locality of H, we define a boundary region Γ ⊂ Ω II commensurate with the cut-off distance of the Hamiltonian matrix. We further define a restriction operator from Ω II to Γ, denoted by R. As a result, we have
Similarly, we define part of the density matrices near the boundary as follows,
Two conditions can be deduced from this matrix: RR T = I, with I being the identity operator on Ω Γ , and, R T R is an orthogonal projection operator on Ω II . We will denote the dimension of the subdomains Ω I , Ω II and Γ, by n I , n II and n Γ , respectively. n I , n Γ n II .
With a multiplication by R T from the right, equation (10) can be written as,
Here we have used the fact that H I,II ρ II,II = H I,Γ Rρ II,II = H I,Γ ρ Γ,II . By keeping just the entries in ρ I,Γ , many columns in the matrix ρ I,II in (10) have been removed.
Using the same observation, one can simplify the first equation in (6) as follows
Equations (14) and (13) can be readily solved, provided that δρ Γ,Γ (·, ·, t) is known. Therefore, the ABCs will be expressed in terms of δρ Γ,Γ (·, ·, t) (underlined in the equation (13)).
By applying the restriction operator to (9), we obtain,
We make the truncation that δρ I,II ≈ δρ I,Γ R T . This is motivated by the nearsightedness property of the density-matrix. This simplifies the above equation to a closed-form formula,
where the matrix function Y is given by,
At this point, our ABC is expressed as a convolution integral with kernel function given by Y (t). The function Y (t) has dimension n Γ × n Γ . However, direct calculations would still require the computation of a matrix exponential involving a matrix with dimension n II × n II , which would be expensive to compute directly. Next we discuss methods to simplify this calculation, and make the overall implementation more efficient.
III. APPROXIMATIONS OF THE ABSORBING BOUNDARY CONDITION
The crudest approximation is to neglect the influence of δρ Γ,Γ (t) in (16) entirely by simply setting it to zero. As a result, we solve,
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In this case, one takes into account the surrounding environment via the term H I,Γ ρ 0 Γ,Γ . However, there is no feedback from the region Ω II . Therefore, this approximation will not be considered here. Instead, we construct more accurate approximations based on the Laplace transform of Y (t), given by,
Next, we present some approximation methods.
A. A first-order approximation
As a first-order approximation, we approximate Y (t) by a delta function,
Here we choose
which only needs to be computed once.
As a result, the boundary condition (16) becomes,
which can be substituted into (13) to complete the model. This approximation will be referred to as the first-order ABC.
B. Second-order approximations
The previous method approximates the Laplace transform Y (s) by a constant matrix.
To derive a more accurate approximation, we first make the observation that
Therefore, we will seek an approximation as a matrix exponential,
withH Γ,Γ being a n Γ × n Γ matrix that will be determined as follows.
The choice is constructed to first satisfy the obvious condition Z(0) = I. To determine the matrixH Γ,Γ , we set an interpolation condition,
This gives the expression forH Γ,Γ ,
In light of equations (24) and (16), ρ Γ,Γ follows the effective dynamics with no history dependence,
which provides an alternative for the numerical implementation.
Notice that the matrixH Γ,Γ with dimension n Γ ×n Γ only needs to be computed once. Then equation (27) can be solved at each time step to provide the necessary boundary conditions for the dynamics in the interior ( Equations (14) and (13)). Another observation is that the combined dynamics (14), (13) and (27) can also be realized by solving the time-dependent Schrödinger equations,
We will referred the method (27) as the second-order IIa ABC. Another choice is neglect the initial condition Y (0) = I, and replace it by an extra interpolation condition,
This is a Padè approximation at s = s 0 , as motivated by the ABCs for the wave equation [7] . In the time domain, the approximation can be expressed as,
with the two matrices given by,
The effective dynamics for ρ Γ,Γ is slightly different,
This method (32) will be called the second-order IIb ABC.
C. A Stability Analysis
The equation (27) might be seen as a modification of the dynamics at the boundary Ω Γ , with the effective Hamiltonian given byH Γ,Γ . First, we observe thatH Γ,Γ is a symmetric matrix. The dynamics (27) that describes the ABC is stable if the imaginary part ofH Γ,Γ is semi negative-definite.
We now show that, when s 0 > 0,H Γ,Γ from the interpolation (25) always satisfies the stability condition. To examine the matrix, we first separate the real and imaginary parts of Y (s 0 ),
Therefore, the real part of Y (s 0 ) is a positive definite matrix when s 0 > 0. We now turn tō (26) by writing,
It is enough to examine the real part of the matrix in the middle of the term on the right hand side,
Using the fact that R T R is an orthogonal projection matrix, we conclude that the real part of this matrix is positive definite. As a result, the imaginary part ofH Γ,Γ a semi negativedefinite matrix, since
Hence the stability requirement is fulfilled.
It is possible to choose a complex value for s 0 . In this case the stability will still follow as long as the real part of s 0 is positive, since the imaginary part can be combined with H II,II in (26). For example, one can choose Ims 0 = ω, which corresponds to the frequency of the external potential.
Finally, when s 0 = 0,H Γ,Γ is real symmetric. So the stability condition is also satisfied.
But in this case, the total number of electrons will be conserved, which would not offer the desired absorbing property.
IV. NUMERICAL RESULTS
As a numerical test, we consider a single graphene sheet, consisting of 160 atoms. This forms the entire system. The Hamiltonian matrix H is generated in OCTOPUS [44] , which implements a real-space method for the TDDFT model. Atomic units will be used, including the Bohr radius as the length unit and the time unit is given by 2.4188843 −17 second.
For the discretization of the Hamiltonian, we choose the grid size to be ∆x = 0.3677.
The system is set up so that it is periodic in the first two dimensions, with dimension 28.6842 × 33.0971 × 7.354.
The initial density-matrix is computed based on the eigenfunctions of H. We consider an external potential given by,
Here the parameters are chosen as follows. c = 0.35, γ = 3, t 0 = 1.5, and ω = 6, in atomic units. The first term focuses the potential at the center of the domain. The remaining two terms provide a pulse, centering the frequency around ω.
We first solve the full dynamics (4). Figure 2 shows snapshots for the change of the electron density, δn(r, t), during the full simulation. We observe that wave front of hexagon shape is generated at the center, which might be due to the lattice structure, and it begins to propagate toward the exterior. The wave front first evolves into a square shape, and then an octagon shape, followed by a square shape again. A dispersed pattern of waves is observed later one. At around t = 7.2, the waves have arrived at the outer boundaries.
In order to test the ABCs, we choose the subdomain 4] . We choose the width of the boundary domain Γ to be 3.5. In order to examine the absorbing property, we tracked the change of the total electrons in the subdomain Ω I : i.e., N I (t) = Ω I δn(r, t)dr.
As shown in Figure 3 , the first-order BC offers reasonable accuracy at the initial period 0 ≤ t ≤ 6. However, the electrons will return to the subdomain later, and N I will rise significantly. The second-order ABCs yield much more accurate results. Among the two second-order methods, the ABC IIb offers slightly better accuracy. In the construction of the ABCs, we choose s 0 = 0.2.
Finally, we compare the electron density distribution in the domain Ω I , at various points in time. The results are shown in Figure 4 . We can observe that for the first-order ABC, there are significant reflections of the electron density (yellow peaks), while the second order ABCs are quite effective in preventing such reflections.
V. SUMMARY AND DISCUSSIONS
We have presented some absorbing boundary conditions for computer simulations based on models of time-dependent density-functional theory. The boundary conditions have been formulated using the density-matrix, and they are expressed in terms of the elements of the density-matrix at the boundary of the computational domain. A further reduction is introduced to approximate the memory term in the integral, which subsequently leads to modified density-matrix equations at the boundary. Numerical experiments have shown that these boundary conditions are very effective in suppressing boundary reflections. We would like to further comment that while this procedure does lead to a modification of the Hamiltonian with a non-zero imaginary part at the boundary, it is more general and systematic than the imaginary potential idea [29, 30] , in that the modified Hamiltonian is determined from a full model, and both the real and imaginary parts are different from the original matrix. In fact, the analysis of classical absorbing boundary conditions suggests that it is often not sufficient to simply introduce damping. Rather, a perfect matching is only accomplished when both the damping coefficient and the wave speed are modified, so that the impedance matches at the boundary [9] . Our approach is parallel to the Dirchlet-to-Neumann map approach, [45] and it constructs the modified equations by directly eliminating the extra degrees of freedom in the exterior.
A natural extension of the current framework is to the linear response formalism [5, 42, 43] , including both the Sternheimer and Casida's formulation for computing transport properties and excitation states. For those cases, the absorbing boundary conditions will be expressed in the frequency domain. Another important extension is to quantum molecular dynamics, where the nuclei are also allowed to move. In this case, absorbing boundary conditions can also be designed to propagate out phonons that have been generated in the computational domain [16] . It would be interesting to formulate these two absorbing boundary conditions under the same framework. This work is underway.
