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Abstract. Suppose M is a complete n-dimensional manifold, n ≥ 2, with a metric gij(x, t)
that evolves by the Ricci flow ∂tgij = −2Rij in M × (0, T ). For any 0 < p < 1, (p0, t0) ∈
M × (0, T ), q ∈ M , we define the Lp-length between p0 and q, Lp-geodesic, the generalized
reduced distance lp and the generalized reduced volume eVp(τ), τ = t0 − t, corresponding to
the Lp-geodesic at the point p0 at time t0. Under the condition Rij ≥ −c1gij on M × (0, t0)
for some constant c1 > 0, we will prove the existence of a Lp-geodesic which minimize the
Lp(q, τ)-length between p0 and q for any τ > 0. This result for the case p = 1/2 is conjectured
and used many times but no proof of it was given in Perelman’s papers on Ricci flow. Let
g(τ) = g(t0 − τ) and let eV τp (τ) be the rescaled generalized reduced volume. Suppose M also
has nonnegative curvature operator with respect to the metric g(t) for any t ∈ (0, T ) and
when 1/2 < p < 1, M has uniformly bounded scalar curvature on (0, T ). Let 0 < c < 1
and let τ0 = min((2(1− p))−1/(2p−1), t0). For any 1/2 ≤ p < 1 we prove that there exists a
constant A0 ≥ 0 with A0 = 0 for p = 1/2 such that e
−A0τ eVp(τ) is a monotone decreasing
function in (0, τ1) where τ1 = (1 − c)τ0 if 1/2 < p < 1 and τ1 = t0 if p = 1/2. When
(M, g) is an ancient κ-solution of the Ricci flow, we will prove a monotonicity property of the
rescaled generalized volume eV τp (τ) with respect to τ for any 1/2 ≤ p < 1. When p = 1/2, the
Lp-length, Lp-geodesic, the lp function and eVp(τ) are equal to the L-length, L-geodesic, the
reduced distance l and the reduced volume eV (τ) introduced by Perelman in his papers on
Ricci flow. We will also prove a conjecture on the reduced distance l and the reduced volume
eV which was used by Perelman without proof in [P1].
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Recently there is a lot of study on the Ricci flow on manifold by R. Hamilton [H1–6],
S.Y. Hsu [Hs1–5], G. Perelman [P1], [P2], W.X. Shi [S1], [S2], L.F. Wu [W1], [W2], and
others. We refer the readers to the lecture notes by B. Chow [Ch] and the book [CK] by
B. Chow and D. Knopf on the basics of Ricci flow and the papers [P1], [P2] of G. Perelman
for the most recent results on Ricci flow.
In the paper [H1] R. Hamilton proved that if M is a compact manifold with a metric g
that evolves by the Ricci flow
∂
∂t
gij = −2Rij (0.1)
where Rij is the Ricci curvature of g and gij(x, 0) = gij(x) is a metric of strictly positive
Ricci curvature, then the evolving metric will converge modulo scaling to a metric of
constant positive curvature. Similiar result was obtained by R. Hamilton [H2] for compact
4-dimensional manifolds with positive curvature operator. Harnack inequality for the Ricci
flow was proved by R. Hamilton in [H4].
Short time existence of solutions of the Ricci flow on complete non-compact Riemannian
manifold with bounded curvature was proved by W.X Shi [S1]. Global existence and
uniqueness of solutions of the Ricci flow on non-compact manifold R2 was obtained by
S.Y. Hsu in [Hs1]. Asymptotic behaviour of solutions of the Ricci flow equation on R2 was
proved by by S.Y. Hsu in [Hs2], [Hs3], [Hs4].
In [P1], [P2], G. Perelman introduced the concept of L-length, L-geodesic, the reduced
distance l and the reduced volume V˜ (τ) for Ricci flow on complete manifolds with pos-
tive bounded curvature operator. G. Perelman found that these are very useful tools in
studying Ricci flow on manifolds. He used these tools to proved many new properties for
the Ricci flow in [P1], [P2]. These included the non-local collapsing theorem and the as-
ymptotic convergence of a subsequence of the rescaled solution of an ancient κ-solution to
a soliton solution of the Ricci flow on complete manifold with postive bounded curvature
operator. Recently R. Ye ([Ye1], [Ye2]) extended the concept of L-geodesic, the reduced
distance l and the reduced volume V˜ (τ) to manifolds with a lower bound on the Ricci
curvature.
In this paper we will generalize the notion of L-length, L-geodesic, the reduced distance
l and the reduced volume V˜ (τ) of G. Perelman. For any 0 < p < 1, τ > 0, we will define
the Lp(q, τ)-length, Lp(q, τ)-length, Lp-exponential map, Lp-geodesic, and reduced volume
V˜p(τ) and prove various properties of them in this paper. When p = 1/2, Lp(q, τ), Lp(q, τ),
Lp-exponential map, V˜p(τ) are equal to the L(q, τ), L(q, τ), L-exponential map, and V˜ (τ)
defined by G. Perelman in [P1].
For any q ∈M , τ > 0, we will prove the existence of a Lp-geodesic which minimize the
Lp(q, τ)-length. This result for the case p = 1/2 is conjectured and used many times in
G. Perelman’s paper on Ricci flow [P1], [P2], but no proof of it is given in his papers. There
is also no detail proof of this important conjecture in the recent book of J.W. Morgan and
G. Tian [MT] and the paper of H.D. Cao and X.P. Zhu [CZ] on Ricci flow. My result is
new and answers in affirmative the existence of such L-geodesic minimizer for the Lp(q, τ)-
length which is crucial to the proof of many results in [P1], [P2]. We also prove that for
any Lp(q, τ)-length minimizing Lp-geodesic there does not exists any Lp-conjugate points
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along the curve.
One remarkable property of the reduced volume V˜ (τ), τ = t0 − t, with respect to any
point (p0, t0) ∈ M × (0, T ) proved by G. Perelman is that it is a monotone decreasing
function of τ ∈ (0, t0). Surprisingly in this paper we find that the generalized reduced
volume V˜p(τ) with respect to any point (p0, t0) ∈M × (0, T ) also has similar monotonicity
property. Suppose M is complete and has nonnegative curvature operator with respect to
the metric g(t) for any t ∈ (0, T ) and when 1/2 < p < 1, M has uniformly bounded scalar
curvature on (0, T ) . Let 0 < c < 1 and let
τ0 = min((2(1− p))−
1
2p−1 , t0). (0.2)
For any 1/2 ≤ p < 1 we prove that there exists a constant A0 ≥ 0 with A0 = 0 for p = 1/2
such that e−A0τ V˜p(τ) is a monotone decreasing function in (0, τ1) where τ1 = (1− c)τ0 if
1/2 < p < 1 and τ1 = t0 if p = 1/2.
Suppose (M, g) is an ancient κ-solution of the Ricci flow and g(τ) = g(t0 − τ) for some
constant t0 < 0. Let τ0 > 0 for 1/2 < p < 1 and τ0 = 0 for p = 1/2. When 1/2 < p < 1,
suppose also that (M, g(τ)) is compact. Let V˜ τp (ρ) be the rescaled generalized volume.
Then for any 1/2 ≤ p < 1 there exist constants A0 ≥ 0, A1 ≥ 0, A2 ≥ 0, c2 > 0, such that
e−W (τ,ρ)V˜ τp (ρ) is a monotone decreasing function of τ > τ0 for any ρ satisfying
0 < ρ ≤
(
1
2(1− p)
) 1
2p−1
(0.3)
where W (τ , ρ) = (A0ρ+A1ρ
2p + A2ρ
2p−3e2c2τρ)τ . Moreover
lim
τ→0+
V˜ τp (ρ) =
( √
pi
1− p
)n
ρ
(1−p)n
2 . (0.4)
Note that when p = 1/2, one can take A0 = A1 = A2 = 0 and the result reduces to
Perelman’s monotonicity property for ancient κ-solution of the Ricci flow [P1].
When (M, g) is an ancient κ-solution of the Ricci flow in (−∞, 0) with uniformly
bounded nonnegative curvature operator, then for any t0 < 0, p0 ∈ M , 0 < p < 1,
τ2 > τ1 > 0 we prove the existence of {qi}∞i=∞ ⊂M and {τ i}∞i=1, τ i →∞ as i→∞, such
that the rescaled lp function l
τ i
p (q, τ) converges uniformly on B0(qi, r)× [τ1, τ2] as i→∞
for any r > 0 where B0(qi, r) is the geodesic ball of radius r > 0 with respect to the metric
g(t0).
We will also prove a conjecture on the reduced distance l and the reduced volume V˜ (τ)
used by Perelman without proof in [P1]. Suppose (M, g) is an ancient κ-solution of the
Ricci flow with uniformly bounded nonnegative curvature operator such that g(t) is not a
flat metric for any t < 0. If V˜ (τ1) = V˜ (τ2) for some τ2 > τ1 > 0, we prove that the reduced
distance l ∈ C∞(M × [τ1, τ2]) and g(τ) = g(t0 − τ) is a shrinking soliton in M × [τ1, τ2].
The plan of the paper is as follows. In section 1 we will use a modification of the
technique of [P1] to prove the first variation formula for the Lp(q, τ)-length. We will also
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prove the existence of a Lp(q, τ)-geodesic minimizer for the Lp(q, τ)-length. We will prove
various properties of the Lp-exponential map and Lp cut locus in section 2. In section 3
we will prove the second variation formula for the Lp(q, τ)-length. We will prove various
properties of the Lp(q, τ)-length, the generalized reduced distance lp and the generalized
reduced volume V˜p(τ). In section 4 we will prove the monotonicity property the generalized
reduced volume V˜p(τ). In section 5 we will prove the monotonicity property of the rescaled
generalized reduced volume V˜ τp (τ) with respect to τ . In section 6 we will prove a conjecture
on the the reduced distance and the reduced volume used by Perelman without proof in
[P1].
We first start with a definition. Let (M, g) be a Riemannian manifold with the metric g
evolving by the Ricci flow (0.1) inM×(0, T ). Let (p0, t0) ∈M×(0, T ). For any 0 < t < t0,
let τ = t0 − t and
g(τ) = g(t0 − τ). (0.5)
Let R(q, τ), Rij(q, τ), R(X1, X2)X3(q, τ) and Rm(q, τ) be the scalar curvature, Ricci cur-
vature, curvature and Riemannian curvature of M at q with respect to the metric g(τ)
and X1, X2, X3 ∈ TqM . For any 0 < p < 1, p0, q ∈ M , τ ∈ (0, t0), and piecewise differen-
tiable curve γ : [0, τ ] → M joining p0 and q with γ(0) = p0 and γ(τ) = q, we define the
Lp0p (q, τ)-length of the curve γ between p0 and q by
Lp0p (q, γ, τ) =
∫ τ
0
τp(R(γ(τ), τ) + |γ′(τ)|2) dτ
where |γ′(τ)| = |γ′(τ)|g(τ). Let Fp0(q, τ) be the family of all piecewise differentiable curves
γ : [0, τ ]→M satisfying γ(0) = p0 and γ(τ) = q,
Lp0p (q, τ) = inf
γ∈Fp0 (q,τ)
Lp0p (q, γ, τ),
and let
lp0p (q, τ) = (1− p)
Lp0p (q, τ)
τ1−p
(0.6)
be the generalized reduced distance. Let
V˜ p0p (τ) =
∫
M
τ−(1−p)ne−l
p0
p (q,τ)dVg(τ)
be the generalized reduced volume corresponding to the Lp0p (·, τ)-length with respect to
(p0, t0). Then l
p0(q, τ) = lp01
2
(q, τ) and V˜ p0(τ) = V˜ p01
2
(τ) are the reduced length and reduced
volume of Perelman [P1]. Let Lp0(q, τ) = Lp01
2
(q, τ). When there is no ambiguity, we will
drop the superscript p0.
Let q0 ∈ M and 0 < τ0 < t0. For any 0 < p < 1, q ∈ M , τ ∈ (τ0, t0), and piecewise
differentiable curve γ : [τ0, τ ] → M joining q0 and q with γ(τ0) = q0 and γ(τ) = q, we
define the Lq0τ0,p(q, τ)-length of the curve γ between q0 and q by
Lq0τ0,p(q, γ, τ) =
∫ τ
τ0
τp(R(γ(τ), τ) + |γ′(τ)|2) dτ.
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Let Fq0τ0 (q, τ) be the family of all piecewise differentiable curves γ : [τ0, τ ]→M satisfying
γ(τ0) = q0 and γ(τ) = q and let
Lq0τ0,p(q, τ) = inf
γ∈F
q0
τ0
(q,τ)
Lq0τ0,p(q, γ, τ).
For any r > 0, 0 ≤ τ ≤ t0, we let Bτ (q, r) be the geodesic ball of radius r in M around
the point q with respect to the metric g(τ). For any v ∈ Tp0M , we let
B(v, r) = {v′ ∈ Tp0M : |v − v′|g(p0,0) < r}.
We also let dτ (q1, q2) = dg(τ)(q1, q2) be the distance between q1 and q2 with respect to
the metric g(τ). For any 0 < τ < t0 and measurable set E ⊂ M with respect to the
metric g(τ), we let mτ (E) be the measure of E with respect to the metric g(τ). We let
dVg(τ)(q) =
√
g(q, τ)dq be the volume form of the metric g(τ).
Let κ > 0. A Ricci flow (M, g) is said to be κ-noncollapsing at the point (q′, t′) on the
scale r0 > 0 [P1] if ∀0 < r ≤ r0,
Volg(t′)(Bg(t′)(q
′, r)) ≥ κrn
holds whenever
|Rm|(q, t) ≤ r−2 ∀dg(t′)(q′, q) < r, t′ − r2 ≤ t ≤ t′
holds where Bg(t′)(q
′, r) is the geodesic ball of radius r in M around the point q′ with
respect to the metric g(t′). A Ricci flow (M, g) is said to be an ancient κ-solution if it
is a solution of the Ricci flow in M × (−∞, 0] such that for each t ≤ 0 the metric g(t) is
not a flat metric, (M, g(t)) is a complete manifold of nonnegative and uniformly bounded
curvature, and (M, g(t)) is κ-noncollapsing on all scales at all points of M × (−∞, 0].
We will assume thatM is complete with respect to g(t) for any 0 < t < T for the rest of
the paper. Unless stated otherwise we will fix the point (p0, t0) and consider the Lp(q, τ),
lp(q, τ), etc. all with respect to this fixed reference point. We also associate the product
manifold M × (0, t0) with the product metric g dx2 ⊕ dτ2.
Section 1
In this section we will use the technique of [P1] to prove the first variation formula for
Lp(q, γ, τ) for any curve γ : [0, τ ]→M joining p0 and q with γ(0) = p0 and γ(τ) = q. We
will prove the non-trivial fact that the Lp(q, τ) length can be realized by some Lp-geodesic
on M . We will let < ·, · >g(τ) be the inner product with respect to the metric g(τ). When
there is no ambiguity, we will write < ·, · > for < ·, · >g(τ).
Lemma 1.1. Let γ ∈ F(q, τ) and let Y : [0, τ ] → TM be a vector field along γ with
Y (0) = 0. Suppose γ is differentiable on [0, τ ]. Then
δY Lp(q, γ, τ) = 2τp < X(τ), Y (τ) > +
∫ τ
0
τp < Y,∇R− 2p
τ
X − 2∇XX − 4Ric(X, ·) > dτ
(1.1)
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where X = X(τ) = γ′(τ) and the inner product in the integral is evaluated at τ .
Proof. Let f : [0, τ ] × (−ε, ε) → M be a variation of γ with respect to the vector field Y
such that f(0, z) = p0 for all z ∈ (−ε, ε). Then
d
dz
Lp(f(τ, z), f(·, z), τ)
=
d
dz
∫ τ
0
τp(R(f(τ, z), τ) + |∇τf |2) dτ
=
∫ τ
0
τp(< ∇zf,∇R > +2 < ∇τf,∇z∇τf >) dτ
=
∫ τ
0
τp(< ∇zf,∇R > +2 < ∇τf,∇τ∇zf >) dτ. (1.2)
=
∫ τ
0
τp(< ∇zf,∇R > +2 d
dτ
< ∇τf,∇zf > −2 < ∇τ∇τf,∇zf > −4Ric(∇τf,∇zf)) dτ
=2τp < ∇τf(τ, z),∇zf(τ, z) >
+
∫ τ
0
τp < ∇zf,∇R− 2p
τ
∇τf − 2∇τ∇τf − 4Ric(∇τf, ·) > dτ. (1.3)
By putting z = 0 in (1.3), (1.1) follows.
Let s0 = t
1−p
0 . For any 0 ≤ s < s0, p0 ∈ M , γ˜ ∈ Fp0(q, s), 0 ≤ s ≤ s, let R˜(q, s) =
R(q, s
1
1−p ),
L˜p0p (q, γ˜, s) =
1
1− p
∫ s
0
(s
2p
1−p R˜(γ˜(s), s) + (1− p)2|γ˜′(s)|2) ds
where |γ˜′(s)| = |γ˜′(s)|g(s1/(1−p)) and let
L˜p0p (q, s) = inf
eγ∈Fp0(q,s)
L˜p0p (q, γ˜, s).
Then by direct computation,
Lp0p (q, γ, τ) = L˜p0p (q, γ˜, τ1−p) ∀γ ∈ Fp0(q, τ) (1.4)
where
γ˜(s) = γ(τ), s = τ1−p. (1.5)
Hence
Lp0p (q, τ) = L˜
p0
p (q, τ
1−p). (1.6)
We will now let g˜(q, s) = g(q, τ), R˜(q, s) = R(q, τ), R˜ic(q, s) = Ric(q, τ), and Γ˜rij(q, s) =
Γrij(q, s) where s = τ
1−p for the rest of the paper. When there is no ambiguity, we will
drop the superscript p0.
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Lemma 1.2. Let γ˜ ∈ F(q, s) and let Y˜ : [0, s] → TM be a vector field along γ˜ with
Y˜ (0) = 0. Suppose γ˜ is differentiable on [0, s]. Then
δeY L˜p(q, γ˜, s)
=
1
1− p
∫ s
0
(s
2p
1−p Y˜ (R˜) + 2(1− p)2 < X˜,∇ eX Y˜ >) ds
=2(1− p) < X˜(s), Y˜ (s) >
+
1
1− p
∫ s
0
< Y˜ , s
2p
1−p∇R˜− 2(1− p)2∇ eXX˜ − 4(1− p)s
p
1−p R˜ic(X˜, ·) > ds
(1.7)
where X˜(s) = γ˜′(s), R˜(s) = R˜(γ˜(s), s), R˜ic(s) = R˜ic(γ˜(s), s) and ∇ = ∇g(τ) with s =
τ1−p.
Proof. Let f˜ : [0, s] × (−ε, ε) → M be a variation of γ˜ with respect to the vector field Y˜
such that f˜(0, z) = p0 for all z ∈ (−ε, ε). Since
d
ds
g˜ij(q, s) =
d
dτ
gij(q, τ) · dτ
ds
=
2
1− ps
p
1−p R˜ij(q, s) (1.8)
where s = τ1−p, we have
d
dz
L˜p(f˜(s, z), f˜(·, z), s)
=
1
1− p
∫ s
0
(s
2p
1−p < ∇z f˜ ,∇R˜ > +2(1− p)2 < ∇sf˜ ,∇z∇sf˜ >) ds
=
1
1− p
∫ s
0
(s
2p
1−p < ∇z f˜ ,∇R˜ > +2(1− p)2 < ∇sf˜ ,∇s∇z f˜ >) ds
=
1
1− p
∫ s
0
{
s
2p
1−p < ∇z f˜ ,∇R˜ > +2(1− p)2
[
d
ds
< ∇sf˜ ,∇zf˜ > − < ∇s∇sf˜ ,∇zf˜ >
− 2
1− ps
p
1−p R˜ic(∇sf˜ ,∇zf˜)
]}
ds
=2(1− p) < ∇sf˜(s, z),∇zf˜(s, z) >
+
1
1− p
∫ s
0
< ∇z f˜ , s
2p
1−p∇R˜ − 2(1− p)2∇s∇sf˜ − 4(1− p)s
p
1−p R˜ic(∇sf˜ , ·) > ds
(1.9)
Putting z = 0 in (1.9) we get (1.7) and the lemma follows.
From Lemma 1.1 and Lemma 1.2 it is natural to define the following. We say that a
curve γ˜ ∈ F(q, s) is a L˜p-geodesic at s ∈ (0, s) if it satisfies
∇ eXX˜ −
1
2(1− p)2 s
2p
1−p∇R˜ + 2
1− ps
p
1−p R˜ic(X˜, ·) = 0 (1.10)
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at s where X˜(s) = γ˜′(s) and ∇ = ∇g(τ) with τ = s 11−p . We say that it is a L˜p-geodesic in
(0, s) if it satisfies (1.10) in (0, s). Similarly we say a curve γ ∈ F(q, τ) is a Lp-geodesic at
τ ∈ (0, τ) if it satisfies
∇XX − 1
2
∇R + p
τ
X + 2Ric(X, ·) = 0 (1.11)
at τ where X(τ) = γ′(τ). We say that γ is a Lp-geodesic in (0, τ) if it satisfies (1.11)
in (0, τ). Note that when p = 1/2, the Lp-geodesic is equal to the L-geodesic defined by
Perelman in [P1].
Remark 1.3. By direct computation γ ∈ F(q, τ) is a Lp-geodesic at τ ∈ (0, τ) if and only
if γ˜ ∈ F(q, s) is a L˜p-geodesic at s ∈ (0, s) where γ, γ˜, s and τ are related by (1.5) and
s = τ1−p. Moreover
γ˜′(0) =
1
1− p limτ→0 τ
pγ′(τ). (1.12)
Lemma 1.4. For any v˜ ∈ Tp0M , there exists a unique solution γ˜(s) = γ˜ev(s) = γ˜(s; v˜) of
(1.10) in (0, s0) with {
γ˜(0) = p0
γ˜′(0) = v˜
(1.13)
for some constant s0 ∈ (0, t1−p0 ] where (0, s0) is the maximal interval of existence of the
solution. If s0 < t
1−p
0 , then
lim
s→s−0
d0(p0, γ˜(s)) =∞. (1.14)
If the Ricci curvature of M is uniformly bounded on (0, t0], then s0 = t
1−p
0 .
Proof. Uniqueness of solution of (1.10) satisfying (1.13) follows by standard O.D.E. theory.
Hence we only need to prove existence of solution of (1.10) satisfying (1.13). We will use a
continuity argument similar to that of section 17 of [KL] to prove the existence of solution
of (1.10) satisfying (1.13). We first observe that by standard O.D.E. theory there exists a
constant s′0 ∈ (0, t1−p0 ) such that (1.10), (1.13), has a unique solution γ˜(s) in (0, s′0). Let
(0, s0) be the maximum interval of existence of solution γ˜(s) of (1.10) and (1.13). Then
s0 ≤ t1−p0 . If s0 = t1−p0 , we are done. So we suppose that s0 < t1−p0 . We claim that (1.14)
holds. Suppose not. Then there exist constants s1 ∈ (0, s0) and C1 > 0 such that
d0(p0, γ˜(s)) ≤ C1 ∀s1 ≤ s < s0. (1.15)
Let
r0 = sup
0≤s<s0
d0(p0, γ˜(s)).
By (1.15) r0 <∞. Since B0(p0, r0)× [0, s1/(1−p)0 ] is compact in (q, τ) ∈ M × [0, t0) when
M is equipped with the metric g(0), there exists a constant K1 > 0 such that
|R|+ |∇R|+ |Ric| ≤ K1 (1.16)
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on (q, τ) ∈ B0(p0, r0)× [0, s1/(1−p)0 ]. Then by (1.10) and (1.16),∣∣∣∣ dds |X˜|2
∣∣∣∣ =∣∣∣∣2 < X˜,∇ eXX˜ > + 21− ps p1−p R˜ic(X˜, X˜)
∣∣∣∣
=
∣∣∣∣< X˜, 1(1− p)2 s 2p1−p∇R˜ − 41− ps p1−p R˜ic(X˜, ·) > + 21− ps p1−p R˜ic(X˜, X˜)
∣∣∣∣
≤
∣∣∣∣ 1(1− p)2 s 2p1−p < X˜,∇R˜ >
∣∣∣∣+ 21− ps p1−p ∣∣∣R˜ic(X˜, X˜)∣∣∣
≤A1K1(s
2p
1−p |X˜|+ s p1−p |X˜|2)
≤C1(2s
p
1−p |X˜|2 + (s 3p1−p /4)) ∀0 ≤ s ≤ s0.
where A1 = max((1− p)−2, 2(1− p)−1) and C1 = A1K1. Hence ∀0 ≤ s ≤ s0,
d
ds
(
e−2C1(1−p)s
1
1−p |X˜|2
)
≤ (C1/4)e−2C1(1−p)s
1
1−p
s
3p
1−p
d
ds
(
e2C1(1−p)s
1
1−p |X˜|2
)
≥ −(C1/4)e2C1(1−p)s
1
1−p
s
3p
1−p
⇒ e−C2s
1
1−p
(|v˜|2 − C3eC2s
1
1−p
s
1+2p
1−p ) ≤ |X˜(s)|2 ≤ eC2s
1
1−p
(|v˜|2 + C3s
1+2p
1−p )
(1.17)
where C2 = 2(1− p)C1 and C3 = C2/(8(1 + 2p)). By (1.17) and standard O.D.E. theory
there exists a constant ε0 ∈ (0, t1−p0 −s0] such that we can extend γ˜ to a solution of (1.10),
(1.13), on (0, s0 + ε0). This contradicts the maximality of s0. Thus (1.14) holds.
If the Ricci curvature of M is uniformly bounded on M × (0, t0], then by the local
estimates for the solutions of Ricci flow [S1] and a similar argument as before we will get
a contradiction if s0 < t
1−p
0 . Hence s0 = t
1−p
0 and the lemma follows.
By Remark 1.3, Lemma 1.4, and (1.12), we have
Corollary 1.5. For any v ∈ Tp0M , there exists a unique solution γ(τ) = γv(τ) = γ(τ ; v)
of (1.11) in (0, τ0) with {
γ(0) = p0
lim
τ→0
τpγ′(τ) = v.
(1.18)
for some constant τ0 ∈ (0, t1−p0 ] where (0, τ0) is the maximal interval of existence of the
solution. If τ0 < t
1−p
0 , then
lim
τ→τ−0
d0(p0, γ(τ)) =∞. (1.19)
If the Ricci curvature of M is uniformly bounded on [0, t0), then τ0 = t0.
We will now prove that the Lp(q, τ)-length can be realized by some Lp(q, τ)-geodesic in
M . We first recall a lemma of [Ye1]:
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Lemma 1.6. (Lemma 2.1 of [Ye1]) If there exists a constant c1 > 0 such that
Ric(q, τ) ≥ −c1g(q, τ) on M × [0, τ ], (1.20)
then
e−2c1τg(0) ≤ g(τ) ≤ e2c1(τ−τ)g(τ) on M × [0, τ ].
If there exists a constant c2 > 0 such that
Ric(q, τ) ≤ c2g(q, τ) on M × [0, τ ], (1.21)
then
e2c2(τ−τ)g(τ) ≤ g(τ) ≤ e2c2τg(0) on M × [0, τ ].
Lemma 1.7. Suppose there exists a constant c1 > 0 such that (1.20) holds. Then for any
γ ∈ F(q, τ),
Lp(q, γ, τ) ≥ − c1n
p+ 1
τp+1 +
(1− p)e−2c1τ
τ1−p2 − τ1−p1
d0(γ(τ1), γ(τ2))
2 ∀0 ≤ τ1 ≤ τ2 ≤ τ . (1.22)
Proof. By Lemma 1.6 and the Ho¨lder inequality,(
e−c1τ
∫ τ2
τ1
|γ′(τ)|g(0) dτ
)2
≤
(∫ τ2
τ1
|γ′(τ)|dτ
)2
≤
∫ τ2
τ1
τp|γ′(τ)|2dτ ·
∫ τ2
τ1
τ−pdτ
=
τ1−p2 − τ1−p1
1− p
∫ τ
0
τp|γ′(τ)|2dτ ∀0 ≤ τ1 ≤ τ2 ≤ τ .
(1.23)
By (1.20), ∫ τ
0
τpR(γ(τ), τ)dτ ≥ − c1n
p+ 1
τp+1. (1.24)
By (1.23) and (1.24) the lemma follows.
Lemma 1.8. Let r0 > 0. Suppose there exists a constant c2 > 0 such that (1.21) holds in
B0(p0, r0)× [0, τ ]. Then
Lp(q, τ) ≤ c2n
p+ 1
τp+1 +
e2c2τ
p+ 1
d0(p0, q)
2
τ1−p
∀q ∈ B0(p0, r0), 0 < τ ≤ τ . (1.25)
Proof. Let q ∈ B0(p0, r0), τ ∈ (0, τ ], and let γ : [0, τ ] → M be a minimizing geodesic
joining p0 and q with respect to the metric g(0) with |γ′|g(0) = d0(p0, q)/τ on [0, τ ]. Then
by Lemma 1.6,
Lp(q, τ) ≤Lp(q, γ, τ) ≤ c2n
p+ 1
τp+1 + e2c2τ
∫ τ
0
ρp|γ′(ρ)|2g(0)dρ
≤ c2n
p+ 1
τp+1 +
e2c2τ
p+ 1
d0(p0, q)
2
τ1−p
.
and (1.25) follows.
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Lemma 1.9. Let γ˜ : [0, s]→M be a continuous curve satisfying
∫ s
0
|γ˜′(s)|2 ds <∞ (1.26)
where |γ˜′(s)| = |γ˜′(s)|eg(s) and let Y˜ (s) 6≡ 0 be a smooth vector field along γ˜. Then there
exists a variation f : [0, s] × [−ε, ε] → M of γ˜ with respect to Y˜ (s) and a constant C > 0
such that∣∣∣∣∂f∂s (s, z)
∣∣∣∣2 + ∣∣∣∣∇z(∂f∂s
)
(s, z)
∣∣∣∣2 ≤ C(|γ˜′(s)|2 + |∇ eX Y˜ (s)|2) ∀|z| ≤ ε and a.e. s ∈ (0, s)
(1.27)
where X˜(s) = γ˜′(s) and
lim
z→0
∫ s
0
<
∂f
∂s
(s, z),∇z
(
∂f
∂s
)
(s, z) > ds =
∫ s
0
< X˜,∇ eX Y˜ > ds. (1.28)
Proof. For any s ∈ [0, s], let β(z, s) = β(z, γ˜(s), Y˜ (s)) be the geodesic with respect to the
metric g˜(s) which satisfies 
β(0, s) = γ˜(s)
∂β
∂z
(0, s) = Y˜ (s).
(1.29)
Let f(s, z) = β(z, γ˜(s), Y˜ (s)). By the same argument as the proof of Proposition 2.2 of
Chapter 9 of [C] there exists a constant ε0 > 0 such that for any 0 < ε < ε0 f is well
defined on [0, s] × [−ε, ε] and is a variation of γ˜ with respect to Y˜ (s). We claim that
there exists a constant 0 < ε < ε0 to be determined later such that f satisfies (1.27) and
(1.28). Since f([0, s]× [−ε, ε]) is compact, there exists a finite family of co-ordinate charts
{(Ui, φi)}i0i=1 such that f([0, s] × [−ε, ε]) ⊂ ∪i0i=1Ui. Without loss of generality we may
assume that f([0, s] × [−ε, ε]) ⊂ U1. We write β = (β1, β2, . . . , βn), f = (f1, f2, . . . , fn),
γ˜(s) = (a1(s), a2(s), . . . , an(s)), and Y˜ (s) = bi(s)∂/∂xi in the local coordinates (U1, φ1).
Then
∂2βk
∂z2
+
∂βi
∂z
∂βj
∂z
Γ˜kij(β(z, s), s) = 0 ∀|z| ≤ ε, 0 ≤ s ≤ s, k = 1, 2, . . . , n. (1.30)
Let
E(z, s) = g˜kl(β(z, s), s)
∂βk
∂z
∂βl
∂z
.
By (1.29),
E(0, s) = |Y˜ (s)|2 ≤ max
0≤s≤s
|Y˜ (s)|2 = C1 (say) (1.31)
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By (1.30), ∣∣∣∣∂E∂z
∣∣∣∣ =∣∣∣∣2g˜kl ∂βl∂z ∂2βk∂z2 + ∂g˜kl∂xm ∂β
m
∂z
∂βk
∂z
∂βl
∂z
∣∣∣∣
≤2
∣∣∣∣g˜kl ∂βl∂z ∂βi∂z ∂βj∂z Γ˜kij(β(z, s), s)
∣∣∣∣+ ∣∣∣∣ ∂g˜kl∂xm ∂β
m
∂z
∂βk
∂z
∂βl
∂z
∣∣∣∣
≤C22E
3
2 ∀|z| ≤ ε, 0 ≤ s ≤ s (1.32)
for some constant C2 > 0. Let ε = min(1/(C
1
2
1 C
2
2 ), ε0). Then by (1.31) and (1.32),∣∣∣∣ 1√E(0, s) − 1√E(z, s)
∣∣∣∣ ≤ C222 |z| ≤ C222 ε ∀|z| ≤ ε, 0 ≤ s ≤ s
⇒ 1√
E(z, s)
≥ 1√
E(0, s)
− C
2
2
2
ε ≥ 1√
C1
− C
2
2
2
ε ≥ 1
2
√
C1
∀|z| ≤ ε, 0 ≤ s ≤ s
⇒ E(z, s) ≤ 4C1 ∀|z| ≤ ε, 0 ≤ s ≤ s.
(1.33)
Let
w(z, s) =
∂β
∂s
and let
F (z, s) = |w|2 + |∇zw|2.
By (1.26),
dai
ds
∈ L2(0, s) ⊂ L1(0, s) ∀i = 1, 2, . . . , n.
By standard theory on analysis for any i = 1, 2, . . . , n, there exists a set Ei ⊂ [0, s]
of measure zero such that dai/ds is continuous on (0, s) \ Ei. Let E0 = ∪ni=1Ei and
A0 = (0, s) \ E0. Then |E0| = 0 and dai/ds is continuous on A0 for all i = 1, 2, . . . , n.
We write ∇ eX Y˜ (s) = ci(s)∂/∂xi in local coordinates. Then
ck(s) =
dbk
ds
+ bj
dai
ds
Γ˜kij(γ˜(s), s) ∀0 ≤ s ≤ s, k = 1, 2, . . . , n. (1.34)
By (1.26) and (1.34) ∇ eX Y˜ (s) ∈ L2(0, s) and ∇ eX Y˜ (s) is continuous on A0. Differentiating
(1.30) and (1.29) with respect to s ∈ A0,
0 =∇s∇z ∂β
∂z
= ∇z∇s ∂β
∂z
+ R˜(
∂β
∂s
,
∂β
∂z
)
∂β
∂z
= ∇z∇zw + R˜(w, ∂β
∂z
)
∂β
∂z
(1.35)
holds for any |z| ≤ ε, s ∈ A0, k = 1, 2, . . . , n and{
w(0, s) = γ˜′(s) ∀s ∈ A0
∇zw(0, s) = ∇ eX Y˜ (s) ∀s ∈ A0.
(1.36)
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Then by (1.33), (1.35), (1.36), and Ho¨lder’s inequality,∣∣∣∣∂F∂z
∣∣∣∣ =2∣∣∣∣< w,∇zw > + < ∇zw,∇z∇zw >∣∣∣∣
≤F + 2
∣∣∣∣< ∇zw, R˜(w, ∂β∂z )∂β∂z >
∣∣∣∣
≤F + |∇zw|2 +
∣∣∣∣R˜(w, ∂β∂z )∂β∂z
∣∣∣∣2
≤C3F ∀|z| ≤ ε, s ∈ A0
⇒ F (z, s) ≤eC3zF (0, s) ≤ eC3ε(|γ˜′(s)|2 + |∇ eX Y˜ |2)
holds for any |z| ≤ ε and s ∈ A0 where C3 > 0 is a constant. Hence (1.27) follows. By
(1.27) and the Cauchy-Schwarz inequality,∣∣∣∣< ∂f∂s (s, z),∇z
(
∂f
∂s
)
(s, z) >
∣∣∣∣ ≤ C(|γ˜′(s)|2 + |∇ eX Y˜ |2) ∀|z| ≤ ε, s ∈ A0. (1.37)
Since both γ′(s) and ∇ eX Y˜ are continuous at s for any s ∈ A0, by (1.35), (1.36), and the
continuous dependence of solutions of O.D.E. on initial data, ∇zw is continuous at (z, s)
for any s ∈ A0 and |z| ≤ ε. Hence
∇z
(
∂f
∂s
)
(s, z) = ∇s
(
∂f
∂z
)
(s, z) ∀|z| ≤ ε, s ∈ A0. (1.38)
Since by (1.38)
<
∂f
∂s
(s, z),∇z
(
∂f
∂s
)
(s, z) >→< X˜,∇ eX Y˜ > as z → 0 ∀s ∈ A0,
by (1.37) and the Lebesgue dominated convergence theorem (1.28) follows.
Theorem 1.10. Let τ ∈ (0, t0) and s = τ1−p. Suppose (M, g) satisfies (1.20) for some
constant c1 > 0. Then for any q ∈M , there exists a L˜p-geodesic γ˜ ∈ C1([0, s])∩C∞((0, s])
such that γ˜(0) = p0, γ˜(s) = q, and
L˜p(q, s) = L˜p(q, γ˜, s). (1.39)
Proof. Choose a sequence of curves {γ˜i}∞i=1 ⊂ F(q, s) such that
L˜p(q, γ˜i, s) ≤ L˜p(q, s) + 1 ∀i ∈ Z+ (1.40)
and
L˜p(q, s) = lim
i→∞
L˜p(q, γ˜i, s). (1.41)
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Let γi(τ) = γ˜i(s), τ = s
1/(1−p). By Lemma 1.7, (1.4), (1.6) and (1.41) there exist constants
K = K(τ, Lp(q, τ)) > 0 and C1 > 0 independent of i ∈ Z+ such that{
d0(p0, γ˜i(s)) ≤ K ∀0 ≤ s ≤ s, i ∈ Z+
d0(γ˜i(s), γ˜i(s
′)) ≤ C1|s− s′|1/2 ∀s, s′ ∈ [0, s], i ∈ Z+.
(1.42)
Hence the sequence of curves {γ˜i}∞i=1 are uniformly Ho¨lder continuous on [0, s]. SinceM is
complete with respect to g(0), B0(p0, K) is compact. By the Ascoli Theorem there exists
a continuous curve γ˜ : [0, s]→ B0(p0, K) such that γ˜i converges uniformly to γ˜ on [0, s] as
i→∞. Then γ˜(0) = p0 and γ˜(s) = q. Letting i→∞ in (1.42),{
d0(p0, γ˜(s)) ≤ K ∀0 ≤ s ≤ s
d0(γ˜(s), γ˜(s
′)) ≤ C1|s− s′|1/2 ∀s, s′ ∈ [0, s].
Hence γ˜ is uniformly Ho¨lder continuous on [0, s]. By Fatou’s Lemma and Lemma 1.6,
L˜p(q, γ˜, s) ≤ lim
i→∞
L˜p(q, γ˜i, s) = L˜p(q, s)
⇒ L˜p(q, s) = L˜p(q, γ˜, s) and |γ˜′|g(0) ∈ L2(0, s). (1.43)
We now claim that γ˜ ∈ C∞([0, s]). Since B0(p0, K) is compact, there exists a finite family
of co-ordinate charts {(φk, B0(qk, rk)}k0k=1 such that B0(p0, K) ⊂ ∪k0k=1B0(qk, rk). Let
Ik = Ik(γ˜) = {s ∈ [0, s] : γ˜(s) ∈ B0(qk, rk)} ∀k = 1, 2, . . . , k0.
Then Ik is relatively open with respect to the interval [0, s] for all k = 1, 2, . . . , k0 and
[0, s] = ∪k0k=1Ik. For any k = 1, 2, . . . , k0, s ∈ Ik, we write
φk(γ˜(s)) = (a
1
k(s), a
2
k(s), . . . , a
n
k(s))
in the local coordinates (φk, B0(qk, rk)). When there is no ambiguity, we will drop the
subscript k. To prove the claim we fix one k ∈ {1, 2, . . . , k0}. Then
X˜(s) = γ˜′(s) =
dai
ds
∂
∂xi
in Ik.
By (1.43),
g˜ij(γ˜(s), 0)
dai
ds
daj
ds
∈ L1(Ik) ⇒ da
i
ds
∈ L2(Ik) ∀i = 1, 2, . . . , n. (1.44)
Let
Y˜ (s) = bj(s)
∂
∂xj
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be a smooth vector field along γ˜ such that Y˜ (s) = 0 for any s 6∈ Ik. Since γ˜ is a minimizer
of L˜p(q, s) and by (1.43) γ˜ satisfies (1.26), by Lemma 1.9, Lebesgue dominated convergence
theorem and an argument similar to the proof of Lemma 1.2,∫ s
0
(s
2p
1−p Y˜ (R˜) + 2(1− p)2 < X˜,∇ eX Y˜ >) ds = 0
⇒
∫
Ik
{
s
2p
1−p bj
∂R˜
∂xj
+ 2(1− p)2g˜lr da
l
ds
(
dbr
ds
+ bj
dai
ds
Γ˜rij
)}
ds = 0 (1.45)
⇒
∣∣∣∣∫
Ik
g˜lr
dal
ds
(
dbr
ds
+ bj
dai
ds
Γ˜rij
)
ds
∣∣∣∣≤ C∣∣∣∣∫
Ik
s
2p
1−p bj
∂R˜
∂xj
ds
∣∣∣∣
⇒
∣∣∣∣∫
Ik
g˜lr
dal
ds
dbr
ds
ds
∣∣∣∣ ≤ ∣∣∣∣∫
Ik
g˜lr
dal
ds
bj
dai
ds
Γ˜rij ds
∣∣∣∣+ C n∑
j=1
∫
Ik
|bj | ds.
(1.46)
Since by (1.44) and the Cauchy-Schwarz inequality,∣∣∣∣∫
Ik
g˜lr
dal
ds
bj
dai
ds
Γ˜rij ds
∣∣∣∣ ≤ C max1≤j≤n ‖bj‖∞
∫
J
g˜lr
dal
ds
dar
ds
ds
where J = ∪nj=1supp bj, by (1.46) we have∣∣∣∣∫
Ik
g˜lr
dal
ds
dbr
ds
ds
∣∣∣∣ ≤ C max1≤j≤n ‖bj‖∞
∫
J
g˜lr
dal
ds
dar
ds
ds+ C
n∑
j=1
∫
Ik
|bj| ds. (1.47)
We now choose φ ∈ C∞(R), 0 ≤ φ ≤ 1, such that φ(s) = 1 for all s ≤ 0 and φ(s) = 0 for
all s ≥ 1. For any h > 0 let φh(s) = φ(s/h). Since∫
R
φ′(s) ds = −1,
by (1.44) and standard theory in analysis [St] there exists a set Ek ⊂ Ik of measure zero
such that
lim
h→0+
1
h
∫ s′
s′−h
da1
ds
(s)φ′((s′ − s)/h) ds = −da
1
ds
(s′) ∀s′ ∈ Ik \ Ek
lim
h→0+
1
h
∫ s′+h
s′
da1
ds
(s)φ′((s− s′)/h) ds = −da
1
ds
(s′) ∀s′ ∈ Ik \ Ek.
(1.48)
Let s′0 ∈ Ik \ Ek. Without loss of generality we may assume that s′0 6= 0, s. By continuity
of γ˜ there exists a constant 0 < ε ≤ s′0/2 such that
γ˜(s) ∈ B0(qk, rk) ∀s ∈ Iε(s′0) = (s′0 − ε, s′0 + ε) ⊂ Ik.
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Let s1, s2 ∈ Iε/2(s′0) \ Ek be such that s1 < s2 and let ε1 = (s2 − s1)/3. Putting
br(s) = g˜r1(γ˜(s), s)φh2(s− s2)φh1(s1 − s) ∀r = 1, 2, . . . , n
in (1.47) where 0 < h1, h2 ≤ ε1 we get∣∣∣∣ 1h2
∫ s2+h2
s2
da1
ds
(s)φ′((s− s2)/h2) ds− 1
h1
∫ s1
s1−h1
da1
ds
(s)φ′((s1 − s)/h1) ds
∣∣∣∣
≤C
∫ s2+h2
s1−h1
g˜lr
dal
ds
dar
ds
ds+ C(s2 − s1 + h1 + h2)
+
∣∣∣∣∫ s2+h2
s1−h1
g˜lr
dg˜r1
ds
dal
ds
φh2(s− s2)φh1(s1 − s) ds
∣∣∣∣
≤C
∫ s2+h2
s1−h1
g˜lr
dal
ds
dar
ds
ds+ C(s2 − s1 + h1 + h2)
+
∣∣∣∣∫ s2+h2
s1−h1
g˜lr
(
∂g˜r1
∂s
+
∂g˜r1
∂xj
daj
ds
)
dal
ds
φh2(s− s2)φh1(s1 − s) ds
∣∣∣∣
≤C
∫ s2+h2
s1−h1
g˜lr
dal
ds
dar
ds
ds+ C(s2 − s1 + h1 + h2)
+
2
1− p
∣∣∣∣∫ s2+h2
s1−h1
s
p
1−p g˜rlg˜
riR˜ij g˜
j1 da
l
ds
φh2(s− s2)φh1(s1 − s) ds
∣∣∣∣ (by (1.8))
≤C
∫ s2+h2
s1−h1
g˜lr
dal
ds
dar
ds
ds+ C(s2 − s1 + h1 + h2)
+ C(s2 − s1 + h1 + h2)1/2
(∫ s2+h2
s1−h1
g˜lr
da1
ds
dar
ds
ds
)1/2
≤C
∫ s2+h2
s1−h1
g˜lr
dal
ds
dar
ds
ds+ C(s2 − s1 + h1 + h2). (1.49)
Letting h1 → 0 in (1.49), by (1.26), (1.44), and (1.48),∣∣∣∣da1ds (s1)
∣∣∣∣ ≤ C ∀s1 ∈ Iε/2(s′0) \ Ek. (1.50)
for some constant C > 0. Hence letting h1, h2 → 0 in (1.49), by (1.26), (1.48), and (1.50)
we have ∣∣∣∣da1ds (s2)− da1ds (s1)
∣∣∣∣ ≤ C|s2 − s1| ∀s1, s2 ∈ Iε/2(s′0) \ Ek. (1.51)
We now choose 0 ≤ η ∈ C∞0 (R) such that η(s) = 0 for any |s| ≥ 1 and
∫
R
η ds = 1. For
any h > 0, s0 ∈ Ik, let ηh(s) = η(s/h)/h and
a1 ∗ ηh(s0) =
∫
R
a1(s0 − s)ηh(s) ds.
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For any s0 ∈ Iε/2(s′0), we choose a sequence {s0,i}∞i=1 ⊂ Iε/2(s′0)\Ek such that limi→∞ s0,i =
s0. By (1.51) {da1(s0,i)/ds}∞i=1 is a Cauchy sequence. Hence
lim
i→∞
da1
ds
(s0,i)
exists. Let
f(s0) = lim
i→∞
da1
ds
(s0,i) ∀s0 ∈ Iε(s′0).
By (1.51) f is well defined on Iε/2(s
′
0). We now claim that a
1 ∈ C1(Iε/2(s′0)) with da1/ds =
f on Iε/2(s
′
0). To prove the claim we observe that by (1.51)
∣∣∣∣ ddsa1 ∗ ηh(s0)− f(s0)
∣∣∣∣
=
∣∣∣∣∫
|ρ|≤h
da1
ds
(s0 − ρ)ηh(ρ) dρ− f(s0)
∣∣∣∣
≤
∣∣∣∣∫
|ρ|≤h
(
da1
ds
(s0 − ρ)− da
1
ds
(s0,i)
)
ηh(ρ) dρ
∣∣∣∣+ ∣∣∣∣da1ds (s0,i)− f(s0)
∣∣∣∣
≤C
∫
|ρ|≤h
|s0 − ρ− s0,i|ηh(ρ) dρ+
∣∣∣∣da1ds (s0,i)− f(s0)
∣∣∣∣
≤C(|s0 − s0,i|+ h) +
∣∣∣∣da1ds (s0,i)− f(s0)
∣∣∣∣.
Letting first i → ∞ and then h → 0 in the above inequality, we get that d(a1 ∗ ηh)/ds
converges uniformly to f on Iε/2(s
′
0) as h → 0. Since a1 ∗ ηh converges uniformly to a1
on Iε/2(s
′
0) as h → 0. Hence a1 ∈ C1(Iε(s′0)) with da1/ds = f on Iε/2(s′0). Since s′0 is
arbitrary, a1 ∈ C1([0, s]). By a similar argument al ∈ C1([0, s]) for any l = 1, 2, . . . , n.
Hence γ˜ ∈ C1([0, s]) and there exists a constant C > 0 such that
∣∣∣∣dalkds (s2)− dalkds (s1)
∣∣∣∣ ≤ C|s2 − s1| ∀s1, s2 ∈ Ik, k = 1, 2, . . . , k0, l = 1, 2, . . . , n. (1.52)
Thus d2alk(s)/ds
2 exists a.e. s ∈ Ik with
d2alk
ds2
∈ L∞(Ik) ∀k = 1, 2, . . . , k0, l = 1, 2, . . . , n.
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By (1.45) for any bj ∈ C∞0 (Ik), j = 1, 2, . . . , n,∫
Ik
{
s2p/(1−p)
∂R˜
∂xj
+ 2(1− p)2
(
− d
ds
(
g˜jl
dal
ds
)
+ g˜lr
dal
ds
dai
ds
Γ˜rij
)}
bj ds = 0
⇒ 2(1− p)2
(
− d
ds
(
g˜jl
dal
ds
)
+ g˜lr
dal
ds
dai
ds
Γ˜rij
)
+ s2p/(1−p)
∂R˜
∂xj
= 0 a.e. s ∈ Ik
(1.53)
⇒ 2(1− p)2
(
−g˜jl d
2al
ds2
− dg˜jl
ds
dal
ds
+ g˜lr
dal
ds
dai
ds
Γ˜rij
)
+ s2p/(1−p)
∂R˜
∂xj
= 0 a.e. s ∈ Ik
⇒ d
2am
ds2
= −g˜mj dg˜jl
ds
dal
ds
+ g˜lrg˜
mj da
l
ds
dai
ds
Γ˜rij +
1
(1− p)2 s
2p/(1−p)g˜mj
∂R˜
∂xj
(1.54)
a.e. s ∈ Ik. By (1.52) and (1.54) there exists a set E′k of measure zero such that∣∣∣∣d2ajkds2 (s2)− d2a
j
k
ds2
(s1)
∣∣∣∣ ≤ C|s2 − s1| ∀s1, s2 ∈ Iε(s′0) \ E′k, k = 1, 2, . . . , k0, j = 1, 2, . . . , n.
(1.55)
By an argument similar to the proof of γ˜ ∈ C1([0, s]) but with (1.55) replacing (1.51) in
the proof we get that γ˜ ∈ C2([0, s]) and
∣∣∣∣d2ajkds2 (s2)− d2a
j
k
ds2
(s1)
∣∣∣∣ ≤ C|s2 − s1| ∀s1, s2 ∈ Ik, k = 1, 2, . . . , k0, j = 1, 2, . . . , n
for some constant C > 0. Hence by (1.53),
2(1− p)2
(
− d
ds
(
g˜jl
dal
ds
)
+ g˜lr
dal
ds
dai
ds
Γ˜rij
)
+ s2p/(1−p)
∂R˜
∂xj
= 0 in Ik
for any k = 1, 2, . . . , k0, j = 1, 2, . . . , n. Thus γ˜ satisfies (1.10) in (0, s). Then by standard
O.D.E. theory γ˜ ∈ C∞((0, s]). Hence γ˜ is a L˜p-geodesic and the theorem follows.
By (1.4), (1.5), (1.6) and Theorem 1.10 we have
Theorem 1.11. Suppose (M, g) satisfies (1.20) in [0, τ ] for some constant c1 > 0. Then
for any q ∈ M , there exists a Lp-geodesic γ ∈ C([0, τ ]) ∩ C∞((0, τ ]) satisfying (1.18) for
some v ∈ Tp0M such that γ(τ) = q and
Lp(q, τ) = Lp(q, γ, τ).
By putting p = 1/2 in Theorem 1.11 we obtain a result which is conjectured and used
without proof in Perelman’s paper [P1], [P2].
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Corollary 1.12. Suppose (M, g) satisfies (1.20) in [0, τ ] for some constant c1 > 0. Then
for any q ∈ M , there exists a L-geodesic γ ∈ C([0, τ ]) ∩ C∞((0, τ ]) satisfying (1.18) with
p = 1/2 for some v ∈ Tp0M such that γ(τ) = q and
L(q, τ) = L(q, γ, τ).
By an argument similar to the proof of Theorem 1.10 and Theorem 1.11 we have
Theorem 1.13. Suppose (M, g) satisfies (1.20) in [0, τ ] for some constant c1 > 0. Let
q0 ∈M and let τ0 ∈ (0, τ). Then for any q ∈M , there exists a Lp-geodesic γ ∈ C∞([τ0, τ ])
satisfying γ(τ0) = q0, γ(τ) = q, and
Lq0,τ0p (q, τ) = Lq0,τ0p (q, γ, τ).
Theorem 1.14. Let t0 > 0, s0 = t
1−p
0 , and let g and g be related by (0.5). Suppose
(M, g) satisfies (1.20) in (0, t0) for some constant c1 > 0. Then for any s ∈ (0, s0),
q ∈M , L˜p0p (q, s) is locally Lipschitz in p0 with respect to the metric g(0) = g(t0).
Proof. Let r0 > 0, s ∈ (0, s0), τ = s
1
1−p , p0 ∈M , and let p1, p2 ∈ B0(p0, r0). By Theorem
1.10 for each i = 1, 2, there exists a L˜pip (q, s)-length minimizing L˜p-geodesic γ˜i : [0, s]→M
such that γ˜i(0) = pi and γ˜i(s) = q. Let γ˜ : [0, d]→M be a normalized minimizing geodesic
with respect to the metric g(0) with γ˜(0) = p1, γ˜(d) = p2, |γ˜′| = |γ˜′|g(0) = 1 on [0, d] with
d = d0(p1, p2). Then γ˜([0, d]) ⊂ B0(p0, 3r0). Let r1 = 3r0 + 2d0(p0, q) and let
K0 = sup
B0(p0,r1)×[0,τ ]
(|R|+ |Ric|).
Let γi(τ) = γ˜i(s) with s = τ
1−p, i = 1, 2. For i = 1, 2, let di = d0(pi, q) and let γi : [0, di]→
M be a normalized minimizing geodesic with respect to the metric g(0) with γi(0) = pi,
γi(di) = q. Then di < r0 + d0(p0, q) and γi([0, di]) ⊂ B0(p0, r1) for i = 1, 2. Hence by
Lemma 1.7 and the proof of Lemma 1.8, there exist constants A1 = A1(s, r1, K0) > 0 and
r2 = r2(s, r1, K0) ≥ r1 such that{
L˜pip (q, s) ≤ A1 ∀i = 1, 2
d0(pi, γ˜i(s)) < r2 ∀0 ≤ s ≤ s, i = 1, 2.
Let
K1 = sup
B0(p0,2r2)×[0,τ ]
(|R|+ |Rt|+ |∇R|+ |Ric|).
We now assume that d = d0(p1, p2) < min(1, s/4). Let
β(s) =

γ˜(s) if 0 ≤ s < d
γ˜2(s− d) if d ≤ s ≤ s− d
γ˜2(2s− s) if s− d < s ≤ s.
19
Then
L˜p1p (q, s) ≤L˜p1p (q, β, s)
=
1
1− p
∫ d
0
(s
2p
1−p R˜(γ˜(s), s) + (1− p)2|γ˜′(s)|2) ds
+
1
1− p
∫ s−d
d
(s
2p
1−p R˜(γ˜2(s
′), s) + (1− p)2|γ˜′2(s′)|2eg(s)) ds
+
1
1− p
∫ s
s−d
(s
2p
1−p R˜(γ˜2(s
′′), s) + 4(1− p)2|γ˜′2(s′′)|2eg(s)) ds
=I1 + I2 + I3 (1.56)
where s′ = s− d and s′′ = 2s− s. By Lemma 1.6,
I1 ≤ K1
1 + p
d
1+p
1−p + (1− p)e2K1d
1
1−p
d ≤ K1
1 + p
d
1+p
1−p + (1− p)e2K1d, (1.57)
I2 ≤ 1
1− p
∫ s−2d
0
((w + d)
2p
1−p R˜(γ˜2(w), w + d) + (1− p)2e2K1d
1
1−p |γ˜′2(w)|2) dw
=
1
1− p
∫ s−2d
0
(w
2p
1−p R˜(γ˜2(w), w) + (1− p)2|γ˜′2(w)|2) dw
+
1
1− p
∫ s−2d
0
[(w + d)
2p
1−p − w 2p1−p ]R˜(γ˜2(w), w + d) dw
+
1
1− p
∫ s−2d
0
w
2p
1−p (R˜(γ˜2(w), w + d)− R˜(γ˜2(w), w)) dw
+ (1− p)(e2K1d
1
1−p − 1)
∫ s−2d
0
|γ˜′2(w)|2 dw
≤ 1
1− p
∫ s−2d
0
(w
2p
1−p R˜(γ˜2(w), w) + (1− p)2|γ˜′2(w)|2) dw + C′1d (1.58)
for some constant C′1 > 0 and
I3 ≤ 1
1− pK1s
2p
1−p d+ 2(1− p)e2K1d
1
1−p
∫ s
s−2d
|γ˜′2(s)|2 ds
≤ 1
1− p
∫ s
s−2d
(s
2p
1−p R˜(γ˜2(s), s) + (1− p)2|γ˜′2(s)|2) ds+ C′′1
∫ s
s−2d
|γ˜′2(s)|2 ds
+
3K1
1− ps
2p
1−p d. (1.59)
Hence by (1.56), (1.57), (1.58) and (1.59),
L˜p1p (q, s) ≤ L˜p2p (q, s) + C′′1
∫ s
s−2d
|γ˜′2(s)|2 ds+ C′2d (1.60)
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for some constant C′2 > 0. Let v˜i = γ˜
′
i(0) for i = 1, 2. By the same argument as the proof
of Lemma 1.4, (1.17) holds in (0, s) for some constant C2 > 0, C3 > 0, depending only on
K1 with X˜(s) and v˜, being replaced by γ˜
′
i(s) and v˜i = γ˜
′
i(0), for i = 1, 2. By (1.17) there
exist constants C4 > 0, C5 > 0 and C6 > 0 such that
C4|v˜i|2 − C5 ≤ |γ˜′i(s)|2 ≤ C6(1 + |v˜i|2) ∀0 ≤ s ≤ s, i = 1, 2. (1.61)
By (1.61),
C4s|v˜2|2 =C4
∫ s
0
|v˜2|2 ds ≤ C5s+
∫ s
0
|γ˜′2(s)|2 ds
≤C5s+ 1
1− p
[
L˜p2p (q, s)−
1
1− p
∫ s
0
s
2p
1−p R˜(γ˜2(s), s) ds
]
≤C5s+ 1
1− p
(
L˜p2p (q, s) +
K1
1 + p
s
1+p
1−p
)
≤C5s++ 1
1− p
(
A1 +
K1
1 + p
s
1+p
1−p
)
= C7 (say). (1.62)
By (1.61) and (1.62),∫ s
s−2d
|γ′2(s)|2 ds ≤2C6(1 + |v˜2|2)d ≤ 2C6(1 + (C7/(C4s))d. (1.63)
By (1.60) and (1.63) there exists a constant C8 = C8 > 0 such that
L˜p1p (q, s) ≤ L˜p2p (q, s) + C8d.
Interchanging the role of p1 and p2 in the above inequality,
L˜p2p (q, s) ≤ L˜p1p (q, s) + C8d.
Hence
|L˜p1p (q, s)− L˜p2p (q, s)| ≤ C8d0(p1, p2) ∀p1, p2 ∈ B0(p0, r0), d0(p1, p2) < min(1, s/4)
and the theorem follows.
By (1.6) and Theorem 1.14 we have the following theorem.
Theorem 1.15. Let t0 > 0 and let g and g be related by (0.5). Suppose (M, g) satisfies
(1.20) in (0, t0) for some constant c1 > 0. Then for any τ ∈ (0, t0), q ∈ M , Lp0p (q, τ) is
locally Lipschitz in p0 with respect to the metric g(0) = g(t0).
Section 2
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In this section we will generalize the L-exponential map of Perelman [P1] and define
the Lp-exponential map corresponding to the Lp-geodesic curve. We will also derive some
elementary properties of the Lp-exponential map.
We first start will a definition. Let τ > 0. For any v ∈ Tp0M let v˜ = v/(1 − p). By
Lemma 1.4 there exists a unique solution γ˜ev(s) = γ˜(s; v˜) of (1.10), (1.13), in (0, s0) for
some s0 > 0. Let γv(τ) = γ(τ ; v) = γ˜(s; v˜) where s and τ are related by (1.5). Then γv
is the unique solution of (1.11), (1.18), in (0, τ0) where τ0 = s
1/(1−p)
0 . Similar to [Ye1] for
any τ > 0 we let
Up(τ) = {v ∈ Tp0M : γv exists on (0, τ0) for some τ0 > τ}.
Then Up(τ2) ⊂ Up(τ1) for any 0 < τ1 < τ2 < t0. We define the Lp-exponential map
Lp-expτp0 : Up(τ)→M by
Lp-expτp0(v) = γv(τ) = γ˜ev(τ1−p).
By O.D.E. theory and the equivalence of the O.D.E. (1.10), (1.13), and (1.11), (1.18),
through the transformation (1.5), Up(τ) is open in Tp0M . Note that by Corollary 1.5 if
(M, g) has uniformly bounded Ricci curvature on M × (0, t0), then Up(τ) = Tp0M for any
0 ≤ τ < t0.
Let q0 ∈M , τ0 ∈ (0, t0) and v ∈ Tq0M . By an argument similar to the proof of Lemma
1.4 and Corollary 1.5 there exists a unique solution γq0τ0,v(τ) = γ
q0
τ0
(τ ; v) of (1.11) in (τ0, τ1)
for some τ1 > τ0 such that {
γq0τ0 (τ0; v) = q0
τp0 γ
q0
τ0
′(τ0; v) = v.
For any τ > τ0, let
U q0τ0,p(τ) = {v ∈ Tq0M : γq0τ0,v exists on (τ0, τ1) for some τ1 > τ}.
We define the Lq0τ0,p-exponential map Lq0τ0,p-expτ : U q0τ0,p(τ)→M by
Lq0τ0,p-expτ (v) = γq0τ0 (τ ; v).
Lemma 2.1. Suppose (M, g) satisfies (1.20) in [0, t0) for some constant c1 > 0. Then for
any r0 > 0 and m0 > 0, there exists a constant s1 ∈ (0, t1−p0 ) such that for any v˜ ∈ Tp0M
satisfying |v˜|g(p0,0) ≤ m0 there exists a unique L˜p-geodesic γ˜ = γ˜ev : [0, s1]→M satisfying
(1.13) and
γ˜(s) ∈ B0(p0, r0) ∀0 ≤ s ≤ s1. (2.1)
Hence B(0, (1− p)m0) ⊂ Up(τ) for any 0 < τ ≤ τ1 where τ1 = s
1
1−p
1 and⋃
0<τ<t0
Up(τ) = Tp0M.
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Proof. We will use an argument similar to the proof of Proposition 2.5 of [Ye1] to prove
the lemma. Let v˜ ∈ Tp0M satisfy |v˜|g(p0,0) ≤ m0. Since M is complete, B0(p0, r0)
is compact. Then there exists a constant K1 > 0 such that (1.16) holds for any (q, τ) ∈
B0(p0, r0)×[0, t0/2]. Let C2 = C2(K1) > 0 and C3 > 0 be as in the proof of Lemma 1.4. Let
s′1 = min(1, (t0/2)
1−p, e−c1−(C2/2)(m20+C3)
−1/2r0/2) and s1 = s
′
1/2. By Lemma 1.4 there
exists a maximal interval [0, s) such that there exists a unique L˜p-geodesic γ˜ : [0, s)→M
which satisfies (1.13). We claim that s ≥ s′1. Suppose not. Then s < s′1. Let
s0 = sup{s′ ≤ s : γ˜(s) ∈ B0(p0, r0) ∀0 ≤ s ≤ s′}.
Suppose s0 < s. By the same argument as the proof of Lemma 1.4 (1.17) holds in (0, s0).
Hence by (1.17) and Lemma 1.6,
e−c1d0(p0, γ˜(s0)) ≤ e−c1
∫ s0
0
|γ˜′(s)|g(0) ds ≤
∫ s0
0
|γ˜′(s)| ds ≤ eC2/2(m20 + C3)1/2s0
⇒ d0(p0, γ˜(s0)) ≤ ec1+(C2/2)(m20 + C3)1/2s′1 < r0.
By continuity there exists s2 ∈ (s0, s] such that
d0(p0, γ˜(s)) < r0 ∀0 ≤ s ≤ s2.
This contradicts the choice of s0. Hence s0 = s. Then (1.17) holds on [0, s]. Thus by
(1.17) we can extend γ˜ to a solution of (1.10), (1.13), in (0, s+ δ) for some δ ∈ (0, s′1− s).
Contradiction arises. Hence s ≥ s′1 and the lemma follows.
Theorem 2.2. Suppose (M, g) satisfies (1.20) in [0, t0) for some constant c1 > 0. Then
there exists a constant τ0 ∈ (0, t0) such that for any 0 < τ ≤ τ0 there exist a constant
r1 > 0 and an open set O1 ⊂ M with p0 ∈ O1 such that Lp-expτp0
∣∣
B(0,r1)
: B(0, r1) → O1
is a diffeomorphism.
Proof. We will use a modification of the proof of Proposition 2.6 of [Ye1] to prove the
lemma. Let (φ0, B0(p0, r0)) be a local normal co-ordinate chart around p0. By Lemma 2.1
there exists a constant s1 ∈ (0, t1−p0 ) such that B(0, 1) ⊂ Up(τ) for any 0 < τ ≤ τ1 = s
1
1−p
1
and (2.1) holds for any L˜p-geodesic which satisfies (1.13) with |v˜| ≤ 1. By the inverse
function theorem it suffices to check that the kernel of d(Lp-expτp0)0 is equal to zero for
sufficiently small τ . Suppose not. Then there exists τ ∈ (0, τ0) and 0 6= v0 ∈ T0(Tp0M) =
Tp0M such that
d(Lp-expτp0)0(v0) = 0 (2.2)
where τ0 ∈ (0, τ1) is some constant to be determined later in the proof. Let v˜0 = v0/(1−p)
and s = τ1−p. By rescaling v0 if necessary we may assume without loss of generality that
|v˜0|g(p0,0) = 1. Then |v0|g(p0,0) = 1− p. For any 0 ≤ z ≤ 1, let
h(s, z) = γ˜(s; zv˜0)
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be the solution of (1.10), (1.13), in [0, s1] with v˜ being replaced by zv˜0 given by Lemma
2.1. Then h is a variation of γ˜(s; v˜0) with h(s, 1) = γ˜(s; v˜0). Let
Y (s, z) =
∂h
∂z
(s, z), Y (s) = Y (s, 0) and X˜(s) =
∂h
∂s
(s, 0).
We write X˜(s) = ai(s)∂/∂xi and Y (s) = b
j(s)∂/∂xj in the local co-odinates (φ0, B0(p0, r0)).
By (2.2),
0 =
d
dz
∣∣∣∣
z=0
Lp-expτp0(zv0) =
d
dz
∣∣∣∣
z=0
γ˜(s; zv˜0) = Y (s, 0) = Y (s)
⇒ bj(s) = 0 ∀j = 1, 2, . . . , n. (2.3)
Note that
h(0, z) = γ˜(0; zv˜0) = p0 ∀0 ≤ z ≤ 1
⇒ Y (0, z) = ∂h
∂z
(0, z) = 0 ∀0 ≤ z ≤ 1
⇒ bj(0) ∂
∂xj
= Y (0) = 0
⇒ bj(0) = 0 ∀j = 1, 2, . . . , n (2.4)
and
∇sY (0) = ∂
2h
∂s∂z
(0, 0) =
∂2h
∂z∂s
(0, 0) =
∂2
∂z∂s
∣∣∣∣
(0,0)
γ˜(s; zv˜0) =
∂
∂z
∣∣∣∣
z=0
(zv˜0) = v˜0. (2.5)
By an argument similar to the proof of Lemma 1.4 (1.17) holds for some constants C2 > 0,
C3 > 0, with v˜ = 0. Hence there exists a constant C > 0 such that
|X˜(s)| ≤ C ∀0 ≤ s ≤ s1.
Since γ˜ satisfies (1.10),
0 = ∇s
(
∂h
∂s
)
− 1
2(1− p)2 s
2p
1−p∇R˜+ 2
1− ps
p
1−p R˜ic
(
∂h
∂s ,
·
)
⇒ 0 = ∇z∇s
(
∂h
∂s
)
− 1
2(1− p)2 s
2p
1−p∇z(∇R˜) + 2
1− ps
p
1−p∇z
(
R˜ic
(
∂h
∂s ,
·
))
⇒ 0 = ∇s∇sY (s, z) + R˜
(
∂h
∂z ,
∂h
∂s
)
∂h
∂s
− 1
2(1− p)2 s
2p
1−p∇z(∇R˜)
+
2
1− ps
p
1−p (∇zR˜ic)
(
∂h
∂s ,
·
)
+
2
1− ps
p
1−p R˜ic(∇sY, ·) (2.6)
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where R˜(X1, X2)X3(q, s) = R(X1, X2)X3(q, τ) for any X1, X2, X3 ∈ TqM with s = τ1−p.
Putting z = 0 we get
0 =∇s∇sY (s) + R˜(Y , X˜)X˜ − 1
2(1− p)2 s
2p
1−p∇Y (s)(∇R˜(h(s, 0), s))
+
2
1− ps
p
1−p (∇Y (s)R˜ic)(X˜, ·) +
2
1− ps
p
1−p R˜ic(∇sY, ·) in (0, s1)
=
d2bk
ds2
+
(
bj
dbi
ds
+ bi
dbj
ds
)
Γ˜kij + b
ibjbm
∂Γ˜kij
∂xm
+ bm
(
dbr
ds
+ bibjΓ˜rij
)
Γ˜kmr
+ gjkbi < R˜(
∂
∂xi
, X˜)X˜,
∂
∂xj
> − 1
2(1− p)2 s
2p
1−p gkjbi < ∇i(∇R˜), ∂
∂xj
>
+
2
1− ps
p
1−p gjkaibm∇mR˜ij + 2
1− ps
p
1−p gjk
(
dbi
ds
+ bmbrΓ˜imr
)
R˜ij (2.7)
holds in (0, s1) for all k = 1, 2, . . . , n. By (2.5),
gij(p0, 0)
dbi
ds
(0)
dbj
ds
(0) = 1.
Hence
λ1
n∑
k=1
(
dbk
ds
(0)
)2
≤ gij(p0, 0)db
i
ds
(0)
∂bj
∂s
(0) ≤ λ2
n∑
k=1
(
dbk
ds
(0)
)2
⇒ λ1
n∑
k=1
(
dbk
ds
(0)
)2
≤ 1 ≤ λ2
n∑
k=1
(
dbk
ds
(0)
)2
(2.8)
for some constant λ2 > λ1 > 0 depending only on gij(p0, 0). Let
E =
n∑
k=1
{
(bk)2 +
(
dbk
ds
)2}
and
s2 = sup{0 < s′1 ≤ s1 : |bi(s)| ≤ 1 ∀0 ≤ s ≤ s′1, i = 1, 2, . . . , n}.
By (2.4) s2 > 0. Then by (2.7) and (2.8),∣∣∣∣dEds
∣∣∣∣ =2∣∣∣∣ n∑
k=1
(
bk
dbk
ds
+
dbk
ds
d2bk
ds2
)∣∣∣∣
≤
n∑
k=1
{
2|bk|
∣∣∣∣dbkds
∣∣∣∣+ C∣∣∣∣dbkds
∣∣∣∣[ n∑
i=1
(
|bi|+
∣∣∣∣dbids
∣∣∣∣)+ n∑
i,j=1
(
|bibj |+ |bi|
∣∣∣∣dbjds
∣∣∣∣)
+
n∑
i,j,m=1
|bibjbm|
]}
≤C4E ∀0 ≤ s ≤ s2
⇒ d
ds
(e−C4sE) ≤ 0 ∀0 ≤ s ≤ s2
⇒ E(s) ≤ eC4sE(0) ≤ eC4s1/λ1 = C5 ∀0 ≤ s ≤ s2. (2.9)
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for some constants C1 > 0 and C4 > 0 independent of s2. We claim that
s2 ≥ min(1/(2
√
C5), s1).
Suppose not. Then s2 < min(1/(2
√
C5), s1). By (2.4) and (2.9),
|bi(s)| =
∣∣∣∣∫ s
0
dbi
ds
ds
∣∣∣∣ ≤√C5s ≤ 12 ∀0 ≤ s ≤ s2, i = 1, 2, . . . , n.
Then by continuity there exists a constant δ > 0 such that
|bi(s)| ≤ 1 ∀0 ≤ s ≤ s2 + δ, i = 1, 2, . . . , n.
This contradicts the maximality of s2. Hence s2 ≥ min(1/(2
√
C5), s1). Let
s3 = min(1/(2
√
C5), s1).
Then (2.9) holds for all 0 ≤ s ≤ s3. By (2.8) there exists i0 ∈ {1, 2, . . . , n} such that∣∣∣∣dbi0ds (0)
∣∣∣∣ ≥ 1√nλ2 .
By replacing v˜0 by −v˜0 if necessary and permutating the indices we may assume without
loss of generality that
db1
ds
(0) ≥ 1√
nλ2
. (2.10)
By (2.7) and (2.9),
d2b1
ds2
(s) + C6 ≥ 0 ∀0 ≤ s ≤ s3 (2.11)
for some constant C6 > 0. Let
s0 = min(s1, (2
√
C5)
−1, (2
√
nλ2C6)
−1),
τ0 = s
1/(1−p)
0 , and s4 = sup{s′ ≤ s : db1(s)/ds > 0 ∀0 ≤ s < s′}. Then s4 ≤ s ≤ s0.
Integrating (2.11), by (2.10) we have
db1
ds
(s) ≥ db
1
ds
(0)− C6s ≥ 1√
nλ2
− C6s0 ≥ 1
2
√
nλ2
> 0 ∀0 ≤ s ≤ s4. (2.12)
Suppose s4 < s. Then s4 < s0. By (2.12) and continuity there exists δ ∈ (0, s− s4) such
that db1(s)/ds > 0 on (0, s4 + δ). This contradicts the maximality of s4. Hence s4 = s.
Integrating (2.12) over (0, s),
b1(s) > b1(0) = 0.
This contradicts (2.3). Hence no such v0 exists. Thus ker(d(Lp-expτp0)0) = 0 for any
0 < τ ≤ τ0 and the theorem follows.
By the proof of Theorem 2.2 it is natural to define the following:
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Definition 2.3. Let γ˜(s) be a L˜p-geodesic in (s1, s2). We say that a vector field Y˜ (s)
along γ˜ is a L˜p-Jacobi field in (s1, s2) if Y˜ (s) satisfies
∇s∇sY˜ + R˜(Y˜ , γ˜′)γ˜′ − 1
2(1− p)2 s
2p
1−p∇eY (∇R˜) +
2
1− ps
p
1−p∇eY (R˜ic(γ˜′, ·)) = 0 (2.13)
in (s1, s2) along γ˜.
Definition 2.4. Let γ(τ) be a Lp-geodesic in (τ1, τ2) and let γ˜(s) be given by (1.5). We
say that a vector field Y (τ) along γ is a Lp-Jacobi field in (τ1, τ2) if Y˜ (s) = Y (s1−p) is a
L˜p-Jacobi field in (s1, s2) in (s1, s2) along γ˜ where si = τ1−pi , i = 1, 2.
Definition 2.5. Let γ˜(s) be a L˜p-geodesic on [0, s]. For any 0 ≤ s0 < s1 ≤ s, we say
that γ˜(s1) is L˜p-conjugate to γ˜(s0) along γ˜|[s0,s1] if there exists a L˜p-Jacobi field Y˜ (s) 6≡ 0
along γ˜|[s0,s1] such that Y˜ (s0) = Y˜ (s1) = 0.
Definition 2.6. Let γ(τ) be a Lp-geodesic on [0, τ ]. For any 0 ≤ τ0 < τ1 ≤ τ , we say
that γ(τ1) is Lp-conjugate to γ(τ0) along γ|[τ0,τ1] if γ˜(s1) is L˜p-conjugate to γ˜(s0) along
γ˜|[s0,s1] where γ˜(s) is given by (1.5) with s = τ1−p and si = τ
1−p
i for i = 0, 1.
Theorem 2.7. Let 0 < τ < t0, v, w ∈ Tp0M , and let γ = γ(τ ; v) : [0, τ ] → M be a
Lp-geodesic which satisfies (1.18). Let γ˜(s) = γ˜(s; v˜) be given by (1.5) with s = τ1−p
where v˜ = v/(1 − p). Suppose Y (τ) is a Lp-Jacobi field along γ with Y (0) = 0 and
∇sY˜ (0) = w/(1− p) where Y˜ (s) = Y (τ) with s = τ1−p. Then
Y (τ) = d(Lp-expτp0)v(w) ∀0 ≤ τ ≤ τ . (2.14)
Proof. Let α : (−ε1, ε1)→ Tp0M be a curve in Tp0M such that α(0) = v, α′(0) = w. Let
s = τ1−p. By continuous dependence of solutions of O.D.E. on the initial data there exist
ε ∈ (0, ε1) such that for any ρ ∈ (−ε, ε) there exists a unique solution γ˜(s;α(ρ)/(1− p)) of
(1.10) on [0, s] which satisfies (1.13) with v˜ being replaced by α(ρ)/(1−p). For any |ρ| < ε,
let γ(τ ;α(ρ)) = γ˜(s;α(ρ)/(1− p)) with s = τ1−p. Then γ(τ ;α(ρ)) is the Lp-geodesic on
[0, τ ] which satisfies (1.18) with v being replaced by α(ρ). Let
h(τ, ρ) = Lp-expτp0(α(ρ)) = γ(τ ;α(ρ)) ∀0 ≤ τ ≤ τ , |ρ| < ε
and
Y˜1(s) = Y1(τ) =
∂h
∂ρ
(τ, 0) ∀0 ≤ τ ≤ τ , s = τ1−p.
Then
Y1(τ) = d(Lp-expτp0)v(w) ∀0 ≤ τ ≤ τ .
Since h(0, ρ) = p0 ∀ρ ∈ (−ε, ε),
Y1(0) = 0 = Y (0) ⇒ Y˜1(0) = Y˜ (0) = 0. (2.15)
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Then
∇sY˜1(0) = ∂
2h
∂s∂ρ
(0, 0) =
∂
∂ρ
∣∣∣∣
ρ=0
∂h
∂s
(0, ρ) =
∂
∂ρ
∣∣∣∣
ρ=0
γ˜′(0;α(ρ)/(1− p))
=
∂
∂ρ
∣∣∣∣
ρ=0
α(ρ)
1− p =
α′(0)
1− p =
w
1− p = ∇sY˜ (0). (2.16)
By an argument similar to the proof of Theorem 2.2 Y˜1(s) is a L˜p-Jacobi field along γ˜.
Since both Y˜ and Y˜1 satisfies (2.13), (2.15), and (2.16) on [0, s], by uniqueness of O.D.E.
Y˜ ≡ Y˜1 on [0, s]. Hence Y (τ) satisfies (2.14) and the theorem follows.
By Theorem 2.7 and an argument similar to the proof of Proposition 3.9 in Chapter 5
of [C] we have
Theorem 2.8. Let 0 < τ < t0, v ∈ Tp0M , and let γ = γ(τ ; v) : [0, τ ] → M be a Lp-
geodesic which satisfies (1.18). If γ(τ) is not Lp-conjugate to p0, then for any V0 ∈ Tγ(τ)M
there exists a Lp-Jacobi field Y (τ) along γ with Y (0) = 0 and Y (τ) = V0.
Definition 2.9 (cf. Definition 4 of [Ye1]). For any τ ∈ (0, t0), we define the injectivity
domain Ωp(τ) at time τ by
Ωp(τ) = {q ∈M : ∃ a unique Lp(q, τ)-length minimizing Lp-geodesic γ : [0, τ ]→M
such that γ(0) = p0, γ(τ) = q, and q is not Lp-conjugate to p0 along γ}.
and we define the cut locus Cp(τ) at time τ by Cp(τ) =M \ Ω(τ).
Definition 2.10. For any q0 ∈ M , 0 < τ0 < τ < t0, we define the Lq0τ0,p-injectivity
domain Ωq0τ0,p(τ) at time τ by
Ωq0τ0,p(τ) = {q ∈M : ∃ a unique Lq0τ0,p(q, τ)-length minimizing Lp-geodesic γ : [τ0, τ ]→M
such that γ(τ0) = q0, γ(τ) = q, and q is not Lp-conjugate to q0 along γ}.
and we define the Lq0τ0,p-cut locus Cq0τ0,p(τ) at time τ by Cq0τ0,p(τ) =M \ Ωq0τ0,p(τ).
By the theory of ordinary Riemannian geometry and a similar argument as the discus-
sion on P.513 of [Ye1] Lp(q, τ) is a smooth function in ∪τ ′>0Ωp(τ ′)× {τ ′} and Lq0τ0,p(q, τ)
is a smooth function in ∪τ ′>τ0Ωq0τ0,p(τ ′)× {τ ′}.
Lemma 2.11. Let τ ∈ (0, t0). Suppose (M, g) satisfies (1.20) for some constant c1 > 0.
Then for any 0 < ρ ≤ τ , Lp(·, ρ) is locally Lipschitz in M with respect to the metric g(ρ).
Proof. We will use a modification of the proof of Proposition 2.12 of [Ye1] and the proof
of Theorem 1.14 to prove the lemma. Let 0 < ρ ≤ τ , r0 > 0, and let q1, q2 ∈ B0(p0, r0).
By Theorem 1.11 for i = 1, 2, there exists Lp(qi, ρ)-length minimizing Lp-geodesic γi, with
γi(0) = p0 and γi(ρ) = qi. Let γ : [0, d] → M be a normalized minimizing geodesic with
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respect to the metric g(0) with γ(0) = q1, γ(d) = q2, |γ′| = |γ′|g(0) = 1 on [0, d] where
d = d0(q1, q2). Then γ([0, d]) ⊂ B0(p0, 2r0). Let
K0 = sup
B0(p0,2r0)×[0,τ ]
(|R|+ |Ric|).
Then K0 < ∞. For i = 1, 2, let di = d0(p0, qi) and let γi : [0, di] → M be a normalized
minimizing geodesic with respect to the metric g(0) with γi(0) = p0, γi(di) = qi. Then
di < r0 and γi([0, di]) ⊂ B0(p0, 2r0) for i = 1, 2. By Lemma 1.7 and the proof of Lemma
1.8, there exist constants A1 = A1(τ, r0, K0) > 0 and r1 = r1(τ , r0, K0) ≥ 2r0 such that{
Lp(qi, ρ) ≤ A1 ∀i = 1, 2
d0(p0, γi(τ)) < r1 ∀0 ≤ τ ≤ ρ, i = 1, 2.
Let
K1 = sup
B0(p0,2r1)×[0,τ ]
(|R|+ |∇R|+ |Ric|)
and let γ˜i(s) = γi(τ) with s = τ
1−p for i = 1, 2. Then γ˜1, γ˜2, are L˜p-geodesics. We assume
now d = d0(q1, q2) < ρ/4. Similar to the proof of Proposition 2.12 of [Ye1] we let
β(τ) =

γ1(τ) if 0 ≤ τ ≤ ρ− 2d
γ1(2τ − ρ+ 2d) if ρ− 2d ≤ τ ≤ ρ− d
γ(τ − ρ+ d) if ρ− d ≤ τ ≤ ρ.
Then by Lemma 1.6,
Lp(q2, ρ) ≤Lp(q2, β, ρ)
≤Lp(q1, ρ)−
∫ ρ
ρ−2d
τpR(γ1(τ), τ) dτ +
∫ ρ−d
ρ−2d
τp[R(γ1(τ
′), τ) + 4|γ′1(τ ′)|2g(τ)] dτ
+
∫ ρ
ρ−d
τp[R(γ(τ ′′), τ) + |γ′(τ ′′)|2g(τ)] dτ
≤Lp(q1, ρ) + (p+ 1)−1[2K1(ρp+1 − (ρ− 2d)p+1) + e2K1ρ(ρp+1 − (ρ− d)p+1)]
+ 2e2K1ρ
∫ ρ
ρ−2d
τp|γ′1(τ)|2 dτ. (2.17)
where τ ′ = 2τ − ρ+2d and τ ′′ = τ − ρ+ d. By the same argument as the proof of Lemma
1.4, (1.17) holds in (0, sρ), sρ = ρ
1−p, for some constant C2 > 0, C3 > 0, depending
only on K1 with X˜(s) and v˜, being replaced by γ˜
′
i(s) and v˜i = γ˜
′
i(0), for i = 1, 2. Since
γ˜′i(s) = τ
pγ′i(τ)/(1− p), by (1.17) there exist constants C4 > 0, C5 > 0 and C6 > 0 such
that
C4|vi|2 − C5 ≤ τ2p|γ′i(τ)|2 ≤ C6(1 + |vi|2) ∀0 ≤ τ ≤ ρ, i = 1, 2. (2.18)
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By (2.18),
C4ρ|vi|2 =C4
∫ ρ
0
|vi|2 dτ ≤ C5ρ+
∫ ρ
0
τ2p|γ′i(τ)|2 dτ
≤C5ρ+ ρp
(
Lp(qi, ρ) +K1
∫ ρ
0
τp dτ
)
≤C5ρ+ ρp(A1 + (K1ρp+1/(p+ 1))) = C7 ∀i = 1, 2. (2.19)
By (2.18) and (2.19),∫ ρ
ρ−2d
τp|γ′i(τ)|2 dτ ≤C6(1 + |vi|2)
∫ ρ
ρ−2d
τ−p dτ ≤ 2C6(1 + |vi|2)d/(ρ− 2d)p
≤4dC6(1 + (C7/C4ρ))/ρp ∀i = 1, 2. (2.20)
By (2.17) and (2.20) there exists a constant C8 = C8(ρ, τ, r0) > 0 such that
Lp(q2, ρ) ≤ Lp(q1, ρ) + C8d0(q1, q2) ∀q1, q2 ∈ B0(p0, r0), d0(q1, q2) < ρ/4.
Hence by Lemma 1.6,
Lp(q2, ρ) ≤ Lp(q1, ρ) + C9dρ(q1, q2) ∀q1, q2 ∈ B0(p0, r0), d0(q1, q2) < ρ/4
for some constant C9 > 0. Interchanging the role of q1 and q2 in the above inequality,
Lp(q1, ρ) ≤ Lp(q2, ρ) + C9dρ(q1, q2) ∀q1, q2 ∈ B0(p0, r0), d0(q1, q2) < ρ/4.
Hence
|Lp(q1, ρ)− Lp(q2, ρ)| ≤ C9dρ(q1, q2) ∀q1, q2 ∈ B0(p0, r0), d0(q1, q2) < ρ/4
and the lemma follows.
By an argument similar to the proof of Proposition 2.13 of [Ye1] we have
Lemma 2.12. Let τ ∈ (0, t0). Suppose (M, g) satisfies (1.20) in (0, τ) for some constant
c1 > 0. Then for any q ∈M , Lp(q, ·) is locally Lipschitz in (0, τ ].
Lemma 2.13. Suppose (M, g) satisfies (1.20) in (0, t0) for some constant c1 > 0. Then
Ωp(τ) is open in M for any τ ∈ (0, t0) and
∪0<τ<t0Ωp(τ)× {τ}
is open in M × (0, t0) with respect to the product metric g dx2⊕ dτ2. Hence Cp(τ) is close
in M for any τ ∈ (0, t0) and ∪0<τ<t0Cp(τ) × {τ} is closed in M × (0, t0) with respect to
the product metric g dx2 ⊕ dτ2.
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Proof. Let τ ∈ (0, t0) and q ∈ Ωp(τ). Let γ(τ ; v) be the minimizing Lp(q, τ)-geodesic
given by Theorem 1.11 which satisfies (1.11) and (1.18) for some v ∈ Tp0M . Since q is not
Lp-conjugate to p0, by Theorem 2.7,
ker(d(Lp-expτp0)v) = 0 ⇒ det(d(Lp-expτp0)v) 6= 0.
By the inverse function theorem there exist ε ∈ (0,min(τ , t0− τ )/2), B(v, r0) and an open
neighbourhood O(q) of (q, τ) in M × (0, t0) such that the map
φ : B(v, r0)× (τ − ε, τ + ε)→ O(q)
given by φ(v, τ) = (Lp-expτp0(v), τ) is a differeomorphism for any τ ∈ (τ − ε, τ + ε) and
det(d(Lp-expτp0)v′) 6= 0 ∀|τ − τ | < ε, v′ ∈ B(v, r0). (2.21)
We claim that there exists B0(q, r1) × {τ} ⊂ O(q) such that B0(q, r1) ⊂ Ωp(τ). Suppose
not. Then there exists a sequence of points {qi}∞i=1, qi 6∈ Ωp(τ) ∀i ∈ Z+, such that
qi → q as i→∞. By the proof of Lemma 2.11, there exist a constant C1 > 0 and i0 ∈ Z+
such that
Lp(qi, τ) ≤ Lp(q, τ) + C1d0(qi, q) ∀i ≥ i0
⇒ ∃C2 > 0 such that Lp(qi, τ) ≤ C2 ∀i ∈ Z+. (2.22)
Now by Theorem 1.11 for any i = 1, 2, . . . , either
(i) qi is Lp-conjugate to p0 along some Lp(qi, τ)-length minimizing Lp-geodesic γ(·; vi)
satisfying γ(0; vi) = p and γ(τ ; vi) = qi
or
(ii) there exists two Lp(qi, τ)-length minimizing Lp-geodesics γ(·; vi) and γ(·; v′i) satisfying
γ(0; vi) = γ(0; v
′
i) = p, γ(τ ; vi) = γ(τ ; v
′
i) = qi, with vi 6= v′i
where γ(·;w) stands for the solution of (1.11) and (1.18) with v being replaced by w. Then
either (i) or (ii) holds for infinitely many i ∈ Z+. We now divide the proof into two cases:
Case 1: (i) holds for infinitely many i ∈ Z+.
Without loss of generality we may assume that (i) holds for all i ∈ Z+. Then by
Theorem 2.7,
ker(d(Lp-expτp0)vi) 6= 0 ∀i ∈ Z+ ⇒ det(d(Lp-expτp0)vi) = 0 ∀i ∈ Z+. (2.23)
By (2.22) and an argument similar to the proof of (2.19) there exists a constant r2 > 0
such that
|vi| ≤ r2 ∀i = 1, 2, . . . . (2.24)
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Since the closed ball B(0, r2) is compact in Tp0M with respect to the metric g(p0, 0), the
sequence {vi}∞i=1 has a subsequence which we may assume without loss of generality to
be the sequence itself such that vi → v0 as i → ∞ for some v0 ∈ Tp0M . By continuous
dependence of solutions of O.D.E. on the initial data γ(τ ; vi) will converge uniformly to a
Lp-geodesic γ(τ ; v0) on [0, τ ] as i→∞. By Fatou’s Lemma and (2.22),
Lp(q, τ) ≤ Lp(q, γ(·; v0), τ) ≤ lim
i→∞
Lp(qi, γi(·; vi), τ) = lim
i→∞
Lp(qi, τ) ≤ Lp(q, τ)
⇒ Lp(q, τ) = Lp(q, γ(·; v0), τ).
Hence γ(·; v0) is a minimizing Lp(q, τ)-geodesic. Since q ∈ Ω(τ), the minimizing Lp(q, τ)-
geodesic is unique. Hence v0 = v. Letting i→∞ in (2.23),
det(d(Lp-expτp0)v) = 0.
This contradicts (2.21). Hence case 1 does not hold.
Case 2: (ii) holds for infinitely many i ∈ Z+.
Without loss of generality we may assume that (ii) holds for all i ∈ Z+. By the same
argument as case 1 there exists r2 > 0 such that vi, v
′
i ∈ B(0, r2) for all i ∈ Z+. Then as
in case 1 by choosing a subsequence if necessary we may assume without loss of generality
that vi → v and v′i → v as i → ∞. Then there exists i0 ∈ Z+ such that vi, v′i ∈ B(v, r0)
for all i ≥ i0. Since the map φ is a differeomorphism,
Lp-expτp0(vi) = Lp-expτp0(v′i) = qi ∀i ≥ i0 ⇒ vi = v′i ∀i ≥ i0.
Contradiction arise. Hence case 2 does not hold. Thus no such sequence {qi}∞i=1 exists.
Hence there exists B0(q, r1) × {τ} ⊂ O(q) such that B0(q, r1) ⊂ Ωp(τ). Therefore Ωp(τ)
is open. By a similar argument ∪0<τ<t0Ωp(τ)×{τ} is open in M × (0, t0) and the lemma
follows.
By Theorem 1.11, Lemma 2.13, and an argument similar to the proof of Proposition
2.16 of [Ye1] but with Lemma 2.11 replacing Proposition 2.12 in the proof there we have
Lemma 2.14. Suppose (M, g) satisfies (1.20) in (0, t0) for some constant c1 > 0. Then
Cp(τ) is a closed set of measure zero for any τ ∈ (0, t0).
Lemma 2.15. Suppose (M, g) satisfies (1.20) in (0, t0) for some constant c1 > 0. Then
∪0<τ<t0Cp(τ)×{τ} is a closed set of measure zero inM×(0, t0) with respect to the product
metric g dx2 ⊕ dτ2.
Proof. This result for the case p = 1/2 is stated in [Ye1]. We will give a proof of it here for
any 0 < p < 1. By Lemma 2.13 we know that ∪0<τ<t0Cp(τ)×{τ} is closed in M × (0, t0).
It suffices to show that ∪τ1≤τ≤τ2(Cp(τ)∩B0(p0, r0))×{τ} has measure zero in M × (0, t0)
for any 0 < τ1 < τ2 < t0 and r0 > 0.
Let τ ∈ [τ1, τ2], δ > 0, Ωp(τ, r0) = Ωp(τ)∩B0(p0, r0), Dp(r0) = ∪0<τ<t0Ωp(τ, r0)×{τ},
and
Cp(τ1, τ2, r0) = ∪τ1≤τ≤τ2(Cp(τ) ∩B0(p0, r0))× {τ}.
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We choose a compact set K(τ) ⊂ Ωp(τ, r0) such that
mτ (Ω(τ, r0) \K(τ)) < δ.
Then by Lemma 2.14,
mτ (B0(p0, r0) \K(τ)) < δ. (2.25)
Since Dp(r0) is open, for any q ∈ K(τ) there exists εq > 0 and an open ball Oτ (q) ⊂ Ω(τ)
containing q such that Oτ (q)× [τ − εq , τ + εq] ⊂ Dp(r0). Since K(τ) is compact,
K(τ) ⊂ ∪n(τ)i=1 Oτ (qi)
for some q1, . . . , qn(τ) ∈ K(τ). Let ετ = min1≤i≤n0 εqi . Since [τ1, τ2] is compact, there
exists τ1 ≤ τ1 < τ2 < · · · < τk0 ≤ τ2 such that
[τ1, τ2] ⊂ ∪k0k=1(τk − εk, τk + εk)
where εk = ετk for all k = 1, 2, . . . , k0. Let I1 = (τ1 − ε1, τ1 + ε1) ∩ [τ1, τ2] and Ik =
((τk − εk, τk + εk) \ ∪k−1j=1 Ij) ∩ [τ1, τ2] for all k = 2, 3, . . . , k0. Then
[τ1, τ2] = ∪k0k=1Ik
For any k = 1, 2, . . . , k0, let Ek = (∪nki=1Oτk(qi))× Ik where nk = n(τk). Then ∪k0k=1Ek ⊂
Dp(r0) and
Cp(τ1, τ2, r0) ⊂(B0(p0, r0)× [τ1, τ2]) \ ∪k0k=1Ek ⊂ ∪k0k=1(B0(p0, r0) \K(τk))× Ik
⇒ m(Cp(τ1, τ2, r0)) ≤m
(
∪k0k=1(B0(p0, r0) \K(τk))× Ik
)
≤
k0∑
k=1
m ((B0(p0, r0) \K(τk))× Ik) . (2.26)
Let C1 = supB0(p0,r0)×[τ1,τ2]R(q, τ). Then C1 < ∞. Note that by [H5] the volume form√
g of M satisfies∣∣∣∣d√gdτ
∣∣∣∣ = |R√g| ≤ C1√g in B0(p0, r0)× [τ1, τ2] (2.27)
⇒ √g(q, τ) ≤ eC1εk√g(q, τk) ∀q ∈ B0(p0, r0), τ ∈ Ik, k = 1, 2, . . . , n.
(2.28)
By (2.25), (2.26), and (2.28),
m(Cp(τ1, τ2, r0)) ≤
k0∑
k=1
{
eC1εk |Ik|mτk(B0(p0, r0) \K(τk))
} ≤ eC1δ k0∑
k=1
|Ik| ≤ eC1(τ2−τ1)δ.
Letting δ → 0,
m(Cp(τ1, τ2, r0)) = 0
and the lemma follows.
By Lemma 2.11 and Lemma 2.12 we have
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Lemma 2.16. Suppose (M, g) satisfies (1.20) in (0, t0) for some constant c1 > 0. Then
|∇Lp(q, τ)| and ∂Lp(q, τ)/∂τ are locally bounded measurable functions on M × (0, t0).
Section 3
In this section we will prove the second variation formula for Lp(q, τ). We will prove
various properties of the Lp(q, τ)-length, the generalized reduced distance lp, and the
generalized reduced volume V˜p(τ). We will now assume that (M, g) satisfies (1.20) in
(0, t0) for some constant c1 > 0 for the rest of the paper. For any τ ∈ (0, t0), let
U ′p(τ) ={v ∈ Up(τ) : γv(τ) ∈ Ωp(τ) where γv(·) = γ(·; v) : [0, τ ]→M is the Lp-geodesic
that satisfies (1.18)}.
Note that by the definition of Ωp(τ) and Theorem 1.11,
Lp-expτp0
∣∣
U ′p(τ)
: U ′p(τ)→ Ωp(τ)
is a diffeomorphism. For any v ∈ Up(τ), let Jp(v, τ) be the Jacobian of the Lp-expτp0 map
at v. Let
Ωp = ∪0<τ<t0Ωp(τ)× {τ}.
By the same argument as the discussion on P.518 of [Ye1] Lp(q, τ) is a smooth function
in Ωp. If τ ∈ (0, t0) and q ∈ Ωp(τ), then there exists a unique Lp(q, τ)-length minimizing
Lp-geodesic γ satisfying γ(0) = p0, γ(τ) = q, such that q is not Lp-conjugate to p0. Then
by Lemma 1.1,
∇Lp(q, τ) = 2τpγ′(τ). (3.1)
Lemma 3.1. Let (q, τ) ∈ Ωp and let γ be a Lp-geodesic satisfying γ(0) = p0, γ(τ) = q,
which minimizes the Lp(q, τ)-length. Suppose Y is as in Lemma 1.1. Then
δ2Y Lp(q, τ)
≤2τp < X(τ),∇Y Y (τ) >
+
∫ τ
0
τp{HessR(Y, Y ) + 2 < R(Y,X)Y,X > +2|∇XY |2 + 2∇XRic(Y, Y )
− 4∇YRic(X, Y )} dτ (3.2)
where X = X(τ) = γ′(τ).
Proof. We will use a modification of the argument of section 7 of [P1] to prove the theorem.
Let f : [0, τ ]× (−ε, ε)→M be as in the proof of Lemma 1.1. Since{
Lp(f(τ, z), τ) ≤ Lp(f(τ, z), f(·, z), τ) ∀|z| < ε
Lp(f(τ, 0), τ) = Lp(f(τ, 0), f(·, 0), τ),
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differentiating (1.2) with respect to z and putting z = 0,
δ2Y Lp(q, τ)
=
d2
dz2
∣∣∣∣
z=0
Lp(f(τ, z), τ) ≤ d
2
dz2
∣∣∣∣
z=0
Lp(f(τ, z), f(·, z), τ)
≤
∫ τ
0
τp(Y (Y (R)) + 2|∇XY |2 + 2 < X,∇Y∇XY >) dτ
≤
∫ τ
0
τp{Y (Y (R)) + 2|∇XY |2 + 2 < X,∇X∇Y Y > +2 < R(Y,X)Y,X >} dτ.
(3.3)
Since
< ∇Y Y,X >=Y (< Y,X >)− < Y,∇YX >= Y (< Y,X >)− < Y,∇XY >
=Y (< Y,X >) − 1
2
X(< Y, Y >),
we have
d
dτ
< ∇Y Y,X >
=X(< ∇Y Y,X >) + ∂
∂τ
< ∇Y Y,X >
= < ∇X∇Y Y,X > + < ∇Y Y,∇XX > +Y (∂g
∂τ
(Y,X))− 1
2
X(
∂g
∂τ
(Y, Y ))
= < ∇X∇Y Y,X > + < ∇Y Y,∇XX > +2Y (Ric(Y,X))−X(Ric(Y, Y ))
= < ∇X∇Y Y,X > + < ∇Y Y,∇XX > +2Ric(∇Y Y,X) + 2∇Y Ric(X, Y )
− (∇XRic)(Y, Y ). (3.4)
Note that (3.4) is stated in section 7 of [P1] but there is no proof of it in [P1]. We refer
the reader to [KL] for another proof of (3.4) by B. Klein and J. Lott. By (3.4),
2
∫ τ
0
τp < X,∇X∇Y Y > dτ
=2
∫ τ
0
τp
{
d
dτ
< X,∇Y Y > − < ∇XX,∇Y Y > −2Ric(∇Y Y,X)− 2∇YRic(X, Y )
+ (∇XRic)(Y, Y )
}
dτ
=2τp < X(τ),∇Y Y (τ) > −2
∫ τ
0
τp
{
p
τ
< ∇Y Y,X > + < ∇Y Y, 1
2
∇R− p
τ
X − 2Ric(X, ·) >
+ 2Ric(∇Y Y,X) + 2∇Y Ric(X, Y )−∇XRic(Y, Y )
}
dτ
=2τp < X(τ),∇Y Y (τ) > +
∫ τ
0
τp{−(∇Y Y )R− 4∇Y Ric(X, Y ) + 2∇XRic(Y, Y )} dτ.
(3.5)
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By (3.3) and (3.5), (3.2) follows.
Lemma 3.2. Let (q, τ) ∈ Ωp and let γ, X, be as in Lemma 3.1. Let b > (1 − p)/2 be a
constant and let Y (τ) be a vector field along γ such that |Y (τ)| = 1 and Y (τ) solves the
O.D.E.
∇XY = −Ric(Y, ·) + b
τ
Y in (0, τ). (3.6)
Then
HessLp(q,τ)(Y (τ), Y (τ)) ≤− 2τpRic(q, τ)(Y (τ), Y (τ)) +
2b2
(p+ 2b− 1)τ1−p
+ (2p− 1)
∫ τ
0
τp−1Ric(Y, Y ) dτ −
∫ τ
0
τpH(X, Y ) dτ
(3.7)
and
∆Lp(q, τ) ≤− 2τpR(q, τ) + 2nb
2
(p+ 2b− 1)τ1−p +
2p− 1
τ2b
∫ τ
0
τp+2b−1Rdτ
− 1
τ2b
∫ τ
0
τp+2bH(X) dτ (3.8)
where
H(X, Y ) =−HessR(Y, Y )− 2 < R(Y,X)Y,X > −4(∇XRic(Y, Y )−∇Y Ric(Y,X))
− 2Ricτ (Y, Y ) + 2|Ric(Y, ·)|2 − 1
τ
Ric(Y, Y )
and
H(X) = −Rτ − 1
τ
R − 2 < X,∇R > +2Ric(X,X) (3.9)
is the Hamilton’s expressions for the matrix Harnack inequality and the trace Harnack
inequality respectively (with time equal to −τ).
Proof. We will use a modification of the argument of section 7 of [P1] to prove the lemma.
By (3.6),
d
dτ
|Y |2 = 2Ric(Y, Y ) + 2 < ∇XY, Y >= 2b
τ
|Y |2 ∀0 ≤ τ ≤ τ
⇒ |Y (τ)|2 =
(τ
τ
)2b
∀0 ≤ τ ≤ τ and Y (0) = 0. (3.10)
Let
I1 =
∫ τ
0
τp{HessR(Y, Y ) + 2 < R(Y,X)Y,X > +2|∇XY |2 + 2∇XRic(Y, Y )
− 4∇Y Ric(X, Y )} dτ.
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Then
I1 = −
∫ τ
0
τpH(X, Y ) dτ − I2 (3.11)
where
I2 =
∫ τ
0
τp
{
2Ricτ (Y, Y )− 2|Ric(Y, ·)|2 + 1
τ
Ric(Y, Y ) + 2∇XRic(Y, Y )− 2|∇XY |2
}
dτ.
(3.12)
By P.17 of [P1] and (3.6),
d
dτ
Ric(Y, Y ) =Ricτ (Y, Y ) +∇XRic(Y, Y ) + 2Ric(∇XY, Y )
=Ricτ (Y, Y ) +∇XRic(Y, Y )− 2|Ric(Y, ·)|2 + 2b
τ
Ric(Y, Y ).
(3.13)
By (3.6), (3.10), (3.12), and (3.13),
I2 =
∫ τ
0
τp
{
2
d
dτ
Ric(Y, Y )− 2∇XRic(Y, Y ) + 4|Ric(Y, ·)|2 − 4b
τ
Ric(Y, Y )− 2|Ric(Y, ·)|2
+
1
τ
Ric(Y, Y ) + 2∇XRic(Y, Y )− 2
[
|Ric(Y, ·)|2 − 2b
τ
Ric(Y, Y ) +
b2
τ2
|Y |2
]}
dτ
=2τpRic(q, τ)(Y (τ), Y (τ))− 2b
2
(p+ 2b− 1)τ1−p + (1− 2p)
∫ τ
0
τp−1Ric(Y, Y ) dτ.
(3.14)
By Lemma 1.1,
δY Lp(q, τ) = 2τ
p < X, Y > ⇒ δ∇Y Y Lp(q, τ) = 2τp < X,∇Y Y > . (3.15)
By (3.11), (3.14), (3.15), and Lemma 3.1, (3.7) follows. Let {Vi}ni=1 be an orthonormal
basis of Tγ(τ)M with respect to the metric g(γ(τ), τ). For any i = 1, 2, . . . , n, let Y˜i the
solution of (3.6) with Y˜i(τ) = Vi. By an argument similar to the proof of (3.10),
< Y˜i(τ), Y˜j(τ) >=
(τ
τ
)2b
δij ∀i, j = 1, 2, . . . , n.
Let ei = Y˜i/|Y˜i|. Then Y˜i(τ) = (τ/τ)bei(τ). By putting Y = Y˜i in (3.7) and summing over
i = 1, 2, . . . , n, by an argument similar to the derivation of (7.10) of [P1] in [KL], we get
(3.8) and the lemma follows.
Lemma 3.3. Let (q, τ) ∈ Ωp and let γ, X, be as in Lemma 3.1. Suppose Y (τ) is a
Lp-Jacobi field along γ with Y (0) = 0. Then
HessLp(q,τ)(Y (τ), Y (τ)) = 2τ
p < ∇Y (τ)X(τ), Y (τ) > .
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Proof. Let α : (−ε, ε) → M be a curve in M such that α(0) = q, α′(0) = Y (τ). Since
Ωp(τ) is open, by choosing ε > 0 sufficiently small we may assume without loss of generality
that α(−ε, ε) ⊂ Ωp(τ). Then for any z ∈ (−ε, ε) there exists a unique Lp(α(z), τ)-length
minimizing geodesic γz : [0, τ ] → M which satisfies γz(0) = p0 and γz(τ) = α(z). Let
f : [0, τ ]× (−ε, ε)→M be given by f(τ, z) = γz(τ) and let
Y (τ) =
∂f
∂z
(τ, 0).
Then Y is a Lp-Jacobi field along γ with Y (0) = 0 and Y (τ) = Y (τ). By uniqueness of
solution of the O.D.E. for Lp-Jacobi field, Y (τ) = Y (τ) for any 0 ≤ τ ≤ τ . By Lemma
1.1, (1.3) holds. Since
Lp(f(τ, z), τ) = Lp(f(τ, z), f(·, z), τ) ∀|z| < ε,
differentiating (1.3) with respect to z,
d2
dz2
Lp(f(τ, z), τ)
=
d2
dz2
Lp(f(τ, z), f(·, z), τ)
=2τp < ∇z∇τf(τ, z),∇zf(τ, z) > +2τp < ∇τf(τ, z),∇z∇zf(τ , z) >
+
∫ τ
0
τp < ∇z∇zf,∇R− 2p
τ
∇τf − 2∇τ∇τf − 4Ric(∇τf, ·) > dτ
+
∫ τ
0
τp < ∇zf,∇z{∇R− (2p/τ)∇τf − 2∇τ∇τf − 4Ric(∇τf, ·)} > dτ
=2τp < ∇z∇τf(τ, z),∇zf(τ, z) > +2τp < ∇τf(τ, s),∇z∇zf(τ , z) > +I1 + I2.
(3.16)
Note that since γ is a Lp-geodesic, I1 vanishes when z = 0. Since Y (τ) is a Lp-Jacobi field
along γ, by the derivation of the Lp-Jacobi equation in the proof of Theorem 2.2, I2 also
vanishes when z = 0. Hence by putting z = 0 in (3.16), by (3.15),
δ2Y Lp(q, τ) = δ∇Y Y Lp(q, τ) + 2τ
p < ∇YX, Y >
⇒ HessLp(q,τ)(Y (τ), Y (τ)) = δ2Y Lp(q, τ)− δ∇Y Y Lp(q, τ) = 2τp < ∇YX, Y > .
Lemma 3.4. Let τ ∈ (0, t0), v ∈ U ′p(τ), and let b > (1− p)/2 be a constant. Then
d
dτ
log Jp(v, τ) ≤ b
2n
(p+ 2b− 1)τ +
2p− 1
2τp+2b
∫ τ
0
τp+2b−1Rdτ − 1
2τp+2b
∫ τ
0
τp+2bH(X) dτ
(3.17)
where the integration is along the Lp-geodesic γv(τ) which satisfies (1.11) and (1.18),
X(τ) = γ′v(τ), and H(X) is given by (3.9).
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Proof. We will use a modification of the proof of a similar result for the case p = b = 1/2
in [P1] to prove the lemma. Let γv : [0, τ ]→M be the unique Lp-geodesic which satisfies
(1.11) and (1.18). Let {Vi}ni=1 be an orthonormal basis of Tγv(τ)M with respect to the
metric g(γv(τ), τ). By Theorem 2.8 for any i = 1, 2, . . . , n, there exists a Lp-Jacobi field
Yi(τ) along γv with Yi(0) = 0 and Yi(τ) = Vi. Then by Lemma 3.3,
d
dτ
|Yi|2(τ) =2Ric(Yi(τ), Yi(τ)) + 2 < ∇X(τ)Yi(τ), Yi(τ) >
=2Ric(Yi(τ), Yi(τ)) +
1
τp
HessLp(q,τ)(Yi(τ), Yi(τ)) ∀i = 1, 2, . . . , n.
(3.18)
For any i = 1, 2, . . . , n, let Y˜i(τ) be the solution of (3.6) with Y˜i(τ) = Vi. Then by Lemma
3.2 and (3.18),
d
dτ
|Yi|2(τ) ≤ 2b
2
(p+ 2b− 1)τ +
2p− 1
τp
∫ τ
0
τp−1Ric(Y˜i, Y˜i) dτ− 1
τp
∫ τ
0
τpH(X, Y˜i) dτ. (3.19)
Summing (3.19) over i = 1, 2, . . . , n, similar to the proof of Lemma 3.2 we have
n∑
i=1
d
dτ
|Yi|2(τ) ≤ 2nb
2
(p+ 2b− 1)τ +
2p− 1
τp+2b
∫ τ
0
τp+2b−1Rdτ − 1
τp+2b
∫ τ
0
τp+2bH(X) dτ.
(3.20)
Now
d
dτ
log Jp(v, τ) =
1
2|Yi(τ)|2
n∑
i=1
d
dτ
|Yi|2(τ) = 1
2
n∑
i=1
d
dτ
|Yi|2(τ). (3.21)
Hence by (3.20) and (3.21) the lemma follows.
By putting b = (1− p) in (3.17) we have
Corollary 3.5. Let τ ∈ (0, t0) and v ∈ U ′p(τ). Then
d
dτ
log Jp(v, τ) ≤ (1− p)n
τ
+
2p− 1
2τ2−p
∫ τ
0
τ1−pRdτ − 1
2τ2−p
∫ τ
0
τ2−pH(X) dτ (3.22)
where the integration is along the Lp-geodesic γv(τ) which satisfies (1.11) and (1.18),
X(τ) = γ′v(τ), and H(X) is given by (3.9).
Lemma 3.6. Let q ∈M and let γ˜ : [0, s]→M be a L˜p-geodesic satisfying γ˜(0) = p0 and
γ˜(s) = q. Suppose there exists s0 ∈ (0, s) such that γ˜(s0) is L˜p-conjugate to p0 along γ˜.
Then there exists a vector field Y˜1 along γ˜ such that
δ2eY1
L˜p(q, γ˜, s) < 0.
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Proof. Let X˜(s) = γ˜′(s). Since γ˜(s0) is L˜p-conjugate to p0 along γ˜, there exists a L˜p-
Jacobi field Y˜ : [0, s0]→M along γ˜|[0,s0], Y˜ 6≡ 0, such that Y˜ (0) = 0 and Y˜ (s0) = 0. Since
Y˜ 6≡ 0, ∇ eX Y˜ (s0) 6= 0. Let W be a parallel vector field along γ˜ with respect to the metric
g˜(s0) = g(s
1/(1−p)
0 ) such that W (s0) = ∇ eX Y˜ (s0). Let
Y˜0(s) =
{
Y˜ (s) ∀0 ≤ s ≤ s0
0 ∀s0 < s ≤ s.
Let h ∈ (0,min(s0, s−s0)/2) be a constant to be determined later. We choose φ ∈ C∞(R),
0 ≤ φ ≤ 1 on [0, s], such that φ(s) = 0 for all |s − s0| ≥ h and φ(s0) = 1. Let Y˜1(s) =
Y˜0(s) + λφW (s) where λ ∈ R is some constant to determined later. Let f˜ : [0, s]× (−ε, ε)
be a variation of γ˜ with respect to Y˜1 such that f˜(0, z) = p0 on (−ε, ε) and f˜(s, 0) = γ˜(s)
for any 0 ≤ s ≤ s given by Proposition 2.2 of Chapter 9 of [C]. By the same argument as
the proof of Lemma 1.2 (1.9) holds. Differentiating (1.9) with respect to z, by the same
argument as the proof of (2.6),
d2
dz2
L˜p(f˜(s, z), f˜(·, z), s)
=
1
1− p
∫ s
0
< ∇z∇z f˜ , s
2p
1−p∇R˜ − 2(1− p)2∇s∇sf˜ − 4(1− p)s
p
1−p R˜ic(∇sf˜ , ·) > ds
− 2(1− p)
∫ s
0
< ∇zf˜ ,∇z
{
∇s∇sf˜ − 1
2(1− p)2 s
2p
1−p∇R˜
+
2
1− ps
p
1−p R˜ic(∇sf˜ , ·)
}
> ds
=I1(z) − 2(1− p)I2(z) (3.23)
where
I1(z) =
1
1− p
∫ s
0
< ∇z∇z f˜ , s
2p
1−p∇R˜ − 2(1− p)2∇s∇sf˜ − 4(1− p)s
p
1−p R˜ic(∇sf˜ , ·) > ds
and
I2(z) =
∫ s
0
< ∇zf˜ ,∇s∇s∇z f˜ + R˜(∇z f˜ ,∇sf˜)∇sf˜ − 1
2(1− p)2 s
2p
1−p∇z(∇R˜)
+
2
1− ps
p
1−p∇z
(
R˜ic(∇sf˜ , ·)
)
> ds.
Since γ˜ is a L˜p-geodesic,
I1(0) = 0. (3.24)
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Since Y˜ is a L˜p-Jacobi field on [0, s0],
I2(0) =
∫ s
0
< Y˜0 + λφW,∇ eX∇ eX(Y˜0 + λφW ) + R˜(Y˜0 + λφW, X˜)X˜
− 1
2(1− p)2 s
2p
1−p∇eY0+λφW (∇R˜) +
2
1− ps
p
1−p∇eY0+λφW (R˜ic(X˜, ·)) > ds
=λ
∫ s
0
< Y˜0 + λφW,∇ eX∇ eX(φW ) + φR˜(W, X˜)X˜ −
1
2(1− p)2 s
2p
1−pφ∇W (∇R˜)
+
2
1− ps
p
1−pφ∇W (R˜ic(X˜, ·)) > ds
=λI2,1 + λ
2I2,2 (3.25)
where
I2,1 =
∫ s0
0
< Y˜ ,∇ eX∇ eX(φW ) + φR˜(W, X˜)X˜ −
1
2(1− p)2 s
2p
1−pφ∇W (∇R˜)
+
2
1− ps
p
1−pφ∇W (R˜ic(X˜, ·)) > ds (3.26)
and
I2,2 =
∫ s
0
< φW,∇ eX∇ eX(φW ) + φR˜(W, X˜)X˜ −
1
2(1− p)2 s
2p
1−pφ∇W (∇R˜)
+
2
1− ps
p
1−pφ∇W (R˜ic(X˜, ·)) > ds. (3.27)
Now by (1.8),∫ s0
0
< Y˜ ,∇ eX∇ eX(φW ) > ds
=
∫ s0
0
{
d
ds
< Y˜ ,∇ eX(φW ) > − < ∇ eX Y˜ ,∇ eX(φW ) > −
2
1− ps
p
1−p R˜ic(Y˜ ,∇ eX(φW ))
}
ds
=−
∫ s0
0
{
< ∇ eX Y˜ ,∇ eX(φW ) > +
2
1− ps
p
1−p R˜ic(Y˜ ,∇ eX(φW ))
}
ds
=−
∫ s0
0
{
d
ds
< ∇ eX Y˜ , φW > − < ∇ eX∇ eX Y˜ , φW > −
2
1− ps
p
1−pφR˜ic(∇ eX Y˜ ,W )
+
2
1− ps
p
1−p R˜ic(Y˜ ,∇ eX(φW ))
}
ds
=− |∇ eX Y˜ (s0)|2 +
∫ s0
0
{
φ < ∇ eX∇ eX Y˜ ,W > +
2
1− ps
p
1−pφ R˜ic(∇ eX Y˜ ,W )
− 2
1− ps
p
1−p R˜ic(Y˜ ,∇ eX(φW ))
}
ds. (3.28)
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Since
s
p
1−p R˜ic(Y˜ ,∇ eX(φW ))
=
d
ds
(s
p
1−p R˜ic(Y˜ , φW ))− p
1− ps
2p−1
1−p R˜ic(Y˜ , φW )− s p1−p ∂
∂s
(R˜ic)(Y˜ , φW )
− s p1−p∇ eX(R˜ic)(Y˜ , φW )− s
p
1−p R˜ic(∇ eX Y˜ , φW ) (3.29)
By (3.26), (3.28), and (3.29),
I2,1 = −|∇ eX Y˜ (s0)|2 +
∫ s0
s0−h
φG(W, X˜, Y˜ ) ds (3.30)
where
G(W, X˜, Y˜ )
= < Y˜ , R˜(W, X˜)X˜ − 1
2(1− p)2 s
2p
1−p∇W (∇R˜) + 2
1− ps
p
1−p∇W (R˜ic(X˜, ·)) >
+ < ∇ eX∇ eX Y˜ ,W > +
2
1− ps
p
1−p R˜ic(∇ eX Y˜ ,W ) +
2
1− p
{
p
1− ps
2p−1
1−p R˜ic(Y˜ ,W )
+ s
p
1−p
∂
∂s
(R˜ic)(Y˜ ,W ) + s
p
1−p∇ eX(R˜ic)(Y˜ ,W ) + s
p
1−p R˜ic(∇ eX Y˜ ,W )
}
.
Let C1 = 1 +max0≤s≤s |G(W, X˜, Y˜ )| and let
h =
|∇ eX Y˜ (s0)|2
2C1
.
Then by (3.30),
I2,1 ≤ −1
2
|∇ eX Y˜ (s0)|2. (3.31)
We now choose λ < 0 such that 0 > λ > −|∇ eX Y˜ (s0)|2/[4(1 + |I2,2|)]. Then by putting
z = 0 in (3.23), by (3.24), (3.25), and (3.31),
δ2eY1
L˜p(q, γ˜, s) ≤ |λ|(1− p)(−|∇ eX Y˜ (s0)|2 + 2λI2,2) ≤ λ(1− p)|∇ eX Y˜ (s0)|2/2 < 0
and the lemma follows.
As a consequence of Lemma 3.6 and the equivalence of the Lp-geodesic and L˜p-geodesic
by relations (1.4), (1.5), we have
Corollary 3.7. Let q ∈ M and let γ : [0, τ ] → M be a Lp-geodesic satisfying γ(0) = p0
and γ(τ) = q. Suppose there exists τ0 ∈ (0, τ) such that γ(τ0) is Lp-conjugate to p0 along
γ. Then there exists a vector field Y1 along γ such that
δ2Y1Lp(q, γ, τ) < 0.
By an argument similar to the proof of Lemma 3.6 and Corollary 3.7 we have
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Lemma 3.8. Let q ∈ Mand let γ : [0, τ ] → M be a Lp-geodesic satisfying γ(0) = p0
and γ(τ) = q. Suppose there exists τ0 ∈ (0, τ) such that q is Lp-conjugate to γ(τ0) along
γ|[τ0,τ ]. Then there exists a vector field Y1 along γ such that
δ2Y1Lp(q, γ, τ) < 0.
Corollary 3.9.
U ′p(τ2) ⊂ U ′p(τ1) ∀0 < τ1 < τ2 < t0.
Proof. Let 0 < τ1 < τ2 < t0. Let v ∈ U ′p(τ2). Then γv(τ2) ∈ Ωp(τ2) where γv(·) = γ(·; v) :
[0, τ2] → M is the Lp-geodesic that satisfies (1.18). By the definition of Ωp(τ2), γ(·; v) is
the unique Lp(γv(τ2), τ2)-length minimizing Lp-geodesic joining p0 and γv(τ2) and γv(τ2)
is not Lp-conjugate to p0 along γv. By an argument similar to the proof of Proposition 2.2
of chapter 13 of [C], γ(·; v)|[0,τ1] is the unique Lp(γv(τ1), τ1)-length minimizing Lp-geodesic
joining p0 and γv(τ1). Suppose γv(τ1) is Lp-conjugate to p0 along γv(·)|[0,τ1]. Then by
Corollary 3.7 γv is not a Lp(γv(τ2), τ2)-length minimizing Lp-geodesic. Contradiction
arises. Hence γv(τ1) is not Lp-conjugate to p0 along γ(·; v)|[0,τ1]. Thus v ∈ U ′p(τ1) and the
lemma follows.
By Lemma 3.8 and an argument similar to the proof of Corollary 3.9 we have
Corollary 3.10. Let τ ∈ (0, t0) and q ∈M . Suppose γ : [0, τ ]→M is the Lp(q, τ)-length
minimizing Lp-geodesic which satisfies γ(0) = p0, γ(τ) = q, given by Theorem 1.11. Then
q ∈ Ωγ(τ1)τ1,p (τ) for any 0 < τ1 < τ .
Remark 3.11. By Corollary 3.10 and an argument similar to the proof of Proposition
2.15 of [Ye1], (3.2), (3.7), (3.8), (3.17), (3.22), etc. in this section holds in M × (0, t0)
in the barrier sense of Perelman [P1].
Section 4
In this section we will prove the monotonicity property of the generalized reduced
volume V˜p(τ) for 1/2 ≤ p < 1. We first start with a lemma.
Lemma 4.1. Suppose M has nonnegative curvature operator in (0, T ). Then for any
τ ∈ (0, t0), v ∈ U ′p(τ), there exists a constant C1 = C1(v, τ) > 0 such that
d
dτ
(
τ−(1−p)ne−C1τJp(v, τ)
)
≤ 0 ∀0 < τ ≤ τ (4.1)
and
lim
τ→0+
τ−(1−p)nJp(v, τ) = (1− p)−n. (4.2)
Hence
τ−(1−p)ne−C1τJp(v, τ) ≤ (1− p)−n ∀0 < τ ≤ τ . (4.3)
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If M also has uniformly bounded scalar curvature on (0, T ), then we can take
C1 =
(
(2p− 1)+
2(2− p) +
t0
2(2− p)(t0 − τ)
)
‖R‖L∞. (4.4)
Proof. Let v ∈ U ′p(τ) and let γv : [0, τ ] → M be the unique Lp-geodesic which satisfies
(1.18). We extend γv to a Lp-geodesic on [0, τ + ε) for some constant ε ∈ (0, t0 − τ). Let
r1 = sup
0≤τ≤τ+ε
d0(p0, γv(τ))
and let
C1 =
{
(2p− 1)+
2(2− p) +
τ + ε
2ε(2− p)
}
sup
q∈B0(p0,r1)
0≤τ≤τ+ε
|R(q, τ)|.
IfM also has uniformly bounded scalar curvature on (0, T ), by Corollary 1.5 we can choose
ε = t0 − τ and let C1 be given by (4.4). Since M is complete with respect to the metric
g(τ) for any τ ∈ (0, t0), B0(p0, r1)× [0, τ ] is compact. Hence C1 <∞. Let H(X) be given
by (3.9). Since M has nonnegative curvature operator in (0, T ), as observed by Perelman
[P1] by Hamilton’s Harnack inequality for the solutions of Ricci flow [H4],
H(X(τ)) ≥ −
(
1
τ
+
1
τ + ε− τ
)
R(γ(τ), τ) ≥ − τ + ε
τ(τ + ε− τ)R(γ(τ), τ) ∀0 < τ ≤ τ .
(4.5)
Since v ∈ U ′p(τ), by Corollary 3.9 v ∈ U ′p(τ) for any 0 < τ ≤ τ . Hence by Corollary 3.5
and (4.5),
d
dτ
log Jp(v, τ) ≤ (1− p)n
τ
+
2p− 1
2τ2−p
∫ τ
0
ρ1−pRdρ− 1
2τ2−p
∫ τ
0
ρ2−pH(X) dρ
≤ (1− p)n
τ
+
2p− 1
2τ2−p
∫ τ
0
ρ1−pRdρ+
τ + ε
2τ2−p
∫ τ
0
ρ1−p
τ + ε− ρR dρ
≤ (1− p)n
τ
+ C1 ∀0 < τ ≤ τ
⇒ d
dτ
log
(
τ−(1−p)ne−C1τJp(v, τ)
)
≤ 0 ∀0 < τ ≤ τ
and (4.1) follows. Let γ˜ev(s) = γv(τ) and let J˜p(v, s) = Jp(v, τ) where v˜ = v/(1 − p) and
s = τ1−p. Then γ˜ev(s) satisfies (1.10) and (1.13) in (0, s) where s = τ
1−p. We write
γ˜ev(s) = (γ˜
1
ev(s), γ˜
2
ev(s), . . . , γ˜
n
ev (s))
and
v = (v1, v2, . . . , vn)
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in the normal coordinate system around p0 with respect to the metric g(p0, 0). Differen-
tiating (1.13) with respect to vj , j = 1, 2, . . . , n,
∂γ˜i
ev
∂vj
(0) = 0 ∀i, j = 1, 2, . . . , n
d
ds
(
∂γ˜i
ev
∂vj
)
(0) =
δij
1− p ∀i, j = 1, 2, . . . , n.
Hence there exists s0 ∈ (0, s) and functions εij(s) such that εij(s) → 0 as s → 0 for all
i, j = 1, 2, . . . , n and
∂γ˜i
ev
∂vj
(s) =
δij + ε
i
j(s)
1− p s ∀i, j = 1, 2, . . . , n. (4.6)
Since
√
g(p0, 0) = 1 in the normal coordinates around p0, by (4.6)
J˜p(v, s) =
√
g(p0, s
1
1−p ) det
(
∂γ˜i
ev
∂vj
(s)
)
=
sn
(1− p)n
√
g(p0, s
1
1−p ) det(δij + ε
i
j(s))
⇒ lim
s→0+
s−nJ˜p(v, s) =
1
(1− p)n lims→0+ det(δ
i
j + ε
i
j(s)) = (1− p)−n
and (4.2) follows. By (4.1) and (4.2), (4.3) follows.
Lemma 4.2. Let τ ∈ (0, t0) and v ∈ U ′p(τ). Suppose γv : [0, τ ] → M is the unique
Lp-geodesic that satisfies (1.18). Then
limτ→0+ lp(γv(τ), τ) = |v|2. (4.7)
Proof. Let s = τ1−p. Let r1 > 0, v˜, and γ˜ev be as in the proof of Lemma 4.1 and let
K1 = sup
q∈B0(p0,r1)
0≤τ≤τ
(|R|+ |∇R|+ |Ric|).
Now
lp(γv(τ), τ) =
1− p
τ1−p
∫ τ
0
ρpR(γv(ρ), ρ) dρ+
1− p
τ1−p
∫ τ
0
ρp|γ′v(ρ)|2 dρ = I1(τ) + I2(τ) (4.8)
where
|I1(τ)| ≤ 1− p
1 + p
K1τ
2p → 0 as τ → 0. (4.9)
By the same argument as the proof of Lemma 1.4, there exist constants C2 > 0, C3 > 0,
such that (1.17) holds on [0, s]. Then by (1.17),∫ τ
0
e−C2ρ
ρp
(|v|2 − C′3eC2ρρ1+2p) dρ ≤
∫ τ
0
ρp|γ′v(ρ)|2 dρ ≤
∫ τ
0
eC2ρ
ρp
(|v|2 + C′3ρ1+2p) dρ
(4.10)
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where C′3 = (1− p)2C3. Now∫ τ
0
eC2ρ
ρp
(|v|2 + C′3ρ1+2p) dρ ≤ eC2τ
(
τ1−p
1− p |v|
2 + C′3
τ2+p
2 + p
)
(4.11)
and ∫ τ
0
e−C2ρ
ρp
(|v|2 − C′3eC2ρρ1+2p) dρ ≥
τ1−p
1− pe
−C2τ |v|2 − C′3
τ2+p
2 + p
(4.12)
By (4.10), (4.11), and (4.12),
e−C2τ |v|2 − C′3
1− p
2 + p
τ1+2p ≤ 1− p
τ1−p
∫ τ
0
ρp|γ′v(ρ)|2 dρ ≤ eC2τ
(
|v|2 + C′3
1− p
2 + p
τ1+2p
)
.
(4.13)
Letting τ → 0 in (4.13),
lim
τ→0+
I2(τ) = |v|2. (4.14)
By (4.8), (4.9), and (4.14), we get (4.7).
Theorem 4.3. Suppose M has nonnegative curvature operator with respect to the metric
g(τ) for any τ ∈ [0, T ). Suppose M also has uniformly bounded scalar curvature on
M × (0, T ) when 1/2 < p < 1. Let A0 = 0 if p = 1/2. For any 1/2 < p < 1 and 0 < c < 1,
let
A0 =
(
(2p− 1)+
2(2− p) +
1
2(2− p)c
)
‖R‖L∞ (4.15)
and let τ0 be given by (0.2). Then
e−A0τ2 V˜p(τ2) ≤ e−A0τ1 V˜p(τ1) ≤ (
√
pi/(1− p))n ∀0 < τ1 ≤ τ2 < τ1, 1/2 ≤ p < 1 (4.16)
where τ1 = (1− c)τ0 if 1/2 < p < 1 and τ1 = t0 if p = 1/2.
Proof. Let p ∈ [1/2, 1), 0 < τ2 < τ1, and v ∈ U ′p(τ2). Let γ = γv : [0, τ2] → M be the
unique Lp-geodesic that satisfies (1.18) and let X(τ) = γ′(τ). By Corollary 3.9 and its
proof, v ∈ U ′p(τ) for any 0 < τ ≤ τ2 and γ|[0,τ ] is the unique Lp(γv(τ), τ)-length minimizing
Lp-geodesic between p0 and γv(τ) for any 0 < τ ≤ τ2. Hence Lp(γ(τ), τ) = Lp(γ(τ), γ, τ)
and
dLp
dτ
(γ(τ), τ) =
d
dτ
Lp(γ(τ), γ, τ) = τp(R(γ(τ), τ) + |X(τ)|2) ∀0 < τ ≤ τ2. (4.17)
When there is no ambiguity we will writeR,X , Lp, and lp for R(γ(τ), τ),X(τ), Lp(γ(τ), τ),
and lp(γ(τ), τ). Then
dlp
dτ
(γ(τ), τ) =
(1− p)
τ1−p
dLp
dτ
(γ(τ), τ)− (1− p)
2
τ2−p
Lp(γ(τ), τ)
=
(1− p)
τ2−p
[τp+1(R+ |X |2)− (1− p)Lp] ∀0 < τ ≤ τ2. (4.18)
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Now by (1.11),
d
dτ
(R + |X |2) =Rτ+ < X,∇R > +2 < X,∇XX > +2Ric(X,X)
=Rτ+ < X,∇R > + < X,∇R− 2p
τ
X − 4Ric(X, ·) > +2Ric(X,X)
=Rτ + 2 < X,∇R > −2Ric(X,X)− 2p
τ
|X |2
=−H(X)− 2p
τ
(R+ |X |2) + 2p− 1
τ
R (4.19)
where H(X) is given by (3.9). Hence
d
dτ
[τp+1(R+ |X |2)] =τp+1
{
d
dτ
(R+ |X |2) + (p+ 1)
τ
(R+ |X |2)
}
=τp+1
{
−H(X)− 2p
τ
(R+ |X |2) + 2p− 1
τ
R +
(p+ 1)
τ
(R+ |X |2)
}
=− τp+1H(X) + (1− p)τp(R+ |X |2) + (2p− 1)τpR ∀0 < τ ≤ τ2.
(4.20)
Since
lim
τ→0
τp+1|X |2 = 0 (4.21)
by (1.18), integrating (4.20) over (0, τ),
τp+1(R+ |X |2) = −
∫ τ
0
ρp+1H(X) dρ+ (1− p)Lp + (2p− 1)
∫ τ
0
ρpRdρ ∀0 < τ ≤ τ2
⇒ (1− p)Lp − τp+1(R+ |X |2) =
∫ τ
0
ρp+1H(X) dρ− (2p− 1)
∫ τ
0
ρpRdρ ∀0 < τ ≤ τ2.
(4.22)
Let
Zp(v, τ) = τ
−(1−p)ne−lp(γv(τ),τ)e−A0τJp(v, τ).
By Corollary 3.5, (4.18), and (4.22), ∀0 < τ ≤ τ2,
d
dτ
logZp(v, τ) =
2p− 1
2τ2−p
∫ τ
0
ρ1−pRdρ− 1
2τ2−p
∫ τ
0
ρ2−pH(X) dρ−A0
+
(1− p)
τ2−p
{∫ τ
0
ρp+1H(X) dρ− (2p− 1)
∫ τ
0
ρpRdρ
}
≤2p− 1
2τ2−p
∫ τ
0
ρ1−pRdρ−A0 − 1
2τ2−p
∫ τ
0
ρ2−p(1− 2(1− p)ρ2p−1)H(X) dρ.
(4.23)
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When p = 1/2, the right hand side of (4.23) is ≤ 0. When 1/2 < p < 1, by Corollary 1.5
we can extend γ to a Lp-geodesic on (0, (1− c)τ0). Since τ2 < (1− c)τ0, by the Hamilton’s
Harnack inequality [H4] and an argument similar to the proof of (4.5),
H(X(τ)) ≥ − 1
cτ
R(γ(γ(τ), τ) ∀0 < τ < (1− c)τ0 (4.24)
By (4.24) when 1/2 < p < 1, the right hand side of (4.23) is bounded above by
≤ 2p− 1
2τ2−p
∫ τ
0
ρ1−pRdρ− A0 + 1
2cτ2−p
∫ τ
0
ρ1−p(1− 2(1− p)ρ2p−1)Rdρ ≤ 0
for any 0 < τ < (1− c)τ0. Hence by Corollary 3.9 and (4.23),
Zp(v, τ2) ≤Zp(v, τ1) ∀0 < τ1 ≤ τ2, v ∈ U ′p(τ2)
⇒
∫
U ′p(τ2)
Zp(v, τ2) dv ≤
∫
U ′p(τ2)
Zp(v, τ1) dv ≤
∫
U ′p(τ1)
Zp(v, τ1) dv ∀0 < τ1 ≤ τ2 < τ1
⇒ e−A0τ2 V˜p(τ2) ≤e−A0τ1 V˜p(τ1) ∀0 < τ1 ≤ τ2 < τ1. (4.25)
By (4.25), Lemma 4.1, Lemma 4.2, and the monotone convergence theorem,
e−A0τ2 V˜p(τ2) ≤
∫
U ′p(τ2)
lim
τ→0
Zp(v, τ) dv ≤ (1− p)−n
∫
Rn
e−|v|
2
dv = (
√
pi/(1− p))n (4.26)
holds for any 0 < τ2 < τ0. By (4.25) and (4.26) we get (4.16) and the lemma follows.
Section 5
In this section we will assume that (M, g) is an ancient solution of the Ricci flow in
(−∞, 0). We will fix a point (p0, t0) ∈ M × (−∞, 0) and let g and g be related by (0.5).
Unless stated otherwise we will also assume that M has nonnegative curvature operator
with respect to g(τ) for any 0 ≤ τ < ∞. We will consider the Lp-length, Lp-distance,
V˜p(τ), etc. all with respect to this point (p0, t0). We will derive various scaling properties
of these geometric quantities in this section. For any τ > 0, let
gτ (τ) =
1
τ
g(ττ) ∀τ ≥ 0.
and let Rτ (q, τ) be the scalar curvature of M at q with respect to the metric gτ (τ). We
also let Lτp , Lτp , lτp , V τp be the corresponding Lp, Lp, lp, Vp functions with respect to the
metric gτ . Note that
Rτ (q, τ) = τR(q, ττ) ∀q ∈M, τ, τ > 0.
For any curve γ in M we let γτ be the curve in M given by γτ (ρ) = γ(τρ).
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Lemma 5.1. Let γ : (τ1, τ2)→M be a Lp-geodesic in (τ1, τ2). Then for any τ > 0, γτ is
a Lp-geodesic with respect to gτ in (τ1/τ, τ2/τ). If τ1 = 0 and γ satisfies (1.18) for some
v ∈ Tp0M , then γτ satisfies (1.18) with v being replaced by τ1−pv.
Proof. Let X(τ) = X(γ(τ)) = γ′(τ) and let Xτ (ρ) = Xτ (γτ (ρ)) = γτ ′(ρ). Then Xτ (ρ) =
τX(τρ), and ∀τ1 < ρ < τ2, Y ∈ Tγ(τρ)M ,
(∇XX)(τρ) = D
dτ
X(τρ) =
1
τ
D
dρ
X(τρ) =
1
τ2
(∇XτXτ )(ρ)
⇒ < ∇XX(τρ), Y >g(τρ)= 1
τ
< ∇XτXτ (ρ), Y >gτ (ρ), (5.1)
Ricg(τρ)(X(τρ), Y ) =
1
τ
Ricgτ (ρ)(X
τ(ρ), Y )
<
1
2τρ
X(τρ), Y >g(τρ)=
1
τ
<
1
2ρ
Xτ (ρ), Y >gτ (ρ)
< ∇R(γ(τρ), τρ), Y >g(τρ)=
1
τ
< ∇Rτ (γ(τρ), ρ), Y >gτ (ρ) .
(5.2)
Since γ satisfies (1.11) in (τ1, τ2), by (1.11), (5.1), and (5.2), ∀τ1 < ρ < τ2, Y ∈ Tγ(τρ)M ,
< ∇XτXτ −
1
2
∇Rτ + p
ρ
Xτ + 2Ricgτ (ρ)(X
τ , ·), Y >gτ (ρ)= 0
⇒ ∇XτXτ −
1
2
∇Rτ + p
ρ
Xτ + 2Ricgτ (ρ)(X
τ , ·) = 0 ∀τ1 < ρ < τ2.
If τ1 = 0 and γ satisfies (1.18) for some v ∈ Tp0M , then
lim
ρ→0
ρpXτ (ρ) = lim
ρ→0
ρpτX(τρ) = τ1−p lim
ρ→0
(τρ)pX(τρ) = τ1−pv
and the lemma follows.
Lemma 5.2. For any q ∈M , τ > 0, τ > 0, the following holds.
(i) Lτp(q, τ) =
Lp(q, ττ)
τp
(ii) lτp(q, τ) = τ
1−2plp(q, ττ).
Proof. Let γ ∈ F(q, ττ). Then γτ ∈ F(q, τ). Let X and Xτ be as in the proof of Lemma
5.1. Then
Lτp(q, γτ , τ) =
∫ τ
0
ρp(Rτ(γτ (ρ), ρ) + |Xτ (ρ)|2gτ(ρ)) dρ
=
∫ τ
0
ρp(τR(γ(τρ), τρ) + τ |X(τρ)|2g(τρ)) dρ
=
1
τp
∫ ττ
0
zp(R(γ(z), z) + |X(z)|2g(z)) dz
=
1
τp
Lp(q, γ, ττ) (5.3)
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Since
γ ∈ F(q, ττ) ⇔ γτ ∈ F(q, τ),
by taking infimum in (5.3) over γ ∈ F(q, ττ), (i) follows. By (0.6) and (i), (ii) follows.
Lemma 5.3. There exists a constant C > 0 such that
|∇gτ (τ)lτp |2(q, τ) + 4
(1− p)2
τ2(1−2p)
Rτ (q, τ) ≤ C
τ2(1−p)
lτp(q, τ) ∀τ > 0, τ > 0, q ∈ Ωp(ττ). (5.4)
Proof. We will use a modification of the proof of this result for the case p = 1/2 and τ = 1
in [P1] to prove the lemma. We will first prove (5.4) for the case τ = 1. Let τ > 0, and
q ∈ Ωp(τ). By Theorem 1.11 there exists a unique Lp(q, τ)-length minimizing Lp-geodesic
γ satisfying γ(0) = p0, γ(τ) = q. Let X(ρ) = γ
′(ρ) for any ρ ∈ [0, τ ]. Choose τ0 > 2τ .
Then τ < τ0/2 and (4.24) holds with c = 1/2. Hence by (4.22) and (4.24),
(R(q, τ) + |X(τ)|2) ≤ 1
τp+1
(
C1Lp(q, τ)−
∫ τ
0
ρp+1H(X)dρ
)
≤ 1
τp+1
(
C1Lp(q, τ) + 2
∫ τ
0
ρpRdρ
)
≤C1 + 2
τp+1
Lp(q, τ) (5.5)
where H(X) is given by (3.9) and
C1 =
{
(1− p) if 0 < p < 1/2
p if 1/2 ≤ p < 1.
Then by (0.6), (3.1), (5.5),
|∇lp(q, τ)|2 =(1− p)
2
τ2(1−p)
|∇Lp(q, τ)|2
=
(1− p)2
τ2(1−p)
[4τ2p(|X(τ)|2 +R(q, τ))− 4τ2pR(q, τ)]
≤(1− p)
2
τ2(1−p)
(
4C′1
τ1−p
Lp(q, τ)− 4τ2pR(q, τ)
)
≤4(1− p)C
′
1
τ2(1−p)
lp(q, τ)− 4(1− p)
2
τ2(1−2p)
R(q, τ) ∀τ > 0, q ∈ Ωp(τ)
(5.6)
where C′1 = C1 + 2. Hence by (5.6) and Lemma 5.2 for any τ > 0, τ > 0, q ∈ Ωp(ττ),
|∇gτ (τ)lτp(q, τ)|2 =τ · τ2(1−2p)|∇lp(q, ττ)|2
≤τ3−4p
(
4(1− p)C′1
(ττ)2(1−p)
lp(q, ττ)− 4(1− p)
2
(ττ)2(1−2p)
R(q, ττ)
)
≤4(1− p)C
′
1
τ2(1−p)
lτp(q, τ)−
4(1− p)2
τ2(1−2p)
Rτ (q, τ)
and (5.4) follows.
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Lemma 5.4. There exists a constant C > 0 such that∣∣∣∣∣∂lτp∂τ (q, τ)
∣∣∣∣∣ ≤ C lτp(q, τ)τ ∀τ > 0, τ > 0, q ∈ Ωp(ττ). (5.7)
Proof. We will use a modification of the proof of this result for the case p = 1/2 and τ = 1
in [P1] to prove the lemma. We will first prove (5.7) for the case τ = 1. Let τ > 0, and
q ∈ Ωp(τ). Let γ and X be as in the proof of Lemma 5.3. Then by (3.1) and (5.5),
∂Lp
∂τ
(q, τ) =
dLp
dτ
(q, τ)−∇Lp ·X = τp(R+ |X |2)− 2τp|X |2
=2τpR − τp(R + |X |2) (5.8)
⇒
∣∣∣∣∂Lp∂τ (q, τ)
∣∣∣∣ ≤τp(R+ |X |2) ≤ C′1τ Lp(q, τ) (5.9)
where C′1 > 0 is as in the proof of Lemma 5.3. By (0.6) and (5.9),∣∣∣∣∂lp∂τ (q, τ)
∣∣∣∣ = (1− p)τ1−p
∣∣∣∣∂Lp∂τ (q, τ)− (1− p)τ Lp(q, τ)
∣∣∣∣ ≤ C lp(q, τ)τ ∀τ > 0, q ∈ Ωp(τ).
(5.10)
For the general case we let τ > 0, ρ > 0, and q ∈ Ωp(τρ). Then by Lemma 5.2 and (5.10),∣∣∣∣∣∂lτp∂ρ (q, ρ)
∣∣∣∣∣ =
∣∣∣∣ ∂∂ρ [τ1−2plp(q, τρ)]
∣∣∣∣ = τ2(1−p) ∣∣∣∣∂lp∂τ (q, τρ)
∣∣∣∣ ≤ Cτ2(1−p) lp(q, τρ)τρ = C lτp(q, ρ)ρ
and the lemma follows.
For any τ ≥ 0, q ∈M , we let
L˜p(q, τ) = τ
1−pLp(q, τ) (5.11)
and 
Gp(q, τ) = L˜p(q, τ)− n
2p
τ
Gp(τ) = min
q∈M
Gp(q, τ).
(5.12)
Note that by Lemma 1.7 Gp(τ) is well-defined.
Lemma 5.5. Gp(τ) is a decreasing function of τ ≥ 0.
Proof. Let τ > 0 and q ∈ Ωp(τ). Let γ and X be as in the proof of Lemma 5.3. By (4.22)
and (5.8),
∂Lp
∂τ
(q, τ) = 2τpR − (1− p)
τ
Lp(q, τ) +
1
τ
∫ τ
0
ρp+1H(X) dρ− (2p− 1)
τ
∫ τ
0
ρpRdρ (5.13)
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where the integration is along the curve γ. Putting b = 1/2 in (3.8),
∆Lp(q, τ) ≤ −2τpR(q, τ) + n
2pτ1−p
+
2p− 1
τ
∫ τ
0
ρpRdρ− 1
τ
∫ τ
0
ρp+1H(X) dρ (5.14)
By (5.13) and (5.14),
∂Lp
∂τ
(q, τ) + ∆Lp(q, τ) ≤ n
2pτ1−p
− (1− p)
τ
Lp(q, τ) ∀τ > 0, q ∈ Ωp(τ)
⇒ ∂L˜p
∂τ
(q, τ) + ∆L˜p(q, τ) ≤ τ1−p
(
∂Lp
∂τ
(q, τ) + ∆Lp(q, τ) +
(1− p)
τ
Lp(q, τ)
)
=
n
2p
⇒ ∂Gp
∂τ
(q, τ) + ∆Gp(q, τ) ≤ 0 ∀τ > 0, q ∈ Ωp(τ). (5.15)
By (5.15), Corollary 3.10, Remark 3.11, and an argument similar to the proof of Proposi-
tion 2.15 of [Ye1],
∂Gp
∂τ
(q, τ) + ∆Gp(q, τ) ≤ 0 in M × (0,∞) (5.16)
in the barrier sense of Perelman [P1]. By the same argument as the proof of Lemma 3.1
of [Ye1] but with (5.16) replacing (3.1) in the proof there the lemma follows.
Corollary 5.6.
min
q∈M
lτp(q, τ) ≤
n(1− p)
2pτ1−2p
∀τ > 0, τ > 0. (5.17)
Proof. Let τ > 0 and τ > 0. By Lemma 5.5,
0 = Gp(0) ≥ Gp(τ) = min
q∈M
(
τ1−pLp(q, τ)− n
2p
τ
)
= min
q∈M
(
τ2(1−p)
1− p lp(q, τ)−
n
2p
τ
)
⇒ min
q∈M
lp(q, τ) ≤ n(1− p)
2pτ1−2p
. (5.18)
By Lemma 5.2 and (5.18), (5.17) follows.
By Corollary 5.6 for any τ > 0 there exists q(τ) ∈M such that
lτp(q(τ), 1) = min
q∈M
lτp(q, 1) ≤
n(1− p)
2p
. (5.19)
Lemma 5.7. For any r0 > 0, τ2 > τ1 > 0, there exists a constant C1 = C1(r0, τ1, τ2) > 0
such that
Rτ (q, τ) + lτp(q, τ) ≤ C1 (5.20)
holds for any τ1 ≤ τ ≤ τ2, τ > 0 and q ∈M satisfying
dgτ (1)(q(τ), q) ≤ r0. (5.21)
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Proof. Let τ1 ≤ τ ≤ τ2, τ > 0, and q ∈ M satisfy (5.21). Let γ : [0, d] → M be a
minimal normalized geodesic joining q and q(τ) with respect to the metric gτ (1) where
d = dgτ (1)(q(τ), q). Then by Lemma 5.3,
|lτp(q, 1)
1
2 − lτp(q(τ), 1)
1
2 | =
∣∣∣∣∣
∫ d
0
∂
∂ρ
lτp(γ(ρ), 1)
1
2 dρ
∣∣∣∣∣
=
∣∣∣∣∣
∫ d
0
< ∇gτ (1)lτp(γ(ρ), 1)
1
2 , γ′(ρ) >gτ (1) dρ
∣∣∣∣∣
≤
∫ d
0
|∇gτ(1)(lτp(γ(ρ), 1)
1
2 )| dρ
≤Cd
≤Cr0
⇒ lτp(q, 1) ≤(lτp(q(τ), 1)
1
2 + Cr0)
2 ∀τ1 ≤ τ ≤ τ2. (5.22)
By Lemma 5.4 there exists a constant a > 0 such that ∀τ > 0, τ1 ≤ τ ≤ τ2,
lτp(q, τ) ≤ lτp(q, 1)
(
τa +
1
τa
)
(5.23)
holds for any q ∈ Ωp(ττ2). Since Ωp(ττ2) is dense in M and lτp(q, τ) is a continuous
function, (5.23) holds for any q ∈M . Hence by (5.19), (5.22), and (5.23),
lτp(q, τ) ≤ (
√
n(1− p)/(2p) + Cr0)2
(
τa2 +
1
τa1
)
∀τ1 ≤ τ ≤ τ2. (5.24)
By (5.24) and Lemma 5.3, (5.20) follows.
Since
∂
∂τ
gτij = 2R
τ
ij ,
by (5.20), Lemma 1.6, Lemma 5.3, Lemma 5.4 and an argument similar to the proof of
Lemma 5.7 we have the following lemma.
Lemma 5.8. For any r0 > 0, τ2 > τ1 > 0, there exists a constant C > 0 such that{ |lτp(q1, τ)− lτp(q2, τ)| ≤ Cdgτ (1)(q1, q2) ∀τ > 0, τ1 ≤ τ ≤ τ2, and q1, q2 satisfying (5.21)
|lτp(q, ρ1)− lτp(q, ρ2)| ≤ C|ρ1 − ρ2| ∀τ > 0, ρ1, ρ2 ∈ [τ1, τ2] and q satisfying (5.21).
By Lemma 5.7, Lemma 5.8, and an argument similar to the sketch of proof of Propo-
sition 11.2 of [P1] and a diagonalization argument we have
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Corollary 5.9. Suppose (M, g) has nonnegative curvature operator in (−∞, 0). If (M, g)
is κ-noncollapsing on all scales, then there exist a sequence {qi}∞i=1 ⊂ M and a sequence
{τ i}∞i=1 ⊂ R+, τ i →∞ as i→∞, such that lτi(q, τ) converges uniformly on
dgτi (1)(qi, q) ≤ r0, τ1 ≤ τ ≤ τ2
as i→∞ for any r0 > 0 and τ2 > τ1 > 0.
For any τ > 0, ρ > 0, 0 < p < 1, let
V˜ τp (ρ) =
∫
M
ρ−
(1−p)n
2 e−l
τ
p(q,ρ) dVgτ (ρ)(q).
Theorem 5.10. Suppose (M, g) is an ancient κ-solution of the Ricci flow. Let g and g
be related by (0.5) for some constant t0 < 0. Let τ0 > 0 for 1/2 < p < 1 and τ0 = 0 for
p = 1/2. When 1/2 < p < 1, suppose also that (M, g(τ)) is compact and satisfies (1.21) in
M × (0,∞) for some constant c2 > 0. Let A0 = 0 for p = 1/2 and A0 be given by (4.15)
with c = 1 for 1/2 < p < 1. Then for any 1/2 ≤ p < 1 there exist constants A1 ≥ 0,
A2 ≥ 0, such that e−W (τ,ρ)V˜ τp (ρ) is a monotone decreasing function of τ > τ0 for any ρ
satisfying (0.3) where
W (τ, ρ) = (A0ρ+ A1ρ
2p +A2ρ
2p−3e2c2τρ)τ (5.25)
with A1 = A2 = 0 for p = 1/2. Moreover (0.4) holds for any 1/2 ≤ p < 1.
Proof. Let ρ satisfy (0.3), τ1 > τ0, and v ∈ U ′p(τ1ρ). Let γv : [0, τ1ρ] → M be the
unique Lp(γv(τ1ρ), τ1ρ)-length minimizing Lp-geodesic given by Theorem 1.11 which sat-
isfies (1.18). By Corollary 3.9 and an argument similar to the proof of Theorem 4.3,
v ∈ U ′p(τρ) and Lp(γ(τρ), τρ) = Lp(γ(τρ), γ, τρ) for any 0 < τ ≤ τ1. Let
Zτp (v, ρ) = τ
−n2 ρ−
(1−p)n
2 e−W (τ,ρ)e−τ
1−2plp(γv(τρ),τρ)Jp(v, τρ)
where W (τ , ρ) is given by (5.25), A1 ≥ 0, A2 ≥ 0, are constants to be determined later
for 1/2 < p < 1 and A1 = A2 = 0 for p = 1/2. By Lemma 5.2, Corollary 3.5, (4.18) and
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(4.22), for any τ0 < τ ≤ τ1,
d
dτ
logZτp (v, ρ)
≤− n
2τ
− (1− 2p)
τ2p
lp(γv(τρ), τρ)− τ (1−2p)ρ d
dτ
(lp(γv(τρ), τρ)) + ρ
d
dτ
log Jp(v, τρ)
− (A0ρ+A1ρ2p)− 2c2A2ρ2p−2τe2c2τρ
≤− n
2τ
− (1− 2p)
τ2p
lp +
(1− p)
τ1+pρ1−p
(∫ τρ
0
wp+1H(X) dw− (2p− 1)
∫ τρ
0
wpRdw
)
+
(1− p)n
τ
+
2p− 1
2τ2−pρ1−p
∫ τρ
0
w1−pRdw − 1
2τ2−pρ1−p
∫ τρ
0
w2−pH(X) dw
− (A0ρ+A1ρ2p)− 2c2A2ρ2p−2τe2c2τρ
≤− (2p− 1) n
2τ
+
(2p− 1)
τ2p
lp +
(2p− 1)
2τ2−pρ1−p
∫ τρ
0
w1−pRdw − (A0ρ+ A1ρ2p)
− 2c2A2ρ2p−2τe2c2τρ − 1
2τ2−pρ1−p
∫ τρ
0
(
1− 2(1− p)
(
w
τ
)2p−1)
w2−pH(X) dw
(5.26)
where the integration is along the curve γv. We now divide the proof into two cases.
Case 1:p = 1/2.
Then the right hand side of (5.26) is ≤ 0 for any τ0 < τ ≤ τ1.
Case 2:1/2 < p < 1.
Since M has uniformly bounded Ricci curvature, by Corollary 1.5 we can extend γv to
a Lp-geodesic on (0,∞). For any 0 < c < 1, τ > 0, choose τ0 such that τ < (1 − c)τ0.
Then by the Hamilton Harnack inequality [H4] (4.24) holds. Letting τ0 → ∞ and c → 1
in (4.24),
H(X(τ)) ≥ −1
τ
R(γ(γ(τ), τ) ∀τ > 0. (5.27)
By (5.27) the right hand side of (5.26) is bounded above by
≤− (2p− 1) n
2τ
+
(2p− 1)
τ2p
lp +
(2p− 1)
2τ2−pρ1−p
∫ τρ
0
w1−pRdw − (A0ρ+ A1ρ2p)
− 2c2A2ρ2p−2τe2c2τρ + 1
2τ2−pρ1−p
∫ τρ
0
(
1− 2(1− p)
(
w
τ
)2p−1)
w1−pRdw
≤− (2p− 1) n
2τ
+
(2p− 1)
τ2p
lp −A1ρ2p − 2c2A2ρ2p−2τe2c2τρ (5.28)
Since M is compact and satisfies (1.21), by (0.6) and Lemma 1.8 there exists a constant
C0 > 0 such that
lp(γv(τρ), τρ) ≤ C0
(
(τρ)2p +
e2c2τρ
(τρ)2−2p
)
. (5.29)
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Let A1 = (2p − 1)C0 and A2 = (2p − 1)C0/(2c2τ30). Then by (5.28) and (5.29) the right
hand side of (5.26) is ≤ 0 for any τ0 < τ ≤ τ1.
By case 1 and case 2 and an argument similar to the proof of Theorem 4.3 we get that
e−W (τ,ρ)V˜ τp (ρ) is a monotone decreasing function of τ > τ0. Hence when p = 1/2, V˜
τ
p (ρ)
is a monotone decreasing function of τ > 0. We now write
Zτp (v, ρ) = e
−W (τ,ρ)[(τρ)−(1−p)nJp(v, τρ)][τ
−n2 (2p−1)e−τ
1−2plp(γv(τρ),τρ)]ρ
(1−p)n
2 .
By Theorem 2.2 and Corollary 3.9 there exist constants τ0 > 0 and r1 > 0 such that
B(0, r1) ⊂ U ′p(τρ) for all 0 < τ ≤ τ0. Since B(0, r1) is compact and the solution of a
Lp-geodesic depends continuously on the initial data, by an argument similar to the proof
of Lemma 4.1, for any ε > 0, there exists τ1 ∈ (0, τ0) and a constant C1 > 0 such that
∀v ∈ B(0, r1),
(1− p)−n − ε ≤ (τρ)−(1−p)ne−C1τρJp(v, τρ) ≤ (1− p)−n + ε ∀0 < τ ≤ τ1.
Hence ∀v ∈ B(0, r1), 0 < τ ≤ τ1,Z
τ
p (v, ρ) ≤ eC1τρ−W (τ,ρ)((1− p)−n + ε)ρ
(1−p)n
2 [τ−
n
2 (2p−1)e−τ
1−2plp(γv(τρ),τρ)]
Zτp (v, ρ) ≥ eC1τρ−W (τ,ρ)((1− p)−n − ε)ρ
(1−p)n
2 [τ−
n
2 (2p−1)e−τ
1−2plp(γv(τρ),τρ)].
(5.30)
Let
g(v, τ, ρ) = τ−
n
2 (2p−1)e−τ
1−2plp(γv(τρ),τρ).
By the proof of Lemma 4.2 there exists constants C2 > 0, C
′
3 > 0, K1 > 0 such that (4.8),
(4.9), and (4.13) holds. Let C4 = (1− p)K1/(1+ p) and C5 = C′3(1− p)/(2+ p). Then by
(4.8), (4.9), and (4.13),
g(v, τ, ρ) ≤τ−n2 (2p−1)e−τ1−2p[−C4(τρ)2p+e−C2τρ|v|2−C5(τρ)1+2p]
≤τ−n2 (2p−1)e−e−C2τρ(|v|/τ(2p−1)/2)2eC4τρ2p+C5τ2ρ1+2p ∀v ∈ Ωp(τρ).
(5.31)
Similarly
g(v, τ, ρ) ≥ τ−n2 (2p−1)e−eC2τρ(|v|/τ(2p−1)/2)2e−C4τρ2p−C5τ2ρ1+2peC2τρ ∀v ∈ Ωp(τρ). (5.32)
Hence ∫
U ′p(τρ)
g(v, τ, ρ) dv ≤ eC4τρ2p+C5τ2ρ1+2pτ−n2 (2p−1)
∫
Tp0M
e−e
−C2τρ(|v|/τ(2p−1)/2)2 dv
≤ eC4τρ2p+C5τ2ρ1+2p+(nC2/2)τρ
∫
Rn
e−|v
′|2 dv′
≤ eC4τρ2p+C5τ2ρ1+2p+(nC2/2)τρpi n2
⇒ lim sup
τ→0+
∫
U ′p(τρ)
g(v, τ, ρ) dv ≤ pi n2 . (5.33)
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By (5.30) and (5.33),
lim sup
τ→0+
V˜ τp (ρ) ≤ [(1− p)−n + ε]pi
n
2
⇒ lim sup
τ→0+
V˜ τp (ρ) ≤ (1− p)−npi
n
2 as ε→ 0. (5.34)
Similarly by (5.32),∫
B(0,r1)
g(v, τ, ρ) dv ≥ e−C4τρ2p−C5τ2ρ1+2p−(nC2/2)τρ
∫
B(0,r2)
e−|v
′|2 dv′. (5.35)
where r2 = τ
− 2p−12 e
C2τρ
2 r1. Since r2 →∞ as τ → 0, letting τ → 0 in (5.35),
lim inf
τ→0+
∫
B(0,r1)
g(v, τ, ρ) dv ≥ pi n2 . (5.36)
By (5.30) and (5.36),
lim inf
τ→0+
V˜p(ρ) ≥ [(1− p)−n − ε]pi n2
⇒ lim inf
τ→0+
V˜p(ρ) ≥ (1− p)−npi n2 as ε→ 0. (5.37)
By (5.34) and (5.37), (0.4) follows.
Section 6
In this section we will prove a conjecture on the reduced distance l and the reduced
volume V˜ (τ) used by Perelman in [P1]. This result was used in the proof of Proposition
11.2 of [P1] but no proof was given by Perelman in [P1]. We will assume that (M, g) is
an ancient κ-solution with g and g being related by (0.5) for some fixed t0 < 0. For any
τ > 0, let Ω(τ) = Ω 1
2
(τ). We also fix a point p0 ∈ M and have L(q, τ), V˜ (τ), etc. all
defined with respect to the reference point (p0, t0).
By an argument similar to the proof of Theorem 6 of [H1] we have
Lemma 6.1. Let τ2 > τ1 > 0. For any r0 > 0 there exists a unique solution 0 ≤ f ∈
C∞(B0(p0, r0)× [τ1, τ2]) of
fτ = ∆f −Rf in B0(p0, r0)× (τ1, τ2)
f(q, τ) = τ−
n
2 e−l(q,τ) on ∂B0(p0, r0)× (τ1, τ2)
f(q, τ1) = τ
−n2
1 e
−l(q,τ1) in B0(p0, r0).
(6.1)
We now state and prove a conjecture of Perelman (cf. Proposition 11.2 of [P1]). Note
that this conjecture was used implicitly by Perelman in his proof of Proposition 11.2 but
no proof of it was given in [P1].
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Theorem 6.2. Suppose V˜ (τ1) = V˜ (τ2) for some τ2 > τ1 > 0. Then l(q, τ) ∈ C∞(M ×
(τ1, τ2)) and satisfies
lτ −∆l + |∇l|2 −R + n
2τ
= 0 (6.2)
in M × (τ1, τ2) in the classical sense.
Proof. Suppose V˜ (τ1) = V˜ (τ1) for some τ2 > τ1 > 0. Let r0 > 0 and let f be the solution
of (6.1) given by Lemma 6.1. Let
Q(φ) =
∫ τ2
τ1
∫
M
{∇l · ∇φ+ (lτ + |∇l|2 −R + n
2τ
)φ} dVg(τ) dτ.
By [Ye1],
Q(φ) = 0 (6.3)
holds for any Lipschitz function φ on M × [τ1, τ2] which satisfies{
|φ(q, τ)| ≤ Ce−l(q,τ) ∀q ∈M, τ1 ≤ τ ≤ τ2
|∇φ(q, τ)| ≤ Ce−l(q,τ) ∀q ∈M, τ1 ≤ τ ≤ τ2
for some constant C > 0. Let h(q, τ) = τ−
n
2 e−l(q,τ). Then by (6.3), ∀φ ∈ C∞0 (M×[τ1, τ2]),
Q(hφ) = 0 ⇒
∫ τ2
τ1
∫
M
[(hτ +Rh)φ+∇h · ∇φ] dVg(τ) dτ = 0. (6.4)
Let 0 ≤ θ ∈ C∞0 (B0(p0, r0)). For any ρ ∈ (τ1, τ2], let 0 ≤ ψ ∈ C∞0 (B0(p0, r0) × [τ1, ρ]) be
the solution of 
ψτ +∆ψ = 0 in B0(p0, r0)× (τ1, ρ)
ψ(q, τ) = 0 on ∂B0(p0, r0)× (τ1, ρ)
ψ(q, ρ) = θ in B0(p0, r0).
(6.5)
For any k ∈ Z+, let rk = (2k − 1)r0/(2k) and ηk ∈ C∞0 (B0(p0, r0)), 0 ≤ ηk ≤ 1, such that
ηk ≡ 1 on B0(p0, rk) and ηk ≡ 0 on M \B0(p0, r0). Then by (6.1), (6.4), and (6.5),∫
B0(p0,r0)
(f − h)(q, ρ)θ(q) dVg(ρ)
=
∫
B0(p0,r0)
(f − h)(q, ρ)ψ(q, ρ) dVg(ρ)−
∫
B0(p0,r0)
(f − h)(q, τ1)ψ(q, τ1) dVg(τ1)
=
∫ ρ
τ1
d
dτ
(∫
B0(p0,r0)
(f − h)ψ dVg(τ)
)
dτ
=
∫ ρ
τ1
∫
B0(p0,r0)
[(fτ − hτ )ψ + (f − h)ψτ +R(f − h)ψ] dVg(τ)dτ
=
∫ ρ
τ1
∫
B0(p0,r0)
[ψ∆f + (f − h)ψτ ] dVg(τ)dτ −
∫ ρ
τ1
∫
B0(p0,r0)
(hτ +Rh)ψ dVg(τ)dτ.
(6.6)
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Now by (6.4),∫ ρ
τ1
∫
B0(p0,r0)
(hτ +Rh)ψηk dVg(τ)dτ
=−
∫ ρ
τ1
∫
B0(p0,r0)
∇h · ∇(ψηk) dVg(τ)dτ
=−
∫ ρ
τ1
∫
B0(p0,r0)
(ηk∇h · ∇ψ + ψ∇h · ∇ηk) dVg(τ)dτ
=−
∫ ρ
τ1
∫
B0(p0,r0)
(∇(hηk) · ∇ψ + ψ∇h · ∇ηk − h∇ψ · ∇ηk) dVg(τ)dτ
=
∫ ρ
τ1
∫
B0(p0,r0)
hηk∆ψ dVg(τ)dτ −
∫ ρ
τ1
∫
B0(p0,r0)
ψ∇h · ∇ηk dVg(τ)dτ
+
∫ ρ
τ1
∫
B0(p0,r0)
h∇ψ · ∇ηk dVg(τ)dτ. (6.7)
Since ∇h ∈ L∞(B0(p0, r0)× [τ1, ρ]) by the proof of Lemma 2.11, letting k →∞ in (6.7),∫ ρ
τ1
∫
B0(p0,r0)
(hτ +R)ψ dVg(τ)dτ
=
∫ ρ
τ1
∫
B0(p0,r0)
h∆ψ dVg(τ)dτ −
∫ ρ
τ1
∫
∂B0(p0,r0)
h
∂ψ
∂n
dσdτ. (6.8)
By (6.1), (6.6) and (6.8),∫
B0(p0,r0)
(f − h)(q, ρ)θ(q) dVg(ρ)
=
∫ ρ
τ1
∫
B0(p0,r0)
[ψ∆f − h∆ψ + (f − h)ψτ ] dVg(τ)dτ +
∫ ρ
τ1
∫
∂B0(p0,r0)
h
∂ψ
∂n
dσdτ
=
∫ ρ
τ1
∫
B0(p0,r0)
(f − h)(ψτ +∆ψ) dVg(τ)dτ
≤0. (6.9)
We now choose a sequence of smooth functions θk ∈ C∞0 (B0(p0, r0)), 0 ≤ θk ≤ 1, such
that θk → sign(f − h)+(q, ρ) as k →∞. Putting θ = θk in (6.9) and letting k →∞,∫
B0(p0,r0)
(f − h)+(q, ρ) dVg(ρ) ≤ 0 ∀τ1 < ρ ≤ τ2 ⇒ f ≤ h in B0(p0, r0)× [τ1, τ2].
(6.10)
Similarly we have∫
B0(p0,r0)
(h− f)+(q, ρ) dVg(ρ) ≤ 0 ∀τ1 < ρ ≤ τ2 ⇒ h ≤ f in B0(p0, r0)× [τ1, τ2].
(6.11)
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Since r0 > 0 is arbitrary, by (6.10) and (6.11),
τ−
n
2 e−l(q,τ) = h(q, τ) = f(q, τ) ∀q ∈M, τ1 ≤ ρ ≤ τ2 (6.12)
⇒ l(q, τ) ∈ C∞(M × [τ1, τ2]).
By (6.1) and (6.12), (6.2) follows.
By Theorem 6.2 and an argument similar to that of [KL] and [Ye1] we have
Theorem 6.3. Suppose V˜ (τ1) = V˜ (τ2) for some τ2 > τ1 > 0. Then l(q, τ) satisfies
2∆l − |∇l|2 +R + l − n
τ
= 0 ∀q ∈M, τ1 ≤ τ ≤ τ2
and
Rij(q, τ)− 1
2τ
gij(q, τ) +∇i∇j l = 0
in M × (τ1, τ2).
Lemma 6.4. Let τ > 0 and q ∈M . Suppose γ is the L(q, τ)-length minimizing L-geodesic
given by Theorem 1.11 which satisfies γ(0) = p0 and γ(τ) = q. Then for any δ0 ∈ (0, 1),
there exists a constant C = C(δ0) > 0 such that
dg(τ)(γ(δτ), q)
2
τ
≤ C(1 + l(q, τ)) ∀δ0 ≤ δ ≤ 1. (6.13)
Proof. We will use a modification of the proof of Lemma 3.2 of [Ye1] to prove the lemma.
Let τ > 0. Since Ω(τ) is dense in M and l(q, τ) is continuous in q, it suffices to prove
(6.13) for q ∈ Ω(τ). Let δ0 ≤ δ ≤ 1. Then
dτ (γ(δτ), q)
=
∫ τ
0
d
dρ
dρ(γ(δρ), γ(ρ)) dρ
=
∫ τ
0
(
∂
∂ρ
dρ(γ(δρ), γ(ρ))+ δ∇Idρ(γ(δρ), γ(ρ)) · γ′(δρ) +∇IIdρ(γ(δρ), γ(ρ)) · γ′(ρ)
)
dρ
=I1 + I2 + I3 (6.14)
where ∇I and ∇II is the gradient with respect to the first and second argument respec-
tively. Now by (0.6), (3.1), and Lemma 5.3,
|γ′(δρ)| =|∇l(γ(δρ), δρ)| ≤ C
(
l(γ(δρ), δρ)
δρ
) 1
2
≤ C(δ0ρ)− 12
(
L(γ(δρ), δρ)
2
√
δρ
) 1
2
≤C(δ0ρ)− 12
(
L(γ(τ), τ)
2
√
δρ
) 1
2
≤ C(δ0ρ)− 34 τ 14
√
l(q, τ).
60
Hence
I2 ≤ C′τ 12
√
l(q, τ). (6.15)
Similarly,
I3 ≤ Cτ 12
√
l(q, τ). (6.16)
For any 0 < ρ ≤ τ , let x(ρ) = γ(δρ), y(ρ) = γ(ρ), and
r0(ρ) = (l(q, τ) + 1)
− 12 ρ
5
8 τ−
1
8 .
Then for any x ∈ Bρ(x(ρ), r0(ρ)), by Lemma 5.3,√
l(x, ρ) ≤
√
l(x(ρ), ρ) +
C√
ρ
r0(ρ) ≤
√
l(x(ρ), ρ) + C(l(q, τ) + 1)−
1
2 ρ
1
8 τ−
1
8 . (6.17)
By Lemma 5.4 there exists a constant C > 0 such that
l(x(ρ), ρ) ≤ δ−C l(x(ρ), δρ) ∀0 < ρ ≤ τ
⇒ l(x(ρ), ρ) ≤ δ−C0
L(q, τ)
2
√
δ0ρ
≤ δ−C− 120 ρ−
1
2 τ
1
2 l(q, τ). (6.18)
By (6.17) and (6.18),√
l(x, ρ) ≤Cρ− 14 τ 14
√
l(q, τ) + C(l(q, τ) + 1)−
1
2 ρ
1
8 τ−
1
8 ∀x ∈ Bρ(x(ρ), r0(ρ))
≤C(ρ− 14 τ 14 + ρ 18 τ− 18 )
√
l(q, τ) + 1 ∀x ∈ Bρ(x(ρ), r0(ρ)). (6.19)
By Lemma 5.3 and (6.19),
R(x, ρ) ≤ C l(x, ρ)
ρ
≤ Cρ−1(ρ− 14 τ 14 + ρ 18 τ− 18 )2(l(q, τ) + 1) ∀x ∈ Bρ(x(ρ), r0(ρ)). (6.20)
Similarly
R(x, ρ) ≤ Cρ−1(ρ− 14 τ 14 + ρ 18 τ− 18 )2(l(q, τ) + 1) ∀x ∈ Bρ(y(ρ), r0(ρ)). (6.21)
By Lemma 8.3(b) of [P1] and (6.20), (6.21),
∂
∂ρ
dρ(γ(δρ), γ(ρ)) ≤C[ρ−1(ρ− 14 τ 14 + ρ 18 τ− 18 )2(l(q, τ) + 1)r0(ρ) + r0(ρ)−1]
≤C(ρ− 78 τ 38 + ρ− 18 τ− 38 + ρ− 12 + ρ− 58 τ 18 )
√
l(q, τ) + 1.
Hence
I1 ≤ C
√
l(q, τ) + 1
∫ τ
0
(ρ−
7
8 τ
3
8 + ρ−
1
8 τ−
3
8 + ρ−
1
2 + ρ−
5
8 τ
1
8 ) dτ ≤ Cτ 12
√
l(q, τ) + 1. (6.22)
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By (6.14), (6.15), (6.16), and (6.22), we get (6.13) and the lemma follows.
We now let {τ i}∞i=1 be a sequence of positive numbers such that τ i → ∞ as i → ∞.
For any i ∈ Z+, τ > 0, let
V˜i(τ) =
∫
M
τ−
n
2 e−li(q,τ) dVgi(τ)
where gi(τ) = g(τ iτ)/τ i and li(q, τ) is the l = l 1
2
function with respect to gi(τ). Since by
Lemma 5.2 li(q, τ) = l(q, τ iτ), V˜i(τ) = V˜ (τ iτ). As observed by Perelman [P1] there exists
a sequence {qi}∞i=1 ⊂M and a subsequence of {τ i}∞i=1 which we may assume without loss
of generality to be the sequence itself such that the sequence of pointed manifold (M, gi, qi)
will converge in the sense of Hamilton [H6] 0 < τ <∞ to some pointed manifold (Mˆ, gˆ, q0)
which also satisfies the backward Ricci flow as i→∞.
That is there exists a sequence of open sets Uˆi ⊂ Mˆ with q0 ∈ Uˆi for all i ∈ Z+ and
a sequence of diffeomorphisms Fi : Uˆi → Vˆi where qi ∈ Vˆi is open in M and Fi(q0) = qi
such that for any compact set K ⊂ M there exists i0 ∈ Z+ such that K ⊂ Uˆi for all
i ≥ i0. Moreover if gˆi = F ∗i (gi) is the pull-back metric of gi, then the metric gˆi and all its
derivatives will converge to gˆ and the corresponding derivatives uniformly on K × [a, b] as
i→∞ for any 0 < a < b <∞.
Moreover li(qi, 1) ≤ n/2 for all i ∈ Z+ and li(q, τ) converges uniformly on Bgi(1)(qi, r)×
[a, b] to some function lˆ(q, τ) as i → ∞ for any r > 0 and 0 < a < b < ∞. By Lemma
5.3 and Lemma 5.4 we may assume without loss of generality that li,τ (q, τ), ∇li converge
weakly to lτ (q, τ) and ∇l respectively as i → ∞. Then lτ , |∇l| ∈ L∞loc(Mˆ × (0,∞)).
Perelman [P1] also proved that V˜i(τ) decreases and converges to some positive constant
V˜0 which is independent of τ ∈ (0,∞) as i → ∞. Let Rˆij(q, τ) and Rˆ(q, τ) be the Ricci
curvature and scalar curvature of Mˆ with respect to the metric gˆ(q, τ). By an argument
similar to the proof of Theorem 6.2 and Theorem 6.3 we have
Theorem 6.5. l(q, τ) ∈ C∞(M × (0,∞)) and l(q, τ) satisfies
lτ −∆l + |∇l|2 − Rˆ + n
2τ
= 0
in Mˆ × (0,∞).
Theorem 6.6. Let qˆ ∈ Mˆ . Let qi ∈ M be such that qˆ = limi→∞ F−1i (qi). For each
ρ ≥ 1, i ∈ Z+, let γi : [0, τ iρ] → M be the L(qi, τ iρ)-length minimizing L-geodesic given
by Theorem 1.11. Let γτii (w) = γi(τ iw), 0 ≤ w ≤ ρ. Then there exists a L-geodesic
γˆ : (0, ρ] → Mˆ with γˆ(ρ) = qˆ which is a Lγˆ(ρ0)
ρ0,
1
2
(qˆ, ρ)-length minimizing L-geodesic on
[ρ0, ρ] for any ρ0 ∈ (0, ρ) such that for any ρ0 ∈ (0, ρ) γτii (w) will converge uniformly on
ρ0 ≤ w ≤ ρ to a L-geodesic of Mˆ with γˆ(ρ) = qˆ as i→∞.
Proof. Let qˆ ∈ Mˆ and let ρ ≥ 1. We choose qi ∈ M such that qˆ = limi→∞ F−1i (qi). Let
b > a > 0. Since dgi(w)(qi, qi) converges uniformly to dgˆ(w)(q0, qˆ) on a ≤ w ≤ b as i→∞,
there exists a constant C1 > 0 such that
dgi(ρ)(qi, qi) ≤ C1 ∀i ∈ Z+. (6.23)
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Since li converges to l uniformly on Bgi(1)(qi, r)× [a, b] as i→∞ for any r > 0, b > a > 0,
there exists a constant C2 > 0 such that
li(qi, ρ) ≤ l(qˆ, ρ) + C2 ∀i ∈ Z+. (6.24)
Let δ0 ∈ (0, 1). By Lemma 5.1 and Lemma 6.4 γτii : [0, 1]→M is a minimizing L-geodesic
with γτii (1) = qi and
dg(τ iρ)(γi(δτ iρ), qi)
2
τ iρ
≤ C(1 + l(qi, τ iρ)) ∀δ0 ≤ δ ≤ 1, i ∈ Z+
⇒ dgi(ρ)(γ
τi
i (δρ), qi)
2
ρ
≤ C(1 + li(qi, ρ)) ∀δ0 ≤ δ ≤ 1, i ∈ Z+. (6.25)
By (6.24) and (6.25) there exists a constant C3 > 0 such that
dgi(ρ)(γ
τi
i (δρ), qi)
2
ρ
≤ C3 ∀δ0 ≤ δ ≤ 1, i ∈ Z+. (6.26)
By (6.23) and (6.26),
dgi(ρ)(γ
τi
i (δρ), qi) ≤ C1 +
√
C3ρ ∀δ0 ≤ δ ≤ 1, i ∈ Z+.
Hence by the Hamilton compactness theorem [H6] and Lemma 5.1 γτii will converge uni-
formly on ρ0 ≤ τ ≤ ρ to a L-geodesic of Mˆ with γˆ(ρ) = qˆ as i → ∞ for any ρ0 ∈ (0, ρ).
Since δ0 is arbtiary, limi→∞ γ
τi
i (δρ) exists for any δ ∈ (0, 1). For any 0 < τ ≤ ρ, let
γˆ(τ) = lim
i→∞
γτii (τ).
Then γˆ : (0, ρ)→ Mˆ is a L-geodesic of Mˆ with γˆ(ρ) = qˆ. Since each γτii is a L(qi, ρ)-length
minimizing L-geodesic, γˆ|[ρ0,ρ] is a L
γˆ(ρ0)
ρ0,
1
2
(qˆ, ρ)-length minimizing L-geodesic on [ρ0, ρ] for
any ρ0 ∈ (0, ρ) and the theorem follows.
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