The spectrum of open strings with integrable Y = 0 brane boundary conditions is analyzed in planar AdS/CFT. We give evidence that it can be described by the same Y-system that governs the spectrum of closed strings in AdS 5 × S 5 , except with different asymptotic and analytical properties. We determine the asymptotic solution of the Y -system that is consistent both with boundary asymptotic Bethe ansatz and boundary Lüscher corrections.
Introduction
There have been recently immense interest and significant progress in applying integrable methods to the planar AdS/CFT correspondence, see [1] and references therein. The main focus has concerned the spectral problem, which aims to determine the scaling dimensions of gauge-invariant single-trace operators on one hand, and the energy levels of closed strings on the other. The sought-for spectrum can be encoded into the Y -system of the problem, which, when supplemented with the required asymptotical and analytical information, provides the unique physical solution.
In this paper we focus on the extension of the spectral problem to a case with boundary. Maximal giant gravitons [2, 3] correspond to baryonic (or determinant) operators in N = 4 super Yang-Mills (SYM) [4, 5] , and open strings ending on a maximal giant graviton brane correspond to determinant-like gauge-invariant operators [6, 7] . On the SYM side, Berenstein and Vázquez [8] found the Hamiltonian of an open spin chain that gives the one-loop anomalous dimension of determinant-like operators in the scalar sector. They also determined the corresponding boundary S-matrix (or reflection matrix), and showed that it satisfies the boundary Yang-Baxter equation (BYBE) [9] [10] [11] , suggesting that the model is integrable. (The double-row transfer matrix that generates the Berenstein-Vázquez Hamiltonian and the higher conserved charges was constructed and diagonalized only recently in [12] .) After some initial controversy [13, 14] , Hofman and Maldacena [15] argued that integrability persists at two loops. As for bulk scattering, symmetry enhancement of the asymptotic spin chain offers a guide to finding the all-loop boundary S-matrix. For the so-called Y = 0 brane, which is the simplest and most-studied example, SU (1|2) 2 symmetry determines the matrix part of the boundary S-matrix [15] (see [16] for discussion on the BYBE). The scalar factor was found in [17] by solving the boundary crossing and unitarity relations. The corresponding all-loop asymptotic Bethe ansatz (ABA) equations were studied in [18] . Based on Yangian symmetry of boundary scattering [19, 20] , boundstate boundary S-matrices were constructed in [19, 21] . On the string theory side, integrable boundary conditions for sigma models and their flat connections were constructed in [22, 23] . For a recent review including additional examples of boundaries, see [24] .
The spectrum of open spin chains with finite length receives finite-size corrections, and the predictions of the boundary ABA equations are no longer reliable. The leading finitesize correction is due to virtual particles reflecting between the two boundaries, and their contribution can be described by a Lüscher-type formula [25, 26] . For the exact description, the contributions from higher virtual processes have to be summed up. In the periodic case, the sum of all virtual processes can be expressed by Y -functions which obey the Y -system.
The Y -system is a system of functional relations, which is related to the symmetry of the problem [27] [28] [29] . It encodes the group-theoretical fusion hierarchy of the transfer matrices in a gauge-invariant physical way. Usually it can be derived from an exact description of the problem, such as an integrable lattice realization (see e.g. [30, 31] ) or exact integral equations (TBA), which determine the finite-volume ground-state energy.
In the AdS/CFT setting, the Y -system was conjectured [32] based on the experience in relativistic models and by comparing its asymptotic solution to finite-size energy corrections [33] . Later it was derived for the ground state from the thermodynamic Bethe ansatz equations [34] [35] [36] [37] . Excited-state TBA equations obtained by analytical continuation [38] lead to the same Y -system. Although the scattering theory is invariant only under SU (2|2) 2 , the spectrum has the full P SU (2, 2|4) symmetry. Indeed, it was shown in [39] (see also [40] ) that the conjectured Y -system exactly corresponds to this symmetry.
Introducing integrable boundary conditions in a model usually changes the asymptotic and analytical properties of the Y -functions, but not the Y -system. This is true for integrable lattice models with boundaries (see e.g. [41, 42] ). It was conjectured and checked asymptotically that the β-deformed AdS/CFT correspondence can be described by the undeformed Y -system [43] . Later, using the model's realization in terms of twisted boundary conditions [44] , the Y -system and the asymptotic and analytic information was derived from the ground-state TBA equations [45] (see also [46] ).
We expect that the Y -system used to describe the spectrum with periodical and twisted boundary conditions will persist to the boundary case with integrable boundary conditions. This expectation is also supported by the fact that the integrable boundary condition corresponding to a Wilson loop leads via a boundary TBA (BTBA) to the Y -system of SU (2|2) [47, 48] . In this paper we focus on a different integrable boundary condition: the Y = 0 brane [15] , which describes the dimension of determinant-like SYM operators such as
Since in this case we do not have a BTBA equation for the ground state, we simply assume that the Y -system is not changed, and check the consistency of our assumption by direct computations of Lüscher corrections. We can thereby determine the relevant asymptotic and analytical solution, which is consistent with boundary Lüscher and asymptotic BA equations. The paper is organized as follows: In the next Section 2 we review the Y -system of the planar AdS 5 /CF T 4 correspondence. Then in Section 3 its asymptotic solution is determined in terms of the eigenvalues of the double-row transfer matrices. We construct a generating functional from which the bound-state transfer matrix eigenvalues can be extracted. We use these quantities to calculate the leading finite-size corrections of some operators and compare to the literature with confirmation in Section 4. Finally, we conclude in Section 5. Some details of the calculations, together with the implementation of the duality on the asymptotic BA and transfer matrices, are relegated to the Appendices.
The AdS 5 /CF T 4 Y-system
The planar AdS 5 /CF T 4 correspondence can be described by an integrable field theory, which has the global symmetry P SU (2, 2|4). It is generally believed that the symmetry determines the Y-system [32] , which, when supplemented with analyticity properties [49, 50] , determines the spectrum of the model.
The form of the Y -system is very general
and various models depend on the configurations of the nontrivial Y -functions and the analytical properties in the generalized rapidity variable u, f ± (u) = f (u± i 2 ). The P SU (2, 2|4) symmetry of the planar AdS/CFT integrable model leads to a T-shaped fat hook Y-system in Figure 1 : 1 1 In AdS/CFT setup, there are subtleties regarding the branch choice of Y ± a,s and the Y-system at (a, s) = (2, ±2), which we neglect here. The Y-system is equivalent to the TBA equations when these subtleties are correctly taken into account. Models sharing the same symmetry often correspond to the same Y -system. What is different is the analytical properties of the Y -functions. The AdS 5 /CF T 4 integrable model is more complicated than relativistic theories and has the unusual dispersion relation [51, 52] 
where Q ∈ Z + denotes the type of the particles: Q = 1 corresponds to the fundamental particle, while Q > 1 correspond to bound states of Q fundamental particles. The rapidity parameter u parameterizes the energy and momentum as
where
The momentum p = p Q (u) and the rapidity u will be used interchangeably to parametrize physical quantities. The shifts f ± = f [±1] are always understood to be with respect to the rapidity parameter. The energy and momentum live on the torus parametrized by rapidity, while the Yfunctions live on more complicated Riemann surfaces of rapidity. The ground-state Yfunctions can be constructed from the pseudo energies of the mirror TBA equations [34] [35] [36] . The mirror model can be obtained from the original one by a double Wick rotation [53, 54] , p → −iǫ, E → −ip, which amounts to using (2.3) with
With these kinematical variables, the energy of a fundamental multi-particle state with momenta p k can be expressed in terms of only the massive Y -functions, Y Q = Y Q,0 , as
The momenta are determined by the function Y 1 (p), analytically continued from (2.5) to (2.4), via the exact Bethe equation:
We expect that this structure is valid for both the periodic and the boundary situation. The difference lies in the asymptotic behavior of the Y -functions, which we analyze in the next section. The integration domains are also different. In the periodic case we integrate over the whole line, while for the boundary case only over the half line.
Asymptotic solution of the Y-system
In this section we analyze the asymptotic large-volume solution of the Y -system.
The asymptotic solution in general
The Y-system can be solved in terms of the T -system:
The T -functions are well-defined up to gauge transformations T a,s → g [±a±s] T a,s , where the signs are not correlated. We shall look for the asymptotic solution for large volume. In this limit the massive nodes are small and the T -system of P SU (2, 2|4) splits into two copies of the SU (2|2) T -systems with boundary conditions T a,0 = 1 [32] . The small massive nodes at leading order are determined by the asymptotic solutions of the two SU (2|2) wings as:
3)
The unknown function φ can be fixed by comparing it to the Lüscher correction. In the periodic case we obtain [26, 33] 
where T a is an eigenvalue of the full transfer matrix with the charge a auxiliary representation space and the N -fold tensor product of the fundamental representations, which by the usual abuse of notation we denote in the same way:
where sTr means supertrace and S aj denotes the full scattering matrix of the charge a auxiliary and the j-th fundamental particle. We introduce the basis for the fundamental representation of SU (2|2) ⊗ SU (2|2) by Labels 1, 2,1,2 are bosonic, while 3, 4,3,4 are fermionic.
As the (fundamental) scattering matrix has a factorized SU (2|2) ⊗ SU (2|2) form
the transfer matrix factorizes as well 8) and the normalization is
Comparing the asymptotic solution of the T -system to the Lüscher correction, we can conclude that the SU (2|2) T -functions are the left/right SU (2|2) transfer matrices, and
Clearly, the fused SU (2|2) transfer matrices t a,1 satisfy the T -system relation; and together with φ, provide the needed asymptotic solution in the periodic case [32] .
Let us now turn to the boundary case. Comparing the asymptotic solution with the boundary Lüscher correction [26] , we find
where we have to replace the single-row transfer matrix with the double-row transfer matrix [10, 55] :
(3.11) We remind the reader that S aj and S ja act nontrivially only on the vector spaces labeled by a and j, and act as identity on all the other spaces; see Figure 2 . Here R − a (p) denotes the full reflection factor of the charge a particle on the right boundary. Note that the transfer matrix is not written in terms of the left reflection factor R + a (p) = R − a (−p), but instead in terms ofR + a (p). The latter is defined by
, (3.12)
(where P is the permutation matrix), which ensures that D a (p j , {p i }) is equal to the boundary Bethe-Yang matrix 2 , and therefore Y 1,0 (p j ) = −1 is equivalent to the boundary BetheYang equations. (See appendix A in [56] and [26] for further details). Factorization of the reflection factors
together with the factorization of the scattering matrix implies the following factorization of the double-row transfer matrix
15) and the normalization is
Comparing the two expressions we can conclude that, in the boundary setting, the asymptotic solution of the T -system is
As the calculation of the bound-state transfer matrices starting from the definition is very cumbersome, we turn to their generating functional. The generating functional is a compact solution of the T -system [57] that is directly related to the fundamental transfer matrix. We start by calculating the generating functional for the su(2) sector in the next subsection, and we then proceed with the general case.
The fundamental double-row transfer matrix
In this subsection we construct the fundamental SU (2|2) double-row transfer matrix and explain its relation to the boundary asymptotic Bethe ansatz equations. In so doing we first fix our conventions. We normalize the fundamental scattering matrix (3.7) in the su(2) compatible way [58, 59] :
(3.18) The reflection factor on the right boundary (3.13) is simply
The reflection factor on the left boundary is related to the right one as
Let us start to analyze a multiparticle state having particles of type 11 only; see (3.6). The boundary asymptotic Bethe ansatz expresses the single-valuedness of the wave function:
where the shift L → L + 1 is due to contributions from the matrix parts of the reflection matrices. For more general states one has to diagonalize the boundary Bethe-Yang matrix:
Actually one has to diagonalize a family of such matrices obtained by moving each particle "around" the others by reflecting on both boundaries. This is done at once by defining the double-row transfer matrix of Sklyanin (3.11) with a = 1, and thereR + 1 (−p) was defined in such a way that D 1 (p j , {p i }) gives back the boundary Bethe-Yang matrix (3.22). As both the scattering and reflection matrices factorize, we focus on one copy of the double-row transfer matrices. For concreteness, we normalize them as
which differs from d 1,1 (3.15) since we used R − (−p) instead ofR + (−p). They are related to each other due to the relation R − (−p) ∝ (−1) FR+ (−p), which changes the trace to supertrace. For later convenience, we record here that 24) and note that the overall factord 1 (p) will be determined in Section 4. We first focus on the ground state eigenvalue of the transfer matrixd 1,1 (p) corresponding to |1, 1, . . . , 1 . We show in Appendix B that the eigenvalue can be expressed in terms of only the diagonal part as
and the functions B (±) , R (±) are defined in (A.2). The rapidity-dependent ρ functions are
(3.27) As Λ 3 and Λ 4 are the same, only the combination ρ 3 + ρ 4 is determined.
Based on the analogy with the periodic theory [60, 61] , we expect the generating functional of the eigenvalues of the transfer matrices for anti-symmetric representations to be of the formW
, and therefore Df = f − D. In order to separate ρ 3 and ρ 4 , we demand that the state without particles (B (±) = R (±) = 1) corresponds to the BPS state O Y (Z L ), and thus all higher transfer matrices,d a,1 , vanish. This implies that
Let us renormalize the transfer matrices similarly to the periodic case by dividing by ρ 3 Λ 3 as:
where we used that
Computing the generating functional, we found that
As we did not derive (3.28), but merely conjectured, we performed several consistency checks. First we analyzedd 2,1 . Using the explicit form of the bound-state scattering matrices and reflection factors we constructed the double-row transfer matrix d a,1 of (3.15) for a = 2 for N = 1, 2, 3 particles at some randomly chosen momenta p i and coupling g. After verifying its commutativity properties, we diagonalized it and compared its eigenvalue tod 2,1 . After restoring the correct normalization factor we obtained perfect agreement. We performed also another consistency check: we generated the double-row transfer matrices for symmetric representations as 34) and in a similar fashion we checked explicitlyd 1,2 .
Asymptotic Bethe ansatz and the generating functional
We now turn to the analysis of generic states. Following [18, 62] and using experience with boundary systems, we expect the form of the generic eigenvalue of the double-row transfer matrix to be of the following dressed form: 35) where the notation (A.2), (A.3) is used. Regularity of the transfer matrix at the roots gives the boundary Bethe ansatz equations. Type 1 roots are specified as x + (p) = y i , type 2 roots when u = w l , and in the boundary case type 3 roots are equivalent to type 1 roots:
i . The corresponding Bethe equations read as
Note that the equations for y i following from the first and third sets of equations in (3.36) are the same. The second set of equations shows that the boundary factor u − u + can be removed formally by the redefinitionQ 1 (u) ≡ u Q 1 (u).
Let us describe their physical interpretation. Bethe ansatz equations diagonalize the scatterings and reflections in terms of massive particles (•) and auxiliary "magnonic" particles. In the SU (2|2) problem there are two types of magnons labelled by y and •. The massive node scatters on the magnons as
the remaining scattering matrices are
, S yy (y 1 , y 2 ) = 1 .
(3.38) The boundary Bethe-Yang equations of the y magnons with parameter y k are
Assuming that the reflection factors satisfy R − y (y) = R + y (−y) and comparing to the Bethe ansatz equations (3.36), we can conclude that these reflection factors are equal to 1
In a similar fashion, we can write the equations for the magnons • with rapidity w k :
(3.41) We assume also that the reflection factors satisfy R −
• (w) = R + • (−w) and compare to the Bethe ansatz equation (3.36). Naively we would think that u − u + corresponds to R • ; however, the k = j term in the product for Q 2 cancels it completely, leading to
This is very similar to what has been obtained for the quark-antiquark potential problem [47, 48] . The extension of the generating functional (3.30) for generic states reads as
The relation tod a,1 is again given by (3.31), except now
It is straightforward to check that the transfer matrices constructed from the generating functional satisfy the T -system of SU (2|2) 2 (3.1).
Checking the Y-functions: the boundary Lüscher correction
We start by fixing the proper normalization of the double-row transfer matrix D.
To this end, we analyze single particle states. For a single particle the boundary Bethe-Yang equation reads as
where we have used (3.19) and (3.20) . In particular, for the (11) particle, we obtain (see also (3.21))
which at leading order leads to the momentum quantization
where n is an integer. The analogous equations for the (22) particle are
Let us recover the same result from the double-row transfer matrix. The fundamental transfer matrix with N = 1 is given by (3.24), with
where we have introduced the normalization factorȒ + 0 (−p) of the left reflection matrix that will be determined shortly. The boundary Bethe-Yang equation from the double-row transfer matrix is
Comparing with (4.2), we see that
Note that D 1 is diagonal; and the only nonvanishing contribution in the eigenvalue (3.25) ofd 1,1 comes from the term with Λ 1 = 1. Using also that S 0 (p, p) = −1 we obtain from (4.5)Ȓ
where in the second equality we have introduced the new quantity d 0 (p). Having fixed the normalization of the left reflection factor, we now know the properly normalized double-row transfer matrix.
Lüscher correction
In the following we calculate the boundary Lüscher correction of a single impurity of type (11) and (22) . These two states are in the su(2) sector of the theory, and our transfer matrices are devised to calculate the correction to their energy. Correction to the energy of states of the form (33) or (44) can be easily calculated from the eigenvalues of the dual transfer matrices, which we obtain in Appendix C. The dualized transfer matrices are also relevant for deriving the BTBA equations since the bound states of the mirror theory are in the sl(2) sectors. The energies of the states (11) and (22) are no longer degenerate because the residual symmetry of the Y = 0 brane is SU (1|2) 2 . The properly normalized fundamental transfer matrix eigenvalue is (see (3.31), (4.5))
Using the generating functional (3.30) we can generate the antisymmetric transfer matrices as
The Lüscher correction in terms of this transfer matrix is
where q is the mirror momentum of the a-th auxiliary particle. This expression is exact at the leading order when the exponential O(e −2ǫaL ) is small, e.g. at weak coupling. We also expect that the Lüscher µ-term is absent for fundamental particles at least in the weak-coupling limit [33] . We now calculate it at leading order and compare to [26] .
Weak-coupling expansion
To make contact with the "direct" computation of [26] we use the parametrization 3
(4.13)
with Q(u) defined in eq. (A.2).
Similarly, 15) and for the scalar factor
Collecting all factors, we obtain
From eq.(3.32) the contribution of the matrix part iŝ
Thus, the full contribution of the transfer matrix is
To compute the Lüscher correction we need the weak-coupling limit e −2ǫaL = 4g 2 q 2 +a 2 2L .
Then, for the 11 particle, the leading Lüscher correction is
(4.20) For the 22 particle the eigenvalue of the fundamental transfer matrix is related very simply to that of the 11 particle: repeating the computation in Appendix B, it turns out that Λ(p)
This means that the higher transfer matrices for the 22 case differ from the 11 one only in
Therefore, in the weak-coupling limit, for the 22 particle the leading Lüscher correction can be written as
(4.22)
To evaluate these expressions for the Lüscher corrections, we must set the u parameter of the particle in question to the value that corresponds to one of the momentum values allowed by the boundary Bethe-Yang equations: u = cot(p n /2)/2 + o(g) as this guarantees that we are dealing with an eigenvalue of the double-row transfer matrix. With these u-s we compute the integrals in eq. (4.20, 4.22) by extending the integration domain to the whole real line and using the residue theorem, then we sum over a.
From [26] we know that L = 2 is the smallest possible value among non-BPS operators ∼ O Y (Z Φ aȧ Z L−1 ); in this case for the 11 particle we have (see 4.3)
With these values we obtain (17) , (4.24) and (see Appendix D) (17)) . 
This expression coincides with the result of the direct Lüscher calculation based on the bound-state scattering and reflection matrices [26] 5 . For L = 3 the boundary Bethe-Yang equations give 27) and for the Lüscher correction we find
Comparing to the analogous computation in the periodic case for the Konishi operator [33] , it is interesting to observe that all of these Lüscher corrections are given by linear combinations of zeta functions, and there are no "rational parts" (i.e. terms without zeta functions). Although we have no explanation, this is perhaps a generic feature of wrapping corrections for one-particle states (see also [43, [63] [64] [65] [66] ). Also the leading Lüscher correction of the 22 particle contains smaller powers of g than that of the 11, thus the "wrapping corrections" to the anomalous dimension of the corresponding operators appear in a lower loop order.
Conclusion
We showed in this paper that the Y -system can be used to analyze the spectral AdS/CFT problem in the boundary setting. We identified the asymptotic solution which was consistent both with boundary asymptotic Bethe ansatz and boundary Lüscher correction. Using this asymptotic solution we determined leading order wrapping corrections of various simple determinant-type operators.
In our approach we assumed that the Y -system is independent of the boundary condition, and indicated that its asymptotic solution satisfies the possible requirements. A more rigorous way would be to derive the ground-state BTBA equations from first principles (e.g. string hypothesis), and prove that the Y -functions as constructed from the pseudoenergies indeed satisfy the Y -system. The solutions of the Y -system equations have to satisfy excited-states BTBA equations. It would be an interesting project to transform the Y -system into BTBA equations based on the asymptotic solution that we have determined, similarly to the way it was done for the periodic case [49, 50] .
We have explicitly constructed some bound-state double-row transfer matrices and checked that they indeed satisfy the functional relations of the T -system. We performed this task only for the first few transfer matrices where the bound-state scattering and reflection matrices were available. It would be nice to show decisively that they indeed satisfy the fusion hierarchy and can be analyzed in the fashion of [57] .
In this paper we analyzed the Y = 0 brane boundary condition. We expect that the same Y -system describes the finite-size spectrum of open strings with any other integrable boundary conditions. The asymptotic solutions could be extracted from the asymptotic BA equations [67, 68] .
A Notation
The x variable is defined by
and it has branch points at u = ±2g. As for the energy and momentum of string states, we choose the branch cut along u ∈ (−2g, 2g) as in (2.4). For the mirror particles, we choose the branch cut along u ∈ (−∞, −2g) ∪ (2g, ∞) as in (2.5). There are two conventions for the mirror x variable in the literature. We adopt the choice Im x > 0 in this paper, as used in e.g. [32, 33] . The other choice Im x < 0 is used in e.g. [36] . The eigenvalues of double-row transfer matrix are expressed through
for the N -particle ground state |1, 1, . . . , 1 , and
for generic states with auxiliary roots: 2m 1 is the number of y-roots, and 2m 2 is the number of w-roots.
B Vacuum eigenvalue
The open-chain transfer matrix for a single copy of SU (2|2) in the fundamental representation is given by (3.23) [10, 55] , which we now write as 6
and
6 Here the subscript a denotes the 4-dimensional auxiliary space (fundamental representation).
Here S(p 1 , p 2 ) is the non-graded SU (2|2) bulk S-matrix [51] in the form given by [59] . We work in the "string" frame specified by (4.6) in [59] . The right Y = 0 boundary S-matrix R − (p) is given by the diagonal matrix (3.19) [15, 19] 
The left boundary S-matrix R + (p) is given by
By construction, the transfer matrix has the fundamental commutativity property
for arbitrary values of p and p ′ . We choose the vector with all spins "up" as our vacuum state,
We shall now show that the corresponding vacuum eigenvalue is given by (3.25) We begin by defining 7
2) is given by
We see that the transfer matrix (B.1) is given bỹ
where the double-index subscripts of M and U denote matrix elements, regarding M and U as 4 × 4 matrices in the auxiliary space. From the explicit form of SU (2|2) S-matrix, we now observe that T a acting on the vacuum gives
7 In order to lighten the notation, we now refrain from writing the arguments.
and similarly for T a acting on the vacuum. Hence,
The vacuum is an eigenstate of the diagonal elements of T and T . We find that
with corresponding eigenvalues Λ i given by (3.27) .
In order to deal with the terms in (B.12) with off-diagonal elements of T and T , we exploit the commutation relations that are encoded in the relation
(B.14)
which follows from the Yang-Baxter and unitarity equations. In particular, omitting terms that vanish when acting on the vacuum (see Eq. (B.11)), we have 8 where a i = a i (p, −p) are the matrix elements of S ab (p, −p) defined in [59] . We solve these equations for T 21 T 12 in terms of the diagonal elements of T and T , and obtain 9
. (B.23)
8 These commutation relations correspond to the following matrix elements of (B.14) (viewed as a 16 × 16 matrix equation in the auxiliary space): (5,2), (7, 10) , (8, 14) , (3, 9) , (4, 13) , (9, 3) , (13, 4) , respectively. 9 We first combine (B.15), (B.16), (B.17) so as to cancel the terms T23 T32 + T24 T42; we then eliminate T31 T13 and T41 T14 with (B.18) and (B.19), respectively; and we then finally solve for T21 T12.
It then follows from (B.15) that
Denoting the vacuum eigenvalues of U ii by U ii , we now see from (B.12) that
Finally, we see from (B.10) that the vacuum eigenvalue of the transfer matrix is given by
By explicitly evaluating (B.27), we arrive at (3.27), and we see that (B.26) coincides with (3.25) . The eigenvalues corresponding to the other vacuum states can be computed in a similar way.
C Duality transformation
In Appendix B we computed the eigenvalue of the double-row transfer matrix for the vacuum in the su(2) sector. The sl(2) sector is also often studied. In this appendix we connect the eigenvalues in these two sectors via a duality transformation on the y-roots. Following the standard procedure [60, 61, 69] , we dualize the y roots in the double-row transfer matrix. The first equation of (3.36) suggests the definition of
which is a polynomial in x of degree 2N + 4m 2 . It has m 1 roots y j and m 1 roots −y j . Hence, it additionally hasm 1 rootsỹ j andm 1 roots −ỹ j , wherẽ
Factoring this polynomial, we obtain
and γ is some nonzero constant. Forming the ratio of the expressions (C.1) and (C.3), we see that
is in fact independent of x. The identity F + = F − implies that
Similarly, the identity F (
With the help of the identities (C.6) and (C.7), the expression (3.35) for the eigenvalue becomes
which corresponds to the sl(2) grading. To obtain this form we used the identities
Apart from its normalization the expression in (C.8) is very similar to what is obtained in [43, 44] for the dualized eigenvalue of the fundamental transfer matrix in the twisted periodic case; the u + u − functions play the role of the -now momentum dependent -twist factors and theB 1R3 (R 1B3 ) polynomials are twice as long as in the periodic case. Based on this analogy from the expression in [43] we expect the dual generating functional to be The eigenvalues of the higher double-row transfer matrices in the sl(2) grading (d a,1 ) are obtained by taking into account also the normalization of (C.8) with Λ sl (2) Actually it is not difficult to see that the generating functions W sl (2) and W su(2) (3.43) are equivalent. In order to correctly compare them, we have to normalize both to generatẽ d a,1 : 2 , which can be easily verified from (C.6), (C.7). The identity between two generating functionals shows that any state can be described equivalently by sl(2) and su(2) gradings. Different forms of the generating functional are related to different paths by which the Bäcklund transformation can trivialize the T -system of SU (2|2).
Finally we note that in the periodic case the transfer matrices in the sl(2) and su(2) grading are related not only by the duality transformation. The transformation which exchanges the labels 1 ↔ 3 and 2 ↔ 4 and complex conjugates the scattering amplitudes is a symmetry of the SU (2|2) scattering matrix. It changes the normalization S 11 11 = 1 to S 33 33 = 1 and relates the transfer matrices in sl(2) and su(2) grading as T sl (2) a,s (p, {p i }) = T su (2) s,a (p, {p i }) ⋆ . (C.14)
As the SU (2|2) reflection factor transforms under this transformation as the analogous symmetry relates the double-row transfer matrices of two different boundary conditions establishing a kind of duality between them: the symmetric transfer matrices of one boundary condition are related to the anti-symmetric transfer matrices of the other.
D Computing the sum of residua for the Lüscher correction
It is not entirely trivial to derive eq.(4.25) as Maple is unable to sum up the residua for L = 2 and p = π 4 or p = 3π 4 . We obtained the Lüscher corrections for these cases in the following way.
After extending the integration domain to the whole real line we use the upper q plane for the residua. Here, in all cases, the integrand has poles on the imaginary axis at q = ia and also four others on two vertical lines at q = ±2u+i(a−1) ; and q = ±2u+i(a+1). The sum of these four residua (at a fixed) can be written as h(a) − h(a + 1) for some function h, with h(1) = 0. Therefore when we compute the sum over a the residua away from the imaginary axis give zero. The residuum at q = ia is decomposed into partial fractions, those trivially sum up to the ζ-s plus the rational part. The rational part is nothing but h r (a) − h r (a + 1) for some function h r , with h r (1) = 0. Thus the rational part also vanishes after summing over a.
As mentioned above, the rational part is a bit bulky for L = 2 and p = π/4 or p = 3π/4. In order to decompose them into partial fractions, we notice that they assume the form
