The well-known Covariance Matrix Adaptation Evolution Strategy (CMA-ES) is a robust stochastic search algorithm for optimizing functions defined on a continuous search space R D . Recently, mirrored samples and sequential selection have been introduced within CMA-ES to improve its local search performances. In this paper, we benchmark the 
INTRODUCTION
Evolution Strategies (ESs) are stochastic search algorithms designed to minimize 1 objective functions, f , mapping a continuous search space R D into R. Among ESs, the Covariance Matrix Adaptation ES (CMA-ES) is now a wellrecognized algorithm. In the standard (μ/μw, λ)-CMA-ES [17, 23] , at each iteration step n, a set of λ candidate solutions is created by sampling random vectors distributed according to a multivariate normal distribution with mean vector zero and covariance matrix Cn. Those λ random vectors denoted (Ni (0, Cn)) 1≤i≤λ are multiplied by a strictly positive factor, the step-size σn, and added to the current solution Xn to constitute the offspring X i n = Xn +σnNi (0, Cn). After evaluation of the λ offspring, the μ best, i.e., the ones having the smallest objective function values, are selected. The current solution is updated to the average value of the μ best solutions: Xn+1 = P μ i=1 wiX i:λ n , where w1 ≥ . . . ≥ wμ and P μ i=1 wi = 1 and X i:λ n denotes the i-th best offspring. Covariance matrix and step-size are then updated using solely the information given by the ranking of the offspring. Though originally designed to be a robust local search [24] , the (μ/μw, λ)-CMA-ES turns out to be also effective for multi-modal functions provided a large enough population size μ = λ/2 is chosen [23] . An automatic way to increase the probability to converge on multi-modal functions consists in applying restarts with a successively increasing population size. The strategy is then called IPOP-CMA-ES [12] . However, deceptive functions were constructed for the IPOP-CMA-ES [25, 21] . The BBOB function f24 presents, in a highly rugged landscape, on the larger scale an attraction region for the global optimum which is smaller than the one for the local optimum. For that reason, the BIPOP-CMA-ES, combining restarts with increasing population size as well as with some small population size, was proposed [18] . For the large budgets that are needed for most multimodal problems, the BIPOP-CMA-ES performed overall best in the BBOB-2009 benchmarking [20] .
While BIPOP-CMA-ES was benchmarked, the local search (1+1)-CMA-ES was as well tested [13, 14] . Surprisingly, the (1+1)-variant of CMA-ES could outperform the BIPOP-CMA-ES algorithm by a significant factor on the Gallagher functions f21 and f22 [10] . On f21, the (1+1)-CMA-ES is 8.2 times (resp. 68.7 times) faster than the BIPOP-CMA-ES in dimension 20 (resp. 40); for f22, the (1+1)-CMA-ES is 37 times faster than the BIPOP-CMA-ES in 20D and is able to solve the problem in 40D which the BIPOP-CMA-ES does not allow. However, one major drawback of elitist selection, used in the (1+1)-CMA-ES, is the complete lack of robustness in presence of noise [14] . Motivated by the surprisingly large improvement over the BIPOP-CMA, new non-elitist local search ESs have been proposed [5] . Those (1, λ)-ESs combine a derandomization technique by means of mirrored samples with a sequential selection scheme. Mirrored samples replace the independent random vectors used for the offspring. Instead of the λ independent random vectors, only λ/2 (assuming λ is even) independent samples are generated (N2i−1 (0, Cn)) 1≤i≤λ/2 . The other λ/2 samples are replaced by the already generated samples multiplied by −1, i.e., N2i (0, Cn) = −N2i−1 (0, Cn) for all 1 ≤ i ≤ λ/2. The resulting offspring are two by two symmetrical or mirrored with respect to Xn. Sequential selection consists in performing the evaluations of the λ offspring sequentially and comparing after each evaluation the offspring solution X 4, 8, 9] . The purpose of this paper is to present the results of one of those strategies tested, namely the (1,4)-CMA-ES with mirrored samples and sequential selection on the BBOB-2010 noiseless testbed. Since the algorithm tested is a local-search strategy, we do not expect that it will perform well on the whole testbed but rather want to see whether the strategy can bring improvements over last year's results on certain functions. n ) are symmetric with respect to Xn. In addition, sequential selection is applied. Evaluations are carried out in a sequential manner, i.e., after evaluating the ith offspring solution X i n , it is compared to Xn and if f (X i n ) ≤ f (Xn), the sequence of evaluations is concluded and Xn+1 = X i n . In case the four offspring solutions are worse than Xn, Xn+1 = argmin{f (X 1 n ), . . . , f(X 4 n )} according to the comma selection. Note that the number of offspring evaluated is a random variable by itself ranging from 1 to λ = 4-allowing to reduce the number of offspring adaptively.
THE (

Independent Restarts
Similar to [11] , we independently restarted (1,4 s m )-CMA-ES as long as function evaluations were left, where 10 4 ·D has been used as the maximal number of function evaluations.
Parameter setting
We used the default parameter and termination settings (cf. [5, 18, 23] ) found in the source code on the WWW 2 with two exceptions. We rectified the learning rate of the rankone update of the covariance matrix for small values of λ, setting c1 = min(2, λ/3)/((D + 1.3) 2 + μ eff ). The original value was not designed to work for λ < 5. We modified the damping parameter for the step-size to dσ = 0.3+2μ eff /λ+cσ. The setting was found by performing experiments on the sphere function, f1: dσ was set as large as possible while still showing close to optimal performance, but, at least as large such that decreasing it by a factor of two did not lead to inacceptable performance. For μ eff /λ = 0.35 and μ eff ≤ D + 2 the former setting of dσ is recovered. For a smaller ratio of μ eff /λ or for μ eff > D + 2, the new setting allows larger (i.e. faster) changes of σ. Here, μ eff = 1. For λ ≥ 3, the new setting might be harmful in a noisy or too rugged landscape. Finally, the step-size multiplier was clamped from above at exp(1), while we do not believe this had any effect in the presented experiments. Each initial solution X0 was uniformly sampled in [−4, 4] D and the step-size σ0 was initialized to 2. The source code used for the experiments is available at 3 . 
CPU TIMING EXPERIMENTS
RESULTS AND DISCUSSION
Results from experiments according to [19] on the benchmark functions given in [16, 22] are presented in Figures 1, 2 and 3 and in Tables 1 and 2 .
Overall, we can state that 11 (respectively 13) of the 24 functions are solved in 20D (in 5D). With the exception of the Gallagher functions f21 and f22, none of the multi-modal and weakly-structured problems f15−24 has been solved. Ta and 10 −7 respectively) than the best algorithms of BBOB-2009 on this function, NEWUOA [27] and GLOBAL [26] becoming ranked two when compared to all results of BBOB-2009 and being 25 times faster than the BIPOP-CMA-ES [18] and about 3 times faster than the (1+1)-CMA-ES [13] on this function. Similar results on f21 hold for 10D, where GLOBAL is the only best algorithm for all small target values. For the second Gallagher function with 21 peaks (f22), the (1,4 s m )-CMA-ES is by a factor of 5 worse than the best algorithm of BBOB-2009 on this function in 20D and a target function value of 10 −7 , i.e., the (1+1)-CMA-ES, but still by a factor of more than 7 better than the BIPOP-CMA-ES. Note that for the function f22, only 4 runs were successful such that we expect to get more reliable results if we run the algorithm a bit longer than the 10 4 D function evaluations. A similar statement holds for the sharp ridge f13 where only two runs successfully reached the target of 10 −5 .
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