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Introduction
In recent years, the -Bernstein polynomials have been investigated intensively and a comprehensive review of the results on -Bernstein polynomials along with extensive bibliography on the subject is given in [11] . The well-known Korovkin Theorem plays a key role in the study of approximation by positive linear operators, while Bernstein polynomials serve as a leading particular case. Notice that despite being positive linear operators for 0 < < 1 -Bernstein polynomials as well as -Meyer-König and Zeller operators do not satisfy the conditions of the Korovkin Theorem. However, they satisfy the conditions of the following Korovkin-type Theorem proved by W. Heping [4] .
Theorem 1.1 ([4]).
Let 
where ω 2 is the second modulus of smoothness, λ ( ) = |T ( 2 ; ) − T ∞ ( 2 ; )|, and C is a constant depending only on T 1 ( 0 ).
Heping Theorem guarantees the existence of the limit operator T ∞ for the sequence {T } which, unlike the situation in the classical case, is not the identity operator. 
At the end of this section we present the results, while the proofs are given in Section 2. The last section is devoted to applications, where in particular, we define King's type Bernstein operators based on the -integers and give quantitative results for the approximation properties of these operators for 0 < < 1 Now we formulate the main results of the paper. The classical Petree's K -functional and the second modulus of smoothness of a function are defined respectively by 
Now we state our main result Theorem 1.2. It is a generalization of the corresponding results from [4] and [2] .
Theorem 1.2.
Let the sequence {T ( )} of positive linear operators on C [0 1] satisfy the following conditions:
(ii) {T ( ; )} is nonincreasing for any positive nondecreasing (or nonincreasing) convex and any ∈ [0 1].
Then there is a linear positive operator
where the constant depends only on
Let us consider some particular cases.
In this case (1) and (3) coincide and we obtain Theorem 1.1. 
Proofs
The proof of Theorem 1.2 is a modification of the arguments given in [4] .
Proof of Theorem 1.2. The proof is divided into two steps.
Step 1:
Assume that {T } is a sequence of positive linear operators satisfying conditions (i) and (ii). Then
According to Banach-Steinhaus Theorem in order to prove convergence of the sequence
It is clear that the functions + ( ) − ( ) are positive nondecreasing convex. Applying T − T + to (4) from the condition (ii) we get that 0 ≤ T − T + ( ± ) ( ) and consequently
Step 2: The sequence {T ( )} satisfies the estimation (3) . From the definition of K -functional and the inequality (3) it follows that for each ε > 0 there is a function ∈ C
On the other hand, it is known that (see [1] Theorem 5.6)
Hence from (5) it follows that
From (6) it follows that
If we use this inequality in (7) and let ε → 0, we obtain (3). Thus the theorem is proved when in the condition (ii) is positive nondecreasing convex. If in (ii) the function is positive nonincreasing convex the proof is similar. Note that in this case the two auxiliary functions are defined as follows 
Let us show that for any ∈ [0 1]
Let = α + β be the supporting line to, say = + ( ) at = ∈ [0 1]. Then + ( ) ≥ α + β, and the function defined by G + ( ) = + ( ) − α − β is convex and positive. Therefore
Putting here = , we obtain desired inequality for + at . Thus from (8) we have
Applications
For the integers ≥ ≥ 0, the Gaussian -binomial coefficients are defined by In the next example we study the -analogue of the King´s type operators, in other words, we study King´s type generalization of the -Bernstein polynomials. Note that Theorem 1.1 can not be applied in this case. Condition (ii) of Theorem 1.1 implies that (see [4] , page 261) T ( ) = T 1 ( ) for any linear function since and − are both convex.. But an operator V defined below does not satisfy this relation. It should be remarked that we study only the case 0 < < 1 The investigation of convergence for > 1; shows this case to be far more difficult, since neither the Korovkin-type theorem nor the probabilistic arguments are applicable anymore, see [5] , [10] . For > 1; the approximation with -Bernstein polynomials may be faster than the one with the classical Bernstein polynomials (see [10] , Theorem 6).
Example 3.1.
Let ∈ C [0 1] and 0 < ≤ 1. Assume that { ( )} is a sequence of functions defined on [0 1] such that ( ) :
In the special case ( ) = , = 1 2 the positive linear operators defined above reduce to the -Bernstein polynomials B defined by Phillips [12] :
Here are some important properties of the -Bernstein polynomials B [13] .
• If the function is convex on [0 1], then
see [13] and [15] . Here
is the limit -Bernstein operator introduced by Il'inski and Ostrovska in [6] .
• If is increasing (decreasing) on [0 1], then B ( ) is also increasing (decreasing) on [0 1], for 0 < ≤ 1 see [13] .
• For 0 < < 1, we have
see [4] .
Calculations analogous to that of -Bernstein polynomials gives:
We investigate the following two cases.
. On the other hand, solving the equation
gives
and lim
Assume that V ( ) is the sequence of positive linear operators defined by (9) with the sequence defined by (12) . Then
(ii) V ( ; ) is noninceasing for any positive nondecreasing convex and any
Proof. The proof follows from the above mentioned properties of the -Bernstein operators and Theorem 1.2. The property (ii) follows from the following inequalities:
The first inequality follows from (13) and monotonicity of B +1 ( ; ) in the second one from B ( ; ) ≥ B +1 ( ; ) see (10) . In fact to prove the second inequality we need to simplify B +1 ; * ( ) − B ; * ( ) and show that it is nonpositive. From Theorem 3.1 one can easily obtain that V interpolates at the end points, see [3] : Proposition 3.1.
We have V ( ; 0) = (0) and V ( ; 1) = (1).
Proof. We put δ ( ) = − * ( ). For = 0 we have δ (0) = 0, so ω 2 δ (0) = 0. That means V ( ; 0) = (0). For = 1 we have V ( 1 ; 1) = * (1), and
That leads us again to ω 2 δ (1) = 0 and V ( ; 1) = (1).
Case II. V preserves 2 . In this case we choose as follows:
It is clear that V ( 2 ; ) = 2 Assume that = ↑ 1 In this case the order of approximation of V ( ) to will be at least as good as that of the -Bernstein polynomials whenever
which is equivalent to *
A tedious and complicated calculations show that in the inequality (15) equality occurs if If we choose = 1 then V ( ) becomes the classical Bernstein polynomial and our sequence * 1 ( ) is identical to the result of King [7] .
Example 3.2 ([9]).
Let • |T ( ; ) − ( )| ≤ ω 1 √ + max
Using Theorem 1.3 we may easily obtain the following inequality for the rate of convergence versus (16). 
