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We study the behavior of solutions, near equilibria and periodic orbits, for 
systems of o.d.e. of the form x’ = G(F(x)) where F is a real-valued function on 
R”. These and related systems have been considered in connection with ecological 
models. 
The behavior near periodic orbits (when n > 3) is arbitrary: any dBeo- 
morphism of the (n - I)-disk isotopic to the identity arises as the Poincark map 
near a periodic orbit for some choice of F and G. On the other hand, (for n > 2) 
the behavior near equilibria is severely restricted: (i) if dG/dF # 0 at an equili- 
brium point, the flow in a neighborhood is conjugate to that of a constant 
vector field multiplied by a function; (ii) if an equilibrium point is isolated, it is 
an extremum of F, and if F satisfies a convexity condition near the equilibrium, 
then the flow in a neighborhood resembles that described in (i) (even if 
dG/dF = 0) except that the stable and unstable sets may be cones instead of 
single orbits; and (iii) when 1z = 2, a stronger condition on F, together with a 
weak condition on G, again yields the precise description in (i). 
Systems of differential equations of the form 
x’ = G(F(x)), (1) 
where x E Rn and F: R” + Rk, G: Rk -+ Rn are smooth maps, with k < n, have 
been considered by several writers [2, 4, 6, 91 in connection with the principle 
of competitive exclusion for mathematical models in ecology. Armstrong and 
McGehee [2] showed that if k < n, then (1) possesses no attracting rest points, 
and if k = 1 and n = 2, then (1) possesses no periodic orbits; on the other hand, 
they showed that (1) can possess attracting periodic orbits when n > k = 3. The 
last statement was extended to k = 2, n > 3 by Zicarelli [9] and to k = 1, 
n > 3 by the author [7]. 
These results suggest that, when k < n, the special form of (1) places strong 
restrictions on the dynamic structure of the solutions near equilibrium, whereas 
(at least for n > 3) the possible behavior near a periodic solution is not severely 
restricted. In the present paper, we verify these statements in more detail, when 
k = 1. We will show that any reasonable candidate for a Poincark map near a 
periodic orbit occurs for some choice of F: R” -+ R and G: R --f R” (n > 3) 
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in (1). On the other hand, we will show that for 12 3 2, k = 1, the restrictive 
observations of Armstrong-McGehee cencerning behavior near equilibria of (1) 
can be greatly strengthened under mild assumptions about either of the maps F 
or G. 
1. BEHAVIOR NEAR PERIODIC ORBITS 
Suppose +” is any smooth flow on R” with a closed orbit y (i.e., y is an embed- 
ded circle along which the velocity vector field of 4” is nonvanishing and tangent 
to r). The behavior of orbits near y can be described by embedding a closed 
(n - I)-dimensional disk D through a point of y, transverse to the flow, and 
defining the Poincare’ map of ## which assigns to a point x ED the first inter- 
section of its forward orbit with D: 
f’(x) = W4,x) E D, t(x) > 0. 
The Poincare map will be defined for all x in a neighborhood of y n D in D; 
if we are concerned only with the behavior of orbits very near y, we can change 
the flow off a neighborhood of y so that P is defined as a smooth map of D onto 
itself, and equals the identity map on the boundary of D. The construction 
places two restrictions on P as a map of the disk: 
(i) P is a diffeomorphism-i.e., P-l: D -+ D is defined and smooth; 
(ii) P is isotopic to the identity-i.e., there exists a smooth map Q: 
D~I-+D,I=[O,l],sothat 
Q(s) 4 = x fors=O or XE~D, 
Q(1, 4 = P(x), 
Q(s, *): D -+ D is a diffeomorphism. 
The second statement uses the action of the flow and the orientability of R” 
(see [l, pp. 75ff.1). 
In this section, we show: 
THEOREM 1. Let n > 3 and suppse D is an (n - I)-dimensional disk embedded 
in FV (as a subset of a hyperplane). Let P: D ---f D be any dzgeomorphism, isotopic 
to the identity and eqtlal to the identity on the boundary of D. Then there exists a 
smooth function F: Rn -+ R and a smooth map G: R -+ R” so that P is the Poincark 
map of the jlow defined by 
x’ = G(F(x)). (1) 
We shall prove this by first decomposing P into “primitive” diffeomorphisms, 
which change only one coordinate at a time, then using ideas related to those 
in [7] to realize ach of the primitive factors via the flow of (1). 
448 ZBIGNIEW NITECKI 
DEFINITION. A diffeomorphism p: D -+D, p(x, ,..., x -~) := (yr ,..., yner) 
afJects the i-th coordinate if yz # xi for some point of D. p is primitive if it affects 
only one coordinate. 
A standard lemma of multivariate calculus [3, p. 145; 8, p. 1991 states that 
the germ, at a regular point, of any smooth map can be written as a composition 
of primitive diffeomorphisms. The argument below globalizes the local proof of 
this lemma in [S]. 
PROPOSITION 1. Any dazeomorphism P: D + D which equals the identity on 
6’D and is isotopic to the identity can be written as a composition of primitive dif 
feomorphisms, isotopic to the identity and equal to the identity at aD. 
Proof. We confine our attention to the set of em maps D -+ D which equal 
the identity on aD, so as to avoid problems of domain when we perturb. Denote 
by d(f, g) the uniform Cl distance between any two such maps: 
d(f,g) = supbWf(4 -&)I , II of - WN:*~W. 
The inverse function theorem implies that if d(f, id) is sufficiently small, then f 
is a diffeomorphism. 
The isotopy between P and id allows us to consider only maps f with d(f, id) 
very small. Specifically, pick 
G-1 > ... > Eg > 0 
so that, whenever d(f, id) < Q and d(g, id) < l i , we can conclude 
(i) f and g are both diffeomorphisms isotopic to the identity, 
(ii) d(fg-l, id) < Q+~ . 
Now, let Q(s, x) denote the isotopy between P and id, and pick 
0 = s, < s, < .’ < Sk = 1 
SO that, for each i = 0 ,..., k - 1, the map 
Pi = Q(si+l, -1EBbi , .)I-’ 
satisfies d(P, , id) < E,, . Clearly, 
P=P,-, P,-,o...oPo 
and it suffices to show that each Pi is a composition of primitive diffeomorphisms. 
Suppose, then, thatf satisfies d(f, id) < E,, .Define a primitive diffeomorphism 
g, which affects only the first coordinate, by 
&?l(Xl ,..a, X -l) = (Yl , x2 ,.*-, %-A 
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where 
is the first coordinate off(x, ,..., x -r). That g, is a diffeomorphism follows from 
the fact that each coordinate of g,-id is either zero or equals the corresponding 
coordinate of f-id, so that 
d(gl ,id) < 4f, id) < ~0 . 
Since g, is invertible, we can define fi by 
fi = fg?. 
By hypothesis, 
and by construction, the first coordinate of fl(q ,..., xnel) is x1 . 
Now, inductively define diffeomorphismsg, and fi , i = 2,..., n - 1 by 
where 
yi = Y&l T..., %l) 
is the ith coordinate of fiel , and 
fi = fiwlg;l = fg;’ ..* g;? 
Then gi is primitive, 
d(g, , id) d d(fi-, , id) < +I , 
and the first i coordinates of fi(xl ,..., x,J are x1 ,..., xi . 
But then, by construction, 
fn& ,.*., X,-l) = (Xl Ye.., X,-l) 
and so 
Thus, 
id = fnwl = fg;’ ... gzA1 .
f =g,-1 "'a 
is a composition of primitive diffeomorphisms, as required. Q.E.D. 
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Proposition 1 reduces the problem of realizing P as a Poincare map of (1) to 
the essentially two-dimensional problem of realizing a primitive diffeomorphism. 
We note that by an appropriate choice of the constants E,, ..,, E _~ in the proof 
above, we can ensure that the primitive factors of P belong to any predesignated 
neighborhood of the identity. 
The following observation plays the same role in our present construction 
as did Lemma 4 in [7]. 
PROPOSITION 2. A primitive d@eomorphism P: D + D which is sufficiently 
near the identity (and equals the identity on aD) can be realized as the Poincare’ map 
of a flow dejined by ( 1). 
Proof. We can assume, without loss of generality, that D is embedded in Rn 
as 
D, = ((x1 ,..., x -r , 0): x; + ... + &, < I} 
and that P affects only the first coordinate and fixes the origin. We note for use 
below that by assumption there exists a function p(x, ,,.., x -r) such that 
qx, ,..*, x -1) = (x1 -t P(X), x2 ,a.*, %2-l), 
and that d(P, id) = d(p, 0); furthermore, p(x) vanishes at the origin and at the 
boundary of D. 
Using the techniques of [7], we can construct F,, and G, so that F, = 0 on 
D, , G,,(O) is a unit vector parallel to the positive x,-axis, and (1) has a periodic 
orbit y which: 
(a) consists of line segments parallel to the coordinate axes, together with 
“corners,” 
(b) intersects D, precisely at the origin, and 
(c) has PoincarC map the identity on D, . 
We can so construct F,, , G, that the first corner occurs above D, , and at this 
corner: 
(d) F, is a function of x1 + x,; 
(e) y enters the corner along the positive x,-axis and leaves parallel to the 
positive x,-axis; and 
(f) + is a convex combination of X- (parallel to the positive x,-axis) and 
X+ (parallel to the positive x,-axis). 
We can find a neighborhood U of the corner, which is a flow box for (I), 
and diffeomorphism H of D x [0, 1 J onto U such that 
(i) each curve H(x, s), 0 < s < 1 (x ED fixed) is a segment of the orbit 
through (x, 0) E D,; 
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(ii) the lower end of U is 
H[D x (O)] = {(G 4 I x EDI, 
where c, > 0 is a constant; and 
(iii) the upper end of U is a disk, 
contained in the plane x1 = c, and centered at (ci , O,..., 0 cb), where c, > 0 and 
c:,>c,+1. 
Note that by assumption (c) above, H(x, 1) belongs to the backward orbit 
of (x, 0) E: D, , and by (d), (e), and [7, Lemma 41, 
Now, consider the new map a: D x [0, l] -+ R” defined by 
qx, s) = w, 4 + (0, P(x)). 
We note that for d(p, 0) small (that is, for P near the identity), f7is a diffeomor- 
phism onto its image. The curves B(x, s) for x E D fixed are just translates in the 
x, direction of the orbit segments H(x, s). Since p vanishes on i?D, the image of 
i? is U, except for some vertical orbit segments which protrude below, or fail 
to reach down to, the lower edge of U (see Fig. 1). In any case, it is clear that the 
new foliation of the image of R can be matched up with the old foliation by 
orbits of (1) to form the integral curves of a new flow. Furthermore, since the 
new orbits are parallel to the old, we can use the same G, , but redefine F,, on 
U, so that the new flow has the form (1). 
Finally, we note that the new orbits join (x, 0) ED, to 
m? 1) = wx, 1) + (0, P(X)) 
which lies on the backward orbit of (P(x), 0) ED, . Thus, our new Poincare 
map is P(x). Q.E.D. 
With these two propositions, we can now prove Theorem 1: 
Proof of Theorem 1. Begin by embedding D as before, and use [7] to construct 
F,, , Go so that (1) h as a periodic orbit y passing through D, at the origin, with 
PoincarC map the identity on D, , and consisting of line segments parallel to 
the axes, joined as before at “corners.” Make sure that none of the coordinates 
X, ,..., x -r is constant along all of y; this ensures that, by changing F, near some 
corner, we can affect any coordinate in the PoincarC map. 
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FIGURE 1 
Now, use Proposition 1 to write P as a composition of k primitive diffeomor- 
phisms, 
P=P,oP~~,o-oP,, 
each near enough to the identity that Proposition 2 can be applied. 
Knowing k, we now reproduce k disjoint copies of D in the plane x, = 0, say 
D 1 ,..., Dk , with Dk = D, . By adjusting the lengths of certain striaght-line 
segments in y, we can replace y, traversed k times, with a single closed orbit 
that passes in succession through the centers of D, , DI ,..., DkmI , and again 
D, = D, . F,, can be so defined that the passage of orbits from D+, to D, is 
a (constant) translation. 
Finally, we apply the construction of Proposition 2 at one comer between two 
successive disks so as to replace the passage from Dim1 to Dt with a certain 
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translate of Pi (taking the center of Die1 to the center of Di). This entails a
modification of F again, but note that the new F passes through precisely the 
same values, between DiUl and Di , as F, originally did in one traversal of the 
original y. Thus, we never need change G. 
It is clear that at the end, our construction yields P = Pk 0 .** 0 PI as the 
Poincare map of (1). Q.E.D. 
2. BEHAVIOR NEAR EQUILIBRIUM 
By contrast with the situation ear periodic orbits, we find that the behavior of 
(1) near equilibrium is very restricted, when k = 1 and n > 2. Note that 
G: R -+ R” can be viewed as a %?w curve in R”; the very existence of an equili- 
brium point for (1) depends on this curve passing through the origin. Since a 
generic curve in R” (n > 2) misses the origin, we see that most vector fields of 
form (1) have no euilibria. As a consequence of this reasoning, Armstrong and 
McGehee [2] noted: 
LEMMA 1. If (1) has an equilibrium point (n > 2, k = l), then its PoincurC 
Hopf index is zero. 
While zero index is a strong restriction on behavior near a rest point-for 
example, it rules out fixed attractors- we shall, under rather mild assumptions, 
say’much more than can be learned simply from the index. For example, the 
index of an isolated critical point for a flow in R2 can be calculated as 
index = 1 + (e - h)/2, 
where e and h, respectively, are the number of elliptic and hyperbolic sectors at 
FIG. 2. Index=O,e=l,h=3. 
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the point (see [5, p. 2121 for details); thus a zero-index critical point can be 
constructed with e = 1 and h = 3 (Fig. 2). On the other hand, our results will 
show that under mild assumptions on either F or G, a critical point of (1) must 
have e = 0, and so h = 2. 
We will establish two general results, one involving hypotheses on G, the 
other hypotheses on F. The first result does not require that the critical point be 
isolated. Assume, without loss of generality, that (1) has a critical point at the 
origin, with F(0) = 0 and G(0) = 0. Let G’(s) denote the derivative of G as a 
curve in IV. 
THEOREM 2. Suppose F(0) = 0, G(0) = 0, and G’(0) # 0. Then flow (1) is 
conjugate, near the origin, to thejow 
for some %? function f (x1 ,..., x,) which vanishes at the origin. 
Proof. We can write 
G(s) = G(O) + SE(S), 
where E(S) is a Vm vector-valued function with 
lim E(S) = 0. 
S-t0 
Thus, letting 4(s) denote the vector-valued function 
d(s) = G’(O) + E(S), 
we have +(s) # 0 for s small, and 
G(s) = s+(s). 
Define the normalized function 
WI = 4Will #(s)ll = G(s)//l WI > s > 0, 
= c’(0)/ll c’(O)ll 9 s = 0, 
= -‘W/II WI 3 s <o. 
N(s) is everywhere parallel or antiparallel to G(s), and the first formula shows 
that N(s) is %P in a neighborhood of the origin. 
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Thus, the integral curves of the vector field G(F(x)) (near x = 0) are contained 
in those of the vector field N(F(x)). H owever, N(0) # 0, so that N has a flow box 
at the origin-in other words, the flow of N(F(x)) is conjugate near 0 to the flow 
x; = 0. 
Then the flow of G(F(x)) is conjugate to the flow described in the theorem, 
wheref(x) is the function corresponding to [F(x)]~. Q.E.D. 
Thus, when G’(0) # 0, the orbit structure near a critical point at 0 depends 
on the shape and position of the level set f(x) = 0 (equivalently, F(X) = 0), and 
on whether or notf(zc) changes sign at this set. Geometrically, the flow is that 
a. 
b. 
FIG. 3. (a) xl2 + x2*. (b) x1. (c) xl2 - xs2. 
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of a “flow box” with some points slowed to rest points, and possibly with some 
reversal of directions. We sketch a few possibilities in Fig. 3. In particular, an 
isolated critical point of (1) at which G’(0) # 0 h as a uniquely determined local 
orbit structure (Fig. 3a): It is conjugate to that of 
x; = Xl2 + a** + xn2, 
x; = 0, 
x:, = 0. 
Now, we ask to what extent the flow of (1) near an isolated critical point 
resembles (2), even when G’(0) = 0. Note that the assumption that the critical 
point is isolated places a restriction F: 
LEMMA 2. An isolated zero of G(F( x )) is a strict local extremum of F(x). 
Proof. Suppose F(0) = 0. The origin is an isolated zero of G(F(x)), if and 
only if both conditions below hold: 
(i) G(0) = 0 and G(s) # 0 for 1 s 1 > 0 small, and 
(ii) F(x) # 0 for 11 x /) > 0 small. 
Clearly, if the origin is a local extremum for F, it is a strict local extremum by 
(ii). On the other hand, to see that it must be a local extremum, suppose F(x) 
takes both positive and negative values near the origin. On any curve in R” along 
which F(x) changes sign, F must have a zero. However, any two points near the 
origin can be joined by a curve passing near, but not through, the origin, thus 
contradicting (ii). Q.E.D. 
The local orbit structure of (1) is really determined by the level sets, rather 
than the actual values, of F(x), so we will assume, at an isolated equilibrium of 
(I), that the equilibrium point is the origin, and that F(0) = 0 is a strict local 
minimum of F. Our next result will require an additional hypothesis concerning 
the level sets of F(x), which is satisfied if the minimum is nondegenerate (i.e., 
if the Hessian is positive-definite), or, more generally, if in a neighborhood of the 
origin, the function F is strictly convex-that is, F(hx + (1 - A) y) < XF(x) + 
(1 - A)F(y) for 0 < A < l-and has no other critical points. 
DEFINITION. A submanifold M of codimension one in R” is convex if it 
lies on one side of any of its tangent hyperplanes; it is strictly convex if it touches 
each tangent hyperplane at a unique point of tangency. 
We note without proof that a compact, strictly convex submanifold of R” is 
diffeomorphic to the sphere 
!W1 = {x E R” 1 11 x jl = l}, 
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by the Gauss map-which assigns to each point x of M the outward unit normal 
vector N(x) to M at X. Furthermore, if F(x) has a minimum at F(0) = 0 and the 
level sets F-l(c) are all strictly convex submanifolds of R”, then the restriction f
F to a tangent plane for one of the level sets F-l(c) has a strict local minimum at 
the point of tangency. 
THEOREM 3. Suppose F(0) = 0 zs a strict local minimum for F, and let U be a 
closed neighborhood of the origin formed by taking a component of (x 1 F(x) < C} 
for some C > 0. Suppose for each c, 0 < c < C, that 
(4 G(c) # 0, 
(ii) U(c) = F-l[c] n U is a strictly convex submanifold of codimension one 
in R”. 
FIG. 4. Theorem 3. 
Then (see Fig. 4): 
(1) Along any orbit in U, F(x) has at most one relative xtremum, and it is a 
minimum. 
(2) For each c, 0 < c < C, the set 
D(c) = {x E XJ 1 F(x) = c somewhere along the forward orbit of x in U} 
forms an (n - 1)-dimensional disk in BU. 
(3) The points of NJ whose forward orbits in U tend asymptotically to the 
origin form the contractible s t 
D(0) = n {D(C) j c > O}. 
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Conclusions (2) and (3) also hold with “forward orbit” replaced by “backward 
orbit.” 
Proof. Claim 1. F(x) has no relative maxima along orbits in the interior 
of u. 
Proof of Claim 1. Suppose that x,, E U(c) is a relative maximum of F(x) along 
its orbit, so that the orbit is internally tangent to U(c) at x0. Let P denote the 
plane spanned by G(c) and the outward unit normal N(x,) to U(c) at .lcO; regard 
N(x,) as the direction of the vertical axis in P. 
The projection onto P of any point of U(c) (other than x0) must, by strict 
convexity, lie below the axis spanned by G(c); thus, the orbit of x,, projects to a 
curve in P whose maximum height occurs at x,, . Since the velocity of the pro- 
jection is the projection of the velocity, it follows that (G(F(x)), N(x,)) is 
positive for x before x0 along the orbit, and negative for x after x0 along the 
orbit. 
On the other hand, the values of F(x) occurring before x,, are the same as 
those occurring after x0 (since x,, is a relative maximum), so that the inner 
product above cannot change sign. The contradiction establishes the claim, as 
well as the first conclusion of the theorem. 
Claim 2. The points of tangency of the flow with U(c) form a diffeomorphic 
image T(c) of Sn-2, separating U(c) into two components. 
Proof of Claim 2. An orbit is tangent to U(c) at x precisely if G(c) is ortho- 
gonal to N(x); thus, T(c) is the preimage under the Gauss map of the equatorial 
sphere formed by intersecting the unit sphere in R” with the subspace orthogonal 
to G(c). This establishes Claim 2. 
Now, the theorem follows easily: Since F has no relative maxima along orbits, 
an orbit along which F has a minimum can have no 01- or w-limit in U, so that 
for each c, 0 < c < C, the orbits of T(c) escape U in both time directions. 
Similarly, points in the component of U(c) - T(c) where F is decreasing have no 
a-limit in U, and they escape U via D(c) in backward time, while points in the 
other component of U(c) - T(c) leave in forward time. 
Finally, it is clear that for points of D(O), F -+ 0 as t -+ -+co-so that the 
orbit tends to the origin. Q.E.D. 
For an isolated equilibrium point of (l), Theorems 2 and 3 give closely 
related conclusions. To make the comparison, suppose the origin is an isolated 
equilibrium of (I)-say F(0) = 0. Let U be a neighborhood of 0, and define the 
stable and unstable sets of 0, respectively, by
W”(O) =(xEUIX(t)-+OinUast++cO}, 
W~(O)=(xEU]~(t)+OinUast--t-cooo). 
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Theorem 2 gives a complete description of the orbit structure of (1) (up to 
conjugacy) in case G’(0) # 0: The flow in U is conjugate to that of 
(2) 
x:, = 0, 
which is sketched in Fig. 3a. In particular, W”(0) in this case is a single orbit 
(the negative x,-axis for (2)), as is W”(O) (the positive x,-axis for (2)). 
On the other hand, Theorem 3 states that, if the assumption G’(0) # 0 is 
replaced by the condition that U(c) are strictly convex submanifolds, the des- 
cription above may have to be modified by replacing the single orbit in W”(O) 
with a cone on D(O), and similarly by replacing W”(O) with a cone. This is the 
only difference-if D(0) and the corresponding set for negative time are each a 
single point, then the description given by Theorem 3 is the same as that of 
Theorem 2. 
However, the following example shows that the conclusion of Theorem 3 
is the best possible under the given hypotheses, even in R2: 
EXAMPLE. There exists a flow in R2 with the origin as an isolated equili- 
brium, of the form 
x’ = G(F(x)), 
for which Pi[c] is a strictly convex closed curve, for all c > 0 small, such that 
W8(0) has nonempty interior. 
We will construct F and G so that WS(0) includes the “wedge,” in a neigh- 
borhood of 0, bounded by the graphs of 
Yl(4 = -x3, x GO, 
Y2W = x2, x < 0. 
Note that 
(i) yl(x) < y2(x) for -1 < x < 0; 
(ii) y: < 0, y; > 0 for all x < 0, i = 1,2; 
(iii) lim,,,- yi(x) = lim,,,- y;(x) = 0, i = 1, 2. 
We need to describe the level curves F-l[c]. Note that by (ii), each negative 
value of dy/dx is taken precisely once along each curve y = y((x), i= 1,2; thus, 
any pair of points Pi = (xi , y,(x,)), i = 1,2, for which y;(xi) = yi(xJ, must lie 
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on the same level curve of F. One can calculate the relation between x1 and xs by 
noting that 
y;(q) == -33x,2, YXX2) = 2% , 
so that 
x2 = -3x,=/2. 
Since the level sets must be convex and surround the origin, we must make 
sure that P, and Ps are never collinear with the origin. Pick a value of x, < 0; 
then the line joining PI to Pz has the equation 
where, the reader can check, 
m = m(xJ = -(xJ2 (9x, + 4)/(6x, + 4), 
b = b(x,) = 3(xJ2/(6x, + 4). 
Note that, for -213 < x1 < 0, we have 
x1 < x2 < 0 and 4x,) > 0, 
so that PI , P2, and 0 are not collinear. 
Furthermore, note that for -4/9 < x1 < 0, 
while for -S/9 < x1 < 0, 
db/dx, < 0. 
Thus, at least for --4/g < x1 < 0, the line segments from PI to P2 , extended to 
the y-axis, are disjoint and meet rays from the origin transversally. By dropping 
vertical ine segments from PI to the x-axis, one obtains a foliation of the second 
quadrant (at least near the origin) by piecewise-linear curves joining the negative 
x-axis and positive y-axis, and transverse to rays from the origin. Reflecting 
through the x-axis, this gives a foliation of the third quadrant, as well. Finally, 
it is easy to extend this to a disjoint family of piecewise-linear, convex closed 
curves filling up a neighborhood of the origin. For example, the line from PI 
through P, also passes through the point (a(xr), ,3(x,)), where 
“(X) = 3x2/(9x + 4), 
p(x) = 3x2(1 - x)/(6x + 4), 
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and the quadrilaterals with corners at 
PI(X) = (x, -x3), P,*(x) = (x7 x3>, 
(44, B(x)), (44, -B(x)> (x -c 0, I x I SmaY, 
form a nested family, because 
da/dx = (27x2 + 24x)/(9x + 4)2, 
dp/dx = -6x(6x2 + 3x - 4)/(6x + 4)2 
are both negative for x sufficiently small and negative. (See Fig. 5.) 
FIGURE 5 
Now, we need to replace these piecewise-linear, convex curves by smooth, 
strictly convex curves which still connect each pair PI , P2 . This can be done by 
regarding each curve as given in polar coordinates by a piecewise-smooth function 
r = r(B, x); 
this function is smooth except when 
tan 0 = &xl2 or tan e = k-Bki%@l)~ 
and is symmetric under the transformation 0-+ -0. It is clear that by adding to 
r(O, x1) a function E(B, x1) which vanishes when 
tan 8 = *xl2 or tme= *xl, 
-w/72/2-6 
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we maintain the property that PI , Pz both lie on the same curve. Furthermore, 
it is geometrically clear that each curve can be made smooth and strictly convex 
by the addition of a function ~(0, x) which vanishes at the required points, and is 
uniformly (5?7o) arbitrarily near 0 for all 8; in fact, we can make sure &/a0 is as 
close to 0, away from the corners, as we like. Finally, we can ensure that the new 
curves are disjoint by taking care to keep them disjoint near the corners, and 
controlling &/ax, outside a fixed neighborhood of the corners, so that 
a(r + E)/~x, > 0. The result of this construction is sketched in Fig. 6. 
FIGURE 6 
This gives us the example, for now we can define F by picking any function 
f(xJ which decreases strictly monotonically to 0 as x1 + 0-, and taking F = 
f(xJ on the leaf through PI = (x1 , -xi”). The function F can be made smooth 
by makingf sufficiently flat at xi = 0. G(F) can then be defined, for example, to 
be a vector of slope -3~~2 and lengthf(x,) when F = f(q). 
We note, however, that it is much more difficult to assign values to the level 
sets of F so as to make F(x) strictly convex (as a real-valued function). Fenchel 
[lo] has given necessary and sufficient conditions on F so that such an assign- 
ment is possible, but our geometric definition of F makes it difficult to check 
Fenchel’s analytic onditions, especially numbers iv and v. It is not clear to the 
author whether this or a similar example can be created with F(x) strictly convex 
(even ignoring smoothness) near the origin. 
On the other hand, a certain class of two-dimensional flows to which 
Theorem 2 does not apply is nonetheless conjugate to the flow (2) in a 
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neighborhood of an isolated equilibrium. A typical example of this class is 
given by 
x’ = A(r2) cos( 1 P), 
(1 *I 
y’ = A(r2) sin( 1,‘r2), 
where A(?) is an increasing function of r2 = x2 $- y2, A(O) = 0, which is suf- 
ficiently flat at 0 to ensure that (1”) is smooth. 
THEOREM 4. Suppose F: R2 --P R and G: R -+ R2 satisfy the hypotheses of 
Theorem 3. Assume in addition that the level sets of F are mapped to each other under 
multiplication by positive scalars, and that G is monotonically turning, in the sense 
that T(C) = arctan[GI(c)/G2(c)] (c# 0) is either monotonically increasing or 
monotonically decreasing (but not necessarily strictly monotone) near c = 0. 
Then the flow of 
x’ = G,(F(x, Y)), 
cl*) 
Y' = G(F(x>YN 
is conjugate, near the origin, to that of 
x' = x2 + y2, 
y‘ = 0. 
(2*) 
Remarks. We note that two special cases of F to which these hypotheses 
apply are 
F(x, Y) = ll(x, Y)II 
and 
F(x, y) = ax2 + by2, a, b > 0. 
We will find it useful to set up a modified version of “polar coordinates” for 
this problem. Pick a value of c so that the hypotheses hold for all level sets 
F-l[k], k < c. Let r denote the Minkowski functional (or “gauge”) of 
{(xv Y) I F(x, Y) G 4, 
defined as 
r(x, y) = inf{ol > 0 j F(x/a, y/a) < c}. 
The hypothesis on F implies that changing c multiplies the function r by a 
positive constant; r has the same level sets as F. We define the “angular” variable 
by noting that the Gauss map, assigning to a point p EF-l[c] the unit outward 
normal N(p) of F-l[c] at p, is a diffeomorphism of F-l[c] onto the unit circle, 
so that we can assign to p the angle O(p) between N(p) and the positive x-axis. 
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We note that e(p) is constant along rays from the origin, again by the hypotheses 
on F, and is an increasing function of the usual angular variable in polar coordi- 
nates. 
fn view of Theorem 3, the proof of Theorem 4 reduces to showing that the 
stable and unstable sets each contain a single orbit. We will deal with the stable 
set, under the assumption that dT/dr > 0; the extensions to the unstable set 
and to the case when d?-/dr < 0 are straightforward modifications of our argu- 
ments. Note also that the theorem is trivial if 7 is constant on an interval of the 
form (0, E); thus, we will assume the existence of a sequence of values of r + 0, 
for which dr/dr > 0. 
A key observation in our proof of Theorem 4 is: 
LEMMA 3. If F and G satisfy the hypotheses of Theorem 4 and dr/dr > 0 (not 
constantly zero neay Y = 0), then along any orbit in W”(O), we must have 
drjdt < 0, dejdt < 0, 
for all t sujj&-ntly large. 
FIG. 7. Definition of quadrants. 
Proof of Lemma 3. For any fixed value of r, there are precisely four points 
at which either Y or 0 is stationary: d@/dt = 0 when 19 = T(Y) or 0 = 7(r) + r 
(mod 2rr), while dr/dt = 0 when 0 = 7(r) f ~r/2 (mod 27r). The four curves 
0 = 7(r) + nr/2 (n = - 1, 0, 1,2) divide the disk r < R into “quadrants,” 
which we number counterclockwise, as follows (see Fig. 7): 
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A quick check shows that the signs of drjdt and de/dt are as follows: 
Q1: drldt 2 0, dejdt < 0, 
Qz: drldt < 0, dejdt < 0, 
Qs: dr/dt < 0, d@/dt > 0, 
Q4: drldt 2 0, dtY/dt 3 0. 
We note also that, since dT/dr 3 0, 7 decreases as r -+ 0, so that the curves 
e = T(Y) + constant 
spiral clockwise into the origin. 
Since I satisfies the hypotheses of Theorem 3 (except, perhaps, for smoothness 
at the origin), it has no relative maxima along orbits, so that along any orbit in 
W”(O), we must have dr/dt < 0; furthermore, if dr/dt = 0, this is a local mini- 
mum of r along an orbit, so that it cannot belong to W”(0). Thus, orbits in Ws(O) 
must have dr/dt < 0, and so 
Ws(0) C interior[Qs u t&l. 
We need to show W”(0) C interior Qs . 
Because of the spiraling, the vector field along Qs n Qs points out of Qs and 
into Qs , except for tangencies with the common boundary. Thus, we need to 
show that no orbit of W8(0) is eventually contained in Qs . 
We separate two cases: 
Case 1. 7 is bounded as 7 + 0. 
rn this case, 7 has a limiting value 70 as Y -+ 0, and the unit vector field 
U(Y) = G(r)/11 G(u)11 = (cos T(Y), sin T(r)) 
extends continuously to Y = 0. This vector field points into Q along the edges 
Y = R and 0 = 7 - r, and out of Qs (into Q4) along the edge B = T - r/2. 
Picking R small, we can assume that any ray 0 = constant in Qs intersects the 
edge 0 = 7 - rr in a point or closed interval, if at all. 
We wish to show that every orbit entering Qs along either of the incoming 
edges must leave Qs along the outgoing edge. Consider the special point where 
the two incoming edges meet, given by 
r = R, e = T(R) - % 
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The orbit of this point starts tangent to the ray 8 = T(R) - m, with r decreasing. 
However, as soon as 7 changes, it decreases, so that the orbit curls into Qa , 
in the direction of Q4 (counterclockwise: see Fig. 8). Once this has happened, the 
orbit stays on the counterclockwise side of its tangent line, which now misses 
the origin, crossing instead into Q4 . 
FIG. 8. Case 1. 
Thus, the orbit of the corner point leaves Qa . But then, this forces every 
orbit along the edge 
Y = R, -5-r <e - T(Y)< 42 
to leave Qs . Finally, by varying R, we can use the same argument to show that 
every orbit in Qs enters Q4 . 
Case 2. r is unbounded as r -+ 0. 
This time, the curves 0 = I + constant wind around the origin infinitely 
often as they spiral in. Again, we wish to show that every point in Qa ultimately 
enters Q4 . 
Pick a point in Qs , say 
Y =R, e = e. , +) - n G e. d +-) - 42. 
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Draw the ray 0 = 0, , 0 < Y < R; since the curve 0 = T(Y) - 7r/2 spirals around 
the origin clockwise, it crosses this ray at some point 
Y =Y, <R, e = 6,) e, = T(Yo) - 7r/2, 
so that de/& > 0 for all points with Y,, < Y < R and 0 = 0, . (See Fig. 9.) The 
curves Y = r. , e = T(Y) - m/2, and 0 = 0, bound a triangular region in Qs , 
with exit set 0 = T(Y) - ?r/2 and entrance sets r = r. and 0 = 0, . 
FIG. 9. Triangular region in Qs . 
As in Case 1, the orbit of the corner point Y = R, 0 = 0, stays counterclock- 
wise of its tangent line, which in this case leaves the triangle by the exit edge, 
and passes into Q4 . 
These two cases show that no orbit is eventually contained in Qs , so that 
W”(O) C interior Qs , proving Lemma 3. Q.E.D. 
To prove Theorem 4, we will show that any two orbits in Ws(0) are spreading 
apart, as curves. To this end, we need to have something like the variational 
formula, but for a PoincarC-like map instead of the flow itself, as in: 
LEMMA 4. Let y(t), 0 < t < 1, be a smooth curve in R2, and let N(t) de-notes 
unit normal vector @Id along y. Suppose X is a V1 vector Jield swh that: 
(1) 11 XII = 1 everywhere, 
(2) X is parallel to 9 along y, and 
(3) the directional derivative of the inner product (X, N(t)) in the direction 
of N(t) is positive at every point of y. 
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Then, for the flow defined by X, the distance from y to any nearby trajectory, 
measured along N(t), is nondecreasing. 
Proof of Lemma 4. First, consider the map 
l? [0, l] x R + R2, 
defined by 
qt, s) = y(t) + sN(t). 
Note that 
qt, 0) = y(t), 
arpt = 9(t) + d(t), 
Z/as = N(t). 
Since a(t) is parallel (or opposite) to 9(t), we see that the Jacobian matrix of r 
at (t, s), written using a/at, a/as, and p(t), N(t) as bases, is 
1 + m(t) 0 m=[ o J. 
where R(t) = n(t)+(t). For s small, this is invertible, with diagonal inverse. 
Thus, by the inverse function theorem, r maps [0, l] x [--E, e] diffeomor- 
phically onto a tubular neighborhood of y, for some small E > 0. By making E 
sufficiently small, we can also assume that the derivative in hypothesis (3) is 
positive throughout the image of lY 
Now, consider a trajectory of X in this neighborhood. The pullback of its 
velocity has a component in the a/as direction whose sign is the same as that of s. 
This means 1 s ] increases along orbits of X, as asserted (see Fig. 10). Q.E.D. 
Proof of Theorem 4. We note that if W*(O) contains more than one orbit, it 
consists of a “wedge” bounded by two orbits. By Lemma 3, this wedge is 
contained in the interior of Qa , where r/2 < 8 - 7(r) < r, or in other words, 
0 - 7r < 7(r) < B - 42. 
Recall that 0 denotes the angle between the outward normal to the curve 
r = constant (a level curve of r, or F) and the positive x-axis, while 7 denotes the 
angle between the vector field (1) and the same axis. Thus, the line normal to 
the vector field (1) at a point p crosses the level set of Y through p in such a way 
that the counterclockwise rotation of (1) by 7~/2 has positive inner product with 
the outward normal to the curve (Fig. 11). Since dr/dr > 0, this means T 
increases (infinitesimally) in this direction, which is precisely what is required 
by Lemma 4. 
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FIG. 10. Lemma 4. 
FIGURE 11 
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Since this argument applies to every orbit in Ws(0), we conclude that all 
orbits in W”(O) have a noncontracting Poincare map. This in turn implies that, 
if we consider the lower (i.e., most counterclockwise) edge of Ws(0), the width 
of Ws(O) measured normal to this orbit is never decreasing. In particular, if 
W”(O) is not a single orbit, this width is bounded away from zero as r--j 0. 
We claim this is impossible, again considering two cases: 
Case 1. T --, -r. as Y -+ 0. 
Then all curves in Ws(0) are tangent at the origin to the ray 0 = ~a - r, and 
the orthogonal width must tend to 0. 
Case 2. T-+--CO as r-+0. 
We note that, since j 8 - G- / < n in Ws(0), it follows that B --f -cc as Y + 0, 
so that all orbits in Ws(0) spiral into the origin. Consider one such spiral orbit: 
It crosses the positive y-axis at a sequence of points along this orbit, corres- 
ponding to values of 0 of the form 
8, = 2n.n + P/2. 
The tangent to the orbit at each of these crossings may be different, but we note 
that the outward normal to the orbit crosses this orbit, on the previous spiral, 
FIGURE 12 
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somewhere between 0 = 8,-, - 57/2 and 8 = en-r (see Fig. 12). Since Ws(0) 
does not include all orbits near 0, the width of Ws(0) must be less than the 
distance to this recrossing of the orbit by the normal line. On the other hand, 
the spiral is contained in a rectangle whose sides are the value of y, when 
0 = BnP1 , and the value of x, when 0 = 8,-, - n/2; since these rectangles are 
nested, both dimensions (and hence the diagonal) must go to zero. 
Since the width of Ws(0) goes to zero yet is not decreasing, it clearly equals 
zero, and Ws(0) is a single orbit. But this proves Theorem 4. Q.E.D. 
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