Regulatory networks play a central role in the modulation of gene expression, the control of cellular differentiation, and the emergence of complex phenotypes. Regulatory networks could constrain or facilitate evolutionary adaptation in gene expression levels. Here, we model the adaptation of regulatory networks and gene expression levels to a shift in the environment that alters the optimal expression level of a single gene. Our analyses show signatures of natural selection on regulatory networks that both constrain and facilitate rapid evolution of gene expression level towards new optima. The analyses are interpreted from the standpoint of neutral expectations and illustrate the challenge to making inferences about network adaptation. Furthermore, we examine the consequence of variable stabilizing selection across genes on the strength and direction of interactions in regulatory networks and in their subsequent adaptation. We observe that directional selection on a highly constrained gene previously under strong stabilizing selection was more efficient when the gene was embedded within a network of partners under relaxed stabilizing selection pressure. The observation leads to the expectation that evolutionarily resilient regulatory networks will contain optimal ratios of genes whose expression is under weak and strong stabilizing selection. Altogether, our results suggest that the variable strengths of stabilizing selection across genes within regulatory networks might itself contribute to the long-term adaptation of complex phenotypes.
Introduction
Networks of regulatory interactions modulate the expression of genomes to give rise to an astounding diversity of cellular metabolism, function and shape that is evident even between cell types within a single organism (Raff, 1996) . Moreover, gene expression variation is abundant and well documented across individuals, populations and species (Jin et al., 2001; Ranz et al., 2003; Townsend et al., 2003; Zhang et al., 2007) . Hence, a consensus has emerged regarding the prominent role of regulatory variation in the specification of phenotypes and in evolutionary adaptation. Nevertheless, adapted genomes have to equate constant perturbation from new, recurrent and abundant mutations exerting regulatory consequences with the selective requirement to stably maintain expression levels near an optimal state. Consequently, both mutation rates and long-term stabilizing selection are expected to be important determinants of the architecture of gene expression variation in natural populations (Hodgins-Davis et al., 2015) . Their interaction is expected to shape the underlying structure of regulatory networks and ultimately determine the expression level and noise of a focal gene. Empirically, the drive to ascertain regulatory network structure has translated into large-scale efforts to map the genetic determinants of gene expression variation (Gibson & Weir, 2005; Gaffney et al., 2012) , with numerous studies in model organisms and humans successfully documenting quantitative links between nucleotide variation and the expression of a focal gene (expression quantitative trait loci, or eQTL). One important consensus emerging from these studies is that eQTL for transregulatory effects are not limited to transcription factor or DNA-binding proteins. For instance, metabolic enzymes have also been found to harbour variable loci with dramatic regulatory effects (Yvert et al., 2003) . Indeed, even repetitive DNA arrays have been shown to harbour transacting regulatory variation in natural populations (Lemos et al., 2008; Paredes & Maggert, 2009; Paredes et al., 2011; Gibbons et al., 2014) .
The pervasive origin of regulatory variation emerges in part from cascading effects in gene regulatory networks (GRNs). However, understanding how the regulatory effects of new mutations spread through the regulatory network has remained a challenge. Whereas the empirical task of uncovering the regulatory consequences of variable loci has greatly benefited from advances in genotyping and phenotyping, the conceptual challenge has remained. The challenge includes the understanding of the coordinated functioning of regulatory networks, the cascading of effects from variable genetic loci and the consequential modulation of the expression of a focal gene. Similarly, the wiring and rewiring of regulatory networks evolving under longterm stabilizing selection, adapting to a novel environment under directional selection, or experiencing shifting selective pressures remains mostly unaddressed (Fay & Wittkopp, 2007; Wittkopp, 2007) . Modelling of stereotypical networks and analyses of variation in known networks have yielded promising insights (Fowlkes et al., 2011; Wunderlich & DePace, 2011) . These studies help understand the origins and spreading of variation within regulatory networks and the role of natural selection (Fay & Wittkopp, 2007; Wittkopp, 2007; Macneil & Walhout, 2011; Rhon e et al., 2011; Garfield et al., 2013; Shaw et al., 2014) . The variation includes intra-individual diversity that emerges even within a cell type within an organism (Shalek et al., 2014) .
Here, we investigate the responses of regulatory networks to positive and stabilizing selection on gene expression levels. Regulatory networks are modelled as a matrix of gene-gene interactions, whereas a vector represents steady-state gene expression levels. The developmental process is modelled through sequential matrix-by-vector multiplication until a stable vector state is reached. We modelled gene expression as a quantitative trait with continuous values ranging from an off state (0) to a maximal expression state (1). Using this framework, we investigated the consequences of stabilizing and directional selection on regulatory networks, which we interpreted from the standpoint of neutral evolution in the absence of natural selection. Our observations highlight the challenge of making inferences about adaptation from rates of evolution, and reveal a rich dynamics of gene-gene interactions when phenotypes are under stabilizing and directional selection. Finally, our simulations suggest that the presence of genes under relaxed stabilizing selection in a regulatory network allows for faster adaptive responses to new optima in a focal gene that originally was nearly invariant due to a recent history of strong stabilizing selection. The data indicate that adaptation in the focal gene is facilitated by the presence of a greater number of genes under relaxed stabilizing selection within the network.
Materials and methods

Model
Here, we build on a widely used framework for the analysis of regulatory networks (e.g. Wagner, 1996; Siegal & Bergman 2002; Huerta-Sanchez & Durrett, 2007; Carneiro et al., 2011) . The model describes a network of N regulatory genes by linking the matrix of interactions between the genes (the genotype) to the genes' expression levels v = (v 1 , v 2 , . . ., v N ) (the phenotype) (Fig. 1) . Genes' influences on each other's expression are described by a genotype matrix w = (w ij ). The elements w ij of this matrix capture the impact of gene j on gene i (Fig. 1) . If w ij > 0, gene j activates (or boosts transcription) of gene i, whereas if w ij < 0, gene j represses gene i. The elements w ij can also be zero, in which case gene i has no direct effect on the expression of gene j. We call the share c of nonzero elements w ij the connectivity of the matrix. The element w ij of a regulatory network is a measure of directional regulatory strength (RS) from gene j into gene i (RS ij ) (Fig. 1) .
A given genotype w gives rise to a stable phenotype v (w) if the expression levels of the genes reach a unique steady state, which is computed as follows. At the first time step, the phenotype v(0) is set to be a random vector. At any following time step t + 1, the phenotype is given by v i t þ 1 ð Þ¼q P N j¼1 w ij v j t ð Þ . The term P N j¼1 w ij v j t ð ÞÞ captures updating of the expression level of gene i according to the matrix W of interactions between the genes. The function q is an 'update rule' that constrains expression levels to lie between 0 and 1. This is a convenient normalization, which does not constrain or bias regulatory interactions. As in previous implementations, we set q(x) = 1/(1 + e Àax ); thus, if a gene is highly repressed (when x is large and negative), its expression level goes to zero, whereas if it is highly activated (when x is large and positive), its expression level goes to 1. A steady-state phenotype -or simply a phenotype -is a vector of gene expression levels v(t) that is approximately constant after a sufficient number of time steps t. Formally, define the difference between phenotypes v 1 and v 2 as the Hamming distance between
DðvðhÞ; vðtÞÞ\e;
where s defines the range of phenotypes to be compared and epsilon is a small error term. If a phenotype does not satisfy the condition in t = 100 steps, it is considered not viable. A selection environment S = {VS, r} is described by the target phenotype VS as well as by the selection pressure sigma that arises directly from environmental pressures on each gene. We can thus define the fitness of a phenotype v as its distance from the target VS, weighted by selection strength encoded in the vector r:
small values of r to imply strong selection against deviations from target value. The evolutionary process is defined as follows. We first generated a population of M identical random matrices and their associated fixed points. Variation in the genotype is produced in two ways: via point mutations to the nonzero entries in the matrices and via reproduction. At each generation, we select M/2 pairs for mating. The individual probability of being selected for mating is proportional to the fitness of the matrix, where fitness is defined as the Hamming distance from the target vector of optimal environmentally selected expression values VS. One parent can be selected into multiple mating pairs -that is, individuals are sampled with replacement. Each selected pair W 1 and W 2 produces two offspring. Thus, after reproduction we again have a pool of size N. An offspring matrix W 0 of parents and W 2 is created by picking each row in the offspring matrix from the corresponding parent rows with equal probability. In other words, the offspring is sampled from the two parents row by row. Allelic dominance is not modelled. The pool of N offspring is then subjected to point mutations. Point mutations replace a nonzero entry w ij with probability l/cN 2 , where c is the connectivity of the matrix and N is the dimension of the phenotype. This process results in an average of l mutations per matrix per generation. Once we have evaluated the fitness of the resulting phenotypes, we establish the new generation of size N by drawing matrices with probability proportional to their fitness. Note that the same matrix can be drawn multiple times into the new population.
Model parameters
We now define the parameters in the model. The connectivity of the matrix -share of nonzero entries in each matrix -is c = 0.6. Mutations in nonzero matrix entries w ij are drawn from a normal distribution, N(0, 1), and change the regulatory strength of a gene-gene interaction (Fig. 1b) . The mutation rate parameter is fixed at l = 0.1. Hence, in the expectation there are l = 0.1 mutations per matrix per generation. The parameter a in the update rule is fixed at 0.4. The choice was based on the observation that this value results in expression levels that are roughly uniformly distributed in the [0, 1] interval, and has been implemented (Carneiro et al., 2011) . This parameter choice is essential for our implementation and rests on the observation that naturally occurring gene expression variation in a focal gene varies continuously across genotypes and displays the polygenic behaviour that is expected for quantitative traits (Gibson & Weir, 2005) . The steady-state threshold epsilon is set at e = 10 À3 while s = 10. This means that a phenotype is considered stable in case it is on average within e = 10 À3 of any fixed value during 10 consecutive iterations under the update rule q. Genes whose expression is within i = 0.01 from the target phenotype in the corresponding entry are assigned a distance of 0 and do not contribute to the distance vector D. This means that we consider that genes have reached the optimum once they are within i = 0.01 of the target.
Finally, recall that selection strength is encoded in the vector r, which allows us to impose additional structure on the selection vector of optimal phenotypes (Fig. 1c) . We classify the entries of the phenotype vector into two categories: 1 strongly selected genes (r i = 1, i 2 strongly selected set S and 2 weakly selected genes (r i ¼ 1000; i 2 weakly selected set W ). Consequently, each of the weakly selected genes has a direct contribution to fitness that is 1000 times lesser than that of a strongly selected gene. A direct contribution to fitness is due to selection exerted by the external environment through the vector of optimal expression levels. Our reference simulation considers a population of M = 100 individuals and networks of N = 19 genes. We also conducted simulations with r i = 10, N = 15 and c = 0.4. In regard to the parameter r, empirical estimates of stabilizing selection in gene expression suggest that variation in the strength of stabilizing selection among genes that is > 3 orders of magnitude is typical (Rifkin et al., 2003 (Rifkin et al., , 2005 Denver et al., 2005; Lemos et al., 2005) . Note that in this model, the fitness function is applied to the vector of expression levels and not the elements of the regulatory network.
Here, we introduce four key innovations worth explaining. First, the regulatory sensitivity parameter a is small such that in the absence of the selection vector, the genotype will generate expression levels between 0 and 1 with roughly equal probability. Our choice of a = 0.4 ensures the update function q by itself does not constrain the gene expression levels towards any specific value. As a consequence, we are able to examine a larger phenotypic space of expression values. Second, selection is gene-specific: some genes might have their expression under strong selection pressure, whereas others might have a smaller direct consequence to fitness. Selection strength is encoded in the vector r; genes under weak stabilizing selection experience an environmental optimum that is selected at 1/1000 or 1/ 10 the strength of selection on the strongly selected genes. Third, we specify a lower bound on the distance used for calculating fitness. This ensures the populations can undergo bona fide stabilizing selection. Without an arbitrary lower bound on the precision, a residue of directional selection remains in the stabilizing selection plateau, with networks asymptotically reaching the optimum phenotypes. Fourth, the selection profile through time is designed to investigate the effects of directional selection in a single gene within a network (Fig. 2a) . Importantly, the strength of stabilizing selection that acts on the expression of genes produces four distinct sectors in the network of gene-gene interactions ( Fig. 1d) : the regulatory effects of each class of genes either on itself (strongly selected into strongly selected or weakly selected into weakly selected) or on the alternative class (strongly selected into weakly selected or weakly selected into strongly selected). Each of these four modifications is necessary for the analyses presented here.
Simulations
For most of our simulations, we consider a network size of 19 genes and let the expression of 13 genes to be under strong stabilizing selection, whereas the expression of the remaining six genes is under weak stabilizing selection. The reference network size of 19 genes is arbitrary, and was chosen such that~1/3 of the genes were weakly selected and~2/3 of the genes were strongly selected, while also allowing for subsequent simulations in which the number of genes under weak stabilizing selection progressively decreases. Formally, this is described by the target phenotype (VS) of the type VS ¼ ½S 1 : 6 ð ÞGOI 7 ð ÞW 8 : 13 ð ÞSð14 : 19Þ, where S and W are set of genes under strong and weak stabilizing selection, and GOI is the gene of interest. The location of the GOI, strongly selected and weakly selected genes in the vector does not modify the outcome of the model. For the main simulations, the strongly selected genes have a target value of 0.2. Weakly selected genes were set to have a target value of 0.2 or 0.5. The configuration was chosen for simplicity and is informed by empirical observations. First, the vast majority of genes are expressed at low levels (Kuznetsov et al., 2002; Furusawa & Kaneko, 2003; Ghaemmaghami et al., 2003) . Second, genes that physically interact with each other show more similar expression values than genes whose protein products do not interact (Fraser et al., 2004; Lemos et al., 2004) . One strongly selected Cartoon displays the two evolutionary scenarios contrasted here: the set of populations under stabilizing selection (PSS) and the set of populations after recent directional selection (PDC). PSS models evolution under continued stabilizing selection across the entire network between generation 6000 and 8000. PDC models evolution after recent directional selection in a single gene (the gene of interest -GOI). We focus most analyses on the transition interval that starts with the onset of directional selection at T = 6000 and the recovery of fitness and reestablishment of stabilizing selection in the GOI at~T = 8000. (b) Average fitness profile of populations that experience directional selection on a single gene (PDC set) due to a shift in the optimum value of GOI from 0.8 to 0.2 at generation T = 6000. (c) Average expression profile of the gene of interest (GOI) in the PDC set. The mean (blue line) and two standard errors around the mean (red lines) are calculated over 20 independent experiments (populations) and 100 individuals per population. Figure S2 shows the converse experiment.
gene -the gene of interest (GOI) -has a target value of either 0.2 or 0.8 and experiences the selection for the alternative state.
The evolutionary profile of our simulations has a few important elements that are worth highlighting (Fig. 2a) . First, the population of matrices evolve from a randomly generated set at T = 0 to adapted networks experiencing stabilizing selection by T = 2000. We consider the initial phase of~2000 generations to be a burning period that is required to our subsequent analyses. The second phase describes the population evolving under stabilizing selection: fitness is in the plateau and the selective regimen has shifted from that in the burning period to stabilizing selection maintaining expression levels at the optimum for at least 4000 generations (i.e. from generation T = 2000 to T = 6000). Stabilizing selection maintains stable phenotypes in spite of continued variability introduced through mutation and mating. For each run of our simulations, we generate three alternative populations at T = 6000. One population remains evolving under stabilizing selection. This is referred to as the set of Populations under Stabilizing Selection (PSS) (Fig. 2a) . Another duplicate population experiences a shift in the environment that modifies the optimal expression of a single strongly selected gene. This is referred to as the set of Populations after Directional Selection (PDC) (Fig. 2a) . Our goal is to contrast patterns of evolution between the populations under continued stabilizing selection (PSS set) and the populations experiencing directional selection in a single gene (PDC set). We let both populations evolve until time T = 12 000. A third population is allowed to evolve without a target phenotype, with the only requirement that networks be viable (i.e. reach a steady state). This serves to measure expected substitution rates in the absence of natural selection.
Results
Regulatory activity and evolution
Our analyses with the parameter a = 0.4 in the update rule allow genotypes to generate all expression levels with roughly equal probability. In the absence of selection, all values in the interval between zero (no expression) and 1 (maximum expression) would be equally likely. That is, we do not allow the update function q to bias the gene expression levels towards any specific values. Regulatory activity occurs when gene products (i.e. the vector of expression levels) influence each other through mutual interactions that are mediated by the regulatory network. Regulatory activity proceeds until the vector of expression levels (the phenotype) converges on a stable steady state of expression. A stable expression vector is one in which further regulatory activity (continued multiplication of vector by matrix under the update rule) produces no further change in the expression levels of individual genes. This is analogous to the unfolding of an expression program until a steady-state gene expression is reached. Such programs occur, for instance, during cellular differentiation and stop when a stable cell type is reached. In our simulations, more than 95% of all networks that converged to a fixed point did so in fewer than six steps. Networks that failed to produce a stable expression state in < 100 steps were given a fitness value of zero (i.e. considered not to be viable).
In our simulations, evolutionary variation is introduced in two ways: (i) through random mutations that modify the strength of regulatory interactions between genes, and (ii) through a mating procedure that combines regulatory networks from parents. Selection of regulatory networks that are most fit occurs through a fitness function that imposes differential viability and differential reproductive rates to competing regulatory networks based on their output of expression levels. As outlined before, the evolutionary profile of the experiment is divided into distinct phases (Fig. 2a) . During an initial burn-in phase, populations of 100 randomly generated genotypes (networks) evolve towards a target phenotype (Fig. 2b, c) . We observed that at T = 1000 (< 10% of the total evolutionary time in the simulations) expression levels for all genes typically matched the target levels with accuracy > 95%. Subsequent 1000 generations improved this match to 1% in all 19 genes. After this burn-in period, regulatory networks evolve through stabilizing selection (from generatioñ 2000 to 6000). Our evolutionary analyses focus on the interval between generation 6000 and 8000.
Network evolution under stabilizing selection
First, we addressed the evolution of network fitness as well as strength and directionality of gene interactions under continued stabilizing selection. In this section, we focus on the populations that evolved under longterm stabilizing selection maintaining the original target phenotype for all genes (the PSS set). Specifically, we studied stabilizing selection between T = 6000 and T = 8000. Recall that our simulations incorporate heterogeneity in the strength of stabilizing selection across genes of the network (a set of six genes experiences 1000 times weaker stabilizing selection than that experienced by the core set of 13 genes under strong stabilizing selection), which is predicted to influence the phenotypic distribution of expression levels. As expected for the PSS set, we observed that expression levels remained unchanged between T = 6000 and T = 8000. Strong stabilizing selection caused regulatory networks segregating in the population to faithfully output the most fit expression value for the strongly selected genes and led to a narrow distribution of expression values in the population (Fig. 2c) . On the other hand, naturally occurring segregating variation is expected to be higher in genes under weaker selection, as we observed (variance in gene expression levels r 2 = 0.126 in genes under weak stabilizing selection versus r 2 = 0.017 in genes under strong stabilizing selection).
Next, we investigated variation in the rates of evolution of regulatory strengths across sectors of the networks. To address the issue we contrasted ancestordescendant networks evolving under stabilizing selection in the 2000 generation interval between T = 6000 and T = 8000 (Fig. 3) . Fast turnover and stabilizing selection on binding sites has been suggested even when network output and fitness remain stable (Ludwig et al., 2000; Bradley et al., 2010; He et al., 2011) . In agreement with this expectation, we observed a dynamic network with substantial changes in regulatory interactions in spite of stable expression levels under stabilizing selection (the average divergence between T = 6000 and T = 8000 across all elements of the matrix = 0.25). Interestingly, however, the model shows substantial stratification in the rates of evolution of regulatory strength through time, with each GRN sector exhibiting unique behaviours in the continued stabilizing selection regime. For instance, the modulation of strongly selected genes by weakly selected genes was most constrained (Fig. 3a) with an average divergence of 0.07 (SD = 0.01). On the other hand, the modulation of weakly selected genes by strongly selected genes is the least constrained with an average divergence of 0.34 (SD = 0.02) (Fig. 3a) .
Neutral rates of evolution provide the baseline to detect selection on regulatory strength Patterns presumably arising due to directional or stabilizing selection should be evaluated relative to neutral models that predict rates of evolutionary change arising in the absence of selection (Lande, 1976 (Lande, , 1977 Turelli et al., 1988) . Such rates of neutral evolution provide a null model that serves as a benchmark against which observed rates that might be modulated by natural selection can be interpreted (Lande, 1976 (Lande, , 1977 Turelli et al., 1988) . Rates that are higher than the neutral expectation indicate the action of directional selection. Rates slower than the neutral expectation point to the action of stabilizing selection. Hence, we developed expectations for neutral divergence in our model as the appropriate baseline to evaluate regulatory evolution in the absence of directional and stabilizing selection. Note that the rate of mutations, l = 0.1, is an assumption of the model; it refers to the probability of changing a nonzero entry in the network of gene-gene interactions. New mutations are sampled from an N(0, 1) distribution. We are interested, however, in the realized (a) (b) Fig. 3 Change in the regulatory strength of genes in networks subject to stabilizing and directional selection. Shown are average divergences in regulatory strength (RS) per regulatory connection under stabilizing selection (a) or directional selection (b). In each case we calculate the average difference in regulatory strength of each interaction pair between T = 6000 and T = 8000. The ancestral regulatory networks at T = 6000 are identical in both panels. Derived regulatory networks at T = 8000 experienced continued stabilizing selection across all genes [panel a; populations under stabilizing selection (PSS) set] or directional selection in a single gene (panel b; populations after directional selection (PDC) set). The right panel of each figure shows average divergence and standard deviations (in parentheses) for regulatory interactions in each sector of the network. Average divergence and standard deviations were calculated for each ancestral-derived pair and averaged over 100 matrices in a population and 20 replicated populations. For comparison, the average divergence over the 2000 generation interval in the absence of selection (neutral divergence) is~0.44 ( Figure S1 ).
rate of divergence in regulatory strengths in the absence of selection. To that end, we measured the realized rate of evolution as the distance in genotype space between two populations, divided by the number of evolutionary steps separating the two populations.
We calculated two estimates of the neutral rate using measurements of divergence in a 2000-generation interval. In the two cases, we allow regulatory networks to accumulate mutations for 2000 generations in the absence of selection (i.e. turn off the fitness function by letting the elements in vector r approach infinity). In the first case, we duplicate the matrix population at T = 6000 and use that set of matrices as the starting point in the calculation of neutral divergence. In the second case, we used the original populations of matrices generated at T = 0 and used them as the starting point in the calculation of neutral divergence. The population size (M = 100) and mutation rate (l = 0.1) are identical to those used in the original experiments with selection. The population at T = 6000 had already experienced the burning period of 2000 generations and some 4000 generations of stabilizing selection, whereas the second case uses random matrices. The observed rates of neutral evolution estimated using the two methods were similar and resulted in similar divergence in the interval of 2000 generations (Average divergence = 0.44 and 0.42; P > 0.05, Student's t-test; Figure S1 ). These estimates are significantly larger than estimates obtained in any of the network sectors (P < 0.0001) and underscore the prevalence of stabilizing selection in all sectors of the regulatory network. We conclude that whereas regulatory interactions evolving under stabilizing selection might accumulate substantial changes (especially in edges connecting strongly selected genes to weakly selected genes), they do so at a substantially slower rate than that expected in the absence of selection.
Network signature of rapid gene expression adaptation to an environmental shift
Here, we investigate whether the regulatory inputs into a gene experiencing a shift in expression optimum might be rapidly and specifically modified through directional natural selection. To address the issue we modelled an environmental shift that changes the optimum expression value of a single gene of the network. At time T = 6000, we shift the target value for one strongly selected gene -the gene of interest (GOI) -from 0.8 to 0.2 (or vice versa). The environmental shift causes a sharp fitness drop followed by a rapid adaptation of the regulatory network towards the new optimal phenotype by directional selection (Fig. 2b) . In all simulations, the expression level of the GOI successfully evolved to within 5% of the new target in fewer than 3000 generations. Noteworthy, it took a relatively longer time for adaptation to occur -about three times longer than what was needed to evolve the whole set of 19 genes from random networks into ones that produced the optimal phenotype. Our interpretation is that the slower adaptation is due to intrinsic constraints in the networks at T = 6000 relative to the random networks at time T = 0. These constraints might be both structural and reflect the availability of new mutations when the distribution of interaction strengths is shifted away from the distribution of interaction strengths of new mutations.
Rates of evolution in regulatory strength under directional selection should be interpreted from the standpoint of the neutral estimates in the absence of selection. Hence, we recorded each regulatory network lineage in the population and compared the rate of change per regulatory connection after the GOI expression level shifted from 0.8 to 0.2 expression units. This was done by comparing ancestral networks exactly before the environmental shift at T = 6000 to derived networks right after the transition had been fully accomplished at T = 8000. In agreement with our expectations, we observed dramatically increased rates of evolution in the incoming regulatory interactions leading into the GOI (Fig. 3b) . Accordingly, incoming interactions rapidly changed from activation to repression (Figs 3 and 4) , with a four-fold faster rate of regulatory evolution in the edges connecting with the GOI compared with rates of change in other connections (difference between regulatory strength before and after the shift is 0.83 in the GOI vs 0.22 across the whole network; Figs 3 and 4) . Notably, connections between weakly selected genes and the GOI evolved significantly faster than those between strongly selected genes and the GOI (divergence in regulatory strength in edges from weakly selected genes to the GOI = 1.11 vs. divergence in regulatory strength in edges from strongly selected genes to the GOI = 0.70, P < 0.0001, KruskalWallis test; Fig. 3) . The rates of evolution in the edges connecting with the GOI are significantly above the neutral expectation (P < 0.001; Kruskal-Wallis). All parameters in our simulations were kept constant, such Fig. 3 were combined. Note that the distribution of regulatory effects of strongly and weakly selected genes on both strongly and weakly selected genes remain mostly similar between the PSS and PDC sets. Note the shifts in the interactions with the GOI (e.g. autoregulatory interactions in the GOI shift from activation to repression). The calculation averages over 100 matrices in a population and over 20 independent experiments. Red bars represent the null (i.e. mutational) distribution of regulatory strength.
(a) (b)
that the faster rate of regulatory evolution is attributed to directional selection on the GOI. Indeed, directional selection caused the average value of the strength of the regulatory connections to the GOI to change from +0.39 to À0.40 (Fig. 4) . Altogether, our analyses show that regulatory strengths within our simulated networks are highly responsive to directional natural selection on gene expression levels.
Genes under weak stabilizing selection facilitate rapid regulatory network adaptation Our observation regarding the disproportionally high rate of evolution in the inputs from genes under weak stabilizing selection into the gene undergoing directional selection was intriguing. We hypothesized that genes under weak stabilizing selection might facilitate rapid adaptation in highly constrained genes that were previously maintained under strong stabilizing selection pressure. To address the issue we simulated networks with varying numbers of genes under weak stabilizing selection. All other parameters remained unchanged. In agreement with the hypothesis, we observed that the number of weakly selected genes embedded in the network with the GOI, was relevant in modulating the speed of adaptation in the GOI (Fig. 5a ). In the population of matrices with six weakly selected genes, the average value of GOI was within 5% of the target value after 1000 generations. In contrast, populations with four weakly selected genes took~2000 generations, and populations with two weakly selected genes took > 4000 generations to be within 5% of the target value. Interestingly, the results remain qualitatively unchanged whether the strength of stabilizing selection on the genes under weaker stabilizing selection is set at 1/1000 or 1/10 the strength selection in strongly selected genes (Fig. 5a, b) . Similarly, qualitatively identical patterns were observed when the GOI evolves in networks with reduced connectivity (c = 0.4; Fig. 6a ; Figures S2-S5 ) and smaller size ( Fig. 6b; Figures S2-S5) or from low to high expression ( Fig. 7; Figures S2-S5) . We conclude that the number of genes under relaxed stabilizing selection in a network is a relevant determinant of evolvability and rapid gene expression adaptation to an environmental shift.
Discussion
Stabilizing selection is the most prevalent mode of selection in natural populations (Gingerich, 1983 (Gingerich, , 2001 Turelli et al., 1988; Kingsolver et al., 2001; Lemos et al., 2001 Lemos et al., , 2005 Gilad et al., 2006; Estes & Arnold, 2007; Kingsolver & Diamond, 2011) , and it has been shown to effectively operate to maintain stable gene expression levels over long evolutionary timescales (Jordan et al., 2005; Lemos et al., 2005; Rifkin et al., 2005) . Here, we contrasted populations that differed in a single feature: a shift in the environment such that the optimum expression level of a single gene (the gene of interest, or GOI) changed from high to low (or vice versa), whereas the other genes remained under stabilizing selection at a stable point. In Fisher's geometric model of adaptation (Orr, 2005) , the number of phenotypes under stabilizing selection is a measure of complexity. A feature of the isotropic model is that all traits are equivalent with respect to selection and complexity is the dimensionality of the phenotypic space (roughly equivalent to GRN size). One important result is that organismal complexity diminishes the rate of adaptation to the environment (Orr, 2000) . This cost emerges because the model assumes universal pleiotropy and therefore leads to the challenge of optimizing many phenotypes simultaneously. The model studied here differs in that only a single gene is under direct exposure to selection at the onset of the environmental shift. Nevertheless, we observed a slightly faster rate of adaptation under directional selection in GRNs of 15 genes relative to GRNs with 19 genes (cf. Figs 5a and  6b) . Finally, the model implemented here does not assume universal pleiotropy and allow for the evolution of a modular organization. In this regard, whereas connectivity had a limited contribution to adaptation in the GOI relative to the number of weakly selected genes (cf. Figs 5a and 6a) , future analyses that constrain specific structural features of the network or examine the consequences of mutational effects could be informative.
Here, we hypothesized that lower or higher strengths of stabilizing selection on the expression of a focal gene will have repercussions to the rates of evolution in the incoming and outgoing connections of this gene. We observed that the equilibrium distribution of regulatory strengths of strongly selected genes on weakly selected genes most closely approximated the expected mutational distribution (Fig. 4) . Note that panels displaying regulatory strengths of strongly selected onto weakly selected genes are nearly symmetrical around zero. Conversely, panels displaying regulatory effects of weakly selected onto strongly selected genes display the slowest rate of evolution and show a significant shift towards low negative values of regulatory strength (P < 0.0001). This pattern on the outgoing effects of weakly selected onto strongly selected genes appears to have evolved from indirect selection originating from strongly selected genes. Finally, regulatory inputs into the GOI matched expectations: they are positive when the GOI is under stabilizing selection at 0.8 (Fig. 4) but negative when the GOI is under stabilizing selection at 0.2 (Fig. 4) . Interestingly, the shifts away from the mutational distribution are more pronounced in GOI inputs that originate from weakly selected genes (P < 0.05, Kolmogorov-Smirnov test). The variability in the rates of evolution across nodes emerged as a byproduct of selection acting on gene expression levels rather than selection on the regulatory network itself. The data highlight the relevance of differential stabilizing selection pressure across genes for rates of regulatory network evolution.
Adaptive shifts in phenotypes under directional selection might also leave signatures on regulatory networks. It has been suggested that regulatory interactions between transcription factors and transcription factor binding motifs might be rapidly strengthened or weakened due to phenotypic changes driven by natural selection (Bradley et al., 2010; He et al., 2011; Ni et al., 2012) .
Mechanistically, this can be achieved if directional selection towards higher or lower expression led to the fixation of DNA-binding proteins with increased or decreased affinity to promoter motifs. Conversely, promoter evolution might lead to increased binding. The outcome of these processes is the modulation of regulatory strength between two genes. It is noteworthy that whereas rates of evolution in the connection leading into the GOI were unusually high and unequivocally driven by directional selection on the GOI, there was large heterogeneity in the rate of evolution of each input. Altogether, the data revealed a rich landscape with variable rates of evolution in the inputs of different sections of the regulatory network. The observation, moreover, suggests the relevance of genes under weak stabilizing to the rapid transition of the GOI under directional selection, and led us to hypothesize that the influence of weakly selected genes on the GOI might facilitate the rapid transition under directional selection.
Quantitative genetic models of phenotypic evolution based on the neutral theory (Lande, 1976 (Lande, , 1977 Turelli et al., 1988) predict much greater gene expression diversity than is actually observed (Lemos et al., 2005) . These models describe the contributions of mutation rate, time of divergence and population sizes to gene expression divergence between species in the absence of natural selection (Kimura, 1968) . In particular, empirically estimated mutation variance for a variety of phenotypes is typically large and usually falling between 10 À4 and 10 À2 (Lynch, 1988) , and only slightly higher for estimates of mutation variance in gene expression traits (Denver et al., 2005; Rifkin et al., 2005; Landry et al., 2007) . Large estimates for the mutational variance in gene expression predict that genes might be able to shift between the minimum and maximum possible expression in a few hundred generations (Lemos et al., 2005) . On the other hand, variation in gene expression is heavily constrained by stabilizing natural selection, although the strength of stabilizing selection is not homogeneous across all genes (Lemos et al., 2005) . Whereas some genes remain invariable across species and over millions of generations, others have severalfold differences in steady-state levels between closely related populations. Accordingly, > 10 000-fold variation in gene expression diversity can be observed across genes, and some biological functions harbour larger levels of segregating variation in gene expression than others. For instance, metabolic enzymes have larger extant gene expression diversity than transcription factors (Lemos et al., 2005) , and this cannot be explained by variation in mutation rate (Landry et al., 2007) . The established interpretation is that the expression of metabolic enzymes shows greater variability because, on average, fluctuations in enzyme dosage might have lowered consequences to gene expression genomewide (Birchler et al., 2005; Birchler & Veitia, 2012) . Conversely, transcription factors show reduced gene expression diversity presumably due to their higher consequences towards destabilizing gene expression genomewide and thus stronger stabilizing selective pressure. Hence, the expression of metabolic enzymes is considered to be under a more relaxed stabilizing selection pressure than the expression of transcription factors. In summary, our simulations indicate that genes under weak stabilizing selection facilitated rapid adaptive transitions in genes that were previously constrained due to strong stabilizing selection. The data suggests that properties of the selective landscape might be important to maintain cryptic regulatory variability in highly constrained nodes. Such cryptic variability in networks might, in turn, be manifested as rapid adaptation in phenotypes that are ordinarily maintained under strong stabilizing selection (Gibson & Dworkin, 2004; Milloz et al., 2008; Schlichting, 2008; Damkiaer et al., 2013; Iwasaki et al., 2013) . We expect that regulatory networks that include genes under weaker stabilizing selection might display higher evolvability. Our observations add to the list of evolutionary attributes that have been implicated in determining the rate of adaptation and the genetic architecture of complex phenotypes and, together with previous findings, illustrate the utility of modelling gene regulatory networks (Wagner, 1996; Siegal & Bergman, 2002; Ciliberti et al., 2007; Fay & Wittkopp, 2007; Huerta-Sanchez & Durrett, 2007; Siegal et al., 2007; Wittkopp, 2007; Carneiro et al., 2011; Macneil & Walhout, 2011; Rhon e et al., 2011; Garfield et al., 2013; Shaw et al., 2014; Watson & Walhout, 2014) . Attributes that modulate the rate of adaptation include, for instance, the mutation rate (Sniegowski et al., 1997 (Sniegowski et al., , 2000 Kopp & Hermisson, 2007) , the strength of directional selection (Kingsolver et al., 2001; Kingsolver & Diamond, 2011) , the mode of selection (Hansen et al., 2006) , the mode of reproduction (sexual vs. asexual) (Arjan et al., 1999; Azevedo et al., 2006) , the rate of recombination (Cooper, 2007; Schoustra et al., 2007; Neher et al., 2010) , the distance from the optimum (Barton & Partridge, 2000; Orr, 2002 Orr, , 2005 , modularity Parter et al., 2008; Pavlicev et al., 2011) , connectivity (Frank, 1999; Milo et al., 2002; Babu et al., 2004; Barabasi & Oltvai, 2004) , patterns of positive and negative epistasis (Hermisson et al., 2003; Carter et al., 2005) and others. We suggest that variable strengths of natural selection across elements of gene regulatory networks might be a potent and underappreciated component of GRN evolvability.
In conclusion, variable strengths of stabilizing selection across genes within regulatory networks might itself contribute to long-term adaptation in complex phenotypes through rapid remodelling of gene-gene interactions. Specifically, genes under weaker stabilizing selection could drive faster adaptation in highly constrained focal genes that lacked variation in gene expression before an environmental shift. The data also highlight signatures of stabilizing and directional selection on regulatory networks and underscore the challenge of rigorously ascertaining directional selection with neutral benchmarks that are based on the speed of adaptation. We expect that ascertaining directional selection on empirical regulatory networks might require not only refined estimates of regulatory network interactions for several species but also biological knowledge that allows stratification of regulatory inputs from nodes under distinct strengths of selection. Finally, our observations raise the expectation that evolutionarily resilient regulatory networks will contain optimal ratios of genes whose expression is under weak and strong stabilizing selection.
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