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Abstract
In this thesis, I study the behavior of industrial firms in India in the electricity market
and with respect to locational choice and environmental regulation. In the first chapter,
I study the competitive effects of transmission infrastructure on market outcomes in the
Indian day-ahead electricity market. Transmission constraints may increase local market
power by limiting competition across regions. I find that bidders in import-constrained
regions do raise bid prices in response to congestion and I simulate the effects of relaxing
transmission constraints using a structural model of power-market bidding. The welfare
gain from infrastructure expansion is large as a share of market surplus and mostly due to
the strategic responses of bidders to a better-integrated market. In the second chapter, I
study the agglomeration of manufacturing activity in India. Industry in India is shown to
be spatially agglomerated to an extent similar to that observed in the United States and
perhaps slightly greater. All the Marshallian forces of linkages in goods, labor and ideas
between industries are important for industrial colocation, with hiring similar workers the
strongest predictor of coagglomeration patterns. Finally, in the third chapter, my advisors,
Esther Duflo and Michael Greenstone, Rohini Pande and I measure the effects of auditor
independence on the reliability of reports by third-party environmental auditors and the
regulatory compliance of the firms they audit, using a field experiment. We find that
a reformed audit system in which auditors were randomly assigned to plants, monitored
and given incentives for accuracy greatly improves the accuracy of auditor reporting, as
measured by independent backchecks of true pollution levels. Moreover, the treatment
plants subject to greater scrutiny under the reformed audit system responded by reducing
pollution output relative to the control group.
Thesis Supervisor: Esther Duflo
Title: Abdul Latif Jameel Professor of Poverty Alleviation and Development Economics
Thesis Supervisor: Michael Greenstone
Title: 3M Professor of Environmental Economics
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Chapter 1
The Competitive Effects of
Transmission Infrastructure in the
Indian Day-Ahead Electricity
Market
1.1 Introduction
Public infrastructure can improve welfare both by directly lowering the costs of trade and
by fostering greater competition. In India, for example, railroads have been found to lower
internal trade costs, whereas mobile phone towers improved efficiency by unifying local
markets (Donaldson, 2010; Jensen, 2007). The right level of public investment will depend
on the competitive effects of infrastructure. Such effects appear especially important in the
deregulation of electricity markets: legacy transmission networks, built with the idea that
production would be regulated, have often been inadequate to ensure competition amongst
I thank Pramod Deo, S. Jayaraman, V. S. Verma, Rajiv Bansal, Pankaj Batra, Vijay Deshpande and es-
pecially Rahul Banerjee of the Central Electricity Regulatory Commission for facilitating this study. Thanks
also to Jayant Deo and Akhilesh Awasthy of IEX and Rupa Devi Singh of PXI and to seminar participants
at the CERC, MIT and UCEI. Thanks to S. C. Saxena and S. S. Barpanda of the NLDC for sound advice.
The data used in this paper were obtained under a non-disclosure agreement with the Central Electricity
Regulatory Commission. The views and analysis herein, including any errors, are mine alone and are not
attributable to the parties thanked above in general or to the CERC in particular.
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generating firms (Borenstein et al., 2000; Joskow, 2008).
India has been in a more or less acute state of policy-induced energy crisis for decades.
It has the greatest aggregate level of energy subsidies to fossil fuels and electricity of any
country in the world and the fifth-largest, at 3.4%, as a share of GDP (Organisation for
Economic Cooperation and Development, 2011). These subsidies have helped create large
shortages of electricity. Electricity supply is on average 10 percent short of demand (Central
Electricity Authority, 2011). Wolak (2008) wrote that it was "difficult to imagine more
adverse initial conditions" for any electricity restructuring than were present in India. The
Electricity Act of 2003 was a constrained effort to reform the power sector and in particular
to induce greater private investment by allowing open access to the electricity grid and
wholesale power trade (Thakur et al., 2005). The transmission grid, once opened, has
been inadequate to support a competitive national market. On the day-ahead electricity
market, an important platform for trade, the load centers of the North and South are
import constrained 18 and 26 percent of the time, respectively, during my study period,
and these constraints create large differences in the price of power across regions. These
price differences reflect demand and cost conditions across regions, but suppliers may also
have the opportunity to raise prices in the small, regional markets broken off by transmission
constraints.
This paper studies the competitive effects of inadequate transmission infrastructure
in the Indian day-ahead electricity market and estimates the welfare gains from increased
investment in this sector. I use confidential data on bids, offers and transmission constraints
on the leading power exchange to estimate bidder response to congestion and the welfare
gains of relaxing transmission constraints. The empirical approach has two distinct parts. I
first estimate the bidder response to congestion in reduced-form by regressing prices bid on
congestion, instrumenting congestion with regulatory decisions about transmission capacity
allocation within the course of a given day. I find that bidders raise prices by INR 742/MWh,
or 17% of the average unconstrained market clearing price, in response to congestion.
In order to estimate the overall competitive and welfare effects of congestion, the second
part of the empirical approach uses a structural model of the day-ahead market with trans-
mission constraints. I construct first-order conditions for profit-maximizing bids based on
the residual demand curves faced by each seller under transmission constraints and use these
conditions to estimate marginal costs. I then restrict strategic sellers to Cournot strategies
16
and estimate market outcomes under counterfactual levels of transmission constraints with
both strategic bids fixed at their baseline level and endogenous bids that respond to the
increased transmission capacity.
There are two primary findings from the structural model. First, market structure and
transmission constraints, not high costs, produce high prices. Despite generally high market
prices, the model rationalizes the observed pattern of bidding with reasonable estimates
of the marginal cost of supply, comparable to published cost estimates for the industry.
Second, the welfare gains from transmission expansion are large and mostly due to the
competitive effects of additional transmission capacity. Counterfactual 1200 MW increases
in import capacity to the North and South regions produce estimated welfare gains of INR
1.39 billion (USD 27.80 million) and INR 4.08 billion (USD 81.67 million) per annum,
respectively, which together are 19% of the total baseline market surplus. By comparison
with counterfactuals that hold strategic bids fixed at baseline levels, I calculate that 72% of
this welfare gain is due to transmission expansion removing opportunities for the exercise
of market power.
This paper fits in two places, with the literature on how market structure leads to
outcomes in restructured electricity markets and with the development literature on the
welfare effects of infrastructure. The electricity literature focuses specifically on how market
institutions affect the ability of generating firms to exercise market power, i.e. to raise prices
above cost. Past studies of market power often use observed cost data to simulate market
prices and quantities.1 This paper follows a parallel stream of literature that instead backs
out marginal cost from observed bidding behavior and estimates or models the impact of
changes in market structure (Wolak, 2003, 2007; Gans and Wolak, 2008; Reguant, 2011).
Transmission constraints are widely acknowledged as vital to the competitiveness of
electricity markets but have been little studied empirically. Borenstein et al. (2000) study
the effects of transmission capacity in a Cournot model thoroughly and find that small
changes in line capacity can have very large competitive effects. The empirical literature
on congestion in operations research has focused on feasible, robust solution concepts for
complex transmission networks (Hobbs et al., 2000). The closest antecedents to the model
1Borenstein et al. (2000) find that market power in California's restructured wholesale electricity market
resulted for 59% of the nearly $7 billion rise in expenditures between 1999 and 2000. Bushnell et al. (2008)
show convincingly that vertical arrangements are an important reason why these high prices do not generally
obtain in U.S. markets.
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in this paper are Wolak (2003) and Reguant (2011) with respect to the estimation approach
and Neuhoff et al. (2005) and Xu and Baldick (2007) with respect to the counterfactual
treatment of congestion. A range of empirical electricity papers have noted the importance
of congestion in the markets under study (Hortacsu and Puller, 2008; Reguant, 2011; Allcott.
2012).
With respect to infrastructure more broadly, there is a growing development literature
on the market and welfare effects of many types of investment. Dinkelman (2011) finds that
access to electricity through an expanded distribution network increases the market labor
supply of women. Donaldson (2010) estimates increases in income due to railroads lowering
the cost of internal trade in India. Banerjee et al. (2012) find that access to transportation
networks between the major cities in China increases local output, though not growth.
Faber (2012) finds Chinese highways reduce growth in rural areas by shifting production to
larger cities.
The paper contributes in both of these areas. In the electricity literature, I extend
the use of the necessary conditions for optimal auction bidding to incorporate transmission
constraints. Complete knowledge of the relevant constraints and a simple but non-trivial
network structure allow me to model exactly how congestion enters optimal bids and how
congestion would change with different bids. This is also one of the first, if not the first,
micro-econometric study of a power market in a developing country.2 On the effects of
infrastructure, I focus on the competitive effects of investment rather than the direct effects
of a fall in transport costs. These competitive effects may be important in many settings
when infrastructure integrates previously isolated markets. Knowledge of the industry cost
and demand structure enable me to calculate unusually comprehensive estimates of the
welfare gains from investment and the share of these gains due to increased competition.
The rest of the paper runs as follows. Section 1.2 discusses the day-ahead market in the
context of the Indian power sector. It describes the nature of transmission congestion in the
market and estimates the bidder response to congestion on one corridor in reduced-form.
Section 1.3 introduces a model of supplier bidding and describes the approach to estimation
and counterfactual simulations. Section 1.5 presents estimated firm costs and the results of
2 Bacon and Besant-Jones (2001) describes the experimentation of developing and transition countries
with different stages of electricity liberalization. Williams and Chanadan (2006) and Jamasb (2005) survey
the experience of such countries with reform. A number of studies. such as Zhang et al. (2008). estimate
cross-country regressions to evaluate reform in a structure-conduct-performance paradign.
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counterfactual transmission expansions. Section 1.6 concludes.
1.2 Institutions
The Indian electricity sector is characterized by persistent imbalances. Peak demand ex-
ceeded supply by 18% in 1996, 13% in 2002 and 13% in 2011 (Thakur et al., 2005; Central
Electricity Authority, 2011). A combination of artificially low agricultural and retail tariffs
and poor incentives for investment in generation have sustained this gap and made electric-
ity supply an extremely unprofitable business (Wolak, 2008). The Electricity Act of 2003
was a major reform intended to correct some of the structural problems with the electricity
supply sector in India and to create a larger role for market forces. This reform touched on
nearly every aspect of electricity generation, transmission and distribution but was partic-
ularly meant to foster competition and induce private capacity addition by opening access
to the power grid (Thakur et al., 2005). The Central Electricity Regulatory Commission
sets the terms for grid access and regulates power trade on all platforms.
Part of this Act sanctioned wholesale markets for power and two private exchanges
opened in 2008 to provide a platform for the trade of power one day-ahead of delivery.
These exchanges serve as intermediaries not only for traditional state generating companies
and distribution companies but also for an increasingly active private sector on both the
supply and demand sides. The next section places the day-ahead market, the focus of this
paper, in context.
1.2.1 Role of the Day-ahead Market in the Indian Electricity Sector
There are three ways to trade electricity in India: bilateral contracts, the day-ahead market
and unscheduled interchange. These forms of trade differ in their horizon relative to the
date of delivery as well as in the nature of price discovery and delivery commitments. The
day-ahead market has a small share of generation but is important as a competitive canary
in the coal mine of the Indian power sector. In particular, as the only platform to directly
price the scarcity due to congestion, the day-ahead market is the best channel through
which to study the role of congestion in the Indian market.
The day-ahead market is a double-sided auction conducted each day for 24 hourly blocks
the following day on two power exchanges, the Indian Energy Exchange (IEX) and Power
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Exchange India Limited (PXI). The two exchanges together have a market share of about
2% of generation (Central Electricity Regulatory Commission, 2011). 3 4 As IEX has over
90% market share I study bidding on this exchange alone throughout the paper. Bidders
can submit both single bids, which are functions from price to quantity for a single hour,
and block bids, which specify the maximum willingness-to-pay of a buyer or minimum
willingness-to-accept of a seller on average over a continuous block of hours. Figure 1-2,
Panel A shows an example of the unconstrained market clearance in a single hour, January
26th, 2010. hour 17 (16:00-17:00). The clearing price is the least price at which supply and
demand intersect and the clearing volume the lesser of the supply and demand volume at
the clearing price. 5 The supply and demand curves have been shifted out by the volume
of cleared block bids. 6 Blocks are a relatively small part of the Indian market and, while
incorporating blocks in the market clearance throughout, I will take them as exogenous in
the counterfactual simulations.
The day-ahead market is preceded by a contract market and followed by a real-time bal-
ancing mechanism with administered prices. Bilateral contracts may be long-term (greater
than one year) or short-term. In fiscal 2010, 90% of electricity generation was traded
on long-term physical contracts, typically between state-owned generators and distribu-
tion companies (Central Electricity Regulatory Commission, 2011). Contracts of shorter
duration comprise a further 5% of generation and are more likely to be between private
generation companies (called independent power producers or IPPs). Real-time balancing
in the Indian market is done through an administrative mechanism called unscheduled inter-
change (UI). The prices for balancing depend on the grid frequency, which in turn depends
3 The peak generation in India of 110 GW on capacity of 187 GW in 2010, serving about 900 million
grid-connected customers of a population of 1.2 billion, is comparable to the 127 GW peak on 167 GW of ca-
pacity in the Pennsylvania-New Jersey-Maryland market, which serves 51 million people (Central Electricity
Authority, 2011: Central Electricty Authority, 2012; International Energy Agency, 2011)
4 Note that this figure is not directly comparable to the market shares of power exchanges in other
liberalized markets as India has no forward financial contracting for electricity, only physical contracting. In
the PJM (United States), NEMI (Australia) and Spanish markets, 90%, 88% and 91% of physical output
has already been covered by financial contracts and so is not exposed to the spot market price (Allcott,
2012; Wolak, 2007; Reguant, 2011). Therefore the nascent Indian short-term market is not so far from
international norms in terms of the net volume of power traded.
5 As discussed in the Appendix, the Indian Energy Exchange actually uses piecewise-linear bids that are
strict functions from price to quantity. Bidders in practice use these functions almost exclusively to closely
approximate step functions (strictly correspondences) with constant quantities for a range of prices and
then discrete increases in quantity over the minimumn allowed price tick. I assume bids to be of a true step
form throughout and do not use the linear interpolation of the exchange, which makes a trivial difference in
clearing prices.
6 Block bids are cleared by an iterative algorithm described in the Appendix.
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on the balance between demand and supply on the grid. When demand exceeds supply, as
is often the case, the grid frequency drops below its nominal frequency of 50 Hz and sellers
(buyers) are paid for injecting more (drawing less) power than scheduled. This mechanism
takes the place that real-time balancing markets with advance bidding serve in other power
systems.
Bidders arbitrage between the contract, day-ahead and UI markets, though these mar-
kets do not offer perfect substitutes. Power on the three platforms is procured at different
horizons and has different accompanying delivery risks. The prices of electricity transacted
on the power exchanges in fiscal 2010 averaged INR 3470/MWh, lower than the prices
through contracts (INR 4790/MWh) or UI (INR 3910/MWh). These differences may reflect
the lower risk of congestion for contracted power relative to the power exchanges and the
convenience of UI in responding to short-term demand shocks. There are also institutional
limits to arbitrage between the day-ahead market and unscheduled interchange designed to
prevent sellers from withholding power from the schedule and supplying it through UI. The
UI charges paid to sellers are capped and the maximum allowable deviation from schedule
also capped when UI prices are high (Central Electiricty Regulatory Commission, 2009) The
UI regulation also explicitly threatens sellers that persistently deviate from schedule with
regulatory action. Arbitrage at high frequency is further muted by many states apparently
settling UI charges over a monthly or quarterly horizon, rather than at hourly prices. 7
The overall picture of short-term power trade is then of closely but not perfectly in-
tegrated markets where arbitrage is easier for buyers than for sellers. In particular, and
most relevant for this study, the cost of the marginal unit of supply for large sellers at high
frequency is not dictated by the administrative prices for real-time balancing. Thus the bids
on the day-ahead market and estimated supplier costs will reflect private physical and op-
portunity costs of offering power in the day-ahead market and not the common opportunity
cost of not supplying in real time.
1.2.2 Structure of Power Grid and Congestion Management
Bidding in the day-ahead market occurs in six functionally distinct regions and I study
congestion between these regions. The simple but not trivial structure of the grid makes
7 Personal communication, S. C. Saxena, National Load Dispatch Centre. This observation is supported
by the fact that the correlation of UI and day-ahead prices is higher at the monthly average (0.83) than
hourly (0.56) level.
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the day-ahead market well-suited to the study of congestion. As shown in Figure 1-1, Panel
A, the power exchange designates bids as coming from one of ten subregions, two each for
the Northeast, East, North, South and West regions of the country. The only constraint
within a region to bind in the history of the power exchanges has been between the South
1 and South 2 subregions. I therefore consider these two subregions as functionally distinct
along with the other four main regions for a total of six bidding regions. Figure 1-1, Panel
B shows these six regions along with the interregional transmission links between them.
The actual physical infrastructure underlying the grid is more complex than shown here,
but this structure represents the binding links in the system very well and is therefore used
by the system operator to designate available transmission capacity and check for binding
transmission constraints. The grid has a central core of the West and East regions. These
core regions are connected both to each other and. via separate links, to the demand centers
of the North and South 1 regions. The South 2 region is further removed from the core and
only accessible via wheeling (i.e., transshipment) of power through South 1. The Northeast
region, a source of hydropower, is linked to the core through the East.
The power exchanges manage congestion with market-splitting. The basic idea is to
iteratively separate areas with binding constraints and clear them separately. The exact
algorithm used is not published and I recreate it here. The market is first cleared un-
constrained amongst all regions. I then compare the net demand of each combination of
regions and the implied power flows on the grid to both margin constraints, which specify
the maximum allowable imports or exports of a region (node), and path constraints, which
specify the maximum flows on each path (link) in each direction. If any area violates any
constraint, I separate the area with the largest violation on the importing side and declare
its imports to be the value of the binding constraint and the exports of the complementary
area likewise. I then clear each area separately and check for constraints again, repeating
this process until no constraints bind.8 Bidders in each constrained area receive the area-
clearing price in that area regardless of whether the power they buy or sell is imported or
exported.9
8 The binding of an internal constraint may relax an outer constraint. E.g. if South 1 and South 2 are
initially constrained, and the clearing amongst these regions implies that South 2 is further constrained from
South 1, I constrain South 2 from South 1, relax the outer constraint of South 1 from the core and iterate.
9 The difference between selling prices in exporting regions and buying prices in importing regions is
retained by the system operator, under supervision of the regulator, in a Power System Development Fund.
As of March 31, 2011 this fund held INR 4.57 billion (USD 91 million) in congestion revenues.
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Figure 1-3 shows the application of the market-splitting algorithm to the same hour
for which Figure 1-2, previously discussed, shows the unconstrained clearance. The uncon-
strained solution implied a flow to the North region of 571 MW, in excess of its import
capacity of 171 MW. The North region was therefore constrained apart from the rest of
the grid and these two areas cleared separately, as shown in Figure 1-3, Panels A and B,
with imports added to supply and exports to demand in each area. The importing North
region has a clearing price about INR 1000/MWh above the other regions and no further
constraints bind once these areas are cleared separately. The Appendix shows that my
recreation of this algorithm matches area-clearing prices very well overall.
1.2.3 Transmission Corridor Allocation
Transmission capacity between regions is allocated in a largely administrative manner pri-
oritizing first long-term trade, then short-term contracts and lastly the day-ahead market
(Central Electricity Regulatory Commission, 2008a). The net effect of this allocation pro-
cess is that the day-ahead market becomes the residual claimant on transmission capacity
across the system and is greatly exposed to transmission congestion.
Transmission capacity between regions is subject to limits estimated by the system
operator. The high-voltage, long-distance power lines that carry power between regions have
physical limits on how much power they can carry, determined by engineering standards.
These physical limits are not the last word on the declared capacity of a line: because
power will flow through all available lines, like water through all available pipes, the flow on
a given line may be limited beneath its capacity lest it induce an overload on an adjacent
line. The system operator, in this case the National Load Dispatch Centre (NLDC) assumes
a generation and load scenario and then determines the allowable limits on the interregional
links given the flows this scenario induces in their model of the grid. 10
The transmission capacity limits so determined are allocated amongst the different plat-
forms for power trade in an administrative manner. Long-term customers, which are charged
for building and maintaining the transmission grid in proportion to their generation capacity,
are given first priority (Central Electricity Regulatory Commission, 2008b). The allocation
of capacity to long-term trade is roughly constant. Figure 1-4, Panel A, shows the monthly
'
0 Like other system operators, the NLDC also allows a reliability margin that assures adequate capacity
if any one system element unexpectedly fails.
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mean capacity for transmission from East to North, an important, frequently constrained
link, for the hour 16:00 to 17:00. The dark bars are the amount of corridor available for
long-term contracts and are steady over time, even as the total transmission capacity on this
link, shown by the total height of both bars, grows."1 The margin left after long-term use,
due to design margins, short-term variation in power flows and spare transmission capacity
due to anticipated future load, is left to short-term trade including both contracts and the
day-ahead market (Central Electricity Regulatory Commission, 2008a).
Short-term contractual buyers may book up the corridor that has been reserved for
short-term trade on a first-come, first-served basis before the power exchanges. 12 Figure 1-
4, Panel B shows the results of this process for the sample period of November, 2009 through
April, 2010. The horizontal axis is the hour of the day and the vertical axis is the share
of transmission capacity given to different types of trade. The lowest, dark portion of
the bars is the flat allocation to long-term use. The intermediate portion of the bars is
the average amount of corridor booked up by short-term contracts in a given hour. The
light topmost portion of the bars is then the average amount of corridor left for the power
exchanges. On average more than half of the corridor for short-term use is available for
power exchanges. Short-term contracting parties demand more corridor over the middle of
the day and particularly around peak times, from 17:00 - 23:00 in the Indian market, to the
right of the vertical line. This average encompasses some hours, not shown by the figure, in
which short-term contracts exhaust the corridor for all short-term trade completely. There
is no pricing mechanism through which day-ahead bidders with high valuations call bid
and win back corridor that has already been allocated for long-term use or booked up for
short-term contracts.13
The residual claimant status of the day-ahead market leaves it with greater transmission
" There is also a seasonal component to total directional capacity as the system operator designates some
lines for flow in the opposite direction.
1 2 This reservation of the corridor continues until three days prior to the day of delivery, at which time
bookings are frozen and the remaining transmission capacity reserved for use by power exchanges.
1 3 In the Indian market, transmission charges are flat, "postage stamp" charges that apply for any use
of the grid and transmission across regions, regardless of the scarcity of transmission at the time of use.
During the period of study, for bilateral contracts, the selling party was responsible for a charge of INR
80/MWh for connecting to the national grid and an additional INR 80/MWh for each region through
which the power traded is to flow, up to INR 240/MWh for wheeling through one or more regions (Central
Electricity Regulatory Commission, 2008a). On the power exchange, transactions are subject to comparable
transmission charges of INR 100/MWh separately for the buyer and seller. I neglect these transmission
charges in the analysis below as they are small, about 4 percent of the mean energy charge over the period
considered, and would not change in any counterfactual scenario.
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capacity available during peak hours than off-peak during the sample period. Note that
during the peak hours in Figure 1-4, Panel B there is significantly more transmission capacity
for short-term trade and more capacity left over for power exchanges in particular. Greater
anticipated imports of hydro-power from the Northeast during the peak hours relax the
constraint on East to North transmission during this time by altering the assumptions of
the system operator's model.14 I later use this discrete change in available capacity from
peak to off-peak to instrument for congestion in a regression of bid pricing on congestion in
the day-ahead market. In Section 1.4 I discuss the identification assumptions under which
this instrument will consistently estimate bidder reponses to congestion.
1.2.4 Data and Study Sample
The analysis uses confidential data from the Indian Energy Exchange (IEX) and the system
operator. From the exchange, I use the bids and offers from participants in the day-ahead
market. These bids are specified as piecewise-linear functions from price to quantity between
up to 64 points, from the price floor of INR O/MWh to the ceiling of INR, 20000/MWh.
Most bidders do not use many segments and nearly all segments submitted are flat, so that
the bids are step functions in practice.15 In the Indian market, bidders may offer fewer
steps because marginal cost is closer to constant over the relatively small range of offered
quantity. I take the step-function structure of bids submitted as given and apply the
share-auction framework for modeling bids in terms of incremental quantities submitted
at each step.16 From the system operator, I use transmission constraints for collective
transactions (i.e.., power exchanges) as supplied to the exchange on the afternoon of the day
of bidding. These constraints include, for every hourly block, both margin constraints on
the maximum exports and imports permissible for each regional node and path constraints
on the maximum flows over each inter-regional path in each direction.17
1 4The main East to North constraint during this period is Purnea-Muzzaffarpur-Gorakhpur (PMG). Off-
peak, this line operates below its physical capacity, as operating at capacity would induce flows to overload
the adjacent and heavily-used Farakka-Malda (FM) link. During the peak period additional hydro flow
injected at Purnea relaxes the FM constraint and allows PMG to be used at full capacity.1 5This limited use of a complex strategy space has been noted in bidding behavior in other markets
(Hortacsu and Puller, 2008).
16 See the Appendix.
1
7 During the study period, the system operator sent the constraints over the day to the power exchanges
only if congestion occurred in any hour of the day in the unconstrained solution. On 7 of 181 days in the
sample, no congestion occurred, so the bootstrap simulations and counterfactual will assume that the market
was unconstrained on these 7 days.
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I limit the sample to the inclusive period from November, 2009 through April, 2010 to
study the bidding response to congestion within a constant regulatory framework. In parts
of September and early October, 2009, the day-ahead market was under close regulatory
scrutiny and a price cap of INR 8000/MWh was imposed and often bound. Such a binding
cap would invalidate the first-order approach to bidding optimality used in the estimation
below. In May, 2010, the schedule of administrative prices for Unscheduled Interchange was
revised. As this schedule may influence the opportunity cost of buying and selling power in
the day-ahead market for many bidders, the structure of costs underlying bids could have
changed at this juncture.
1.2.5 Prevalence of Congestion
During the sample period- indeed, during the life of the power exchanges to date-congestion
has been frequent and had a large impact on market prices. The most common patterns
of congestion are for the North region or some combination of the South 1 and South 2
regions to be import constrained with respect to the central core of the East and West
regions. Figure 1-5 shows the relationships between inter-regional power flows and regional
price differences between the East and North regions and the East and South 1 regions,
in Panels A and B, respectively. The horizontal axis shows the flow between regions, with
positive flow indicating the net supply from the East region, and the vertical axis shows the
difference between the North or South 1 price and the East price. When the flow between
regions is constrained, the constrained areas including each region are cleared separately,
and the market-clearing prices in the two regions will differ. Any positive price difference
between regions in the figure thus indicates that flows are bound by a transmission con-
straint. As shown in Panel A, low levels of constrained flow lead to price differences of up
to INR 6000/MWh, larger than the average market price. When more corridor is available,
the greater flow between regions eliminates or reduces the price difference, creating the
negative correlation between price differences and constrained flow in the figure.
Table 1.2 summarizes the prevalence of congestion during the sample period by com-
paring the prices of each pair of regions, which only differ if the regions are separated by
constrained links. Panel A shows the percentage of the 4344 hours (= 24 hours x 181
days) over the sample period during which the price in the row region is higher than the
price in the column region. The North region is constrained away from the Northeast, East
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and West regions over 18% of the time during this period. The South 1 region is import
constrained with respect to this core 23% of the time and the South 2 region 26% of the
time, as the link between the South 1 and South 2 regions also occasionally binds. These
constraints create large differences in market prices across regions. Panel B shows the row
region price less the column region price, conditional on the row region price exceeding
the column region price. The average price difference between the North and East regions,
i.e. over the scatter plot of points above the horizontal axis in Figure 1-5, Panel B, is INR,
1688/MWh, and between the South 1 and East regions 1655/MWh, each about 38% of
the mean unconstrained market-clearing price of INR 4352.90/MWh. In a small number of
hours the West and East are import constrained with respect to the Northeast.
1.3 Model of Supplier Bidding with Transmission Constraints
To measure how transmission constraints affect market outcomes I estimate firm costs and
compute counterfactual market outcomes at different levels of these constraints. Firm costs
are estimated from supply bid functions using a first-order approach accounting for the
effect of transmission constraints on residual demand. This estimation approach, pioneered
by Guerre et al. (2000), was adapted for electricity markets by Wolak (2003) and has been
applied by Reguant (2011) to study complex bidding in the Spanish market and Allcott
(2012) to study real-time pricing applied to the PJM market.
The counterfactual simulations apply a Cournot model wherein strategic bidders set
quantities to maximize profits given the residual demand curve and the quantities of compet-
ing suppliers in their constrained area. Cournot models have been widely used in empirical
analysis of restructured electricity markets and fit market outcomes well when accounting
for market structure and institutions like vertical integration (Puller, 2007; Bushnell et al.,
2008). The simplicity of Cournot strategies allows for more accurate modeling of transmis-
sion constraints in particular (Cardell et al., 1997; Jing-Yuan and Smeers, 1999; Willems,
2002; Neuhoff et al., 2005). Restricting the strategy space of strategic firms is preferable
to sharply limiting the number of such firms given the relatively unconcentrated supply in
the Indian market, especially as firms use only a small part of the actual strategy space in
practice.
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1.3.1 Model
The model assumes that strategic firms maximize expected profits by submitting supply
functions to the exchange. Firms face uncertainty over the bids of other firms and demand
and submit their bids to the market one day ahead for each hour of the following day.
The offered supply of firm i in region g and time period t is represented by a supply
function qit(p). 18 The firm submits a supply function to maximize profits given the expected
distribution of other firms' bids and demand accounting for transmission constraints. The
firm's problem is:
ma~bit,i E,t [qit (p)p - Ci (git (p))]
where the supply function qit(p) depends on the price ticks bitk of each individual bid
and Ci(-) is i's total cost of production. The market clearing condition is that quantity
supplied equal residual demand at the market-clearing price, qit(p) = D f(po _it, L), where
D'g(plo-_it, L) is the residual demand facing firm i in region g, -_it are the strategies of
bidders other than i, including demand bids played by nature, and L the set of transmission
constraints.
Taking the derivative with respect to each bid-tick price, a necessary first-order condition
for profit maximization is:
8p~i D (plo it, L)Egit [ (p) + (p - C,(it(p))) = 0, (1.1)Obitk OP 
. p=bitk
after substituting using both the market-clearing condition and the implicit function the-
orem. 19 This is a Lerner rule whereby the firm sets prices at marginal cost plus quantity
over a weighted expectation of the slope of residual demand. The weights are the slope of
the market price in the bid price and can be thought of as the probability that a given bid
tick sets the market price. A greater slope of residual demand reduces the optimal markup
at each given quantity supplied.
1 This supply function is a continuous approximation to the step supply correspondence qit(p)
Ek qjtk1{bjtA < p} + aqji1{bitj = p} for a E [0,1]. The firm supplies the incremental quantity qitk at
all prices strictly above bitk and may offer any part of an incremental quantity when the market price
exactly equals the price of the bid tick, with the quantity supplied determined by market clearing.
19 See the Appendix for further details.
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1.3.2 Constrained Residual Demand
The residual demand faced by each firm will depend on both the bids of other firms and
the amount of transmission capacity. The residual demand facing firm i in region g at price
p is written as:
Drg(plomit,CL) = D9 (p,_ it) - qj (p, o-j) - F(Ag p, L).
jfi,jEAg(pjL)
I collect own-region demand bids into D9, for presentation, letting j = {j : j V gjqj > 0},
with positive q meaning supply. I designate by Ag(plL) the set of regions to which region r
is connected by unconstrained transmission lines at a price p and given line capacities L, and
call such a group of regions an area. These connections may be direct or indirect, through
another region; all regions connected by any unconstrained path form an unconstrained
area. Let F(Ag 1p, L) be the net constrained flows into area Ag at price p and line capacities
The derivative of the residual demand for this firm with respect to price is
Dit9(p) _ aD(p, ait) Dqjt (p, -j)
OP OP j4ijEAg (PIC) O
assuming that the constraints are not exactly binding, so that a small change in price does
not change Ag(pjl). This assumption appears reasonable given the uncertainty faced by
bidders as it is unlikely constraints will exactly bid for a given realization of demand and
other supply bids. The smaller is the constrained region Ag(pjL), the weakly smaller (closer
to zero) is the residual demand slope bidder i faces, as all bids outside of A9 contribute
a fixed amount of imports or exports. The slope of residual demand for each bidder, for
a given realization of demand and other supply bids, comes from only those bids with an
open link to that bidder's region.
The constrained area Ag(pIL) is determined using the market-splitting algorithm em-
ployed by the power exchange and described in Section 1.2. Using this area assumes that
bidders solve forward the congested area to which they will belong for possible realizations
of other bids but do not change their bids to manipulate this area. In principle there may
be multiple equilibria with different constrained areas. This prospect does not affect esti-
ination using the local first-order necessary conditions but may matter for counterfactual
29
simulations, as discussed in Section 1.3 1.3.3 below.
Constraints do not unambiguously raise bid prices or reduce offered quantities. The
overall effect of transmission constraints on supply bids will depend on the shape of the
constrained and unconstrained residual demand curves. Although the residual demand
slope at a given price unambiguously falls when a region is constrained, the distribution of
equilibrium prices in a region will change as constraints bind. A bidder may therefore expect
bid ticks higher (lower) in the distribution to be marginal if its region is import (export)
constrained and will set markups based on the slope of residual demand in that range of
prices, instead of in the range of prices anticipated without congestion. For example, a
supplier in an import-constrained region may face more elastic demand at the high area-
clearing prices expected to be marginal when constrained, inducing an expansion of quantity
supplied or lowering of price for any given quantity. Conversely, a supplier in an import-
constrained region gaining a greater market share and serving greater inframarginal quantity
than when unconstrained would tend to lead to increases in mark-ups, magnifying the effect
of lower residual demand slope.
1.3.3 Cournot Counterfactual
To simulate counteractual outcomes I use a Cournot model for a set of strategic firms.
I take all sellers in the North and West regions with greater than a one-percent share of
total offered sell volume to be strategic. This set of thirteen strategic firms covers 71% of all
offered sell volume. I consider only strategic suppliers in the North and West regions because
these regions are important in themselves, as large load and supply centers, respectively,
and form relatively liquid markets when constrained, making a smooth approximation to
the residual demand curve in each region reasonable.
Consider a set of strategic firms i with marginal costs -yj facing a residual demand
curve Dg(ploit, L) with twice-continuously differentiable inverse residual demand curve
P9(Q9 la-i, L), where Q9 is aggregate strategic quantity offered in region g. The derivative
of profit with respect to the seller's offered quantity qit is:
fit (qit) = P 9(Q9|o-it, L) + qitP 9'(Q 9 |oit , L)) - gi.
Necessary and sufficient conditions for an equilibrium set of quantities are that for all
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strategic sellers i:
qit e (0, q ) L fit (qit) 5 0
qit 0 L fit (qit) > 0
qit =j _L fit (qit) < 0.
Here qi is the quantity constraint for the strategic seller. If the seller produces a quantity
between zero and their constraint, then it must be that the derivative of profits with re-
spect to quantity at that point are zero. Similarly with the non-negativity and quantity
constraints and their corresponding inequality constraints. I solve this problem with the
sequential linear complementarity problem approach of Kolstad and Mathiesen (1991) using
the PATH algorithm on each iteration (Dirkse and Ferris, 1995).
An example of the solution to the model is shown in Figure 1-2, Panel B. Panel A is the
actual market clearance, previously discussed, and Panel B the Cournot model simulation
for the same hour. In Panel B the increasing solid curve represents the marginal cost curve
for strategic suppliers. The decreasing solid curve is the residual demand curve, composed
of demand bids and fringe supply bids, and the dashed-and-dotted line is a smoothed
representation of the inverse residual demand. The smoothing is over quantity with a
bandwidth equal to ten percent of the quantity range of the residual demand curve. The
vertical line is the equilibrium strategic quantity offered by the strategic suppliers, at which
the above conditions are satisfied with respect to the smoothed inverse residual demand,
as further expansion of quantity would steeply push down the market price. The market-
clearing price for the simulation is the intersection of the strategic quantity with the actual,
not smoothed, residual demand curve and in this case matches the actual clearing price
seen in Panel A.
The above problem applies to the residual demand curve faced by each seller within
their own constrained area. The solution algorithm mimics the market-clearing algorithm
in order to determine what constrained area each seller is bidding within, first solving for the
unconstrained solution with endogenous bids and then breaking off constrained areas and
solving within each constrained area separately, shifting residual demand by the constrained
level of imports or exports. Simulations of market outcomes use the realized residual demand
curve, composed of all demand bids and fringe supply bids, to solve for market equilibrium.
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The strategic quantities offered are therefore ex post optimal with respect to the smoothed
inverse residual demand curve.
The Cournot model used does not guarantee a unique equilibrium. Transmission con-
straints can theoretically produce multiple equilibria, with lines congested in different di-
rections, or leave no pure-strategy equilibria at all. In real markets with asymmetric firms
and demand across regions a pure-strategy equilibrium of the Cournot model will virtually
always exist (Borenstein et al., 2000). The asymmetry in the Indian day-ahead market be-
tween a relatively low-priced central core, of the West and North region, and a high-priced
periphery, of the North and South, is conducive to there being a single pure-strategy equi-
librium. as it will seldom be worthwhile, or even possible, for the suppliers in power-scarce
regions to congest the line outwards in order to gain market share from relatively abundant
regions.
Congestion aside, the varied shape of the residual demand curve complicates the search
for an equilibrium. The Indian market is well-suited to the Cournot model, amongst elec-
tricity markets, as a relatively active demand side at the wholesale level leads to reliable
price formation in the model. However, because I smooth inverse residual demand but do
not otherwise restrict its shape, it can alternate between concave and convex regions at dif-
ferent quantities, which may, but will not necessarily, admit multiple equilibria at different
clearing volumes. 20 I discuss the empirical relevance of equilibrium selection in Section 1.5.
1.4 Estimation Strategy
1.4.1 Reduced-form Response to Congestion
The primary implication of the model is that when a supplier's region is constrained, the
only elasticity of residual demand he faces is from own-area demand and supply bids, as
outside competition is sealed off. At a given price, the elasticity of residual demand will
drop, tending to cause suppliers to raise prices, as they can do so without losing as much
quantity.21 Competitive suppliers bid their marginal cost curves regardless of the level of
transmission constraints. Therefore looking at how bids change with congestion will be
20 Sufficient conditions for the uniqueness of Cournot equilibria generally require pseudoconcavity of profit
functions, which, given constant marginal costs, they must inherit from the demand function (Kolstad and
Mathiesen, 1987).
2
'As suppliers' inframarginal quantities and the distribution of expected marginal prices will also change,
the magnitude and even sign of the change in markups is theoretically ambiguous.
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informative about the extent of market power in the day-ahead market.
The main reduced-form specification is a simplification of the first-order condition for
profit maximization. Solving equation 1.1 for bid price we have:
8D r_(pIo'-_id, L)bidh(qidh) = Ci(qidh(P)) - qidh(p) idh OPicr+ Eidhp,
where I have replaced time subscripts t with date and hour subscripts dh and added an
econometric error. This relationship holds in expectation for each optimal bid tick price
when each tick is weighted by the probability of a bid price being marginal. The error term
reflects cost and demand shocks that would cause submitted bids not to be ex post optimal.
The main reduced-form specification is then:
2bidh(qdJ) - YOi - 7y1iqidh + 7/2iqdh +01 - COngrdh (pIp = bidh) + ad + f (h) + Eidhp,
where i indicates a seller, d a date, Ih an hour and p a bid price. The intercept and quantity
terms gih, qidh control for cost at the level of the seller and al and f(h) are date fixed
effects and a polynomial in hour-of-day to control for cost and demand conditions. I do
not include hour fixed effects or interactions as these would wholly absorb the variation
in the instrument from off-peak to peak hours. The supply bids for each supplier in the
North region are represented by price-quantity pairs where the prices are a uniform set
from INR 2000/MWh to INR, 8000/MWh at INR 500/MWh intervals, so that each seller-
hour contains thirteen observations. Observations are weighted by the probability that each
bid price bidh sets the market-clearing price, approximated by the unconditional density of
market-clearing prices over the period. I replace the product of inframarginal quantity and
inverse residual demand slope with a single summary measure of congestion to measure the
average bidder response to congested conditions. The variable of interest is the coefficient
#1 on a dummy for whether the market would be congested if the North region price were
equal to the price bid.22
The coefficient of interest is not consistently estimable with ordinary least-squares be-
cause congestion is endogenous to the econmetric error. Congestion varies both because
transmission constraints vary and because market conditions change due to cost and de-
2 2Both the weights and the construction of this dummy are theoretically appropriate. The bidder does
not care about congestion at only the realized market-clearing price but at each price being bid. I therefore
construct a dummy for congestion at each bid price using the ex post bid realizations.
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mand shocks. For example, a high cost shock for a supplier in the North region would
cause that supplier to offer less quantity at every price. This would raise the level of im-
ports at every price and make congestion more likely to occur. In this case, the estimate
of 1 would then be biased upwards from conflating cost shocks with congestion. In order
to isolate the bidder response to congestion I use the allocation of transmission corridor
for short-term trade, described in Section 1.2 1.2.3, as an instrument for congestion in the
above regression.2 3
The exclusion restriction is that, conditional on date and controls for hour of day, the
allocation of transmission corridor for short-term trade does not influence supply bid prices
other than through congestion. This allocation is set three months prior to delivery and is a
residual of the total amount of corridor available less a roughly constant allocation to long-
term trade. In particular, the within-day variation in this allocation, shown in Figure 1-4,
Panel B, is driven by differing assumptions in the system operator's model for peak and
off-peak periods. These assumptions, set well in advance, are not endogenous to short-term
cost or demand shocks. A more plausible violation of the exclusion restriction would be if
demand bids in the North region also changed in response to anticipated congestion, so the
supplier response measured was not to congestion alone but to own-region demand. In this
case rejecting that #1 = 0 would still indicate non-competitive behavior but the magnitude
of response would be difficult to interpret.
1.4.2 Estimation of Structural Model
The estimation procedure uses the first-order condition above to recover estimates of the
marginal cost of supply for firms in the day-ahead market with the generalized method
of moments. The marginal cost of each firm is a behavioral cost, in the terminology of
Wolak (2007), which accounts for not only the technological costs of generation but also
the opportunity cost of selling in the day-ahead market. This distinction is especially
important in the Indian market where the alternative to selling in the day-ahead market,
for some bidders, may be to generate power for industrial production.
To approximate the uncertainty faced by firms in the day-ahead market I resample
demand bids and the supply functions offered by other firms. Bids from all other bidders
231 use the total allocation for short-term trade, including both contracts and the day-ahead market. as
the actual constraint in the day-ahead market, as the residual of transmission capacity, is endogenous to
bookings for corridor in the contract market.
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are drawn in complete days at the region-by-bidder-type level, where regions are the six
regions discussed in Section 1.2 1.2.3 and the bidder types are State Generating Companies,
Private Generating Companies, Distribution Companies and Industrial Firms. When there
is a single bidder of a given type in a given region, this procedure maintains its identity,
while when there are many bidders. such as industrial consumers on the demand side, it
replicates the uncertainty of such firms dropping in and out of the market. Other bidder-
days are drawn with weights in proportion to a triweight kernel in distance from the day
for which uncertainty is being simulated with a bandwidth of 14 days.
The estimation moments are the empirical analogue of the first-order condition (1.1):
1 aps ~b 849(bitk 10-i L)
mikh(Yi) = |H (h)IS zbik qit (bitk) + (bitk - Cl(qi(bitk)))
tEH(h) s=1
where s E {1, ... , S} are bootstrap iterations, H(h) is the set of times with hours equal to
h, and a tilde indicates a smoothed function. Every bootstrap draw of bids o-i generates a
residual demand curve that may differ both in its component parts and in the regions over
which it is aggregated, depending on what transmission constraints the bids drawn induce
to bind. The moments reflect uncertainty over the composition of one's own constrained
area as well as others' bids. As bids are represented discretely the derivative of residual
demand, a key determinant of mark-ups, is strictly zero at almost all prices. I smooth the
residual demand function over prices with a normal kernel to approximate this derivative
and the probability that a bid tick sets the market price (Wolak, 2003). The Appendix
describes this procedure. In the base estimation I take the smoothing bandwidth to be INR
500/MWh, which is 11% of the mean unconstrained market-clearing price and 21% of the
standard deviation in this price, and the number of bootstrap simulations to be S = 100.
The parameters of interest are the marginal cost functions for each bidder. I specify
Ci(q) = 7yio + -yjq so that marginal costs are constant at 'yj. Empirical papers on electricity
markets have used a range of specifications for marginal cost suited to the question at
hand.2 4 Given the small range of supply from most participants in the day-ahead market,
relative to other markets or their own generation portfolios, constant marginal costs are
2 4 E.g.. Gans and Wolak (2008) use constant marginal costs to study vertical integration and the models
reviewed in Neuhoff et al. (2005) that incorporate transmission constraints mostly use piecewise constant
marginal costs, whereas Reguant (2011) estimates linear marginal costs with adjustment cost to capture
dynamic firm decisions important to the study of complex bidding.
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likely to be a good approximation. Moreover, the average sell bid described in Table 2.1
has only about two bid ticks and only three strategic sellers average over three steps per
offer. This limits the variation available to estimate any slope of marginal cost for most
bidders.
I estimate the marginal cost parameter y for each strategic seller by averaging the
moments mikh(-yi) over four equal hourly blocks and solving for the GMM estimator that
minimizes the inner product of the empirical moments. Standard errors are bootstrapped
by resampling with replacement one hundred draws from the one hundred replications of
market outcomes and estimating the cost coefficients for each set drawn. I also estimate
a capacity constraint for each seller as the maximum offered quantity in the market for
each seller over the sample period. As the first-order conditions are with respect to price,
the capacity constraints do not violate the first-order approach: all bid ticks are below the
ceiling price, so bidders can always raise the price of their last unit of quantity even if they
cannot offer more.
1.5 Results
1.5.1 Reduced-form Results
Table 1.3 presents results from the instrumental variable specification discussed in column
4 and related specifications in other columns. The first and second columns omit date
effects and the first column additionally omits bidder-specific quantity controls in favor
of a single quantity quadratic for all bidders. These columns therefore use variation in
short-term corridor allocated across months as well as the change from peak to off-peak.
The estimated coefficient on congestion is an increase in price of around INR 1600/MWh,
which is coarsely estimated but significant if bidder-specific quantity controls are included
(column 2). These estimates are as large as the ordinary-least squares estimates for the
same specifications, suggesting the instrument is not purging the endogeneity of congestion.
This will be the case, for example, if there are shocks to demand or cost across months
that are correlated with congestion and bid prices. The first-stage coefficient, shown in
Panel B, is indeed small. Monthly variation in short-term corridor may be correlated with
demand over this period; in particular, a decrease in corridor from November, 2009 onwards
corresponds to a period of demand growth, which may overstate the effect of congestion
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itself on bid prices. I therefore prefer the specifications in columns 3 and 4 that use date
fixed-effects to eliminate monthly variation and use only the variation in corridor allocation
within-day as an instrument.
In these preferred specifications the first-stage shows a significant relationship of the
expected sign. An increase of 100 MW in short-term corridor allocation decreases the
likelihood of congestion by 3.1 percentage points. The coefficients on congestion in the
corresponding specifications are approximately INR 742.3/MWh (column 4, standard er-
ror INR 117.5/MWh) regardless of whether aggregate or bidder-specific quantity controls
are used.2 This represents an increase in bid price of 17% of the average unconstrained
market-clearing price. These coefficients are about the same when looking at public and
private bidders separately, with coefficients of INR 970.5/MWh and INR 604.9/MWh in
specifications corresponding to that in column 4 (not shown). Bidders responded to con-
gestion by raising prices bid. The increase in bid prices does not account for all of the rise
in market-clearing prices, shown in Table 1.2, as would be expected if demand shocks also
contribute to congesting the lines.
This reduced-form approach gives suggestive evidence that bidders raise prices in re-
sponse to congestion but has several limitations. Because the usable variation in short-term
corridor allocation is limited to changes from off-peak to peak within the day, the admissible
hour controls are rather coarse, lest they eliminate the variation used by the instrument.
Taking the specification of column 3, the estimated effect of congestion on bid prices is the
same (INR 864.4/MWh) with quadratic, instead of cubic, hour controls, but falls sharply
with separate peak and off-peak quadratic functions (INR 130.1/MWh) that absorb the
variation within-day used by the instrument. More broadly, the nature of the bid response
induced by this change in capacity within-day may be very different than the response for a
constraint that binds more than marginally, under different demand conditions or at other
times. The next section introduces a model of supplier bidding that uses all the variation
in the data to estimate supplier costs and thus margins. With these estimates I can then
simulate the competitive effects of relaxing transmission constraints for the market as a
whole.
2 5 These are far smaller than the corresponding ordinary-least squares coefficients of 2067.9 and 1681.3 for
columns 3 and 4, respectively.
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1.5.2 Estimated Marginal Costs
The characteristics and estimated marginal costs of strategic sellers are shown Table 1.4.
There are four strategic sellers in the North and nine in the West. They are a heterogeneous
lot, representing all of the four broad bidder types that bid on the exchange: state utilities,
distribution companies. private generating companies and industrial plants. Column 3 of
the table reports the market share of each strategic seller by their share of offered volume.
The largest two sellers. including the largest single seller by a wide margin, at 23 percent
market share, are state utilities in the Western region. 26 Industrial plants have small shares
of overall market volume but offer significant volume of up to 250 MW in some hours.2 7
The largest suppliers in the North region are distribution companies, which the Electricity
Act of 2003 permitted to vertically integrate into generation (Thakur et al., 2005).
The estimate marginal costs of these suppliers are presented in column 6. The range
of cost estimates is broad but reasonable. The estimated costs for individual sellers range
from a low of INR. 680/MWh up to a high of INR 5923/MWh, with both extremes coming
from industrial plants. The opportunity cost of supply in the day-ahead market is likely to
be different from the pure technological cost of generation for industrial plants, which can
alternately use the power themselves. 28 Larger discoms and state utilities have estimated
marginal costs in the INR 2500/1\IWh to INR 4000/MWh range. By seller type, the mean
cost estimates in ascending order are INR 1940/MWh for private generating companies,
INR, 2992/MWh for industrial plants, INR 3087/MWh for distribution companies and INR
3177/MWh for state utilities.
Column (5) shows the mean quantity-weighted tick price of bids offered by each bidder,
i.e. the average price at which a megawatt is offered. Comparing this column to the esti-
mated costs implies that the average quantity-weighted markup of offered sell ticks is INR.
645/MWh or 26 percent of cost. All types of bidders have markups between INR 600/MWh
and INR 700/MWh. Private generating companies have similar absolute markups to other
sellers, at INR. 630/MWh, but lower costs and therefore larger markups in percentage terms.
26 The Herfindahl index for unconstrained offered volume by all sellers is 0.092.
2 7 Capacity of 200 MW or more is high, but not unheard of, for a captive generation facility: India had
a total captive industrial generatin capacity of 19 GW in 2004 including 19 plants with above 100 MW of
capacity (Central Electriity Authority, 2005).
280ne interpretation of the low cost of supply from a single industrial seller is as reflecting power from
a plant or set of plants that overbuilt captive generation capacity but needs to produce at some minimum
stable load.
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The estimated marginal costs are reasonable in terms of the observed bids from which they
were estimated. 29 Note that, in light of these estimates, the estimated increase of bids
of INR. 742/MWh in response to congestion, from Table 1.3, represents an approximate
doubling of price-cost margins.
These estimates are consistent with the available information on generating costs in In-
dia. A limitation of the data is that the bidders are anonymous so the generation technology
used by each seller is unknown and a precise comparison of estimated costs to physical costs
is not possible. I therefore benchmark the cost estimates against public data on prices paid
for energy and power in the state sector (Central Electricity Regulatory Commission, 2011).
The mean energy charges, meant to capture marginal costs, paid to state generating sta-
tions under long-term power purchase agreements in 2010 were INR. 2192/MWh for coal
stations not at the pit-head, INR, 2193/MWh for natural gas units and INR. 4668/MWh
for liquefied natural gas units. These are broadly consistent with but somewhat below the
costs I estimate, which is sensible given that long-term power-purchase agreements are more
likely to rely on low-marginal-cost baseload plants.
A striking conclusion from the estimation of marginal costs is that a very high cost
structure is not necessary to rationalize high market prices. Market prices have a mean of
INR 4352/MWh and a standard deviation of 2426/MWh, and transmission constraints rou-
tinely create regional differences in price of INR 2000/MWh or more. Yet these conditions
do not imply, through the model, costs are unreasonably high overall or in the constrained
North region in particular. Rather, given the shortage of electricity in India. the day-ahead
market represents the right side of the aggregate cost curve in a power sector that is very
often peaking.
1.5.3 Model Fit
Before turning to counterfactual outcomes it is important to understand the fit of the con-
strained Cournot model in the baseline case. Table 1.5 compares actual market outcomes, in
columns 1 and 2, with outcomes for the constrained Cournot model with the same amount
of transmission capacity. The overall fit of the model is good, though it performs better
2 9 0ne industrial plant has estimated costs above the weighted mean offered tick price. Given that this
seller's average offers are only about half of the market-clearing price, it is likely that many of this seller's
offers are too far from marginal to influence the estimated costs, which are estimated to be greater in order
to fit higher offers from the same seller better.
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at matching patterns of congestion and regional price differences than the levels of uncon-
strained market outcomes. For example, the model overpredicts unconstrained quantity and
therefore underpredicts unconstrained price by 15 percent (INR 665.73/MWh on a base of
INR 4352.90/MWh). The model matches the patterns of congestion and price differences
induced by congestion extremely well. The North region is import constrained with respect
to the West region 16 percent of hours in the model, as against 18 percent of hours in reality.
The price difference between these regions conditional on the North price being greater is
INR 1437/MWh in the model and INR. 1685.38/MWh in the actual market clearance. The
North region and West region have similar, though somewhat larger in magnitude, net de-
mands in the model as in the actual clearance, and these net demands are similarly variable.
The fit in the South 1 region is also very good although the model somewhat overpredicts
congestion. Overall the model fits market outcomes very well, especially considering the
parsimony of the specification.
Two primary factors explain the model tendency to overpredict unconstrained quanti-
ties and therefore underpredict prices. First, as a baseline case I have taken the capacity
constraints in every time period to be the maximum quantity offered by a seller over the
entire sample period, as shown in Table 1.4 column (4). Sellers may not have this max-
imum capacity available over the entire sample period, especially if it was contracted out
during some months. To test the importance of this idea I instead let the capacity con-
straint be the maximum capacity offered by a seller in a given month. 30 This increases
the average price predicted by the model by INR 101/MWh to INR. 3788/MWh, improving
the fit. Allowing stricter capacity constraints at higher frequencies would raise predicted
prices further. Second, the counterfactual model does not represent the uncertainty faced
by sellers. When facing a residual demand curve of the nature of Figure 1-3, Panel B, where
price drops off very steeply after the equilibrium quantity, introducing uncertainty would
likely induce sellers to choke back quantities supplied, raising prices. Uncertainty over the
residual demand curve may therefore improve the fit. I do not introduce uncertainty in
the counterfactuals given that the model matches the outcomes of interest with respect
to transmission congestion well already and that model scenarios will be compared to one
another to determine counterfactual changes in welfare.
3 0The mean of the standard deviation of maxinun capacity each month as a share of overall maximum
capacity is 21 percent, a modest but significant change.
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Equilibrium selection is decidedly not responsible for the model's overprediction of quan-
tity. In the baseline simulation I initialize the search for an equilibrium at the point where
all strategic sellers equally supply 75% of the maximum residual demand. This could in
principle lead to selection of local equilibria further out on the demand curve than the ac-
tual equilibria selected by firms, in accord with the discussion of Section 1.3 1.3.3. I test
for the importance of equilibrium selection by instead allocating strategic sellers 25% of the
maximum residual demand to start. This produces an average unconstrained market price
of INR, 3689.49/MWh over the sample period, basically indistinguishable from the price of
INR 3687.16/MWh in the baseline simulation, indicating that a different equilibrium has
been found in at most a handful of hours. The two simulations also match exactly on other
dimensions of congestion and market volume. That the equilibrium found by the model is
basically always unique is due to the typical shape of the demand curve. In many hours,
the demand curve is inelastic at low and high prices and elastic at moderate prices, as in
Figure 1-3, Panel B. 3 1 In principle this can create distinct concave portions of residual de-
mand where equilibria might be found. In practice, though, the potential equilibria higher
up the residual demand curve are at very low or even negative quantities, and sellers can
increase profits in this part of the curve by selling more.
1.5.4 Counterfactual Transmission Expansion
As counterfactual scenarios I consider expansions of the transmission capacity available
to the two most frequently constrained regions, the North and the South. Specifically I
consider expansions of the import capacity of the North and South 1 regions of 400, 800
and 1200 MW, where the expanded capacity is split equally between the paths from East
to the constrained region and West to the constrained region.3 2 Market outcomes with
expanded transmission capacity are shown in Table 1.6. Panel A of the table considers
expansion of the links leading to the North region and Panel B to the South 1 region.
The top portion of each panel shows select market outcomes holding strategic bids fixed at
baseline levels and the bottom level of each panel allows bids to adjust endogenously to the
new level of constraints.
3 1The extreme elasticity at moderate prices comes mainly from industrial consumers that have outside
options of purchasing from unscheduled interchange or from state suppliers at prices in this range.
3 2Given that the East to West link has a high capacity the allocation of the expansion has a small effect
on the results.
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Consider the effect of expanding the North region's import capacity while holding strate-
gic bids fixed. An expansion of only 400 MW reduces congestion sharply, from 16 percent
of hours to 2 percent of hours, and of 800 MW eliminates congestion almost entirely. The
price difference conditional on congestion for the remaining congested hours remains fairly
high. The North region increases its net demand somewhat by purchasing more from other
regions; the West region net demand holds steady. Market surplus, shown in the fourth row
of the top of Panel A, increases by INR 0.02 million per hour, barely perceptible on a base
of INR, 3.26 million per hour. This effect is a composition of an 11% increase in surplus for
buyers, who in the North region get cleared at lower prices, and a 6% decline for sellers,
who also get cleared at lower prices. Note that in the baseline case fully 74% of the market
surplus goes to the sell side of the market during this period. This asymmetry is not only
due to the generally high market prices, but is driven by the fact that buyers have outside
options for the procurement of power. They therefore bid a very elastic demand curve and
set the marginal price and are then often indifferent to buying or not.
The welfare gains with endogenous response of strategic sellers are larger than when
holding bids fixed. When bidders respond endogenously, the West region increases supply to
serve demand in the North region. The share of congested hours decreases with transmission
expansion, but more slowly than with fixed bids, as sellers in the West region recongest the
line by offering greater quantity. For example, at a 400 MW expansion in column 2, the
North price is greater than the West price in 7 percent of hours, as opposed to 2 percent
of hours holding bids fixed. By 800 MW, in column 3, congestion lingers in 2 percent of
hours with endogenous bids but has disappeared with fixed bids. In contrast to the case
with fixed bids welfare improves overall with endogenous bids. Sellers are no worse off after
the transmission expansion, as they increase quantity to compensate the loss of profits due
to lower prices. Buyers are significantly better off. The net result is that surplus rises 5
percent when bids are allowed to adjust.
Table 1.6, Panel B shows the effects of an expansion of capacity leading to South 1.
The South 1 region is frequently import constrained relative to the West region, but as
suggested by Figure 1-1, Panel B, this is in part because it is the only path of transit to
the South 2 region, which is a greater source of demand and itself sometimes constrained
relative to South 1. Expanding South 1 region import capacity holding bids fixed increases
welfare, unlike for the North region. Buyers overall are not much better off, indicating that
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buyers in the South 1 and South 2 region may demand a large quantity but not at much
higher willingness-to-pay than the buyers outside the South that were being cleared in the
baseline case. Strategic sellers in the North and the West regions benefit from being able
to serve the South region demand, which raises prices in their areas.
The effect of endogenous bidding on the benefits of capacity expansion are much greater
for expansion of the import capacity of the South. Overall surplus rises by fully 14 percent
with the response from strategic bidders as opposed to 5 percent with fixed bids for an
expansion of 1200 MW, which almost, but not quite, eliminates congestion to the South 1
region. Sellers, despite lower prices in the South, are better off for being able to serve the
demand in the South region. Buyer welfare increases by 23 percent. The South 1 region
actually shifts from a marginal net seller to a net buyer with the capacity expansion as it
is now able to consume power itself rather than sell it onward to higher-value consumers
in the South 2, as had often been the case when the South 1 and South 2 regions were
constrained from the rest of the grid together.
Accounting for competitive effects, then, shows that a greater expansion of transmission
capacity is required to relieve congestion as strategic sellers compete in newly accessible
regions. The welfare gains from transmission expansion, however, are correspondingly larger
as a greater quantity gets cleared for higher-value buyers. Figure 1-6 summarizes the welfare
gains for counterfactual increases of transmission capacity. Panel A shows expansions of
capacity into the North region and Panel B into the South region. In each panel, the
thin (red) lines represent surplus holding strategic bids fixed at the baseline level while
the thick (black) lines represent surplus allowing strategic bids to adjust endogenously to
the new level of transmission constraints. Within each scenario, the dotted line represents
buyer surplus, the dashed line seller surplus and the solid line total surplus. Each surplus
measure is scaled by subtracting the baseline surplus for each group and dividing by the
total surplus for all groups. With bids fixed at baseline levels, one party, the sellers in the
North or the buyers in the South, are left worse off or no better off after the expansion,
which allows somewhat greater trade but primarily shifts surplus amongst bidders. Sellers
are better off at each level of expansion, by the very fact that they can adjust bids. Buyers
are better off with an expansion sufficient to eliminate congestion but would prefer sellers
not adjust bids for intermediate levels of transmission expansion in the North.
Welfare increases by much more when sellers adjust their bids to the transmission con-
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straints, as shown by the difference between the thin and thick solid lines in the figure. The
ratio of the aggregate welfare gain from both expansions (done independently) with endoge-
nous bids to the gain with fixed bids is 3.55; i.e., the strategic response to the expansions
accounts for 72% of their welfare benefit. In aggregate with endogenous bids, the 1200 MW
expansions to the North and South regions would have increased welfare by INR 1.39 billion
(USD 27.80 million) and INR. 4.08 billion (USD 81.67 million), respectively, with the bulk
of this gain coming from the competitive response of bidders.
1.6 Conclusion
The Indian day-ahead market is a foothold for market signals in a turbulent power sector.
Though this market handles a relatively small share of trade in India, it is important for
being an open platform, shared by a wide variety of market participants, and on which
transmission congestion directly affects energy prices. The volume of trade on the day-
ahead market has also grown rapidly since its inception, for example by 53 percent from
fiscal 2009 to 2010, and it is not hard to imagine this market handling a significantly larger
share of volume in the future. The prospects for such growth depend in large part on the
availability of transmission capacity to allow trade between regions with private investment
in generation such as the West and load centers in the North and South.
I study the effect of transmission constraints on supplier bidding and welfare in the
day-ahead market over the period from November, 2009 through April, 2010. Using con-
fidential data on bids, offers and transmission constraints, I estimate the bidder response
to congestion in reduced-form and formulate a model to measure the counterfactual gain
from expansions of transmission capacity. There are three main findings. First, bidders
in the frequently-congested North region increase prices bid by 17 percent in response to
congested conditions induced by regulatory allocations of transmission. Second, despite
generally high market prices and the price spikes caused by congestion, firm marginal costs
estimated from bidding first-order conditions are comparable to published cost estimates
for the industry. High prices are the result of the structure of the market and transmis-
sion constraints rather than high input costs per se. Third, counterfactual expansions of
transmission sharply increase welfare, with most of the gain to market participants coming
from the endogenous response of strategic suppliers to relaxed constraints. The strategic
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response to transmission expansions accounts for 72% of the gain in surplus.
These findings are based on considering transmission expansion in the day-ahead market
in relative isolation and may understate the welfare gains of such investment. Relaxing
transmission constraints would likely induce additional participants to shift out of the short-
term contract market, which is presently favored in the transmission allocation process,
and into the day-ahead market, increasing liquidity, lowering transaction costs and bringing
trade closer in time to realizations of demand (Mansur and White, 2012). Moreover, there
are likely also welfare gains from improving the allocation of existing transmission capacity
even without physical investment. Participants in the long-term and short-term contract
markets reserve transmission capacity far in advance of delivery at prices that do not reflect
the eventual scarcity of these lines. This is in contrast to other power markets with zonal
pricing where the allocation of transmission capacity is done in a uniform manner close
to the date of delivery based on willingness-to-pay for energy (e.g.. Nordpool). Even the
long-term customers, which receive favored treatment because they are charged to support
the grid, could benefit from a mechanism allowing them to sell capacity back to high-value
short-term users on the power exchanges.
To my knowledge this is the first micro-economic study of an open power market in
a developing country. There is an extensive literature on the exercise of market power in
deregulated electricity markets around the world and the importance of market design in
mitigating market power (Joskow, 2008). Market power is potentially much more important
for welfare in developing markets. Market power in mature markets affects production
efficiency but not allocative efficiency (Borenstein et al., 2002). When a generator withholds
capacity that would be competitive to operate, raising prices, less efficient generators will be
called to make up the gap. Consumers are served in any case, though this behavior may raise
prices in the long-term. In India's deficit market, in contrast, power withheld may increase
demand not met, from any source, leading to load shedding and large welfare losses. The
day-ahead market may be the last chance for a distribution company to procure power rather
than cutting customers off. Compare India's average power deficit of ten percent with the
one-day-in-ten-years standard for any load shedding of the Northeast Power Coordinating
Council (NPCC) in the United States (Central Electricity Authority, 2011). Unreliable,
scarce power supply not only hurts consumers but also reduces the productivity of firms
(Fisher-Vanden et al., 2012). The extent of firm investment in captive generation gives some
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sense of the cost of unreliable power. India has an additional 13% of the total capacity of
utilities, about 25,000 MW, invested in captive capacity with high marginal costs and low
load factors Nag (2010). A shortage of energy due to transmission constraints or other
factors likely has effects on firm investment and output in the long-term.
Electricity markets are especially prone to the exercise of market power, so power trans-
mission infrastructure may be expected to have especially large competitive effects. There
is a range of other public infrastructure that may also have competitive effects by promoting
arbitrage across space and time. Jensen (2007) is an example of the competitive effects of
communication infrastructure. Better transport infrastructure may encourage competition
by lowering trade costs directly and expanding access to markets. Public infrastructure
provided by the government or agricultural cooperatives for the storage or processing of
agricultural goods may have competitive effects dependent on the local market structure
for these commodoties. How infrastructure interacts with market structure to determine
market outcomes is an important area for future research beyond deregulated electricity
markets.
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1.7 Figures
Figure 1-1: Indian Power Grid
A. Power Exchange Bidding Areas B. Schematic of Ever-constrained Regions
'Al
The figure shows geographic and schematic representations of the bidding areas in the Indian day-ahead
power market. Panel A represents the ten subregions in which bids are submitted, formed from five regions
with two subregions apiece. Panel B represents the six functionally distinct regions that are ever separated
by constrained transmission links and the structure of interregional transmission links amongst them.
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Figure 1-2: Unconstrained Market Clearance
January 26th, 2010, hour 17
A. Actual market clearance
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The figure shows the unconstrained market clearance on the Indian Energy Exchange during January 26th,
2010, hour 17. Panel A shows the actual market-clearing price as determined by the intersection of the
downward-sloping demand curve and upward-sloping supply curve, where each curve has been shifted rela-
tive to the vertical axis by the volume of cleared buy and sell block bids, respectively. Panel B shows the
determination of the simulated market-clearing price. The downward-sloping solid line is the residual de-
mand curve consisting of demand and fringe supply bids and the dashed-and-dotted line a kernel-smoothed
representation of this curve. The upward sloping solid line is the aggregate marginal cost curve of the strate-
gic suppliers. The vertical line is the aggregate quantity offered by the strategic suppliers in equilibrium.
The equilibrium is determined by the slope of the smoothed residual demand curve but the clearing price,
which in this case is the same as the actual clearing price, is determined by the intersection of the strategic
quantity with the true residual demand curve.
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Figure 1-3: Constrained Market Clearance
January 26th, 2010, hour 17
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The figure shows the constrained market clearance on the Indian Energy Exchange during January 26th,
2010, hour 17. The unconstrained market clearance shown in Figure 1-2, Panel A implied a flow of 571 MW
to North region when only 171 MW of import capacity was available. The market was therefore split into
one import constrained area consisting of the North region, shown in Panel A, and one export constrained
area consisting of all other regions, shown in Panel B. The imports and exports have been added to the
supply and demand curves in each respective panel.
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Figure 1-4: Transmission Capacity Allocation
A. Monthly, 2009 through 2011 Q1
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The figure shows the allocation of transmission capacity from the East to the North region by the system
operator for different horizons of electricity trade during different time periods. Panel A shows the monthly
average allocation of corridor for long-term contracts and short-term trade during the 17th hour of the day
(16:00-17:00). Panel B shows the hourly average allocation of corridor for long-term contracts and short-
term trade over the sample period. The intermediate bars are the average amount of corridor allocated for
short-term trade actually booked by short-term contracts. The power exchange is allocated the residual
corridor left by the light, top-most bars.
50
Figure 1-5: Regional Price Differences Against Interregional Flows
A. East to North, sample period
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The figure plots the price difference between two regions against the power flow between two regions for the
East to North and East to South corridors respectively. The price difference is the South or North price less
the East price and the flow the net supply from the East region. A positive price difference implies that the
flow is constrained.
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Figure 1-6: Welfare with Relaxed Transmission Constraints
A. North region counterfactual surplus
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The figure shows changes in surplus for counterfactual increases of transmission capacity. Panel A shows
expansions of capacity into the North regino and Panel B into the South region. In each panel, the thin
(red) lines represent surplus holding strategic bids fixed at the baseline level while the thick (black) lines
represent surplus allowing strategic bids to adjust endogenously to the new level of transmission constraints.
Within each scenario, the dotted line represents buyer surplus (buyers are more numerous), the dashed line
seller surplus and the solid line total surplus. Each surplus measure is scaled by subtracting the baseline
surplus for each group and dividing by the total surplus. Each 0.05 share of total surplus represents an
annual change of INR 1.41 billion (USD 28 million).
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1.8 Tables
Table 1.1: Market and Bid Summary Statistics
Mean Std. Dev. Min. Median Max. Obs.
(1) (2) (3) (4) (5) (6)
Unconstrained price 4352.90 2425.92 99.60 3999.61 13900.55 4344
Number of sell bids 24.70 6.04 12.00 25.00 54.00 4344
Number of buy bids 19.25 8.61 4.00 18.00 48.00 4344
Sell bid ticks 1.84 2.09 1.00 1.00 22.00 107304
Sell bid tick prices 3372.82 2263.49 25.50 3000.00 15000.00 107304
Sell bid tick quantities 33.73 67.47 0.25 9.10 1000.00 107304
Summary statistics for bidding on the Indian Energy Exchange from November, 2009 through April,
2010. Tick quantities are incremental quantities for that tick alone.
Table 1.2: Prevalence of Congestion
Northeast East North South 1 South 2 West
(1) (2) (3) (4) (5) (6)
Panel A: Row Price Higher than Column (%)
Northeast 0.2 0.2 0.1 0.5
East 0.4 0.3
North 18.5 18.1 17.8 17.4 18.2
South 1 23.5 23.1 23.0 23.3
South 2 26.7 26.3 26.2 7.1 26.4
West 0.4
Panel B: Row Price less Column Price. Conditional on Being Higher
Northeast 744.6 384.6 279.9 100.9 618.2
East 5349.7 512.9
North 1768.7 1688.3 1703.6 1732.9 1685.4
South 1 1716.4 1655.5 1652.0 1646.9
South 2 1857.1 1808.5 1806.2 1310.0 1804.4
West 5349.7
Summary statistics for congestion on the Indian Energy Exchange from November, 2009
through April, 2010. Panel A shows the percentage of hours during this period when the
region labeling the row had a price greater than the price of the column region. Panel B
shows the row region price less than column region price conditional on the row region price
being greater. The mean unconstrained market-clearing price, a point of reference, is INR
4352.90/MWh over the sample period.
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Table 1.3: North Supply Response to Congestion
Dependent variable: Bid Price
(1) (2) (3) (4)
Panel A. Instrumental Variables Estimates
North region import constrained 1745.5 1605.3*** 747.9*** 742.3***
at bid price (2273.9) (456.5) (106.0) (117.5)
Bid quantity 4.689 9.930***
(6.580) (0.690)
Bid quantity squared -0.0124 -0.0257***
(0.0177) (0.00220)
Date effects No No Yes Yes
Bidder X Quantity Quadratic No Yes No Yes
Panel B. First-stage of Congestion on Corridor Allocation
Short-term corridor allocation -0.00464 -0.0173*** -0.0317*** -0.0314***
(100 MW) (0.00587) (0.00478) (0.00408) (0.00395)
N 239131 239131 239131 239131
All specifications include cubic controls for hour of day and a constant (columns 1 and 3) or set of
bidder-specific constants (columns 2 and 4). All Panel B specifications include the covariates from
Panel A. Standard errors clustered at the date level in parentheses with * p < 0.10, ** p < 0.05, ***
p < 0.01. Sample of all supply bids submitted in the North region during the study period of November,
2009 through April, 2010. Each bid represented by price-quantity pairs where price is uniformly spaced
from INR 2000 to INR 8000 / Mwh at INR 500 / MWh intervals and quantity is the quantity supplied
at that price.
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Table 1.4: Strategic Seller Characteristics and Estimated Marginal Costs
Share of Maximum Weighted Estimated
Volume Volume Mean Marginal Standard
Region Type Offered Offered Tick Price Cost Error
(%) (MW) (INR,/MWh) (INR/MWh) (INR./MWh)
(1) (2) (3) (4) (5) (6) (7)
North State Utility 2.29 700 4667.25 3762.63 (14.38)
North Discom 7.67 1000 3020.56 2357.35 (13.39)
North Discom 6.56 500 3669.74 2796.59 ( 9.81)
North Discom 1.07 475 4377.05 4108.53 (14.04)
West State Utility 22.73 400 3659.81 3084.47 (21.96)
West State Utility 10.90 250 2423.10 1836.23 ( 2.56)
West State Utility 2.52 250 4565.90 4026.16 (15.68)
West Private Genco 8.06 480 1799.12 963.49 (23.57)
West Private Genco 3.83 65 3342.75 2917.50 ( 2.97)
West Industrial Plant 1.46 44 5498.90 3098.82 (57.02)
West Industrial Plant 1.36 36 6619.72 5923.74 (60.68)
West Industrial Plant 1.22 250 1828.40 2264.50 ( 9.92)
West Industrial Plant 1.03 198 745.06 680.45 (35.06)
Statistics for bidding by strategic sellers on the Indian Energy Exchange from November, 2009 through
April. 2010 and estimated marginal costs. Region is the region in which the seller bids, type is the category
of bidder to which the seller belongs, share of total volume offered is the share of offered volume offered
by each seller, weighted mean tick price is the quantity-weighted average price of bid ticks offered by
the seller, estimated marginal costs are the costs recovered via the estimation described in Section 1.3.
Standard errors are bootstrapped by resampling 100 bootstrap iterations with replacement from the set
of moment conditions. Strategic sellers are those sellers in the North and West region with at least one
percent market share as determined by the share of offered volume.
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Table 1.5: Model Fit
Actual Model
Mean Std Dev Mean Std Dev
(1) (2) (3) (4)
Unconstrained
Clearing price (INR/MWh) 4352.90 2425.92 3687.16 1692.78
Clearing quantity (MW) 936.82 328.64 1256.42 525.75
North region
Clearing price (INR/MWh) 4342.68 2426.17 3803.48 1745.70
Price > West price (% of hrs) 0.18 0.39 0.16 0.37
Price - West Price (if not equal) 1685.38 1091.98 1437.39 984.88
Net demand (MW) 258.45 244.49 323.59 269.22
South I region
Clearing rice (INR/MWh) 4419.46 2559.79 4246.17 2257.18
Price > West price (% of hrs) 0.23 0.42 0.33 0.47
Price - West Price (if not equal) 1646.88 1228.94 2049.47 1291.42
Net demand (MW) -81.10 180.84 -78.51 186.34
West region
Price (INR/MWh) 4035.79 2403.17 3664.31 1814.86
Net demand (MW) -346.12 247.01 -445.20 304.21
The table shows the fit of the constrained Cournot model to market outcomes on the Indian Energy
Exchange from November, 2009 through April, 2010.
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Table 1.6: Market Outcomes with Relaxed Transmission Constraints
Expansion relative to baseline 0 MW 400 MW 800 MW 1200 MW
(1) (2) (3) (4)
Panel A. North region capacity expansion
Strategic Bids
North price > West Price (% of hrs)
North price - West Price (INR/MWh)
North net demand (MW)
West net demand (MW)
Market surplus (INR m / hr)
Market buyer surplus (INR m / hr)
Market seller surplus (INR m / hr)
Strategic
North price > West Price (% of hrs)
North price - West Price (INR,/MWh)
North net demand (MW)
West net demand (MW)
Market surplus (INR m / hr)
Market buyer surplus (INR m / hr)
Market seller surplus (INR m / hr)
Fixed at
0.16
1437.39
323.59
-445.20
3.26
1.15
2.12
Baseline
0.02
1060.98
347.90
-443.51
3.28
1.26
2.02
Bids Endogenous
0.16 0.07
1437.39 1244.06
323.59 381.03
-445.20 -491.19
3.26 3.36
1.15 1.21
2.12 2.16
Panel B. South region capacity expansion
Strategic Bids
South 1 price > West Price (% of hrs)
South 1 price - West Price (INR/MWh)
South 1 net demand (MW)
West net demand (MW)
Market surplus (INR m / hr)
Market buyer surplus (INR m / hr)
Market seller surplus (INR m / hr)
Strategic
South 1 price > West Price (% of hrs)
South 1 price - West Price (INR/MWh)
South 1 net demand (MW)
West net demand (MW)
Market surplus (INR m / hr)
Market buyer surplus (INR m / hr)
Market seller surplus (INR m / hr)
Fixed at
0.33
2049.47
-78.51
-445.20
3.26
1.15
2.12
Baseline
0.08
1509.93
-40.65
-448.87
3.33
1.14
2.20
Bids Endogenous
0.33
2049.47 16
-78.51 -
-445.20 -4
3.26
1.15
2.12
Indian Energy
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0.00
1908.08
351.78
-445.24
3.28
1.28
2.00
0.02
1148.09
401.61
-509.65
3.40
1.27
2.13
0.00
2425.83
351.86
-445.26
3.28
1.28
2.00
0.00
1381.43
407.14
-514.69
3.42
1.30
2.13
0.03
1377.20
-22.60
-450.44
3.39
1.15
2.24
0.06
1524.84
10.42
-507.59
3.63
1.35
2.28
0.00
1734.89
-18.59
-451.00
3.43
1.17
2.26
0.01
1133.65
24.40
-512.25
3.73
1.42
2.30
0.10
52.88
24.11
92.39
3.54
1.31
2.23
The table shows the fit of the constrained Cournot model to market outcomes on the
Exchange from November, 2009 through April. 2010.
Table 1.7: Prevalence of Sloping Bid Segments in Sell Bids
Fringe Strategic
Bid segment has slope 4.18 1.54
Percentage of quantity with slope 5.14 15.73
1.9 Appendix
1.9.1 Discretization of Single Bids
The Indian Energy Exchange allows bids to be piecewise-linear functions from pirce to quan-
tity defined by up to 64 price-quantity pairs. Most bidders use only a small fraction of the
available ticks and. moreover, submit bid functions that approximate step correspondences.
For example, a seller will submit a bid that is equal to zero up to INR 2499/MWh, that
discretely steps up over the minimum allowable INR 1/MWh bidding increment to 50 MW
at INR 2500/MWh, and remains constant thereafter.
Table 1.7 summarizes this behavior for sell bids during the study period of November,
2009 through April, 2010. The percentage of bid segments with any slope is 4.18 for fringe
bids and 1.54 for strategic bids. Sloping bid segments do supply a greater quantity than flat
segments, at 5.14 and 15.73 percent, respectively, but the share of total quantity offered is
still low. Because of the limited use of sloping bid segments, single bids are best represented
as discrete step functions. For those bids that do have slope, I approximate sloping segments
with discrete steps spaced equally within the price range of the bid segment, at up to INR
250/MWh intervals, such that the average quantity supplied over the segment is the same
as in the original bid.
The limited use of bid slope observed may be because the losses to discrete bidding are
small and/or the fixed costs of optimal bidding are large (Kastl, 2011: Hortacsu and Puller,
2008). The presence of two power exchanges may make the second factor more important
in India. The Power Exchange India Limited (PXI) restricts bids to be step functions so
bidders may prefer to submit nearly the same bid on both rather than making use of the
allowed linearity on the Indian Energy Exchange (IEX).
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1.9.2 Treatment of Block Bids
Single bids are hourly functions from price to quantity that are submitted and cleared
indepedently for each hour. Block bids specify the maximum willingness-to-pay of a buyer
or minimum willingness-to-accept of a seller on average over a continuous block of hours.
Each block is specified by a price and quantity pb, qb and a set of hours Hb. Blocks allow
bidders to reflect cost complementarities in supplying power in contiguous hours, similarly
to complex bids (Reguant, 2011). Unlike complex bids, which impose a minimum revenue
requirement on the revenues earned by single bids, block bids do not constrain or change
the clearance of single bids, other than through their effect on the market-clearing price.
A bidder offering both single and block bids would consider the effect of single bid tick
prices on block bid clearance and costs. Let P = EICsb ph/|Hb| be the average hourly price
over a block and G(-IHb) be the cumulative distribution function of this price and let 6b
indicate the event that the block is cleared. In terms of equation 1.1, the bidder's first-order
condition for a single bid tick when also bidding with blocks becomes:
t [a O (qut(p) + DDp +
Obitk (OP
OD' (6bC'(qu(p) + qb) + (1 -- b)C'(qit(p)) +
(qb G(pb|Hb) [C(qit(p) + qb) C(qu(p)))] Ptk 0
The first two revenue terms are the same as in the original condition. The second line
is a weighted average of marginal costs over whether a block is included or not, as block
clearance shifts a firm along its cost curve. The third line is the change in revenue for the
block due to the bid tick changing the average price at which the block is cleared and the
non-marginal change in costs from the block being included or not.33
Block bids, considered through this modified first-order condition, are not empirically
important to the single bids of strategic firms. In the above first-order condition, blocks will
matter if block inclusion has a large effect on marginal costs, if the single bid price is likely to
change change the distribution of average prices faced by the block and if the block volume
is large. None of these conditions hold empirically. Given that marginal costs are assumed
constant in the estimation, block inclusion does not shift marginal costs and the second line
33I neglect any feedback of the block clearance onto single bids during other hours of the day.
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of this condition reduces to the product of residual demand slope and constant marginal
cost. The average block bid submitted by a strategic bidder applies to a block of | Hb = 11
hours, which via line three makes it unlikely that a single bid tick from a single hour will
have a noticeable effect on the distribution of block prices. Strategic bidders, moreover,
offer only 9.1% of their total offered volume through blocks, summing block volume over
all the hours to which a block applies, meaning that the effect of block prices on revenue is
then also small as q << qt(p). For these reasons I assume in the estimation that strategic
bidders do not account for the presence of block bids.
Block bids in aggregate are still an important feature of the market environment and so
I replicate the block clearing of the exchange in order to match market outcomes. Auctions
with blocks are combinatorial, with the clearance of each block depending on the clearance
of the others via market prices, so there is not necessarily a unique set of cleared blocks or
cleared market-clearing prices over the day Meeus et al. (2009). The set of blocks cleared
will rather depend on the algorithm for block clearance. The precise algorithm of the
exchange is not publicly available. I use a heuristic algorithm similar to Reguant (2011)
that iteratively drops blocks until a set of hourly market-clearing prices is found:
1. Assume all block bids are cleared.
2. Clear the market for each constrained area in all 24 hours of the day.
3. Calculate the difference between the block price pb and the average hourly price P in
the hours to which a block applies, Ap = (1 - 2 - 1{BuyBlock})(pb p).
" If Ap > 0 for any cleared block, designate block with the largest Ap as not
cleared and return to (1).
" Otherwise exit.
I do not generally attempt to reinclude blocks that have been dropped at an earlier stage
of clearance but may be cleared at the market-clearing prices of later iterations. In step (3)
if any block is on the excess side of the market during an hour with an extremal (floor or
ceiling) price, that block is given preference to be dropped regardless of whether it has the
largest Ap overall. Similarly if at exit the price is extremal in any hour and any blocks on
the anti-excess side of the market were not cleared I reinclude such blocks until they are
exhausted or the price is no longer extremal.
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1.9.3 Market-splitting Algorithm
The algorithm for identifying binding transmission constraints is as follows:
1. Clear the market in the constrained area Ag(plL), beginning with the whole market.
2. Calculate regional net demands at the market-clearing price within the constrained
area.
3. Calculate constraints from regional net demands
" Calculate difference between regional net demand and import margin or export
margin for each region within the constrained area.
" Calculate difference between implied interregional flows and total path con-
straints for each combination of regions within the constrained area.
4. Check constraints
e If any constraint violated:
- Update the definition of Ag(plL) by partioning the grid on binding con-
straints.
- Attribute constrained flows into or out of Ag(plL) to appropriate regions.
- If constraint applies within a previously constrained area relax the outer
constraint.
- Return to (1.) for each constrained area separately.
" Otherwise exit.
Interregional flows are calculated by minimizing the sum of squared flows subject to meeting
the regional net demands (i.e., to Kirchoff's First Law) and respecting binding constraints.
1.9.4 Accuracy of Market Clearing
The replicated block-clearance and market-splitting algorithms are extremely accurate. I
test their accuracy by comparing market prices reported by the IEX to those calculated by
clearing the market with the bidding data.
Table 1.8 reports the results of the market clearance for each quarter from the first
quarter of 2009 through the first quarter of 2011. The first four columns show the results
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Table 1.8: Area-Clearing Price Differences
Unconstrained Clearance Constrained Clearance
Quarter Hours Mean Price Abs Diff Pct Diff Hours Mean Price Abs Diff Pct Diff
(1) (2) (3) (4) (5) (6) (7) (8)
200901 2160 6199.33 6.10 0.10 34 6029.18 3.12 0.36
200902 2184 7771.64 14.91 0.19 776 5314.09 41.78 1.44
200903 2208 5326.42 8.13 0.15 1192 4313.33 73.58 2.40
200904 2208 3494.80 3.53 0.10 491 3576.61 108.45 3.78
201001 2160 4108.02 6.38 0.16 1269 4368.14 69.84 2.11
201002 2184 5300.93 7.36 0.14 420 5981.81 50.74 0.91
201003 2208 3067.02 4.22 0.14 174 3293.08 7.60 0.23
201004 2208 2345.78 2.63 0.11 934 2860.87 56.23 1.96
201101 2160 3564.59 1.84 0.05 1695 4848.80 31.61 0.41
for unconstrained clearance in all hours, regardless of whether the hour was constrained
or not, as the exchange publishes prices for the unconstrained solution in all hours. The
percentage difference betwen exchange prices and calculated prices is never more than 0.19
percent of the market clearing price in any single quarter and is more often around 0.10
percent. Columns (5) - (8) show the differences between the mean regional price reported
and calculated during constraind hours. The errors are somewhat larger, with a maximum
of 3.78 percent of the market clearing price across quarters, but still small on average. The
additional error in the constrained relative to the unconstrained price does not necessarily
imply error in the market-splitting algorithm. Rather, on inspection, most of the hours
when the two prices differ appear to be an interaction of transmission constraints with
small changes in block clearance, which affect clearing prices more in relatively illiquid,
constrained regions than in the market as a whole.
1.9.5 Accuracy of Bootstrap Replications
The estimation depends on accurately replicating the uncertainty faced by sellers over
market-clearing prices and residual demand. This section briefly reports comparisons be-
tween the distribution of actual prices and the distribution of prices under the bootstrap
replications of market outcomes for the single largest seller.
Table 1.9 shows moments of the actual and simulated price distribution for the Uncon-
strained, North and West prices, respectively. The means and standard deviations of the
actual and simulated prices are very similar for each distribution. The simulated prices
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Table 1.9: Accuracy of Prices Simulated by Bootstrap
Unconstrained North West
Actual Simulated Actual Simulated Actual Simulated
Mean 4352.90 4369.35 4342.68 4295.72 4035.79 3964.92
Std 2425.92 2422.03 2426.17 2418.23 2403.17 2413.26
Skewness 0.99 0.97 0.97 0.99 1.30 1.29
Kurtosis 3.90 3.95 3.86 4.04 4.54 4.68
Min 99.60 0.00 99.60 0.00 99.60 0.00
plo 1501.70 1502.00 1501.70 1501.00 1500.86 1500.00
p2 5  2600.47 2601.00 2500.32 2501.00 2499.35 2480.00
p50 3999.61 4000.00 4000.42 4000.00 3400.34 3290.00
p7 5  5501.51 5751.00 5500.30 5502.00 4999.35 5000.00
p9 0  8000.52 7950.00 8001.16 7998.00 8000.31 7801.00
Max 13900.55 14768.00 13900.55 18001.00 13900.55 20000.00
have slightly fatter tails, with floor prices observed
and somewhat higher maximum prices. The boots
in practice, unlike in the actual prices,
trap of bids at the daily level does not
guarantee there will be demand bids in any given hour, hence generating the floor prices.
The other, interior quantiles of the distribution match very closely. The right tails of the
Unconstrained distribution, which reflects demand in the South region and the North re-
gion, and in the North region, are above the right tails in the West region from the median
through the 75th percentile. Comparisons for the uncertainty faced by other sellers and in
individual hours of the day also show similar distributions of actual and simulated clearing
prices.
1.9.6 Smoothing of Residual Demand
Both the estimation and counterfactual simulations model the residual demand as a smooth
curve, rather than a step function. I approximate residual demand and its derivative with
kernel-smoothed functions in the manner of Wolak (2007). Let j index bids from both the
demand and supply sides, where qjk is the incremental increase in supply or decrease in
demand from firm j above price Pjk. Let D9(0o-_t) be the total demand in the area of
region g at a price of zero and Ag be short for Ag(pIL). Then residual demand and its
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derivative are approximated using a normal kernel as:
D'_g(pjo--i,L) =D9(0,o i)- E I gjk'l -P?
jfijcAg k /
0Dg(pjo- _i,L) 1 P_-Pk
it p W qO w _
jAi,jEAS k
The bandwidth w controls the degree of smoothing, with a larger bandwidth smoothing
the curve more. I set w = INR 500/MWh in the estimation. Own-supply is smoothed in a
similar manner. Following Wolak (2007), the derivatives of residual demand and own-supply
then form the weights of the first-order condition as 4 =qpa / ) _ (Oq , by&btk -Obatk Yp
the implicit function theorem.
The counterfactual simulation involves strategic sellers maximizing profits with respect
to quantity. The conditions for profit maximization therefore depend on the first and second
derivatives of inverse residual demand with respect to quantity. I represent inverse residual
demand as a set of whole quantities and incremental prices and smooth over quantities, in a
manner exactly analagous to the above smoothing over prices, in order to approximate the
derivative of inverse residual demand. When smoothing over quantity I use a bandwidth
Wq equal to ten percent of the range of quantities spanned by the residual demand curve.
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Chapter 2
Causes of Industrial Agglomeration
in India
2.1 Introduction
Manufacturing has declined as a share of economic activity in the industrialized world but
ascended in many developing economies, especially in Asia.' The strong agglomeration of
industrial activity has been studied extensively in developed countries (Ellison and Glaeser,
1997; Henderson et al.. 2001; Duranton and Overman, 2005; Ellison et al., 2010; Greenstone
et al., 2010). Agglomeration within new manufacturing centers also appears very strong,
but has been studied less and may be of a different character than in developed countries.
To cite two examples, higher internal transport costs in developing countries may lead to
greater or lesser concentration of economic activity across regions, and the strong hand of
central governments in industrial growth in China and India may have led to greater or lesser
concentration of income across regions. Both of these cases are theoretically ambiguous and
underscore the need for empirical evidence on the extent and causes of agglomeration in
developing countries.
This paper studies the agglomeration of manufacturing in India. After independence in
1947, manufacturing in India was dominated by a system of state control through indus-
trial licensing that dictated the location, type and size of industrial investment and output
'The share of manufacturing value added in GDP for OECD members declined from 39 percent to 24
percent from 1970 to 2009. Over the same period, the share of manufacturing in South Asia rose from 21 to
27 percent and in developing East Asia from 36 to 45 percent (World Bank, 2012).
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(Bhagwati et al., 1970). Licensing was dismantled in the 1980s and early 1990s and so
the current distribution of manufacturing in India is a combination of the historical legacy
of licensing and post-reform investment. These reforms and contemporaneous tariff and
foreign-direct investment liberalizations have fueled rapid but uneven growth in India for
two decades (Aghion et al., 2008). Industrial investment since reform has been highly con-
centrated and appears to have contributed to regional income inequality (Chakravorty, 2003;
Lall and Chakravorty, 2005). Knowing what causes industrial agglomeration is therefore
vital to understanding the unequal effects of Indian growth.
I use the empirical methodology of Ellison et al. (2010) (hereafter EGK). The Marshal-
Ilan forces of trade in goods, labor and ideas drive manufacturing agglomeration within
industries and the coagglomeration of industry pairs. Patterns of coagglomeration, the
tendency of activity in different industries to cluster together, contain rich information on
agglomerative forces because the strength of different agglomerative forces varies across
industry pairs more than across industries. For instance, some industries will exchange
goods but have different occupational demands, and this variation can be used to measure
whether trade in goods or labor is more important for industrial concentration. I measure
coagglomeration using data on registered manufacturing activity from the Annual Survey of
Industries (ASI) and supplement this main data set with measures of agglomerative forces
from trade and occupational data. The degree of trade in goods, labor and ideas is endoge-
nous to industrial location: plants may have similar labor forces because they are nearby,
rather than locating nearby because they require similar labor forces. I address endogeneity
using instrumental variables based on the strength of Marshallian forces between industries
in other countries or in parts of India where the industries are not colocated.
The paper has two primary findings. First, the level and character of agglomeration in
India is comparable to that observed in the United States. The agglomeration of manu-
facturing employment with respect to state land area in India is 0.055, indicating a high
degree of agglomeration equal to that noted by Ellison and Glaeser (1997), and the over-
all distribution of agglomeration across four-digit industries is similar in both countries.
Many industries with apparently little to gain from natural advantage are agglomerated,
suggesting that this concentration is driven by Marshallian forces of goods, labor and ideas.
Second, the degree of labor-sharing between industries is the strongest predictor of their
coagglomeration. The correlation of employment shares between two industries is a very
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strong predictor of their colocation. The other Marshallian forces also contribute to firm
location decisions. Notably, a new measure of the degree to which industries export to
the same countries predicts coagglomeration, suggesting a role for knowledge spillovers in
learning about how to export.
These findings are relevant to the literatures on both agglomeration and the conse-
quences of industrial reform in India. Ellison and Glaeser (1997) introduced a new measure
of agglomeration that benchmarks agglomeration against the counterfactual of random loca-
tion decisions controlling for firm size and the geographic unit at which activity is measured.
Ellison et al. (2010) document the importance of all the Marshallian factors in determining
patterns of coagglomeration between industries. Agglomeration in the developing world
has recently received greater research attention. He and Zhu (2009) showed that the geo-
graphic concentration of employment in China has increased continuously since 1980 and
sharply since 1997, and that liberalized, exporting industries are more concentrated than
industries protected by local governments. Ge (2009) find that agglomeration in China has
increased and is greatest for firms dependent on trade and foreign-direct investmnet. Amiti
and Cameron (2007) uses variation in the wages paid by manufacturing firms in Indone-
sia to estimate the benefits of agglomeration and Lall et al. (2004) estimates production
functions at the plant level for two-digit sectors in India with measurements of agglomera-
tion economies as arguments. Such micro-approaches are hard-pressed to identify the effect
of agglomeration due to the endogeneity of location with respect to agglomerative forces
and numerous omitted factors, such as governance or infrastructure, that may affect both
industrial location and measures of agglomerative force.
Manufacturing concentration is both a response to policy and an important determinant
of both the level and spatial pattern of poverty. Several recent studies have used largely spa-
tial variation to measure the effects of regulation on Indian industry and, often, on poverty
also. Besley and Burgess (2004) find that pro-worker labor regulation, which varies by state
and across years, lowers growth in registered manufacturing and is associated with increases
in urban poverty. Aghion et al. (2008) find that industries in states with pro-employer labor
market regulation grew more quickly after industrial delicensing. Topalova (2010) measures
the exposure of Indian districts to trade liberalization using district employment in indus-
tries exposed to competition by reductions in tariffs. She finds that a district experiencing
the mean level of tariff changes saw an increase in both poverty incidence and depth relative
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to a rural district not experiencing any change. These studies draw connections between
policy, industrial growth and state or local income. They are broadly informative about
how policy shapes the regional patterns of growth and also how agglomeration, in turn,
may affect living standards..
The contribution of this paper is to reliably measure the causes of manufacturing ag-
glomeration in an important developing country. I describe the extent of agglomeration
and measure the effects of the three Marshallian factors on industry coagglomeration. The
observed strength of labor-market pooling as a determinant of industrial location is notable
given that the character of industry in India may have suggested agglomeration due to
natural advantage, infrastructure, or other factors. The measure of export correlation as a
proxy for knowledge-sharing is new and a clearly shows the importance of access to exports
for industrial location.
The remainder of this paper is organized as follows. Section II uses the index of Ellison
and Glaeser (1997) (hereafter EG) to characterize the degree of agglomeration in Indian
manufacturing. Section III examines the correlates of coagglomeration using ordinary least-
squares and Section IV the causal determinants of coagglomeration using instrumental
variables estimates. Section V concludes.
2.2 Extent of Agglomeration and Coagglomeration in India
This section characterizes agglomeration and measures the forces affecting concentration,
as described in Krugman (1998) and originally due to Marshall (1920). The canonical set
of forces influencing firm location includes natural advantage and local linkages via goods,
labor and ideas. I neglect natural advantage in this paper to focus on the inter-industry
linkages. Goods linkages are flows of goods between firms or from firms to consumers, which
affect the optimal location of production in the presence of transport costs (Krugman, 1991).
Labor market linkages are cost reductions due to labor markets operating more efficiently
on a larger scale (Wheeler, 2001). Linkages in ideas are pure technological spillovers that
diminish in space (Desmet and Rossi-Hansberg, 2009).
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2.2.1 Agglomeration
This section shows that manufacturing in India is heavily agglomerated and that the distri-
bution of this agglomeration across industries follows a pattern that is remarkably similar
to that observed in the United States. The EG index of agglomeration, denoted 7Yj for
industry i, is used as the measure of agglomeration. Let a denote areas, k plants, sai the
share of industry i employment (or some other measure of concentration, such as output)
in area a and Xa the share of total employment in area a. The agglomeration index is:
1 
- H
X2
where Gi Ea(sai - Xa) 2 is a raw measure of concentration and Hi k 2E k E (0, 1]
is the Herfindahl index, which captures the degree of concentration in plant employment
shares Zik within an industry. The index corrects the raw concentration index G for the
distributions of overall manufacturing employment and within-industry plant size.
EG derive the index as an unbiased estimator for a parameter that measures the overall
strength of agglomerative forces in a discrete-choice model of location. Three important
features of the index obtain when location choices are generated by the model. First,
the expected value of the index is zero if location choices are random. This scaling is
conceptually important. An equal distribution of firms across space does not arise randomly
but rather is due to dispersive forces such as the use of immobile land inputs. Second, the
expected value of the index is independent of the distribution of firm size. An industry
such as aircraft production may be located in very few large plants, which will necessarily
be located in a few locations. The index corrects for the size distribution of plants so that
economies of scale are not measured as agglomeration. Third, the expected value of the
index does not depend on how the data are geographically aggregated. That is, if firms
decide location choices according to the EG model at the level of a county, the expected
value of the index will be the same whether measured across county areas a or higher levels
of aggregation, such as the state. 2
Agglomeration is calculated using data from the Annual Survey of Industries (ASI)
2 Duranton and Overman (2005) discuss limitations of the Ellison-Glaeser index, in particular that it is
sensitive to boundary definitions and does not have any natural confidence intervals, but the continuous
index Duranton and Overman introduce to remedy these problems is not applicable to the available Indian
manufacturing data.
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for 2004-05, which is collected by the National Sample Survey Organisation on behalf of
the Central Statistical Office, Government of India. This survey is the primary source of
industrial statistics in India and has been used in many previous studies 3. I use data
on employment and output as the concentration variables to measure agglomeration; see
Appendix A for details on variable construction and sample selection criteria. The main
drawback to using the ASI to measure agglomeration is that the survey universe is restricted
to registered manufacturing, a sector of larger, formal firms that comprises about two-
thirds of manufacturing output (Besley and Burgess, 2004). If the spatial distribution of
unregistered manufacturing differs systematically from that of registered manufacturing, for
instance due to variable regulatory stringency, then the results here will not apply to all
manufacturing activity. Therefore all results presented must be interpreted as describing
registered manufacturing only. The ASI is also limited in that it is based on a survey, not
a census, of registered manufacturing. Previous work on agglomeration has typically used
industrial censuses, and measures of agglomeration are potentially biased upwards due to
measurement error when using a sample instead of a census. The main results of the paper
rely on measurements of coagglomeration, which will be biased only if measurement errors
in the shares of different industries are correlated within geographic areas.
Summary statistics of -yj for four different permutations of the EG index are presented
in Table 1. The permutations differ in the area unit for agglomeration, either state or
district, and the variable that defines agglomeration, either employment or output. The
mean levels of concentration are high and, while there is significant variation around the
mean, nearly all industries are somewhat agglomerated. Recall that the location of the index
is normalized so that zero indicates the level of industry agglomeration we would expect to
arise if locations were chosen randomly. EG discuss the scale of the index in detail and offer
that industries with -yj between 0 and 0:02 are not very concentrated, between 0:02 and 0:05
are moderately concentrated and greater than 0:05 as highly concentrated. (A useful mental
benchmark for high concentrations is that of the U.S. auto industry, -yUSAUtos = 0.127.) The
median Indian industry is moderately to highly concentrated, with measures ranging from
0.029 for agglomeration of district-level employment to 0.052 for state-level output. The
mean industry is highly concentrated, with an agglomeration index of around 0.07. When
measured by employment, no industries have -yj < 0, which indicates more dispersion than
3 E.g. Aghion et al. (2008) and Hsieh and Klenow (2009)
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would be expected to arise randomly.
The differences between the four measures of agglomeration contain information about
agglomerative forces and productivity. Note that the degree of agglomeration is higher
when measured at the state level than the district level for both the employment and
the output measures. In the model of industry location on which the index is based, the
invariance of -y, to the unit of measurement follows from the assumptions that natural
advantages are spatially independent and that all spillovers operate exclusively within the
smallest geographic unit, in this case the district. If this is not actually the case, for
example, if there are cross-district spillovers that contribute to agglomeration, then we
expect that measures of agglomeration over broader geographic areas such as the state
will be higher, because they include agglomeration induced by cross-district spillovers. The
pattern of agglomeration being markedly higher at the state level indicates either that some
agglomerative forces operate at a scale above the district or that natural advantages are
important and correlated across districts. The higher state-level agglomeration favors a role
for state governance in fostering industrial activity in India. (Aghion et al., 2008; Besley
and Burgess, 2004) 4
Regarding productivity, note that the distribution of 7j for output has a similar central
tendency but broader spreads than those for employment. The ratio between the standard
deviations of the output- and employment-based yj's is significantly greater than one at
less than the one percent level for both state and district agglomeration. This pattern is
different from what we would expect due to measurement error being larger for output than
employment, which would bias concentrations uniformly upwards. Productivity, measured
by output per employee, varies geographically, and this variance increases concentration in
some industries but decreases it in others.
Table 2 records the fifteen most agglomerated industries measured by '}j at calculated
at the state level with employment. The table lists both the calculated agglomeration and
the two states with the highest values of sai and x, for that industry. The reasons for
agglomeration amongst these industries appear heterogeneous. Natural advantage must
be critical for Coke Oven Products and Extraction of Salt, which rely heavily on natural
inputs available in the states where they are agglomerated. None of the other agglomerated
4 Note that the pattern of stronger agglomeration at the state level concords with Chakravorty (2003)'s
main finding of inter-regional divergence, or disparate levels of investment across states, and intra-regional
convergence, relatively even investment within states.
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industries do not have an immediate natural advantage rationale, which may be surprising
given the relative resource-intensity of the Indian economy. Heavily agglomerated industries,
such as Finishing of Textiles or Carpet and Rugs do not use significant natural inputs but
may be agglomerated due to historical and Marshallian forces. Note the dominance of a
few states, especially Tamil Nadu, in the contribution to raw agglomeration. Because this
measure of contribution to agglomeration is relative to the overall share of manufacturing
activity in that state, these are not necessarily the most important states for a given industry
but those most important relative to that state's share of manufacturing activity.
Many features of agglomeration in India, from the 2004-05 ASI, are similar to those
measured by EG using data from the 1987 Census of Manufactures. The mean level of
agglomeration at the state-by-four-digit industry level in India is 0.077, as compared to 0.044
in the United States. Given that empirically the Ellison-Glaeser index tends to be larger
for higher levels of aggregation, this may be a poor comparison, as the average Indian state
is roughly seven times as populous as the average U.S. state. The mean Indian district-level
agglomeration of 0.054 is not significantly different from the U.S. state-level measure. The
distributions of agglomeration across industries in the two countries is shown in Figure 1.
The support of each is almost exclusively positive, as most industries are concentrated more
than would be expected if their locations were random. Both distributions are also skewed
right, with similar tails of exceptionally concentrated industries. They differ primarily
in that, in India, a smaller mass of lightly agglomerated industries is offset by a larger
mass of heavily agglomerated industries, especially in the range 7Yj E [0.05; 0.15]. Pushing
further, we can directly compare the agglomeration of the same industry across countries.
The most localized industries in both India and the United States include several textile
and apparel items and Carpets and Rugs in particular. The NIC 1998 and the SIC 1987
do not have a one-to-one correspondence. Take the 95 Indian industries that have some
correspondence in the U.S. data and average agglomeration, drawn from Ellison and Glaeser
(1994), over the SIC codes with which they match. A regression of Indian agglomeration
on U.S. agglomeration then yields a coefficient of 0.65 (0.22). Though roughly measured.
this suggests that some structural features of agglomeration may be similar across disparate
settings.
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2.2.2 Coagglomeration
The remainder of this paper focuses on coagglomeration as a tool to measure the importance
of agglomeration economies that may operate both within and across industries. This
section briefly documents the measure of coagglomeration and characterizes the distribution
of coagglomeration across industry pairs.
The EG index of coagglomeration applied to industries i and j is
e a(Sai - Xa)(saj - Xa)
1 a
where a indexes areas and the other variables are the same as in the definition of the
agglomeration measure. The index is a kind of covariance between the employment shares
of two industries, where deviations are taken from the overall area share of manufacturing
activity and scaled by the overall concentration of manufacturing. The units of this index
are comparable to the units for the agglomeration index.
The distribution of coagglomeration is shown in Figure 2 and summary statistics for this
variable are included in Table 3. The mean level of coagglomeration is approximately zero
by construction because industry colocation is measured with respect to overall industry
employment in each area. The distribution of coagglomeration is fairly broad. The standard
deviation of this measure is 0.037, indicating that a randomly chosen industry pair will
exhibit colocation or dispersion of a magnitude that would warrant calling a single industry
moderately agglomerated.
2.3 OLS Estimates of the Causes of Coagglomeration
This section introduces three measures of different agglomerative forces and demonstrates
their significant relationships with industry coagglomeration. The first two measures, of
input-output flows between industries and the similarity of labor employed, relate directly to
the traditional Marshallian factors. The third measure, of the degree of similarity of export
destinations by industry, is different from the patent measures used in the literature but
still meant to capture Marshall's mysteries of the trade (Marshall, 1920). In a developing
country, these mysteries may consist as much in navigating bureaucracy or learning the
demands of foreign buyers as in inventing new products or processes.
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2.3.1 Measures of Marshallian Forces
The input-output flow InputOutputij between industries i and j is constructed from the
product-level input and output data of the ASI, following the assumptions typically used
to produce industry-by-industry input-output tables. Define:
InputOutputing = ujevic,
C
where the summation is across all commodities c used as inputs by j, ujc is the value of
commodity c used by industry j per unit of output and vic is the share of commodity c
produced by industry i. The measure of the input-output flows between industries is then
the average flow InputOutputij = (InputOutputi>g + InputOutputj41)/2. Note that vic is
the overall share of commodity c output produced by i and so may be different from the
share of c consumed by j that is produced by i. This assumption, that all consumers of a
commodity receive input from all producers of that commodity in proportion to their share
of overall production, is common in the production of national accounts data, but will
introduce measurement error into the strength of the trade in goods between industries.
Given that over 3,700 distinct products are observed in the ASI sample, however, these
errors will be small.
Note that input-output flows are constructed using the ASI directly rather than the offi-
cial Indian input-output tables. The official tables include make and use matrices, showing
industry output and consumption by commodity, but they do not include an industry-by-
industry direct requirements matrix (CSO, 2008). In the U.S., the BEA constructs this
matrix by starting from any available data on direct transactions and then filling the rest of
the table using additional data and assumptions about how production at the product level
flows between industries (Horowitz and Planting, 2006). In India, as no transactions data
is used, there is little benefit to using the official table, which is in any case sourced from
the ASI for the manufacturing sector. Moreover, the industry definitions for the published
input-output tables are not the same as those used in the ASI, so some noise would be
introduced and data lost in matching these sources. The main drawback of using the ASI
data alone is that it contains no information on final uses by consumers or exports, so we
assume that the ASI manufacturing universe is a closed economy. This concern is mitigated
by the fact that products which are used heavily by consumers or exported will necessarily
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comprise a small share of manufacturing inputs uje in the measure above.
The measure of similarity of labor requirements is the correlation of the employment
shares of an industry pair across occupation categories. Letting Empio be industry i em-
ployment in occupation o, OccCorrij is the correlation across occupations o of Empio and
Empjo. The data source for the occupational information is therefore the Employment and
Unemployment schedule of the 61st round of the National Sample Survey, conducted from
2004-05.5 Sample selection and the construction of the occupational correlations variable
are discussed in the Appendix.
The final measure of an agglomerative force captures the similarity of export demand
that two industries face for their products. The basis of this measure is the idea that export-
ing may require specialized knowledge that is shared between nearby firms. This knowledge
may concern the exported product, for instance in how to meet quality requirements for
certain goods, or the process of exporting itself, for instance identifying firms abroad as
potential trade partners or navigating export regulations. The apparel industry provides
a good example of how these forces may operate. In 2004, Apparel (not Knitted or Cro-
cheted) was the fifth-greatest Indian export and Apparel (Knitted or Crocheted) was the
ninth (United Nations, 2004). Local knowledge, both of the product and the export process,
has been shown to be important for exporters in this sector. Tewari (1999) documents the
importance of localized learning about quality and production technology in a cluster of
woolen-knitwear producers in a district of Punjab. Banerjee and Munshi (2004) note that
the textile export cluster in Tirupur attracts outsiders because the established local network
makes it easier for new firms to export their goods.
The measure I will use to capture the potential for export-related knowledge spillovers
between firms is the similarity of export destinations for the products of two industries.
Letting ComExped be the share of commodity c that India exports to country d, and
Outputic be the share of commodity c in the output of industry i. Then for each destination
d, define IndExpid -- E Outputic - ComExped as the share of industry i output going to
destination d, were all i's output exported. This measure is meant to capture the strength
of an industry's demand in a particular export destination. The strength of the connection
between the export demands of two industries, ExpCorrig, is the correlation of IndExpid
5 The ASI does not contain detailed occupational categories for employees. The National Sample Survey
is the primary source of data on employment and has been used by many previous studies, including Besley
and Burgess (2004) and Topalova (2007)
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and IndExpd across destination countries. This variable will capture the part of knowledge
spillovers related to the geographic destination of exports but is a limited measure of the
total relevant knowledge that might be shared between industries.
Summary statistics for these explanatory variables are presented in Table 3. The scaling
of the measures accords with intuition. Most industries have no direct input-output rela-
tions, so the 90th percentile across industry pairs is only 0.004, with a standard deviation
across industry pairs of 0.009. The measures of similarity between industry occupational
demands and export destinations have similar variance but different central tendencies. The
mean of industry-pair employment correlations is 0.148, indicating a moderate, positive re-
lation between occupational demands, whereas the mean of the export similarity measure
is 0.670, as the export data used are at a coarser level of commodity aggregation than
production and exports from many different industries tend to go to the same destinations.
Table 4 shows the industry pairs with the greatest levels of each of the different ag-
glomerative forces between them. These measures accord with economic intuition. The
top industry pairs by input-output flows are dominated by industries receiving inputs of
paper from the Pulp, Paper and Paper Board industry. The other pairs in the top ten
are relations of suppliers of prepared raw materials to manufacturers of finished products,
such as the supply of Basic Iron and Steel to the Forging, Pressing and Rolling of Metal
industry. The top industry pairs by occupational correlation show that this measure is
distinct from input-output flows. For example, the meat and confectionery industries have
a negligible input-output flow (0.000) but, both being food processing, a high occupational
correlation. The top industry pairs by correlation of export destinations include several in-
dustries that produce complementary products, such as Office, Accounting and Computing
Machinery and TV and Radio Transmitters and Telephony Equipment. Though the highest
values of ExpCorrij are all approximately one, this measure has as much overall variance
as OccCorrij.
2.3.2 Empirical Results: OLS Estimates
This section presents results from ordinary least-squares regressions of industry-pair co-
agglomeration on the strength of the Marshallian forces between the pair members. All
three forces considered significantly affect coagglomeration, with similar employment across
occupations the most consistently important factor.
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Table 5 shows coefficients and from univariate ordinary least squares regressions of on
the three measures of agglomerative forces. All variables are normalized to have a standard
deviation of one. OLS estimates are shown in the first row of each panel; IV estimates will
be discussed in the next section. Each panel of the table contains univariate specifications
for a different Marshallian force, and each cell within a panel contains the coefficient of a
regression of the measure of coagglomeration described in the table header on that force.
A coefficient of 0.1 indicates that a one- standard deviation increase in the explanatory
variable is associated with one-tenth of a standard deviation increase in coagglomeration.
The Marshallian forces are uniformly significant at the one-percent level in influencing
industry location with the expected signs. Industries with strong input-output flows (Panel
A), similar occupation needs (Panel B) and similar export patterns (Panel C) tend to be
located near to one another. Similarity of occupational requirements appears to be most
important, though the coefficients on all factors are of similar magnitude.
Table 6 shows coefficients from multivariate ordinary least squares regressions of the
on the three measures of agglomerative forces. The specification is
y' = a + !1InputOutputij + !2OccCorrij + f33ExpCorrij + Eij.
The measure of input-output flows is a significant predictor of coagglomeration at or above
the five-percent level in all specifications. The coefficients are smaller than in the univariate
specifications but still usually significant, showing that these measures are correlated across
industry-pairs but distinct. The point estimates for input-output flows are larger when the
coagglomeration measure is based on employment than on output. A very similar pattern
prevails for occupational correlation, though the coefficients for state-level specifications are
larger, so that overall occupational ties appear somewhat more important than input-output
flows. Finally, the similarity of two industries in their export destinations has the expected
sign and is much larger for district-level specifications. This indicates that the correlation
of export destinations is an important correlate of coagglomeration for some industries that
are coaggloinerated when measured at the district-level but not the state-level. Such a
pattern might obtain if exporting industries were distributed across states with the same
distribution as aggregate employment, but within states were highly concentrated, relative
to other manufacturing, in a few important districts. This result is sensible given that
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Indian states are quite large and the variable ExpCorrij is meant to capture spillovers of
ideas, which previous literature suggests may have a short reach. 6 Further discussion of the
magnitude of these effects can be found in the next section.
2.4 IV Estimates of Causes of Coagglomeration
Industrial location may itself influence the input and output of goods and the type of labor
used in an industry, or the destinations to which an industry exports. This section employs
instrumental variables to test for the robustness of the estimates above to the endogene-
ity of agglomerative forces with respect to industry location. Two types of instruments
are considered: spatial instruments, which measure the agglomerative forces between an
industry-pair using the characteristics of those industries in areas of India where they are
not coagglomerated, and foreign instruments, which measure the agglomerative forces using
the agglomerative forces between the same industry pair in the United States or China. The
principles of these instruments are the same-to measure the fundamental link between two
industries when they are not affected by the pattern of industrial location in India.
2.4.1 Spatial Instruments
Spatial instruments for the measures of goods and labor linkages are constructed on the
principle of EGK, measuring the characteristics of each industry in a pair in areas where
the other industry is mostly absent, and using these characteristics to measure the inherent
forces for coagglomeration between industries. For goods linkages, the instrument is the
mean of the two directional measures:
InputOutputIVi-j 
-- Ueivic-j
C
for each industry pair. The difference between the original measure and the instrument is
that here, ujc;-i is the value of commodity c used by industry j per unit of output when i
is absent and vic;-j is the share of commodity c produced by industry i when j is absent.
The definition of absence is defined precisely in Appendix A and can be roughly taken as
6 Duranton and Overman (2005) finds that in the UK, most agglomeration is at distances of less than 50
km, and Arzaghi and Henderson (2008) find rapid spatial decay of the productivity benefits of agglomeration
amongst advertising firms within Manhattan.
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the thirty percent of areas where j employs or produces least. The exclusion restriction
under which this spatial instrument identifies the causal effect of input-output linkages
on coagglomeration is that input-output linkages measured based on the characteristics of
each industry in a pair when the other is absent must not affect coagglomeration through
any channel other than overall input-output linkages for that pair. EGK note that this
restriction would be violated in a model where there were steep economies to scale in
industry-wide adoption of a particular production technology, so that the inputs used by
industry i when industry j was absent would be affected by the overall pattern of colocation
between them. For labor linkages, the instrument is constructed similarly, but with the
occupational distribution for each industry in a pair calculated when the other industry is
absent.
2.4.2 Foreign Instruments
Foreign instruments are constructed for all three Marshallian forces. The text outlines the
data sources and construction of these foreign instruments and the Appendix contains fine
details. The patterns of goods and labor linkages are measured using characteristics of
industry pairs in both China and the United States. Goods linkages use the 2002 input-
output tables of China, produced by the National Bureau of Statistics (National Bureau of
Statistics, 2006), and the United States, produced by the Bureau of Economic Analysis. In
each case we construct a measure of the value of industry i inputs per unit of output pro-
duced by industry j in the units of the home country and then use industry correspondence
tables to report these direct requirements at the level of the Indian industry-pair.
No detailed industry-occupation employment information is available for China. For
the United States, employment patterns are drawn from the National Industry-Occupation
Employment Matrix for 2006. As for India, the measure of similarity of labor demands is
the correlation between industry employment shares across occupational categories. These
correlations are calculated using the U.S. occupational codes and then linked to Indian
industry definitions.
The instrument for export linkages is constructed using data on the destinations of Chi-
nese conmmodity exports to substitute for their Indian counterparts. The economic rationale
for this instrument is that Chinese commodity export patterns will capture the pattern of
world demand for Indian exported goods, regardless of the location of Indian industries.
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Letting ComExpChinacd be the share of commodity c that China exports to country d,
and Outputje be the share of commodity c in the output of Indian industry j. Then for each
destination d, define IndExpIVjd = (c Outputjc -ConExpChinacd as the share of industry
j output going to destination d, were all j's output exported and shipped to destinations
according to their receipt of Chinese exports of c. This instrument is intended to address
the concern that firms may choose their export destinations based on the places to which
nearby firms export, rather than seeking a location in which firms export to destinations
with high demand for their product. It is valid as an instrument if the hypothetical distri-
bution of exports constructed for each industry using Chinese export destinations influences
the tendency to coagglomerate only through its affect on the distribution of exports for their
Indian counterparts. The exclusion restriction would be violated if, for example, Chinese
and Indian firms in different industries were coagglomerated due to natural advantages,
such as access to natural resources or a harbor, and exported to common destinations due
to this colocation rather than shared patterns of demand. Given the fixed costs of exporting
and the relatively high-value nature of the goods exported by linked industries, as shown
in Table 4, endogeneity in the export measure may be less of a concern than in, say, the
occupational and goods measures. By and large the pattern of exports will be dictated by
international demand.
2.4.3 Empirical Results: 2SLS Estimates
Univariate instrumental variables results are shown in Table 5. The first panel shows spec-
ifications for the regressions of coagglomeration on InputOutputij. for which all three in-
struments are available. The coefficients fall, relative to the OLS estimates, when using
the spatial instruments, suggesting that endogeneity in input-output flows was a valid con-
cern, though the coefficients remain significant at the 5 percent level in all specifications.
Using the foreign instruments, however, the coefficients leap up. The input-output coef-
ficient is three times as large when instrumented with Chinese input-output flows, in the
state-employment specification, so that a one standard deviation increase in the trade in
goods between industries is associated with about a one-fifth standard deviation increase
in coagglomeration, or 0.007 in the original units of the coagglomeration index. This is
a fairly large standardized effect and strong evidence that trade in goods contributes to
coagglomneration.
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The pattern of coefficients across specifications shows that measurement error may be
a greater concern than endogeneity for the OLS estimates. The spatial instrumental vari-
ables were constructed with a subset of the data for the original input-output measure. The
dramatic increase using foreign instruments, from totally different data sources, suggests
that the measurement error in the spatial instruments remains highly correlated with the
measurement error in the independent variable. A similar pattern obtains comparing the
spatial and foreign instruments for occupational correlations. The remainder of the paper
therefore focuses on results using foreign instruments. For InputOutputij , where both
foreign instruments are available, we use the input-output flows in China, as the Chinese
economy is more similar to the Indian economy. This similarity is manifested in a stronger
first-stage (F-stat of 1477 vs. 834) for the Chinese instrument, which is more highly corre-
lated (0.47 vs. 0.37) with Indian industry-pair input-output flows that the U.S. instrument.
Weak instruments are not a concern as in the first-stage regressions, which are omitted; the
instruments are all highly significant with the expected sign.
Occupational correlations are a very strong predictor of coagglomeration in all specifica-
tions. In the preferred specification, with instruments constructed from occupational corre-
lations in the United States, a one standard deviation increase in occupational correlations
is associated with a 0.220 standard deviation (standard error 0.035 standard devaiations)
increase in coagglomeration of employment at the state level and 0.411 standard deviation
(standard error (0.038) standard deviations increase in coagglomeration of employment at
the district level. This last effect is equivalent to an increase in the coagglomeration index of
0.015, so that an industry pair with occupational correlations somewhat more than a stan-
dard deviation above the mean would be expected to be moderately agglomerated (0.020)
even if it was not similar on any other dimension. The strength of employment correlations
or labor pooling as an agglomerative force is striking given that manufacturing in develop-
ing countries is assumed to be competitive on account of low levels of skill and wages. The
importance of labor pooling observed is consistent with studies from the developed world.
For example, Rosenthal and Strange (2001) analyzed agglomeration within industries and
finds that labor-market pooling affects industry concentration at all considered levels of
geography.
Table 5, Panel C shows instrumental variables estimates of the importance of export-
destination linkages for coagglomeration. The instrumental variables estimates are about
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twice the size of the ordinary-least squares estimates for most measures of coagglomera-
tion. The estimates of the strength of export linkages as an agglomerative force range
from 0.072 standard deviations (standard error 0.026 standard deviations) to 0.205 stan-
dard deviations (standard error 0.022 standard deviations), significantly smaller than the
effects of goods- and employment-linkages on coagglomeration. These smaller effects are
not surprising given that export destinations are a relatively crude measure of the impor-
tance of knowledge spillovers across industries. The destination of exports is an important
determinant of coagglomeration. This finding gives systematic support to case studies of
particular industries that have shown strong informational advantages from belonging to
business clusters or networks Banerjee and Munshi (2004); Munshi (2011).
Multivariate instrumental variables estimates of the causes of coagglomeration are shown
in Table 7. In this table all three Marshallian forces are instrumented for simultaneously.
The coefficients on input-output linkages rise, relative to the OLS estimates, in three out
of four specifications, but are now insignificant. The coefficient on occupational correlation
remains highly significant in all specifications and nearly as large as in univariate specifi-
cations. The persistent importance of labor-demands in determining colocation patterns is
striking and contrasts with the relatively weak impact on wages that Amiti and Cameron
(2007) find for labor-market pooling in Indonesia. They argue that reduced heterogeneity
in skill demand may make labor-market pooling less important in developing countries.
The contrasting result here can be interpreted as showing that spatial heterogeneity in
skill supply may overwhelm this intuition. Even if the absolute skill demands of Indian
manufacturers are modest, they can still be hard to meet in relation to locally available
human capital. Export linkages are comparable to the OLS estimates and again larger at
the district level.
Comparing the estimates presented here with EGK will be informative but must be
prefaced with the caveat that, while -Y was designed to be comparable across diverse
settings, definitions of industries and areas and differences in data sources may still affect
the results. In particular, U.S. states do not exactly align with the size of Indian states
or districts, and the SIC 3-digit level of detail used in EGK differs from the NIC 4-digit
level of detail in India. (There are, however, comparable numbers of industries covered
in each--122 and 101, respectively). Both papers find broad support for the Marshallian
factors as determinants of agglomeration in their respective settings, with input-output
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flows and labor correlations being especially important. EGK find that input-output flows
are somewhat more important than occupational correlations as a determinant of U.S.
coagglomeration. For Indian manufacturing labor demands are a larger and more robust
force. 7 The similarities between the results of the two papers are more striking than this
difference. All three Marshallian forces appear to influence location in both countries, In
either country, increasing both input-output flows and occupational correlations by one
standard deviation increase coagglonieration by about a fifth to a quarter of a standard
deviation. In absolute terms, this effect is larger in India, where there is greater variance
in coagglomeration.
2.5 Conclusion
This paper has found broad support for the influence of the Marshallian agglomerative forces
on industrial location in India. Industry in India is shown to be spatially agglomerated at
a magnitude similar to that observed in the United States and perhaps slightly larger. All
three forces examined appear to robustly influence industrial locations. Similar occupational
demands, in particular, have a large effect on industrial location. Input-output flows across
industries affect industry location perhaps somewhat more weakly. Similarity between the
destinations to which industries export also encourages them to colocate. This effect is
robust to the inclusion of measures of input-output flows, supporting the interpretation
that it represents spillovers of exporting-related knowledge.
The strength of labor-market pooling as an agglomerative force is notable given the
presumed low-skill bias of manufacturing in a developing country. This results suggests
that human capital is a significant determinant of location not only for the growing service
economy in India but for manufacturing. The importance of labor market pooling agrees
with the broader agglomeration literature on developed economies. For example, Greenstone
et al. (2010) used a corporate real estate journal to locate counties that did, and narrowly
did not, receive new manufacturing plants, and compare the productivity of incumbents
in winning and losing counties. They find that the total factor productivity of incumbent
plants in winning counties is 12% higher than those in losing counties after five years and
that this effect is larger for incumbents that share similar labor or technology pools with
7This remains true in specifications that omit ExpCorro) in order to match EGK more closely.
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the new plant. As a matter of policy, the observed strength of labor market spillovers makes
education especially important to raising the prospects for regional growth.
Future work on industrial location in India may restore greater historical and policy
context to the patterns shown here. This paper examined agglomeration and coagglomer-
ation patterns in a single cross-section. Analysis at the level of the industry pair abstracts
from direct consideration of geography and geographic policy variation. In many developing
countries the state has played a powerful role in determining industrial location. In India,
the Industries (Development and Regulation) Act of 1951 allowed the central government
to allocate production licenses across industries and areas. Bhagwati et al. (1970) noted
that licenses were subject to political concerns and that the government's stated prefer-
ences were to balance industrialization by favoring less-developed areas. It is striking that
the levels of agglomeration measured are so high and the Marshallian forces come through
so cleanly given that 46 percent of the firms in the sample were founded before 1991, the
height of licensing reforms. Is this because industrial growth after the reforms has undone
any influence of prior regional policies, or because these policies in fact seeded the indus-
trial agglomeration measured here? Chakravorty (2003) starts this discussion by describing
the shifting patterns of industrial investment after the reforms. We know little about how
histroical government preference interact with Marshallian forces, which could augment or
unravel regionally-oriented development policy.
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2.6 Figures
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Figure 2-1: Agglomeration at the State X Four-Digit Industry (SIC or NIC) Level
A. India, 2004
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Histograms of the Ellison and Glaeser (1997) agglomeration index for four-digit industries. Panel A shows
the distribution of agglomeration across industries in India using data from the Annual Survey of Industries
(ASI) in 2004-05. Panel B shows the distribution of agglomeration across industries in the United States in
1987 as calculated by Ellison and Glaeser.
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Figure 2-2: Coagglomeration at the State X Four-Digit Industry-Pair Level
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Histogram of the distribution of coagglomeration across all pairs of four-digit industries in the Indian Annual
Survey of Industries, 2004-05.
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2.7 Tables
Table 2.1: Summary Statistics of Agglomeration -yi for Four-digit Industries
Area Agglom. of Mean Std. Dev. Min. Median Max.
(1) (2) (3) (4) (5)
State Employment 0.077 0.083 0.001 0.048 0.484
State Output 0.077 0.112 -0.235 0.052 0.646
District Employment 0.054 0.062 Q.005 0.029 0.395
District Output 0.070 0.104 -0.048 0.035 0.665
Summary statistics for the agglomeration of Indian industry at the four-digit level using different geo-
graphic and activity measures. Data source is the 2004-05 Annual Survey of Industries and agglomera-
tion is measured by the EG index. Geography is measured by either the state or district and industry
activity by either employment or output.
Table 2.2: Most Agglomerated Industries
State adding Adding second
Rank -yi Four-digit Industry most to agg. most to agg.
(1) (2) (3) (4)
1 0.484 Coke oven products Jharkhand West Bengal
2 0.364 Knitted and crocheted fabrics and articles Tamil Nadu Punjab
3 0.347 Tanning and dressing of leather Tamil Nadu Uttar Pradesh
4 0.331 Finishing of textiles (khadi/handloom) Uttar Pradesh Andhra Pradesh
5 0.312 Other chemical products Tamil Nadu Goa
6 0.195 Other food products Kerala Assam
7 0.193 Carpet and rugs Kerala Haryana
8 0.190 Extraction of salt Gujarat Maharashtra
9 0.188 Wearing apparel, except fur Karnataka Tamil Nadu
10 0.166 Finishing of textiles Gujarat Rajasthan
11 0.166 TV and radio receivers; audio and video Uttar Pradesh Maharashtra
equip.
12 0.159 Starches and starch products Tamil Nadu Madhya Pradesh
13 0.152 Plastics in primary forms Gujarat Maharashtra
14 0.138 Footwear Tamil Nadu Uttar Pradesh
15 0.132 Made-up textile articles, except apparel Tamil Nadu Uttar Pradesh
Most agglomerated industries at the four-digit level measuring agglomeration as the concentration of
state employment. Data source is the 2004-05 Annual Survey of Industries and agglomeration is mea-
sured by the EG index.
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Table 2.3: leasures of Agglomerative Forces
Variable Mean Std. Dev. Median p90
(1) (2) (3) (4)
C 0.002 0.037 0.001 0.037
InputOutputij 0.002 0.009 0.000 0.004
OccCorrj 0.148 0.213 0.067 0.470
ExpCorrij 0.670 0.210 0.702 0.922
Measures of agglomerative forces at the industry-pair level using the
2004-05 Annual Survey of Industries. Coagglomeration -y' is measured
by the EGK index. InputOutputij is the average of the share of the
inputs of industry i produced by j and the share of the inputs of j
produced by i. OccCorrij is the correlation across occupations of the
share of industry i and j's employment in each occupation. ExpCorrij is
the ccrrelation across export destination countries of the share of industry
i and j's exports bound for each country.
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Table 2.4: Industries with Strongest Agglomerative Forces
Rank Value Industry j Industry k
(1) (2) (3)
Panel A: Highest Values
1 0.166 Pulp., paper and paper board
0.155
0.142
0.129
Pulp,
Basic
Pulp,
paper and paper board
iron and steel
paper and paper board
0.126 Basic iron and steel
0.121 Basic iron and steel
0.119
0.106
0.106
0.105
Pulp., paper and paper board
Basic precious and non-ferrous metals
Saw milling and planing of wood
Pulp., paper and paper board
InputOutputij
Publishing of newspapers, journals
and periodicals
Other publishing
Forging, pressing and rolling of metal
Corrugated paper and paperboard
products
Structural metal products
Tanks, reservoirs and containers of
metal
Service activities related to printing
Insulated wire and cable
Wooden containers
Other articles of paper and paper-
board
Panel B: Highest Values of OccCorrij
1 0.999 Preparation and spinning of textile Carpet and rugs
fiber
2 0.998 Glass and glass products Non-structural
0.995
0.988
0.988
0.987
0.985
0.979
0.976
0.975
Other textiles
Carpet and rugs
Processing of fruit and vegetables
Preparation and spinning of textile
fiber
Processing of meat
Grain mill products
Printing
Finishing of textiles
non-refractory ce-
ramic ware
Wearing apparel, except fur
Cordage, rope, twine and netting
Grain mill products
Cordage, rope, twine and netting
Cocoa and sugar confectionery
Distilling and blending of spirits
Service activities related to printing
Cordage, rope, twine and netting
Continued on next page
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2
3
4
5
6
7
8
9
10
3
4
5
6
7
8
9
10
Rank Value Industry j Industry k
(1) (2) (3)
Continued from previous page
Panel C: Highest Values of ExpCorrij
1 1.000 Office, accounting and computing Electric motors, generators and trans-
machinery formers
2 1.000 Saw milling and planing of wood Builders' carpentry and joinery
3 1.000 Accumulators, primary cells and bat- TV and radio transmitters; telephony
teries equip.
4 1.000 Office, accounting and computing TV and radio transmitters; telephony
machinery equip.
5 1.000 Publishing of books and other publi- Publishing of newspapers, journals
cations and periodicals
6 1.000 Accumulators, primary cells and bat- TV and radio receivers; sound or
teries video equip.
7 1.000 Domestic appliances Electric motors, generators and trans-
formers
8 1.000 Engines and turbines, except vehicle Machinery for textile, apparel and
leather production
9 1.000 Pumps, compressors, taps and valves Other general purpose machinery
10 1.000 TV and radio transmitters; telephony TV and radio receivers; sound or
equip. video equip.
Industry pairs with greatest measures of agglomerative forces using the 2004-05 Annual Survey of
Industries. Coagglomeration -y' is measured by the EGK index. InputOutputij is the average of
the share of the inputs of industry i produced by j and the share of the inputs of j produced by i.
OccCorrij is the correlation across occupations of the share of industry i and j's employment in each
occupation. ExpCorrij is the ccrrelation across export destination countries of the share of industry i
and j's exports bound for each country.
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Table 2.5: Univariate OLS and 2SLS Estimates for Industry-Pair Coagglomeration
Dependent variable is coagglomeration measured by:
Area: State State District District
Concentration: Employment Output Employment Output
(1) (2) (3) (4)
Panel A: Univariate Specifications on InputOutputij
OLS 0.062** 0.047** 0.081** 0.048**
(0.018) (0.015) (0.025) (0.015)
Spatial IV 0.029* 0.032* 0.057** 0.029*
(0.012) (0.014) (0.021) (0.014)
U.S. IV 0.107* 0.072* 0.264** 0.228**
(0.047) (0.035) (0.050) (0.048)
China IV 0.181** 0.182** 0.299** 0.282**
(0.047) (0.045) (0.059) (0.051)
Panel B: Univariate Specifications on OccCorrij
OLS 0.091** 0.066** 0.153** 0.102**
(0.014) (0.014) (0.015) (0.015)
Spatial IV 0.079** 0.080** 0.135** 0.087**
(0.02) (0.019) (0.019) (0.017)
U.S. IV 0.220** 0.192** 0.411** 0.261**
(0.035) (0.037) (0.038) (0.041)
Panel C: Univariate Specifications on ExpCorrij
OLS 0.044** 0.046** 0.093** 0.180**
(0.017) (0.016) (0.014) (0.015)
China IV 0.098** 0.072** 0.147** 0.205**
(0.025) (0.026) (0.023) (0.022)
Sample includes all pairwise combinations of 101 NIC 98 4-digit manufacturing industries ex-
cluding own-industry pairs for a total of 5050 observations. The dependent variable, industry-
pair coagglomeration -y', varies across specifications with respect to the geographic areas
across which coagglomeration is measured and the measure of industry location with respect
to which coagglomeration is measured. Independent variables described in notes to Table 3.
Instrumental variables based on the corresponding agglomerative force between the same pair
of industries in parts of India where industries are not agglomerated ("spatial IV"), in the
United States and in China. Robust standard errors are shown in parentheses. * Represents
significance at the five percent level and ** the one percent level.
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Table 2.6: Multivariate OLS Estimates for Industry-Pair Coagglomeration
Dependent variable is coagglomeration measured by:
Area: State State District District
Concentration: Employment Output Employment Output
(1) (2) (3) (4)
InputOutputij 0.0479* 0.0336* 0.0530* 0.0217
(0.0187) (0.0146) (0.0252) (0.0154)
OccCorrij 0.0755** 0.0533** 0.1301** 0.0690**
(0.0142) (0.0138) (0.0145) (0.0144)
ExpCorrij 0.0335* 0.0346* 0.0696** 0.1666**
(0.0170) (0.0161) (0.0148) (0.0146)
Observations 5050 5050 5050 5050
Sample includes all pairwise combinations of 101 NIC 98 4-digit manufacturing industries ex-
cluding own-industry pairs for a total of 5050 observations. The dependent variable, industry-
pair coagglomeration f', varies across specifications with respect to the geographic areas
across which coagglomeration is measured and the measure of industry location with respect
to which coagglomeration is measured. Independent variables described in notes to Table
3. Robust standard errors are shown in parentheses. * Represents significance at the five
percent level and ** the one percent level.
Table 2.7: Multivariate IV Estimates for Industry-Pair Coagglomeration
Dependent variable is coagglomeration measured by:
Area: State State District District
Concentration: Employment Output Employment Output
(1) (2) (3) (4)
InputOutputij 0.0686 0.0604 0.0288 0.1174
(0.0673) (0.0664) (0.0814) (0.0618)
OccCorrij 0.1666** 0.1518* 0.3693** 0.1243*
(0.0572) (0.0599) (0.0590) (0.0586)
ExpCorrij 0.0391 0.0217 0.0541* 0.1545**
(0.0283) (0.0305) (0.0262) (0.0245)
Observations 5050 5050 5050 5050
See notes to Table 5. OccCorrij instrumented with Input-Output Flows within the same
industry pair in China. ExpCorrij instrumented with occupational correlations within the
same industry pair in the United States.
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2.8 Appendix
2.8.1 Input-Output Data
Annual Survey of Industries (India)
The employment measure is the sum of the average number of directly employed workers
and the average number of other emplyees, including managerial staff. The output measure
is total output, defined by the ASI as the sum over products of the ex-factory value of
product output, plus income from services, variation in the stock of semi-finished goods,
value of electricity sold and sales of goods sold in the same condition as purchased.
The sample used throughout this paper consists of 101 NIC 98 4-digit industries and
the 5,050 unique industry pairs they form, excluding own-matches. I drop industries with
fewer than 10 raw firm observations, with which it would not have been possible to reliably
estimate the spatial distribution of employment or output or the industry Herfindahl index.
For the spatial instruments, absence is defined as follows. Let Aai = sci - xa. the
deviation of the industry-area employment (or output) share from overall area employment
share, and Prodaj be a dummy for industry j producing positive output in area a. Then for
each industry pair, industry i is classified absent, relative to j, when Aai < max{Qa (0 :
30);QAaLIProd,,(0 : 30)}, where Qyix(T) is the T-quantile of Y given X. The definition
of absence appears complicated only because it is designed to guarantee existence of the
input-output flow measure for all industry pairs. Therefore I define absence by industry
pair and take the larger of the 0.30 quantile of Aai unconditionally and conditional on j
producing positive output, so that it will be certain that j has some output to measure
when i is absent. For most industry pairs this correction is not important but for some
pairs there was insufficient data to measure industry j characteristics when industry i
was absent, particularly working at the district level. Robustness checks indicate that the
choice of threshold at 0.30 is not critical. For labor linkages, the quantiles of Aai are taken
conditional on j having positive employment.
Bureau of Economic Analysis
The U.S. Bureau of Economic Analysis 2002 Benchmark Input-Output data are used to
construct input-output flows for U.S. industries. Specifically, the supplementary make and
use tables at the detailed level are used to construct an industry-by-industry direct require-
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ments table under the same assumptions used with the Indian data, that each industry user
of a commodity receives that commodity from input-producing industries in proportion
to their share of total production of that commodity. Industry definitions are merged to
NAICS 2002 using the BEA documentation and to ISIC 3.1 using a correspondence from
the United Nations Statistics Division.
National Bureau of Statistics
The Chinese National Bureau of Statistics are used to construct input-output flows for
Chinese industries. The detailed direct requirements table has 122 sectors, 71 of which
are in manufacturing. Wang Zhi, at the U.S. International Trade Commission, kindly
supplied this direct requirements table and a correspondence from Chinese input-output
table industry definitions to ISIC 3.
2.8.2 Occupational Data
National Sample Survey (India)
The NSS contains both industry information and occupational information for a stratified
random sample of households representative of all India. I use the individual-level data
aggregated by household weights. Industry is the National Industrial Classification (NIC)
98 code of the usual principal activity of a household member and occupation the National
Classification of Occupations (NCO) 98 code of that activity, for those who reported their
status as some type of work. These codes are reported at the five- and three-digit levels,
respectively, but used at the four- and two-digit levels. Respondents reporting all forms of
work (e.g. casual, salaried) and enterprise types (e.g. proprietorship, partnership, company)
were included in the sample because, within a reported industry code, it does not seem
possible from the other survey information to reliably distinguish whether an individual
worked for a registered firm that would belong to the ASI universe.
Bureau of Labor Statistics
The U.S. Bureau of Labor Statistics produced the 2006 National Industry-Occupation Em-
ployment matrix used for the U.S. occupational correlation instrument.
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2.8.3 Export Data
Comtrade (All export figures)
Data on commodity-level exports for India and China was extracted from the UN Comtrade
database. (United Nations, 2004) The extracted data includes commodity codes, trade val-
ues and destinations. Commodity data from the ASI, recorded in five-digit Annual Survey
of Industries Commodity Codes (ASICC), is matched to two-digit Harmonized System (HS)
commodity codes from the Comtrade database in order to determine the potential export
destinations of each industry's products.
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Chapter 3
Truth-telling by Third-party
Auditors and the Response of
Polluting Firms: Experimental
Evidence from India
with Esther Duflo, Michael Greenstone and Rohini Pande
3.1 Introduction
In a wide range of settings, third-party auditing is used to monitor the compliance of
firms with regulations. Third-party audits are the norm in financial regulation, as public
companies typically have to file independently audited annual financial statements and, in
many countries, credit ratings agencies serve an important regulatory role (White, 2010).
Independent audits play a large role in several consumer and commodity markets, including
those for food safety and healthcare, flowers, timber and many durable goods (Hatanaka
We thank Sanjiv Tyagi, R. G. Shah, and Hardik Shah for advice and support over the course of this
project. We thank Pankaj Verma, Eric Dodge, Vipin Awatrarmani, Logan Clark, Yuanjian Li and Nick
Hagerty for excellent research assistance. We thank the Sustainability Science Program (SSP), the Harvard
Environmental Economics Program, the Center for Energy and Environmental Policy Research (CEEPR),
the International Initiative for Impact Evaluation (3ie), the International Growth Centre (IGC) and the
National Science Foundation (NSF Award #1066006) for financial support. All views and errors are solely
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et al., 2005; Raynolds et al., 2007: Dranove and Jin, 2010). Third-party auditors also verify
firm compliance with domestic and international environmental regulations.1
The structure of third-party audit markets may create a conflict of interest for auditors
between providing credible reports and maintaining business with their clients, corrupting
information provision and undermining regulatory goals. Events brought to light by the
recent financial crisis, suggest that this is a real possibility. Observational evidence at-
tributes the poor quality of credit ratings during the subprime boom to financial incentives
faced by rating agencies (Griffin and Tang, 2011; Strobl and Xia, 2011).2 Yet, despite calls
for reforming the third-party audit system to increase the independence of financial audi-
tors, regulatory reforms to date have not addressed the core problem that firms, when they
directly hire their auditor, can shop for a favorable report.3
In this paper, we provide causal evidence on how the conflict of interest can undermine
information provision by third-party auditors and enforcement of regulations against the
firms they audit. We also show how a simple package of reforms to promote auditor in-
dependence can restore accuracy and improve regulatory compliance. Our evidence comes
from a two-year field experiment conducted in collaboration with the environmental regu-
latory body in Gujarat, India. Since 1996, Gujarat has had a third-party audit system for
plants with a high pollution potential. Every year auditors submit plant pollution readings
to the regulator (Gujarat High Court, 1996).4 The basic financial arrangement underlying
'Third party auditing is also used to enforce international environmental standards, including ISO 14001
certification and verification of carbon abatement in the carbon offset market (Potoski and Prakash, 2005;
Bhattacharyya, 2011).
280% of collateralized debt obligations originally rated AAA by Standard & Poor's in 2005-2007 were
downgraded to below investment grade by mid-2009 (International Monetary Fund, 2009). Griffin and Tang
(2011) use data for a single credit agency and find that the agency's internal surveillance team's judgements
on CDO ratings were more accurate than the business-oriented ratings team's and that the difference between
these measures predicts future downgrades. Strobl and Xia (2011) compared ratings for the same companies
provided by two credit rating agencies, where one agency uses a issuer-pay model and the other an investor-
pay model. The difference in ratings across agencies is more pronounced when the the issuer-pay rating
agency plausibly has more business at stake. For broad overviews of the corporate audit and credit ratings
markets see Ronen (2010) and White (2010), respectively.
3 In 2002, the Sarbanes-Oxley Act overhauled the regulatory structure for corporate audits, and made
auditors of public companies subject to oversight by a private-sector, nonprofit corporation. This corporation
determines who can perform audits, conducts investigations and sets fines. Three former SEC Chairmen
testified in favor mandatory auditor rotation, which was not adopted. In 2003 the Securities and Exchange
Commission adopted rules on auditor independence that focused on restrictions on and disclosure of non-
audit activities. In 2008 New York State Attorney General Cuomo reached an agreement with credit rating
agencies which required upfront payment for their ratings. The Dodd-Frank financial reform bill and the
Sarbanes-Oxley Act restrict the services that auditors or credit rating agencies can offer firms that they
audit.
4 In addition to pollution readings, the report also describes the production process and physical state of
the plant, including measures taken for pollution control.
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these audits is the typical practice the world over-plants hire and pay auditors directly.
Our experiment covered all 473 audit-eligible plants in two populous and heavily pol-
luted industrial regions of Gujarat. In each region, half the plants were randomized into
treatment. A treatment plant was randomly assigned an auditor who was paid centrally,
and was, therefore, financially independent of the plant audited. For each auditor we inde-
pendently verified a random sample of pollution readings (henceforth we call these super-
audits backchecks). While the probability of being back-checked was public knowledge,
actual backcheck visits by an independent technical agency were unannounced. During
the backcheck, the agency collected pollution readings for the same pollutants at the same
sampling locations as were reported in audits. In the first year, backcheck data was used to
measure auditor accuracy but no consequence of poor performance was explicitly specified.
At the start of the second year, treatment auditors were informed that their pay would
be linked to their reporting accuracy, as measured by the backchecks. For data analysis
purposes we collected similar "backcheck" data for a random sample of control plants dur-
ing the final reporting season. Finally, at the end of the second year we conducted an
independent endline survey of pollution outcomes in all treatment and control plants.
We have three main findings. First, auditors chosen by control plants systematically
underreport pollution readings, relative to the truth as measured by backchecks. The av-
erage difference between audit and backcheck pollution readings across reported pollutants
is -0.30 standard deviations in the control group, indicating a significant negative bias. In
particular, auditors for control plants incorrectly report many pollution readings as com-
pliant. In the control group, an audit report is 29 percentage points more likely to show a
plant as compliant than a corresponding backcheck of the same pollutant.
Second, the treatment essentially eliminates this bias. Treatment auditors submit much
higher reports. Auditors working in the treatment group improve the accuracy of their
reports to the extent that, by the end of the experiment, the mean audit report is statisti-
cally no lower than the mean corresponding backcheck. This large improvement in auditor
reporting is evident in specifications with auditor fixed effects that compare the behavior
of the same auditors working in the treatment and control plants. Auditors working in
treatment plants reduce the share of plants falsely reported as compliant by 23 percentage
points against the base of 29.
Third, plants respond to greater audit scrutiny under the treatment by reducing pollu-
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tion, as measured by the endline survey. The decline in actual pollutant concentrations due
to the treatment is roughly the same size as the change in auditor reporting of pollutant
concentrations, which is to say rather large. Pollution declines most for the water pollutants
subject to greatest regulatory scrutiny.
These results support a key insight offered by the literature on market behavior of in-
formation intermediaries, that competition can lead to inaccurate information provision
(Dranove and Jin, 2010; Bolton et al., 2011). 5 More broadly, our findings suggest an
economic environment in which plants shop for auditors willing to report compliance, and
auditors balance payments by these plants and the continuation value of leniency in report-
ing against the risk of being disbarred by the regulator. By directly assigning auditors to
plants and paying them from a central pool our treatment ended the ability of plants to
shop for auditors willing to provide false reports. This, in turn, reduced the value for audi-
tors of leniency in reporting for repeat business. The introduction of back-checks increased
the probability of false reports being detected. Both changes increased auditors' incentives
to report truthfully. We use non-experimental variation in financial incentives, from the
introduction of performance pay in the second year, to show that this component of the
treatment package independently contributed to increased truth-telling. The treatment in-
creased the cost for plants of filing a falsely low report which improves the relative cost of
complying with regulation by abating pollution.
Further evidence on the importance of incentives is provided by evidence that auditor
and plant behavior is sensitive to anticipated penalities. Specifically, we use administrative
records of actions taken by GPCB to measure pollutant-specific anticipated penalties. Au-
ditors falsely report the most for pollutants which are most likely to trigger a sanction for
exceeding the regulatory standard. While truth-telling is higher for treatment plants, we
continue to observe more false compliance for pollutants with higher anticipated penalties of
non-compliance. Moreover, plant reductions in pollution occur only in the right tail of the
water pollutant distribution, where the regulator is most likely to impose costly sanctions.
Our findings contribute to several literatures. Corruption in developing countries and
the growth and welfare costs of corrupt behavior have been widely documented (Olken and
Pande, 2012). A growing body of evidence has shown that, even in settings with weak en-
5 fBolton et al. (2011), for instance, show that competition among Credit Rating Agencies can lead to
rating shopping and that rating inflation is particularly likely when part of the payment occurs after rating
is completed, as in our setting.
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forcement institutions, reforms that strengthen financial incentives and increase monitoring
can improve compliance with regulations (Olken, 2007; Duflo et al., 2012). Enforcement
of environmental regulations is an important area for social welfare as a growing literature
documents high levels of pollution in emerging economies and large costs of this pollution,
including lower labor productivity, higher infant mortality and lower life expectancy (Hanna
and Oliva, 2011; Hanna and Greenstone, 2011; Chen et al., 2010). Of course, our findings
are valid in the specific context of the reform evaluated and may not apply to environmental
regulation in other countries or to other sectors, such as finance. That caution notwith-
standing, this paper presents remarkably clear evidence on one appropriate structure of
third-party auditing as a regulatory tool. Altering economic incentives caused auditors to
switch from biased reporting to truth-telling in a very short span of time, and this change
led to an improvement in real outcomes, here pollution. To our knowledge, there is no
comparable evidence in the prior literature for any sector.
The remainder of the paper is organized as follows. In Section 3.2, we describe the
background and experimental design. In Section 3.3 we model the behavior of polluting
plants and environmental auditors and lay out expected responses to the experiment in
terms of model parameters. In Section 3.4 we discuss our data collection and in Section 3.5
present the results. We conclude and discuss some implications for policy in Section 3.6.
3.2 Background and Experimental Design
3.2.1 Study Context
Our study occurred in Gujarat, one of India's fastest growing industrial states, having at-
tracted the largest share of investment after licensing reform of any state in India (Chakra-
vorty, 2003). Since 1991-1992, the peak of industrial licensing reform, net state domestic
product has grown at an average of 8% per year. Gujarat has about 5 percent of the Indian
population, but accounts for 9 percent of India's registered manufacturing employment and
19 percent of output (Authors' calculation, Annual Survey of Industries, 2004-05). This
industrial growth has, however, been accompanied by a degradation of air and water qual-
ity. Eight industrial clusters are categorized as critically polluted, tied for the most of
any state, and including the two most polluted in the country (Central Pollution Control
Board, 2009b). Gujarat contains three of India's five most polluted rivers (Central Pollu-
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tion Control Board, 2007). Essentially all large cities in the state, as well as some industrial
areas, are classified as non-attainment with respect to the National Ambient Air Quality
standards for Respirable Suspended Particulate Matter (RSPM) (Central Pollution Control
Board, 2009a).
Such high levels of industrial pollution persist despite a stringent regulatory framework
for pollution control, as set by national and state laws and court orders (Hanna and Green-
stone, 2011).6 Most decisions on environmental regulations and all enforcements occur at
the state-level. State Pollution Control Boards are responsible for enforcing the provisions
of the Water Act and the subsequent Air (1981) and Environmental Protection (1986) Acts
and their attendant regulations. In Gujarat, the Gujarat Pollution Control Board (GPCB)
enforces these traditional command-and-control pollution regulations. GPCB is responsible
for monitoring and regulation of approximately 20,000 plants.
3.2.2 Environmental Audit Regulation
The main instruments that GPCB uses to limit industrial pollution are plant-level inspec-
tions and environmental audits. This paper focus on the environmental audit system.
In 1996, in order to remedy the perceived failure of inspections in enforcing pollution
standards, the High Court of Gujarat introduced the first third-party environmental audit
system in India (Gujarat High Court. 1996). Under the scheme, plants with high pollution
potential must submit a yearly environmental audit, conducted by an audit plant hired and
paid for by the plant. Audit-eligible plants are categorized as Schedule I (most polluting)
or Schedule II (less polluting). The classification of pollution potential is done on three
dimensions: what product the plant produces, where it sends its waste effluent and the
volume of that effluent. 7
Schedule I plants must be audited by Schedule I auditors, usually an engineering college
or similar institution. Schedule II plants must be audited by a private audit plant, called
a Schedule II auditor. This study concerns only the reporting of Schedule II auditors and
henceforth we refer to plants in Schedule II as "audit eligible." Auditors visit each plant
6 The Water (Prevention and Control of Pollution) Act of 1974 created the Central Pollution Control
Board as a coordinating body to set pollution standards and the state boards as enforcement agencies.
7 For example, plants that produce certain types of dyes and dye intermediates are classified in Schedule
II, roughly, if their effluent is between 25 and 100 thousand liters per day, with variations around this
classification based on whether the effluent discharged by the plant goes on to further treatment in a common
effluent treatment plant (CETP). A plant with effluent below 25, 000 liters would be exempt from the audit
requirement.
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three times per year for about one day, observe the plant's environmental management
practices and measure pollution outputs. Auditors compile the results of these visits and
submit their audit report to GPCB by February 15th of the following year. The format
and scope of the audit report are fixed by the environmental audit regulation. The final
audit report, which is sent to the plant and GPCB, describes the production process and
physical state of the plant, including the measures the plant has taken for pollution control
and the results of pollution sampling during each of the visits. Finally, auditors provide
recommendations to the plant.
The basic structure of the environmental audit system includes various safeguards and
strong penalties. Most of this structure was explicitly laid down by the Court in its original
1996 ruling, though some features were developed by GPCB in response to court order.
Each four-member audit team is certified by the regulator and must be recertified every
two years.8 Each audit team is limited to auditing at most 15 plants per year and an audit
firm, which may contain several teams, can audit a plant at most three years in a row. In
principle, non-submission of an audit is punishable by closure and disconnection of water
and electricity connections. In practice, as we will see, some plants do not submit reports,
usually arguing that they are not actually eligible. A report showing non-compliance with
the terms of a plant's environmental consent can also be punished by closure or payment
of compensation (Gujarat High Court, 1996). Moreover, auditors with reports found to be
inaccurate are liable to be de-certified and their reports on behalf of other plants declared
void, an incentive to build a reputation for quality.
3.2.3 Environmental Audit Market
The audit system, as originally implemented, is widely perceived to function poorly. In-
dustry recently litigated against the scheme, somewhat ironically and without success, to
get the High Court of Gujarat to throw out the audit requirement on account of GPCB
not following up on audit reports (Gujarat High Court, 2010). The regulator, for its part,
believes that industry's use of auditors who are willing to file false reports causes submitted
reports to be unreliable. Review of the auditors by the GPCB is mostly pro forma.
Consistent with the idea of auditor shopping, the environmental audit market is char-
8The team members are required to have degrees in environmental engineering, chemical engineering,
chemistry and biology. and at least two members must have at least one year's experience in environmental
management.
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acterized by strong price competition. Informally, during interviews conducted prior to the
experiment both auditors and plants claimed that an audit report could be purchased for
as low as INR, 10,000-15,000. We collected information on audit prices after the experi-
ment from both auditors and plants. Conditional on reporting any payment, plants in the
treatment and control report very similar average payments of around INR 24,000.Auditors
report a mean minimum plant willingness-to-pay of INR 25,000 and a mean maximum of
INR 52,000.9 Using GPCB pollution sampling and analysis charges, we estimated that the
cost of performing a thorough audit should be between INR 20,000-40,000 depending on
the plant's characteristics. As about 80% of our audited sample are textile plants, for which
the cost basis of an audit is around INR 40,000, we take the sum of evidence on audit prices
as showing that a significant portion of audit reports are being purchased at prices below
the cost of an audit duly performed. Many of the best-reputed auditors (as identified by
GPCB) reported that they had scaled back or closed their audit businesses to focus on
environmental consulting.
3.2.4 Experimental Sample
Our sample is the population of all audit-eligible plants in the GPCB regions of Ahmedabad
and Surat, the two largest cities of Gujarat. We obtained from GPCB a list of all 2,771
red category (i.e., high pollution potential) plants with reported capital investment less
than INR 100m (about USD 2.2m), which were designated small or medium scale, and
selected the 633 audit-eligible plants as a provisional sample. We randomly assigned half
of the plants within this provisional sample, stratified on region, to the audit treatment
group. After the randomization, we collected the required detailed sectoral information
and eliminated plants found to be ineligible from both treatment and control, reaching the
study sample of 473 plants, 49.2% of them belonging to the treatment group.
Table 3.1 presents summary statistics for plants in the study sample that submitted an
audit report in either year of the experiment using administrative baseline data from GPCB
records. We condition the sample on audit submission as most analysis of auditor reporting
uses data from submitted audit reports. Plants submitting audits in the audit treatment
and control look very similar. Panel A reports plant characteristics. Most sample plants
9 The fact that the mean reported by auditors is higher than the mean reported by plants is consistent
with the fact that low-cost auditors audit more plants. The minimum reporting here may be more reliable
as auditors may have expected answers given at this conference to be accounted for in future audit reforms.
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are textile factories eligible for environmental audit due to having high volumes of waste
effluent. Textiles is the largest registered manufacturing sector by employment in India and
second largest in Gujarat (Authors' calculation, ASI 2005). Both treatment and the control
plants have similar pollution potential as measured by effluent quantity and type of fuel
used. Treatment plants are 10 percentage points less likely to have a bag filter, a type of air
pollution control equipment, installed, but are similar to control plants with respect to other
equipment such as cyclones and scrubbers. In the same comparison of covariate balance
for the full study sample, unconditional on submission (not shown), bag filter installation
is also the only significant difference between plants assigned to the treatment and control
groups.
Table 3.1, Panel B reports various interactions of sample plants with GPCB in the
year prior to study by treatment status. First, a little over 80% of this group, which was
selected for being audit-eligible and submitting at least once in year 1 or year 2 of the study,
submitted an audit report in the prior year. Roughly the same fraction was inspected and
over forty percent of sample plants were mandated to install equipment. Second, based on
the inspection reports a significant number of sample plants were subject to costly regulatory
actions: Around a quarter were cited for any type of violation and fully ten percent of plants,
in both treatment and control, had their utilities disconnected at least once. About three
percent posted a bank guarantee (i.e., bond) against future environmental performance.
These variables are balanced across treatment and control plants. Consistent with being
less likely to have a bag filter, which abates air pollution, treatment plants were more likely
to have received a citation for an air pollutant violation than control but equally likely
for water pollutants and all citations together. In summary, our experiment occurred in a
setting where information reported by environmental auditors should matter to plants as
the regulator has a meaningful track record of action and could employ audit reports in the
same way.
3.2.5 Experimental Design
We evaluated a modified audit system, in collaboration with the GPCB, which sought to
increase auditor's financial independence and the accuracy of auditor reporting.10 Treat-
10 This experiment was designed and undertaken concurrently with the evaluation of another intervention,
an increase in inspection frequency for some plants, which was conducted stratified on the audit treatment
and which we study in a separate paper
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ment plants were assigned to the audit treatment once, in 2009, for the audit years 2009
(hereafter year 1) and 2010 (year 2). We made three changes to the existing audit system:
random assignment of auditors to plants, payments to auditors from a central pool, and
back-checks of auditor performance. In year 2, direct incentive pay for auditor accuracy
was added to the basic set of three reforms. We now discuss the components of the audit
treatment in turn.
Random Assignment and Financial Independence In the treatment group, auditors
were randomly assigned to plants by the research team rather than being selected by the
audited plants. Auditors working in the treatment plants were paid from a central pool
of funds raised for the study.The payment was fixed (INR 45,000 in the first year, and
depending on accuracy in year 2). This rate was estimated by applying GPCBs own
sampling charges to the average plant characteristics in the audit sample and adding a
small margin: it should thus represent the average cost of completing an audit. However it
was in the high range of the market price.1 1
In terms of auditor participation, all GPCB-certified Schedule II auditors were solicited
for their interest to participate in the treatment separately in each year. In both years
interest was oversubscribed, relative to the number of treatment plants, and so at the
beginning of each year auditors were randomly assigned to a number of plants allocated
proportional to their capacity, measured in number of certified audit teams.
The strong auditor interest in the program may reflect both that treatment audit pay-
ments, were in the high range of the market and that the audit treatment offered auditors
better working terms.Auditors remained free to use auditing capacity not allocated in the
treatment to conduct audits in the control group. This aspect of the design allows mea-
surement of the effect of the audit treatment on auditor reporting within the same set of
audit plants. In the first year, out of 42 auditors, 24 worked in control only, 9 in treatment
only, and 9 in both. In 2010, out of 34 auditors, 7 worked in control only, 12 in treatment
only, and 15 in both.12
"Paying a higher than market price for the audits could be considered to be a fourth component of the
intervention in its own right. However, arguably the level of payment is part of a plant's strategy and is
endogenous to market structure. Moreover, a high payment was not in itself sufficient to ensure the audit
actually performed the audit: they could easily have pocketed the difference. Finally. our analysis shows
responsiveness of treatment to expected penalties - if a higher wage simply reduced shirking then we would
not expect auditor actions to remain sensitive to expected penalties.
1 2The increase of auditors working in treatment only or both in the second year comes from the fact that,
in the first year, some auditors were not able to participate because they had already reached their capacity
when the program was announced.
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Backchecks A randomly selected 20% of auditor plant readings in the treatment were
backchecked in the field by technical staff of independent engineering colleges (which were
certified as Schedule I auditors). Auditors were aware of the possibility of being backchecked
and aware that backcheck results would be used for quality control, although in the first
year the terms of any sanction for poor performance were left somewhat vague and auditors
were paid the same amount regardless of accuracy. The results of backchecks where not
were only sent to GPCB as part of aggregated reports on the accuracy of auditors, and
therefore carried no consequence for audited plants. In season 3 of year 2, 20% of control
group audits were also backchecked in similar conditions. That data was not sent to GPCB,
but used only for the evaluation.
Incentive Pay In year 2 incentive pay for auditor accuracy, as measured by backchecks in
the treatment, was added to the basic set of reforms. Incentive payments used a formula
that was first applied to year 1 to demonstrate to each auditor how accuracy was measured.
The pay formula first calculated the difference between audit report pollution concentration
readings and backcheck readingsstandardized by the variability of backcheck readings, for
each pollutant. It then averaged the scores for six water and three air pollutants into indices
for each media and created the overall measure of auditor quality as the average of these
two. An index of zero thus means that an auditor always reported readings that matched
backchecks exactly and of one that the average auditor and backcheck readings were one
standard deviation apart. Auditors were grouped into three bins of the least accurate
quartile. paid Rs. 35,000 per audit, the next least accurate quartile. paid Rs. 40,000 per
audit, and the most accurate half, paid Rs. 52,500 per audit, maintaining the average pay
of the prior year.
3.3 Model
This section presents a simple model to clarify the incentives faced by auditors and plants.
We discuss the setting, the solution and the relation of the model to our experimental
treatments.
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3.3.1 Set-up
We consider a three-stage game between a plant, an auditor and the regulator. In the first
stage, plants observe their abatement cost and set a payment schedule for their auditor.
Plants produce output with pollution by maximizing the objective
S - 1{Abate} - c - w - 1{Fine Imposed} - f.
where S is the value of production, c is the cost of abating pollution, w is the amount
paid to environmental auditors and f is any fine imposed by the regulator for violations of
pollution standards. All plants pollute at a level Ph, above the regulatory limit, with no
abatement. By paying an abatement cost c plants can reduce their emissions to pl, below
the limit. Plants draw c from a cumulative distribution function G.
Plants make a joint decision about whether to abate pollution and what schedule of
payments to offer auditors in order to minimize their overall cost of production. We assume
that S is sufficiently large that environmental regulation does not cause plants to shut down.
The payment w(plp) offered auditors can be a function of both the plant's true pollution level
p and the auditor's report P on the pollution level. Let the notation Wlh = w(# = P-= Ph)
and similarly for other conditional payments. The goal of the plant when offering payments
is to minimize the sum of the cost of an audit and any potential fine. 13
Auditors observe the pollution level of plants and report on plant pollution to the
regulator. The payoff to an auditor is given by
w - a+ EV(Plp)
where w is the payment for performing an audit this period, a is the cost of preparing an
audit and the final term is the expected value of future audit business. The continuation
value of future audit business depends on audit reports P through an exogenous function
V.14 We assume leniency increases auditors' continuation value, so that Vh = V(pllph) >
Vhh = Vhl = Vil = V where the base continuation value V is the same for all other
conditional reports. Define AV = V1, - Vo as the incremental continuation value of falsely-
13We assume not filing an audit is very costly and so is not considered as an action. In practice not filing
is similar to reporting P = Ph-
1 4 We think of V as measuring the effect of auditor reputation with plants, though strictly auditors are
homogeneous and have no type for client or other plants to infer.
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low reporting, i.e. the benefit of notoriety.15 The expected value depends on the likelihood
that an auditor will be disbarred if found to be inaccurate.
We model the audit market as competitive but assume that auditors nonetheless receive
some surplus from participating in the market. The marginal cost of an audit may be
interpreted as including some rent to being certified as an auditor or the opportunity cost
to auditors of doing audits, which can employ their staff in environmental consultancy roles
if auditing is not profitable.
Finally, the regulator reviews audit reports P and may impose fines on plants and disbar
inaccurate auditors. With probability q the regulator observes the true state of pollution at
a plant, either through the reports of its own staff or backchecks of auditor performance. 16
The regulator decides whether to impose a fixed fine f based on the audit report and whether
to disbar auditors that report falsely. The continuation value for a disbarred auditor is zero.
As the focus of the paper is on auditor behavior we take a simple view of the regulator as
seeking only to minimize pollution.
3.3.2 Equilibrium, and response to Experimental Treatments in the Model
We restrict attention to equilibria with regulation, defined as equilibria in which the reg-
ulator imposes fines when ph is observed and always disbars auditors reporting falsely. 17
Moreover, we observe frequent sanctions for high pollution in practice, as will be discussed
in Section 3.5.
Proposition 1. There is a unique subgame-perfect equilibrium with regulation in which
one of three outcomes obtains. Firms clean up if c < min{f, qVh - AV}. underreport if
qVh - <mninc,f} and defy the regulation if f < min{c, qVh - AV-
The Model Appendix, Section 3.10, derives the equilibrium, and Figure 3-1 provides
a graphical illustration. The plant minimizes costs across one of three strategies. Most
15 Bolton et al. (2011) and many other models of information intermediaries also take continuation values
as exogenous and, moreover, as wholly independent of current actions. In our set up the continuation values
may have been affected by the treatment, as leniency is less valuable in a system with random assignment of
auditors. Since the experiment was conducted for only two years, changes in continuation values were likely
to be small and we do not emphasize them in the model.
1 6We assume the regulator does not use this direct observation to fine plants, as backchecks are not legally
valid grounds to impose fines. Alternatively, plant abatement costs may incorporate the baseline likelihood
of being penalized by the regulator directly.
1 7There are equilibria without regulation but we believe that equilibria with regulation are more likely
to occur given that the regulator is relatively long-lived. If the game were dynamic the regulator would be
considered a long-lived player against short-lived auditors and plants. In the manner of Kreps and Wilson
(1982), it would then select its most preferred equilibrium, in which some plants abate, despite moving last.
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simply, if abatement cost is low the plant can abate to pi and pay auditors at cost for giving
a truthful report. If abatement cost is high, the plant can choose between buying a truthful,
high report and incurring a fine and buying a falsely low report. In any equilibrium with
regulation, inducing low reporting requires Wzh > wh - AV + qV11 , as the plant has to
compensate the auditor for the risk of disbarment qVh that comes with a false report. The
plant gets a discount on false reporting due to the reputational benefit AV of notoriety to
auditors.
Baseline case. In the status quo audit system (as seen in the control group), the probability
q of audit reports being verifiable was very low. As q -> 0 the cost of buying falsely low
reports qVu, - AV will be negative and thus less than strictly positive abatement costs and
fines. We anticipate pervasive auditor underreporting and, as G(qVlh - AV) = 0 for small
q, no plants will abate in response to audits.
Backchecks. We model the backcheck treatment as raising q, the probability an audit report
is verifiable.
Proposition 2. A raise in q from the baseline sufficient for qVh - AV > f induces a share
G(f) of plants to abate.
The stated rise in q is enough that polluting plants would prefer incurring a fine to
paying the auditor a premium for false reporting. Given such a rise, the relevant margin of
decision for a plant is whether to abate or to incur a fine. The G(f) share of plants with
costs beneath the fine abate. The necessary rise in q is smaller the larger is the continuation
value of auditing business for auditors, and larger is the benefit of notoriety.
Incentive Pay. The incentive pay treatment augments the auditor continuation value for
accurate reports so that inducing low reporting is more costly than a fine if q(Vh+B) AV >
f, where B is the incentive pay bonus.
Assignments. We model the assignment of auditors to plants as plants required to offer
payments unconditional on the contents of the audit report, so w(pjp) = w(p). Thus,
plants cannot refuse to pay an auditor to which they were assigned if the assigned auditor
submits a high report.18 Assignments may also reduce the incremental continuation value
18In the treatment. auditors were paid with funds raised for the study, not by plants. As a flat fee above
cost will not enter into the choice between reports, the salient aspect of this change is the fact that auditors
were paid for reports regardless of whether they reported violations. Firms could however still have offered
to pay more below the table for a favorable report
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of notoriety, AV, to the extent that auditors expected that the modified audit system might
persist beyond the experiment.
Proposition 3. Under assignments, a rise in q from the baseline sufficient for qVh > AV
induces a share G(f) of plants to abate.
With a flat fee auditors now consider only their reputations when deciding whether to
report falsely. This makes the required raise in q smaller than in the case with conditional
payments. If assignments reduce V1, and thus AV = Vh - V, then the q required for
abatement is smaller than if AV does not change. Both channels through which assignments
may work push in the same direction. The consequence for abatement still depends on the
distribution of plant costs.
To summarize, if the combined treatment of random assignments, central payment and
backchecks is weak, auditors will falsely report and plants will not abate. If it is strong
enough, in that q(Vlu + B) > AV, then the response will be a combination of abatement,
from a G(f) share of plants, and higher reporting from the rest. With false reporting more
costly, plants trade-off abatement and the risk of fines, and abate if abatement costs are
low. In this case, the composition of the response to the experiment reveals the extent to
which plants are able to abate at costs less than the fine for a detected violation.
3.4 Data and Empirical Strategy
3.4.1 Data
The key outcomes of interest are accuracy of auditor reporting and the pollution response
of client plants. Two data sources are used to measure accuracy. First, audit reports filed
by auditors to GPCB in 2009 and 2010. These reports cover a mandated set of water and
air pollutants, described in Table 3.7. For most of the analysis, we focus on final-outlet
concentrations for water samples, as these are the readings that have a direct impact on
the environment and are therefore most closely attended by both auditors and GPCB. For
air, we focus on boiler-stack samples for the widest comparability across the entire sample,
as most plants have boilers. 19 Air samples are somewhat more costly and time-consuming
1 9Depending on the number of stages of effluent treatment, water pollutant samples may be taken during
audits prior to any treatment, after primary treatment, after secondary treatment, or at the final outlet
from the plant. Similarly air samples may come from stacks (chimneys) attached to industrial boilers,
thermic-fluid heaters or various industrial processes, such as chemical reaction vessels.
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to collect than water samples.2 0 Water pollution, in principle, may be more stable over
time if a plant is treating its waste as effluent mixes together in the treatment process, in
contrast to stack gas, which is instantaneously released. The variability of water pollutant
readings with the plant process type and process stage, however, is greater than that for
air pollution that all stem from combustion.
Not all plants in the sample submit audits, despite being prima facie audit-eligible,
for several reasons.2 1 As shown in Table 3.2, treatment and control plants were about as
likely to submit audit reports. Control plants were slightly more likely to report in the first
year and treatment in the second year, though neither of these differences is statistically
significant. A steady 70% of treatment plants submitted audit reports in each year, whereas
74% and 64% of control plants submitted audit reports in years 1 and 2, respectively. The
rates of submission during the experiment are comparable to what GPCB records indicate
for submission in 2008, when 72% and 69% of plants submitted in treatment and control.,
respectively, before the experiment began. The treatment. therefore, does not appear to
have induced more plants to submit audit reports.
The second source of data for accuracy is the backchecks, which were conducted in a
sample of treatment plants throughout 2009 and 2010 and in a single wave, which we call
the "midline" survey, after the third season of audit visits in 2010 in both the treatment
and control. Midline data allows a comparison of backcheck and actual readings, and
therefore direct measurement of the comparative accuracy of auditors working in treatment
and control plants. Backchecks were conducted on the same pollutants and locations as the
audits, and were scheduled to occur close to the initial sampling.22
The midline sample was drawn from treatment and control groups in order to maximize
the number of plants covered by auditors working simultaneously in both the treatment and
control groups and to use information on the dates of audit visits to conduct backchecks that
were as close as possible to the date of the initial visit. In the treatment group, the sample
plants were randomly selected stratified by auditor. In the control group, the sample plants
20 The cost of collecting these samples can be benchmarked with the charges set by GPCB, which run from
INR 85 for Total Dissolved Solids and Total Suspended Solids to INR 250 and 325 for Chemical Oxygen
Demand and Biochemical Oxygen Demand. All air pollutants are charged at INR 400 and manual sampling
of air pollutants in the field takes approximately half an hour per pollutant.
2 1GPCB had judged them not-audit-eligible in the past, they had changed products since the data used
to determine eligibility was compiled, they protested their audit-eligible status, they closed or they simply
chose not to submit and incur the risk of a penalty rather than hire an environmental auditor.
2 2The median backcheck lag in the midline sample was 36 days. It was 6 days in the rest of the study.
when backchecks were used for monitoring and incentives.
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were drawn non-randomly in order to ensure coverage of auditors working in the treatment
simultaneously. Priority for the survey was first given to plants that previously submitted
an audit report by an auditor working in the treatment group. The control sample was
completed by adding those plants for which auditors submitted a date for the audit visit
and finally by adding randomly-selected plants for which auditors had not submitted a date.
The overall composition of the midline sample remains well-balanced along observables
that were shown in Table 3.1. The 130 plants in the midline treatment and control signif-
icantly differ at the 5% level in that midline treatment plants are less likely to have a bag
filter installed, as are treatment plants in the overall sample, and consume more water and
generate more waste water than midline control plants. The primary outcome of interest
is the accuracy of auditor reporting, which is the difference between audit and backcheck
readings, and thus controls for a plant's true pollution levels. These few differences on
observables at baseline would therefore need to differentially effect audit and backcheck
readings to influence midline results.
The source of data on plant pollution response is an endline survey conducted from
April through July of 2011.23 The survey was mostly conducted by the same agencies
that did backchecks and included the same pollution samples discussed above, in addition
to economic and abatement cost measures that we do not use in this paper. The endline
survey also covered plants outside the audit sample that were subject to an additional
experimental treatment, discussed in another paper. We use survey data only plants in the
audit sample (treatment and control group) that were not subject to the other intervention.
In all cases pollutant measures are standardized by subtracting the mean and dividing
by the standard deviation of the same pollutant reading amongst backcheck samples at the
same sampling location.
3.4.2 Empirical Strategy
Given the randomized design, the empirical strategy is straightforward. Our specifications,
however, vary with outcome variable (and sample). First, to measure the impact of audit
treatment on reported compliance we pool samples of pollutant readings from both au-
dits and backchecks for plant j. We then estimate ordinary least-squares regressions of a
2 3 The mean survey date, at the end of May, was approximately six months after the surveyed plant would
have had their final audit visit under the audit treatment and three and a half months after the audit reports
in year two were due to the regulator.
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difference-in-difference form:
1{Compliant} = 31 1{AuditReport} x T + 32 1{AuditReport} + /33T + ar + ej, (3.1)
ar are fixed effects for the region r C {Ahmedabad, Surat} and treatment coefficient /33
measures the difference in compliance, as measured by backchecks, across treatment and
control. The coefficients of interest are /32, which measures how much more likely an audit
report is than a backcheck to be compliant, and #1, which measures how treatment changes
this difference between audit reports and backchecks. In some specifications we replace
the compliance dummy with a dummy for being between 75% and 100% of the regulatory
standard, as a measure of the tendency to just barely underreport.
Next, we consider reported pollutant i concentration in plant j as reported in audit
reports. The advantage of these data is their availability for both years of the experiment.
We estimate similar ordinary least-squares regressions:
yij =3T + c + a+y + eij, (3.2)
a are fixed effects for the year y E {2009, 2010}. We pool standardized measures for dif-
ferent pollutants in most specifications and cluster standard errors are at the plant level.24 .
We report regressions without and with fixed effects a, for the auditor a, to focus on the
within-auditor difference in behavior across the two incentive systems.
One concern with using plant-level concentration of pollutants as an outcome is that
they are a composition of the "true" level of a pollutant, measurement error and an auditor's
manipulation of the results. If the treatment affects plant behavior and therefore true level
of pollution, then changes in audit reports of concentrations reflect changes in pollution and
changes in reporting, and will underestimate the reporting effect if plants respond to more
accurate auditing be reducing pollution levels.
We, therefore, also consider the difference between back check and audit reading as an
outcome variable. This controls at the plant level for any possible effect of the intervention
on actual pollution levels. These differences are available on a comparable basis only in the
midline sample.
D Audit Backcheck
yij Yij ~ij
2On average, we have 7 pollutants per plant.
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where yD is the audit reading less the backcheck reading. Samples are matched on pollutant
i, plant j, sampling location (boiler stack or final outlet) and date. Negative values indicate
underreporting and positive overreporting. Our third outcome, from the endline survey, is
actual plant-level pollution. Our regression framework is as in Equation3.2, omitting the
year fixed effect.
Finally, to measure changes in pollution in the endline survey, we report OLS regressions
(of the form given by Equation3.2) considering both the continuous pollution outcome and
a compliance dummy as outcome variables. We also estimate quantile regressions of the
form
Qy111xj (T) = 3T + ar + Eij
where Q(r) is the T quantile of the pollutant concentration conditional on treatment status
and regional indicator variables.
3.5 Results
We structure our findings in three parts. First, we use the audit reports and backcheck
data to examine whether the treatment altered pollution reporting by auditors and increased
truth-telling. Next, we examine how existing regulatory incentives for plants and treatment-
induced financial incentives for auditors influence the extent of truth-telling by auditors.
We conclude by examining the impact of two years of altered auditor incentives on plant
polluting behavior.
3.5.1 Auditor Behavior
Reported Compliance with Regulatory Standards
The traditional third-party audit system is likely to differentially alter auditor incentives
for false reporting across the pollution distribution: the conflict of interest, if realized,
should cause auditors to increase reports of false compliance. To examine this, we start
with a graphical illustration of the impact of the audit treatment on the full distribution of
auditor readings. Figure 3-2 shows the distributions of Suspended Particulate Matter (SPM)
concentrations, an important air pollutant. Panels A and B show distributions from audit
reports and backchecks for the control and treatment, respectively. In each distribution a
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vertical line marks the pollutant standard, and we report the share of the probability mass
that falls between 75% of the standard and the standard (this area is shaded in grey).
The figure shows a striking pattern: Reports from control auditors are clustered immedi-
ately below the standard, while reports from treatment auditors show much more dispersed
distributions similar to those for backcheck readings. Specifically, Panel A shows a large
spike of readings in the audit control immediately beneath the standard. A full 73% of
control audit reports are in the area from 75% to 100% of the standard, as against 19%
of the readings in the backcheck distribution. The backcheck readings are an important
counterfactual, as such a spike may occur without misreporting if plants abate pollution
just enough to be in compliance with the standards. In the audit treatment group, shown
in Panel B, 39% of readings are in the area beneath the standard. This is far lower than in
the control group audits but still higher than in the backcheck distributions for either treat-
ment or control plants, at 19% and 14%, respectively. The reduction in clustering below
the standard in the treatment audit reports implies that far more plants are reported as
out of compliance, at levels up to twice the standard of 150 mg/Nm3 or more. More plants
are also reported with emission levels well below the standard. We attribute this increase
in the left tail in the treatment relative to control to the cost of sampling air pollutants: it
is cheaper to report narrow compliance by default than to properly sample and document
a very low reading.
This pattern of control readings being just compliant holds across the full range of
pollutants. Table 3.3 shows regressions for two outcomes: whether a reading is narrowly
compliant (between 75% and 100%) (Panel A), and whether it is compliant (Panel B). Our
estimation equation is as given by Equation (3.1). Panel A, column (1) shows that audit
reports are 27 percentage points more likely to show narrow compliance than backchecks
in the control, on a base of 23 percentage points. In the treatment, audit reports are 19
percentage points less likely than in the control to falsely report a reading in this narrow
range, a reduction of 69% relative to the control. Similarly, in panel B, column (1), treat-
ment auditors are 81% (-0.234/0.288) less likely to falsely report for compliance as a whole.
These effects are seen for both water pollutants, in column (2), and air pollutants, in column
(3).
Figure 3-3 summarizes the changes in the density of the reported pollutant distribution
due to the audit treatment. For this figure, all pollutant readings are standardized by
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subtracting the standard and dividing by the pollutant standard deviation in backchecks,
so that the horizontal axis indicates the number of standard deviations above or below
the limit. We regress indicator dummies for a pollutant reading belonging to a particular
0.05-standard-deviation-width bin on an indicator for audit treatment. Weakly negative
values indicate compliance and positive values non-compliance. As expected the treatment
dramatically reduces the amount of mass just beneath the standard. Density in the bins
above the standard rises. 25
Though the compliance threshold is discrete the regulator and the public care about
the degree of pollution emitted and therefore reported. Table 3.4, Panel A, shows ordinary
least-squares regressions of standardized audit pollutant concentrations, pooled by pollutant
type, on audit treatment status. We consider all pollutant readings reported across the two
years of the experiment by auditors. As shown in column (1), the mean audit report reading
for all pollutants in treatment plants is a significant 0.103 standard deviations higher than
the mean report in the control. The coefficients on the audit treatment are similar for
both water and air pollutants considered separately, as shown in columns (3) through (6).
Adding auditor fixed effects, as shown in column (2), increases the point estimate of the
audit treatment to 0.131 standard deviations, but the effects with and without auditor fixed
effects remain statistically indistinguishable.
The magnitude of these effects is substantial: Consider the estimate in column (2)
of 0.131 standard deviations for all pollutants, which is roughly of the same size as the
effect for Bio-chemical Oxygen Demand (BOD) estimated alone (not shown). The standard
deviation of BOD in backchecks in final-outlet samples was 203 mg/l and the mean 191
mg/l, as against a concentration standard of 30 mng/l. 26 An effect of size 0.131 standard
deviations would thus be 26.7 mng/l for BOD, or 89% of the standard. The mean and
standard deviation of SO 2 readings in backchecks were 64 and 108 parts per million (ppm),
respectively, as against a standard of 40 ppm. A 0.131 standard deviation movement is
thus 35% of the standard. Consistent with our earlier discussion of the distributions these
specifications show that the change in pollutant reports shifts several plants from compliance
to non-compliance and is economically significant, in the sense of representing a meaningful
increase in reported pollution.
2 5 Using binned rather than quantile regressions allows us to normalize each pollutant relative to its own
regulatory standard.
2 6 This is for plants where the effluent did not go on for further treatment.
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Truth-telling by Auditors
If the audit treatment caused plants to abate pollution then differences in audit report levels
understate the treatment effect on reporting, as the treatment effect would be a composition
of lower pollution levels with higher, more truthful reports.
Matched backcheck-audit differences in Table 3.4, panel B, show that auditors report
more truthfully in the treatment group of plants. This panel is restricted to a smaller sample
and uses the difference with backchecks, rather than the audit report alone, as the outcome
variable. The difference between backcheck and audit readings is -0.304 standard deviations
in the control, indicating a negative bias in reporting, but 0.210 standard deviations (stan-
dard error 0.0726 standard deviations) higher in the treatment for all pollutants.2 7 The
positive treatment effects mean that auditors in the treatment are getting closer to the true
pollutant readings. The estimates for differences are somewhat larger than the estimates
in audit levels both because audit reports rose over the course of the experiment, and, to
a lesser extent, because backcheck readings are also falling at the same time. We discuss
plant response to the treatments in Section 3.5 3.5.3 below.
Unlike in the specifications in audit levels, the treatment coefficient in audit differences
becomes somewhat smaller in specifications with auditor fixed effects, though not signifi-
cantly so.
Columns (4) and (6) show this change to be driven entirely by air pollutants, as the
coefficients for water pollutants are about the same in specifications with and without
fixed effects. The improvement in the accuracy of auditor reporting is essentially the same
within-auditor as in the base specification without fixed effects.
3.5.2 The Role of Incentives
Regulatory Incentives for Plants
Table 3.4 shows that misreporting is greater for water than for air pollutants in the control
group and the point estimates of treatment effects for water pollutants are slightly smaller,
so that a reduced bias in reporting persists in the treatment group for water, but not for
2 7In estimates of the specifications of Table 3.4 including the number of days between the audit and
backcheck as a control variable, not shown, this lag is uniformly not significant. The treatment effect
estimates become somewhat smaller, with the treatment effect for all pollutants 0.181 standard deviations
(standard error 0.0789 standard deviations) as opposed to the 0.210 reported when not controlling for the
backcheck lag.
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air. To what extent does this reflect the regulatory penalty structure?
In the auditor survey described in Section 3.2 3.2.3, we asked auditors what pollution
measurements were viewed as most important by plants and GPCB. Auditors responded
that pH and COD, both measures of water quality, were the most important to both parties.
This perception is justified. In GPCB's own files, plants are most frequently cited for
violations of standards for COD and BOD, both water pollutants.
To present more systematic evidence of the correlation between GPCB stringency and
misreporting, in Figure 3-4 we separately plot the share of falsely compliant audit readings
for each pollutant against the share of actions taken by GPCB that cited each pollutant
for treatment and control. We measure violations by entering all actions taken by GPCB
against plants in the study sample from 2007 through mid-2011. where each action includes
a citation of reason. The plot shows that false compliance is larger in the control for
precisely those pollutants that are most likely to be cited against plants. An increase of one
percentage point in citation share leads to a 0.8 percentage point greater false compliance
for a given pollutant, with a very strong fit. In the treatment group we continue to observe
a positive relationship, though the slope coefficient falls to 0.6. Auditors are responsive
to incentives for accuracy overall and also responsive to incentives to mute potentially
incriminating reports at the level of the individual pollutant.
This strong relation between regulatory scrutiny and false compliance in the control,
and the change in this relationship associated with treatment, suggest that auditors are
not merely shirking in giving low reports but targeting their reporting to balance the need
to maintain some veneer or honesty against the needs of client plants. As noted in the
discussion of Figure 3-2 in Section 3.5, some pollutant readings are reported to be just
compliant when in fact they are very low and easily compliant, which suggests some shirking
in auditors forgoing sampling when a plant is not very polluting. If auditors' motive was
only to avoid cost and effort, though, we would observe the greatest false reporting for the
air pollutants that are most costly to sample. In fact, we see higher false reporting for
water pollutants that are cheap to sample and analyze but may pose a high cost to firms if
reported accurately.
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Financial Incentives for Auditors
Our treatment consisted of several components, each of which may have independently
influenced auditor reporting. In this section, we exploit non-experimental variation in the
intensity of financial incentives to examine whether this component had an independent
effect on reporting.
The treatment in year two included incentive pay for auditors based on the accuracy of
their reports. Comparing the size of the treatment effects in the two years of the study may
help to decompose the treatment into the effect of auditor independence, in assignments
and means of payment, and the effects of direct incentives for accuracy. Table 3.5 presents
estimates of the treatment effects for all pollutants with controls for time to isolate the effect
of incentive pay. The first column duplicates the base specification of Table 3.4 for reference
showing the effect of the dummy for the year being equal to 2010, when incentive pay was in
effect. The second and third columns add an interaction of that dummy with the treatment,
a linear trend in fractional years since January 1, 2009 and a separate linear trend for the
treatment group, where pollution may be changing differentially. Column 2 shows reported
audit levels as an outcome and column 3 compliance. In the levels specification in column
2, audit reports are higher in the treatment than in the control, as in the main specification
of Table 3.4. The coefficient on Years X treatment shows a significant downward trend in
pollution over time of -0.22 standard deviations per year, whereas the main time trend of
0.029 standard deviations per year is not different from zero, indicating no pollution trend
in the control.
Against this trend, there is a positive interaction between incentive pay, the dummy
for the year being 2010, and treatment. Audit reports remain a significant 0.257 standard
deviations differentially higher in treatment in year two, when incentive pay was in effect,
compared to year one.2 8 . In column (3), by contrast, reported compliance surprisingly
increases in the treatment in year two by 7.28 percentage points (standard error 3.43 per-
centage points)-the opposite of what we would expect for more truthful reporting. We
interpret this finding as suggesting that the time trend is a poor control for the changes
over time in compliance, a binary outcome that is sensitive to shifts in the mass of reports
2 8 Adding quadratic and cubic trends and their interaction with treatment (results available from authors),
the discrete jump in reporting in 2010 increase to 0.284 standard deviations (standard error 0.116 standard
deviations)
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around the pollutant standard. In particular, there may be few marginally underreporting
firms left for higher audit reports to shift out of compliance in year two.2 9
Auditor reports were therefore higher in year two than in year one after controlling for
pollutant trends in the treatment and control separately. Note that, within years, pollutants
in the treatment are trending downwards. While the interpretation of the dummy for 2010
rests on a correct specification of the time trend, the result suggest a direct positive impact
of incentive pay.
3.5.3 Response of Polluting Plants
The experiment increased truth-telling by auditors. Since the purpose of the audit scheme
is ultimately lower pollution emissions by plant, the natural next question is whether that
change in auditors' behavior led to response by plants.
The model suggests that the change in audit reporting may have changed the plant's
decision margin to whether to abate or incur a fine, rather than whether to abate or purchase
a compliant report. Whether or not plants abate in response to the treatment then depends
on the relation of abatement costs to fines. If the stakes are low and abatement costs are
high, so that few plants have abatement costs less than fines, then we would expect no
pollution response. Conversely, plants with abatement costs less than the fine expected for
a report on their true level of pollution will reduce their pollution emissions in response to
the audit treatment.
Table 3.6 shows regressions of pollution concentrations and compliance measured during
the endline survey on audit treatment status.3 0 We find evidence that plants reduce pollu-
tion significantly in response to the audit treatment. In panel A, the units are standardized
in the same manner as in the auditor accuracy tables above. On average firms subject to
the audit treatment reduced pollution by a significant 0.165 standard deviations (standard
error 0.0778 standard deviations) This reduction comes mostly from a large decrease of
0.223 standard deviations in water pollutant concentrations, shown in column (2), as op-
posed to air pollutants, shown in column (3), for which the point estimate is also negative
2 9Consistent with this interpretation, the coefficient on interaction of incentive pay and treatment is not
as robust to the inclusion of extended time controls (not shown), with the point estimate nearly unchanged
at 7.61 percentage points but the standard error rising to 4.73 percentage points.
3 0The audit intervention was conducted concurrently with another treatment at the plant level. We restrict
the pollution sample in this table to the subset of audit sample plants not subject to the other experimental
intervention.
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but insignificant. This coefficient, for all pollutants is due in part to several control plants
with very high pollution readings, and decreases in magnitude to -0.143 standard deviations
(standard error 0.068 standard deviations) and -0.114 (standard error 0.058 standard devia-
tions) if we top-code readings above the 99.5 and 99 percentiles, respectively, of the pollutant
distribution.3 1 The volume of effluent emitted, not shown, did not change in response to
the experimental treatments, so these reductions in concentrations represent reductions in
the total emitted effluent load-less water pollution-amongst treatment plants. In panel
B, we report changes in compliance with the pollution standards. Compliance is estimated
to have increased by a small and insignificant 2.68 percentage points. This suggests that
pollution reductions were not coming from plants near the compliance threshold, but to
plants with very high pollution levels.
Figure 3-5 shows that pollution reductions occurred almost exclusively in the right tail
of the pollutant distribution. This figure shows the coefficients from quantile regressions of
standardized endline pollutant levels on audit treatment and region fixed effects, ranging
from the 0.05-quantile to the 0.95-quantile at 0.05-quantile intervals. The dark grey shaded
area is a 90% confidence interval and the lighter grey a 95% confidence interval. While
no individual quantile coefficient is significant at conventional levels, the point estimates
show a clear pattern wherein the treatment reduced pollution more at higher quantiles of
the pollution distribution. Up to the 0.75-quantile, point estimates are very close to zero,
but from the 0.80-quantile onwards point estimates sharply decrease to under -0.5 standard
deviations at the 0.95-quantile.
This pattern of pollution reductions, like the pattern in auditor reporting, has a clear
economic rationale in the history of GPCB's actions at different levels of pollution. Fig-
ure 3-6 shows the actions resulting from pollutant violations at different levels above the
compliance threshold, as measured during inspections, amongst audit sample plants over
the three years beginning the year before the study and running through its end. Follow
up actions by GPCP are classified in four groups increasing in severity from the bottom
(dark grey bars) to the top (light grey bars): a letter is official but not legal correspondence
to the firm noting the violation and possibly threatening some action, a citation is a legal
3
'There are however several pieces of corroborating evidence that these readings are genuine and should
not be top-coded, which is why we present the non top coded specification as our main one. The plants
in question have track records of non-compliance and other pollutant samples collected at the same plants,
both before the high endline pollutant readings and contemporaneously, also show pollution levels well above
the average.
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notice requiring a response from the firm, a closure is a warning that the plant will be closed
unless a violation is immediately remedied, and a disconnection is an order to the utility
that a plant's power be disconnected. All of these actions were coded based on complete
administrative records of plant interactions with the regulator. All violating plants receive
some citation, in accord with the letter of the regulation. Plants polluting at above 100%
but less than 150% of the standard receive the most severe actions, closure warning and
disconnection, less than 10% of the time, which increases to over 70% of the time for plants
polluting at more than 1000% of the standard. The most costly sanctions are in practice
reserved for the right tail of the pollutant distribution. This relationship between high pol-
lution and likely penalties explains why accurate reporting induces high-polluting firms to
clean up. All else equal, these firms have a much higher expected fine, and therefore when
the audit treatment shifts their decision margin to abate or defy the regulation altogether,
they abate.
The reform of auditor reporting thus caused plants working with independent auditors
to reduce pollution emissions. This decrease comes from the water pollutants that are
priorities for GPCB and which were the original spur for the development of the audit
scheme. Reductions are concentrated entirely in high-polluting plants that have a greater
incentive to abate given the observed history of follow up actions. A natural interpretation
is that more accurate pollution reading in the audit reports led polluting plants to believe
that sanctions were now more likely, spurring cleaning up efforts. It is also possible that
there is a direct effect of auditors' increased effort, in the form of more relevant advice on
what plants could do to clean up.
3.6 Conclusion
Third-party environmental auditors report more accurately when working under a system
which insures financial independence from plants, monitoring for accuracy, and enough
funding to actually perform the work. Client plants, in turn, respond to improved auditing
by reducing pollution output.
In control plants, misreporting of compliance just beneath the threshold for compliant
levels is ubiquitous, and stronger for the pollutants that the regulator cares most about,
as indicated by citations of pollutants in violations. Readings in the treatment group are
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much less likely to falsely show compliance and on average are significantly higher and more
accurate for a standardized pollutant index of water and air pollutants. By the end of the
second year of the experiment, reports in the treatment group were unbiased. Additional,
non-experimental analysis suggest that the financial incentives independently contributed
to the change in auditor reporting.
Plants randomly assigned to the audit treatment responded to tighter monitoring by
reducing their pollution output as measured about six months after the end of the audit
intervention. This reduction in pollution was on the same scale as the observed change in
audit reporting, though many plants in the treatment remained out of compliance with tight
regulatory standards. Here again, the effects are stronger for water than air pollutants.
The results observed in this experiment can be interpreted in the context of a simple
model of plant and auditor behavior. The two main results of the experiment are that
auditor reporting became almost completely accurate and that, while actual pollution lev-
els by plants declined on average, there were still many plants out of compliance. This is
consistent with a model where there is heterogeneity in abatement costs, or in expected
penalties, amongst plants, many plants have abatement costs greater than the anticipated
cost of fines for high reports, and auditors had a significant continuation value from par-
ticipating in the audit market. The experimental treatments were strong, in the sense that
they moved the value of buying falsely low reports sufficiently that the relevant decision
margin for plants was between abatement and open non-compliance. The large change in
auditor reporting towards accurate reports argues that for many plants the expected fine
was less than abatement cost. The observed reduction in pollution levels shows that for a
significant fraction of plants, abatement was less costly than the expected costs associated
with a high audit report.
We attribute these results to greater independence of auditors from client plants and
incentives for accurate reporting. The audit reforms raised the cost for auditors of misre-
porting and, with assignment to plants, removed the potential benefit of ensuring continued
business. Several alternative explanations for why treatment auditors reported more accu-
rately can be ruled out. The treatment effects are not experimental Hawthorne effects of
studying auditors, or of auditors anticipating that reputation might matter more under re-
vised audit regulations in the future, as the treatment effects are observed even comparing
the behavior of the same audit plants under different incentive systems, and response to
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the experiment per se would occur at the auditor level. The differences in behavior are also
not attributable to the simple fact that the price of the audit was raised by the treatment.
Receiving a larger payment, in the absence of any changes in the cost of auditing effort or
the benefits of accurate reporting, rational auditors would pocket the difference rather than
spend it to improve audit quality. Nor are the results merely indicative of reduced shirking,
as the level of misreporting and treatment response for different pollutants vary with the
regulatory scrutiny each pollutant receives.
These results are encouraging in the context of environmental regulation in India. One
of the basic challenges of regulation is gathering accurate information on the performance of
regulated plants in the face of agency problems either in third-party reporting or within the
regulator itself.32 The studied reform shows it is feasible for regulators to collect accurate
information on pollution and use it to enforce regulatory standards. Where this information
begets enforcement, for especially high readings, plants appear to respect the threat of action
by reducing pollution.
The audit scheme in Gujarat was introduced to emulate "external audit[s] in the fields
of company law and income tax" (Gujarat High Court, 1996) and succeeded all too well.
While the core issue of a conflict of interest is common to this study's setting and those
of corporate auditing or credit ratings. there are limitations to how well the results may
transpose to those settings. One limitation is that in other regulatory and competitive
environments auditors might have stronger returns to a reputation for being accurate. As
pointed out by Ronen (2010) and Bolton et al. (2011), though. reputational incentives
can cut both ways. Auditors may want to develop a reputation for leniency to attract
more business, as long as there are enough naive investors or other clients to accept their
recommendations at face value. Moreover, while audit companies are large and may want
to internalize the reputational externalities of misreporting, it is less clear that individual
managers or analysts have the same incentives (Bar-Isaac and Shapiro, 2011). The evidence
on the quality of corporate financial auditing is not very convincing, as quality is measured
ex post by instances where the SEC decided to investigate, but the financial crisis gave a
window into the quality of the credit ratings. The massive downgrades that had to take
place suggest that credit ratings were greatly inflated, in particular in the boom years
3 2 Like the environmental audit system in Gujarat, the national system for Environmental Impact Assess-
ments (EIA) has foundered on this problem. because, as put by a former Minister of Environment, "[T]he
person who is putting up the project will be preparing the report" (The Hindu, 2011).
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(Ashcraft et al., 2010).
Despite the low quality of reporting at baseline, we note that the environmental audit
market we study did have some value of a reputation for quality. If there had been no
value of reputation then we would not have observed a treatment effect at all, nor would
we observe that auditors strategically nisreport rather than just reporting all readings
as compliant. We can measure the accuracy of auditors using auditor fixed effects in a
regression of backcheck less audit differences on treatment. When we then regress the
prices that auditors charge in the control group on their measured accuracy, we find that
a one standard deviation increase in accuracy allows auditors to charge INR 14,630 more
than less accurate peers, a large premium. Even in a broken market there is a niche for
reliable information intermediaries.
Another factor that may make it difficult to adopt a similar system outside of the
environmental field is that annual rotation of auditors may be infeasible for the financial
audits or credit ratings of large plants, where there may be large fixed costs in understanding
a plant's finances. Modifying the form of rotation to guarantee auditors would work with a
client for. say, five years before being reassigned, unless found to be grossly inadequate under
regulatory review, would serve the same purpose, of severing the link between auditors' work
and plant satisfaction, while reducing the importance of fixed costs. While the details of
a modified third-party audit system would clearly need to vary across settings, our study
shows that, in one context, conflicts of interest matter enormously, and reforms that make
auditors genuinely independent can bring about truthful reporting and greater compliance.
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3.7 Figures
Figure 3-1: Equilibrium Outcomes by Abatement Cost
A. Margin whether to underreport
C
B. Margin whether to defy regulation
f (c) clean up
f
defy
Cq V,- A V
The figure shows possible outcomes in the model of Section 3.3 for a firm with p = ph above the regulatory
standard. The distribution represents abatement costs c. The vertical lines on each graph represent the
additional payment necessary to induce an auditor to falsely report low qVh -,AV and the fine for a reported
violation f.
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The figure shows distributions of pollutant concentrations for Suspended Particulate Matter in boiler-stack
samples taken during the midline survey. Panel A shows the distributions of readings at control plants from
audits and backchecks, respectively, and Panel B readings at treatment plants from the same two sources.
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Figure 3-3: Audit Treatment Effect in Density Bins, All Pollutants
~- ~~J!
0 .5
All readings, pooled
Standard deviations relative to regulatory limit
The figure reports point estimates and standard errors from OLS regressions where the dependent variables
are indicators for a pollutant reading being within a given density bin and the independent variable is audit
treatment. Pollutants included are Water = {NH 3 -N, BOD, COD, TDS, TSS} and Air = {SO2, NOR,
SPM} with All = Water U Air. Pollutants are standardized by subtracting the regulatory standard for each
pollutant and dividing by the standard deviation in backchecks. Density bins are 0.05 standard deviations
wide.
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Figure 3-4: False Compliance against Pollutant Citations by Regulator, Control
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The figure reports a scatter plot for different pollutants of the difference between the share of firms reported
compliant in audits versus backchecks, in the treatment and control groups, against the share of regulatory
citations citing that pollutant, conditional on the citation citing any pollutant. The compliance difference is
the same as the difference between the audit report coefficient in Table 3.3 and the corresponding backcheck
mean level of compliance disaggregated by pollutant. Regulatory citations are from a complete review of
all regulatory correspondence to sample plants from 2007 through 2011. The variable is constructed as
the share of all regulatory actions (notices of violations or of pending enforcement) citing a given pollutant
conditional on an action citing any pollutant.
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Figure 3-5: Quantile Treatment Effects of Audit on Endline Pollution
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The figure reports estimates from quantile regressions of standardized endline pollution for all pollutants on
a dummy for audit treatment assignment in the inspection control sample, analogous to the specifications in
Table 3.4. The quantiles are from 0.05-quantile to the 0.95-quantile at 0.05-quantile intervals. The confidence
intervals shown are at the 95% and 90% level from a cluster-bootstrap at the plant level.
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Figure 3-6: Regulatory Actions by Degree of Violation
Regulatory Actions Resulting from Cited Violations
by reading's percentage of regulatory standard
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Letter: not requiring response. Citation: legal citation requiring response.
Closure: closure warning. Disconnection: order to disconnect utilities.
The figure reports the regulatory responses to pollution readings measured at different levels of non-
compliance during regulatory inspections for audit sample plants over the three years beginning one year
prior to the study. Pollutant readings are shown in bins of readings at least a given percentage above the
regulatory standard. The bars indicate the type of regulatory action taken in response to a given reading.
Actions increase in severity from bottom (dark bars) to top (light bars): a letter is official but not legal
correspondence to the firm noting the violation and possibly threatening action, a citation is a legal regu-
latory notice requiring a response from the firm, a closure is a warning that the plant will be closed unless
a violation is remedied, and a disconnection is an order to the utility that a plant's power be disconnected.
All of these actions were coded based on complete administrative records of plant interactions with the
regulator.
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3.8 Tables
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Table 3.1: Audit Treatment Covariate Balance
Treatment Control Difference
Panel A: Plant Characteristics
Capital investment Rs. 50m to Rs. 100m (=1)
Located in industrial estate (=1)
Textiles (=1)
Effluent to common treatment (=1)
Waste water generated (kl / day)
Lignite used as fuel (=1)
Air emissions from flue gas (=1)
Air emissions from boiler (=1)
Bag filter installed (=1)
Cyclone installed (=1)
Scrubber installed (=1)
Panel B: Regulatory Interactions
Whether audit submitted (=1)
Any equipment mandated (=1)
Any inspection conducted (=1)
Any citation issued (=1)
Any water citation issued (=1)
Any air citation issued (=1)
Any utility disconnection (=1)
Any bank guarantee posted (=1)
Observations
0.092
[0.29]
0.57
[0.50]
0.88
[0.33]
0.41
[0.49]
420.5
[315.9]
0.71
[0.45]
0.85
[0.35]
0.93
[0.26]
0.24
[0.43]
0.087
[0.28]
0.41
[0.49]
in Year
0.82
[0.38]
0.42
[0.50]
0.79
[0.41]
0.28
[0.45]
0.12
[0.33]
0.027
[0.16]
0.098
[0.30]
0.033
[0.18]
184
0.14
[0.35]
0.53
[0.50]
0.93
[0.26]
0.35
[0.48]
394.6
[323.4]
0.77
[0.42]
0.87
[0.33]
0.92
[0.27]
0.34
[0.47]
0.079
[0.27]
0.41
[0.49]
Prior to Study
0.81
[0.39]
0.49
[0.50]
0.78
[0.42]
0.24
[0.43]
0.12
[0.33]
0.0052
[0.072]
0.094
[0.29]
0.026
[0.16]
191
All variables from administrative data prior to the experiment. Firms in audit sample that submitted an
audit report in either year 1 or year 2. Columns (1) and (2) show means with standard deviationsin brack-
ets. Column (3) shows differences between treatment and control with standard errors in parentheses.
p < 0.10, ** p < 0.05, *** P < 0.01.
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-0.049
(0.033)
0.037
(0.051)
-0.046
(0.030)
0.067
(0.050)
25.9
(33.0)
-0.058
(0.045)
-0.021
(0.035)
0.0079
(0.027)
-0.096**
(0.047)
0.0084
(0.029)
-0.0060
(0.051)
0.0091
(0.040)
-0.068
(0.051)
0.0079
(0.043)
0.036
(0.045)
-0.00085
(0.034)
0.022*
(0.013)
0.0036
(0.031)
0.0064
(0.017)
Table 3.2: Submission of Audit Reports
Treatment Control Difference
Panel A: 2009
Audit submitted 163 177
Total plants 233 240
Share submitted 0.70 0.74 -0.038
(0.041)
Panel B: 2010
Audit submitted 164 153
Total plants 233 240
Share submitted 0.70 0.64 0.066
(0.043)
Audit report submission to the regulator for audit sample over the
two years of the experiment. Column (3) shows differences be-
tween treatment and control submission rates with standard errors
in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 3.3: Pollution Reports in Audits Relative to Backchecks
by Treatment Status
(1) (2) (3)
All Water Air
Panel A: Report Between 75% and 100% of Regulatory Standard
Audit report X Audit treatment
Audit report (=1)
Audit treatment (=1)
Control mean
Audit report X Treatment
Audit report (=1)
Audit treatment (=1)
Control mean
Observations
-0.185*** -0.212*** -0.143***
(0.0339) (0.0439) (0.0462)
0.270***
(0.0252)
-0.0102
(0.0183)
0.232
0.297***
(0.0336)
-0.0206
(0.0247)
0.259
0.230***
(0.0326)
0.00555
(0.0239)
0.191
-0.345***
(0.0555)
-0.234***
(0.0388)
-0.166***
(0.0501)
0.288*** 0.273*** 0.311***
(0.0233) (0.0327) (0.0322)
0.0578*
(0.0339)
0.701
2236
0.00748 0.145***
(0.0477) (0.0407)
0.674
1378
0.741
858
Regressions include region fixed effects. Standard errors clustered at the plant
level in parentheses. Pollution samples from final-stage effluent outlet for water
and boiler-stack for air. Pollutants included are Water = {NH 3 -N, BOD, COD,
TDS, TSS} and Air = {S02, NO., SPM} with All = Water U Air. Sample
of matched pollutant pairs from audit reports submitted to the regulator and
corresponding backchecks from the midline survey. * p < 0.10, ** p < 0.05,
p < 0.01.
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Panel B: Report Below Regulatory Standard
Table 3.4: Audit Treatment Effects on Auditor Reporting
All All Water Water Air Air
(1) (2) (3) (4) (5) (6)
Panel A: Audit Report Levels
Audit treatment (=1) 0.103*** 0.131*** 0.117** 0.131** 0.0852*** 0.132***
(0.0354) (0.0384) (0.0527) (0.0593) (0.0214) (0.0216)
Auditor fixed effects No Yes No Yes No Yes
Control mean -0.291 -0.291 -0.350 -0.350 -0.194 -0.194
Observations 13172 13172 8373 8373 4799 4799
Panel B: Differences, Midline Sample
Audit treatment (=1) 0.210*** 0.153 0.152 0.156 0.312*** 0.166*
(0.0726) (0.0986) (0.102) (0.138) (0.0825) (0.0951)
Auditor fixed effects No Yes No Yes No Yes
Control mean -0.304 -0.304 -0.354 -0.354 -0.225 -0.225
Observations 1118 1118 689 689 429 429
Regressions include region fixed effects and, in Panel A, year fixed effects. Standard errors clustered at
the plant level in parentheses. Pollution samples from final-stage effluent outlet for water and boiler-
stack for air. Pollutants included are Water = {NH 3 -N, BOD, COD, TDS, TSS} and Air = {S02,
NOx, SP\I} with All = Water U Air. Panel A sample of audit reports that reached the regulator over
the two years of the experiment with audit report levels as the outcome variable. Panel B midline survey
sample with audit reports less backchecks as the outcome. * p < 0.10, ** p < 0.05, *** p < 0.01.
Table 3.5: Audit Reports on Treatment Status Over Time
All All All
(1) (2) (3)
Audit treatment (=1) 0.103*** 0.218*** -0.150***
(0.0354) (0.0627) (0.0278)
Incentive pay (year=2010) 0.0561** 0.00187 -0.104***
(0.0273) (0.0325) (0.0210)
Incentive pay X treatment 0.257*** 0.0728**
(0.0920) (0.0343)
Years (fractional) from Jan 1, 2009 0.0290 0.0706***
(0.0226) (0.0185)
Years (fractional) X treatment -0.220*** -0.0382
(0.0677) (0.0299)
Region fixed effects Yes Yes Yes
Observations 13172 13172 13172
Regressions include region fixed effects. Standard errors clustered at the plant
level in parentheses. Pollution samples from final-stage effluent outlet for water
and boiler-stack for air. Pollutants included are Water = {NH 3 -N. BOD, COD,
TDS. TSS} and Air = {S0 2, NOX.SPM} with All = Water U Air. * p < 0.10,
p < 0.05, *** p < 0.01.
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Table 3.6: Endline Pollutant Concentrations on Treatment Status, Inspection Control
All Water Air
(1) (2) (3)
Panel A: Pollution Concentrations
Audit treatment assigned (=1) -0.165** -0.223* -0.0528
(0.0778) (0.121) (0.0566)
Control mean 0.030 0.036 0.022
Observations 1439 860 579
Panel B: Regulatory Compliance
Audit treatment assigned (=1) 0.0268 0.0387 0.00175
(0.0274) (0.0393) (0.0282)
Control mean 0.573 0.516 0.656
Observations 1439 860 579
Regressions include region fixed effects. Standard errors clustered at the plant
level in parentheses. Pollution samples from final-stage effluent outlet for water
and boiler-stack for air. Pollutants included are Water = {NH 3 -N, BOD, COD,
TDS, TSS} and Air = {S0 2. NOx,SPM} with All = Water U Air. Endline
survey data from audit sample in control group of treatment that cross-cut audit
treatment. * p < 0.10, ** p < 0.05, *** p < 0.01.
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3.9 Data Appendix
Table 3.7: Description of Pollutants
Pollutant Description
Panel A: Water Pollutants
Biochemical Oxy- A measure of the amount of dissolved oxygen consumed by microscopic or-
gen Demand ganisms in a confined sample of water. The BOD and volume of an effluent
(BOD) determine the oxygen demand that will be imposed on receiving waters (Boyd,
2000). The demand for oxygen from effluent may deplete available molecular
oxygen, precluding other biological processes, such as marine plants or life,
that require oxygen (Waite, 1984).
Chemical Oxygen A measure of the oxygen demand of the organic matter in a sample as de-
Demand (COD) termined by oxidation of the organic matter with potassium dichromate and
sulfuric acid. Often used as a proxy for BOD in determining the oxygen de-
mand of effluent.
Total Dissolved Primarily inorganic substances dissolved in water, including calcium, magne-
Solids (TDS) sium, sodium, potassium, iron, zinc, copper, manganese, etc. Water with high
dissolved solids is said to be mineralized and decreases the survival of plant
and animal life, degrades the taste of water, corrodes plumbing and limits use
of water for irrigation (Boyd, 2000; IHD-WHO Working Group, 1978). De-
pending on the composition of solids TDS may have adverse health effects on
people with cardiac disease or high blood pressure.
Total Suspended Organic and inorganic or mineral particles too large to be dissolved but small
Solids (TSS) enough to remain suspended against gravity in an effluent (Boyd, 2000). Con-
tribute to turbidity and color of water and proxy for adverse effects from
individual solid components.
Ammonia Nitro- The nitrogen contained in unionized ammonia and ammonium. Though nitro-
gen (NH 3-N) gen is a vital nutrient, some forms of ammonia nitrogen are toxic to aquatic
life (Boyd, 2000). The toxicity of ammonia nitrogen increases with decreasing
dissolved oxygen concentrations.
Panel B: Air Pollutants
Sulfur Dioxide A reactive oxide of sulfur. Short-term exposure has been linked to adverse
(SO 2 ) respiratory effects particularly damaging for asthmatics. SO 2 also contributes
to formation of fine particles (World Health Organization, 2006).
Nitrogen Oxides A group of reactive gases including nitrous acid, nitric acid and NO2 . Ni-
(NOx) trogen oxides are toxic at high concentrations and contribute to formation
of ozone and fine particles, which are detrimental to health (World Health
Organization, 2006).
Suspended Par- A mixture of small particules and liquid droplets with a number of comupo-
ticulate Matter nents, including acids, organic chemicals, metals and soil or dust (U.S. En-
(SPM) vironmental Protection Agency, 2010). Particulat matter affects respiratory
and cardiovascular health and has been shown to increase infant mortality and
shorten lifespans (World Health Organization, 2006; Currie and Walker, 2011:
Chen et al.. 2010).
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3.10 Model Appendix
The following is a subgame-perfect Nash equilibrium with regulation:
1. Firms abate if and only if c < min{f, qVhl - AV}.
2. Firms offer payments
w(P3P) a - AV + qVh + E qVhi - AV f, p ,pph
a otherwise
3. Auditor submits report
Ph P = P1, W11 < Whl - qVo U whl a
P1 P = p, w11  wh - qV U w1 > a
Ph p=Ph, Wih <Whh -AV+qVh U whh > a
P P=Ph, Wth Whh -AV+qV 1h U wlh a - V + qVh
If none of these conditions are met, the auditor declines to submit a report.
4. Regulator imposes a fine f if P = Ph is observed and disbars auditors observed to have
reported falsely.
The definition of an equilibrium with regulation is one in which the regulator imposes
a fine f if P = Ph is observed and disbars auditors observed to have reported falsely. This
equilibrium is unique in this set up to the off-equilibrium path payments of the plant to the
auditor and therefore all other equilibria with regulation are payoff equilvalent.
Consider the auditor's actions. In the subgame with p = pl, the auditor receives a higher
payoff from (truly) reporting P = pl if wl - a + Vo > whi - a + (1 - q)V and is willing to
do so if wu - a + Vo > V. These conditions are equivalent to wa > Whi - qVo, Whi > a given
that AV -- Vh - V. In the subgame with p = Ph. The auditor receives a higher payoff
from (falsely) reporting p = p if Wlh - a + (1 - q)Vlh > Whh - a + Vo and is willing to do so
if Wlh - a + (1 - q)Vh > V. These conditions are equivalent to wl > whh - AV + qVh and
wi, > a - AV + qVh.
Consider the plant's actions in the subgame where it has chosen p = pl. Inducing low
reporting requires w - a + Vo < whI - a + (1 - q)V or w11 w< h - qV. Inducing a high
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report is optimal if wil > WhI + f but doing so requires a w11 < w1, - qV, a contradiction.
The plant thus never induces a high report. For a low report it offers payment at cost. The
payment for a high report can be any such that w1l = a > wli - qVo -> whi < a + qV; we
let w1 1 = a above.
Consider the plant's actions in the subgame where it has chosen p = ph. Given the
strategies of the auditor and regulators, inducing low reporting requires wlh -a+(1-q)Vh >
Whh - a + V: Wlh - a + (1 - q)Vh Whh - a + V. Inducing false reporting is profitable if
Wlh Whh + f and is possible if wlh > Whh - AV + qVh. The plant will not pay any more
than necessary, so inducing false reporting is worthwhile if Whh - AV + qVh < f + Whh <
qVh - AV < f which is the condition given. The plant will set wlh > a - AV + qVh, which
is the lowest payment at which the auditor will submit.. If the plant is not inducing false
reporting it sets Whh = a to induce submission and Wlh < a.
Now consider the plant's choice of whether to abate. The outcome of the subgame
without abatement is that total plant costs are min{f, qV, - AV}. In the subgame with
abatement, abatement c is the only cost. Abateing is therefore rational if c > in{f, qVl, -
AV} as given.
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