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Resumen
La oclusio´n y presencia de formas incompletas en ima´genes digitales de estructuras ver-
miformes como las larvas dificultan los procesos automatizados de segmentacio´n y conteo
de las mismas. El presente trabajo aporta un me´todo que considera la informacio´n parcial
de forma tomada de una imagen para regenerar el borde de una larva de acuerdo a la in-
formacio´n global y local previamente aprendida a partir de datos disponibles. La oclusio´n
se puede observar como un caso especial de forma incompleta y por tanto es considerado
por el me´todo.
El presente trabajo tiene como objetivo principal el desarrollo de un modelo de forma que
incluya la informacio´n global y local de la estructura que representa a una larva y que a
su vez sea invariable a las modificaciones causadas por la rotacio´n, traslacio´n y cambio
de escala. La solucio´n propuesta se basa en el uso del contorno de la larva, propiamente
de segmentos de taman˜o fijo traslapados a lo largo del contorno, que posteriormente son
sometidos a un ana´lisis de componentes principales (PCA) y a un cambio de escala y sis-
tema nume´rico, para finalmente ser procesados por una ma´quina restringida de Boltzman
(RBM) o un conjunto de ellas mediante aprendizaje profundo con el objetivo de aprove-
char las capacidades generativas de la misma. El me´todo sugerido involucra dos etapas; el
entrenamiento y la evaluacio´n de la RBM. De esta forma, al haber entrenado la RBM con
segmentos de larvas completas las salidas generadas corresponden a la larva que mejor
representa la probabilidad conjunta de sus entradas, que pueden ser larvas incompletas,
o un traslape de larvas.
Palabras clave: Modelo de forma, segmentacio´n, componentes principales, co´digo gray,
ma´quinas restringidas de Boltzman, aprendizaje profundo

Abstract
Occlusion and presence of incomplete shapes on digital images of vermiform structures as
larvae make the automated process for larvae counting and segmentation hard to complete.
The suggested solution provides a method that considers the partial shape taken from an
image to generate the larva border according to the global and local information previously
learned from the available data. Occlusion is a particular case of incomplete shapes so it
is considered indirectly as well.
The main goal of this work is to develop a shape model that includes global and local
information of larvae’s structure, being at the same time rotation, translation and scale
invariant. The suggested solution uses the contour or boundaries of a larva to create fixed
size overlapped slices that are later passed through a principal component analysis (PCA)
block. Subsequently a scale change and Gray code numeric system is applied over each
slice to be finally processed by a Restricted Boltzmann Machine (RBM) or a set of them
using Deep Learning. This method involves two stages: training and evaluation of the
RBM. After training the RBM with slices corresponding to complete larvae the RBM’s
output will correspond to the best complete larvae that best describes the join probability
distribution of the inputs according to the distribution learned during the training stage,
even if the inputs correspond to incomplete or overlapped larvae.
Keywords: Shape model, segmentation, principal components, gray code, restricted Bol-
tzmann Machine, deep learning
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Cap´ıtulo 1
Introduccio´n
1.1. Estudio de organismos biolo´gicos vermiformes
Organismos como las larvas de Drosophila describen estructuras vermiformes cil´ındricas
con diferencias en grosor y longitud pero con similitud en apariencia visual en cuanto a
forma tal y como se ilustra en la figura 1.1.
Figura 1.1: Imagen de ejemplo de larvas proporcionada por la Universidad de Heidel-
berg [35]
Para el caso de larvas de Drosophila su estudio se ha basado en varios factores o para´me-
tros que su actividad locomotora describe, como la velocidad de desplazamiento y su
incremento con la edad de la larva [21]. Algunos otros para´metros considerados son el
nu´mero de episodios de actividad e inactividad, la duracio´n de la actividad [41] y su ten-
dencia a la dispersio´n cuando varias larvas son situadas con una proximidad muy cercana
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en un a´rea pequen˜a, donde estas tienden a ubicarse a los lados ma´s que en las zonas
centrales [54, 21].
La ubicacio´n, locomocio´n y comportamiento de larvas de Drosophila muestran que estas
exhiben un aprendizaje asociativo y no asociativo y a su vez poseen habilidades en la toma
de decisiones. Esta es tan solo una de las razones que ha motivado a los investigadores
a estudiar au´n ma´s las bases gene´ticas de las larvas. Dichas investigaciones han sido
utilizadas exitosamente para identificar los mecanismos que subyacen a las enfermedades
neurodegenerativas humanas como el Parkinson y el Alzheimer, y han contribuido a un
mejor entendimiento del comportamiento social y de estados emocionales anormales como
la depresio´n y la ansiedad [30].
El presente trabajo contribuye al desarrollo de sistemas de ubicacio´n, seguimiento y conteo
individual de larvas mediante el uso de ima´genes digitales, como apoyo al trabajo de
bio´logos y agro´nomos.
La figura 1.2 ilustra los bloques involucrados en el proceso de segmentacio´n automa´tica
de larvas en ima´genes digitales.
Figura 1.2: Diagrama de bloques del sistema de segmentacio´n de larvas
El presente trabajo evalu´a un modelo para segmentacio´n y reconstruccio´n de larvas incom-
pletas o traslapadas y por tanto se ubica en los bloques de segmentacio´n y reconstruccio´n.
Se hace uso adema´s del trabajo realizado en [35] para la mejora y procesamiento de la
imagen y la extraccio´n de posibles larvas o agrupamientos de larvas. Para evaluacio´n se
utiliza el conjunto de ima´genes de larvas proporcionadas por la Universidad de Heidelberg
(HCI) en Alemania utilizada en [35].
1.2. Segmentacio´n de larvas en ima´genes digitales
La segmentacio´n de larvas tiene como objetivo la ubicacio´n y seguimiento de individuos
en ima´genes digitales. Esto se dificulta por la oclusio´n o traslape de larvas, tal y como se
ilustra en la figura 1.3.
Cuando la tarea es realizada por expertos, el ana´lisis de la muestra toma en cuenta una sola
aglomeracio´n a la vez con el objetivo de no perder la ubicacio´n de las larvas individuales.
1 Introduccio´n 3
Figura 1.3: Oclusio´n y larvas incompletas. Tomado de HCI
Se ha buscado apoyo en la tecnolog´ıa mediante el uso de videos, donde el experto debe
reproducir constantemente el video hacia delante y hacia atra´s esperando una separacio´n
de las larvas para poder definir cuantas hay presentes [35].
Utilizando la metodolog´ıa basada en videos, Fiaschi [35] ha sugerido el uso de un modelo
gra´fico determinista que permite analizar dicha separacio´n durante la duracio´n del video
y de esta forma estimar la cantidad de larvas en los hacinamientos. No obstante, esto
no permite ubicarlas individualmente en el a´rea de oclusio´n. Por otra parte, en algunas
ocasiones los videos no exponen la separacio´n de las larvas o solo se cuenta con fotograf´ıas.
Dicho planteamiento ignora las larvas incompletas y carece de un modelo de forma y de
segmentacio´n de larvas que permita generar una hipo´tesis del taman˜o completo que tendr´ıa
dicha larva ya que estas pueden variar en taman˜o as´ı como en posicio´n u orientacio´n en
la imagen. Sumado a esto no es posible tener un criterio u´nico entre expertos acerca de
que´ taman˜o tendr´ıa la larva considerando el segmento de larva disponible.
De esta forma es posible plantear la problema´tica del presente trabajo mediante la si-
guiente pregunta: ¿Es posible realizar un proceso de segmentacio´n en ima´genes de larvas
que permita la regeneracio´n de informacio´n faltante en casos de oclusio´n y larvas incom-
pletas?
1.3. Propuesta para la reconstruccio´n de larvas
El presente trabajo propone un me´todo de segmentacio´n y reconstruccio´n que parte de
la creacio´n de un modelo de forma de larva individual. Este utiliza una representacio´n de
forma compuesta por una secuencia de segmentos de contorno traslapados representados
mediante componentes principales (PCA). De esta forma una larva individual es repre-
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sentada por el conjunto de coeficientes que describen a los segmentos que la componen.
Posteriormente se adapta la representacio´n de esos coeficientes para hacerla apta como
entrada a una ma´quina restringida de Boltzmann binaria o un conjunto de estas, con el
objetivo de explorar sus capacidades regenerativas sobre el modelo de forma disen˜ado,
propiamente mediante la generacio´n una hipo´tesis de larva que luego debe ser ajustada a
la imagen. La figura 1.4 muestra un diagrama de bloques funcional del sistema propuesto.
Figura 1.4: Diagrama de bloques de la solucio´n propuesta
Para la solucio´n se proponen algoritmos de procesamiento y ana´lisis de ima´genes que han
sido implementados haciendo uso del lenguaje C++, as´ı como de mo´dulos existentes en
la biblioteca de software para visio´n por computador y procesamiento digital de ima´genes
LTI-Lib. Por su parte, los mo´dulos de cambio de escala y sistema nume´rico han sido
implementados en python con el objetivo de utilizar la implementacio´n de ma´quinas
restringidas de Boltzmann (RBM por sus siglas en ingle´s) y aprendizaje profundo (DBN
por sus siglas en ingle´s) disponible en la biblioteca Theano [7, 5], as´ı como su aceleracio´n
mediante el uso de CUDA [46].
1.4. Objetivos y estructura del documento
El principal objetivo del presente trabajo es explorar el uso de modelos probabil´ısticos ge-
nerativos como las ma´quinas restringidas de Boltzmann (RBM) o su generacio´n multicapa
de aprendizaje profundo (DBN) mediante el desarrollo de un modelo de forma invariante
a la posicio´n, escala y rotacio´n que permita la reconstruccio´n de larvas incompletas y el
manejo de oclusio´n. Para esto, dicho modelo debe incluir informacio´n local y global de la
larva de acuerdo a los resultados expuestos en [2] y debera´ ser utilizado en las entradas o
capas visibles de una red neuronal RBM/DBN. Por ende un modelo de entrenamiento y
evaluacio´n necesita ser concebido.
1 Introduccio´n 5
En el cap´ıtulo 2 se detallan aquellos conceptos en los que se basa la solucio´n presentada en
este trabajo, conformando as´ı el marco teo´rico de la solucio´n. En el cap´ıtulo 3 se expone
el disen˜o conceptual de la solucio´n propuesta y en el cap´ıtulo 4 se realiza un ana´lisis de los
resultados obtenidos. Por u´ltimo en el cap´ıtulo 5 se incluyen las conclusiones obtenidas
mediante el ana´lisis de resultados y se exponen algunas de las recomendaciones para
trabajos posteriores .
6 1.4 Objetivos y estructura del documento
Cap´ıtulo 2
Marco teo´rico
El presente cap´ıtulo detalla los fundamentos teo´ricos de la solucio´n propuesta. Inicial-
mente se define el concepto de segmentacio´n y modelo de forma, seguidamente se realiza
una introduccio´n al alineamiento mediante el ana´lisis de Procrustes y se brindan los fun-
damentos teo´ricos en los cuales el ana´lisis de componentes principales se basa. Por otra
parte se incluyen las caracter´ısticas y para´metros que describen a una distribucio´n gaus-
siana y en que´ consiste el blanqueo de datos. A su vez dos tipos de cambio de escala son
mencionados: el lineal y el mapeo mediante funcio´n de error. Posteriormente se incluye
una descripcio´n de la representacio´n nume´rica basada en co´digos Gray. Finalmente se pro-
porcionan el marco teo´rico que define el funcionamiento de las ma´quinas restringidas de
Boltzmann y su variante de aprendizaje profundo, completando el presente cap´ıtulo con
una resen˜a de los trabajos previos realizados para solucionar el problema de regeneracio´n
durante la segmentacio´n de larvas.
2.1. Segmentacio´n y modelado de forma
2.1.1. Segmentacio´n
La segmentacio´n y el etiquetado de regiones son te´cnicas ba´sicas necesarias en el desarrollo
de tareas que involucran el agrupamiento y organizacio´n de regiones de ima´genes en
partes coherentes de intere´s para la aplicacio´n espec´ıfica[33]. Para algunos autores la
segmentacio´n se refiere al agrupamiento de pixeles de la imagen en partes de intere´s sin
aplicar una etiqueta determinada a dichas partes y por su parte, el etiquetado de regiones
involucra la asignacio´n de un nombre o categor´ıa espec´ıfica a las regiones segmentadas
[24], por ejemplo: cabello, piel y fondo en aplicaciones de reconocimiento de caras. Algunos
ejemplos de segmentacio´n y etiquetado son mostrados en la figura 2.1.
No existe una definicio´n u´nica y generalmente aceptada de segmentacio´n, para otros au-
tores existen dos tipos de segmentacio´n: la parcial y la completa [43]. La parcial es aquella
que encuentra regiones en la imagen que corresponden a superficies en el mundo real sin
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(a) (b)
Figura 2.1: (a) Imagen segmentada, (b) Imagen etiquetada. Tomado de [24]
agruparlas en objetos y la completa que detecta objetos reales, es decir, los etiqueta.
En el presente trabajo se utiliza el mo´dulo desarrollado en [35] para realizar una segmen-
tacio´n parcial inicial sobre la imagen de larvas y la solucio´n propuesta pretende generar
una mejor hipo´tesis de segmentacio´n que permita a los siguientes mo´dulos realizar una
segmentacio´n completa en condiciones en las que el objeto se presenta incompleto.
2.1.2. Modelado estad´ıstico de forma
El modelo de forma corresponde a la distribucio´n estad´ıstica que describe la representacio´n
de forma seleccionada a lo largo de un conjunto utilizado como muestra (usualmente
llamado conjunto de entrenamiento) [12], donde dicha representacio´n pertenece al objeto
o superficie de intere´s sobre la imagen. La forma s de un objeto es t´ıpicamente representada
mediante un conjunto de puntos N -dimensionales xi concatenados en un solo vector [57]
s = (x1, x2, . . . , xN) (2.1)
Para dos o tres dimensiones usualmente los modelos deben considerar las transformaciones
de similitud (traslacio´n, rotacio´n y escala) a las que la forma esta normalmente expuesta.
En general una buena representacio´n de forma permite obtener un modelo que mejora el
rendimiento de la aplicacio´n en cuestio´n.
En [63] se establece que un modelo de forma probabil´ıstico generativo es robusto si cumple
con dos requerimientos:
Realismo: Las muestras del modelo lucen realistas
Generalizacio´n: El modelo puede generar muestras no presentes en el conjunto de
entrenamiento.
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2.2. Ana´lisis de Procrustes
El ana´lisis de Procrustes (PA) realiza transformaciones de escalamiento, rotacio´n y tras-
lacio´n de la forma bajo ana´lisis tal que se encuentre el mejor ajuste entre los puntos
correspondientes a la forma de referencia y la forma a alinear [50]. Estas transformaciones
permiten que las diferencias con respecto a la referencia se puedan minimizar preser-
vando los a´ngulos y l´ıneas paralelas y por lo tanto preservando la forma misma. Estas
transformaciones son llamadas transformaciones isome´tricas.
El ana´lisis ortogonal generalizado de Procrustes es descrito mediante el algoritmo 1 [57]
Algoritmo 1 Ana´lisis de Procrustes
Entrada: Conjunto de formas a alinear representadas por puntos de referencia
Salida: Conjunto de formas alineadas
1: Seleccionar una forma del conjunto como primera aproximacio´n de forma media o
forma objetivo (Puede ser la primera forma del conjunto)
2: Asignar forma objetivo a nueva forma media
3: hacer
4: Asignar nueva forma media como forma media actual
5: para cada forma en el conjunto hacer
6: Calcular centroide
7: Mover centroide al origen
8: Normalizar cada forma a taman˜o unitario
9: Rotar forma segu´n forma media actual
10: fin para
11: Calcular nueva forma media del conjunto parcialmente alineado
12: mientras nueva forma media 6= forma media actual
El ca´lculo del centroide y las matrices de transformacio´n se describe en detalle en [50, 56].
2.3. Ana´lisis de componentes principales
Cuando se cuenta con un conjunto de datos que posee una cantidad de dimensiones que
dificulta el ana´lisis de los mismos es deseable el uso de te´cnicas que permitan disminuir
la dimensionalidad del problema.
El ana´lisis de componentes principales (PCA) permite identificar patrones dentro del
conjunto de datos y expresarlos con una dimensionalidad menor como una funcio´n de sus
caracter´ısticas ma´s descriptivas [52], extrayendo as´ı la informacio´n relevante del conjunto
mediante un filtrado de ruido y de dimensiones redundantes en los datos.
PCA convierte un conjunto de variables correlacionadas en un conjunto de valores descri-
tos por la combinacio´n lineal de sus componentes principales no correlacionados utilizados
como nueva base ortonormal para representar (una aproximacio´n de) dichos datos [51].
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Sea X una matriz de dimensiones m × n correspondientes a n muestras con media cero
de dimensio´n m donde cada dimensio´n corresponde a una variable del experimento en
cuestio´n y Y otra matriz m×n, PCA busca encontrar la matriz de transformacio´n lineal
P que relaciona al conjunto X con el conjunto Y
Y=PX (2.2)
donde los vectores fila pi con i ∈ {1, . . . ,m} de P corresponden a los componentes prin-
cipales de X.
Con el objetivo de encontrar los vectores base que mejor describan al conjunto de datos,
PCA plantea la bu´squeda de la matriz ortornomal P tal que la matriz de covarianza
CY ≡ 1
n− 1YY
T (2.3)
sea una matriz diagonal y por ende
a) Que la covarianza entre las dimensiones j e i, Cij = 0 ∀i 6= j con i, j ∈ {1, . . . ,m},
es decir, que no exista redundancia entre dimensiones.
b) Que los te´rminos en la diagonal Cij 6= 0 ∀i = j correspondan a la varianza de la
dimensio´n en cuestio´n. Donde una mayor varianza es indicativo de mayor dina´mica
en los datos de intere´s.
Es posible demostrar[51] que los componentes principales pi de X corresponden a los
vectores propios de XXT y que el valor en la diagonal de CY corresponde al i-e´simo valor
propio y varianza de X a lo largo de pi.
De esta forma, si los datos siguen una distribucio´n normal, se puede realizar una disminu-
cio´n de la dimensionalidad del conjunto de datos utilizando solamente κ (κ < m) vectores
o componentes principales con las mayores varianzas o valores propios, obteniendo as´ı una
proyeccio´n Y de menor dimensio´n que aproxima cada punto de m dimensiones mediante
κ pesos de PCA. Sonka [55] sugiere la seleccio´n de κ mediante
∑κ
i=1 λi∑m
j=1 λj
> α (2.4)
con λi el i-e´simo valor propio y donde α gobierna que´ tanta variacio´n del conjunto de
datos puede ser representada por el modelo, α = 1 incluye todas las m dimensiones para
la representacio´n.
La figura 2.2 muestra un conjunto de datos descrito por dos de sus componentes princi-
pales.
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Figura 2.2: Conjunto de datos y sus dos componentes principales p1 y p2. Tomado de [23]
2.3.1. Blanqueo de datos
Una vez eliminada la correlacio´n entre los datos mediante la diagonalizacio´n de la matriz
de correlacio´n, los valores propios en la diagonal describen la dispersio´n de los datos en
la direccio´n del vector propio correspondiente [47].
El blanqueo de datos convierte a la matriz de correlacio´n en la matriz identidad
YYT = I (2.5)
transformando las superficies equiprobables de elipsoides a esferoides al normalizar la
dispersio´n en todas las dimensiones [47].
Es posible demostrar mediante descomposicio´n de valores singulares [3] (SVD) que los
datos con blanqueo YTw se obtienen al escalar los valores proyectados Y
T por la matriz
diagonal que contiene los valores propios [32]
YTw = Y
TΛ
−1
2 (2.6)
donde
Λ =
 λ1 0 0... . . . ...
0 0 λk

con λi el i-e´simo valor propio.
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2.4. Funcio´n Gaussiana
Se define una variable aleatoria como aquella funcio´n que asigna o relaciona un nu´mero
perteneciente a un espacio muestral a cada resultado de un experimento [61]; puede ser
discreta o continua. E´sta se encuentra distribuida normalmente si tiene una funcio´n de
densidad de probabilidad descrita por:
f(x) =
1
σ
√
2pi
e−(x−µ)
2/2σ2 (2.8)
Esta funcio´n es denominada funcio´n o distribucio´n gaussiana, con valor medio µ y varianza
σ2. La funcio´n gaussiana es sime´trica respecto a su para´metro µ en el cual alcanza su
valor ma´ximo y describe una curva en forma de campana con una dispersio´n segu´n su
varianza [49]. Un 99,74 % de esta dispersio´n se encuentra comprendida en el intervalo
[µ− 3σ, µ+ 3σ ] tal y como se ilustra en la figura 2.3.
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Figura 2.3: Funcio´n Gaussiana
La funcio´n gaussiana esta´ completamente descrita a trave´s de sus dos para´metros µ y σ2
y los cuales son sus momentos de primer y segundo orden respectivamente. Para el caso
de variables aleatorias discretas, es posible encontrar su valor utilizando las siguientes
ecuaciones:
µ =
∑n
i=0 xi
n
(2.9)
σ2 =
∑n
i=1 xi
2 − nµ2
n
(2.10)
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2.5. Cambio de escala
El cambio de escala permite variar el rango de valores descrito por un conjunto de datos
a un rango que sea adecuado para el sistema que los procesa mediante un mapeo. Los
mapeos estudian como transformar una regio´n espec´ıfica de un plano z en otra regio´n del
plano w al aplicar w = f(z) [1].
La idea general del mapeo es realizar una transformacio´n entre dos conjuntos Z y W
permitiendo otro modo de visualizacio´n y ana´lisis de los datos para simplificar modelos
geome´tricos o adecuar el rango de datos al deseado en el sistema. En ingenier´ıa son aquellas
funciones f invertibles las que encuentran mayor aplicacio´n tal que
w = f (z)⇒ z = f−1 (w) = f−1 (f (z)) (2.11)
En esta seccio´n se describen dos tipos de mapeo de variable real (Z,W ⊆ R), el lineal y
el realizado por la funcio´n de error, estos son utilizados en el cap´ıtulo 3.
2.5.1. Mapeo lineal
Un mapeo lineal [1] es realizado por una funcio´n f de variable real de la forma
f (z) = w = αz + β, α, β ∈ R (2.12)
De esta forma es posible realizar un cambio de escala considerando la escala original como
el dominio Z de la funcio´n f y su rango W la nueva escala.
Si se conocen dos pares ordenados (zmin, wmin) y (zmax, wmax) que definen los rangos de
entrada y salida, α y β se obtienen con [58]
α =
wmax − wmin
zmax − zmin (2.13)
β = wmax − αzmax (2.14)
2.5.2. Funcio´n de error
La funcio´n de distribucio´n acumulativa Φ(x) correspondiente a una distribucio´n de proba-
bilidad normal o gaussiana se describe mediante la funcio´n de error (ERF) erf (x) definida
como [37]
erf (x) =
2√
pi
∫ x
0
e−t
2
dx (2.15)
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la cual es ilustrada en la figura 2.4a. Entre sus caracter´ısticas esta´n [37]
erf (−∞) = −1
erf (−x) = −erf (x)
erf (+∞) = 1
erf (x∗) = [erf (x)]∗
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Figura 2.4: (a) Funcio´n de error, (b) Funcio´n de cambio de escala ψΦ(x) con ψ = 1023,
µ = 0 y σ = 1
De esta forma se define Φ(x) como [62]
Φ(x) =
1
2
+
1
2
erf
(
x− µ
σ
√
2
)
(2.16)
Mediante el uso de Φ(x) y una amplitud ψ a definir es posible un cambio de escala como
se ilustra en la figura 2.4b.
w = ψΦ(x) = ψ
(
1
2
+
1
2
erf
(
x− µ
σ
√
2
))
(2.17)
Al aplicar este cambio sobre un conjunto de datos Z se realiza a su vez un cambio en la
distribucio´n o histograma como se muestra en la figura 2.5a y 2.5b para el caso de una
distribucio´n normal(µ = 0 y σ = 1) que posteriormente son mapeados mediante ψΦ(x)
dando como resultando un histograma ecualizado [22, 15].
2.6. Co´digo Gray
La naturaleza de los sistemas electro´nicos requiere un sistema nume´rico capaz de ser
utilizado en operaciones aritme´ticas y en forma general para la representacio´n digital de
los datos. La seleccio´n de dicho sistema nume´rico depende de la naturaleza intr´ınseca del
problema a resolver.
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Figura 2.5: (a) Distribucio´n normal de Z con µ = 0 y σ = 1, (b) Histograma resultante
despue´s de aplicar ERF
Tabla 2.1: Co´digo Gray y binario de 3 bits
Decimal
Binario Gray
b2 b1 b0 g2 g1 g0
0 0 0 0 0 0 0
1 0 0 1 0 0 1
2 0 1 0 0 1 1
3 0 1 1 0 1 0
4 1 0 0 1 1 0
5 1 0 1 1 1 1
6 1 1 0 1 0 1
7 1 1 0 1 0 0
El co´digo Gray o co´digo binario reflejado [31], fue propuesto en 1947 por Frank Gray con
el objetivo de evitar espurias en las salida de un sistema electromeca´nico durante el estado
de transicio´n de interruptores. Se basa en el ordenamiento binario de 2n d´ıgitos tal que
todo par de elementos nume´ricos consecutivos difiera u´nicamente por una posicio´n, por
tanto es considerado un co´digo de distancia unitaria en su representacio´n geome´trica [45].
La Tabla 2.1 muestra el co´digo Gray para 3 bits.
Es posible observar que a diferencia de la representacio´n binaria usual un incremento
unitario en la representacio´n decimal involucra el cambio de solo un bit.
2.7. Ma´quinas restringidas de Boltzmann y aprendi-
zaje profundo
Una Ma´quina restringida de Boltzamann (RBM), ilustrada en la figura 2.6, es un modelo
gra´fico probabil´ıstico capaz de representar una distribucio´n de probabilidad p sobre un
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vector de unidades visibles v y un vector h de unidades ocultas o latentes [14, 34]. Una
RBM es un tipo de red Hopfield [4] disen˜ado como una versio´n restringida de las Ma´quinas
de Boltzmann (MB) en donde a diferencia de estas, en las RBM las unidades estoca´sticas
(visibles y ocultas) no se encuentran completamente conectadas, haciendo manejable su
requerimientos computacionales en el entrenamiento [14].
Figura 2.6: Ma´quina Restringida de Boltzmann
La RBM es considerada un modelo de aprendizaje de ma´quina basado en una representa-
cio´n de energ´ıa con capacidades de inferencia y generacio´n, ya que despue´s de aprender los
pesos sina´pticos de un conjunto de observaciones, la red es capaz de generar una secuen-
cia de estados o unidades visibles cuyas probabilidades coinciden con las observaciones
presentadas durante el entrenamiento [4].
El uso de RBMs fue inicialmente propuesto por Smolensky en 1986 [53]; sin embargo
su entrenamiento no era computacionalmente manejable hasta que Hinton et al. [27]
desarrollaron la Divergencia Contrastante; un algoritmo de entrenamiento basado en el
muestro de Gibbs para obtener una secuencia de muestras de una distribucio´n posterior [8]
y as´ı poder estimar uno de los para´metros del modelo. El muestreo de Gibbs es una cadena
Markov Monte Carlo [48] que mediante un proceso iterativo genera una cadena de estados
en donde cada estado corresponde a una muestra ma´s cercana a la distribucio´n posterior
deseada [60]. Como se describe matema´ticamente en las siguientes secciones el algoritmo
de divergencia contrastante realiza k-pasos en dicha cadena para actualizar los pesos de
la RBM durante el entrenamiento y existe una variante persistente a dicho proceso [59].
2.7.1. Modelos basados en energ´ıa
Los modelos basados en energ´ıa asocian un escalar de energ´ıa a la configuracio´n de va-
riables de intere´s mediante un conjunto de ecuaciones inspiradas en los modelos de la
meca´nica estad´ıstica, en donde un sistema termodina´mico es caracterizado mediante los
posibles arreglos de a´tomos y mole´culas de acuerdo a la teor´ıa desarrollada por Boltz-
mann [60]. La energ´ıa asociada a la probabilidad de que un conjunto de part´ıculas ocupe
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un cierto nivel o macro estado [39, 44] es definida por la ecuacio´n de la distribucio´n de
Boltzmann
p (i) =
1
Z
e−βEi (2.18)
con β =
1
kbT
, T la temperatura, kb la constante de Boltzmann y Z la funcio´n de particio´n
utilizada en la teor´ıa de probabilidad como una constante de normalizacio´n considerada
en los modelos de energ´ıa como la suma de todos los micro estados del sistema
Z (β) =
n∑
i=1
e−βEi (2.19)
Los modelos de aprendizaje de ma´quina aprenden por medio de la optimizacio´n de la
probabilidad en la distribucio´n de Boltzmann, modificando la energ´ıa del sistema. Para
esto se utiliza el negativo del logaritmo de la probabilidad como funcio´n objetivo sobre la
cual se aplica el gradiente descendente estoca´stico [11].
2.7.2. Ma´quinas restringidas de Boltzmann
Las ma´quinas restringidas de Boltzmann (RBM) son caracterizadas por su topolog´ıa o
estructura bipartida [13]. Poseen enlaces u´nicamente entre las unidades ocultas h y visibles
v pero no entre unidades de una misma capa, y por tanto no existen dependencias entre
nodos visibles o entre nodos ocultos [60] (figura 2.6).
Las RBM son un caso particular de los modelos basados en energ´ıa utilizados para el
aprendizaje de ma´quina en donde usualmente β = 1 [60]. Su modelo representa una
distribucio´n de energ´ıa de Boltzmann y considera que existen variables visibles y ocultas
en el sistema. La funcio´n de energ´ıa es dada para un conjunto de pesos W y umbrales
c,b por [6]
E (v,h) = −hTWv − bTv − cTh (2.20)
Es posible reescribir la ecuacio´n de energ´ıa en funcio´n de los valores individuales para la
configuracio´n conjunta (v,h) [6, 26]
E (v,h) = −
∑
i∈visible
aivi −
∑
j∈ocultas
bihj −
∑
i,j
vihjwij (2.21)
con vi, hj los estados binarios de la unidad visible i y la unidad oculta j respectivamente,
ai, bi son los umbrales asociados a estas y wij el valor del peso que las asocia.
La distribucio´n de probabilidad esta´ dada por
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p (v,h) =
e−E(v,h)
Z
(2.22)
donde la funcion de particio´n Z es definida sobre todos los posibles vectores v y h
Z =
∑
v,h
e−E(v,h) (2.23)
De esta forma la probabilidad asignada por la RBM a un vector visible v se calcula
sumando todos los posibles vectores ocultos [6](distribucion marginal)
p (v) =
1
Z
∑
h
e−E(v,h) (2.24)
Finalmente, utilizando (2.20) en (2.24) se obtiene [60]
p (v) =
e−F(v)
Z
(2.25)
Z =
∑
v
e−F(v) (2.26)
donde F es llamada energ´ıa libre inspirado en el concepto de la meca´nica estad´ıstica y es
F (v) = −bTv −
n∑
j=1
log
∑
hj
ehi(cj+Wjv) (2.27)
Para el caso binario donde hj ∈ {0, 1} F (v) se simplifica tal que
F (v) = −bTv −
n∑
j=1
log
(
1 + e(cj+Wjv)
)
(2.28)
De esta forma utilizando (2.25), (2.26), (2.28) y gradiente descendente estoca´stico se ha
desarrollado un me´todo de inferencia como se muestra en la seccio´n 2.7.3.
2.7.3. Probabilidad condicional y entrenamiento por gradiente
descendente estoca´stico
Dado un conjunto de entrenamiento V conformado por subconjuntos de observaciones
o unidades visibles v; v ⊂ V, el proceso de entrenamiento de la RBM consiste en un
proceso iterativo de optimizacio´n de los para´metros W,b y c [13, 14] tal que estos logren
describir la distribucio´n de probabilidad de los vectores v.
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Con el objetivo de completar el ana´lisis es necesario encontrar inicialmente las probabili-
dades condicionales P (h|v) y P (v|h) [6, 19]
P (h|v) = p(v,h)
p(v)
=
e(b
Tx+cTh+hTWv)∑
h˜ e
(bTx+cTh˜+h˜TWv)
=
∏
i e
(cihi+hiWiv)∏
i
∑
h˜i
e(cih˜i+h˜iWiv)
=
∏
i
e(hi(ci+Wiv))∑
h˜i
e(h˜i(ci+Wiv))
= P (hi|v)
(2.29)
donde para el caso binario hi ∈ {0, 1}, sustituyendo se obtiene [60]
P (hi = 1|v) = e
ci+Wiv
1 + eci+Wiv
= ς(ci +Wiv) (2.30)
con ς la funcio´n sigmoide. De forma ana´loga [14] es posible obtener P (v|h), tal que
P (h|v) = ς(c +Wv) (2.31)
P (v|h) = ς(b +W Th) (2.32)
Si se cuenta con las unidades visibles es posible obtener la probabilidad de las unidades
ocultas y viceversa. Por otra parte, se define la funcio´n de probabilidad p(v) como la
funcio´n de verosimilitud [13]
L = p (v) = e
−F(v)
Z
(2.33)
y se calcula el gradiente de L con respecto al conjunto de para´metros θ del modelo [6]
−∂ log p(v)
∂θ
=
∂F(v)
∂θ
− 1
Z
∑
v˜ e
−F(v˜)∂F(v˜)
∂θ
=
∂F(v)
∂θ
−∑v˜ p(v˜)∂F(v˜)∂θ (2.34)
Se obtiene un estimado del gradiente mediante el uso del valor esperado [26, 25]
− ∂ log p(v)
∂θ
≈ Ep
[
∂F(v)
∂θ
]
datos
− Ep˜
[
∂F(v˜)
∂θ
]
modelo
(2.35)
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donde Ep se obtiene manteniendo las unidades visibles v constantes y muestreando h, lo
cual es posible mediante (2.23), (2.31) y (2.32) y es llamada fase positiva.
Por su parte Ep˜ es llamada fase negativa y se debe calcular sobre la distribucio´n p(v,h)
generada por el modelo, por tanto es necesario obtener ambas muestras; v y h, de p por
medio de un me´todo computacionalmente manejable para as´ı contar con un estimador
estoca´stico del gradiente [6]. Para lograrlo se hace uso de la divergencia contrastante
sugerida por Hinton et al. [27].
2.7.4. Divergencia contrastante
La fase negativa del gradiente Ep˜ en (2.35) se calcula mediante el muestreo de Gibbs [48],
es decir, fijando las unidades visibles v0 seguido de un muestreo de las unidades ocultas
h˜0 mediante (2.31), seguido de otro muestreo de las unidades visibles v˜1 y repitiendo el
proceso k veces con k →∞, causando que el modelo olvide el punto de inicio v0 y obtenga
muestras de la distribucio´n de equilibrio, formando una cadena Markov Monte Carlo
(MCMC) [34, 48]. No obstante, este tipo de aproximacio´n puede resultar no manejable
y computacionalmente intensa, traduciendose en un consumo de tiempo no apto para
aplicaciones pra´cticas [14, 6].
La Divergencia Contrastante (CD-k)[27] consiste en un me´todo de aproximacio´n del gra-
diente (2.35) por medio de un muestreo de Gibbs de una cantidad limitada de pasos k,
donde k pasos corresponden a k + 1 muestreos de las unidades ocultas. Esto es ilustrado
en la figura 2.7.
Figura 2.7: Divergencia contrastante
Hinton et al. [27, 26] demostraron que la utilizacio´n de k = 1 pasos (CD-1) produce
resultados adecuados a menudo ya que permite disminuir la energ´ıa que el modelo asigna
a los vectores de entrenamiento e incrementa la energ´ıa de las reconstrucciones de vectores
de entrenamiento generadas por el modelo. No obstante Krizhevsky [34] menciona que
tiene como debilidad que los lugares de la superficie de energ´ıa que no esta´n cerca de los
datos no son expl´ıcitamente modificados por el algoritmo aunque estos sean afectados por
los cambios que CD-1 induce.
Una vez realizado CD-1 se actualizan los para´metros utilizando la tasa de aprendizaje 
y los valores de las derivadas ∂L(v)
∂w
, ∂L(v)
∂b
y ∂L(v)
∂c
[6]
W←W + 
(
h˜0v0
T − p(h˜1 = 1|v˜1)v˜1T
)
(2.36)
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b← b +  (v0 − v˜1) (2.37)
c← c + 
(
h0 − p(h˜1 = 1|v˜1)
)
(2.38)
De esta forma es posible resumir el entrenamiento o actualizacio´n de para´metros de la
RBM mediante el Algoritmo 2.
Algoritmo 2 Actualizacio´n de para´metros RBM binaria
Entrada: unidades visibles v0, tasa de aprendizaje , pesos iniciales W, umbral unidades
visibles b y umbral unidades ocultas c
Salida: para´metros W, b y c actualizados
1: para toda unidad oculta j hacer
2: Calcular p(h˜0j = 1|v0)
3: Obtener muestra h˜0j de p(h˜0j|v0)
4: fin para
5: para toda unidad visible i hacer
6: Calcular p(v˜1i = 1|h˜0)
7: Obtener muestra v˜1i de p(v˜1j|h˜0)
8: fin para
9: para toda unidad oculta j hacer
10: Calcular p(h˜1j = 1|v˜1)
11: fin para
12: Actualizar W←W + 
(
h˜0v0
T − p(h˜1 = 1|v˜1)v˜1T
)
13: Actualizar b← b +  (v0 − v˜1)
14: Actualizar c← c + 
(
h0 − p(h˜1 = 1|v˜1)
)
Finalmente Tieleman en [59] sugiere una variante al algoritmo de Divergencia Contras-
tante en donde cada iteracio´n de CD-k se ejecuta utilizando como punto de inicio v˜1 de la
iteracio´n anterior, dando un efecto persistente en el muestreo de Gibbs en lugar de iniciar
de un conjunto de unidades visibles dado por el entrenamiento. Esta variante es llamada
Divergencia Contrastante Persistente.
2.7.5. Alias de verosimilitud
Es posible utilizar un indicador o alias con el objetivo de evaluar la similitud entre la
distribucio´n que describe el modelo de probabilidad p˜ de la RBM y la distribucio´n de
probabilidad p que describen las unidades visibles utilizadas en el entrenamiento. Dos de
estos indicadores son la entrop´ıa cruzada y la pseudo-verosimilitud.
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Entrop´ıa cruzada
La entrop´ıa cruzada (CE) [9, 8] provee una medicio´n del error entre el conjunto de uni-
dades visibles v˜ generadas por el modelo y las unidades visibles v de entrenamiento.
Es utilizada como el costo de reconstruccio´n [29] en RBMs que utilizan generalmente
divergencia contrastante
CE = −
L∑
l=1
vl log (p˜(vl)) + (1− vl) log(1− p˜(vl))) (2.39)
con L la cantidad de unidades visibles en la muestra, p˜(vl) la probabilidad de la unidad
visible generada mediante CD-k para la unidad visible vl y donde se ha considerado que
para el caso binario la probabilidad del conjunto de entrada durante el entrenamiento
p(v) = v.
Para un conjunto de entrenamiento con T muestras es posible obtener la CE del conjunto
de entrenamiento mediante
CEtotal =
T∑
i=1
CEvii (2.40)
Pseudo-verosimilitud
La pseudo-verosimilitud (PL) permite evaluar si el conjunto de para´metros estimados por
la RBM maximiza el producto de todas distribuciones condicionales P (vi |v−i) dado un
conjunto de datos de entrenamiento [40].
PL (v) =
N∏
i
P (vi | v−i) (2.41)
Es posible utilizar la expresio´n logar´ıtmica con el objetivo de expresarlo como la suma de
las probabilidades de cada bit vi condicionado por el estado de los restantes bits [20, 28]
log (PL(v)) =
N∑
i
log (P (vi | v−i)) (2.42)
donde v−i es es el conjunto de bits correspondientes a las N unidades visibles excluyendo el
valor del bit i, el cual para efectos del ana´lisis se invierte [40]. No obstante al incrementar
la cantidad de bits o unidades visibles este ca´lculo podr´ıa ser computacionalmente inade-
cuado ya que se deben calcular N probabilidades. Es posible utilizar una aproximacio´n
estoca´stica variando u´nicamente un bit i por muestra de unidades visibles tal que [17]
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g = N logP (vi|v−i) (2.43)
logPL(v) ≈ E[g] (2.44)
Sea vϕ el conjunto de unidades visibles con el bit i invertido, se estima logPL(v) con
logPL(v) ≈ (N · log ζ(F(vϕ)−F(v))) (2.45)
y encontrar el promedio de pseudo-verosimilitud del conjunto de entrenamiento con T
elementos
costo ≈ 1
T
T∑
t=1
(N · log ζ(F(vϕ)−F(v))) (2.46)
2.7.6. Aprendizaje profundo
Las redes de aprendizaje profundo (DBN por sus siglas en ingle´s: Deep Belief Networks)
extienden la arquitectura de las RBM a multiples capas ocultas. Para esto durante la
etapa de entrenamiento de la capa l los pesos de la capa l − 1 se mantienen fijos y se
utiliza de entrada para la capa l las salidas de las unidades ocultas de la capa l − 1 [34].
Es decir, las unidades ocultas de l − 1 corresponden a las unidades visibles de la capa l
tal y como se ilustra en la figura 2.8.
Figura 2.8: Arquitectura de aprendizaje profundo. Tomado de [36].
El entrenamiento de las DBN se realiza de forma segmentada, por partes y en una secuen-
cia definida. La capa l es entrenada una vez establecidos y entrenados los pesos de la capa
l−1. Hinton [25] demostro´ la validez de este tipo de entrenamiento por capas. Krizhevsky
[34] hace referencia a como si la segunda capa de pesos tiene la misma cantidad que la
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primera y a su vez la inicializacio´n de la segunda son los pesos de la primera la arquitec-
tura es capaz de mejorar la verosimilitud o probabilidad de los datos p(v) descrita por el
modelo de una sola capa.
Las DBN son capaces de aprender jerarqu´ıas de factores de variacio´n o caracter´ısticas
del conjunto de datos para los cuales no necesariamente se cuenta con un entendimiento
anal´ıtico [6]. Estas logran aprender caracter´ısticas o factores de alto nivel formados por la
composicio´n de factores de ma´s bajo nivel mediante abstraccio´n automa´tica que le permite
al sistema aprender mapeos complejos sin depender de factores indicados manualmente.
2.8. Trabajos anteriores de modelado con RBM
El uso de RBMs y DBNs para el modelado de formas es una propuesta recientemente
explorada por la comunidad cient´ıfica con el objetivo de aprovechar principalmente sus
propiedades generativas. Eslami et al. [16] hacen e´nfasis en la importancia de un modelo
de forma robusto con el objetivo de obtener un mayor rendimiento en tareas de segmen-
tacio´n. Para esto sugieren un tipo de DBN denominado ShapeBM el cual presenta una
arquitectura, un algoritmo y una te´cnica de muestreo capaz de hacer uso de la informa-
cio´n global y local disponible en ma´scaras binarias previamente alineadas y de taman˜o
fijo de caballos principalmente (base de datos de Weizmann [10]). Definen el realismo en
las ima´genes segmentadas resultantes y la capacidad de generalizacio´n como los criterios
utilizados para clasificar a un modelo de forma como robusto.
Adema´s destaca co´mo las representaciones de forma basadas en campos aleatorios de
Markov (MRFs) son capaces solamente de considerar restricciones locales de forma, como
la conectividad entre pixeles vecinos, el a´ngulo de las patas del frente de un caballo,
etc. y co´mo te´cnicas basadas u´nicamente en el algoritmo de forma media (mean shape) en
combinacio´n con PCA para representar el modelo de forma solo son capaces de considerar
restricciones globales y no representan formas con distribucio´n multimodal [12].
ShapeBM impone restricciones adicionales de conectividad y capacidad a las DBNs, dando
como resultado una simplificacio´n en la cantidad de para´metros necesarios para modelar
la forma expuesta por el conjunto de datos de entrenamiento as´ı como una disminucio´n
en el taman˜o de dicho conjunto. Para esto utiliza dos capas ocultas h1 y h2 y N × N
unidades visibles v que corresponden a los pixeles de la imagen, sin embargo las unidades
visibles son organizadas en subconjuntos que se traslapan b pixeles y que son conectadas
a un subconjunto de unidades ocultas en h1. Esto permite que las unidades presentes en
h1 modelen las restricciones locales y las unidades presentes en h2 modelen las globales.
Esta consideracio´n de disen˜o y el entrenamiento por capas realizado por Eslami le permi-
ten a ShapeBM presentar capacidades de generalizacio´n, realismo y categorizacio´n incluso
cuando la imagen presente en las unidades visibles esta´ incompleta [16]. No obstante, Sha-
peBM no posee invariabilidad a la escala ni a la rotacio´n o traslacio´n ya que requiere un
alineamiento de la imagen a ingresar en las unidades visibles en sus etapas iniciales.
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Por otra parte, Kae et al. [33] propone una solucio´n al problema de etiquetado de regiones
en ima´genes de caras, espec´ıficamente piel, cabello y fondo, mediante la combinacio´n de
campos aleatorios condicionales (CRFs) y RBMs. Los primeros proporcionan modelos
con cualidades para la etiquetacio´n de segmentos de ima´genes, capaces de modelar la
interaccio´n local de regiones adyacentes, en este caso superpixeles, y se hace uso de RBMs
para el modelado de la forma global producida por la segmentacio´n, donde el modelo
aprendido por las unidades ocultas puede ser interpretado como atributos de la cara
aprendidos por la RBM. Esta combinacio´n es llamada modelo GLOC y utiliza superpixeles
en la capa visible con el objetivo de disminuir la cantidad de unidades visibles as´ı como
el procesamiento necesario, ya que se realiza una menor cantidad de operaciones.
El modelo GLOC logra un 25,41 % en la reduccio´n del error comparado con el me´todo
CRF individual y adema´s permite un etiquetado de diversos tipos de cabello, posiciones
de cabeza, ropa e incluso etiquetado en regiones con obstrucciones, sin embargo al igual
que ShapeBM este requiere una etapa inicial de alineamiento de la forma completa y
por tanto comparten muchas de las desventajas ya que en una aplicacio´n como la de las
larvas esto requerir´ıa haber segmentado previamente las larvas lo cual es el problema a
solucionar en primera instancia.
Finalmente, Alvarado [2] explora el modelado de estructuras vermiformes basado en la
utilizacio´n de ma´quinas restringidas de Boltzmann, con el objetivo de soportar modelos
generativos de formas. Para esto utiliza cadenas de co´digos diferenciales (DCC) [42] [38]
con un taman˜o de paso fijo para representar la forma, dando como resultado invariabili-
dad a la rotacio´n y al corrimiento. A su vez, este menciona la problema´tica existente con
representaciones de formas mediante un vector de puntos o marcas de referencia localiza-
das en el per´ımetro o borde de la forma (ASM) ya que esta representacio´n var´ıa ante un
cambio de escala, traslacio´n o rotacio´n y adema´s requiere una correspondencia entre la
posicio´n de cada uno de los puntos de referencia y sus ı´ndices en los vectores de formas
por lo cual necesita un alineamiento previo y esto no siempre es posible. No obstante, este
tipo de representaciones son robustas al ruido, lo cual es deseado.
Alvarado propone la representacio´n de forma mediante el uso de DCC, donde cada cambio
de direccio´n de los puntos de referencia sobre el contorno de la forma es codificado tal que
a lo largo contorno, solo una secuencia de co´digos es necesaria y donde cada elemento de
la cadena alinea su co´digo Co con la direccio´n previa. Dicha encodificacio´n se conforma
por 32 bits, donde cada bit representa una direccio´n y por lo tanto solo un bit puede estar
activo a la vez. La RBM es modificada para generar una salida de este tipo, dando como
resultado una representacio´n binaria para las unidades visibles de la RBM que facilita su
modelado y ajuste [19]. Como consideracio´n adicional utiliza una cadena de co´digos lo
suficientemente larga (32 elementos) para rodear al menos dos veces el taman˜o ma´s largo
esperado en la forma con lo cual se busca establecer un patro´n perio´dico que pueda ser
aprendido por la RBM.
La solucio´n propuesta por Alvarado se basa en la generacio´n de una hipo´tesis de segmen-
tacio´n que posteriormente es ajustada a la informacio´n de la imagen mediante un proceso
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iterativo que involucra el modelo estoca´stico que fue entrenado en la RBM previamente.
Los resultados obtenidos por Alvarado demuestran co´mo el uso de un conjunto de entre-
namiento con corrimiento c´ıclico mejora la estabilidad en las cadenas generadas por la
RBM a trave´s de las iteraciones y como la degradacio´n de puntos a traves de las iteracio-
nes siempre esta presente; sin embargo la misma disminuye al aumentar las iteraciones y
es inversamente proporcional a la cantidad de unidades ocultas utilizadas en la RBM.
Alvarado concluye que el uso de DCC para la representacio´n de forma no es adecuado
para procesos generativos con RBMs y DBNs y como las mismas no son capaces de ajustar
el factor perio´dico presente en la representacio´n de forma, por lo tanto recomienda una
investigacio´n de nuevas representaciones capaces de incorporar mayor informacio´n de los
patrones de entrada con el objetivo de hacer mayor uso tanto de la informacio´n global
como local de la imagen que permitan aprovechar las capacidades generativas de las
RBMs.
Cap´ıtulo 3
Modelado de forma de larvas
La presente propuesta para modelado de forma se basa en el disen˜o de una representacio´n
que involucre informacio´n local y global de la larva, tal que dicha representacio´n pueda ser
modelada estad´ısticamente mediante una ma´quina restringida de Boltzmann entrenada
con un conjunto de ima´genes de larvas reales. La figura 3.1 ilustra el diagrama de bloques
del sistema propuesto.
Figura 3.1: Diagrama de bloques para el modelado y reconstruccio´n de larvas
La creacio´n del modelo de forma utiliza la informacio´n contenida en el contorno de la
larva, en oposicio´n a los me´todos que utilizan la rejilla completa de pixeles [16, 33]. La
etapa inicial del me´todo localiza τ posibles larvas individuales y las describe mediante
su contorno. Dicho contorno es posteriormente fraccionado en segmentos de taman˜o fijo
η tal que existe un traslape η/2 entre dos segmentos consecutivos, donde la cantidad de
segmentos χ a utilizar para representar cada una de las larvas es un para´metro dado
por el usuario y debe mantenerse constante a lo largo del algoritmo. De este para´metro
depende la cantidad de unidades visibles a utilizar en la RBM. Para los casos en los cuales
la larva es ma´s pequen˜a que χ segmentos se utiliza redundancia c´ıclica, es decir, se repasa
el contorno hasta alcanzar el nu´mero deseado de segmentos.
Encontrados todos los segmentos del conjunto de ima´genes disponibles estos se alinean
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mediante el ana´lisis de Procrustes al segmento de forma media y se realiza una trasforma-
cio´n de cada uno de ellos al espacio de componentes principales que describe al conjunto,
permitiendo de esta forma una reduccio´n en la dimensionalidad del segmento y del vector
vpi ; i ∈ {0, . . . , τ}, que representa a una larva completa. Para utilizar cada uno de estos
vectores vpi que representan larvas completas como entrada para la RBM se realiza un
mapeo de cada uno de los ki pesos que representan un segmento a una escala representada
por 10 bits. Dos tipos de mapeos son evaluados, el lineal y el mapeo por blanqueo de datos
en conjunto con la funcio´n de error. El vector resultante finalmente debe ser transforma-
do a su representacio´n binaria para ser presentado en las unidades visibles de la RBM,
la cual es binaria tambie´n. Dos tipos de transformaciones son evaluadas, la binaria y la
transformacio´n a co´digo Gray. La figura 3.2 presenta el diagrama de flujo de la estrategia
anteriormente mencionada, dando como resultado un modelo de forma constituido por el
conjunto de pesos W y los umbrales c y d que describen las formas de las larvas.
Una vez creado el modelo este es utilizado para evaluar un contorno hipo´tesis de larva el
cual puede corresponder a una larva del conjunto de evaluacio´n generado en etapas previas
al entrenamiento, a una larva incompleta o a una seccio´n con traslape de larvas. La larva
es presentada a la RBM en sus unidades visibles, las cuales son utilizadas para obtener una
muestra de los pesos h de la RBM y finalmente a partir de estos se obtiene una muestra
vg que corresponde a la larva individual generada por la RBM que posteriormente debe
ser ajustada a la imagen original. La figura 3.3 muestra un diagrama de flujo de los pasos
involucrados en la evaluacio´n o reconstruccio´n de forma.
En el presente trabajo se utilizan las larvas del subconjunto de evaluacio´n creado en
etapas previas al entrenamiento y por ende se cuenta con las matrices de transformacio´n
que permiten ajustar la larva a la imagen real, esto solo con el objetivo de mostrar las
larvas generadas sobre la imagen original.
En lo restante de esta seccio´n los detalles involucrados en el desarrollo de la solucio´n
propuesta son explicados, siendo posible dividir el disen˜o en las siguientes etapas:
Extraccio´n del contorno de larva
Fragmentacio´n del contorno
Adaptacio´n de segmentos a representacio´n de forma
Creacio´n del modelo de forma de larva
Reconstruccio´n de larvas
3.1. Extraccio´n del contorno de larva
Las larvas contenidas en las ima´genes pueden variar su taman˜o, a´ngulo, forma y posicio´n
dentro de la imagen. Sumado a esto en algunas situaciones existe oclusio´n de larvas y
en caso de ima´genes que conforman un video las regiones con oclusio´n pueden variar de
ubicacio´n dentro de la imagen a lo largo del tiempo. La figura 3.4 muestra una de las
ima´genes de larvas del conjunto de datos utilizado, donde todo aquello considerado no
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Figura 3.2: Diagrama de flujo para la creacio´n del modelo de forma
larva es asignado a una baja intensidad (negro).
En el presente trabajo se utiliza la solucio´n propuesta por Fiaschi en [35] para la ubicacio´n
inicial de larvas. Fiaschi realiza un etiquetado de las regiones que considera larvas en
las ima´genes brindadas por HCI y asigna un nu´mero de etiqueta a cada regio´n, el cual
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Figura 3.3: Diagrama de flujo para la reconstruccio´n de larvas
Figura 3.4: Imagen de larvas [35]
corresponde a un estimado de la cantidad de larvas presentes en la regio´n etiquetada.
Este me´todo no permite ubicar las larvas individuales en regiones con ma´s de dos larvas
y por tanto para el desarrollo del entrenamiento de la RBM se consideran u´nicamente
aquellas regiones o a´reas con etiqueta uno. Estas regiones son extra´ıdas de la imagen
original y posteriormente sus bordes, los cuales son descritos como la secuencia de pares
ordenados p(x,y) alrededor de la regio´n de la larva. Es posible representar dicho contorno
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como el vector vc de 2N dimensiones
vc = [p1, p2, . . . , pN ]
T (3.1)
y al conjunto de contornos de τ larvas encontrados como la matriz Γc
Γc =

vc0
T
vc1
T
...
vcτ
T
 (3.2)
Cada contorno vc se fragmenta en χ segmentos de taman˜o η tal y como se ilustra en la
figura 3.5. Se realiza una fragmentacio´n de segmentos traslapados bη/2c con η = 9 puntos
p(x,y), es decir, cada segmento Si es representado por 18 dimensiones y posee un traslape
con el segmento anterior de 4 puntos p(x,y).
De esta forma cada segmento contiene informacio´n que los relaciona con el segmento Si−1
anterior con el objetivo de incrementar las capacidades de prediccio´n o generacio´n de la
RBM. Para cada larva presentada en el entrenamiento se espera que la RBM aprenda dicha
relacio´n generando un patro´n o factor global de variacio´n que describe la conectividad de
segmentos en la forma de la larva.
X
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Figura 3.5: Fragmentacio´n de contorno de larva
Debido a que la RBM cuenta con una cantidad constante de entradas es necesario repre-
sentar cada una de las larvas con una misma cantidad χ de segmentos. En el presente
trabajo se utiliza χ = 20 ya que describe el mayor taman˜o de larvas encontradas en el
conjunto de ima´genes de HCI. En los casos en los que la larva no posee 20 segmentos
se continua recorriendo el contorno hasta completar la cantidad necesaria, causando una
periodicidad de segmentos en larvas de taman˜o menor a χ.
Es posible representar al conjunto de segmentos que describen a una larva mediante el
vector vs
vs = [S1, S2, . . . , Sχ]
T (3.3)
y de forma similar al conjunto de larvas mediante
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Γs =

vs0
T
vs1
T
...
vsτ
T
 (3.4)
Por otra parte, en [2] Alvarado reporta que el uso de un corrimiento c´ıclico sobre el
contorno de la larva para la generacio´n de muestras de entrenamiento permite extender el
conjunto de entrenamiento tal que la RBM es entrenada con larvas sinte´ticas que inician
en puntos arbitrarios, mejorando as´ı la estabilidad del modelo aprendido por la RBM. En
el presente solucio´n se adopta el mismo criterio para realizar el entrenamiento, realizando
un corrimiento de 15 puntos p(x,y) en cada larva hasta finalizar el contorno.
3.2. Adaptacio´n de segmentos a representacio´n de
forma
El uso de 20 segmentos de 18 dimensiones por larva implica que la RBM requiere de
20 × 18 × ϕ unidades visibles para analizar la forma de la larva, donde ϕ corresponde
al nu´mero de bits utilizados para representar cada dimensio´n. Para un valor de ϕ = 10
bits se necesitan 3600 unidades visibles y un nu´mero similar de unidades ocultas para
poder modelar la distribucio´n conjunta de las entradas. Considerando que mientras ma´s
unidades de entrada, ma´s recursos computacionales son necesarios para el entrenamiento
y ma´s riesgos de sufrir las consecuencias de “la maldicio´n de la dimensionalidad”. [8], es
necesaria una etapa de adaptacio´n de la representacio´n de forma a la RBM cuyo objetivo
principal es la reduccio´n de la dimensionalidad del problema manteniendo invariable la
informacio´n contenida en la representacio´n de larva, esta adaptacio´n es descrita en las
siguientes subsecciones.
3.2.1. Alineamiento de segmentos
La reduccio´n de la dimensionalidad del problema es realizada mediante la creacio´n un
modelo de distribucio´n de puntos [55] basado en el ana´lisis de componentes principales.
Para esto es necesario realizar un alineamiento inicial de los segmentos obtenidos durante
la extraccio´n de larvas de las ima´genes consideradas para la creacio´n del conjunto de datos
a utilizar. El alineamiento es realizado mediante el ana´lisis de Procrustes (algoritmo 1).
Sea la matrix Ψ el conjunto de formas a alinear
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Ψ =

S
(0)
1
T
...
S
(0)
χ
T
...
S
(τ)
1
T
...
S
(τ)
χ
T

(3.5)
donde cada fila de Ψ corresponde a un segmento de 9 puntos (x, y) representado ahora
como un vector de 18 dimensiones
El conjunto resultante Ψa alineado al segmento medio S es posteriormente analizado con
PCA. Como resultado del ana´lisis de Procrustes adema´s se obtienen indirectamente las
matrices de transformaciones isome´tricas T ji para cada segmento, con i el segmento a
transformar y j la larva correspondiente.
3.2.2. Ana´lisis de componentes principales de segmentos
El ana´lisis de componentes principales es aplicado a la matriz Ψa con el objetivo de
encontrar la matriz P tal que
ΨaP = Ψρ (3.6)
Para esto se encuentran los vectores propios ρi; i ∈ {1, . . . , 2η}, de ΨaΨaT mediante
SVD [3, 51] y los valores propios λi correspondientes a cada vector.
P =

ρ1
ρ2
...
ρ2η
 (3.7)
vλ = [λ1, λ2, . . . , λ2η]
T (3.8)
Para la disminucio´n de la dimensionalidad se utiliza un subconjunto con κ vectores de los
2η vectores propios disponibles, donde los vectores propios se ordenan de mayor a menor
segu´n su valor propio. Se utiliza para la seleccio´n de κ el criterio (2.4) con α = 0,85, lo que
resulta κ = 3, permitiendo obtener la proyeccio´n de los segmentos Si; i ∈ {0, . . . , τ × χ}
del espacio de forma al espacio de pesos de PCA S˜i y viceversa por medio de
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Pκ =

ρ1
T
ρ2
T
...
ρκ
T
 (3.9)
S˜i = (Si − S)PκT (3.10)
Si ≈ S˜iPκ + S (3.11)
con S˜i = [w
ρ
a, w
ρ
b , w
ρ
c ]
T siendo wa el peso de PCA correspondiente al primer vector propio,
dando como resultado la nueva matriz de segmentos Ψρ representados por 3 pesos de
PCA.
Ψρ =

S˜
(0)
1
T
...
S˜
(0)
χ
T
...
S˜
(τ)
1
T
...
S˜
(τ)
χ
T

(3.12)
De esta forma con χ = 20, ϕ = 10 y κ = 3 (3 pesos por segmento) se requieren 600
unidades visibles en la RBM, es decir, un 16,7 % del taman˜o de la representacio´n completa.
3.2.3. Cambio de escala
La cantidad de unidades visibles necesarias en la RBM es definida por los para´metros χ, ϕ
y κ que describen el taman˜o de la representacio´n de forma de larva. Es necesario convertir
cada peso wρa, w
ρ
b y w
ρ
c a su representacio´n binaria para finalmente ser presentado a la
RBM. Esto implica que cada peso debe ser cuantificado a 2ϕ valores. Para ϕ = 10 bits
es posible utilizar 1024 valores y es necesario realizar un cambio de escala. La solucio´n
propuesta evalu´a dos de ellos: el mapeo lineal y el cambio de escala utilizando la funcio´n
de error y el blanqueo de datos.
Escala lineal
Para realizar un cambio de escala lineal se obtienen los valores mı´nimos y ma´ximos entre
todas las dimensiones a, b y c de S˜i y se asignan a zmin y zmax respectivamente, y junto
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con los valores wmin = 0 y wmax = 1023 se introducen en (2.13) y (2.14) para obtener los
valores de α y β que permiten el mapeo sobre cada uno de los pesos de S˜i por medio de
w˜a = αw
ρ
a + β (3.13)
w˜b = αw
ρ
b + β (3.14)
w˜c = αw
ρ
c + β (3.15)
dando como resultado la matriz Ψˆ de segmentos Sˆ = [w˜a, w˜b, w˜c]
T
Ψˆ =

Sˆ
(0)
1
T
...
Sˆ
(0)
χ
T
...
Sˆ
(τ)
1
T
...
Sˆ
(τ)
χ
T

(3.16)
Funcio´n de error y blanqueo de datos
El uso de un mapeo lineal permite realizar el cambio de escala necesario para la cantidad
de valores a utilizar en la representacio´n binaria (2ϕ). Sin embargo, el uso del rango de
valores disponibles en el mapeo depende de la varianza λi descrita por el peso wi en una
dimensio´n espec´ıfica i. Para un conjunto de pesos con distribucio´n gaussiana como la
mostrada en la figura 2.3, si los datos poseen media cero (como los dados por PCA) y la
varianza es pequen˜a con respecto a la escala disponible, el histrograma resultante no se
encuentra ecualizado y no se hace uso de toda la escala disponible.
Para esto, asumiendo una distribucio´n gaussiana en cada dimensio´n de los pesos wa, wb
y wc se normaliza primeramente la varianza mediante el blanqueo de datos utilizando
Ψ
′T
= ΨρTΛ
−1
2 (3.17)
donde
Λ =
 λ1 0 00 λ2 0
0 0 λκ=3

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con λi el i-e´simo valor propio dado por PCA. Por u´ltimo se utiliza el mapeo (2.17) para
µ = 0 y σ = 1
w˜a = ψ
(
1
2
+
1
2
erf
(
w
′
a√
2
))
(3.19)
w˜b = ψ
(
1
2
+
1
2
erf
(
w
′
b√
2
))
(3.20)
w˜c = ψ
(
1
2
+
1
2
erf
(
w
′
c√
2
))
(3.21)
con ψ = 1023, logrando un mapeo al rango de valores deseado y una ecualizacio´n del
histograma como se muestra en la figura 2.5b. Este mapeo permite evaluar el rendimiento
de la RBM ante un uso optimizado del rango de valores para los pesos wi, es decir, cuando
el completo de unidades visibles se utiliza en la representacio´n. El conjunto de segmentos
Sˆ = [w˜a, w˜b, w˜c]
T se expresa nuevamente como matriz Ψˆ.
3.2.4. Cambio de sistema nume´rico
Finalmente, es necesario realizar un cambio de sistema nume´rico para cada uno de los
pesos de la matriz Ψˆ. Como criterio de disen˜o cada peso es aproximado al entero ma´s
cercano y es representado por ϕ = 10 bits. Se estudia el rendimiento de la RBM para
una transformacio´n decimal binaria T b y una transformacio´n a co´digo gray T g de 10 bits.
Para esto los segmentos con cambio de escala Sˆi; i ∈ {0, . . . , χ} que representan a una
larva son organizados en un vector vSˆ conformado por χ = 20 segmentos
vsˆ = [Sˆ1, Sˆ2, . . . , Sˆχ]
T (3.22)
y se realiza una transformacio´n a binario o a co´digo gray
vb = T b [vsˆ] (3.23)
vg = T g [vsˆ] (3.24)
Se evalu´a la capacidad de la RBM para describir el modelo cuando las unidades visibles
v` tienen como entrada vb o´ vg.
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3.3. Creacio´n del modelo de forma de larva
Para la creacio´n del modelo de forma se utiliza una RBM binaria y el conjunto de τ larvas
v` extra´ıdas de la base de ima´genes proporcionada por HCI.
Γ` =

v`0
T
v`1
T
...
v`τ
T
 (3.25)
El conjunto Γ` se divide en tres subconjuntos: entrenamiento CE, prueba CP y validacio´n
CV con taman˜os indicados en la Tabla 3.1.
Tabla 3.1: Porcentaje de larvas presente en los conjuntos de prueba, entrenamiento y
validacio´n
Conjunto Absoluto Total de larvas [ %]
CE τ
2
50
CP τ
4
25
CV τ
4
25
Cada larva v`i presente en CE se utiliza como entrada para entrenar la RBM utilizando
el algoritmo 2. Cada unidad oculta hj o visible vj se obtiene mediante un muestreo de
una distribucio´n binomial [18, 64] B(1, p) con p dado por (2.31) y (2.32) respectivamente.
Para esto se evalu´a la aproximacio´n del gradiente mediante divergencia contrastante y
divergencia contrastante persistente.
Una vez realizado el entrenamiento de la RBM sobre el conjunto CE los para´metros de la
RBM resultantes W, b y c son almacenados como los para´metros del modelo de forma
de larvas Θ`.
3.4. Reconstruccio´n de larvas
La reconstruccio´n de la larva parte de un vector de representacio´n de larva vf correspon-
diente a una hipo´tesis de contorno que es presentado ante la RBM (previamente entre-
nada) como vector de unidades visibles v` = vf. Por medio de la probabilidad conjunta
p de unidades aprendidas por la RBM durante el entrenamiento se genera una hipo´tesis
de correccio´n vΩ, dicha hipotesis se basa en la probabilidad p descrita por el conjunto de
para´metros del modelo de forma Θ`, es decir, mediante los valores de W, b y c aprendidos,
los cuales en esta etapa no cambian.
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Finalmente, a partir de la hipo´tesis de correccio´n vΩ es posible aplicar el proceso inverso
descrito en las secciones anteriores del presente cap´ıtulo con el fin de obtener el conjunto
de puntos p(x,y) que ajustan la larva sobre la imagen.
3.4.1. Generacio´n de larvas por RBM
Los casos de larvas incompletas se representan como vectores vsˆ compuestos por una
cantidad $ de segmentos Sˆ = [w˜a, w˜b, w˜c]
T , donde $ < χ.
Debido a que la RBM cuenta con una cantidad fija de unidades visibles es necesario
completar el vector de segmentos con δ = χ − $ nuevos segmentos. Para esto se utiliza
la representacio´n Sˆµ correspondiente al PCA con cambio de escala (ϕ = 10) y blanqueo
del segmento medio dado por el ana´lisis de Procrustes
Sˆµ = [511, 511, 511]
T (3.26)
es posible representar el vector de larva incompleta como
vf = T b ∨ g
[
[Sˆ1, Sˆ2, . . . , Sˆ$, Sˆµ1, . . . , Sˆµδ]
T
]
(3.27)
y obtener la hipo´tesis de correccio´n vΩ utilizando (2.31) y (2.32), esta hipo´tesis contiene
la reconstruccio´n de los δ segmentos faltantes de acuerdo a la probabilidad conjunta
principalmente descrito por los $ segmentos de larva original.
Por otra parte, si el contorno de larva describe dos o ma´s larvas este es presentado de igual
forma como hipo´tesis de larva vf a la RBM. Debido a que la distribucio´n con la que la
RBM es entrenada describe a larvas individuales la hipo´tesis de correccio´n vΩ corresponde
a una larva individual.
3.4.2. Ajuste de larva a la imagen
Para el ana´lisis de hipo´tesis de larvas vf de ima´genes reales en los cuales no se conoce si
la hipo´tesis corresponde a una larva real, un algoritmo debe ser concebido que permita
ajustar la hipo´tesis de correccio´n vΩ a la imagen.
No obstante, para los objetivos del presente trabajo se utilizan larvas del conjunto de
prueba CP , para los cuales se cuenta con las matrices de transformacio´n isome´trica T de
cada segmento y por tanto pueden ser utilizadas para ajustar a la imagen cada uno de
los segmentos que componen vΩ mediante el algoritmo 3.
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Algoritmo 3 Ajuste de hipo´tesis de correccio´n a imagen
Entrada: Hipo´tesis de correccio´n vΩ, transformacio´n T % utilizada (T g o´ T b), segmen-
to medio del conjunto de larvas S, matriz de componentes principales Pκ, vector
de varianzas o valores propios vλ, cantidad de segmentos por larva χ, matrices de
transformacio´n isome´trica T e Imagen.
Salida: Vector de contorno vc correspondiente a vΩ e indicacio´n sobre la imagen.
1: convertir hipo´tesis vΩ a un vector decimal mediante T −1g∨b
[
vΩ
]
2: para todo segmento en vΩ
′
hacer
3: Desblanqueo datos
4: Mapeo inverso de cambio de escala
5: Mapeo del espacio de componentes principales al espacio de forma utilizando (3.11)
6: Aplicar matriz de transformacio´n isome´trica T correspondiente.
7: Adjuntar segmento a vector de contorno vc.
8: fin para
9: Dibujar vector de contorno vc sobre la imagen
Dando como resultado el vector de contorno vc producido por la RBM indicado sobre la
imagen correspondiente.
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Cap´ıtulo 4
Ana´lisis de Resultados
En este cap´ıtulo se presentan los resultados obtenidos para cada uno de los mo´dulos
desarrollados e implementados en el presente trabajo para el modelado de forma de larvas
utilizando ma´quinas restringidas de Boltzmann. Se realiza un ana´lisis en etapas de los
resultados obtenidos, divididas segu´n el mo´dulo bajo evaluacio´n y finalmente se exponen
los resultados obtenidos del funcionamiento completo del sistema propuesto. Para realizar
las pruebas se utilizo´ una computadora con seis procesadores AMD Phenom II X6 1100T
con una frecuencia de 3300MHz y 8GB de RAM en conjunto con una tarjeta de video
NVIDIA 650 Ti de 768 procesadores CUDA con una frecuencia de 928MHz y 2GB de
RAM. Se hace uso del procesamiento paralelo disponible mediante el uso de CUDA y la
biblioteca Theano.
Lo restante del presente cap´ıtulo incluye las siguientes secciones:
Extraccio´n del borde de larva
Extraccio´n de segmentos
Alineamiento de segmentos
Modelo de distribucio´n de puntos
Escalado
Representacio´n nume´rica del conjunto de entrenamiento
Creacio´n del modelo de forma: entrenamiento de RBM
Reconstruccio´n de larvas: generacio´n de hipo´tesis
Ajuste de larvas generadas a la imagen
Oclusio´n
El ana´lisis presentado se basa en el conjunto de datos proporcionado por el HCI [35].
El conjunto de datos incluye 1000 ima´genes en alta resolucio´n (1590 × 1600px) como la
ilustrada en la figura 1.1, segmentando con el me´todo expuesto por Fiaschi et al. en [35],
con el cual se localizan un total de 249633 larvas individuales, es decir un promedio de
249 larvas individuales por imagen.
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4.1. Extraccio´n del borde de larva
Para ilustrar los resultados de extraccio´n de contorno se utiliza una imagen del conjunto
de datos procesada por el algoritmo de Fiaschi [35] y se extrae el borde de las larvas
identificadas como individuales. Los contornos obtenidos se demarcan sobre la imagen
original para facilitar su interpretacio´n. La imagen original y los bordes resultantes se
muestran en la figura 4.1.
(a) (b)
Figura 4.1: (a) Larvas, (b) Larvas y bordes extra´ıdos.
Con el objetivo de disminuir el tiempo de entrenamiento se utiliza un 5 % de las larvas
obtenidas en el resto del documento, es decir 12481 larvas.
Con la totalidad de las larvas se calcula la probabilidad de cada longitud de contorno de
larva. La distribucio´n descrita se muestra en la figura 4.2. Se utiliza una longitud fija de
90 pixeles para la representacio´n de larva, lo cual cubre a todas las larvas individuales
presentes en el conjunto. Esto implica que para larvas con 45 pixeles (taman˜o medio) de
contorno existe una periodicidad de dos en la representacio´n ya que se hace un recorrido
c´ıclico hasta completar los 90 pixeles o la cantidad de segmentos deseados.
4.2. Extraccio´n de segmentos
Para la fragmentacio´n del contorno se utiliza χ = 20 segmentos con η = 9 pixeles por
segmento. Dichos segmentos se traslapan bη/2c permitiendo as´ı cubrir los 90 pixeles de
contorno ma´ximo establecido. La figura 4.3 muestra un ejemplo con un contorno de lon-
gitud 63px, donde los puntos de color verde indican los inicios de los segmentos impares y
los rojos los segmentos pares. El recorrido completo de la larva se realiza con 7 segmentos.
Para el total de larvas encontradas se obtuvo la probabilidad del taman˜o de larva en
segmentos traslapados sin considerar un recorrido c´ıclico sobre el borde, dando como
resultado la distribucio´n de la figura 4.4.
Se puede observar que el taman˜o medio en segmentos es de 10, y que por tanto la media
en la cantidad de periodos descritos por cada larva en un mismo vector de segmentos vc
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Figura 4.2: Probabilidad para el largo de contornos de larvas en ima´genes de HCI
Figura 4.3: Segmentacio´n del contorno. Los puntos verdes corresponden a inicios de Si
pares y los rojos a inicios de Si impares
con χ = 20 es de 2 periodos.
Por otra parte se realiza un corrimiento c´ıclico del punto de inicio de la larva con el
objetivo de incluir en el conjunto de entrenamiento casos que se pueden presentar durante
la evaluacio´n de larvas reales, donde no es posible iniciar todas las larvas siempre desde el
mismo punto. Se realizan un corrimiento de 15 pixeles del punto de inicio hasta alcanzar
el final de la larva permitiendo incrementar el conjunto de entrenamiento en un factor de
3,38 tal y como se muestra en la Tabla 4.1.
Para χ = 20 el conjunto de segmentos considerados resultante es de 947740 segmentos.
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Figura 4.4: Probabilidad de taman˜o de larva por cantidad de segmentos
Tabla 4.1: Cantidad de larvas consideradas antes y despue´s del corrimiento c´ıclico
Larvas sin corrimiento Larvas con corrimiento
12848 47387
4.3. Alineamiento de segmentos a la forma media
El ana´lisis de Procrustes se realiza sobre los 947740 segmentos de 18 dimensiones (2× η),
normalizando y alineando cada una de las formas o segmentos inicialmente al primer
segmento de larva. Despue´s de 4 iteraciones se obtiene como resultado el segmento medio
S mostrado en la figura 4.5 junto a los 20 segmentos alineados correspondientes a la
primera larva del conjunto de formas.
El ana´lisis de Procrustes permite alinear y normalizar los segmentos tal que el centroide
de los elementos se encuentra aproximadamente en (0,0) y todas las coordenadas de los
segmentos se encuentran en el mismo rango de valores [-2,2] aproximadamente. De esta
forma cada larva es representada por 20 segmentos de 18 dimensiones alineados, dando
como resultado una representacio´n de larva de 360 dimensiones en decimal.
4.4. Modelo de distribucio´n de puntos
Para la reduccio´n de la dimensionalidad mediante el ana´lisis de componentes principales se
organizan los 947740 segmentos alineados en una matriz Ψa con dimensiones 947740×18,
para la cual se obtiene mediante SV D los componentes principales o vectores propios que
permiten diagonalizar la matriz de covarianza, estos son ordenados tal que el primero de
ellos sea el que posee un mayor valor propio y son mostrados en el ape´ndice A.
El conjunto de valores propios (varianzas) se ilustra en la figura 4.6.
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Figura 4.5: Segmentos alineados utilizando Procrustes. Segmento medio S representado
por la linea punteada de color rojo y χ = 20 segmentos correspondientes a la primera
larva
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Figura 4.6: Variabilidad capturada segu´n la cantidad de valores propios utilizados
donde adema´s del porcentaje acumulativo de varianza se muestra el porcentaje relativo
de cada peso sobre el total mediante
porcentaje relativoi =
λi∑m
j=1 λj
× 100 (4.1)
De acuerdo a los valores de λi y utilizando (2.4) se obtiene que para representar un 85 %
de la variacio´n descrita por las formas o segmentos es necesario utilizar al menos 3 de los
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componentes principales y por tanto en el presente trabajo se utilizan ρ1, ρ2 y ρ3 en P
para realizar la reduccio´n de dimensiones.
Para observar la variacio´n descrita por cada uno de los tres vectores propios seleccionados
estos se utilizan en conjunto con el segmento medio S en
S
′
j = S + j
√
λiρi, ∀i ∈ {1, . . . , 3} , ∀j ∈ {−3, . . . , 3} (4.2)
donde para 6 valores de j distanciados una unidad se obtienen las variaciones mostradas
en la figuras 4.7, 4.8 y 4.9 para ρ1, ρ2 y ρ3 respectivamente. Se ilustra que ρ1 y ρ2 realizan
las mayores modificaciones en curvatura sobre el segmento.
-2
-1.5
-1
-0.5
0
0.5
1
1.5
-2 -1 0 1 2 3
Figura 4.7: Variacio´n causada por el primer vector propio ρ1 sobre el segmento medio
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Figura 4.8: Variacio´n causada por el segundo vector propio ρ2 sobre el segmento medio
Se realiza la proyeccio´n de cada uno de los segmentos en Ψa del espacio de formas al
espacio de vectores propios, dando como resultado la matriz Ψρ de dimensiones 947740×
3 constituida por segmentos S˜i = [w
ρ
a, w
ρ
b , w
ρ
c ], permitiendo as´ı reducir la cantidad de
dimensiones en un 83 %.
La figura 4.10 ilustra la distribucio´n que describen los pesos wρi , i ∈ {a, b, c}.
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Figura 4.9: Variacio´n causada por el tercer vector propio ρ3 sobre el segmento medio
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Figura 4.10: Histograma de pesos wa, wb y wc resultantes de PCA para los segmentos
para una celda de taman˜o 5
1024
Se observa que a pesar de tener una media cero en cada una de las dimensiones de PCA
la mayor cantidad de los pesos para el caso de wa no se encuentra en la media, por lo
tanto la distribucio´n no es guassiana.
4.5. Escalado
4.5.1. Mapeo Lineal
Para ϕ = 10 bits para representar un peso es necesario utilizar una escala de 0 a 1023.
Para determinar los valores de α y β en (2.13) y (2.14) se obtienen los valores mı´nimos y
ma´ximos para cada una de las dimensiones resultantes en PCA (Tabla 4.2).
Se utiliza una ecuacio´n u´nica de mapeo lineal para los tres pesos wa, wb y wc utilizando
el mı´nimo global de todas las dimensiones as´ı como el ma´ximo global. Seleccionando
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Tabla 4.2: Valores mı´nimos y ma´ximos en el espacio de pesos
Dimensio´n Min Max
a -0.969 2.300
b -1.450 1.412
c -0.500 2.193
zmin =-1.450, zmax =2.3, wmin =0 y wmax =1023 se obtienen los valores de α y β de la
Tabla 4.3.
Tabla 4.3: Para´metros de mapeo lineal de pesos
α β
273.54 396.66
Una vez realizado el mapeo de cada uno de los segmentos se obtienen las distribuciones
mostradas en la figura 4.11 para cada peso w˜i, donde, debido a la naturaleza de la trans-
formacio´n lineal, la distribucio´n de los pesos no cambia y se concentra en el centro del
rango de valores posibles.
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Figura 4.11: Histograma de pesos w˜a, w˜b y w˜c para el cambio de escala lineal
4.5.2. Blanqueo de datos y funcio´n de error
Para realizar el cambio de escala y ecualizar el histograma se crea la matriz diagonal Λ
con los 3 primeros valores propios
Λ =
 √0,502 0 00 √0,125 0
0 0
√
0,033

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y se multiplica por la matriz de segmentos Ψρ, dando como resultado la distribucio´n de
pesos ilustrada en la figura 4.12.
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Figura 4.12: Histograma de pesos w
′
i resultantes del blanqueo de datos
Al realizar el blanqueo para una distribucio´n originalmente gaussiana un 99,74 % de los
pesos se deber´ıa encontrar en el rango de [−3, 3] ya que la nueva desviacio´n estandar es
σ = 1 y la mayor cantidad de datos deber´ıa encontrarse en la media. Para el caso de las
distribuciones obtenidas se puede observar que existen datos inclusive cerca de 5 y que la
mayor cantidad de datos no esta´ en la media confirmando as´ı algunas de las diferencias
existentes con respecto a una distribucio´n normal.
Finalmente se realiza un cambio de escala mediante los mapeos basados en la funcio´n de
error descritos en (3.19), (3.20) y (3.21). La figura 4.13 ilustra las distribuciones resultantes
para los pesos w˜i que componen los segmentos Sˆi.
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Figura 4.13: Histograma de pesos resultantes del cambio de escala con blanqueo y ERF
Es posible observar que el mapeo realizado con la funcio´n de error permite un uso ho-
moge´neo del rango de escala disponible. Un ejemplo de esto es la distribucio´n observada en
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la dimensio´n c, ya que en el caso lineal sus valores se encuentran en el intervalo [300, 600]
en contraste con el mapeo mediante blanqueo de datos y funcio´n de error donde se encuen-
tran distribuidos en toda la escala, utilizando una mayor cantidad de bits para representar
la dimensio´n. Tambie´n se observa que al no estar los datos uniformemente distribuidos en
la figura 4.12 la distribucio´n resultante no es igual de uniforme como en la figura 2.5b.
4.6. Representacio´n nume´rica del conjunto de entre-
namiento
Para la creacio´n del conjunto de entrenamiento de los RBM y DBN se realizan dos tipos
de conversio´n de decimal a binario sobre cada uno de los pesos que componen los segmen-
tos Sˆ = [w˜a, w˜b, w˜c]
T . La conversio´n binaria, dando lugar a una matriz Γ`b y la conversio´n
a co´digo Gray de 10 bits, produciendo la matriz Γ`g. Posteriormente los segmentos resul-
tantes se reagrupan en vectores que describen una misma larva, el conjunto obtenido es
descrito en la Tabla 4.4.
Tabla 4.4: Descripcio´n del conjunto de representacio´n de larvas
Nu´mero de larvas Segmentos por larva Pesos por segmento Bits por peso Bits por larva
47387 20 3 10 600
Seguidamente, el conjunto se divide en entrenamiento CE, prueba CP y validacio´n CV
segu´n se muestra en la Tabla 4.5. Finalmente, el conjunto CE es seccionado en lotes o
subconjuntos de 10 larvas, que son presentados a la RBM.
Tabla 4.5: Cantidad de larvas por conjunto
Conjunto Nu´mero de larvas
CE 23693
CP 11847
CV 11847
4.7. Creacio´n del modelo de forma: entrenamiento de
RBM
Para la creacio´n del modelo de forma se entrenan RBM y DBN con las configuraciones
mostradas en la Tabla 4.6 utilizando un vector v` de 600 unidades visibles.
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Se evalu´a el entrenamiento mediante la capacidad de describir la distribucio´n conjunta
de los 2369 lotes que conforman el conjunto de entrenamiento CE. Dicha evaluacio´n se
hace en la etapa de entrenamiento basado en la entrop´ıa cruzada para los casos en los que
se utiliza divergencia contrastante no persistente y la pseudo-verosimilitud si se utiliza
CD persistente (PCD). En ambos casos se considera el conjunto de entrenamiento y los
vectores de unidades visibles generados por la RBM.
Tabla 4.6: Resultados de entrenamiento de RBM/DBN
Nombre Unidades ocultas Tipo de Mapeo Representacio´n e´pocas CD Costo Tiempo (min)
RBM1 128 lineal Gray 600 CD-1 262 46.34
RBM2 8192 lineal Gray 600 CD-1 2 419.33
RBM3 11400 lineal Gray 600 CD-1 2 575.36
RBM4 128 ERF Gray 600 CD-1 312 47.63
RBM5 8192 ERF Gray 600 CD-1 5 414.22
RBM6 11400 ERF Gray 600 CD-1 2 575.73
RBM7 8192 lineal Binario 600 CD-1 2 417.31
DBN8 1200 | 14400 lineal Gray 600 CD-1 120 | 181 1067.26
DBN9 1200 | 14400 ERF Gray 600 CD-1 149 | 131 1071.74
RBM10 11400 lineal Gray 1200 CD-1 0 1152.35
RBM11 11400 lineal Gray 2400 CD-1 0 2305.41
RBM12 11400 ERF Gray 2400 CD-1 0 2399
RBM13 11400 lineal Gray 4800 CD-1 0 4643.71
DBN14 1200 | 14400 lineal Gray 4800 CD-1 104 | 152 8693.7
RBM15 11400 lineal Gray 600 PCD 1987 874.10
La figura 4.14a muestra la curva de costo obtenida durante el entrenamiento de dos RBM
con 8192 unidades ocultas pero con diferente tipo de mapeo para el cambio de escala
Se observa como la RBM2 con un mapeo lineal alcanza una entrop´ıa cruzada (CE) 3
unidades menor que la lograda para la misma cantidad de e´pocas por RBM5, lo que
indica que durante el entrenamiento un mapeo lineal conduce a una mejor descripcio´n
de la probabilidad conjunta de las larvas, no obstante requiere 5.11 minutos ma´s para
entrenarse.
En el caso de las DBN, una comparacio´n entre DBN8 y DBN9 ilustrada en la figura 4.14b
permite observar que para la misma configuracio´n de unidades ocultas es posible obtener
una CE 50 unidades menor si se cuenta con un histograma ecualizado como el descrito
por el mapeo o cambio de escala mediante blanqueo de datos y funcio´n de error. Esto
quiere decir que la DBN aprende de mejor forma los factores de variacio´n que describen
las larvas si se utilizan mayor cantidad de bits o ma´s rango de la escala disponible para
representar los pesos, actuando de forma opuesta a la RBM. Esto se comprueba de igual
forma en la figura 4.14b donde al finalizar el entrenamiento de la primera capa, DBN9
presenta mayor CE que DBN8, no obstante al an˜adirse una capa e iniciar el modelo de
aprendizaje profundo se logra una menor CE con DBN9 y por ende un mejor modelado
de la distribucio´n de larvas en el entrenamiento.
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Figura 4.14: Variacio´n en el costo de reconstruccio´n segu´n el mapeo (a) Comparacio´n de
costo de reconstruccio´n en la RBM, (b) Comparacio´n de costo de reconstruccio´n en la
DBN. El pico en la gra´fica indica el inicio del entrenamiento de la segunda capa
Por otra parte, como se muestra en la Tabla 4.6 para el conjunto RBM1, RBM2 y RBM3
as´ı como para el conjunto RBM4, RBM5 y RBM6 la entrop´ıa cruzada es inversamente
proporcional a la cantidad de unidades ocultas utilizadas, una mayor cantidad de unidades
ocultas permite que la RBM utilice ma´s bits para modelar el comportamiento de una
unidad visible y que aprenda de mejor manera la distribucio´n. Por ejemplo, en el caso de
RBM5 existen 13,65 unidades ocultas por cada unidad visible en la larva. No obstante el
incremento de unidades ocultas requiere un mayor tiempo de entrenamiento tal y como
se ilustra en la figura 4.15 para el costo de reconstruccio´n del segundo grupo de RBM
mencionado.
Para el caso de la representacio´n binaria y la representacio´n por co´digo Gray, el costo de
reconstruccio´n durante el entrenamiento no muestra diferencias, tal y como se ilustra en
la figura 4.16 para RBM2 y RBM7.
Los entrenamientos de DBN y RBM descritos en la Tabla 4.6 indican que en ninguno de
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Figura 4.15: Entrop´ıa cruzada para RBM con diferentes cantidades de unidades ocultas
0
50
100
150
200
250
300
0 100 200 300 400 500 600
c
o
s
to
eépocas
RBM2
RBM7
Figura 4.16: Entrop´ıa cruzada de entrenamiento para representacio´n binaria y Gray
los casos de DBN fue posible obtener una entrop´ıa cruzada de cero como se obtuvieron con
las RBM. No obstante, esto se debe a la cantidad de tiempo o e´pocas de entrenamiento
requeridas por las DBN para disminuir la entrop´ıa cruzada, dicho comportamiento se
ilustra en la figura 4.17, donde se puede observar que DBN8 y DBN14 al pasar de 600
e´pocas a 4800 logran disminuir la entrop´ıa cruzada en 29 unidades, pero requieren un
incremento en el consumo de tiempo por un factor de 8.15.
En el caso de las RBM, estas logran una CE igual a cero antes de las 1200 e´pocas tal y
como se ilustra en la figura 4.18, se observa como una vez alcanzada una entrop´ıa cruzada
de cero esta se mantiene hasta el final del entrenamiento.
Para el caso de la RBM15 se utiliza divergencia contrastante persistente, la cual utiliza
como costo de reconstruccio´n la pseudo-verosimilitud y por ende no se da una comparacio´n
con las restantes RBM de la Tabla 4.6, no obstante el tiempo requerido para entrenar 600
e´pocas es 51,9 % ma´s que el tiempo requerido para entrenar RBM3 con divergencia no
persitente.
Del entrenamiento se obtiene que las RBM que mejor describen el conjunto CE son
RBM13 y RBM9. RBM13 ya que es entrenada una mayor cantidad de e´pocas con
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Figura 4.17: Variacio´n del costo de reconstruccio´n para diferente cantidad de e´pocas o
tiempo de entrenamiento en DBN
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Figura 4.18: Variacio´n del costo de reconstruccio´n en RBM10
CE nula permitiendo as´ı un refinamiento de los pesos en dicho lapso, y DBN9 al utilizar
ERF obtiene CE igual a 131 siendo entrenada inclusive con 87.5 % e´pocas menos que
DBN14.
4.8. Reconstruccio´n de larvas: generacio´n de hipo´te-
sis
Para evaluar el desempen˜o de los RBM y DBN se mide la degradacio´n que causan en los
modelos de forma, as´ı como su capacidad de regenerar modelos incompletos. Para ello se
utilizan vectores del conjunto de pruebas CP .
La prueba de degradacio´n consiste en presentar una larva individual v` real del conjunto
CP como hipo´tesis vfi de larva, con el objetivo de obtener una hipo´tesis de correccio´n vΩi
de la RBM, a partir de la cual se determinan la cantidad de bits modificados por la RBM a
una larva real as´ı como la distancia euclideana de vΩi a la larva original v
`. Posteriormente
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vΩi es utilizado como hipo´tesis de entrada v
f
i+1 = v
Ω
i y se repiten las mediciones durante 10
iteraciones para 300 larvas y se obtiene el cambio promedio as´ı como la desviacio´n esta´ndar
(DE). El objetivo es determinar cuantos de los bits que estaban bien en la iteracio´n n
cambian en la iteracio´n n+ 1 y su impacto en la distancia total a la larva original.
En el caso de la evaluacio´n de la regeneracio´n, para una larva real v` del conjunto CP se
elimina uno a uno la informacio´n de los 600 bits que la conforman, asignando 0 al bit en
cuestio´n, generando as´ı 600 hipo´tesis de entrada vfi , i ∈ {0, . . . , 599} y para cada una de
estas se obtiene la distancia euclideana entre la hipo´tesis de correccio´n vΩi , i ∈ {0, . . . , 599}
y la larva real v`, consideradas como un vector de 60 dimensiones, donde cada dimensio´n
corresponde a un peso w˜i. De esta forma se obtiene una curva de tolerancia al cambio de
bits que simula larvas incompletas e indica la capacidad de regeneracio´n de la RBM.
Adicionalmente se evalu´a la capacidad de la RBM/DBN para regenerar 50 bits de v`
cuando estos se sustituyen por ceros. En este caso la evaluacio´n se realiza sobre 300 larvas
para las cuales se miden tres distancias euclideanas promedio: la distancia Doe entre
la larva original completa y la estimada por la RBM/DBN cuando la larva original es
presentada, la distancia Dom entre la larva original completa y la modificada al remplazar
los bits y la distancia Dog entre la larva original y la larva regenerada por la RBM/DBN.
En lo restante de la presente seccio´n se presentan los resultados de degradacio´n y regene-
racio´n al variar:
Sistema nume´rico
Cambio de escala y aprendizaje profundo
Cantidad de unidades ocultas
Cantidad de e´pocas
Divergencia contrastante
Finalmente se muestran los resultados de regeneracio´n obtenidos al utilizar el segmento
medio en las secciones de larva no presentes.
4.8.1. Sistema nume´rico
La figura 4.19 ilustra el deterioro o degradacio´n de RBM2 (Gray) y RBM7 (binario). Se
observa que en ambos casos las RBM no son capaces de recuperarse de los cambios de
bits realizados en iteraciones previas y que el co´digo Gray presenta una menor cantidad
de bits modificados por iteracio´n.
De igual forma se obtiene el comportamiento de RBM2 y RBM7 en cuanto a distancia
euclideana entre las representaciones vectoriales v` ∈ R60 de la larva real y la generada
por la RBM durante 10 iteraciones para 300 larvas, esto con el objetivo de determinar si
los bits que esta´n cambiando en la figura 4.19 corresponden a los ma´s significativos de
cada peso w˜i. El comportamiento se ilustra en la figura 4.20.
A su vez se describe la magnitud de los 60 pesos w˜i que representan a v
` en decimal y se
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Figura 4.19: Promedio de nu´meros de bits cambiados por iteracio´n para representacio´n
binaria y co´digo Gray. Las l´ıneas verticales representan la desviacio´n esta´ndar observada
durante la evaluacio´n de 300 larvas
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Figura 4.20: Promedio de deterioro de la distancia euclideana entre vectores con represen-
tacio´n binaria y co´digo Gray en las RBM. Las l´ıneas verticales representan la desviacio´n
esta´ndar observada durante la evaluacio´n de 300 larvas
ilustran en la figura 4.21, as´ı como las 10 hipo´tesis de correccio´n generadas por las RBM.
Para el caso de la RBM2 con co´digo Gray 11 de los pesos se encuentran distanciados de
los originales por ma´s de 30 unidades y, para el caso binario 12 de ellos. Por lo tanto se
observa que el co´digo Gray aproxima mejor el valor decimal de los pesos, lo cual comprueba
lo obtenido en las pruebas de cambio de bits y distancia euclideana de las figuras 4.19
y 4.20.
Para la evaluacio´n de la capacidad de regeneracio´n se obtienen las curvas de tolerancia al
cambio de bits mostradas en la figura 4.22, en las cuales la RBM2 presenta una mayor
tolerancia al cambio de bits hasta alcanzar 100 bits modificados, ya que en este punto se
da un salto y describe la misma tolerancia que la representacio´n binaria RBM7. Por este
motivo en las siguientes evaluaciones se adopta el uso de representacio´n de pesos mediante
co´digo Gray.
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Figura 4.21: Secuencia de pesos de una larva real y 10 secuencias generadas por la RBM
(a) RBM2 con co´digo Gray, (b) RBM7 en binario
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Figura 4.22: Curvas de tolerancia al cambio de bits para el sistema nume´rico Gray y
Binario.
Finalmente, se alteran 50 bits (5 pesos con ϕ = 10 bits) en la regio´n inicial de la larva real
v` ajustando su valor a cero y se genera una hipo´tesis de correccio´n vΩ. Utilizando 300
larvas se calculan las distancias promedio mostradas en la Tabla 4.7 donde se muestra que
ambas RBM reducen la distancia causada por la modificacio´n en la larva pero la RBM
que utiliza co´digo Gray realiza una mejor regeneracio´n.
Tabla 4.7: Distancias promedio de larvas estimadas, modificadas y regeneradas con res-
pecto a la larva original para diferentes sistemas nume´ricos
Modelo Doe DEoe Dom DEom Dog DEog
RBM2 118.976 116.52 901.382 161.475 514.765 230.068
RBM7 206.22 185.308 901.382 161.475 622.298 202.265
Es posible observar en la figura 4.23 que para este caso tanto RBM2 como RBM7 no son
capaces de generar todos pesos alterados, lo cual justifica la diferencia entre las distancias
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Doe y Dog de la Tabla 4.7 y se observa que la modificacio´n de una regio´n de bits no altera
la interpretacio´n de la RBM en la regio´n de complemento.
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Figura 4.23: Vector de unidades visibles generado por las RBM con representacio´n binaria
y Gray ante una alteracio´n de 50 bits ajustados a cero (a) RBM2 con co´digo Gray,
(b) RBM7 en binario
4.8.2. Cambio de escala y aprendizaje profundo
Para la evaluacio´n del efecto causado por el me´todo utilizado para el cambio de escala
se evalu´a inicialmente la diferencia en el deterioro mostrado por RBM2 (mapeo lineal)
y RBM5 (mapeo por ERF), ambas con 8192 unidades ocultas y con co´digo Gray. La
figura 4.24 muestra el cambio de bits por iteracio´n.
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Figura 4.24: Promedio de nu´meros de bits cambiados por iteracio´n para una represen-
tacio´n con mapeo lineal (RBM2) y con mapeo por ERF (RBM5). Las l´ıneas verticales
representan la desviacio´n esta´ndar observada durante la evaluacio´n de 300 larvas
Se observa que el cambio de bits es menor si se utiliza una representacio´n por mapeo lineal.
Para comprobar dicho efecto en el deterioro se obtiene nuevamente la distribucio´n de los
pesos en valor decimal para ambas RBM y se muestran en las figuras 4.25a y 4.25b. Donde
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para el caso lineal, 11 de los 60 pesos se encuentran distanciados ma´s de 30 unidades en
contraste con el mapeo por ERF que muestra 16 pesos fuera del l´ımite de las 30 unidades.
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Figura 4.25: Secuencia de pesos de una larva real y 10 secuencias generadas por la RBM
(a) RBM2 con mapeo lineal, (b) RBM5 con mapeo por ERF
Similarmente, las figuras 4.26a y 4.26b ilustran la distribucio´n de pesos al utilizar DBN8
(lineal) y DBN9 (ERF), en donde se han utilizado u´nicamente 4 iteraciones con el objetivo
de facilitar la interpretacio´n del gra´fico, ya que como es posible observar, estas DBN
no poseen un deterioro deseable y no logran describir la probabilidad conjunta de las
unidades visibles del entrenamiento al iterar sobre una hipo´tesis modificada varias veces.
No obstante, la DBN de mapeo lineal (DBN8) describe mejor los pesos, en especial las
regiones de pesos del 10 al 30 y del 40 al 60.
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Figura 4.26: Secuencia de pesos de una larva real y 10 secuencias generadas por apren-
dizaje profundo con diferentes mapeos de cambio de escala (a) DBN8 con mapeo lineal,
(b) DBN9 con mapeo por ERF
Por otra parte, la capacidad de generacio´n de las RBM con mapeo lineal y por ERF es
mostrada en las curvas de tolerancia al cambio de bits de la figura 4.27, en donde se
observa que el mapeo lineal RBM2 posee una mayor tolerancia al cambio en las unidades
visibles, manteniendo la distancia por debajo de 1000 unidades para cambios menores a
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100 bits, es decir, para larvas que al menos contengan la informacio´n de 83.33 % de los
pesos.
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Figura 4.27: Curvas de tolerancia al cambio de bits para cambios de escala lineal y por
ERF en RBM
Adema´s, se obtienen las curvas de tolerancia para el modelo de aprendizaje profundo
para el caso lineal (DBN8) y para el caso de ERF con blanqueo de datos (DBN9),
dichas curvas son ilustradas en la figura 4.28 donde se observa que las DBN exponen una
mayor tolerancia al cambio de bits y se corrobora que el mapeo lineal permite una menor
distancia entre la larva hipo´tesis vf del conjunto de evaluacio´n y la hipo´tesis de correccio´n
vΩ inclusive ante un cambio de 30 pesos (300 bits).
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Figura 4.28: Curvas de tolerancia al cambio de bits para cambios de escala lineal y por
ERF en aprendizaje profundo
Finalmente, en las figuras 4.29 y 4.30 se ilustra la hipo´tesis de larva original completa as´ı
como la hipo´tesis de correccio´n generada por las RBM y las DBN para ambos mapeos.
En ambos casos se modifican 50 bits en la regio´n inicial de la larva real v` ajustando su
valor a cero y se genera una hipo´tesis de correccio´n vΩ. A su vez se calculan las distancias
promedio de 300 larvas mostradas en la Tabla 4.8.
Para el caso de las RBM sin importar el tipo de mapeo estas no logran reconstruir con
4 Ana´lisis de Resultados 61
0
100
200
300
400
500
600
700
800
900
0 10 20 30 40 50 60
P
e
s
o
Posicioón
original
rbmEstimado
Modificado
rbmGenerado
(a)
0
200
400
600
800
1000
1200
0 10 20 30 40 50 60
P
e
s
o
Posicioón
original
rbmEstimado
Modificado
rbmGenerado
(b)
Figura 4.29: Vector de unidades visibles generado por las RBM para cambios de escala
lineal y por ERF ante una alteracio´n de 50 bits ajustados a cero (a) RBM2 con mapeo
lineal, (b) RBM5 con mapeo por ERF
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Figura 4.30: Vector de unidades visibles generado por las DBN para cambios de escala
lineal y por ERF ante una alteracio´n de 50 bits ajustados a cero (a) DBN8 con mapeo
lineal, (b) DBN9 con mapeo por ERF
exactitud los pesos originales. No obstante, las DBN logran reconstruir los pesos modi-
ficados y por tanto la larva. Sin embargo, en las DBN la regio´n de complemento no se
describe con la misma precisio´n y exactitud con que lo hace la RBM pero se observa que
las distancias obtenidas en promedio con un mapeo lineal (RBM2 y DBN8) son menores
y producen mejores resultados de regeneracio´n.
4.8.3. Cantidad de unidades ocultas
Para evaluar el efecto causado por la cantidad de unidades ocultas en el modelo de forma
se realiza una comparacio´n entre RBM1 con 128 unidades ocultas y RBM3 con 11400
unidades ocultas, las cuales poseen el deterioro mostrado en la figura 4.31.
Considerando 11400 unidades ocultas el modelo de forma permite un deterioro promedio
ma´ximo del 8.94 % de los bits comparado con el 33.32 % dado por una RBM con 128 uni-
62 4.8 Reconstruccio´n de larvas: generacio´n de hipo´tesis
Tabla 4.8: Distancias promedio de larvas estimadas, modificadas y regeneradas con res-
pecto a la larva original para diferentes mapeos en RBM y DBN
Modelo Doe DEoe Dom DEom Dog DEog
RBM2 118.976 116.52 901.382 161.475 514.765 230.068
RBM5 462.205 296.143 1196.110 283.925 1130.64 362.329
DBN8 474.5 208.255 901.382 161.475 620.600 246.317
DBN9 1441.210 403.382 1196.110 283.925 1580.373 424.403
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Figura 4.31: Promedio de nu´meros de bits cambiados por iteracio´n para una RBM con
128 unidades ocultas (RBM1) y con 11400 (RBM3). Las l´ıneas verticales representan la
desviacio´n esta´ndar observada durante la evaluacio´n de 300 larvas
dades ocultas, no obstante el tiempo de entrenamiento requerido por RBM3 es 1141.61 %
mayor que el requerido por RBM1. Para determinar si los bits que cambian corresponden
a los menos significativos de cada peso se obtiene la distancia euclideana del vector de
unidades visibles generado vΩ al vector de entrada vf, la evaluacio´n se repite para 300
larvas y se ilustra en la figura 4.32 las distancias promedio as´ı como la desviacio´n esta´ndar
observada en cada iteracio´n.
Para el caso de 128 unidades ocultas la distancia promedio ma´xima es de 662 unidades
en la novena iteracio´n no obstante desde la primera iteracio´n la distancia promedio es de
455 unidades en comparacio´n con RBM3 que presenta una distancia promedio ma´xima
de 332 en la iteracio´n nueve. Por tanto los bits que cambian no corresponden u´nicamente
a los menos significativos y un aumento en la cantidad de unidades ocultas permite una
mejora en el deterioro descrito por el modelo de forma de la RBM pero no su tendencia.
La figura 4.33 muestra los pesos generados por ambas RBM durante 10 iteraciones, donde
RBM3 presenta 8 pesos con distancias mayores a 30 unidades principalmente despue´s de
la iteracio´n 5.
Para evaluar la capacidad de regeneracio´n se obtienen las curvas de tolerancia al cambio
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Figura 4.32: Promedio de deterioro de la distancia euclideana entre vectores para RBM con
128 unidades ocultas (RBM1) y 11400 unidades ocultas (RBM3) . Las l´ıneas verticales
representan la desviacio´n esta´ndar observada durante la evaluacio´n de 300 larvas
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Figura 4.33: Secuencia de pesos generados por RBM para diferentes valores de unidades
ocultas (a) RBM1 con 128 unidades ocultas, b) RBM3 con 11400 unidades ocultas
de bits de RBM1 y RBM3 ilustradas en la figura 4.34. Se observa que la RBM con mayor
cantidad de unidades oculta permite obtener una distancia por debajo de 150 unidades
antes del cambio de 50 bits y menor a 500 antes de los 90 bits. No obstante, para una
modificacio´n mayor a 100 bits la RBM no tiene capacidad de reconstruccio´n, mostrando
que la RBM con mayor cantidad de unidades ocultas en la Tabla 4.6 no puede describir
la capacidad de regeneracio´n obtenidas por las DBN.
Finalmente es posible observar en la figura 4.35 como el incremento en las unidades ocultas
permite mejorar la exactitud de los pesos dados por la RBM en la regio´n de complemento
(pesos del cinco en adelante) no obstante no es posible generar con exactitud los pesos
modificados.
La Tabla 4.9 muestra las distancias de regeneracio´n promedio obtenidas para 300 lar-
vas, donde se observa que se obtiene una menor distancia al incrementar la cantidad de
unidades ocultas (RBM3) y por ende una mejor regeneracio´n.
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Figura 4.34: Curvas de tolerancia al cambio de bits en RBM para diferentes cantidades
de unidades ocultas
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Figura 4.35: Vector de unidades visibles generado por las RBM con diferentes cantidades
de unidades ocultas ante una alteracio´n de 50 bits ajustados a cero (a) RBM1 con 128
unidades ocultas, b) RBM3 con 11400 unidades ocultas
4.8.4. Cantidad de e´pocas
La evaluacio´n de la variacio´n en el deterioro y en la capacidad de generacio´n debido a las
e´pocas de entrenamiento se realiza considerando modelos basados en RBM y en apren-
dizaje profundo. Inicialmente se consideran los modelos definidos por RBM3, RBM11
y RBM13 entrenados con 600, 2400 y 4800 e´pocas respectivamente, para los cuales se
obtiene el deterioro promedio en bits para 300 larvas mostrado en la figura 4.36.
Se muestra que la cantidad de bits que cambian por iteracio´n en la representacio´n de
forma de larvas es inversamente proporcional a la cantidad de e´pocas. Entre RBM3 y
RBM11 existe una diferencia de un 37 % en la cantidad ma´xima de cambio de bits al
incrementar las e´pocas en un 300 %. La figura 4.37 ilustra como varia el cambio de bits
ma´ximo en funcio´n de la cantidad de e´pocas para las RBM de 11400 unidades ocultas de
la Tabla 4.6.
De igual forma para el caso de la distancia euclideana de la figura 4.38 se obtiene que
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Tabla 4.9: Distancias promedio de larvas estimadas, modificadas y regeneradas con res-
pecto a la larva original al variar la cantidad de unidades ocultas en la RBM
Modelo Doe DEoe Dom DEom Dog DEog
RBM1 463.051 159.798 901.382 161.475 637.309 192.756
RBM3 116.735 134.088 901.382 161.475 518.494 231.817
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Figura 4.36: Promedio de nu´meros de bits cambiados por iteracio´n para RBM entrenadas
con diferente cantidad de e´pocas: RBM3 (600 e´pocas), RBM11 (2400 e´pocas) y RBM13
(4800 e´pocas). Las l´ıneas verticales representan la desviacio´n esta´ndar observada durante
la evaluacio´n de 300 larvas
al incrementar la cantidad de e´pocas del entrenamiento se logra disminuir la distancia
entre el vector de entrada y la hipo´tesis generada por las RBM, sin importar si la RBM
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Figura 4.37: Cantidad promedio ma´xima de bits cambiantes en funcio´n de la cantidad de
e´pocas de entrenamiento para 11400 unidades ocultas
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a partir de las 1200 e´pocas ya hab´ıa alcanzado una entrop´ıa cruzada de cero (Tabla 4.6).
Esto se debe a que durante el entrenamiento el muestreo de Gibbs continua iterando y
mejorando el valor de los para´metros internos de la RBM y por ende el modelo de forma.
Se disminuye la cantidad de bits cambiantes pero no la tendencia al aumento en cada
iteracio´n.
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Figura 4.38: Promedio de deterioro de la distancia euclideana para RBM con diferentes
cantidades de e´pocas: RBM3 (600 e´pocas), RBM11 (2400 e´pocas) y RBM13 (4800
e´pocas). Las l´ıneas verticales representan la desviacio´n esta´ndar observada durante la
evaluacio´n de 300 larvas
Por su parte, la capacidad de generacio´n no se ve mejorada de forma significativa con el
incremento de e´pocas de entrenamiento tal y como se muestra en las curvas de tolerancia
al cambio de bits de la figura 4.39 y en las secuencias de pesos generadas en la figura 4.40,
en donde en ninguno de los casos la RBM fue capaz de reconstruir con exactitud la larva
modificada.
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Figura 4.39: Curvas de tolerancia al cambio de bits para RBM con diferente cantidad de
e´pocas de entrenamiento: RBM3 (600 e´pocas), RBM11 (2400 e´pocas) y RBM13 (4800
e´pocas)
La Tabla 4.10 muestra las distancias de regeneracio´n promedio obtenidas para 300 larvas
utilizando RBM3, RBM11 y RBM13, donde se observa que al aumentar la cantidad
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Figura 4.40: Vector de unidades visibles generado por las RBM con diferente cantidad de
e´pocas de entrenamiento ante una alteracio´n de 50 bits ajustados a cero (a) RBM3 con
600 e´pocas, (b) RBM11 con 2400 e´pocas, (c) RBM13 con 4800 e´pocas
de e´pocas se obtiene una menor distancia promedio para la larva estimada al recibir una
larva completa como entrada, no obstante para la larva regenerada no se observa una
tendencia de optimizacio´n de la distancia al aumentar las e´pocas en la RBM.
Tabla 4.10: Distancias promedio de larvas estimadas, modificadas y regeneradas con
respecto a la larva original al variar la cantidad e´pocas de entrenamiento en
la RBM
Modelo Doe DEoe Dom DEom Dog DEog
RBM3 116.735 134.088 901.382 161.475 518.494 231.817
RBM11 99.413 116.045 901.382 161.475 515.985 240.918
RBM13 92.263 123.639 901.382 161.475 527.083 236.595
Para el caso de aprendizaje profundo se realiza la comparacio´n utilizando los modelos
descritos por DBN8 y DBN14, ambos con 1200 unidades ocultas en la primera de las
capas y 14400 unidades en la segunda capa oculta. El primero de ellos es entrenado 600
e´pocas y el segundo 4800 e´pocas. Se obtiene el deterioro en bits de la figura 4.41 para la
cual se observa que al igual que en la RBM un mayor nu´mero de e´pocas permite disminuir
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la cantidad de bits que cambian en cada iteracio´n, sin embargo la tendencia al crecimiento
se mantiene para los bits as´ı como para las distancias euclideanas tal y como se ilustra en
la figura 4.42.
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Figura 4.41: Promedio de nu´meros de bits cambiados por iteracio´n para DBN entrenadas
con diferente cantidad de e´pocas: DBN8 (600 e´pocas) y DBN14 (4800 e´pocas). Las
l´ıneas verticales representan la desviacio´n esta´ndar observada durante la evaluacio´n de
300 larvas
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Figura 4.42: Promedio de deterioro de la distancia euclideana para DBN con diferente
cantidad de e´pocas de entrenamiento: DBN8 (600 e´pocas) y DBN14 (4800 e´pocas). Las
l´ıneas verticales representan la desviacio´n esta´ndar observada durante la evaluacio´n de
300 larvas
En cuanto al aspecto regenerativo, se observa en la curva de tolerancia de la figura 4.43
que DBN14 con una mayor cantidad de e´pocas de entrenamiento permite disminuir la
distancia ma´xima de 2500 a 2000 unidades, es decir, un 20 % y que en ambos casos la
DBN es capaz de regenerar el segmento alterado pero no se observa en la figura 4.44 una
diferencia significativa en dicha regio´n ni en la regio´n de complemento entre DBN8 y
DBN14.
Con el objetivo de determinar si existen una mejora en la regeneracio´n se calculan las
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Figura 4.43: Curvas de tolerancia al cambio de bits para DBN con diferente cantidad de
e´pocas de entrenamiento: DBN8 (600 e´pocas) y DBN14 (4800 e´pocas)
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Figura 4.44: Vector de unidades visibles generado por las DBN con diferente cantidad de
e´pocas de entrenamiento ante una alteracio´n de 50 bits ajustados a cero (a) DBN8 con
600 e´pocas, (b) DBN14 con 4800 e´pocas
distancias de regeneracio´n promedio para 300 larvas mostradas en la Tabla 4.11, donde
se puede observar que un aumento en la cantidad de e´pocas de entrenamiento en la
RBM disminuye la distancia de la larva regenerada a la original y por ende mejora la
regeneracio´n.
Tabla 4.11: Distancias promedio de larvas estimadas, modificadas y regeneradas con
respecto a la larva original al variar la cantidad e´pocas de entrenamiento en
la DBN
Modelo Doe DEoe Dom DEom Dog DEog
DBN8 474.500 208.255 901.382 161.475 620.600 246.317
DBN14 419.057 188.020 901.382 161.475 593.838 229.261
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4.8.5. Divergencia Contrastante
Para el caso de la divergencia contrastante se realiza una comparacio´n entre RBM3 y
RBM15 para los cuales durante el entrenamiento se utiliza divergencia contrastante (CD-
1) y divergencia contrastante persistente (PCD) respectivamente. El deteriorio de bits es
ilustrado en la figura 4.45. Para el caso de CD-1 se obtiene un menor cambio de bits por
iteracio´n que para el caso persistente. No obstante, al obtener la variacio´n de la distancia
euclideana se observa que PCD presenta una menor distancia a partir de la iteracio´n 3 y
por tanto los bits que esta´n cambiando son los menos significativos provocando mejores
distancias al vector original tal y como se ilustra en la figura 4.46.
0
20
40
60
80
100
120
140
160
0 1 2 3 4 5 6 7 8 9
#
B
it
s
Iteracioón
RBM3
RBM15
Figura 4.45: Promedio de nu´mero de bits cambiados por iteracio´n para RBM con dife-
rentes divergencias contrastantes: RBM3 (CD-1) y RBM15 (PCD). Las l´ıneas verticales
representan la desviacio´n esta´ndar observada durante la evaluacio´n de 300 larvas
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Figura 4.46: Promedio de deterioro de la RBM en distancia euclideana para diferentes
divergencias contrastantes: RBM3 (CD-1) y RBM15 (PCD). Las l´ıneas verticales repre-
sentan la desviacio´n esta´ndar observada durante la evaluacio´n de 300 larvas
Seguidamente se obtiene la distribucio´n de pesos descrita por RBM3 y RBM15, esta
es ilustrada en la figura 4.47, donde se puede observar que la RBM entrenada con PCD
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aproxima de forma adecuada dos de los pesos mal representados por RBM3, propiamente
los pesos 19 y 57.
100
200
300
400
500
600
700
800
900
0 10 20 30 40 50 60
P
e
s
o
s
posicioón
 
original
iter0
iter1
iter2
iter3
iter4
iter5
iter6
iter7
iter8
iter9
(a)
100
200
300
400
500
600
700
800
900
0 10 20 30 40 50 60
P
e
s
o
s
posicioón
 
original
iter0
iter1
iter2
iter3
iter4
iter5
iter6
iter7
iter8
iter9
(b)
Figura 4.47: Secuencia de pesos generados por RBM para diferentes divergencias contras-
tantes (a) RBM3 con CD-1, (b) RBM15 con PCD
Finalmente, las capacidades de regeneracio´n de ambas RBM son descritas mediante la
figuras 4.48 y 4.49 donde se observa que la RBM con CD-1 posee una mejor tolerancia al
cambio de bits hasta llegar a los 100 bits; no obstante, de dicho punto en adelante PCD
presenta una mejor tolerancia.
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Figura 4.48: Curvas de tolerancia de RBM al cambio de bits para diferentes divergencias
contrastantes: RBM3 (CD-1) y RBM15 (PCD)
En ambos casos la RBM no es capaz de generar la larva incompleta. La Tabla 4.12 con las
distancias de regeneracio´n promedio para 300 larvas mostradas indica que PCD permite
una mejor regeneracio´n de los 50 bits alterados al inicio de la larva.
4.8.6. Reconstruccio´n a partir del segmento medio
Las pruebas de generacio´n de las secciones anteriores asignan un valor de cero a la regio´n
de bits que se desea reconstruir, un conjunto de ϕ = 10 unidades visibles en cero equivale
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Figura 4.49: Secuencia de pesos generados por RBM para diferentes divergencias contras-
tantes ante una alteracio´n de 50 bits ajustados a cero (a) RBM3 con CD-1, (b) RBM15
con PCD
Tabla 4.12: Distancias promedio de larvas estimadas, modificadas y regeneradas con
respecto a la larva original al variar la divergencia contrastante
Modelo Doe DEoe Dom DEom Dog DEog
RBM3 116.735 134.088 901.382 161.475 518.494 231.817
RBM15 180.383 90.036 901.382 161.475 369.223 196.304
a utilizar el valor de −3λi para la dimensio´n i ya que los pesos son previamente mapeados
a una escala de 0 a 1023, lo cual podr´ıa dificultar la regeneracio´n de la forma tanto para
las RBM como para las DBN ya que el peso wi se encontrar´ıa en la forma ma´s extrema
tal y como se ilustra en las figuras 4.7, 4.8 y 4.9. Para evaluar el efecto causado por dicha
asignacio´n se remplazan 2 segmentos Sˆi de v
` con Sˆµ para crear una hipo´tesis de larva
incompleta vf y esta es evaluada utilizando RBM13 y DBN14 en conjunto con 300 larvas
para las cuales se obtienen las distancias euclideanas promedio de la Tabla 4.13.
Tabla 4.13: Distancias promedio de larvas estimadas, modificadas y regeneradas con
respecto a la larva original al utilizar el bits del segmento medio
Modelo Doe DEoe Dom DEom Dog DEog
RBM13Sˆµ 92.264 123.639 426.199 45.082 407.523 124.371
RBM13 92.264 123.639 984.486 147.849 619.816 250.540
DBN14Sˆµ 419.057 188.021 426.199 45.082 545.654 211.117
DBN14 419.057 188.020 984.486 147.849 621.344 232.927
Se observa que para el caso de la RBM el uso del segmento medio permite reducir la
distancia euclideana promedio de la larva generada a la original en un 34.25 % y para la
DBN en un 12.18 %. La figuras 4.50a y 4.50b muestran una de las hipo´tesis de correccio´n
4 Ana´lisis de Resultados 73
obtenidas, donde no es posible identificar de forma visual que el remplazo de las secciones
faltantes con Sˆµ mejora la capacidad de regeneracio´n sin embargo los datos en la Tabla 4.13
lo comprueban.
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Figura 4.50: Reconstruccio´n de larva a partir del segmento medio con RBM y aprendizaje
profundo (a) Reconstruccio´n con RBM13 utilizando Sˆµ, (b) Reconstruccio´n con DBN14
utilizando Sˆµ, (c) Reconstruccio´n con RBM13 utilizando ceros, (d) Reconstruccio´n con
DBN14 utilizando ceros
4.9. Ajuste de larvas generadas a la imagen
Utilizando seis hipo´tesis de larva vfi ∀i ∈ {1, . . . , 6} sin ser alteradas del conjunto de
prueba CP en combinacio´n con los modelos de forma RBM13 y DBN14 se obtienen las
hipo´tesis de correccio´n vΩi ∀i ∈ {1, . . . , 6} para cada modelo, las cuales son ajustadas
posteriormente a la imagen utilizando el algoritmo 3, dando como resultado los contornos
mostrados en la figura 4.51, donde inicialmente se pinta de rojo el contorno vfi y poste-
riormente en verde el contorno de vΩi con el objetivo de observar como cambia el segmento
sugerido por la RBM comparado con el segmento original.
Es posible observar que los contornos generados por la RBM as´ı como por la DBN cubren
los contornos originales. Sin embargo se observa que algunos segmentos no se alinean
al borde de la larva dando como resultado picos salidos del contorno, en especial para la
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(a) (b)
Figura 4.51: Hipo´tesis de correccio´n ajustadas a la imagen. Rojo para vfi , verde para v
Ω
i
(a)Hipo´tesis generada por RBM13, (b)Hipo´tesis generada por DBN14
DBN. Esto es debido al error introducido por la RBM/DBN binaria en la estimacio´n de los
pesos tal y como se muestra en las curvas de deterioro y generacio´n de la subseccio´n 4.8.4,
donde se observa como el cambio de bits ocasiona un error en algunos casos mayor a 30
unidades en el valor decimal de los pesos y por ende los segmentos generados pierden la
alineacio´n con los segmentos previos.
4.10. Oclusio´n
Debido a que el presente trabajo utiliza un me´todo de ajuste de larvas a la imagen me-
diante las matrices de transformacio´n isome´trica no es posible realizar una evaluacio´n
directa del rendimiento del modelo de forma en casos espec´ıficos de oclusio´n. No obs-
tante, la oclusio´n puede ser considerada un caso de larva incompleta, en donde la regio´n
“faltante”u´nicamente contiene informacio´n de la larva traslapada que es una variante a
los casos en los cuales se utilizan ceros o el segmento medio como se estudia en secciones
anteriores.
Sin embargo, con el objetivo de ilustrar la tendencia en la hipo´tesis de correccio´n gene-
rada en estos casos por el modelo de forma, se crean dos larvas sinte´ticas vazul y vnegro
traslapadas modeladas como elipses, estas son ilustradas en la figura 4.52a, donde para
ambos casos se conoce la secuencia de 64 puntos que describen el contorno de las lar-
vas individuales. Utilizando la informacio´n de dichos contornos se genera un contorno de
traslape como el ilustrado en la figura 4.52b y su representacio´n en pesos vtras.
El contorno de traslape de 64 puntos p(x,y) de longitud esta´ compuesto en un 42 % por
puntos del contorno correspondiente a vazul y el restante 58 % por puntos del contorno
correspondiente a vnegro. Finalmente, vazul, vnegro y vtras son utilizados como hipo´tesis
de larva en RBM13 y RBM14, dando como resultado las hipo´tesis de correccio´n de la
figura 4.53 y 4.54.
Para las hipo´tesis de correccio´n de las larvas sinte´ticas vazul y vnegro la RBM logra modelar
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Figura 4.52: Larvas sinte´ticas para la evaluacio´n de oclusio´n (a) Larvas vazul y vnegro,
(b) Contorno de traslape vtras, compuesto en sentido antihorario por 14 puntos de vnegro,
27 puntos de vazul y 23 puntos de vnegro
la probabilidad conjunta descrita por las unidades visibles de entrada y la DBN no,
sin embargo esto se puede deber a que las larvas son sinte´ticas fueron aproximadas o
modeladas como elipses. Por otra parte, para η = 9 puntos p(x,y) por segmento, el traslape
esta´ aproximadamente compuesto inicialmente por dos segmentos (6 pesos) de vnegro, seis
segmentos (18 pesos) de vazul y seis segmentos (18 pesos) de vnegro con un recorrido
c´ıclico en el complemento. Se observa en la figura 4.53c y 4.54c que tanto la RBM como
para la DBN modifican los pesos que se encuentran de la posicio´n 6 a la posicio´n 24
correspondientes al traslape o regio´n de vazul lo cual podr´ıa significar una correccio´n al
traslape.
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Figura 4.53: Hipo´tesis de correccio´n de la RBM para larvas sinte´ticas y segmento tras-
lapado (a) Correccio´n de RBM13 para vnegro, (b) Correccio´n de RBM13 para vazul,
(c) Correccio´n de RBM13 para vtras
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Figura 4.54: Hipo´tesis de correccio´n de la DBN para larvas sinte´ticas y segmento tras-
lapado (a) Correccio´n de DBN14 para vnegro, (b) Correccio´n de DBN14 para vazul,
(c) Correccio´n de DBN14 para vtras
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Cap´ıtulo 5
Conclusiones
En el presente trabajo se proporciona una estrategia para el modelado de larvas basado
en modelos probabil´ısticos que persiguen la reconstruccio´n parcial de las mismas. Se com-
probo´ que el uso´ de una representacio´n de forma basada en los segmentos traslapados que
componen el contorno en conjunto con el ana´lisis de Procrustes dan como resultado una
representacio´n invariante a la escala, rotacio´n y traslacio´n.
Por otra parte, se realizo´ una reduccio´n de un 83 % de la dimensionalidad de la represen-
tacio´n de larva mediante el uso de 3 componentes principales que representan un 85 % de
la variacio´n descrita por los segmentos de larva, los cuales no describen una distribucio´n
gaussiana pero son descritos correctamente mediante PCA.
Se exploro´ el uso de las ma´quinas restringidas de Boltzmann y su variante de aprendizaje
profundo (DBN) para la generacio´n del modelo de forma. Para el entrenamiento de am-
bas se obtuvo que un incremento en la cantidad de unidades ocultas da como resultado
una menor entrop´ıa cruzada entre larvas reales y generadas por el modelo, no obstante,
dicho incremento requiere un mayor tiempo de entrenamiento y por ende un mayor costo
computacional. De igual forma se comprobo´ que durante el entrenamiento del modelo las
representaciones de larva en co´digo Gray y en binario no alteran los valores de entrop´ıa
cruzada obtenidos ya que son los mismos. Sin embargo, el uso de un cambio de escala
lineal en las RBM permite disminuir el valor de entrop´ıa cruzada al final del entrenamien-
to, contrario a la DBN, en donde un mayor uso de bits causado por un cambio de escala
mediante blanqueo de datos y funcio´n de error disminuye la entrop´ıa cruzada.
Por otra parte, para la reconstruccio´n de larvas se comprobo´ que al utilizar la represen-
tacio´n mediante co´digo Gray el cambio de bits y la distancia Euclideana resultante de la
larva generada a la larva original es menor que al utilizar un representacio´n u´nicamente
binaria y que a su vez mejora las capacidades de generacio´n descritas por la RBM y la
DBN. Se obtuvo tambie´n que dicha distancia euclideana es menor durante la utilizacio´n
de un cambio de escala por mapeo lineal que cuando se utiliza un mapeo por blanqueo de
datos y funcio´n de error, indicando que tanto la RBM como la DBN describen mejor la
probabilidad conjunta del contorno de larva cuando menos bits o unidades visibles esta´n
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cambiando. Similarmente, para el caso de divergencia contrastante se evidencia que el
uso de una cadena de Gibbs no persistente de un solo paso produce un mejor deterioro
en bits, no obstante en cuanto a distancia euclideana se refiere PCD produce una menor
distancia despue´s de 3 iteraciones.
Se demostro´ que el incremento de unidades ocultas tanto en la RBM como en la DBN redu-
ce el deterioro pero no cambia su tendencia creciente, no obstante s´ı disminuye la distancia
entre las larvas reales y las larvas generadas cuando larvas completas son presentadas. De
igual forma un aumento en la cantidad de unidades oculta mejora las capacidades de re-
generacio´n de larvas incompletas tanto de la RBM como de la DBN. Un resultado similar
se obtuvo al aumentar la cantidad de e´pocas de entrenamiento sin embargo en el caso de
las e´pocas de entrenamiento dicha mejora no es significativa.
Finalmente, se comprobo´ que la estrategia de modelado de larvas propuesta en el presente
trabajo mediante RBM es capaz de modelar en su mayor´ıa la distribucio´n conjunta descri-
ta por los contornos de la larvas individuales pero algunos de los pesos no son aproximados
con la exactitud deseada y que si se desean aprovechar las capacidades generativas del
modelo es necesario utilizar el aprendizaje profundo (DBN).
El cambio de bits presente en las larvas generadas por las RBM/DBN binarias afecta
las posiciones ma´s y menos significativas de los pesos que representan a las larvas y por
tanto afecta el ajuste posterior del segmento reconstruido a la imagen y por ende la forma
descrita por el contorno total. Se recomienda explorar el uso de RBM/DBN no binarias
con el objetivo de eliminar dicha sensibilidad del ajuste a la imagen ocasionada por el
cambio de bits as´ı como el desarrollo de un me´todo de ajuste a la imagen ma´s robusto
que considere la informacio´n contenida en la imagen durante dicho proceso y que permita
indicar sobre la imagen las hipo´tesis generadas por el modelo en los casos de oclusio´n.
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Ape´ndice A
Vectores propios del conjunto de
segmentos de larva
Tabla A.1: Vectores propios del conjunto de segmentos
vector x1 y1 x2 y2 x3 y3 x4 y4 x5 y5 x6 y6 x7 y7 x8 y8 x9 y9
ρ1 0.18 -0.42 0.38 -0.02 -0.51 -0.09 -0.07 -0.02 0.00 0.31 -0.32 -0.21 -0.06 -0.02 -0.00 -0.01 0.33 0.16
ρ2 0.51 -0.31 -0.22 -0.35 0.08 -0.13 -0.14 -0.18 0.20 -0.17 0.03 -0.04 -0.03 -0.00 0.00 -0.34 -0.01 -0.47
ρ3 0.12 -0.10 0.35 0.03 -0.09 -0.01 -0.03 -0.05 0.10 -0.32 0.53 0.47 0.29 -0.06 0.01 -0.01 0.33 0.16
ρ4 0.23 0.01 0.17 0.22 -0.01 0.24 0.24 0.50 -0.48 0.14 0.05 0.09 0.07 -0.02 0.01 -0.33 -0.01 -0.36
ρ5 0.09 0.09 0.17 -0.06 0.21 0.05 0.05 0.15 -0.09 -0.40 0.16 -0.39 -0.57 0.29 -0.06 -0.01 0.33 0.14
ρ6 -0.04 0.25 0.33 0.46 0.01 0.20 0.09 -0.45 0.40 0.10 -0.02 -0.07 -0.12 0.07 -0.02 -0.33 -0.01 -0.23
ρ7 0.12 0.16 0.02 -0.10 0.29 0.20 0.13 -0.03 0.05 -0.09 -0.23 -0.21 0.19 -0.60 0.43 -0.01 0.33 0.10
ρ8 -0.25 0.29 0.16 0.06 -0.12 -0.57 -0.48 0.13 -0.16 -0.16 -0.02 -0.10 0.01 -0.19 0.15 -0.33 -0.01 -0.10
ρ9 0.16 0.23 -0.00 0.01 0.31 -0.03 -0.25 -0.00 -0.05 0.13 -0.24 0.03 0.27 0.02 -0.70 -0.02 0.33 0.05
ρ10 -0.32 0.12 0.01 -0.39 -0.32 -0.01 0.52 0.05 0.12 -0.27 -0.11 -0.07 0.14 -0.09 -0.34 -0.33 -0.02 0.03
ρ11 0.13 0.33 -0.14 -0.07 -0.00 -0.34 0.29 0.04 0.09 0.18 -0.16 0.18 0.16 0.53 0.36 -0.02 0.33 -0.02
ρ12 -0.24 -0.04 0.08 -0.33 0.06 0.51 -0.39 -0.10 -0.16 -0.04 -0.18 0.10 0.16 0.37 0.22 -0.33 -0.02 0.15
ρ13 -0.02 0.26 -0.36 -0.07 -0.36 0.18 -0.08 -0.27 -0.26 0.10 0.05 0.33 -0.44 -0.23 -0.04 -0.02 0.33 -0.11
ρ14 -0.10 -0.08 0.06 -0.21 0.30 -0.09 0.02 0.29 0.33 0.46 0.13 0.28 -0.36 -0.17 -0.01 -0.33 -0.02 0.25
ρ15 -0.25 -0.05 -0.35 0.10 -0.18 0.20 -0.19 0.31 0.33 0.18 0.36 -0.37 0.22 0.05 0.01 -0.02 0.33 -0.19
ρ16 0.04 -0.09 -0.18 0.04 0.10 -0.16 0.17 -0.41 -0.39 0.26 0.40 -0.31 0.16 0.01 -0.01 -0.33 -0.02 0.34
ρ17 -0.51 -0.50 -0.05 0.18 0.33 -0.16 0.15 -0.13 -0.16 -0.09 -0.17 0.16 -0.05 0.01 -0.00 -0.02 0.33 -0.28
ρ18 0.16 -0.16 -0.43 0.49 -0.10 0.02 -0.03 0.16 0.13 -0.32 -0.27 0.13 -0.02 0.02 0.00 -0.33 -0.02 0.41
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