Many physical systems are naturally modeled as differential algebraic equations or DAEs. Many physical systems also possess delays either in the dynamics or in the application of the control. Direct transcription is a popular approach in industry for numerically solving nondelayed optimal control problems because of its ability to handle problems with constraints. This paper reports on progress in developing an industrial strength direct transcription optimal control software package that can solve many problems with delays and DAE models. In particular, we focus in this paper on how the use of the DAE formalism allows for the consideration of a much greater variety of delays.
Introduction
Many physical systems are naturally modeled as differential algebraic equations (DAEs) [1, 2] . Constrained mechanical systems are often initially formulated as index two or three DAEs. Many physical systems also possess delays either in the dynamics or in the application of the control [3] . Direct transcription (DT) is a popular numerical approach often used in industry for solving nondelayed optimal control problems because of its ability to handle many different types of state, control, and inequality constraints. This paper reports on progress in developing an industrial strength DT optimal control software package that can solve many problems with delays and DAE models.
DT has the advantage that it does not require forming the necessary conditions of an optimal control problem [4] . This is especially useful when there are operational constraints that go active and inactive. In this paper we present progress in extending the DT approach to DAE models with both state and control delays, that is DDAEs. The next section quickly describes the algorithm we are using. This paper makes several original contributions. In particular, we show how the capability to work with DDAEs allows the solution of a much wider class of delayed systems.
For simpler problems or problems which are not DAEs and for which there are no state constraints, there are a number of ways to approach an optimal control problem particularly if the cost does not have endpoint conditions. One can parameterize the control space and call a numerical integrator and feed the result into a standard optimizer. This is called control parameterization. Alternatively for smooth problems one can use a pseudo spectral method such as GPOPS [5] . A number of methods for solving optimal control problems without delays use uniform grids. We are developing software and accompanying analysis to be be able to solve problems that are not easily solved by these other methods.
Time varying delays are of interest in a number of applications [6, 7] . In [8, 9] examples are given to show that our DT approach works well for problems with time varying state delays and constant control delay problems on uniform grids. We will not discuss time varying delays any further in this paper. There can be computational problems with our approach when nonuniform grids are used on control delayed problems. A possible solution to this difficulty is mentioned, but not developed in [10] . The aim of this paper is quite different from our previous work. This paper focuses on the power of the DAE formulation and its ability to describe a wide range of different appearing state and state derivative delay problems and then showing that our DT algorithms can solve these challenging problems. The focus is on state delay problems.
Direct Transcription Algorithm
Our particular DT implementation is called SOCX (Sparse Optimal Control Extended) and is part of the SOS (Sparse Optimization Suite) package of software which is available from Applied Mathematical Analysis. Research oriented academic users can obtain a copy from Applied Mathematical Analysis. SOCX is a DT software package that is being designed to solve nonlinear optimization, optimal control, parameter estimation, and delay problems. However, the information in this paper is not specific to SOCX. This information can be used to aid or improve code for both nondelay and delay optimal control systems when the software has a similar philosophy. SOS begins by rewriting the dynamics of the properly formulated optimal control prob-lem as a DAE or DDAE. This step aids in simplifying the problem, yet adds constraints to the formulation. Multiple time varying delays can be accommodated. Determining the best way to formulate and solve a delayed optimal control problem when using DT is one focus of our research.
Here we consider the problem of minimizing (1a) with constraints (1b)-(1e). To improve readability in the two column format of this proceedings we will drop the dependence on t from our notation but keep the dependence on delayed or advanced variables. Thus x(t),ẋ(t), u(t) usually become x,ẋ, u while x(t − r) will remain as x(t−r). A dot over a variable denotes the time t derivative.
, non-dynamic parameter vector p, and time delay functions ω(t), η(t). In the case of a single constant state and single constant control delay, ω(t) = t − r and η(t) = t − s. The problem features cost (1a), DDAE (1b), (1c), and prehistory functions (1d) and (1e). Our implementation allows for several delays, state and control inequality constraints, and inequality constraints on initial and terminal conditions. In particular, there can be another vector equation like (1c) which gives any state or control constraints. Note that even if the original process is an ODE, that a DAE can result if inequality state constraints become active. However, to simplify the presentation in this paper we will use the simpler formulation (1) which has only equality constraints and one delay in the state and one delay in the algebraic or control variables.
We will see that having DAEs gives much greater flexibility in the handling of different types of problems. Ideally the DAE would be index one, but SOCX can sometimes work with higher index DAEs depending on the cost function [11] . This is because in (1) the variable u denotes all algebraic variables. That is, those variables that do not appear differentiated in the equations. In a particular application where the process is a DAE, x would be the dynamic state variables while u is both the algebraic state variables and the control variables. This has positive consequences when solving numerically with DT [11] .
Optimal control problems with delays require start-up functions on the delayed intervals (1d), (1e). Here r and s are taken to be positive. Systems of differential equations sometimes model phenomena requiring knowledge of the future state and/or control variables. In that case, r, s < 0 and (1d) and (1e) are replaced by post-history functions. Some problems with advances and other combinations of time shifted variables will be discussed later.
For simplicity, we consider (1) with no parameter vector p. When delays are present, it becomes necessary to relate variables and their delayed counterparts in an automatic way. The algorithm does this by reformulating the optimal control problem by enforcing consistency relationships between x(ω(t)), u(η(t)) and pseudo variables, v(t) and w(t). Then the DAE (1b) and (1c) can be rewritten as a DDAE of the forṁ
The introduction of (2c) and (2d) is done by the software and is invisible to the user. System (2) is written as if v is the same size as x and w is the same size as u. Actually (2c) only holds for those components of x that are delayed.
In the same manner (2d) only holds for those components of u that are delayed. Note that (2) is a DDAE even if (1c) is missing and the original model was a delayed ordinary differential equation. Later we shall consider some reformulations that are done by the user so we will try to make it clear which reformulations are done by the user and which are done by the software. The basic idea is to first discretize the problem thereby creating a finite dimensional approximation. Large scale optimization methods can then be used to find a minimum of the approximate problem. Then this solution is evaluated and if necessary used as the starting value for the solution of a finer approximation. The user can decide on the initial grid but further grid refinement is done automatically by the algorithm.
The DT approach introduces a discretization of the problem by subdividing the time domain into M segments or intervals 0 = t 1 < t 2 < · · · < t M = t f . For the remainder of this section, and only in this section, we use y k as the variable for the estimate of variable y at time t k . Thus one treats m = (x 1 , u 1 , v 1 , . . . , x M , u M , v M ) from the discretization as optimization variables in a nonlinear programming problem. We then approximate the differential equation using a nonlinear algebraic constraint. When the discretization is based on an Implicit Runge-Kutta (IRK) scheme the control problem is transcribed into a finite dimensional nonlinear program. SOS uses the trapezoid (TR) and Hermite Simpson (HS) discretizations which are known to be second order and fourth order as ODE integrators. The user can specify either discretization but the default is to start with TR and then switch to HS after a couple of grid refinements.
For the TR method, we approximate the differential equations (2a) and algebraic constraints (2b) by usually nonlinear algebraic constraints given by
for k = 1, . . . , M − 1 and
where (3a) are referred to as the defect constraints ζ k = 0. This discretization is implicit because the optimization variables (x k , u k , v k ) appear as arguments in the nonlinear functions
Now in order to evaluate the right hand side functions we must express the consistency relationships (2c) and (2d) in terms of the NLP optimization variables. When the delay argument is exterior to the phase, that is when ω k < 0 (or ω k > t M ) the value of the delayed state is given by the user defined function α(p, ω k ). When the delay argument is interior to the phase, 0 ≤ ω k ≤ t f , let us define the interval
, where the Hermite interpolation coefficients are
Thus to enforce consistency at the grid points we can impose the NLP constraints
Of course these consistency constraints are also implicit, since they involve the derivativesż J andż J+1 which are given by the right hand side of (2a). Time delay and time advance variables are permitted in a single problem. However, such variables are restricted from changing orientations, i.e., a time delayed variable cannot become a time advanced variable. To date, we cannot handle state dependent state delays with DT. If no control is present, the solution becomes a boundary value problem simulation. More information on general DT can be found in [4] and technical detail on how we are discretizing state delay problems is in [8] .
DAEs and Delays
DAEs are mixed systems of differential and algebraic equations F (ẋ, x, t, u) = 0 where the Jacobian of F with respect toẋ is singular [1] . A key in dealing with some types of the delays is to be able to work with reformulations which are DAE models. This section will illustrate how to do this reformulation and what some of the advantages are. That a DAE formulation allows one to alter the appearance of a delay system is not a new observation. However, those discussions were theoretical and we are interested in computational capabilities here.
State Delays
The success of our approach on state delays has been mentioned previously [8] . Here we will give two new examples that illustrate several key points. The first example is nonlinear and has a right hand side that is continuous and piecewise differentiable but not differentiable. The second example has both state and control delays. For both problems the optimal control and optimal state trajectories are also continuous and only piecewise differentiable.
State Delay Example
An optimal control model that describes the immune response of a pathogenic disease process is developed in [12] . The goal is to minimize the therapeutic treatment cost (6a) subject to the differential equation with delay (6b)-(6e).
for 0 ≤ t ≤ t F = 10 with state delay r = 1, and startup functions given by x 1 (t) = 0, for −r ≤ t < 0 and 
Note that a 21 is continuous but not differentiable at x 4 = 0.5. The optimal controls decay rapidly on [0, 2] as is shown in Figure 1 . The graphs of the computed optimal state trajectories are in Figure 2 . Solution of (6) took 0.95 seconds. This and all other computations in this paper were done on a server consisting of dual 3 Ghz quad core Intel Xeon processors (8 total cores) with 8GB RAM. The grid refinement strategy results in highly nonuniform grids. The initial grid for (6) was 10 uniformly spaced points. Since it is easier to visualize than the denser final computational grid, the second to last grid which had 83 points is plotted in Figure 3 . Note the sharp corner in the top graph of Figure 2 . This is the graph of x 2 . The corner occurs where x 4 = 1 2 . x 4 is the bottom graph in Figure 2 . This illustrates one advantage of DT. If a delay integrator was being used with a prescribed error control, the drop in smoothness could cause integration failure due to a failure of the error estimator. With DT the grid is merely refined near the point where the smoothness is missing and the iterations continue until the corner is no longer numerically significant. This clustering of grid points near the time of reduced smoothness is indicated by the darkest band in Figure 3 which is formed by tightly packed grid points. 
Second State Delay Example with Control Delay
A second example is a nonlinear problem from [13] which has delays in both the state and the control. This problem is interesting in a couple of regards. For one, there are corners on the piecewise smooth optimal control. Secondly, in some cases it is possible to derive formulas for the solutions of this problem. We note only that our solutions are visually the same as those reported in [13] . The problem is
Since this problem has a control delay, we follow [13] and use uniform grids. The graphs of the state solution, delayed state solution and control are given in Figures 4-6 . Note that in Figure 6 the control has corners close to 0.5, near t = 1, and just past t = 3. Figure 6 . Optimal control trajectory for the state and control delay problem (7)
Advances
Problems with advances at first glance would seem to be less common than problems with delays. However, problems with advances do occur and, in fact, are common in some application areas. Some examples of applications with advances can be found in [14, 15] . For example, some control systems can look ahead. Pursuit and evasion problems can also involve advance information.
The existing methods for solving optimal control problems which rely on numerical integrators have trouble dealing with advances in the states. Depending on the problem, they can also have trouble with advances in the control. Since DT discretizes the entire problem without a preference for the direction of the computational direction, and then uses sparse solvers, it does not matter to the software whether there is a delay or an advance or both.
To verify this capability of performing equally well with advances and delays, we performed the following type of numerical experiments. First we took a control problem with state delays and verified that SOCX was solving it correctly by comparing it to a method of steps (MOS) solution. Using MOS some delay problems can be converted to problems without delays. While the MOS cannot be used on many delay problems it can be used to verify that a solution of the problem with delays is correct when MOS is applicable. Then using a change of variables we transformed the delayed problem to an advanced problem and solved this optimal control problem in SOCX. In all cases the solution was correct up to the numerical tolerances and the advanced and the delay versions of the problem were solved equally well.
Advanced Example
For example, we considered the problem
and the advanced problem
Both problems took 6 iterations. Problem (8) had a final grid of 338 points, a final cost of 2.38787196, and a CPU time of 0.10429 seconds. Problem (9) had a final grid of 333 points, a final cost of 2.38787272, and a CPU time of 0.10360 seconds. The optimal costs of the two problems differ by less then the optimizer tolerance. The optimal state and control solutions of (9) are in Figures 7 and 8 respectively.
We started with a uniform grid of 41 points. Figure 9 shows the additional grid points were all in the narrow region where the solution changed rapidly when using the HS discretization. As to be expected the grid is much finer when using the lower order TR discretization. This is shown in Figure 10 where the final computational grid gotten using the TR method is graphed. The mixed-type problems discussed later in Section 3.4 also involve advances.
Neutral Systems
Neutral delay systems have both a delayed state and delayed state derivatives. Such systems appear in a variety of biological models [16] and in problems with networks with lossless transmission lines [17] . While neutral equations are not immediately in the form of (1b), (1c), many of them can be written in the required form. For example, given a neutral equation which is linear in the derivatives,
we could let z(t) = x(t) + Bx(t − r) and get the DDAE
which is in a form that we can handle. Again note that the DAE (11a), (11c) results even if the original problem was not a DAE and only the ODE (10a).
Neutral Example
We illustrate the reformulation of a neutral system (12) with a nonlinear biological model from [18] . This example is not a control problem so just a solution of the delayed equation is sought:
We rewrite (12) as the nonlinear DDAE in x, ż z = cos(4t)x + 2 sin(4t)x(t − r) − 4z 2 (13a)
As in [18] we take r = 0.3, the interval of interest to be [0, 4] , and the prehistory in x to be x = 1 for t ∈ [−0.3, 1], and z(0) = 1 2 . The solutions found are in Figure 11 and Figure 12 . Figure 11 . State trajectory for neutral problem (12) using DDAE formulation (11) For this example we started with a uniform grid of 41 points and the solution terminated on the first iteration. The ease with which our software solved this problem is interesting. We also set up a MOS formulation of (12) which Figure 12 . z for the neutral delay problem (12) using DDAE formulation (13) does not have delays and tried to solve the problem but we were unable to do so because of a singularity issue. Normally MOS is viewed as the easy way to do a fixed delay problem. However, DT can easily accommodate reduced smoothness by using a finer grid locally but MOS requires having the correct boundary conditions and if the smoothness fails at a boundary that may not be correctly accommodated.
Mixed-Type
Mixed-type or forward-backward systems have both delays and advances in the equations. These systems arise as the necessary conditions for optimal control problems with state delays and as models in a number of applications [19] .
Mixed-Type Example
As an illustration of a mixed-type problem we use one example from [19] which iṡ
with c = 3 − 2e −3 − 3e 3 . This example was constructed so that the solution is e 3t . The software reformulates (14a) as a DDAE in x, z, w:
The graph of the solution found with SOCX is in Figure 13 .
Note the large magnitude of the solution on the right. Starting with a uniform grid of 41 points the final grid using HS was 143 points, As to be expected given the exponential solution, the generated grid is much denser to the right as shown in Figure 14 . The relative error was smaller than 10 −6 . 
Mixed-Type from Necessary Conditions
To illustrate how a mixed-type problem arises when using the necessary conditions consider the state delay probleṁ
with x initial data φ and cost
Then the necessary conditions which hold almost everywhere in [a, b] arė
Where
That is χ [a,b−r] (t) = 1 if t is inside the interval and zero otherwise. System (17) can be written more succintly aṡ
If the problem is nonlinear so that (17c) is nonlinear in u, then it might be preferable to consider the original DDAE (17a)-(17c). Note that (17a) -(17c) forms a mixed-type delay problem.
Mixed-Type from Integral Equations
Mixed-type problems also arise from problems involving integral operators with varying integration range. Consider for example, the operator θ = t+b t−a g(t, x, u)dt which looks like an averaging operator. This operator can be replaced by the systeṁ
and appropriate initial and terminal conditions.
Mixed-Type Neutral
By repetitively utilizing the above types of transformations a user can transform more complicated systems into ones that fit our formulation. Consider a system in which there are both past and future derivatives of state variables of the form Aẋ(t − r) + Bẋ + Cẋ(t + s) = F
where F depends on t and present, past, and future values of x, u. Then as before with the neutral equations we let z = Ax(t − r) + Bx and (21) becomeṡ
Repeating the process on (22) with w = z + Cx(t + s) we get the delayed DDAĖ w = F (23a) z = Ax(t − r) + Bx (23b) w = z + Cx(t + s)
which is now in the correct form for our software. The rewriting to get a delayed DAE in the correct form is often not unique. Instead of (23) we could have gotteṅ w = F (24a) z = Bx + Cx(t + s) (24b) w = z + Ax(t − r) (24c) orẇ = F (25a) w = Ax(t − r) + Bx + Cx(t + s) (25b)
Conclusion
We have examined one approach to the DT numerical solution of optimal control problems modeled by DAEs with delays. It is shown that the DAE formulation allows for the handling of a variety of delayed problems including those with advances and those which are neutral or of mixed type.
Computational examples are given and solved. A key to being able to work with all of these different types of problems is the ability of the algorithms to accept DAE formulations. Another key aspect is the automatic grid refinement. The examples given all had continuous solutions. Smoothness was not required. If there is a loss of smoothness (discontinuity of the derivative) then the software just refines the grid near the discontinuity of the derivative. This is seen in some of the computational grid plots. If there is a discontinuity in the solution, and it is a jump discontinuity, then we often get a good idea of what the optimal solution looks like but there will be some computational noise near the jump. This is similar to what happens with bang-bang controls.
In working with non-delayed optimal control problems the ability to formulate the problem as having several phases is often very helpful. We are looking at the problem of implementing phases with the delay setting. However, doing so in a naive way can destroy the sparsity which is so important for efficiency in implementing DT approaches.
