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Fluctuating selection driven by coevolution between hosts and parasites is
important for the generation of host and parasite diversity across space and
time. Theory has focused primarily on infection genetics, with highly specific
‘matching-allele’ frameworks more likely to generate fluctuating selection
dynamics (FSD) than ‘gene-for-gene’ (generalist–specialist) frameworks.
However, the environment, ecological feedbacks and life-history character-
istics may all play a role in determining when FSD occurs. Here, we develop
eco-evolutionary models with explicit ecological dynamics to explore the
ecological, epidemiological and host life-history drivers of FSD. Our key
result is to demonstrate for the first time, to our knowledge, that specificity
between hosts and parasites is not required to generate FSD. Furthermore,
highly specific host–parasite interactions produce unstable, less robust stochas-
tic fluctuations in contrast to interactions that lack specificity altogether or those
that vary from generalist to specialist, which produce predictable limit cycles.
Given the ubiquity of ecological feedbacks and the variation in the nature of
specificity in host–parasite interactions, our work emphasizes the underesti-
mated potential for host–parasite coevolution to generate fluctuating selection.1. Introduction
Understanding the coevolution of hosts and parasites is important given the cen-
tral role that infectious disease plays in human health, agriculture and natural
systems. Theory predicts that the coevolution of hosts and their parasites may
lead to a number of distinct outcomes, including a coevolutionary stable strategy
(co-ESS) for both host and parasite [1,2]; static within-population dimorphism or
polymorphism [2–5]; escalation (known as arms race dynamics, ARD) [6] and
fluctuating selection dynamics (FSD) [7–11]. ARD cannot continue indefinitely
because of associated fitness costs or physiological constraints (e.g. [12]), which
means that, in the long term, coevolution will eventually lead to either a stable
evolutionary equilibrium (including polymorphisms) or fluctuating selection.
Fluctuating selection is therefore of particular importance because it is the only
dynamic coevolutionary outcome that can bemaintained indefinitely in a constant
environment. The presence of a constantly changing antagonist is thought to play a
key role in themaintenance of diversity [13] and also has implications for selection
for sex and recombination [14–16], and local adaptation [17–19]. Understanding
the processes and mechanisms that promote FSD therefore has significant
implications for our understanding of a wide range of biological phenomena.
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forms of genetic specificity between hosts and parasites lead
to fluctuating selection [7–11,19–21]. Highly specific ‘match-
ing-allele’ interactions, where parasites must ‘match’ the host
at each loci to infect, commonly generate coevolutionary
‘cycles’ (i.e. FSD) as selection favours parasite genotypes
capable of infecting common host genotypes, thereby generat-
ing negative frequency-dependent selection [20–22].
Effectively, hosts constantly evolve to ‘escape’ parasites that
can infect them while parasites play ‘catch-up’. By contrast,
‘gene-for-gene’ interactions (where there is variation in speci-
ficity such that hosts and parasites vary from specialists to
generalists) often produce ARD, where directional selection
favours increasing resistance and infectivity ranges, although
there can be a transition to FSD if there are costs to infection
and defence [7–11]. While some empirical evidence appears
consistent with the notion that different genetic interactions
are associated with ARD or FSD [23–25], recent experimental
work has shown that changing environmental conditions can
cause host–parasite interactions to switch between ARD and
FSD [26–28], suggesting either that the environmentdetermines
specificity or that the same genetic specificity has different
consequences depending on the environment.
Oneway to investigate the importance of genetic specificity
alongside ecological feedbacks in determining FSD is to
directly compare coevolutionary dynamics with no specificity
with those generated under various different forms of speci-
ficity. This can be achieved using eco-evolutionary models,
which allow for varying population sizes owing to changes
in host defence and parasite infectivity. These models are
increasingly used to examine the role of environmental and
ecological feedbacks on the coevolution of hosts and parasites
[1,2,4,5,29] and have largely considered the processes that
determine co-ESS levels of host defence and parasite infectiv-
ity, and the potential for diversification through evolutionary
branching. For example, it has been shown that the likelihood
of static, within-population diversification depends on the
nature of host–parasite genetic specificity, associated fitness
costs and explicit ecological dynamics [5]. The form of the
infection interaction was crucial to the level of diversity that
could arise, with non-specific ‘universal’ functions (parasite
A always has higher transmission than parasite B against any
host) leading to dimorphism at most, but ‘range’ functions
with variation in specificity (whereby the relative success
of parasite strains depends on the target host) potentially
leading to higher levels of polymorphism [5]. This work
emphasized the important role that ecological feedbacks play
in host–parasite coevolution. Little of this work, however,
has considered the potential for fluctuating selection [4,27],
and none has provided a full exploration of the ecological,
epidemiological and host life-history drivers of FSD.
Here, we examine how host and parasite life-history charac-
teristics and the specificity of their interaction, in combination
with ecological feedbacks, determine the likelihood of fluctuat-
ing selection. By ‘specificity’, we mean the degree to which
parasite strains specialize on a subset of host types. An inter-
action is defined to be ‘specific’ if each parasite strain has
higher transmission against some hosts and lower transmission
against others compared with another parasite strain. Con-
versely, an interaction is ‘non-specific’ if each parasite strain
always has either higher or lower transmission against all
hosts comparedwith another parasite strain.We consider inter-
actions between hosts andparasites starting from ‘universal’ (allnon-specific) to ‘range’ (variation from highly specific to gener-
alist, and therefore phenotypically equivalent to gene-for-gene
models butwith continuous phenotypic variation), and ‘match-
ing’ (highly specific, where all parasite strains are specialists on
respective host strains, and therefore phenotypically equivalent
to matching-allele models but again with continuous phenoty-
pic variation). Furthermore, we explicitly consider
the ecological and epidemiological settings that promote
cycles. As such, we determine what factors and which types
of host–parasite interactions promote fluctuating selection.2. Model and methods
We base our mathematical analysis within the eco-evolutionary
invasion framework known as adaptive dynamics [30–33]
and combine this with explicit evolutionary simulations that
relax some of the restrictive assumptions of the mathematical
approach (see the electronic supplementary material, §A1 for
a fuller description of the analytical methods and the electronic
supplementary material, §B for a description of the numerical
simulations). We assume that resident strains of host and para-
site have reached a population dynamic equilibrium of a
susceptible–infected–susceptible model [5,34]:
dS
dt
¼ ða qðSþ IÞÞðSþ fIÞ  bS bSI þ gI ð2:1Þ
and
dI
dt
¼ bSI  ðbþ aþ gÞI: ð2:2Þ
Susceptible hosts reproduce at a rate a, with the rate
for infected hosts reduced by f [ ½0, 1, with reproduction
limited by competition by a density-dependent factor q. All
hosts die at a natural mortality rate b, but infected hosts
suffer additionalmortality at a ratea, whichwe define as ‘viru-
lence’ (in contrast to the plant–pathogen literature where
virulence is often defined as infectivity). Transmission is
assumed to be a mass action density-dependent interaction
with coefficient b. We assume that both the host and parasite
have some ‘control’ over the transmission rate, so that trans-
mission is dependent on the host trait, h, and parasite trait p,
with b ¼ bðh, pÞ. We will generally define h as susceptibi-
lity (i.e. inversely, resistance) and p as infectivity. Finally,
hosts can recover from infection at a rate g. For our alge-
braic analysis, we will make the simplifying assumptions
that g ¼ 0 and f ¼ 0, but we shall relax these assumptions in
our numerical investigations.
We assume that a resident host (h) and parasite ( p) are at
their endemic steady state and that a rare mutant strain of
either the host (h; overbars denoting mutant traits) or parasite
(p) attempts to invade (with trait values limited to h [ ½0, 1
and p [ ½0, 1 by some physiological constraints). The mutant
has small phenotypic differences to the current resident strain
and therefore a different transmission coefficient. We assume
trade-offs in which a decrease in transmission (either an absol-
ute reduction or an increase in resistance range; see below)
caused by a host mutation confers a cost to the host birth
rate, a(h), while an increase in the base transmission rate
caused bya parasitemutation confers either an increase in viru-
lence,a( p), or a reduced infection range [4,5]. The success of the
mutant depends on its invasion fitness when the resident is at
its ecological equilibrium. In the simplified case, where g ¼ 0,
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general case), the respective host and parasite fitnesses are
sðh; h, pÞ ¼ aðhÞ  qðS^þ I^Þ  b bðh, pÞ^I ð2:3Þ
and
rðp; h, pÞ ¼ bðh, pÞS^ b aðpÞ, ð2:4Þ
where hats denote equilibrium densities of the resident. If a
mutant has positive invasion fitness, it will invade to replace
or coexist with the current resident (subject to demographic sto-
chasticity [30]), whereas if it has negative fitness, it will die out.
Through a series ofmutations and substitutions, the two species
will co-evolve in the directions of their local selection gradients,
with the canonical equations [30,31] given by
dh
dt
¼ whS^@s
@h

h¼h
¼ whS^[ah  bhI^] ð2:5Þ
and
dp
dt
¼ wpI^@r
@p

p¼p
¼ wpI^[bpS^ ap], ð2:6Þ
where subscripts denote derivatives (i.e. bh ¼ @bðh, pÞ=@h) and
wi controls the respective speeds of mutation (which are pro-
ducts of the mutation rate and variance and a factor of 1/2).
To simplify what follows, we shall set wh ¼ wp ¼ 1. Note that
all the derivatives are evaluated at the resident trait values,
h ¼ h, p ¼ p.
A coevolutionary ‘singular point’ is a point at which the
two selection gradients are simultaneously zero (i.e. there is
no longer directional selection on either species). There are
four behaviours at a singular point that are of particular inter-
est. First, the singular point can be a long-term attractor of
evolution (continuously stable strategy (CSS); a dynamic counter-
part to the classic evolutionarily stable strategy (ESS)). Second,
the singular point can be an evolutionary branching point for that
species. Here, one of the species will undergo disruptive selec-
tion and branch into two coexisting strains. Third, if varying
parameter values causes the system to pass a critical point (a
Hopf bifurcation, [35]), then coevolutionary cycles will result
(although further work is required to find whether the result-
ing cycles are stable, resulting in FSD, or unstable, resulting
in bistability). Finally, a repelling singular point could cause
directional selection in the host and/or parasite to maximize
or minimize their investment to bounds of evolution (recall
h, p [ ½0, 1), while the other species may reach a purely evol-
utionary CSS (i.e. a host CSS may exist where p ¼ 1), may
branch, or may also maximize/minimize.
It is clearly important to examine the precise nature of the
infection function, bðh, pÞ, to determine coevolutionary
dynamics. Following previous work [5], here we use three
key functional forms: ‘universal’ (no specificity), ‘range’ (vari-
ation from specialism to generalism) and ‘matching’ (highly
specific). These are shown as heat maps in figure 1, where
red denotes high transmission rates for combinations of h
and p and blue low transmission. In detail, the universal
function is given by
bðh, pÞ ¼ sðhÞrðpÞ þ k, ð2:7Þ
where k is a constant giving theminimumvalue of the infection
function. In this case, there is no specificity, as figure 1a high-
lights that parasites retain the same relative ordering of
infection rates against any host (see also the electronic sup-
plementary material, figure S1a). As such, each host is‘universally’ more resistant moving from right to left (here
bh . 0, where the subscript denotes differentiation with
respect to h) and similarly for parasites (bp. 0).
The range function is given by
bðh, pÞ ¼ b0ðpÞ 1
1
1þ expðkðp hÞÞ
 
, ð2:8Þ
where k is a constant controlling the steepness of the curve. In
this case, there is variation in specificity, representing hosts
and parasites that range from specialist to generalist. A para-
site trade-off, b0ðpÞ, is built into the infection function, so that
parasites with a narrow range (low p) achieve higher trans-
mission against the least resistant hosts. (The cost of a large
range is thus a low transmission rate, and we assume that
no further parasite trade-offs to virulence. Including an
additional virulence trade-off has no qualitative impact on
the results presented here.) The range function, as shown in
figure 1b (see also the electronic supplementary material,
figure S1b), therefore includes specificity as for low h para-
sites with low p have the highest transmission, but for high
h parasites with high p are the most infectious. Hence, para-
sites vary in the range of hosts that they can successfully
infect, and similarly for host resistance.
For the matching function,
b(h, p) ¼ b0(p)exp 
p h
hpþ c
 2 !
, ð2:9Þ
where h and c are constants controlling the variance of the
infection curves. Here, a ‘match’ between host and parasite
strains is required for optimal infection, with the transmission
rate falling away as they become more distant. This function
therefore corresponds to a high degree of specificity between
host and parasite. The case where h ¼ 0 and b0ðpÞ is constant
(i.e. there are no costs to the parasite) represents a continuous
analogy of matching-allele infection genetics, as shown in
figure 1c (see also the electronic supplementary material,
figure S1c; e.g. [5]). When h. 0 and we assume costs, the
trade-off ensures that parasites with a narrow range achieve
higher transmission against their matching hosts relative to
parasites with a broader range (again, there is no virulence
trade-off in the matching model), as shown in figure 1d (see
also the electronic supplementary material, figure S1d). This
is in some sense a hybrid matching-range function, but the
maximum transmission of a parasite is not always against
the least resistant hosts (cf. figure 1b,d ).3. Results
(a) Specificity of the infection function
In the electronic supplementary material, §A2, we show that if
there are no fitness costs to host resistance or parasite infectiv-
ity, then a coevolutionary singular point can never exist for the
universal or range functions. As selection now only acts on
transmission, the host will always evolve to minimize invest-
ment and the parasite to maximize (to bounds of evolution).
For the matching function with no costs (i.e. figure 1c), there
will be a continuum of singular points at h ¼ p none of
which are attracting. Under the full assumptions of adaptive
dynamics, this will lead to a random walk through trait
space.However, if we relax the assumption ofmutations occur-
ring rarely, fluctuating selection occurs owing to the ‘trail’ of
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Figure 1. Heat maps showing the level of transmission,b, of parasite strains, p, against host strains, h, for our key infection functions: (a) universal, (b) range, (c) matching
without costs, and (d ) matching with costs. The key shows that red indicates the highest transmission and blue the lowest transmission. Horizontal slices through these plots,
showing b as a function of h for particular values of p, can be found in the electronic supplementary material, figure S1. The exact forms are: (a) bðh, pÞ ¼ hpþ 0:5,
(b) bðh, pÞ ¼ b0ðpÞð1  1=ð1þ exp(3ðp  hÞÞÞ with b0ðpÞ ¼ 0:3þ 0:5ð1 pÞ=ð1 þ 1:45pÞ, (c) bðh, pÞ ¼ exp(ðp  hÞ2=0:252Þ, and
(d ) bðh, pÞ ¼ b0ðpÞðexpððp  hÞ2=ð0:8p þ 0:25Þ2Þ with b0ðpÞ ¼ 15 12p=ð1 þ 0:85ðp  1ÞÞ. We note that the explicit form of our trade-offs links
maximum and minimum trait values through a smooth, polynomial-like curve where the second derivative has constant sign (i.e. no inflections).
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strains keeps the host or parasite evolving in the same direction
for longer, with reversals in selection owing to one antagonist
‘passing’ the other becoming more rare. We term these
‘stochastic oscillations’, because they are non-deterministic,
unstable cycles whose existence depends on the discrete and
stochastic assumptions of the simulations. An example of
these stochastic oscillations can be found in [5]. For the remain-
der of this study, we assume that host resistance and parasite
infectivity are costly.
We initially consider whether coevolutionary cycles can
ever emerge for each infection function. This is particularly
important for the universal function because cycles in this
model have never been demonstrated (see [4] and [27] for
examples of cycles in the rangemodel). To achieve this, initially
we simply wish to show that parameters and trade-offs exist
that produce a Hopf bifurcation, using a method previously
employed to find cycles between parasite virulence and pred-
ator population densities [35]. The full analysis is given in the
electronic supplementary material, §A2.
In the universal model (equation 2.7), cycles will be poss-
ible (for some parameters and trade-offs) wherever k. 0.However, there is a special case for k ¼ 0 (i.e. the minimum
value of the infection function is 0), where we show there
can never be cycles (see the electronic supplementary
material, §A2i). Biologically, this means that cycles in quanti-
tative levels of resistance and infectivity will not occur unless
parasites have a non-zero baseline level of transmission, and
is owing to the host trait having no impact on parasite selec-
tion in this special case (see the electronic supplementary
material, §A2i). This explains why in a previous study we
found no evidence of coevolutionary cycles with the univer-
sal transmission function bðh, pÞ ¼ hp [2]. Figure 2a shows
numerical simulations of the coevolutionary dynamics for
the case where bðh, pÞ ¼ hpþ 0:5 (i.e. k. 0) with regular co-
evolutionary cycles. These cycles lead to regular increases
and decreases in quantitative host resistance and parasite
infectivity (transmission) and virulence. The cycles arise
simply owing to the negative frequency dependence resulting
from the epidemiological feedbacks on disease prevalence
from the evolution of resistance and infectivity.
We find that a Hopf bifurcation may occur for any form of
the range infection function (equation 2.8). The cycles that
emerge will be in the respective resistance and infection
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Figure 2. Output from numerical simulations showing the investment in host defence, h, and parasite infectivity, p, over evolutionary time using the three infection
functions from figure 1: (a) universal, (b) range and (c) matching. Simulations were conducted as described in the electronic supplementary material. In (a)
q ¼ 0:1, b ¼ 1, f ¼ 0, ac ¼ 5, g ¼ 0:1, in (b) q ¼ 0:2, b ¼ 1, f ¼ 0, a ¼ 9, g ¼ 0:001 and in (c) q ¼ 0:1, b ¼ 1, f ¼ 0, a ¼ 9 g ¼ 0:1. The
parasite trade-off in (a) is aðpÞ ¼ ac þ 0:67 þ 6:67p=ð1  0:001ð1 pÞÞ and in (b) and (c) as given in figure 1. The host trade-offs are
(a) aðhÞ ¼ 7:77 þ 4:51h=ð1þ 0:04ð1  hÞÞ, (b) aðhÞ ¼ 55þ 45ð1 hÞ=ð1þ 0:13hÞ and (c) aðhÞ ¼ 30 20h=ð1þ 0:2ðh  1ÞÞ: We note that
these trade-offs are not subject to the assumptions made when proving the existence of the Hopf bifurcation in the electronic supplementary material
(indeed, if we chose trade-offs that satisfied those conditions, we would not see cycles in the simulations).
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[4,27]. Figure 2b shows the output from simulations of the
coevolutionary dynamics, once again showing regular cycles.
Assuming costs in the matching model (equation 2.9), we
again find that a Hopf bifurcationmay always occur. However,
in this case, numerical analysis of the system indicated that the
Hopf bifurcation is always subcritical, meaning that the cycles
are unstable (i.e. not attracting) [35,36]. We explored a compre-
hensive range of parameter sets and trade-offs, but saw no
examples of stable coevolutionary cycles in bifurcation dia-
grams or numerical simulations. Instead, there is generally a
bistability such that, under the full assumptions of adaptive
dynamics, the system should evolve either to an intermediate
singular point or to a minimum. However, as is the case
when there were no costs, when the assumptions are relaxed
in numerical simulations,we typically see fluctuating selection.
An example of these dynamics is shown in figure 2cwhere we
see rather irregular oscillations. These are once more non-
deterministic, stochastic oscillations. Such stochastic effects
are inherent in natural systems; therefore, these oscillations
are likely to occur in nature, but we emphasize that these are
less regular and predictable than those seen for the universal
and range models (cf. figure 2a,b). Why do such oscillations
emerge? In general, the host will always evolve away from
the parasite and the parasitewill evolve tomatch the host, lead-
ing to a ‘chase’ across phenotypic space (which is again linked
to the presence of the ‘trail’ of strains present when mutations
are not strictly rare). However, we found that provided the
trade-offs are not too strongly decelerating or accelerating,
the h and p nullclines generally remain very close to the main
diagonal (h ¼ p), meaning that a small mutation can easily
cross the nullclines and reverse the direction of selection, caus-
ing the ‘chase’ to go in the other direction (see the electronic
supplementary material, figure S6). These repeated crossings
of the nullcline by small, finite mutations are what drive
the oscillations.(b) Host and parasite life-history characteristics
We now explicitly consider the ecological conditions that
favour FSD by varying host and parasite life-history traits for
each infection function. For the stable cycles, we do this bycomputing bifurcation diagrams using the numerical continu-
ation software AUTO-07p [37]. For the stochastic oscillations,
we examine numerical simulations. In each case, we shall
explore the effects of altering (i) resource competition, q, and
(ii) the virulence, a. Plots for the other parameters (b, g and f )
can be found in the electronic supplementary material, figures
S2, S3 and S5.
The behaviour in the universal model as resource compe-
tition, q, is varied is representative of all of the bifurcation
diagrams (figure 3a; electronic supplementary material,
figure S2). The vertical dashed lines in figure 3 separate the
regions of behaviour, as annotated along the bottom. Starting
from the right-hand end of figure 3a, the trend as q is decreased
is: no singular point, leading tominimization; the emergence of
a pair of singular points through a saddle-node bifurcation
(solid line: a branching point; dashed line: a repeller) often
leading to branching; a Hopf bifurcation leading to the onset
of cycles which increase in size (solid grey line marks that the
maximum and minimum values reached on a cycle); the loss
of cycles such that both host and parasite maximize (i.e.
ARD). We see similar behaviour in figure 3b as virulence is
varied (although here the saddle-node bifurcation occurs for
rates of virulence beyond the domain of this plot). Decreasing
values of q and a lead to increased densities of infectious indi-
viduals, and hence, higher encounter rates with susceptible
hosts. It is interesting to note that ‘static diversity’ (branching
to coexistence) occurs for lower encounter rates than ‘temporal
diversity’ (FSD). We conclude that FSD will be promoted in
intermediate-large-sized populations (intermediate q, low b
and intermediate f), with an intermediate infectious period
(intermediate a, low b and intermediate g). In the electronic
supplementary material, §A3 and figure S5, we also show
that cycles occur for a range of weakly decelerating trade-offs
in both the host and the parasite.
The bifurcation plots for the range model in figure 3c,d
show very similar behaviour to those for the universal model
(figure 3a,b), except that a new behaviour emerges with regions
where the singular point is an attracting CSS. The conditions
that promote FSD in the range model are qualitatively similar
to those in the universal model.
To explore the effects of life-history characteristics on the
stochastic oscillations in the matching model, we ran
cyc. branchingmax.cycles branching min.max.
cycles branching min.max. CSS cycles branchingmax.
universal: competition, q universal: virulence, a
range: competition, q range: virulence, a
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Figure 3. Bifurcation diagrams for (top row) the universal and (bottom row) range models showing the change in behaviour at the singular point as we vary:
(a and c) competition, q, and (b and d ) virulence, a, in terms of host investment, h. Solid black lines denote convergence stable singular points, dashed black lines
non-convergence stable singular points (i.e. repellers) and solid grey lines the upper and lower limits of a coevolutionary cycle. The vertical dashed lines separate
regions of behaviour as annotated along the bottom of the plots. The maximize and minimize labels refer to the host’s behaviour. In these regions, the parasite
either displays the same behaviour or reaches a CSS. Default parameter values are: q ¼ 0.1, b ¼ 1, f ¼ 0 with (a) and (b) ac ¼ 5, g ¼ 0:1, and (c) and (d )
a ¼ 9, g ¼ 0:001 with the trade-offs as given in figures 1 and 2. Again, we note that these trade-offs are not subject to the assumptions made when proving
the existence of the Hopf bifurcation. (Online version in colour.)
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host trait over the final 20% of each run. A higher variance indi-
cates larger stochastic oscillations (the values where there is
zero variance actually relate to parasite extinction). In
figure 4 (electronic supplementary material, figure S3), we
see a similar pattern to the above results—the variance is great-
est in long-lived (low b), large populations (low q, low b) with
high infectious periods (low a, low g and low b).competition, q
0
virulence, a
5 10 40 800
Figure 4. Plots showing the variance in the host trait over the final 20% of
numerical simulations, using the matching model for (a) competition, q, and
(b) virulence, a. A larger variance indicates larger cycles. Zero variance occurs
where there is parasite extinction. Parameter values are as in figure 2.4. Discussion
We have analysed a series of host–parasite coevolutionary
models to understand how ecological dynamics, life-history
characteristics and the specificity of interactions between
hosts and parasites impact FSD. A key finding is that FSD in
host resistance and parasite infectivity may occur without the
need for any specificity in the interaction between hosts and
parasites. When there is specificity, we find that the nature of
fluctuating selection is very different in a highly specificmatch-
ing interaction (akin to matching alleles in that all parasite
strains are specialists on respective host strains) compared
with when there is variation in the range of specificity (akin
to gene-for-gene in that there is variation in specificity such
that hosts and parasites vary from specialists to generalists).Therefore, although it is already known that both types of
specific infection mechanism can lead to FSD, our models
suggest that the nature of the underlying fluctuations is funda-
mentally different [9]. Finally, we show how both host and
parasite characteristics influence the likelihood of fluctuating
selection, which allows us to predict the ecological conditions
that are most likely to show FSD. This is important because it
tells us when fluctuating selection is likely to generate genetic
diversity through time [13].
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ficity between hosts and parasites is of particular interest
because much theoretical and empirical work has focused on
identifying the relationship between different types of specificity
and FSD rather than considering the potential for FSD in non-
specific interactions [7–11,23–25]. We have shown that costs
associatedwith non-specific resistance and infectivity can be suf-
ficient to generate coevolutionary cycles in an eco-evolutionary
setting. In principle, these cycles would also be possible in a
non-ecological framework where selection is frequency-depen-
dent but not density-dependent, as one could choose fitness
functions whereby the selection gradients are never simul-
taneously zero on a closed trajectory. However, it is realistic to
assume that the relative populationdensities, and thus the preva-
lence of infection, will vary with changes in host resistance and
parasite infectivity. The feedbacks generated by these changes
provide a natural route for frequency-dependent selection to
operate and generate fluctuations. The drivers of the cycles in
both the universal and rangemodels are thus owing to amixture
of frequency dependence (i.e. relative infection rates) and density
dependence (i.e. varying population sizes owing to ecological
feedbacks). Cycles without specificity have not been described
previously, as most studies on FSD have neglected ecological
dynamics and feedbacks. Those evolutionary studies that do
include ecology have either assumed specificity between host
and parasite and not examined universal interactions [16,38–
44], or have assumed universal infection but focused on optimal
investment or evolutionary branching rather than cycling
[1–5,29]. Our work examines models with explicit ecological
dynamics and focuses on the potential for FSD both with and
without specificity.
Ecology has been shown to drive fluctuating selection
in predator–prey systems with specificity [31,45] (although
we note that the ‘matching’ function considered in these studies
is different from the one used here). However, our work shows
that it also occurs in non-specific host–parasite interactions.
This result has important relevance to the role host–parasite
coevolution may play in shaping host diversity across space
and time.When host fitness depends on the frequency of differ-
ent parasite genotypes, there are predicted to be differences
among populations in terms of which host and parasite geno-
types are being selected for at a given point in time. Hence,
the propensity for fluctuating selection will have impacts on
host–parasite local adaptation, as isolated populations are
likely to be out of sync with one another [6,19]. There are also
implications to the theory surrounding the evolution of sexual
reproduction. While evolution of sex studies typically takes a
population genetics approach with a few major loci, it has
been shown that sex can be beneficial where there are many
loci with small additive effects [46]. One common criticism of
the Red Queen hypothesis for the maintenance of sex is the
lack of highly specific and virulent parasites that are generally
assumed to be necessary for FSD [47]. Our work suggests that
these restrictive assumptions could be relaxed; future theory
must test whether selection for sex can be generated in the
absence of specificity and for parasites with only intermediate
levels of virulence.
While we found that FSD could occur across all of the inter-
actions we considered, we found that the nature of the cycles is
fundamentally different. We have shown that both the univer-
sal and range infection functions can lead to regular,
deterministic cycles when there are costs. For the universal
function, this leads to fluctuations in the transmission rate,while for the range function the fluctuations are between
pure generalists and pure specialists. However, when there is
a matching function, we found that stable deterministic cycles
do not exist. Instead, we have shown that oscillations occur
driven by the inherent incompatibility of the optimal host
and parasite strategies. This result is in accordance with
models of matching alleles in continuous time, which have
shown only damped cycles rather than deterministic stable
limit cycles [43,48]. This result also relates to the idea of ‘sto-
chastic persistence’ [49], because regular input of mutations
(i.e. faster than a full separation of ecological and evolutionary
timescales) is essential for the cycles to be sustained. There are a
number of implications to these different types of cycles. The
deterministic cycles generated by the universal and range
models are more regular and consistent, making their behav-
iour more predictable. By contrast, the stochastic oscillations
of the matching interaction tend to be irregular and vary in
period and amplitude, making their behaviour unpredictable.
Stochastic fluctuations may also be less robust to changes in
assumptions about mutation and standing variation. Dis-
tinguishing between these two forms of cycles empirically
would be challenging owing to environmental variation, but
if FSD can be observed over multiple cycles, evidence of regu-
larity could be looked for. An exciting question that thus
emerges is whether the inherent differences among the fluctu-
ating dynamics observed across infection interactions might
support different levels of genetic diversity within and
among populations. It is yet unclear whether cycles generated
under a specialist–generalist continuum (i.e. range or gene-
for-gene) framework can be considered equivalent to those
generated under a purely specialist (i.e. matching) framework.
By including explicit ecological dynamics in ourmodels, we
have been able to assess how host and parasite life-history
characteristics impact the potential for FSD. We have found
that, no matter the infection function, cycles are most likely
when hosts are long-lived and exist at high, but not the highest,
densities. These results suggest that cycles are promoted when
encounter rates are reasonably high. When encounter rates are
low, so too is the potential for infection; therefore, selection for
costly host resistance is likely to be limited.At the other extreme,
if encounter rates are very high, then there will be considerable
selection for resistance, leading to anARD. It is in between these
two extremeswhen cycles aremost likely to occur. These results
emphasize the role ecology plays in driving FSD in our models,
because cycles only arise for certain regions of parameter space.
Empirical studies in bacteria–phage systems agreewith the pre-
dictions from our models, with environmental conditions that
increase host–parasite encounter rates, causing a shift from
FSD to ARD [26–28]. This pattern is consistently seen in the sto-
chastic oscillations from the matching model as well as the
stable cycles of the universal and range models, suggesting
that this parameter dependency is robust.
Our models have demonstrated that there are a wide range
of interactions between hosts andparasites that can lead to fluc-
tuating selection. We require that there are costs to resistance
and infectivity to produce deterministic cycles in range or uni-
versal models, consistent with previous theory showing that
costs are necessary but not sufficient for FSD to occur in
gene-for-gene systems [3]. However, highly specific matching
interactions produce stochastic oscillations. Our models are
novel in that they demonstrate that specificity is not required
for fluctuating selection to occur. Both the host life-history
and the disease characteristics that promote FSD are consistent
rspb.royalsocietypublishing.org
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make robust predictions for the types of host–parasite inter-
actions that are most likely to lead to coevolutionary cycles.
We note that the timescale of the cycles seen in our models is
somewhat slower than those seen in classic gene-for-gene or
matching-allele models. This is because we assume a separ-
ation of ecological and evolutionary timescales, whereas the
genetic models are essentially at an ecological timescale with
multiple competing strains. The cycles considered here are
purely at the evolutionary timescale, with the population
dynamics always being at, or close to (in simulations), an equi-
librium.We also note that ourmethods assume a large number
of loci with small additive effects, as opposed to classic popu-
lation genetics models, which generally assume a small
number of loci and epistasis between them. Future work will
address when the discreteness that arises from a smaller
number of loci has a significant effect on the results, but with-
out a detailed understanding of the genetic basis of a particular
interaction the quantitative assumption gives general insights.
Empirical evidence from a number of host–parasite systems
indicates that fluctuating selection is a common formof coevolu-
tionary dynamics. Several studies have reported indirect
evidence of FSD (or host–parasite relationships capable of
FSD) based on phylogenetic data (e.g. Arabidopsis plants and
Pseudomonas bacteria [50]), highly specific genetic interactions(e.g. sticklebacks and trematodes, [51]), or high levels of poly-
morphism in immune genes (e.g. in the vertebrate major
histocompatibility complex, [52]). Direct evidence of FSD
primarily comes from time-shift experiments [53] between crus-
taceans and bacteria [54], water snails and trematodes [55], and
bacteria and phages [26–28,56]. The predictions from our
models therefore have wide relevance within coevolutionary
host–parasite systems. Given the ubiquity of ecological feed-
backs and the diversity of different infection interactions, our
work emphasizes the considerable potential for host–parasite
coevolution to generate fluctuating selection.
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