We consider the problem of parameter estimation by the observations of deterministic signal in white gaussian noise. It is supposed that the signal has a singularity of cusp-type. The properties of the maximum likelihood and bayesian estimators are described in the asymptotics of small noise. Special attention is paid to the problem of parameter estimation in the situation of misspecification in regularity, i.e.; the statistician supposes that the observed signal has this singularity, but the real signal is smooth. The rate and the asymptotic distribution of the maximum likelihood estimator in this situation are described.
Introduction
Consider the problem of parameter estimation by the observations X T = (X t , 0 ≤ t ≤ T ) of the signals in White Gaussian Noise (WGN) dX t = S (ϑ, t) dt + εdW t , X 0 = 0, 0 ≤ t ≤ T.
(
Here S (ϑ, t) is a known function (signal), W t , 0 ≤ t ≤ T is a Wiener process and ϑ ∈ Θ = (α, β) is unknown parameter.
We have to estimate the parameter ϑ by continuous time observations X T and to describe the properties of estimators in the asymptotics of small noise, i.e., the parameter ε ∈ (0, 1] is known and the asymptotics corresponds to ε → 0.
It is known that if the signal S (ϑ, ·) is a smooth function of ϑ, then the maximum likelihood estimator and bayesian estimators are consistent, asymptotically normal
we have the convergence of all polynomial moments and the both estimators are asymptotically efficient [4] . Here I (ϑ) is the Fisher information
Here and in the sequel dor means derivation w.r.t. ϑ. If the signal S (ϑ, t) = S (t − ϑ), where S (t) is a discontinuous function of t, say, has a jump at the point t = 0. Then I (ϑ) = ∞, the MLEθ ε and BEθ ε have the rate of convergece ε 2 with different limit distributions:
and asymptotically efficient are bayesian estimators only. Here E (û) 2 > E (ũ) 2 . For the proofs see [5] .
We are interested by the properties of the MLEθ ε in the case of observations (1) , where the signal S (ϑ, t) has a singularity of the cusp-type, i.e.; at the vicinity of the point t = ϑ it has the representation S (ϑ, t) ≈ a |t − ϑ| κ , where κ ∈ (0, 1 2 ). Note that for these values of κ we have I (ϑ) = ∞.
The problem of parameter estimation for cusp-type singular density function by i.i.d. observations was considered in [10] . It was shown that the MLÊ ϑ n has limit distribution with the rate
The exhaustive study of singular estimation problems for i.i.d. observations including cusp-type singularity can be found in [6] . For stochastic processes observed in continuous time the similar problems were considered in [2] for inhomogeneous Poisson processes and in [3] for ergodic diffusion processes. This work is devoted to two problems. The first one is to describe the asymptotics of the MLE and BE in the case of signal with cusp-type singularity. It is shown that
. The second problem is to study the properties of the MLE, when the signal supposed by the statistician (theoretical) has cusp-type singularity, but the real signal is smooth (regular). We show that
Hereθ is the value of θ which minimizes the corresponding Kulback-Leibler distance. The proofs are carried out following two general results by Ibragimov and Khasminskii (Theorems 1.10.1 and 1.10.2 in [6] ), i.e., we verify the conditions of these theorems for our model of observations.
Note that the similar problem of misspecification was considered in the work [1] , where the signal chosen by the statistician (theoretical model) has discontinuity, but the real signal is smooth. It is shown that
We discuss as well the problem of estimation κ. The presented work is a contuniation of the study [1] .
Main result
Let us consider the problem of parameter estimation by the observations (in continuous time) of the deterministic signal in the presence of White Gaussian Noise (WGN) of small intensity
where the unknown parametr ϑ 0 ∈ Θ = (α, β). We are interested by the behavior of the estimators of this parameter in the asymptotics of small noise, i.e., as ε → 0.
Suppose that the signal S (ϑ, t) has cusp-type singularity
where 0 < α < ϑ < β < T and κ ∈ (0, 1 2 ). The function h (ϑ, t) is continuously differentiable w.r.t. ϑ and has bounded derivative.
The likelihood ratio function is
(see [9] ) and the MLEθ ε is defined by the equation
Suppose that ϑ is a random variable with continuous, positive density function p (ϑ) , α < ϑ < β. The bayesian estimator (BE)θ ε with quadratic loss function isθ
We are interested by the properties of the estimatorsθ ε andθ ε in the asymptotics ε → 0.
Note that the Fisher information is not finite and we have a singular problem of parameter estimation. Introduce the Hurst parameter H = κ + 
Introduce two random variablesξ andξ by the relations
where the process
Here
Introduce as well the process
and the corresponding random variablesξ o andξ o by the relations
Note thatξ
The proof of (8) follows immediately from the change of variables
Adymptotically efficient estimators we define with the help of the following lower bound. For all ϑ 0 ∈ Θ and all estimatorsθ ε we have the relation
Therefore we call the estimator ϑ * ε asymptotically efficient if for all ϑ 0 ∈ Θ we have the equality
The proof of this bound follows from the general results presented in [6] . We can recall here the scetch of the proof supposing that the properties of the bayesian estimators for this model are already proved (see theorem 1 below). Introduce a continuous positive density function (q (ϑ) , ϑ 0 − δ < ϑ < ϑ 0 + δ). Then we can write sup |ϑ−ϑ 0 |<δ Lemma 1 We have the convergence of finite-dimensional distributions of Z ε (·): for any set u 1 , . . . , u k and any k = 1, 2, . . .
This convergence is uniforme in ϑ on compacts K ⊂ Θ.
Proof. We can write (u > 0)
For the last integral we have
where we changed the variable and used Taylor expansion for the function h (ϑ, t).
Let us put t = ϕ ε s, then we obtain
where we put s = vu.
The similar calculations for the stochastic integral provide us the relations
Here W (v) , u ∈ R is two-sided Wiener process
where W + (v) , W − (v) , v ≥ 0 are two independent Wiener processes.
Let us denote
and verify (6) . We use below the equality ab = 1 2
Hence W H (u) , u ∈ R is a double-sided fBm.
Therefore we proved the convergence of one-dimensional distributions. The multi-dimensional case is treated by a similar way. We have to verify the convergence
for an arbitrary vectors (λ 1 , . . . , λ k ) and (u 1 , . . . , u k ).
We have the following elementary estimate
Lemma 2 There exists a constant µ > 0 such that
Proof. Note that for any ν > 0
Indeed, if for some ν > 0 we have m (ν) = 0, then there exists
and the function
has no continuous bounded derivativ on ϑ 1 . Hence for |ϑ − ϑ 0 | > ν
Further, for the values ϑ −θ ≤ ν for sufficiently small ν we have
Therefore for sufficiently small ν we can write
we obtain (13).
This estimate allows us to verify the boundness of all moments of the pseudo likelihood ratio process.
Lemma 3 There exist a constant c > 0 such that
Proof. We have
where we used (13).
Lemma 4 For any N > 0 and |u 1 | < N, |u 2 | < N we have the estimate
with some constant C > 0.
Proof. We can write
Note that 2κ < 1 and 2H > 1. The properties of the likelihood ratio (11), (14) and (15) correspond to the conditions of the Theorems 1.10.1 and 1.10.2 in [6] and therefore the MLEθ ε and BEθ ε have all mentioned in the Theorem 1 properties.
Remark 2.1. More detailed analysis shows that if the signal has several points of cusp, say
where κ l ∈ (0, 1 2 ), then the result of the Theorem 1 holds with
The proof is similar to the given proof of the Theorem 1.
Remark 2.2. It is possible to study the properties of the estimatorsθ ε andθ ε in the case of multiple different singularities. For example, suppose that
Then the limit for the normalized likelihood ratio
is the process
where
and the constants
The fBm processes W
. . ,θ L,ε and BEθ ε = θ 1,ε , . . . ,θ L,ε are defined by the same relations (4), (5) and have different limit distributions. In particularly, for the MLE we have the convergence
The limit random variables ξ 1 , . . . ,ξ L are defined by the equations
and are independent. Of course, the bayesian estimators have the same rate and the asymptotic distribution is
Here the random variables
are as well asymptotically independent.
Misspecification
We are intrerested by the following problem of misspecification. Suppose that the model of observations choosen by the statistician (theoretical model) is
The signal M (ϑ, t) is supposed to be
where κ ∈ (0, 1 2 ) and ϑ ∈ Θ = (α < ϑ < β). As before we suppose that 0 < α < β < T .
The observed process (real model) is
where ϑ 0 ∈ Θ is the true value and the function S (ϑ, ·) ∈ L 2 (0, T ) is sufficiently smooth.
The likelihood ratio function (misspecified) is
where we have to substitute the observations from the equation (16). Therefore the (pseudo) MLEθ ε is defined by the equation
To see the limit of the MLE we write the likelihood ratio as follows
where we denoted as · the L 2 (0, T ) norm. It is easy to verify the convergence
Suppose that the equation
has a unique solutionθ ∈ Θ.
Then we obtain as usual in such situations that the MLEθ ε converges to the valueθ, which minimizes the Kullback-Leibler distance.
It is interesting to note that in general caseθ = ϑ 0 but sometimesθ = ϑ 0 and we consider the conditions of the consistency in such situations. The most interesting for us is the question of the rate of convergence of the MLE to the true value.
Introduce the function
and the conditions of regularity:
Condition M.
1. The parameter κ ∈ 0, 2. The function S (ϑ 0 , t) for all ϑ 0 ∈ Θ is two times continuously differentiable w.r.t.
Proof. Introduce the normalized pseudo-likelihood ratio process
where ϕ ε → 0 will be defined later and denote ϑ u =θ + ϕ ε u. Below we use the same arguments as that of the preceding section in similar situation
Let us study the function Φ(ϑ u ,θ) for a fixed u > 0 as ϕ ε → 0. We have
Recall that asθ ∈ Θ is the point of minimum of the function Φ(ϑ,θ), ϑ ∈ Θ we have the equalities
Let us write the Taylor expansion
and study the difference
We have the estimates
and similary
Further, we can write
Hence we obtain the following expression for second derivative
Let us remind how the properties ofθ ε are related with the convergence of the stochastic processesẐ ε (·) =⇒Ẑ (·): we can write
is defined by the relation
Now from the convergenceẐ ε (·) ⇒Ẑ (·) we obtain
(see the details in [6] , Theorem 1.10.1).
Remark 3.1. Of course, it is possible to considere slightly more general problem with the signal
where b > 0 and h (ϑ, t) is some smooth function of ϑ and t. As usual in singular estimation problems the limit likelihood ratio Z (·) does not depend on the function h (·, ·) and the properties of the pseudo-MLE are quite close to that of the presented in the Theorem 2.
There are another interesting problems of misspecification cusp vs discontinuous and discontinuous vs cusp, which can be illustrated by the following example. Suppose that we have two signals S (ϑ, t) = −a |t − ϑ| κ 1I {t<ϑ} + a |t − ϑ| κ 1I {t≥ϑ} , where κ ∈ (0, 1 2 ) and M (ϑ, t) = a sgn (t − ϑ) .
One problem is the estimation of the parameter ϑ in the situation, where S (ϑ 0 , t) is the observed signal and M (ϑ, t) is supposed (theoretical) signal. The second problem corresponds to the situation where the observed signal is M (ϑ 0 , t) and the theoretical signal is S (ϑ, t). The both problems are studied in the forthcomming paper.
Estimation of the parameter κ
Let us consider the problem of estimation of the parameter κ ∈ (k, K) , 0 < k < K < ∞ by observations dX t = a |t − ρ| The proof follows the mains steps of the proof of the Theorem 1 is cumbersome and do not presented here.
