Abstract. Call control features (e.g., call-divert, voice-mail) are primitive options to which users can subscribe off-line to personalise their service. The configuration of a feature subscription involves choosing and sequencing features from a catalogue and is subject to constraints that prevent undesirable feature interactions at run-time. When the subscription requested by a user is inconsistent, one problem is to find an optimal relaxation. In this paper, we show that this problem is NP-hard and we present a constraint programming formulation using the variable weighted constraint satisfaction problem framework. We also present simple formulations using partial weighted maximum satisfiability and integer linear programming. We experimentally compare our formulations of the different approaches; the results suggest that our constraint programming approach is the best of the three overall.
Introduction
Information and communication services, from news feeds to internet telephony, are playing an increasing, and potentially disruptive, role in our daily lives. As a result, providers seek to develop personalisation solutions allowing customers to control and enrich their service. In telephony, for instance, personalisation relies on the provisioning of call control features. A feature is an increment of functionality which, if activated, modifies the basic service behaviour in systematic or non-systematic ways, e.g., do-notdisturb, multi-media ring-back tones, call-divert-on-busy, credit-card-calling, find-me.
Modern service delivery platforms provide the ability to implement features as modular applications and compose them on demand when setting up live sessions, that is, consistently with the feature subscriptions preconfigured by participants. In this context, a personalisation approach consists of exposing feature catalogues to subscribers and letting them select and sequence the features of their choice.
Not all sequences of features are acceptable though due to the possible occurrence of feature interactions. A feature interaction is "some way in which a feature modifies or influences the behaviour of another feature in generating the system's overall behaviour" [1] . For instance, a do-not-disturb feature will block any incoming call and cancel the effect of any subsequent feature subscribed by the callee. This is an undesirable interaction: as shown in Figure 1 , the call originating from X will never reach call-logging. However, if call-logging is placed before do-not-disturb then both features will play their role.
Distributed Feature Composition (DFC) provides a method and a formal architecture model to address feature interactions [1] [2] [3] . The method consists of constraining the selection and sequencing of features by prescribing constraints that prevent undesirable interactions. These feature interaction resolution constraints are represented in a feature catalogue as precedence or exclusion constraints. A precedence constraint, f i ≺ f j , means that if the features f i and f j are part of the same sequence then f i must precede f j in the sequence. An exclusion constraint between f i and f j means that they cannot be together in any sequence. Undesirable interactions are then avoided by rejecting any sequence that does not satisfy the catalogue constraints.
A feature subscription is defined by a set of features, a set of user specified precedence constraints and a set of feature interaction constraints from the catalogue. The main task is to find a sequence of features that is consistent with the constraints in the catalogue. It may not always be possible to construct a sequence of features that consists of all the user selected features and respect all user specified precedence constraints. In such cases, the task is to find a relaxation of the feature subscription that is closest to the initial requirements of the user.
In this paper, we shall show that checking the consistency of a feature subscription is polynomial in time, but finding an optimal relaxation of a feature subscription, when inconsistent, is NP-hard. We shall then present the formulation of finding an optimal relaxation using constraint programming. In particular, we shall use the variable weighted constraint satisfaction problem framework. In this framework, a branch and bound algorithm that maintains some level of consistency is usually used for finding an optimal solution. We shall investigate the impact of maintaining three different levels of consistency. The first one is Generalised Arc Consistency (GAC) [4] , which is commonly used. The others are mixed consistencies. Here, mixed consistency means maintaining different levels of consistency on different sets of variables of a given problem. The first (second) mixed consistency enforces (a restricted version of) singleton GAC on some variables and GAC on the remaining variables of the problem.
We shall also consider partial weighted maximum satisfiability, an artificial intelligence technique, and integer linear programming, an operations research approach. We shall present the formulations using these approaches and shall discuss their differences with respect to the constraint programming formulation.
We have conducted experiments to compare the different approaches. The experiments are performed on a variety of random catalogues and random feature subscriptions. We shall present empirical results that demonstrate the superiority of maintaining mixed consistency on the generalised arc consistency. For hard problems, we see a difference of up to three orders of magnitude in terms of search nodes and one order of magnitude in terms of time. Our results suggest that, when singleton generalised arc consistency is used, the constraint programming approach considerably outperforms our integer linear programming and partial weighted maximum satisfiability formulations. We highlight the factors that deteriorate the scalability of the latter approaches.
The rest of the paper is organised as follows. Section 2 provides an overview of the DFC architecture, its composition style and subscription configuration method. Section 3 presents the relevant definitions and theorems. Section 4 describes the constraint programming formulation for finding an optimal relaxation and discusses branch and bound algorithms that maintain different levels of consistency. The integer linear programming and partial weighted maximum satisfiability formulations of the problem are described in Section 5. The empirical evaluation of these approaches is shown in Section 6. Finally our conclusions are presented in Section 7.
Configuring Feature Subscriptions in DFC
In DFC each feature is implemented by one or more modules called feature box types (FBT) and each FBT has many run-time instances called feature boxes. We assume in this paper that each feature is implemented by a single FBT and we associate features with FBTs. As shown in Figure 2 , a call session between two end-points is set up by chaining feature boxes. The routing method decomposes the connection path into a source and a target region and each region into zones. A source (target) zone is a sequence of feature boxes that execute for the same source (target) address.
The first source zone is as- A change of source address in the source region, caused for instance by an identification feature, triggers the creation of a new source zone [5] . If no such change occurs in a source zone and the zone cannot be expanded further, routers switch to the target region. Likewise, a change of target address in the target region, as performed by Time-Dependent-Routing (TDR) in Figure 2 , triggers the creation of a new target zone. If no such change occurs in a target zone and the zone cannot be expanded further (as for Z in Figure 2 ), the request is sent to the final box identified by the encapsulated target address.
DFC routers are only concerned with locating feature boxes and assembling zones into regions. They do not make decisions as to the type of feature boxes (the FBTs) appearing in zones or their ordering. They simply fetch this information from the feature subscriptions that are preconfigured for each address in each region based on the catalogue published by the service provider.
A catalogue is a set of features subject to precedence and exclusion constraints. Features fall into three classes: source, target and reversible, i.e., a subset of features that are both source and target. Constraints are formulated by designers on pairs of source features and pairs of target features to prevent undesirable feature interactions in each zone [6] . Specifically, a precedence constraint imposes a routing order between two features, as for the case of Terminating-Call-Screening (TCS) and Call-Logging (CL) in Figure 2 . An exclusion constraint makes two features mutually exclusive, as for the case of CL and Call-Forwarding-Unconditional (CFU) in Figure 2 .
A subscription is a subset of catalogue features and a set of user precedence constraints between features in each region. For instance, the subscription of Y in the target region includes the user precedence TDR≺TCS. Configuring a subscription involves selecting, parameterising and sequencing features in each region consistently with the catalogue constraints and other integrity rules [3] . In particular, the source and target regions of a subscription must include the same reversible features in inverse order, i.e. source and target regions are not configured independently.
Formal Definitions
Let f i and f j be features, we write a precedence constraint of f i before f j as f i , f j , or as f i ≺ f j . An exclusion constraint between f i and f j expresses that these features cannot appear together in a sequence of features. We encode this as the pair of precedence constraints f i , f j and f j , f i .
Definition 1 (Feature Catalogue).
A catalogue is a tuple F, P , where F is a set of features that are available to users and P is a set of precedence constraints on F .
The transpose of a catalogue F, P is the catalogue F,
T . In DFC the precedence constraints between the features in the source (target) catalogue are specified with respect to the direction of the call. For the purpose of configuration, we combine the source catalogue F s , P s and the target catalogue F t , P t into a single catalogue
is a set of (user defined) precedence constraints on F , W F : F → N is a function that assigns weights to features and W U : U → N is a function that assigns weights to user precedence constraints. The value of S is defined by
Note that a weight associated with a feature signifies its importance for the user. These weights could be elicited directly, or using data mining or analysis of user interactions.
Definition 3 (Consistency).
A feature subscription F, C, U, W F , W U of some catalogue is defined to be consistent if and only if the directed graph F, C ∪ U is acyclic.
Due to the composition of the source and target catalogues into a single catalogue, a feature subscription S is consistent if and only if both source and target regions are consistent in the DFC sense.
Theorem 1 (Complexity of Consistency Checking). Determining whether a feature subscription F, C, U, W F , W U is consistent or not can be checked in O(|F | + |C| + |U |).
Proof. We use Topological Sort [7] . In Topological Sort we are interested in ordering the nodes of a directed graph such that if the edge i, j is in the set of edges of the graph then node i is less than node j in the order. In order to use Topological Sort for detecting whether a feature subscription is consistent, we associate nodes with features and edges with precedence constraints. Then, the subscription is consistent iff for all edges i, j in the graph associated with the subscription we have that i ≺ j in the order computed by Topological Sort. As the complexity of Topological Sort is linear with respect to the size of the graph, detecting whether a feature subscription is consistent is
If an input feature subscription is not consistent then the task is to relax the given feature subscription by dropping one or more features or user precedence constraints to generate a consistent feature subscription with maximum value.
Definition 5 (Optimal Relaxation). Let R S be the set of all consistent relaxations of a feature subscription S. We say that S i ∈ R S is an optimal relaxation of S if it has maximum value among all relaxations, i.e., if and only if there does not exist S j ∈ R S such that Value(S j ) > Value(S i ).
Theorem 2 (Complexity of Finding an Optimal Relaxation).
Finding an optimal relaxation of a feature subscription is NP-hard.
Proof. Given a directed graph V, E , the Feedback Vertex Set Problem is to find a smallest V ⊆ V whose deletion makes the graph acyclic. This problem is known to be NP-hard [8] . We prove that finding an optimal relaxation is NP-hard by reducing the feedback vertex set problem to the latter. Given a feature subscription S = F, C, U, W F , W U , the feedback vertex set problem can be reduced to our problem by associating the nodes of the directed graph V with features F , the edges E with catalogue precedence constraints C, the empty set ∅ with U , and the constant function that maps every element of its domain to 1 (λx.1) with both W F and W U . Notice that, as U = ∅, the only way of finding an optimal relaxation of S is by removing a set of features from F . Assuming that an optimal relaxation is S = F , C , U , W F , W U , the set of features F −F corresponds to the smallest set of nodes V whose deletion makes the directed graph acyclic. Thus, we can conclude that finding an optimal relaxation S is NP-hard.
Constraint programming has been successfully used in many applications such as planning, scheduling, resource allocation, routing, and bio-informatics [9] . Here problems are primarily stated as a Constraint Satisfaction Problems (CSP), that is a finite set of variables, together with a finite set of constraints. A solution to a CSP is an assignment of a value to each variable such that all constraints are satisfied simultaneously. The basic approach to solving a CSP instance is to use a backtracking search algorithm that interleaves two processes: constraint propagation and labeling. Constraint propagation helps in pruning values that do not lead to a solution of the problem. Labeling involves assigning values to variables that may lead to a solution.
Various generalisations of the CSP have been developed to find a solution that is optimal with respect to certain criteria such as costs, preferences or priorities. One of the most significant is the Constraint Optimisation Problem (COP). Here the goal to find an optimal solution that maximises (minimises) the objective function. The simplest COP formulation retains the CSP limitation of allowing only hard Boolean-valued constraints but adds an objective function over the variables.
Formulation
In this section we model the problem of finding an optimal relaxation of a feature subscription F, C, U, W F , W U as a COP .
Variables and Domains. We associate each feature f i ∈ F with two variables: a Boolean variable bf i and an integer variable pf i . A Boolean variable bf i is instantiated to 1 or 0 depending on whether f i is included in the subscription or not, respectively. The domain of each integer variable pf i is {1, . . . , |F |}. Assuming that the computed subscription is consistent, an integer variable pf i corresponds to the position of the feature f i in a sequence. We associate each user precedence constraint p ij ≡ (f i ≺ f j ) ∈ U with a Boolean variable bp ij . A Boolean variable bp ij is instantiated to 1 or 0 depending on whether p ij is respected in the computed subscription or not respectively.
Constraints.
A catalogue precedence constraint p ij ∈ C that feature f i should be before feature f j can be expressed as follows:
Note that the constraint is activated only if the selection variables bf i and bf j are instantiated to 1. A user precedence constraint p ij ∈ U that f i should be placed before f j in their subscription can be expressed as follows:
Note that if a user precedence constraint holds then the features f i and f j are included in the subscription and also the feature f i is placed before f j , that is, the selection variables bf i and bf j are instantiated to 1 and pf i < pf j is true.
Objective Function. The objective of finding an optimal relaxation of a feature subscription can be expressed as follows:
Solution Technique
A depth-first branch and bound algorithm (BB) is generally used to find an optimal solution. In case of maximisation, BB keeps the current optimal value of the solution while traversing the search tree. This value is a lower bound (lb) of the objective function. At each node of the search tree BB computes an overestimation of the global value. This value is an upper bound (ub) of the best solution that can be found as long as the current search path is maintained. If ub ≤ lb, then a solution of a greater value than the current optimal value cannot be found below the current node, so the current branch is pruned and the algorithm backtracks.
Enforcing local consistency enables the computation of ub (i,a) , which is a specialisation of ub for a value a of an unassigned variable i. If ub (i,a) ≤ lb, then value a can be removed because it will not be present in any solution better than the current one. Removed values are restored when BB backtracks above the node where they were eliminated. The quality of the upper bound can be improved by increasing the level of local consistency that is maintained at each node of the search tree. The different levels of local consistencies that we have considered are generalised Arc Consistency (GAC) [4] and mixed consistency [10] .
A problem is said to be generalised arc consistent if it has non-empty domains and for any assignment of a variable each constraint in which that variable is involved can be satisfied. A problem is said to be singleton generalised arc consistent [11] if it has non-empty domains and for any assignment of a variable, the resulting subproblem can be made GAC. Enforcing Singleton generalised Arc Consistency (SGAC) in a SAC-1 manner [12] works by having an outer loop consisting of variable-value pairs of the form (x, a). For each a in the domain of x if there is a domain wipeout while enforcing arc consistency then a is removed from the domain of x and arc consistency is enforced. The main problem with SAC-1 is that deleting a single value triggers the outer loop again. The Restricted SAC (RSAC) algorithm avoids this triggering by considering each variable-value pair only once [13] .
Mixed consistency means maintaining different levels of consistency on different variables of a problem. In [14] it has been shown that maintaining mixed consistency, in particular maintaining SAC on some variables and maintaining arc consistency on some variables, can reduce the solution time for some CSPs. In this paper we shall study the effect of maintaining different levels of consistency on different sets of variables within a branch and bound search. We shall investigate the effect of Maintaining generalised Singleton Arc Consistency (MGSAC) on the Boolean variables and Maintaining generalised Arc Consistency (MGAC) on the remaining variables of the problem. We shall also investigate the effect of Maintaining Restricted Singleton generalised Arc Consistency (MRSGAC) on the Boolean variables and MGAC on the remaining variables. The former shall be denoted by MSGAC b and the latter by MRGSAC b . Results presented in Section 6 suggest that maintaining singleton generalised arc consistency on the Boolean variables of the random instances of the feature subscription configuration problem reduces the search space and time of the branch and bound algorithm significantly.
Other Approaches
We present a partial weighted maximum Boolean satisfiability and an integer linear programming formulation for finding an optimal relaxation of a feature subscription.
Partial Weighted Maximum Boolean Satisfiability
The Boolean Satisfiability Problem (SAT) is a decision problem whose instance is an expression in propositional logic written using only ∧, ∨, ¬, variables and parentheses. The problem is to decide whether there is an assignment of true and false values to the variables that will make the expression true. The expression is normally written in conjunctive normal form. The Partial Weighted Maximum Boolean Satisfiability Problem (PWMSAT) is an extension of SAT that includes the notions of hard and soft clauses. Any solution should respect the hard clauses. Soft clauses are associated with weights. The goal is to find an assignment that maximises the sum of the weights of the satisfied clauses. The PWMSAT formulation of finding an optimal relaxation of a feature subscription F, C, U, W F , W U is outlined below.
Variables. Let PrecDom be the set of possible precedence constraints that can be defined on F , i.e., {f i ≺ f j : {f i , f j } ⊆ F ∧ f i = f j }). For each feature f i ∈ F there is a Boolean variable bf i , which is true or false depending on whether feature f i is included or not in the computed subscription. For each precedence constraint p ij there is a Boolean variable bp ij , which is true or false depending on whether the precedence constraint f i ≺ f j holds or not in the computed subscription.
Clauses. In our model, clauses are represented with a tuple w, c , where w is the weight of clause and c is the clause itself. Note that the hard clauses are associated with weight , which represents an infinite penalty for not satisfying the clause. Each precedence constraint p ij ∈ C must be satisfied if the features f i and f j are included in the computed subscription. We model this by adding the following clause
The precedence relation should be transitive and asymmetric in order to ensure that the subscription graph is acyclic. In order to ensure this, for every {p ij , p jk } ⊆ PrecDom, we add the following clause:
Note that Rule (1) need only be applied to i, j, k such that i = k because of Rule (2) below. In our model, both bp ij and bp ji can be false. However, if one of them is true the other one is false. As this should be the case for any precedence relation, we add the following clause for every p ij ∈ PrecDom:
We make sure that each precedence constraint p ij ∈ PrecDom is only satisfied when its features are included by considering the following clauses:
We need to penalise any solution that does not include a feature f i ∈ F or a user precedence constraint p ij ∈ U . This is done by adding the following clauses:
where
The cost of violating these clauses is the weight of the feature f i and the weight of the precedence constraint p ij respectively. The number of Boolean variables in the PWMSAT model (approximately |F | 2 ) is greater than the number of Boolean variables in the CP model (|F | + |U |). These extra variables are used by Rule (1) and (2) to avoid cycles in the final subscription graph. We remark that the subscription contains a cycle if and only if the transitive closure of C ∪U contains a cycle. Therefore, it is sufficient to associate Boolean variables only with the precedence constraints in the transitive closure of C ∪ U . Reducing these variables will also reduce the transitive clauses, especially when the input subscription graph is not dense. Otherwise, Rule (1) will generate |F | × (|F | − 1) × (|F | − 2) transitivity clauses. For example, for the subscription F, C, U, W F , W U with F = {f 1 , f 2 , f 3 , f 4 , f 5 , f 6 }, C = {p 12 , p 21 , p 34 , p 43 , p 56 , p 65 }, and U = ∅, Rule (1) will generate 120 transitive clauses. Since any relaxation of the given subscription respecting the clauses generated by Rule (2) is acyclic, the 120 transitive clauses are useless. Thus, if PrecDom is instead set to be the transitive closure of C ∪ U , then Rule (1) would not generate any clause for the mentioned example. Another way to reduce the number of transitive clauses is by not considering the ones where {p ji , p kj , p ik } ∩ C = ∅, especially when the input subscription graph is not sparse. The reason is that these transitive clauses are always entailed due to the enforcement of the catalogue precedence constraints.
Note that the two techniques described before for reducing the number of transitive clauses complement each other. This reduction in the number of clauses might have an impact on the runtime of the PWMSAT approach, since less memory might be needed. Even though it is sufficient to associate a Boolean variable with each precedence constraint in the transitive closure of C ∪U , it is still greater than |F |+|U |. Another way of reducing the number of variables is to associate a feature with a finite domain variable representing its position (as done in the CP model), log-encode the finite domain variables, and express the precedence constraints using a lexicographical comparator [15] . This approach indeed uses fewer variables than the implemented approach since only |F | × log |F | variables are needed for encoding the position variables. However, it is not so straightforward to automatically translate the resulting Boolean formula into its corresponding conjunctive normal form.
Integer Linear Programming
In Linear Programming the goal is to optimise an objective function subject to linear equality and inequality constraints. When all the variables are forced to be integervalued, the problem is an Integer Linear Programming (ILP) problem. The standard way of expressing these problems is by presenting the function to be optimised, the linear constraints to be respected and the domain of the variables involved. Both the CP and the PWMSAT formulations for finding an optimal relaxation of a feature subscription F, C, U, W F , W U can be modeled in ILP. The translation of the PWMSAT formulation into ILP formulation is straightforward. For this particular model, we observed that CPLEX was not able to solve even simple problems within a time limit of 4 hours. Due to the lack of space we shall describe neither the formulation nor its corresponding results. The ILP formulation that is equivalent to the CP formulation is outlined below.
Variables. For each f i ∈ F , we use a binary variable bf i and an integer variable pf i . A binary variable bf i is equal to 1 or 0 depending on whether feature f i is included or not. An integer variable pf i is the position of feature f i in the final subscription. For each user precedence constraint p ij ∈ U , we use a binary variable bp ij . It is instantiated to 1 or 0 depending on whether the precedence constraint f i ≺ f j holds or not.
Linear Inequalities. If the features f i and f j are included in the computed subscription and if p ij ∈ C then the position of feature f i must be less than the position of feature f j . To this effect, we need to translate the underlying implication (bf i ∧ bf j ⇒ (pf i < pf j )) into the following linear inequality:
Here, n is a constant that is used to refer to the number of features |F | selected by the user. When both bf i and bf j are 1, Inequality (3) will force (pf i < pf j ). Note that this is not required for any user precedence constraint p ij ∈ U , since it can be violated. A user precedence p ij ∈ U is equivalent to the implication bp ij ⇒ pf i < pf j ∧ bf i ∧ bf j , which in turn is equivalent to the conjunction of the three implications (bp ij ⇒ (pf i < pf j )), (bp ij ⇒ bf i ) and (bp ij ⇒ bf j ). These implications can be translated into the following inequalities:
Inequality (4) means that bp ij = 1 forces pf i < pf j to be true. Also, if bp ij = 1 then both bf i and bf j are equal to 1 from Inequalities (5) and (6) respectively.
Objective Function. The objective is to find an optimal relaxation of a feature subscription configuration problem F, C, U, W F , W U that maximises the sum of the weights of the features and the user precedence constraints that are selected:
wp ij bp ij .
Experimental Results
In this section, we shall describe the empirical evaluation of finding an optimal relaxation of randomly generated feature subscriptions using constraint programming, partial weighted maximum Boolean satisfiability and integer linear programming.
Problem Generation and Solvers
We generated and experimented with a variety of random catalogues and many classes of random feature subscriptions. All the random selections below are performed with uniform distributions. A random catalogue is defined by a tuple f c , B c , T c . Here, f c is the number of features, B c is the number of binary constraints and T c ⊆ {<, >, <>} is a set of types of constraints. Note that f i <> f j means that in any given subscription both f i and f j cannot exist together. A random catalogue is generated by selecting B c pairs of features randomly from f c (f c − 1)/2 pairs of features. Each selected pair of features is then associated with a type of constraint that is selected randomly from T c . A random feature subscription is defined by a tuple f u , p u , w . Here, f u is the number of features that are selected randomly from f c features, p u is the number of user precedence constraints between the pairs of features that are selected randomly from f u (f u − 1)/2 pairs of features, and w is an integer greater than 0. Each feature and each user precedence constraint is associated with an integer weight that is selected randomly between 1 and w inclusive. We generated catalogues of the following forms: 50, 250, {<, >} , 50, 500, {<, > , <>} and 50, 750, {<, >} . For each random catalogue, we generated classes of feature subscriptions of the following forms: The CP model was implemented and solved using CHOCO [16] , a Java library for constraint programming systems. The PWMSAT model of the problem was implemented and solved using SAT4J [17] , an efficient library of SAT solvers in Java. The ILP model of the problem was solved using ILOG CPLEX [18] . All the experiments were performed on a PC Pentium 4 (CPU 1.8 GHz and 768MB of RAM) processor. The performances of all the approaches are measured in terms of search nodes (#nodes) and runtime in milliseconds (time). We used the time limit of 4 hours to cut the search.
Maintaining Different Levels of Consistency in CP
For the CP model, we first investigated the effect of Maintaining generalised Arc Consistency (MGAC) during branch and bound search. We then studied the effect of maintaining different levels of consistency on different sets of variables within a problem. In particular we investigated, (1) maintaining generalised singleton arc consistency on the Boolean variables and MGAC on the remaining variables, and (2) maintaining restricted singleton generalised arc consistency on the Boolean variables and MGAC on the remaining variables; the former is denoted by MSGAC b and the latter by MRSGAC b . The results are presented in Table 1 for these three branch and bound search algorithms. taining (R)SGAC on the Boolean variables and GAC on the integer variables dominates maintaining GAC on all the variables. To the best of our knowledge this is the first time that such a significant improvement has been observed by maintaining a partial form of singleton arc consistency. We also see that there is no difference in the number of nodes visited by MRSGAC b and MSGAC b for the first two classes of feature subscriptions. However, as the problem size increases the difference in terms of the number of nodes also increases significantly. Note that in the remainder of the paper the results that correspond to the CP approach are obtained by using MSGAC b algorithm.
Comparison between the Alternative Approaches
The performances of using constraint programming (CP), partial weighted maximum satisfiability (PWMSAT) and integer linear programming (CPLEX) approaches are presented in Tables 2 and 3 . If any approach failed to find and prove an optimal relaxation within a time limit of 4 hours then that time limit is used as the runtime of the algorithm and the number of nodes visited in that time limit is used as the number of nodes of the algorithm in order to compute the average runtime and average search nodes of a given problem class. In the tables, the column labelled as #us is used to denote the number of instances for which the time limit was exceeded. If this column is not present for any approach then it means that all the instances of all the problem classes were solved within the time limit. In general finding an optimal relaxation is NP-hard. Therefore, we need to investigate which approach can do it in reasonable time. Tables 2 and 3 suggest that our CP approach performs better than our ILP and PWM-SAT approaches. Although in very few cases the CP approach is outperformed by the other two approaches, it performs significantly better in all other cases. Nevertheless, Fig. 3 . Clauses vs Time within the time limit. CPLEX could not solve 2 instances. More precisely, it could not prove their optimality within the time limit. SAT4J exceeded the time limit for 9 instances. This could be a consequence of O(n 3 ) transitive clauses, where n = |F |. Figure 3 depicts a plot between the number of clauses and the runtime of SAT4J. This plot clearly suggests that the runtime of SAT4J increases as the number of clauses increases. The high number of clauses restricts the scalability of the PWM-SAT approach. For large instances SAT4J also runs out of the default memory (64MB). For instance, for catalogue 50, 250, {<, >} and feature subscription 45, 90 , SAT4J runs out of memory when solving one of the instances. Note that the results for SAT4J presented in this section correspond to the instances that are generated after reducing the variables and the clauses by applying the techniques described in Section 5.1. The application of these techniques reduces the runtime up to 65%. However, this only enabled one of the previously unsolvable instances to be solved. Figure 4 presents the comparison of the different approaches in terms of their runtimes for the subscriptions, when U = ∅ and the weight of each feature is 1. The runtimes of the approaches for the instances when |F | = |U | are presented in Figure 5 . Overall, the CP approach performs best. Although, the SAT4J solver performs best when |F | > 35 and U = ∅, it would be interesting to find out whether its performance will deteriorate when |F | > 50. In Figure 5 , when |F | = 50, neither the ILP approach nor the PWMSAT approach managed to solve all the instances. This is the reason that their average runtimes, for the case of 50 features, are close to the timeout. If the timeout was higher, the gap between the CP approach and the other approaches, for the case of 50 features in Figure 5 would be even more significant.
Conclusions
We presented, and evaluated, three optimisation-based approaches to finding optimal reconfigurations of call-control features when the user's preferences violate the technical constraints defined by a set of DFC rules. We proved that finding an optimal relaxation of a feature subscription is NP-hard. For the constraint programming approach, we studied the effect of maintaining generalised arc consistency and two mixed consistencies during branch and bound search. Our experimental results suggest that maintaining (restricted) generalised singleton arc consistency on the Boolean variables and generalised arc consistency on the integer variables outperforms MGAC significantly. Our results also suggest that the CP approach when applied with stronger consistency, is able to scale well compared to the other approaches. Finding an optimal relaxation for a reasonable size catalogue (e.g., [19] refers to a catalogue with up to 25 features) is feasible using constraint programming.
