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Confidence-Driven Control of an Ultrasound Probe
Pierre Chatelain, Alexandre Krupa, Member, IEEE, and Nassir Navab
Abstract—We present a control framework for optimizing the
image quality during robotic ultrasound acquisitions. The quality
of the ultrasound signal across the field of view is represented by a
confidence map that is computed online from the B-mode frames,
following a model of sound propagation. Moments extracted
from this confidence map are used to design a control law for
optimizing imaging quality, based on the task function approach.
The proposed confidence control is combined with force and
position control to build two illustrative applications. First, we
use force control and confidence control in order to maintain
a correct pressure and a good orientation of the probe during
teleoperation. Thus, control is shared between a human operator
and the robot. Then, we add an automatic positioning task, so that
the quality is optimized while maintaining a target in the image
center. We show experimentally that confidence-driven control
can effectively optimize the acoustic window in real-time. In
addition, we show that it can improve the tracking robustness, by
preventing the target from being shadowed. Finally, we present
the results of experiments performed on a human volunteer.






In Identity matrix of size n.
Ω2D = [rmin,rmax]× [θmin,θmax]. 2D field of view.
Ω3D = Ω2D× [φmin,φmax]. 3D field of view.
O Imaging center.
M Intersection between the motor axis and the
central scan line.
I Ultrasound image.
R Set of real numbers.
R+ Set of positive real numbers.
Fp Probe frame.
Fpc Contact frame.
Fs Force sensor frame.
Fg Gravity frame.
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Fr Reference frame.
v = ( vx vy vz ωx ωy ωz )>. Sensor velocity
screw.
s Visual feature vector.
s∗ Desired visual feature vector.
e = s− s∗. Visual feature error.
ė∗ Desired variation of e.
λ Control gain.
Ls Interaction matrix associated to s.
Lgs Generalized inverse of Ls.
ker(Ls) Kernel of Ls.
Ps Projection operator onto ker(Ls).
aHa Vector of forces and torques expressed in Fa.
aFb Twist transformation matrix from Fb to Fa.
mp Mass of the probe.
g ≈ 9.81m · s−2. Standard acceleration due to
gravity.
Sy = (0 1 0 0 0 0). Selection vector.
k Stiffness.
t = (xt ,yt ,zt). Target coordinates.
C Confidence map.
c Vector representation of C.
p,q ∈Ω. Pixels in the field of view.
Ǐ(p) Attenuated intensity.
wr Radial propagation weight.
wl Lateral propagation weight.
Λ Graph Laplacian matrix.
N (p) Set of neighbors of p.
θc, φc Angular confidence moments.
∆R Offset between O and M.
CΩ Sum of confidence over Ω.
rt , θt , φt Target polar coordinates.
R Region of interest.
strack Vector of intensities in the tracked region of
interest.




MEDICAL ultrasound is used increasingly for both di-agnostic and interventional imaging. Indeed, ultrasound
is attractive for being non-radioactive, and for providing real-
time imaging. The cost of medical ultrasonography equipment
is also reduced compared to that of other imaging devices,
which further motivates the development of ultrasound-based
imaging solutions for many clinical applications. A major
limitation for the use of ultrasound is the quality of the
images, which remains largely dependent on the operator’s
experience. Indeed, the proper positioning of the probe is a
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critical factor to obtain a good image quality. The incidence
angle of the ultrasound beam, the contact force, and also
the distribution of ultrasound gel can significantly impact the
quality of the acquired images. In particular, finding the opti-
mal acoustic window to observe a location behind a strongly
shadowing object, such as bone or gas, can be challenging.
Moreover, manual manipulation of an ultrasound probe during
a prolonged examination is cumbersome. Several studies have
reported a prevalence of musculoskeletal disorders among
sonographers [3], [4].
Robotized ultrasonography is a promising way to overcome
the aforementioned limitations. Indeed, the use of a robot
removes the need to manually hold the probe, and can improve
the repeatability of examinations. The first robotic ultrasound
systems were developed for the purpose of artery screening,
in order to detect atheromatous plaques [5]–[7]. In paral-
lel, several systems for robotized tele-echography have been
designed [7]–[12], to allow specialists to remotely examine
patients located in medically isolated sites. These systems use
force control to limit or maintain constant the force applied
to the patient. To further assist the sonographer, image-guided
control methods have also been developed. Abolmaesumi et
al. [10] control the in-plane motion of an ultrasound probe,
in order to compensate for undesired motion of tracked im-
age features. Out-of-plane control of a 2D probe can also
be achieved using image moments [13], ultrasound speckle
correlation [14], or block matching [15]. In [16], an intensity-
based visual servoing method is proposed to control a 2D or
a 3D probe. Ultrasound-based visual servoing can be used for
motion compensation, but also in a shared control framework
for tele-echography [17].
A particularity of ultrasound imaging is that the image
content depends not only on the pose of the probe relative
to the object of interest, but also on the quality of the acoustic
coupling between the probe and the patient’s skin. In addition,
the complete path traveled by the ultrasound beam between the
transducer and a given point influences the quality of the image
at this point, due mainly to attenuation and shadowing. This
leads to the concept of acoustic window, which can be defined
as the area between the ultrasound transducer and the target
anatomy. Depending on the presence of acoustic attenuators in
this area, different acoustic windows (i.e., different positions
and orientations of the transducer) can yield different imaging
quality levels for a same target. Finding a good acoustic
window is crucial to get a satisfying image quality. While force
and position control of ultrasound probes has been extensively
studied, an adaptive control of image quality is still lacking.
Such control first requires a way to quantify the quality of
the ultrasound signal. Statistical quality measures, such as
entropy, which are commonly used in image analysis, can
also be applied to ultrasound images [18]. Kuhlemann [19]
uses entropy as a measure of signal quality to detect acoustic
shadows, and subsequently adapts the orientation of an ultra-
sound probe held by a robotic manipulator. However, such
statistical quality measures are quite general, and they ignore
the specific properties of ultrasound imaging. Another notable
example is [20], where a measure of ultrasound image quality
is learned from expert ratings, and used to optimize imaging
parameters. But the quality evaluation remains global, at the
image level. Hellier et al. [21] propose a method to detect
acoustic shadows within ultrasound images. This method,
based on a statistical analysis of ultrasound scan-lines and a
model of ultrasound noise, provides a binary mask indicating
shadowed regions. The ultrasound confidence map framework,
recently introduced by Karamalis et al. [22], allows the
estimation of a continuous pixelwise measure of quality for
ultrasound images. The confidence map is computed from
the images, based on a graphical model which simulates the
physical properties of sound propagation in soft tissues. It can
be estimated in real-time, which is crucial when considering
control applications. The confidence map is an efficient tool to
detect acoustic shadows, and it can be used to improve image
reconstruction or mosaicing [23]. In [24], the authors propose
a visualization scheme where the confidence map is merged
with the ultrasound image. Results from a user study with
ultrasound experts show that the confidence map visualization
helps with (i) correct interpretation and (ii) optimizing the
acoustic window.
In this paper, we present a confidence-driven control frame-
work for robotized ultrasound probes. A servoing purely based
on ultrasound images would ignore the physics of ultrasound
and would not be able to optimize the acoustic window. A
knowledgeable and experienced sonographer becomes aware
of the physics behind the acquisition. Thus, he/she can make
sure of correct contact to the body surface and find the best
position and orientation of the probe to achieve an optimal
ultrasound image quality. In order to imitate such intelligent
expert behavior, we use the ultrasound confidence map as a
signal to design a servo control task. To this end, we define
specific features extracted from the confidence map, and we
propose an analysis of their variations with respect to the
probe’s motion. The resulting confidence-driven control is the
main contribution of this paper. Then, we use the redundancy
framework [25] to combine the confidence control task with
other functional tasks (force control, target tracking), in a
hierarchical manner. We show, through robotic experiments
with both 2D and 3D probes, how our control framework can
be effectively used to optimize the imaging quality (i) in tele-
echography, with a shared human/robot control, or (ii) during
the autonomous tracking of a region of interest.
The methods presented herein are built on preliminary work
presented in [1], [2]. We introduce several novel contributions.
As a major contribution, the methods previously introduced
for the in-plane control of a 2D probe are extended to the full
control of a 3D probe. This enables a complete control of the
probe for the optimization of image quality. In Addition, we
also present new experimental results to validate the proposed
approach. In particular, we introduce a measure of the quality
of target tracking. By comparing the values taken by this
measure in experiments with and without confidence control,
we show that confidence control increases the robustness of
target tracking. Moreover, we report the results of experiments
performed on a human volunteer. These results show that the
proposed framework is applicable in real conditions.
This paper is organized as follows. We first introduce the
required background on ultrasound imaging and control. The
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force and image control are briefly addressed in Sections II-B3
and II-B4, respectively. Then, we expose our confidence-driven
control framework in Section III. Experimental results are
presented in Section IV.
II. ROBOTIZED ULTRASONOGRAPHY
A. Ultrasound Imaging
Ultrasound images are generated by sending focused ultra-
sound waves into the body and listening to the echoes reflected
by tissue interfaces. For B-mode imaging, which is the most
popular ultrasound mode, the electric signals generated by
these echoes are processed to form a 2D gray-level image.
The time delay between the emission and the reception of
an ultrasonic wave is proportional to the distance traveled by
the ultrasound. Therefore, geometrically, the B-mode image
corresponds to a section of the body. For example, the field
of view of a convex transducer can be represented in polar
coordinate by the region Ω2D = [rmin,rmax]× [θmin,θmax], as
represented in Fig. 1(left). We note O the imaging center, that
is, the intersection of all scan lines. Then rmin is the radius
of the transducer, and rmax is the distance between O and
the farthest imaged points. The imaging depth is defined as
d = rmax− rmin. The angles θmax and θmin correspond to the
lateral limits of the field of view. We adopt the convention
that θmin = −θmax, so that the line θ = 0 corresponds to the
central scan line.
Some ultrasound probes, with a motorized transducer or
a matrix array transducer, can also image a volume. For a
motorized convex probe, the field of view can be noted Ω3D =
[rmin,rmax]× [θmin,θmax]× [φmin,φmax], where the additional
coordinate φ represents the rotation around the motor’s axis.
In Fig. 1, the intersection between the motor’s axis and the
central scan line is represented by the point M. Similar to the
2D case, we adopt the convention that φmin = −φmax, so that
the plane φ = 0 corresponds to the central frame. Note that,
in practice, the continuous sweeping motion of the transducer
induces a distortion of the acquired frames [26]. For the sake
of simplicity, we omit the effect of the distortion in this paper.
However, it should be taken into account if a geometrically
precise reconstruction of the acquired volumes is needed. Up
to the distortion effect, the geometry of the acquired volume
corresponds to a rigid mapping of the physical scene. In this
paper, we consider, unless otherwise stated, the case of a
3D ultrasound probe, which is the most complete one. The
equations for the in-plane control of a 2D probe can be easily
deduced by setting φ = 0. We denote I : Ω−→R the ultrasound
image (or volume), with Ω = Ω2D or Ω3D according to the
context. For a point p ∈Ω, I(p) is the image intensity at p.
B. Ultrasound Probe Control
We consider an ultrasound probe manipulated by a robotic
system. The specific design of the system is beyond the scope
of this paper. We rather propose a generic control strategy
for the probe placement, which could be applied to differ-
ent robotic systems, depending on the application. Possible
designs are, for instance, fixed-base robotic arms [6], patient-















Fig. 1. Imaging geometry of a three-dimensional convex ultrasound probe.
(left) Front view, also corresponding to the imaging geometry of a 2D probe.









Fig. 2. Coordinate frames attached to the ultrasound probe, represented (a) on
the ultrasound image and (b) on a picture of the robotic system.
Our only assumptions are that (i) the robotic system can fully
control the pose of the probe, and (ii) it provides a measure
of the external forces and torques exerted at its end-effector.
1) Coordinate Frames: Let us consider the example of
a robotic manipulator with at least 6 degrees of freedom,
equipped with a force sensing device. The ultrasound probe
is rigidly attached to the end-effector of the manipulator. We
define the following frames linked to the robot (see Fig. 2):
• The probe frame Fp, attached to the imaging center O
of the convex probe, such that its y-axis coincides with
the central scan line, oriented towards the object, and the
plane (O,x,y) corresponds to the central frame.
• The contact frame Fpc, attached to contact point between
the probe and the patient, and oriented like Fp.
• The sensor frame Fs, in which the measured force/torque
tensor is expressed, and oriented as well like Fp.
• The gravity frame Fg, attached to the probe’s center of
mass, with its y-axis in the direction of the gravity force.
• The reference frame Fr, a fixed frame attached to the
environment.







the twist transformation matrix by which one can express in
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Fa a force/torque vector known in Fb. aRb ∈ SO3 is the
matrix of rotation from Fa to Fb, atb ∈ R3 is the translation
vector from Fa to Fb, and [atb]× ∈ R3×3 is skew-symmetric
matrix built from atb.
2) Control Tasks: Let s ∈ Rp be a p-dimensional vector
(with p ≥ 1) of sensor features to be regulated, and v the
instantaneous velocity screw of the sensor relative to the
environment, expressed in the probe frame Fp. The relation
between v = ( vx vy vz ωx ωy ωz )> and the variations of s
can be represented by an interaction matrix Ls ∈ Rp×6 [29]
such that
ṡ = Lsv. (2)
Letting s∗ be the desired value of the feature vector, the feature
error is defined as e= s−s∗. To obtain an exponential decrease
of this error, we define the desired error variation as ė∗=−λe.
The general form of a control law realizing this task is
v = Lgs ė∗+v′, (3)
where Lgs is a generalized inverse of Ls, and v′ ∈ ker(Ls).
When ker(Ls) 6= {0}, the robotic system is said redundant
with respect to the task to realize, and v′ can be adapted to
fulfill a secondary task without disturbing the primary task.
This property is exploited in the redundancy formalism [25],
which allows one to build a control law realizing a series of
tasks with a given order of priority. Given a stack of tasks
(e∗i ,Li), with i ∈ [0,N], ordered according to priority, such a
control law can be constructed recursively as:
v0 = 0
vi = vi−1 +Pi−1(LiPi−1)g(ė∗i −Livi−1),
(4)
where Pi−1 is a projection operator on the null-space of
(L0, . . . ,Li−1), defined as:
P0 = I6
Pi = Pi−1−Pi−1(LiPi−1)gLiPi−1. (5)
3) Force Control: Controlling the contact force applied
to the body is crucial for the patient’s safety. It is also an
important factor for the quality of the acquired images, which
requires a good contact. Therefore, we define the force control
as the task of highest priority. We recall in this section the
force control approach proposed in [16]. This approach has the
merit of integrating well with the visual servoing formulation.
However, other force control methods could be considered as
well. We assume that the force sensing system provides a
measure of the external forces f and torques τ s, expressed in
the sensor frame Fs, which we represent with a 6-dimensional
vector sHs = ( f> τ>s )>. Given the 6× 6 twist transforma-
tion matrices pcFs and sFg allowing the transformation of a
force/torque vector respectively from the sensor frame Fs to
the probe contact frame Fpc, and from the probe’s inertial
frame Fg to Fs, the force/torque vector in the contact frame
can be written
pcHpc = pcFs(sHs− sFggHg), (6)
where gHg ∈ R6 is the gravity force, expressed in Fg, that is
gHg = ( 0 0 mpg 0 0 0 )>, (7)
with mp the mass of the probe, and g ≈ 9.81m · s−2 the
standard acceleration due to gravity.
As we are interested in controlling the force only along
the y-axis of the probe, we define the force feature as the y
component of the force tensor in the probe contact frame:
s f = Sy pcHpc, (8)
where Sy = (0 1 0 0 0 0). Considering soft tissues as an elastic
body of constant stiffness k, the interaction matrix for the force
feature s f can be approximated as
L f = [ 0 k 0 0 0 0 ]. (9)
Let us define a constant desired contact force s∗f , and the force
feature error e f = s f − s∗f . The formulation given by (3) leads





Sy pcFs(sHs− sFggHg)− s∗f
)
S>y , (10)
where λ f is the force control gain. This control law requires
an estimation of the probe’s mass mp, the transformations pcFs
and sFg, and the contact stiffness k.
4) Ultrasound-Based Visual Servoing: Due to the specific
geometry of a B-mode frame, ultrasound is usually considered
as a visual modality, and it can be treated as such in a control
framework. A major difference with a camera projection model
is that a B-mode frame corresponds to a planar section of
the environment. In the particular case of a 3D ultrasound
transducer, the reconstructed volume corresponds to a scaled
version of the scene, so that position-based visual servoing can
be applied directly. Let us assume that a tracking algorithm
provides the position of a physical target t = (xt ,yt ,zt) in the
probe frame, and that this target is immobile in the reference
frame. Then, the interaction matrix that relates the variations
of the target’s position to the velocity screw v of the probe
can be written
Lt =
[−1 0 0 0 −zt yt
0 −1 0 zt 0 −xt
0 0 −1 −yt xt 0
]
. (11)
A target centering task can be formalized as the regulation
of st = ( xt zt )> to s∗t = 0. Note that the y-axis corresponds
to the depth direction, so that it is not desirable to constrain
the y-coordinate of the target. The interaction matrix for the
target centering task is simply deduced from (11) as
Lt =
[
−1 0 0 0 −zt yt
0 0 −1 −yt xt 0
]
, (12)
which defines a virtual linkage of class 4 [29]. Among the
possible generalized inverses of Lt , we can choose arbitrarily
Lgt =
[−1 0 0 0 0 0
0 0 −1 0 0 0
]>
, (13)
which corresponds to a pure translation motion. Then, noting
et = st − s∗t the visual feature error, (3) leads to
vt =−λtLgt et . (14)
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III. CONFIDENCE-DRIVEN CONTROL
A. Objectives
We define two different scenarios for confidence-driven
control. In the global scenario, the confidence-driven control
aims at maintaining an orientation which globally optimizes
the quality of the acquired images, without considering any
particular anatomy. A possible application of this scenario is
tele-echography, where the control of the probe is shared with
a clinician. In this example, the goal of the confidence-control
is to ease the manipulation of the probe by automating its
orientation, in order to ensure a good image quality. The tasks
involved in this scenario can be summarized as follows, in
decreasing order of priority:
1) Maintaining a constant contact force.
2) Optimizing the quality of the ultrasound image.
3) Applying the commands of the operator.
In the target-specific scenario, the confidence-driven control
aims at optimizing the image quality for a specific anatomical
target. In this scenario, we can consider applications where
the ultrasound acquisition is fully automatic, once the target
is defined. The tasks involved in this scenario can be defined
as follows, in decreasing order of priority:
1) Maintaining a constant contact force.
2) Maintaining the target centered in the image.
3) Optimizing the image quality at the target location.
B. Ultrasound Confidence Maps
Due to the specific process of ultrasound image formation,
the resulting images are not uniform in terms of quality. More
precisely, ultrasound waves undergo acoustic attenuation, ab-
sorption and diffraction when traveling through biological
tissues. The variation of image quality can be particularly
important when an abrupt change in acoustic impedance
occurs on the path of the wave. A commonly observed artifact
is shadowing, which corresponds to an important diminution
of the amplitude of the ultrasound wave due to the presence
of a strong attenuator. We represent the quality of the image
by a confidence map C : Ω −→ [0,1], such that, for a pixel
p ∈ Ω, C(p) is a measure of the confidence in the image
intensity I(p). Note that the purpose of the confidence map
is to estimate differences in signal quality within the image,
rather than to evaluate the quality of the image as a whole.
1) Graphical Representation: Karamalis et al. [22] define
C(p) as the probability that an echo originating from p
reaches one of the transducer elements. This probability map is
inferred from a graphical representation of the image (Fig. 3).
Specifically, a graph is constructed, whose nodes represent the
ultrasound image samples, and edges are weighted according
to ultrasound propagation constraints. Thus, the graph is a
simplified model of the physics of ultrasound propagation in
soft tissues. In particular, it models attenuation and absorption,
which are the main phenomena governing signal quality. For
two adjacent samples p, q along a scan line, the propagation
weight between p and q is defined as
wr(p,q) = exp(−β |Ǐ(p)− Ǐ(q)|), (15)
(a)
1 1 1 1
? ? ? ?
? ? ? ?




Fig. 3. Graph layout for the confidence map computation. (a) Ultrasound
image with the scan lines geometry highlighted in blue. (b) The corresponding
4-connected lattice. The first row corresponds to the pixels which are the
closest to the transducer array. Their confidence is set to 1. The last row
corresponds to the pixels which are the farthest away from the transducer array.
Their confidence is set to 0. Each edge is given a weight, which constrains
the ultrasound propagation along the radial (wr) and lateral (wl ) directions.
where Ǐ is the attenuated intensity, defined as
Ǐ(p) = I(p)exp(−αd(p)), (16)
d(p) being the depth of p. The parameters α and β control
the importance of acoustic attenuation and absorption, respec-
tively. The ultrasound beam width is modeled by allowing
lateral propagation as well. For two samples p, q at the
same depth and on adjacent scan lines, the propagation weight
between p and q is defined as
wl(p,q) = exp(−β (|Ǐ(p)− Ǐ(q)|+ γ||p−q||)), (17)
where γ is a parameter related to the beam width.
2) Resolution: Once the propagation graph is constructed,
the confidence estimation problem is solved using the random
walks algorithm [30]. This algorithm requires boundary con-
ditions, which are defined as follows:
• The confidence is 1 at the minimal depth.
• The confidence is 0 at the maximal depth.
Let n be the number of pixels in the image. We note (pi)i∈[|1,n|]
the list of pixels (in an arbitrary order). The weights of (15)
and (17) are used to define the graph Laplacian matrix Λ ∈
Rn×n such that, for (i, j) ∈ [|1,n|]2,
Λi, j =
 ∑q∈N (pi)
w(pi,q) if i = j
−w(pi,p j) if p j ∈N (pi)
0 otherwise
, (18)
where w(p,q) refers to wr or wl according to the configuration
of p and q, and N (p) is the set of neighbors of p. Let
c ∈ Rn be a vector representation of the confidence map. We
assume that c is ordered in such a way that known (K) values











where ΛK is the Laplacian matrix of the subgraph consisting of
nodes with known confidence values only, ΛU is the Laplacian
matrix of the subgraph consisting of nodes with unknown con-
fidence values, and B corresponds to the transitions between
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(a) (b)
Fig. 4. Drop-out artifact (in red), induced by a weak contact between the
ultrasound probe and the skin. (a) Ultrasound image. (b) Confidence map.
these subgraphs. The confidence map is obtained by solving
for cU the sparse linear system
ΛU cU =−B>cK , (20)
as described in [30].
C. Confidence Variations
The quality C(p) at a given pixel p depends on the path
traveled by the sound to reach p, and not only on local tissues
properties. There are two important examples which show the
dependence of the confidence to the global situation:
• When a drop-out artifact occurs (Fig. 4). That is, when
the ultrasound signal is lost due to a bad acoustic coupling
(weak contact or a lack of gel).
• When a strongly shadowing object, such as a bone,
is present in the image, inducing a local drop in the
ultrasound signal confidence.
In these cases, re-orienting the probe can improve the quality
of the ultrasound image.
Unlike the case of target position control, we do not have an
analytic way to link the variations of the confidence map to the
velocity screw. Therefore, we propose to construct a specific
feature, for which we can approximate the interaction matrix.
We start with some general observations before to detail the
choice of the confidence feature:
• A rotation around the imaging center of the probe is
equivalent to a shift in the scan lines, so that, under a pure
rotation around the imaging center, the confidence map
remains unchanged, up to a translation in polar space.
• A translation in the direction normal to the surface
influences the global quality of the image, but does not
influence the angular distribution of the confidence.
• Translations at the patient’s surface are more difficult
to predict. When scanning a relatively uniform region,
surface translations will not have a large impact on the
confidence map. However, in the presence of tissues
with different acoustic properties, the impact of such
translations could be larger. In practice, the influence of
the surface contact on the quality of the image is more
important than that of internal interfaces, so that the effect
of surface translations can be ignored in the design of the
control law.
1) 2D Case: Let us first consider the acquisition of a single
ultrasound frame by a convex probe. An in-plane rotation
around the imaging center is equivalent to a shift in the scan
lines, so that, neglecting the effect of translations,
Ċ(r,θ , t) = ωz
∂C
∂θ
(r,θ , t). (21)
It follows that a good feature to represent the distribution of
the confidence should depend only on the angular direction.
A natural choice would be to use the direction in which
the confidence is maximum. However, this feature would
be unstable, due to possible discontinuities of the argmax
function. Instead, we consider the angular coordinate of the
confidence-weighted barycenter, which consists in a weighted
average of all values of the confidence map, and is therefore






θC(r,θ , t)rdrdθ , (22)
where CΩ =
∫∫
(r,θ)∈Ω C(r,θ)rdrdθ . Thus, if we assume that
the mean image confidence is constant (ĊΩ = 0), we obtain
from (21) that, as shown in the Appendix,
θ̇c =−ωz. (23)
2) 3D Case: We now consider a wobbler probe, which
sweeps the transducer back and forth around the motor’s axis.
Given the geometry of the probe, the Cartesian coordinates
(x,y,z) of a point in the probe frame Fp can be expressed in
pseudo-spherical coordinates (r,θ ,φ), such as [26]
x = r sinθ , (24)
y = (r cosθ −∆R)cosφ +∆R, (25)
z = (r cosθ −∆R)sinφ , (26)
where ∆R is the offset between the imaging center O and the
axis of the probe’s motor (see Fig. 1). Note that a rotation
around the motor axis is equivalent to a shift in the frames.
Similar to (22), we compute the pseudo-spherical coordinates












φC(r,θ ,φ , t) |det(J)|drdθdφ , (28)
where
|det(J)|= r cos2 θ cos2 φ(r cosθ −∆R) (29)
is the determinant of the Jacobian of the transformation
from Cartesian to pseudo-spherical coordinates, and CΩ =∫∫∫
Ω
C(r,θ ,φ) |det(J)|drdθdφ . Under the same assumptions
as in the 2D case, the relation between the variations of φc
and the velocity screw in the probe frame can be written:
φ̇c = ωx. (30)
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D. General Confidence Control
We first consider the teleoperation scenario, where no
specific target is defined. In this case, the confidence control
task is to maintain an optimal orientation for the probe, and
the control of its position is left to the clinician. To this end,







and its desired value s∗c = 0, corresponding to the central scan
line. The goal behind this choice is to balance the distribution
of the confidence, and to maintain a high confidence in the
center of the volume. From (23) and (30), we can express the
interaction matrix as
Lc =
[ 0 0 0 0 0 −1
0 0 0 1 0 0
]
. (32)
For teleoperation, the control tasks are, in decreasing order
of priority, the force control task (e∗f ,L f ), the confidence
control task (e∗c ,Lc), and the execution of the clinician’s
commands (e∗op,Lop). From (4), the full control screw vgen
can be decomposed as
vgen = v f +vc +vop, (33)
where the force control screw component v f is defined in (10).
According to (9), the projection operator on ker(L f ) is
P f = diag(1,0,1,1,1,1), (34)
and we see that the force and confidence tasks are decoupled,
because LcP f = Lc and Lcv f = 0. This was expected, because
the two tasks involve different axes. Therefore, the contribution




where the generalized inverse of Lc is defined as
Lgc =
[ 0 0 0 0 0 −1
0 0 0 1 0 0
]>
. (36)
The projection operator on the null-space of (L f ,Lc) is
Pc = diag(1,0,1,0,1,0). Therefore, the operator controls the
3 remaining degrees of freedom, which correspond to the
translations on the patient’s surface and the rotation around
the depth axis.
E. Target-Specific Confidence Control
We now consider the target tracking scenario, where the goal
is to maintain the visibility of a specific anatomical target.
The target is tracked in the ultrasound image, and we note
the coordinates of its barycenter in the probe frame (xt ,yt ,zt)
in Cartesian coordinates, and (rt ,θt ,φt) in pseudo-spherical
coordinates. The task is to maintain a good image quality at
the location of the target. Therefore, we define the feature







which corresponds to the two angles between the target and
the confidence barycenter. The desired value of this feature
vector is s∗c = 0. With this new choice of visual features, the
interaction matrix Lc has to be modified to account for the

























Note that, setting φt = 0 in the first line of Lc, we obtain the
interaction matrix for the case of a 2D probe, as in [2].
The three control tasks that we consider are, in decreasing
order of priority, the force control task (e∗f ,L f ), the target
centering task (e∗t ,Lt), and the confidence control task (e∗c ,Lc).
Therefore, the control screw vspe for the target-specific confi-
dence control can be decomposed as
vspe = v f +vt +vc. (39)
The target tracking component of the control screw is
obtained from (4) as
vt = P f (LtP f )g(ė∗t −Ltv f ), (40)
which simplifies to
vt = Lgt ė∗t , (41)
since this task is decoupled from the force control task. Using
the generalized inverse Lgt defined in (13), the projection
operator on ker(L f ,Lt) is obtained from (5) as
P f ,t =

0 0 0 0 −zt yt
0 0 0 0 0 0
0 0 0 −yt xt 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 . (42)
Then, the component of the velocity screw corresponding
to the quality optimization task can be written:
vc = P f ,t(LcP f ,t)g(ė∗c−Lc(v f +vt)). (43)
To simplify the resulting expression, let us consider the
interaction matrix at the desired pose, as it is usually done
in the literature [31]. We define














to replace Lc in (43), and we obtain the final velocity screw
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Note that this is only a particular solution, to which one
can add any element of the null space ker(L f ,Lt ,L∗c), i.e.,
any scalar multiple of (−zt 0 xt 0 1 0 )>.
F. Region Tracking by Virtual Servoing
In Section III-E, we have assumed, that some algorithm
provided the position of a target in the ultrasound image. We
now expose the specific method used in this work. Considering
the application, we are interested in a tracking algorithm that
is fast and robust, rather than in a precise delineation of a
target’s contour. Therefore, we define a region of interest R
in the image, which we wish to maintain visible. Following
the approach recently proposed in [32], we perform a virtual
servoing of the region of interest. That is, we control the
position of R within the ultrasound volume, as one would do
with a physical sensor. Using a intensity-based visual servoing
approach, the visual feature is defined as
strack = (I(p))p∈G(R), (46)
where G(R) is a regular grid over R. According to [32], the
interaction matrix for a component I(p) can be written
LI(p) = [ ∇Ix ∇Iy ∇Iz
y∇Iz− z∇Iy −x∇Iz + z∇Ix x∇Iy− y∇Ix ] , (47)
where (x,y,z) are the physical coordinates corresponding to the
point p, expressed in a frame attached to the region of interest,
and ∇Ix, ∇Iy, ∇Iz are the image gradients along the directions
x, y, and z at this point. The full interaction matrix Lstrack
corresponding to the feature strack is obtained by stacking the
interaction matrices for all points in G(R). Then, the position
of the region of interest is optimized by running a virtual servo




where λtrack ∈R+ is a control gain, L†strack is the Moore-Penrose
pseudoinverse of Lstrack , and s
∗
track is the initial value of strack.
G. Implementation Details
With a 2D ultrasound probe, B-mode frames can typically
be acquired with a frame rate of about 30 Hz. This is compa-
rable to the frame rate of a video camera, and it is sufficient
to implement a visual control loop. With a wobbler probe,
however, the acquisition of a volume takes about 1 s. Defining
the visual control loop with this period leads to a poorly
reactive system.
Instead, we propose to update the visual control loop con-
tinuously during the volume acquisition. Let us consider, for
instance, the computation of the angular confidence moment θc
defined in (27). It involves the summation, over the volume, of
the quantity θC(r,θ ,φ , t)|det(J)|. The confidence map C can
be computed frame-by-frame, rather than from the complete
volume. Then, storing in a buffer the current representation
Cbuffer of the volumetric confidence map, a new confidence
frame Ck leads to the following update of θc, for each i, j:
θc← θc +θ |det(J(i, j,k))|(Ck(i, j)−Cbuffer(i, j,k)), (49)
whereupon the k-th frame of Cbuffer is replaced with Ck.
IV. RESULTS
A. Experimental Setup
1) Equipment: For the experiments, we used a KUKA
LWR iiwa R800 (KUKA Roboter GmbH, Germany), which
has internal torque sensors in each joint. A 4DC7–3/40 convex
ultrasound probe (Ultrasonix Medical Corporation, Canada)
was rigidly attached to the robot’s end-effector. For exper-
iments on phantom, we used a CIRS Multi-Purpose Multi-
Tissue Ultrasound Phantom (model 040GSE, Computerized
Imaging Reference Systems, Inc (CIRS), USA). The ultra-
sound data were grabbed from the ultrasound scanner via
Ethernet and processed on a workstation.
2) Implementation: The image processing and control al-
gorithms were implemented in C++, using the Visual Ser-
voing Platform (ViSP) library [33]. The application, with
graphical user interface (GUI) and thread management, was
implemented using the Qt library. The GUI contained widgets
dedicated to the teleoperation of the robot by the user. Com-
munication with the robot’s controller was achieved through
the Robot Operating System (ROS) software platform [34].
In order to achieve a reactive closed-loop control, we use
multi-threading. The following components operate in parallel:
• The grabber thread is responsible for grabbing the pre-
scan ultrasound images. When a new prescan image is
available, the grabber sends it to the main thread. Thus,
the visual servoing control law is updated at the same
rate as the data acquisition rate.
• The main thread is in charge of user interaction, display,
computation of the visual features and control law. It also
takes care of the management of the other threads.
• The converter thread takes care of the conversion of
ultrasound images and confidence map from prescan to
postscan format.
• The tracker thread is responsible for target tracking.
• The confidence thread performs the estimation of the
confidence map.
• The control thread implements the control of the robot. It
translates the desired Cartesian control velocity into joint
velocities, and it is in charge of force control. In order
to have a responsive force control, the joint velocities are
updated every 5 ms.
3) Control Parameters: For each control task, there is a
gain parameter tunable by the user. These gains (λ f , λt , λc)
govern the convergence rate and the stability of the system.
In our experiments, satisfying gain values were found experi-
mentally. Stable behavior at convergence without disturbance
was obtained for λ fk ≤ 2.0×10−3 m ·N−1 · s−1, λt ≤ 1.0s−1
and λc ≤ 1.0s−1. Note that these are the maximum gain values
that we tested experimentally. The acceptable range of gain
values also depends on the robot’s properties and the low-
level controller. If a model of the robot (inner loop dynamics
and input/output delays) is available, it is possible to derive an
upper bound on the gain values to ensure local stability. The
interested reader can refer, e.g., to [35]. For security reasons,
we limited the control velocities to 5mm · s−1 in translation,
and 5 ◦ · s−1 in rotation.
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B. Convergence Evaluation
We start with an experimental evaluation of the convergence
of the proposed control laws in a static environment.
1) Global Confidence-Driven Control: First, let us consider
the global confidence-driven control framework presented in
Section III-D. We recall that the aim of this control framework
is to globally optimize the image quality, by adjusting the
orientation of the probe. No target tracking was performed in
this experiment. In [1], we presented similar results for the
in-plane control only. We reproduced the experiments with
the complete control law for a 3D control of the probe. For
this experiment, the probe was placed at an angle from the
normal of the surface, barely in contact [Fig. 5(a)]. Then, the
control law was activated, and we let the system converge
in a static environment. The system systematically converged
to such a position that the probe was roughly orthogonal to
the phantom’s surface [Fig. 5(b)]. With the confidence control
gain λc = 0.8s−1, the mean absolute final feature error were
0.12◦ for θc and 0.23◦ for φc. The evolution of the confidence
feature errors and the contact force during convergence is
represented in Fig. 6. For comparison, the angle between two
consecutive scan lines is 0.61◦, and the angle between two
consecutive frames is 1.46◦. As a result, the accuracy is of the
same order of magnitude as the image resolution. Therefore,
our system successfully regulates the angular features to their
desired value with high accuracy, and the robotic system has
the expected behavior.
2) Target-Specific Confidence Control: Let us now study
the convergence of the target-specific confidence-driven con-
trol, which was presented in Section III-E. For these exper-
iments, the probe was placed at an angle from the normal
to the surface, such that the phantom contents was partly
visible in the image [Fig. 7(a)]. Then, a region of interest was
manually selected in the live ultrasound view, and the control
law (45) was activated. The region of interest was tracked
using the intensity-based approach described in Section III-F.
The system converges as expected to such a position that the
region of interest is centered in the field of view and the probe
is roughly orthogonal to the surface normal [Fig. 7(b)].
In order to study the accuracy at convergence for different
gain settings, we performed 5 series of 5 experiments each,
with different values for λ fk , λt , and λc. In each series,
labelled A, B, C, D, E in Table I, the control gains were
kept constant across experiments. The initial configuration for
the experiments was such that the initial contact force ranged
from 3.7 N to 4.6 N, the initial target feature error ranged from
4.3 cm to 5.6 cm, and the initial angular confidence feature
error ranged from 1.0◦ to 7.8◦. We report the mean and
standard deviation of the absolute feature errors at convergence
for each series in Table I.
We observe that the force control gain impacts the con-
vergence accuracy of the contact force feature. On the other
hand, the control gains for the target centering and confidence
control tasks did not have any significant impact on the
convergence accuracy of the associated features.
The evolution of the features during one of the experiments
of series E is presented in Fig. 8. In this example, the
(a)
(b)
Fig. 5. 3D global confidence-driven control. (a) Initial configuration – the
probe is not fully in contact with the phantom. (b) The system has converged,






































Fig. 6. Convergence of the global confidence-driven control in a static
environment. (a) Confidence feature errors eθ (—) and eφ (—) in degrees.
(b) Contact force s f in Newtons.
mean final feature errors were 0.19 N for the force control
task, 130 µm for the target centering task, and 1.0◦ for the
confidence control task. Compared to the image resolution,
these results indicate that our system can reach high accuracy
simultaneously for target centering and confidence control.
C. Reaction to Disturbances
We now present the results of experiments aimed at testing
the reaction of the system to disturbances such as shadowing
or motion.
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TABLE I
ABSOLUTE FEATURE ERRORS AT CONVERGENCE FOR THE TARGET-SPECIFIC CONFIDENCE-DRIVEN CONTROL WITH DIFFERENT GAIN SETTINGS
series
λ f
k (mm ·N−1 · s−1) λt (s−1) λc (s−1) |e f | (mN) |et | (µm) |ec| (◦)
A 1.0 0.2 0.3 56±39 60±25 0.31±0.10
B 2.0 0.4 0.4 253±43 67±30 0.28±0.17
C 2.0 0.6 0.6 256±52 74±51 0.21±0.06
D 2.0 0.8 0.8 223±42 67±44 0.25±0.15




Fig. 7. Target-specific confidence-driven control. (a) Initial configuration.
(b) The system has converged. The target is centered, and the image quality is












































Fig. 8. Convergence of the target-specific confidence-driven control in a static
environment. (a) Confidence feature error θc in degrees. (b) Target centering
error et in millimeters.
1) Global Confidence-Driven Control: We first describe an
experiment illustrating the behavior of the global confidence-
driven controller in the presence of shadows. To this end, a
band of paper was manually inserted between the probe and
the surface of the phantom, thus generating a strong shadow in
the ultrasound image (Fig. 9). The band of paper was inserted
and withdrawn on different sides of the probe. As a result, our
system automatically reoriented the probe in order to avoid the
shadowed area. We refer the reader to the supplementary video
for a demonstration. The evolution of the confidence features
is represented in Fig. 10, where the 4 gray areas correspond
to the 4 shadow generations:
• At t = 21s, the band of paper was inserted on the right1
[Fig. 5(c)], resulting in a negative shift of θc, which
triggered an in-plane rotation of the probe. Similarly,
when the band of paper was withdrawn at t = 27s, we
observed a positive shift of θc, and the probe moved
back to its original position. During this perturbation, the
largest absolute deviation of the features was 3.12◦ for
θc and 0.84◦ for φc.
• From t = 33s to t = 37s, the band of paper was inserted
at the rear of the probe, inducing a perturbation of φc.
• From t = 45s to t = 50s, the band of paper was inserted
on the left of the probe, inducing a perturbation of θc.
• From t = 57s to t = 61s, the band of paper was inserted
at the front of the probe, inducing a perturbation of φc.
The results of these 4 perturbations are summarized in Ta-
ble II. We observe that the absolute deviation is significantly
higher for the feature which corresponds to the direction of
1The terms right, left, rear and front refer to the viewpoint of Fig. 5.
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Fig. 9. 3D global confidence-driven control – A shadow is generated using
a paper band, which is inserted between the probe and the phantom by the






















Fig. 10. Evolution of the confidence feature errors θc (—) and φc (—),
in degrees, during a shadow avoidance experiment under global confidence-
driven control.
the perturbation (highlighted in bold). Thus, this experiment
validates the discriminative power of the chosen features.
2) Target-Specific Confidence Control: Let us now con-
sider the target-specific confidence-driven control. In order to
test the tracking capability of the system, we disturbed its
equilibrium by manually moving the phantom. In addition,
we used the same method as previously, with a paper band,
to generate shadows in the ultrasound image. We refer the
reader to the video supplied as supplementary material for
a demonstration of the experiment. The evolution of the
confidence and target features is represented in Fig. 11, where
the gray areas correspond to the periods of disturbance:
• Motion: The phantom was manually moved [Fig. 7(c)]
forward (24s < t < 33s) and backward (34s < t < 47s).
The robot automatically compensated by moving the
TABLE II
MAXIMUM ABSOLUTE DEVIATION OF THE ANGULAR CONFIDENCE
FEATURES DURING 4 DIFFERENT PERTURBATIONS OF THE SYSTEM.
VALUES IN BOLD CORRESPOND TO THE MAIN DIRECTION OF THE
PERTURBATION
direction start end max |eθ | max |eφ |
right 21 s 27 s 3.12◦ 0.84◦
rear 33 s 37 s 1.42◦ 6.55◦
left 45 s 50 s 4.51◦ 1.60◦















































Fig. 11. Evolution of the features under a target-specific confidence-driven
control. The gray parts correspond to the periods during which a perturbation
was applied to the system (motion to the right, motion to the left, shadow on
the right and shadow on the left). (a) Confidence feature error θc in degrees.
(b) Target centering error et in millimeters.
TABLE III
MAXIMUM ABSOLUTE FEATURE ERRORS DURING 4 DIFFERENT
PERTURBATIONS OF THE SYSTEM. VALUES IN BOLD CORRESPOND TO THE
FEATURE WHICH WAS SPECIFICALLY EXCITED BY THE PERTURBATION
perturbation start end max |ec| max |et | max |e f |
motion right 24 s 33 s 1.04◦ 11.26mm 1.47 N
motion left 34 s 47 s 0.77◦ 8.34mm 0.95 N
shadow left 53 s 62 s 2.35◦ 0.18 mm 0.95 N
shadow right 70 s 79 s 3.89◦ 0.18 mm 0.86 N
probe along, while keeping an optimal orientation. The
maximal target tracking error was 11.25 mm, and the
maximal confidence feature error was 1.04◦.
• Shadowing (53s < t < 62s) and (70s < t < 79s): Similar
to Section IV-C1, a band of paper was manually inserted
between the probe and the phantom [Fig. 7(d)] in order
to generate an important shadow. The robot automatically
compensated by changing the orientation of the probe,
while keeping the region of interest centered. The maxi-
mal confidence feature error was 3.89◦, and the maximal
tracking error was 0.18 mm.
The maximal feature errors of the 3 tasks for each perturbation
are reported in Table III. We observe a good decoupling of the
different tasks. In particular, the effect of shadow compensa-
tion on the target positioning task is negligible (0.18 mm).
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D. Tracking Quality Evaluation
We propose an investigation of the impact of our
confidence-driven control scheme on the tracking quality.
To this end, we use the normalized correlation between the
intensities strack in the tracked region of interest and those of







where s̄ and σ(s) are the mean and standard deviation of
s, respectively. The normalized correlation ρ takes values in
[−1,1], where 1 denotes a perfect correlation, 0 denotes a total
decorrelation, and −1 denotes a perfect anti-correlation. Note
that the normalized correlation can account both for tracking
errors and for a decrease in the signal quality. Therefore, it is
an interesting tool to measure the tracking quality.
To assess the impact of confidence control on the tracking
quality, we compared the normalized correlation obtained after
convergence in a series of experiments, with and without
confidence control. In these experiments, we tested different
initial configurations, by defining the target as a 60× 60
pixels region of interest at 5 mm, 10 mm, 25 mm, and 50 mm
from the central scan line. The probe was placed close to
the rib cage, so that important shadows could be generated
during the experiments. In order to ensure a fair comparison
between the results obtained with target positioning only and
with combined target positioning / confidence control, the
same initial configuration was used in both cases. For each
configuration, we run the experiment 10 times.
The results of these experiments are summarized in Fig. 12
as a box-and-whisker diagram representing the minimum, first
quartile, median, third quartile, and maximum normalized
correlation obtained for each series of experiments. In some
cases, the tracking algorithm lost the target due to shadowing
and could not recover. This happened 15 times out of 40 for
the target positioning without confidence control, and 2 times
out of 40 with our confidence control. In such a case, we
considered the normalized correlation with the initial template
to be zero, so that the occurrence of failure cases is clearly
visible in Fig. 12. Note that for target positioning without
confidence control with the target initialized at an offset of
25 mm, all trials failed.
These results show an improvement of the final normalized
correlation when using confidence control for target position-
ing, compared to target positioning alone. The number of
tracking failures was also significantly lower with confidence
control. This suggests that confidence control can indeed
improve target tracking.
In order to illustrate the benefit provided by confidence
control during target tracking in a non-static environment,
we performed another experimental comparison where dis-
turbances (motion, shadowing) were applied to the phantom.
In both experiments, the target was initialized manually in a
region with high confidence. Results are displayed in Fig. 13,
where the gray areas correspond to external disturbances
(see the corresponding video sequence). We observe that the



















initial target offset (mm)
tracking only
with confidence control
Fig. 12. Normalized correlation between the initial region of interest and
the tracked target at convergence, for different initial positions of the target,
without and with confidence control. Ten trials were performed for each target
configuration. The boxes indicate the first and third quartiles, the whiskers
indicate the minima and maxima, and the black lines indicate the median








































(b) With confidence control
Fig. 13. Evolution of the normalized correlation between the tracked target
and the initial template, (a) without and (b) with confidence control.
stable, at 0.78±0.02. On the other hand, without confidence
control, the normalized correlation took significantly lower
values and varied greatly (0.53±0.15) when the phantom was
moved. This is because nothing prevented the target region
from being shadowed.
To better visualize the evolution of the normalized correla-
tion, we have colored the target region according to the value
of ρ in the video. The color of the rectangle is set, in RGB
format, as (1−max(ρ,0),max(ρ,0),0), so that the rectangle
is red when ρ ≤ 0, green when ρ = 1, and its color varies
continuously in between.
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E. Experiments on Human
We now present the results of experiments performed on a
human volunteer. The purpose was to validate the proposed
control framework in real conditions. In particular, the system
now has to cope with breathing and tissue motion.
For these experiments, we used the force controller provided
by the KUKA software in order to guarantee the safety of the
procedure. The desired contact force was set to 2 N, which was
sufficient to obtain a satisfying image quality. The confidence
control gain was set to λc = 0.8s−1.
Thereafter, we present the results of two experiments: one
with normal breathing, where we use our system for teleop-
eration, and one with heavy breathing, in order to test the
robustness of the system to large motion.
1) Normal breathing: The volunteer was asked to breath
normally. The breathing period was approximately 3 s, with
an average vertical amplitude of 4 mm. The probe was placed
vertically above the abdomen [Fig. 14(a)]. Force control
was first activated, followed by the global confidence-driven
control law. After initial convergence, the feature errors were
0.58◦±0.31◦ for θc (in-plane orientation), and −0.33◦±0.02◦
for φc (out-of-plane orientation). Then, the operator moved
the probe towards the right side of the patient. Consequently,
the system automatically tilted the probe in order to follow
the curvature of the body surface. As a result, the visibility
of the tissues was maintained across the field of view of the
probe [Fig. 14(b)]. Finally, the operator moved the probe back
towards the center of the abdomen, and the robot titled back
in the opposite direction [Fig. 14(c)]. During the teleoperation,
the maximum confidence feature errors were 3.0◦ for θc and
2.6◦ for φc. The evolution of the confidence feature errors
during the experiment is represented in Fig. 15. These results
show that our confidence-driven controller is able to adapt the
orientation of the probe in order to maintain a good acoustic
coupling. The maximum confidence feature error (3◦) was
small compared to the field of view of the ultrasound probe
and the rotation applied to the probe.
2) Heavy breathing: In a second experiment, the volunteer
was asked to breath heavily. The purpose of this experiment
was to assess the system’s capability to adapt the orientation
of the ultrasound probe when large motions occur. The probe
was placed vertically above the abdomen. Again, force control
was activated first, followed by confidence control. The patient
had a breathing period of approximately 6 s, with an amplitude
of 4 cm along the elevation axis (Fig. 16). Breathing also
impacted the optimal scanning direction, so that the system
automatically re-oriented the probe, following the breathing
pattern. We report in Fig. 17 the confidence feature errors
during the experiment. Thanks to confidence control, the
confidence feature errors were kept below 3.2◦ for θc, and 1.6◦
for φc. Therefore, we did not observe any significant increase
in the confidence feature error, compared to the experiment
performed under normal breathing. This shows that our system
is able to compensate for large motions.
V. CONCLUSION
We have presented a framework for controlling the pose of




Fig. 14. Confidence-optimized tele-echography on a human volunteer –
frontal abdominal scan – normal breathing. (a) Initial position. (b) The
operator moves the probe towards the right side of the patient (t = 21s).





















Fig. 15. Evolution of the confidence feature errors θc (—) and φc (—), in
degrees, during a tele-echography on a human volunteer – frontal abdominal
scan – normal breathing.




















Fig. 16. Position of the probe along the z-axis (altitude) in the reference





















Fig. 17. Evolution of the confidence feature errors θc (—) and φc (—),
in degrees, during an ultrasound acquisition on a human volunteer – frontal
abdominal scan – heavy breathing.
shown how this confidence-driven control can be combined
with force control and an image control to design (i) a quality-
optimized tele-echography system or (ii) an autonomous track-
ing system which maintains the visibility of an anatomy of
interest. The results obtained on phantom show that:
• Confidence-driven control can provide a robotized ultra-
sound system with the ability to avoid drop-out artifacts
and important shadowing.
• Confidence control can be combined with force and
position control in a decoupled manner.
• Using confidence control during the tracking of a region
of interest improves the tracking quality.
Moreover, the results of experiments performed on a human
volunteer indicate that our control framework is applicable in
real conditions, and is robust to perturbation motion.
The confidence-driven control is designed as a subtask
which aims at improving other functional tasks. The use of
the redundancy framework emphasizes the modular nature of
the different tasks, and, while we have presented in this paper
some specific implementations, our confidence-driven control
could be useful in other applications as well. For instance, the
target-specific confidence control could easily be adapted to
optimize the imaging quality along a path, in order to perform
an autonomous scan of a larger region of interest.
Another direction for future research is the definition of
the confidence map. In this work, we used the random walk
model introduced in [22]. While this approach provides a
good indication of ultrasound signal quality, it only partially
models the complex properties of ultrasound propagation.
More elaborate models, using for instance an analysis of
the radio frequency signal, could be used instead, without
modifying the control part of our framework.
Finally, the results of experiments performed on a volunteer
are encouraging for a potential future clinical study.
APPENDIX
We show how the time derivative of the feature θc defined
in (22) was obtained. Under the assumption ĊΩ = 0, the time






θĊ(r,θ , t)rdrdθ , (51)


































C(r,θ , t)dθ , (54)
where the term [θC(r,θ , t)]θmax
θmin
, corresponding to the image
borders, can be neglected. Indeed, the confidence at the limits
of the field of view is typically lower than inside the field
of view, and θmax − θmin < π , so that [θC(r,θ , t)]θmaxθmin ∫
θmax
θmin
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Univ. Lübeck, Lübeck, Germany, 2013.
[20] N. El-Zehiry, M. Yan, S. Good, T. Fang, S. K. Zhou, and L. Grady,
“Learning the manifold of quality ultrasound acquisition,” in Medical
Image Computing and Computer-Assisted Intervention – MICCAI 2013,
K. Mori, I. Sakuma, Y. Sato, C. Barillot, and N. Navab, Eds. Berlin,
Heidelberg: Springer Berlin Heidelberg, 2013, pp. 122–130.
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