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Abstract
Over the last few decades, there has been considerable interest in gravity waves in 
stratified (variable density) flow over topography. This has been motivated in the main by 
studies o f windflow in the atmosphere, where gravity wave propagation and wave overturning 
can influence considerably the results o f both large scale meteorological models and smaller 
models based on specific sites. Most experimental and theoretical work, however, has involved 
studies o f stably stratified fluids flowing over isolated topography o f carefully calculated 
functional form.
This thesis is in two main parts: the first is a literature review, containing an introduction 
to some o f the parameters appropriate to the classification o f stratified flows and a review o f 
some o f the more prominent studies that have been conducted using various approximations to 
the governing equations o f motion. These include Linear theory. Long's Model, anelastic 
approximations and incompressible models (both weakly and fu lly  nonlinear). This section also 
contains brief introductions to turbulence models and experimental studies.
The second part o f this thesis reports on research conducted into the implementation o f a 
viscous upper layer boundary condition (designed to absorb any vertically propagating waves) in 
the standard Surrey stratified flow  numerical codes. The results o f testing the modification for 
two dimensional high Reynolds number flows over a fence and short and long cosine hills are 
presented, with conclusions and a number o f further suggestions made in the final chapter.
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Chapter 1: Introduction
This study w ill focus on the effects o f the flow  o f a stratified (i. e. variable density) flu id  
over topography, the results o f which are relevant to a broad range o f topics.
Possibly the widest use o f studies o f stratified flows is made in meteorology, w ith the 
stratification o f the atmosphere being caused mainly by temperature variations, induced 
primarily by solar radiation. With the difficulties associated with weather prediction and long 
term climate change, it is important to characterize the effects caused by localized topography, 
with the drag on the atmosphere being influenced strongly by such effects, for example. Studies 
involving smaller scales are also extremely important, site studies predicting pollutant dispersal 
and airflow over and around buildings and hills being quite common.
Stratification also plays a very important role in the seas and oceans o f the world, with 
the density variation being caused by both salinity and temperature variation. Considerable effort 
has been made to understand global circulation patterns and it is known that the form o f sea-floor 
topography has considerable influence upon this. An interesting area o f recent research concerns 
the behaviour in tidal channels, where saline sea-water is overlaid with comparatively light 
freshwater. Such tidal channels are known to occur in Norwegian Qords, amongst other places. I t  
is most common to study the flow  o f a stably stratified fluid, i.e. one in which the density 
decreases with height, which is the configuration normally encountered in nature.
The most obvious way to study these phenomena is by direct observation o f their 'natural 
occurrence.' There are, however, considerable difficulties associated with performing such 
observations. In order to achieve a detailed study, a large number o f measurements o f variables 
such as pressure, density, velocity and temperature must be made at many locations, thus 
requiring a colossal effort on the part o f the researchers. Conditions in such an environment are, 
however, very hard to predict, and so experiments and observations are very d ifficu lt to repeat 
and verify. Data acquisition may assume a number o f forms: 'markers' o f one form or another 
may be injected into the fluid upstream o f the main region o f interest to reveal flow  patterns, 
while solid particles may be used in similar fashion to produce characteristic dispersion patterns 
on the ground. More accurate data may be obtained at pre-selected locations using recording 
devices such as the anemometer. This can be supplemented by data from radiosondes (balloon
borne packages containing simple measuring devices, see Corby (1957) for example), while in 
previous years infonnation was obtained on a much larger scale from rocket-sondes (i.e. sondes 
which are released from rockets at high altitude - up to 90 km - and descend suspended from a 
parachute while recording data. In recent years this has become a seldom used technique on the 
basis o f cost). Radar and satellite information is also extremely important for the larger scale 
(usually meteorological) models, while data can also be obtained using aircraft equipped with the 
appropriate measuring equipment. Such a technique was employed to record data during an 
extremely important field study performed at Boulder, Colorado in 1972 (Klemp and L illy  
(1975)), where measurements indicated the occurrence o f extremely strong winds on the 
sheltered lee side o f a mountain ridge line in the Rockies.
Such downslope windstorms have been the focus o f considerable research efforts over 
the last two decades. Similar events (but not equivalent, see Baines (1995) or Smith (1979)) are 
known as foehns and boras. A  foehn is a downslope wind on the lee side o f a mountain, which 
causes air temperature to increase. Examples o f this include the Foehn in the Alps (see Godske et 
al. (1957)), the Chinook in the North American Rockies (see Brinkman (1971)) and the Santa 
Ana in California (see Sergius et al. (1962)). The bora is similar, but causes air temperature to 
fall. Examples include the Tehuantepec south o f the Sierra Madras, Mexico (see Godske et al. 
(1957)). Smith (1979) suggests explanations for the appropriate temperature change, including 
exchanges in latent heat as the air rises to pass over the mountains, or exchange o f air at higher 
levels having different potential temperature (the definition o f which is in the next chapter). 
Other important studies using data from aircraft measurements include the European study o f 
Cruette (1976), the ALPEX study (ALPine Experiment), see Davies and Philips (1985) or 
Hafner and Smith (1985), or Smith's (1987) study o f the Yugoslavian Bora.
As a result o f the difficulty o f repeating ambient conditions for fu ll scale observations, 
laboratory experiments are generally more common. The latter generally fa ll into two main 
categories, namely windtunnel and towing tank experiments. These are described in more detail 
in Chapter 5, but they still suffer from similar data acquisition problems to those o f fu ll scale 
observations.
In an attempt to overcome the difficulties associated with field and laboratory studies 
considerable efforts have been made to try to predict flow patterns via close examination o f  the
equations governing fluid motion. Such studies can be divided into analytic and numerical 
models. The former are an attempt to obtain explicit functional solutions describing the flows, 
but as a result o f the inherent nonlinearity o f the equations, very restrictive assumptions must be 
made in order to produce such solutions. These solutions are therefore quite limited, although 
they can appear to yield good qualitative descriptions o f the flow  field even when not strictly 
valid. The numerical models are normally finite difference approximations to the governing 
partial differential equations, solved on a carefully prepared 'mesh* o f gridpoints which cover the 
region o f interest.
The question o f whether theoretical and numerical results exist to support laboratoiy 
experiments and field obseiwations (or vice-versa) is not one which has an easy answer, both 
types o f study having advantages and disadvantages. On one hand, theoretical results can provide 
descriptions o f all variables at every point in the fluid, while (for simple flow configurations) 
being comparatively cheap ( i f  not necessarily easy) to produce, and not subject to problems o f 
repeatability. More complex flow configurations require more complicated models and hence 
more computing power: the computations o f Miranda and James (1992) for example were 
performed on the University o f London Cray Computer. Boundary, initial and upstream 
conditions are easy to impose (although it should be noted that the appropriate choice o f 
boundary condition can be a sensitive and crucial issue), making such studies quite flexible. The 
main problems associated with such models include turbulence modelling and the fact that they 
require verification before being used with any confidence: such verification can o f course only 
come from field observations, laboratory experiments or previous theoretical results.
On the other hand, laboratory and field studies are direct studies o f flu id behaviour, not 
subject to simplifying approximations and assumptions or to problems associated with numerical 
solution procedures (such as the failure o f an iterative finite difference calculation to reach a 
solution). Apart from the problems o f data acquisition already alluded to, a number o f important 
issues make these studies less attractive. These include problems associated with determining the 
initiation time, precise location and duration o f specific events, the sheer physical size o f 
appropriate experimental facilities and their maintenance and running costs, and intrusive 
experimental techniques (i.e. the danger o f affecting the results by disturbing the flow  w ith 
measuring instruments). Recent developments have allowed velocity measurements to be made 
using laser techniques, but other measurements such as pressure are still fraught with difficulties.
It is nevertheless very clear that numerical and theoretical models require laboratory and field 
experiments (at the very least for the purpose o f verification), while the latter are unable to give a 
complete picture o f flow dynamics. It may be anticipated, therefore, that both types o f study w ill 
continue to be used extensively, with developments in both leading to improved reliability, 
flex ib ility  and cost-effectiveness.
An assumption which has been incorporated into several theoretical and laboratoiy 
models is that the flow may be described by a two dimensional model (being the vertical and 
'along-flow' directions). Generally speaking this is true for flows which are normal to long 
ridges, i. e. obstacles that are uniform in the 'across-flow' direction. Using a simple exchange o f 
energy argument (Sheppard (1956)), one can show that fluid near the lower boundary may not 
have enough energy to pass over the obstacle. For two dimensional flow, this flu id would remain 
on the windward side o f the obstacle, essentially motionless. This is known as blocking, and as 
time progresses, the blocked region may extend further upstream. In contrast, for the three 
dimensional configuration, the fluid would typically split and pass around the obstacle on either 
side, potentially giving rise to vortex shedding (see Hunt and Snyder (1980), for example). 
Sheppard (1956) argues that upstream in such a configuration one may define a 'dividing 
streamline' above which all the flu id passes over the top o f the hill, and below which all the fluid 
splits and passes around the obstacle. This concept is examined in slightly more detail in Chapter 
5. There is therefore an important fundamental difference between two and three dimensional 
flows, although other phenomena, such as wave breaking (or streamline overturning) may be 
anticipated for both configurations.
A  factor which affects meteorology and oceanography, but which is normally neglected 
in smaller scale studies is the effect o f the rotation o f the Earth, producing a Coriolis force 
measured by the Rossby Number. A large Rossby Number indicates that Coriolis forces are 
insignificant compared with inertial forces. As noted in Baines (1995) for example, rotational 
effects may be neglected in the atmosphere for flows which last for a few hours only and have 
length scales o f tens o f kilometres (for oceanic flows the length scale is several hundred metres, 
as a result o f the lower fluid velocities). For the remainder o f this work, the effects o f rotation 
w ill be neglected.
For more detailed reviews o f the background o f stratified flows, the reader is 
recommended to read the summaries contained in Turner (1973), Smith (1979, 1989) or Baines 
(1995).
This thesis is separated into two main sections. The first section consists o f a literature 
review, with Chapter 2 introducing the governing equations and a number o f important 
parameters, and looking briefly at Linear theory. Chapter 3 focuses on theoretical studies which 
have incorporated Long's Model, while Chapter 4 examines a number o f models using nonlinear 
theories, including weakly nonlinear, anelastic and incompressible models. Chapter 5 focuses on 
laboratory studies in a similar fashion. Chapters 6 and 7 deal with two particular aspects o f 
numerical models, namely turbulence modelling and boundary conditions respectively.
The second section focuses on the implementation and testing o f an energy absorbing 
viscous upper layer modification to the University o f Surrey codes, SLAM and SWIFT. Chapter 
8 presents the theory and motivation for such an absorbing layer, while Chapter 9 contains the 
results o f testing the two dimensional code with various obstacles, namely fence, and short and 
long cosine hills. Chapter 10 presents some conclusions and suggestions for future work.
SECTION 1: LITERATURE REVIEW
Chapter 2: Basic Definitions and Key Parameters
The definitions within this chapter are generally those used in standard theory (although 
some adjustment to notation has been necessary), good sources being Turner (1973), Haltiner 
and Williams (1980), Y ih (1980) and Baines (1995) among others.
Most work in connection with stratified flows has begun by assuming that the motion 
may be described by writing:
O(jc,0 = ô(z) + <D'(jc,0,
where 0  refers to any flow  variable. In essence this assumption states that there is some 
background reference flow  described by the variables 0 , dependent upon the height z only.
The background state is normally considered to be both inviscid and hydrostatic. The 
latter o f these assumptions refers to the pressure variation when the fluid is in a state o f neutral 
equilibrium, so that at every point the weight o f a flu id element is exactly balanced by the 
pressure acting upon it. For variations in the density p, the hydrostatic equation is then:
p{z) -  p{Q) = -g \ç> {z ')d z '
where pifS) is the pressure at z = 0. The equation is more commonly seen as
V p = pg
(c.f. g = (0,0,-g ) ) .  I f  a pressure change occurs in an adiabatic fluid (i.e. one in which the entropy 
o f each fluid element remains constant, although different elements may have different 
entropies) then there is a corresponding change o f temperature which must be accounted for 
when comparing displaced and adjacent flu id elements. This is accomplished using the potential 
temperature 0 and potential density pg, defined respectively to be the temperature and density 
o f the flu id when it is compressed isentropically to the reference pressure p . In a perfect gas, 
these are related to the absolute values T and p by:
r  = 0.
/ \ (y -0/y /  \p P— / P ~ Pe •I / ) /
where y is the ratio o f specific heat at constant pressure to that at constant volume, defined in 
terms o f the ideal gas constant R:
The expression
n
f  \(y-0/y P
<P>
is called the Exner pressure and is a non-dimensional pressure value. By direct differentiation 
(noting that 0 is a constant for an adiabatic flu id) and substituting the ideal gas law p  = pRT, it 
may be seen that:
dT y -1  1 dp
ÔZ y pi? dz
Using the definition o f hydrostatic pressure, this becomes:
dT g
r  is known as the adiabatic lapse rate.
We shall now introduce the equations which govern the motion o f fluids. Consider an 
arbitrary control volume T, with boundary S, which is fixed in the fluid. I f  mass is conserved we 
may write:
—  \p d V ~ - \p u .d S .  (2.1.1)
K  .V
Here, the left hand side o f (2.1.1) is merely the rate o f change o f mass inside the control volume, 
which (because V is fixed in both space and time) may be rewritten:
The right hand side o f (2.1.1) is the mass flux through the bounding surface S (so (2.1.1) in 
words simply says, the rate o f change o f mass in the control volume is equal to the nett mass flu x  
through the boundary) which, using the divergence theorem may be rewritten;
Jv.(.{pu )dV .
V
(2.1.1) may therefore be rewritten:
j f ^  + V ,(p«)<.\ot dV = 0.
Now this relation is true for all control volumes F, so the integrand must be identically zero:
dp— + V.(p«) = 0. (2.1.2)
This is known as the continuity equation. Similarly, considering the nett flux o f momentum 
yields the Navier-Stokes equations, which (neglecting the effects o f turbulence: more w ill be said 
on this matter later on) may be written:
Du 2p — = -V p +  pg+  pV u, (2.1.3)
where D  represents the total derivative:
D «  d  ® = —  + «.V ®,Dt dt
u = {u,v,\v) is the flu id velocity and p is the viscosity o f the fluid. Normally this is seen as the 
kinematic viscosity, v = p /p .  Most o f the studies performed relating to gravity waves are 
unaffected by consideration o f viscous forces, and so the inviscid Navier-Stokes equations may 
be written:
Dup — = -V/?-F pg. (2.1.4)
When the horizontal length scale is much greater than the vertical length scale, a scale analysis
o f the vertical component o f the Navier-Stokes equations reveals that only the pressure and
buoyancy terms are significant, the other terms being several orders o f magnitude smaller. In this
case, neglect o f the Insignificant terms indicates that the pressure may be described by the 
hydrostatic equation:
1 d p
This scale analysis begins to break-down when the two length scales approach the same order o f 
magnitude. The hydrostatic approximation (normally only used in meteorological models) is 
only valid therefore when the horizontal length scale is at least one hundred times that o f the 
vertical (which is about 10 km for the atmosphere).
In the context o f flow over topography, however, these scaling conditions are not met, 
and many models seek to eliminate the hydrostatic pressure from the governing equations. I f  the 
pressure and density are expanded about their reference hydrostatic values p  = p  + p \  
p = p +  p ' and substituted into the Navier-Stokes equations (2.1.4), then with the resulting 
cancellations the latter become:
Du
P “  = -V p '+  P k , (2.1.5)
which are the equations o f inviscid nonhydrostatic flow .
A simplification which many authors introduce is the Boussinesq approximation. 
Essentially this consists o f neglecting the density variations everywhere except where they cause 
a buoyancy force. I f  we set p (z )=  Pg + p (z), where Pg is the constant value o f the density at 
the lower boundary, then we may rewrite the inviscid nonhydrostatic Navier-Stokes equations 
(2.1.5) as:
Po /
Du  1 p '—  = -  —  V/?' + — g. (2.1.6)D t Po pg
Thus, i f  small enough, (p  + p ' ) / p o  may be neglected in the inertial term (left hand side), but 
not p 7  Po in the buoyancy term (right hand side). Sometimes the bulk density pg is replaced by 
the potential density. Restriction to small density variations demands that the mean vertical 
motion scale must be much smaller than the vertical scale height, defined by
10
H  =
\  Po ^  /
and density changes corresponding to local pressure variations must also be small. With this in 
mind, the Navier-Stokes equations then reduce to;
Du
p Q — +  P & - (2.1.7)
In order to introduce some important parameters, it is instructive to consider the motion 
o f a flu id element which is displaced a small vertical distance 5 from its rest position in an 
incompressible fluid (such that V .« = 0) in its basic state (i.e. « = 0 ) , so that w = dbfd t. The 
vertical component o f the Navier-Stokes equations (2.1.7) is then (neglecting small pressure 
variations):
dw
dt Po g:
and it can be shown that the continuity equation (2.1.2) reduces to
dp' dp
 +  w —  =  0 .dt dz
The resulting equation for ô may therefore be written:
5^5 g dp
dt^ pg dz
which is the equation o f Simple Harmonic Motion. The fluid particle therefore oscillates about 
its equilibrium position with angular frequency N:
\  P o  ' d z .
(2.1.8)
which is known as the Brunt-Vaisala (or buoyancy) frequency. A  key parameter which (like the 
Reynolds number) enters the governing equations as a result o f non-dimensionalising the 
physical variables, is the Froude number F\
Nh (2.1.9)
11
where U  and h are velocity and length scales respectively. Normally Î7 is taken to be the 
upstream velocity, and, in the context o f flow  over an isolated hill, h the h ill height. Using these 
parameters the governing equations may be written in nondimensional form by rewriting the 
physical variables:
where T  is the original dimensional variable,T'* is the nondimensional variable and 0  is the 
relevant scale. The Navier-Stokes equations may therefore be written:
(2.1.10)
Here, the density, pressure and time scales are, respectively, pg, pgt/^ and A /U . The * notation 
is usually suppressed, so that equation (2.1.10) would therefore normally be seen as:
Du 1—  = - V y - ^ P g Z .  (2.1.11)
There is, however, considerable debate concerning what should constitute a Froude number; 
Baines (1979) for example defines a Froude number as F  = U jC , where C is the velocity o f a 
selected wavemode. Thus when F  = 1, the flow  is critical with respect to that particular 
wavemode. For this work the former definition w ill apply. A parameter which is o f considerable 
importance for flows in bounded domains is K\
ND D
where D  is the height o f the domain. It w ill be shown later that 'resonance' is approached as K  
approaches a strictly positive integer.
The continuity equation may also be approximated in various ways i f  the appropriate 
vertical length scales are carefully compared. In its fu ll form, the continuity equation may be 
written:
Dp dp + pV.« = —  + w. Vp + pV.H = 0. (2.1.13)Dt dt
12
Neglecting the time variation o f p (which may be shown to be comparatively small, 
remembering that pg is independent o f time) gives:
pV.w+ M.Vp = 0.
Using a scale analysis, it can be shown that i f  the length scale o f the vertical velocity is small 
compared with the density scale depth (about 8 km for the atmosphere), then the second term 
may be neglected, giving:
V.« = 0. (2.1.14)
This is known as the incompressibility condition.
If, however, the two length scales are o f the same magnitude neither term can justifiably 
be neglected, so that:
V .(p« ) = 0. (2.1.15)
This is known as the anelastic approximation.
The restriction in the vertical length scale o f the incompressibility condition lim its its 
use to finite depth models, and in practice it has generally been utilized in studies modelling 
towing tank experiments (see Chapter 5), where the incompressibility o f the water ensures the 
applicability o f such an approximation. The anelastic approximation on the other hand is more 
appropriate to studies o f wind flow in the atmosphere, where wave propagation to considerable 
heights would be anticipated. In such models, however, the variation in the temperature must be 
accounted for (since the pressure is now a thermodynamic rather than purely mechanical
variable), and so models incorporating the anelastic approximation usually include a
thermodynamic equation.
Both the incompressibility condition and anelastic approximation effectively filte r sound 
waves, and solutions from the two generally exhibit similar characteristics, although it  is 
important to understand that they are not equivalent. In that respect, the anelastic approximation 
is more general than the incompressibility condition. Models incorporating these approximations 
are examined in further detail in Chapter 4.
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1.2: LINEAR THEORY
Probably the earliest studies o f internal gravity waves were performed using linear 
theory (such as Lyra (1943), Queney (1948) or Scorer (1949)). In such studies, solutions are 
sought to the steady, inviscid, nonhydrostatic, two dimensional Navier-Stokes equations, which 
from equation (2.1.5) can be written:
p«.Vw = -V p '+  p'g.
These equations are linearised by setting M = (t/(z),0) and neglecting all terms which are 
quadratic (or o f higher order) in the perturbations p ' and u '. The linearised x- and z-components 
may then be written respectively:
— du — dU  dp'
— dw dp'
The continuity equation may be similarly simplified. A t steady state, this may be written as
( p + p ')V.(w + u') + (w + u'). V (p  + p^) = 0 (2.2.16)
where the upstream profiles must satisfy:
pV.M + M.V p = 0.
Expanding the brackets in (2.2.16) gives:
pV.M' +  w '.Vp + M.Vp' = 0,
or:
— dp' d ppV.M+ U  + w ------= 0.dx dz
After taking account o f the isentropy o f the flu id  and elimination o f the pressure, a single 
equation for w may be found;
14
v S e - 5  — + dz
M l 1
u  dz^ ; (2.2.17)
1 Ô p g 2where B = - -----------; F, = B - — , and c,. is the speed o f sound (this appears as a result o f thePo dz c,
linearisation o f the equation describing the isentropy o f the flu id). This is the equation o f Scorer 
(1949). Queney (1948) considered the case with uniform inflow velocity, such that (2.2.17) 
reduces to :
V ^ w -B —  + ^ w  = 0.
Upon adoption o f the normal modes :
(2.2.18) assumes the form:
(2.2.18)
w =  w(z)e'*^; 5 = 5  (z)e '^ ; ikU6 (z) = w(z)
dz d z K U  V5 = 0 .
Lyra (1943) constructed a Green's function to compute the flow  over a small rectangular two 
dimensional ridge, while Queney (1947) used a line disturbance on the bottom boundary, 
extending this using Fourier transforms for a 'Witch o f Agnesi' ridge, given by:
where H  is the maximum height and b is the half-width o f the ridge. The results o f the two 
studies were in general agreement, with waves being observed behind the ridge whose 
amplitudes increased with height, but decreased downstream. Queney concluded that i f  b were 
large enough the waves would have very small amplitude. These conclusions were in conflict 
with observations o f the time (as summarized by Corby (1954)), which suggested that maximum 
wave amplitudes occurred at medium height, with a slow decrease in amplitude downstream 
which was normally attributed to viscous effects.
Scorer (1949) generalized this analysis to include a flu id o f two density layers, although 
special care must be taken to ensure continuity o f the velocity components in such a situation.
15
This was performed in order to compute the flow field when gravity waves are 'trapped', i.e. 
prevented from free vertical propagation. Scorer concluded that gravity waves may be trapped by 
a strongly stable layer at the bottom o f the flow  field and/or fluid velocity increasing rapidly with 
height.
Three dimensional studies have been undertaken by Crapper (1959) and Drazin (1961), 
although it can be shown that the latter is not uniformly valid. Crapper used Fourier methods to 
compute the flow  over both two dimensional ridges and three dimensional circular mountains. 
The results o f the two dimensional computations agreed with those o f Queney (1947), although 
the three dimensional computations indicated that wave amplitudes in the immediate lee o f some 
o f these hills could be larger than those in the lee o f the two dimensional ridges.
Trustrum (1971) and Janowitz (1981) used an Oseen model to calculate the flow  over an 
obstacle. This is not the same as linearising the equations, but is quite similar. In essence, the 
Oseen approximation consists o f assuming that the upstream velocity U  is constant, and that 
momentum and vorticity are advected with this velocity. Equation (2.1.5) may then be rewritten:
( du d u ' =-W+P'g-  (2.2.19)\d t  dxJ
Both Trustrum and Janowitz assumed the flu id  was inviscid and subject to the Boussinesq 
approximation, which applied in the same manner as previously described. Trustrum considered 
flow over a thin vertical barrier (fence), while Janowitz considered the obstacle to be represented 
by a momentum-sink. Trustrum compared her results (in terms o f flow  patterns and drag 
coefficients) with those o f Long's model computations (see next chapter), finding the results o f 
the Oseen approximation to be in closer agreement with the experimental observation o f Davis 
(1969). Janowitz also found his results were superior to Long's model calculations, comparing 
them with the experimental observations o f Baines (1977), in particular predicting the 
occurrence o f upstream disturbances and decaying wavelike solutions. As Janowitz points out, 
however, the inverse nature o f the solution and the assumption that the flu id is inviscid restricts 
the scope o f the conclusions.
The main criticism that can be levelled at the studies described in this chapter is their 
linear nature, which is assumed to be valid. As Queney (1947) points out, his work is only valid 
for:
16
»  z,
i.e. for comparatively small heights, while large hills are anticipated to cause nonlinear effects. 
In recent years, attention has focused upon wavebreaking (i.e. where streamlines above and 
behind the obstacle steepen enough to overturn), a process which is known to be inherently 
nonlinear. The models involving the Oseen approximation are more satisfactory than pure linear 
theory, being able to predict upstream propagating modes, but are still only capable o f producing 
qualitative rather than general quantitative agreement with experimental observations. In their 
laboratory study, however, Castro and Snyder (1988) produced observations o f upstream 
propagating modes which were in good agreement with the results o f the Oseen model.
In the following chapters a review o f recent experimental and theoretical work w ill be 
presented. This w ill demonstrate some o f the significant shortcomings o f Linear theory. The final 
section w ill focus on current experiments addressing one particular aspect o f the numerical 
formulation o f the problem, namely the upper boundai-y condition.
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Chapter 3: Long's Model
3.1: INTRODUCTION
An extremely important equation set is that due to Long (1953). This has formed the 
basis o f a considerable number o f numerical experiments, and is still widely used as a 
benchmark for both numerical and laboratoiy work, being able to simulate the latter with 
surprising accuracy, despite the apparently restrictive conditions that Long's model requires.
The model is o f a two dimensional fluid, solutions being sought to the steady, inviscid, 
incompressible governing equations. From equations (2.1.2), (2.1.4) and (2.1.14) these may be 
written:
pM.V« = -V /?+ pg (3.1.20)
w.Vp = 0
V.M= 0
Following conventional two dimensional practice, a streamfunction \\i may be introduced 
satisfying:
ôv|; dvj/
so that the continuity equation is automatically satisfied. Then ^ , the y-compone^t o f vorticity 
(the only non-zero component) may be written:
This may be substituted back into the two components o f (3.1.20), which, when added together, 
give:
r  2u + w= -dp  -  pd —  ----- -  pgdz\  ^ J
= -dp  -  (w  ^ 4-  )j  + dp (m^  + mP’ )/2  -  gd{ pz) + gzdp
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or, substituting the expression for Ç, :
I I  +  W ' + gzp <7v|/  ^ 2
Now from Bernoulli's equation, the quantity:
p{u^ + w ^)P + -------   + Pgz (3.1.21)
p +  p + Pgz
is constant along a streamline, so the right hand side o f (3.1.21) may be written as a function o f 
\\j only, whicli is normally found from the upstream conditions. I f  these are given by:
I7p_„ = constant
<^ P-o
dz =  - P P o
where p is a constant and the fluid has velocity (t/,0 ), density p_„ and streamline height 
z_^{x,z) far upstream (i.e. any disturbances do not propagate upstream), then the governing 
equation (3.1.21 ) becomes:
+gPp (^ -00 -  ^) =  0
Introduction o f a length scaling x '- n x /D  (where D  is the height o f the domain) results in this 
equation becoming the familiar reduced wave equation:
where
V'=^6'-Æ ^ô'=0 (3.1.22)
=
is an internal Froude number,
5 = z — z
and all dashed variables are dimensionless. (3.1.22) is known as Long's Equation. In the 
following analysis, all variables w ill be dimensionless, although the dashed notation w ill be
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suppressed. For the remainder o f this chapter, the analysis and results o f a number o f studies 
incorporating Long's model w ill be compared, with the main shortcomings indicated.
2.2: A SPECTRAL METHOD
Long's model was utilized in Draziii and Moore (1967) as the basis o f a spectral theory. 
The upper boundary was set atz = n, and so the boundary conditions were;
Ô = 0  on z = 71,
Ô = h (x ) on z = /z(%),
i.e. the topography o f the lower boundary was defined by z = h{x) over {-L , L). By studying the 
problem with no obstacle on the lower boundary (/z(%) = 0), a solution for ô using Fourier 
analysis can be found thus:
5 sin(My)
;/=!
where
I f  Æ e [0,1) (i.e. > K \  then solutions for ô„ may be written
(3.2.23)
and there is no solution bounded in the whole domain, other than the triv ia l solution Ô = 0 . This 
is known as supercritical flow.
Conversely, i f  K >  1 is not an integer, then there are k  (= integer value o f K) solutions o f 
the form:
sin((Æ" -  x) + A„ cos(-(Æ" -n '^ Ÿ ^ x )  \ ^ n < K
(3.2.24)
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Clearly more solutions for n cannot exist, since {K~ must be real. In this regime, the
flow is said to be subcritical. When K  is an integer, resonance occurs, and these arguments 
become singular: this matter w ill be dealt with in the next chapter (this is said to be critical 
flow).
Returning to the problem o f a finite blockage, by ensuring that h{x) = 0 for |%| > L  for 
some value L, the above analysis is valid for |x| > Z,. It  therefore remains to find the general 
solution for |x| < L  and match this with the 'outer' (far-field) solution along the interface at 
x ~ ± L .  A  unique solution can be found for the supercritical case by ensuring A\, = 0 fov x >  L 
and A„ = 0 for x < - L .  The upstream and downstream conditions therefore become:
8 is bounded as > +oo
8 -> 0 exponentially as x  —> - qo .
To solve this, Drazin and Moore examined a closely related wave problem:
satisfying
8 =0 on z = 7Ï 
8 = h{x)e’'^ ‘ on z = h{x) .
I f  it is assumed that
8 (x ,z ,/) = 8 {x,z).e iK f
then this wave problem reduces exactly to the original problem. The problem is then solved as an 
acoustic problem using a wave generator at .x =  +oo so that its own emissions exactly cancel 
those from the obstacle. This involves k reflection problems, each requiring solution o f the 
reduced wave equation.
Drazin and Moore studied flow over both a dipole and a vertical fence. Expressing the 
former in terms o f a Hankel function, an explicit solution for the dipole could be found:
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ô Çx,z)  = '
- 2 l
^  s in(/7z)sin((ü :^ -  ),v) ^
/ / =  l K
-  1V n
1/2 Zm-A + I
)Li sin(/7z) sin((i^^ -  77“ )x )
^  ? Z T v /2
x ' ^ 0
x < 0n H-& + I K1 -V n~ yl
which resulted in the drag being written as: 
0
p .„U ‘ D k(k  + I/2)(/c + 1) K. £ (Jc,k + 1)
The solution for the vertical fence is, however, more d ifficu lt to obtain and cannot be 
written explicitly. In implicit form, the solution found is:
K  «1
Ô = - ( l  + sgiiA:)2j^,.sin(Aj.j:)sin(rz)+ ^ ^ ^ e “^’''’sin(rz) (3.2.25)
/ • = ! /•=A+1
where
A,, sin rz = z z e (0, h)
r = K + \
sinry = 0 z £(/7,t i)
/ • = ]
and h is the height o f the fence. In general, the A,, cannot be found from this form o f Fourier 
series, but they may be approximated by converting the problem into a regular integral equation, 
expanding using a complete set o f orthogonal functions and finally truncating to obtain the 
required approximate solution.
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3.3: A VAR IATIO N AL APPROACH
A  variational approach was used to analyse Long's model in Miles (1968a), Miles 
(1968b), Huppert and Miles (1969), and Miles and Huppert (1969). In their formulation, they 
expressed the velocity, density and pressure in terms o f ô thus:
r  ÔÔ ^ ÔÔ
m = 17(z -0 ) . |^ 1 -— J ; w = C /(z -5 ) .— ; p_«, = p_« ,(z-0 )
Defining q by the upstream conditions:
the drag on the barrier may be written: 
dr = ql dx
d h Ÿ
dz + /c"0
22 2 d z - 2  —  .-— dx dx dz (3.3.26)
where
,.i.£
d  K
and C is a contour containing the blockage, with anticlockwise positive sense. In their work, 
Huppert/Miles separated 5 into its odd and even component functions, so that each satisfied the 
reduced wave equation and boundary conditions.
Miles (1968a) studied the flow over a fence in a finite domain, simulated by replacing 
the obstacle by a vortex sheet o f strength g. Expanding g  in a standard Fourier series and using 
the asymptotic decay properties o f the odd and even parts o f 8, a solution may be found in terms 
o f the Fourier coefficients o f g. It is worthy o f note that despite a different derivation, the 
solution for 8 is virtually identical to that o f Drazin and Moore up to changes in notation. Using 
suitable trial functions for g which are continuous for z e (0,<7), and identically zero for 
z e (d ,n  ),a solution may be found for small d  with K  fixed. From this the drag coefficient may 
be deduced:
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C/J ~ -n k {k  + l/2)(/c + l)c /\  as <7 -> 0
Miles (1968b) studied the flow over a semi-circular obstacle, while Huppert and Miles 
(1969) concentrated on the flow  over a semi-elliptical obstacle, both in a semi-infinite domain. 
The former used standard circular polar coordinates, while the latter used a combination o f 
trigonometric and hyperbolic functions. The semi-ellipses were classified using the aspect ratio 
s, defined by:
h
B ’
where B is the half width o f the obstacle. A  similar method was used for both configurations, 
however, namely expanding ô in terms o f lee wave functions. Those for the semi-circular 
obstacles involved Bessel functions, while those for the semi-ellipses used periodic and radial 
Mathieu functions. The solutions were then found as infinite series, with truncation providing the 
results illustrated in Figure (1).
In Miles and Huppert (1969), an analysis using Long's model was presented for a more 
general obstacle shape in a semi-infinite domain using the parameters
where b was the half-width o f the obstacle. The obstacle was described by:
Z =  ET) ( x )
where r\ (%) vanishes outside the obstacle. The problem may then be written:
V^5 + IC^b = 0
6 ( % , G T j ) = T l ( x )
dz
Rescaling and using standard perturbation methods, asymptotic approximations for 8 may be 
found thus:
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where
sin(«0 ).(l + o {K ’~r^ log(Æ'r))) as K 'r 0
/J=:|
(  2nK>\ 1/2—J ) cos)^  K 'r  -
M ) d ^
d V'
I'&J a = 0
and f ( x )  is the dipole density o f the obstacle with Fourier transform:
n F {a ) d ^ .
as K 'r ->  CO
For the case o f a semi-elliptical obstacle given by:
(where H  is the Heaviside step function) the corresponding asymptotic approximation for the 
drag coefficient is
C m
-71:GÆ'^(l4-G)'6
7üÂ:ll + -/c^  + 0 ( / c \ i : ' ‘ ')
as K ' -> 0 
as K ' 00
I f  instead, a 'Witch o f Agnesi' h ill is considered, as described by:
T|(A:) = ( l + ;r^ )“ ’ , 
then the outer asymptotic approximation may be found:
nk 7/f2c , .~ —  ] + —  + 0 { k \ K ' - ' )
z  I d
as K ' CO .
The inner approximation cannot however be found using the above analysis, due to the obstacle 
being o f infinite horizontal extent.
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Results o f some o f Miles and Huppert's calculations are shown in Figure (1). Long's 
model is not valid in the presence o f breaking waves (referred to as density inversions by Miles 
and Huppert, although it may be seen that this description is satisfied whenever streamlines 
become vertical). Miles and Huppert concluded that the critical Froude number at which 
wavebreaking began (and continued for F  <F^) was different for different obstacle shapes: 
i^c«0.79 for the semicircular obstacle, 7^ , « 0.89 for the short semi-ellipse (e=0 .6 ) while 
F  ^ « 1.08 for the long semi-ellipse (s = 0.3). It was therefore concluded that the critical Froude 
number increased with obstacle length, and that the wavelength o f the lee wave field decreased 
with increasing obstacle length. It  was also concluded that this analysis is valid whenever Long's 
model is valid, namely when streamlines do not become steep enough to commence breaking. It 
is notable that all the flow diagrams o f Figure (1) show streamlines which are nearly vertical, 
while for the semi-circular obstacle with Æ= 1.5, there is very obvious wavebreaking.
The assumptions im plicit in Long's model are, however, quite restrictive, including strict 
boundary conditions and involving a number o f important features o f the flow (namely the non­
existence o f upstream propagating modes and wavebreaking or wave overturning) rather than 
properties o f the fluid. Many numerical and towing tank experiments (see the following two 
chapters) indicate that not only are upstream influence and breaking waves present, but that they 
also exert considerable influence upon the flow. The incompressible, Boussinesq and steady state 
assumptions o f Long's model are o f much smaller significance, although the last o f these 
precludes the study o f any transitional or regularly oscillating behaviour which may occur.
The reader should note the crucial difference between Long's Model and Linear theory: 
while the latter enforces linearity on the governing equations, the former assumes certain specific 
boundary conditions so that the governing equations become linear, although both models are 
quite limited by their assumptions and certainly do not predict some important features that are 
apparent from both numerical and experimental studies, as w ill be seen in the following chapters. 
In this respect, the Oseen approximation adopted by Trustrum (1971) and Janowitz (1981) is 
possibly superior to Long's Model, being able to predict upstream propagating modes for 
supercritical flows.
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Figure l i i i ) Figure liv )
Figure I )  Streamlines fo r  Long's model flows: i) circular obstacle, k  = 1.5; ii) c ircu lar obstacle, 
k  = 1.27 (bothfrom Miles (1968b); iii) short ellipse, k  =  1.12; iv) long ellipse, k -0 .9 S  (both
from  Huppert and Miles (1969)).
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Chapter 4: Nonlinear Models
This chapter describes a number o f studies which utilized the anelastic approximation or 
the incompressibility condition (the latter in terms o f both weakly and fu lly  nonlinear models), 
as introduced in Chapter 2.
These studies can be subdivided into analytical and numerical models. The former are 
direct studies o f the governing equations, although the nonlinear nature o f the Navier-Stokes 
equations precludes the expression o f a general solution in an explicit manner. Solutions may be 
approximated, however, by using weakly nonlinear analysis, in which asymptotic expansions in 
a small parameter may be introduced and substituted for selected variables (typically pressure or 
velocity). In the analysis o f Section 4.1 the small parameter is defined in terms o f the obstacle 
shape, and so the results are limited to obstacles o f moderate slope.
The numerical studies are effectively computational equivalents o f laboratory and field 
experiments. Once the governing equations have been derived and all the relevant 
approximations made, they are normally converted into a set o f difference equations and solved 
at each point on a computational grid which covers the entire region o f interest. O f course, such a 
process would be unfeasible i f  it was performed manually, and it is only with the development o f 
the computer that numerical studies have all but replaced analytical studies in calculating flow 
patterns. Even with the computing power available, however, considerable mathematical rigour 
is still required to understand and classify these flows. The computations described in Sections
4.2 and 4.3 are numerical studies incorporating the anelastic approximation and 
incompressibility condition respectively.
Before describing the computations, however, it is convenient to introduce a very 
commonly used analytical tool, namely the terrain fo llow ing coordinate transformation. This 
consists o f a bijection which maps the computational domain (as bounded by the bottom 
topography) to a rectangle (or cuboid for three dimensional computations). For two dimensional 
models this is normally seen as:
x = x
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D ~ z fx )
where z f x )  gives the bottom topography, and x and z are the new coordinates. 
4.1 WEAKJLY NONLINEAR INCOMPRESSIBLE MODELS
This type o f study has been performed by authors such as Grimshaw and Smyth (1986) 
and Grimshaw and Y i (1991) to model resonant flow (when the parameter K  approaches an 
integer) and upstream propagating disturbances. Both these phenomena are characteristic o f 
fin ite depth flows, while the upstream disturbances are only o f significant amplitude for two 
dimensional flows. Naturally occurring windflow over topography is both three dimensional and 
o f effectively infinite depth, but towing tank experiments, however, are o f fin ite depth and are 
frequently two dimensional. As noted previously, the incompressibility o f the water used in 
towing tank experiments ensures that the use o f the incompressibility condition in analytical and 
numerical studies modelling towing tank experiments is appropriate: similar studies could be 
performed using the anelastic approximation, but this is normally used for studies o f atmospheric
flows, where upstream propagating disturbances and resonance are not o f great significance. j
!
Grimshaw and Smyth (1986) studied the flow o f a two dimensional, incompressible, ;
inviscid, finite depth fluid, and this work was extended in Grimshaw and Y i (1991). The j
nondimensionalisation used was slightly different from those normally seen in fu lly  nonlinear [
studies:
timescale = N ~^ , where N  is the Brunt-Vaisala frequency
length scale h' = typical vertical dimension o f the waveguide (which, without 
loss o f generality, may be taken as the obstacle height)
pressure scale = p^gh' .
Using these scales, a parameter (3 may be defined which is small in the Boussinesq 
approximation:
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gThe basic state was assumed to have constant horizontal velocity U*, density p*(z) and 
pressure p* {z), where;
d p  —♦
■ e T - P
(i. e. it is in hydrostatic equilibrium, the absence o f g  being due to the nondimensionalisation o f 
the pressure) and all * variables have been nondimensionalised using the above scales. To 
simplify the ensuing analysis, the vertical particle displacement ô may be introduced so that the 
density is given by p (z~5  ). To be consistent with the earlier notation,
p '(ji:,z )=  p ( z - ô ) -  p(z).
The nondimensional Navier-Stoles equations may then be written:
9 = 9 Qgh')+ p o ( p * ( z - ô ) -  p \ z ) ) g ,
which reduces to
where z is the unit vector in the z-direction (c.f. ^  = (0 ,-g )). I f  the nondimensional, 
nonhydrostatic pressure is written:
p" = pgr
then the governing equations may be written (separating the Navier-Stokes equations into its 
components and suppressing the * notation):
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V.«' = 0
— Du dqp(z — Ô ) -----+ —  = 0Dt dx
— Dw dq \ — — ’ (4.1.27)p (z - ô )  — + — + ( p ( z - Ô ) -  p(z)) = 0Dt dz p
db
w  =  —  dt
Note i i ' = {u,w) is the velocity relative to the basic flow  ((7,0). The bottom topography was 
assumed to be given as:
z = a f{X ,T )
where X  ~ex; T = et are slow space and time variables respectively, a  is a small parameter 
measuring the height o f the h ill, and e is also a small parameter so that l/e measures the length 
o f the h ill (by assumption large compared with h ' ) .  I f  the topography is introduced slowly and
attains a steady value g {X ) ,  then initial and asymptotic conditions may be written for/ :
/ ( ^ , 0 )  = 0 
/ ( % , T ) ^ g W as T —>oo
It is also convenient to assume the topography is localized so that / (X , T) 0 as |%| In the 
absence o f resonance, asymptotic solutions were sought:
5 =aôo(7[r,T ;z )+ a  ^5,+... 
q = aqQ {X ,T ;z )+ a  ^q^+... 
u = auQ {X ,T ;z)+a  +... _
as a  0
and a complete orthogonal set o f modes c|) y(z) was introduced so that the first terms in the 
asymptotic expansions may be written:
8 o = Z a ( ^ . o <i> ,«
.v=0
= % : b x x , t )
A'!«0
8t|).v
dz
Uq — ^  { X , T)
.v=0
8<|).v
dz
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After substitution of these modes, it can be shown that the solution for A., is
T
T  -  c /  (T -  T'X D  -  F ,{X  + c f  (T -  T% T ) ) d r
0
(4.1.28)
where
4 ^ v = P o C - ^ ( 0 ) . / ( ^ , 7 ’),
is a constant resulting from the orthogonality o f the functions (j)^  and c f  - c ^ ± U . For the 
non-resonant case (c^ . ^ U ) ,  the long time behaviour o f this was:
T -^oo.
(4.1.29)
Here, is the long-time lim it o f F^ .. This solution consists o f a stationary part G f X ) ,  and 
propagating long waves G.^.{X T c fT ) .  The waves with speed c f  propagate downstream, while 
those with speed c f  propagate upstream or downstream depending on whether is larger or 
smaller than U  respectively. With respect to mode s, the flow is then sub or supercritical.
The resonant case occurs when, for some s, c^ . = U , and:
c T c
which is secular (unbounded in T). In this case an appropriate new scaling is:
Ô =a^^^A{X,x  )(j)„(z) + a 5 ,+ ...
<7 = a  P qC „ ^ A ( X , x ) ^  + a^i +...
M = - a  ^^^c„A{X,x ) - ^  +aw,+...dz
where x = a  and U = c„ + a A. Here A is a detuning parameter (A = 0 at exact resonance) 
and the n th mode is selected as the resonant one. Using similar arguments to those for the non­
resonant case, it can be shown that a necessary condition for A^ to be non-secular is:
8<j)„
as a  -> 0
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where p and X are constants arising from the orthogonality o f the ()) ,. Rescaling gives:
which is immediately recognizable as the forced Korteweg-de Vries equation (fKdV). The nature 
o f the forcing is parameterized by Gg and ^ thus:
G(%) = Gg.G(4%).
Gq is the maximum height o f the obstacle, and so must be strictly positive (Grimshaw and Smyth 
present results for 'negative forcing' with Gg < 0), while ^ merely affects the horizontal scaling 
o f the obstacle. The two forms o f the forcing function studied by Grimshaw and Smyth (1986) 
were:
G (y r)= s e c h ^ (y r)
G (P ')  = e"<^>’
which both have the necessary asymptotic decay properties.
Results o f these computations are shown in Figure 2. Grimshaw and Smyth proposed the 
existence o f four regimes, governed by the value o f A. To classify these it is necessary to 
introduce some new parameters. Stationary solutions are sought so that:
yf y —> A+ as X  —> +oo.
The flow  may then be characterized by parameters A+ and A_ thus:
^  A_ ; < 0 <  A_ (resonantcase, A_ < A < A + )
A_^  = A^ = 0 ; (non - resonant cases, A < A_ and A > A +)'
Hydraulic theory (^ 0) provides an approximation for A^ and A_ , and also demonstrates that
the case A ^ > 0 >  A_ is not physically achievable:
A _ » - t ( 1 2 G „ ) '/ '
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A ,» (1 2 G „) ''^
A _ '« - (1 2 G ,) '/ \
1) A < A _ '
This is the subcritical non-resonant case, a typical example o f which is shown in Figure 2i. The 
most pronounced features are the generation o f a finite number o f upstream solitary waves, and 
the downstream solution governed by a stationary cnoidal wavetrain.
2) A_ < A <  A_
This is a transitional case between the resonant and subcritical non-resonant cases. Both 
upstream and downstream propagating waves may be described by modulated cnoidal 
wavetrains. Typical examples are shown in Figure 2ii.
3) A_ < A <  A+
This is the resonant case, a typical example being illustrated in Figure 2 iii. Both lee waves and 
upstream propagating solitary waves are apparent. As long as A is kept within the specified 
range, it was found that the solution was insensitive to the precise values o f Gg and ^ adopted.
4) A > A +
This is the supercritical, non-resonant case, Figure 2iv showing a typical example. Here again, 
the downstream solution is governed by a modulated cnoidal wavetrain, while there are no 
upstream propagating wavemodes (c.f. < U ).
Generally similar results were obtained by McIntyre (1972) who also used weakly 
nonlinear analysis, but then calculated the terms at each power o f the asymptotic expansions 
using Fourier transforms (using this method care must be taken when dealing with singularities 
resulting from resonant flow).
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4.2; ANELASTIC NUMERICAL MODELS
As mentioned at the beginning o f the chapter, there are considerable difficulties involved 
with finding an analytic solution to the fu lly nonlinear Navier-Stokes equations, so much so that 
this is accepted as realistically impossible. By approximating derivatives, however, the 
governing equations may be converted into difference equations (the various methods o f 
achieving this are not considered in this work, although the errors caused by the differing 
approximations can be very important) which may then be solved numerically on a suitable 
computer. This section describes a number o f such computations involving models incorporating 
the anelastic approximation, while Section 4.3 describes similar computations involving 
incompressible models.
The reader w ill recall from Chapter 2 that the anelastic approximation consists o f 
neglecting the time variation o f the density in the continuity equation, so that the latter reduces to
V.(pw) = 0. (4.2.32)
This approximation was incorporated into the model o f Clark (1977), which was 
subsequently used with various adjustments in Clark and Farley (1984) and Clark and Peltier
(1984), among others. The form o f the Navier-Stokes adopted was that o f equation (2.1.7):
— Dup = —Vp' + p g + V.x^ (4.2.33)
i.e. the Boussinesq approximation was assumed, the hydrostatic pressure was subtracted out and 
the effects o f viscous forces were neglected (note p rather than Pg on the left hand side o f 
(4.2.33)). The turbulent stress tensor t_ was given by (in tensor notation):
Xy = pK„,Djj
where is the eddy diffusivity for momentum, and the deformation tensor Z)  ^was given by:
du, du I 2 du,
'■* dx I dx, 3 dx, '
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The model was used to study atmospheric flows, and so temperature variations were accounted 
for by the introduction o f a thermodynamic equation:
P ^  = v . / f
where H  is the heat flux vector, given by:
77= pÆ,,V8
and Kj, is the eddy diffusivity for heat. The thermodynamic equation therefore reduces to
P ^  = ^ aV .( pV 0 ), (4.2.34)
and so the governing equations for the model were (4.2.32), (4.2.33) and (4.2.34). The 
hydrostatic basic state was assumed to be given by:
0 (z) = ©
V ris  /
P{z) = PoJ
p(z) = —
1 -,
m
where ic = , © is a constant, R is the ideal gas constant and 77^  = C fè jg  is the isentropic
scale height. The turbulent eddy diffusivities for momentum {K ,„) and heat {K ,,) were 
determined using a first order closure scheme, as described in Chapter 6. A terrain following 
coordinate system was introduced, the form o f the topography on the lower boundary being a 
'Witch o f Agnesi' profile.
Clark and Peltier (1977) tested this finite depth model (in two dimensions) against the 
results o f linear theory, finding that for small aspect ratio (i.e. sufficiently narrow) hills, 
agreement between the two theories was very good, but as the h ill was widened, the level o f 
agreement decreased. Clark and Peltier concluded that this was due to nonlinear effects which
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the linear theory was unable to predict, finding that as the aspect ratio o f the h ill was increased 
the strength o f the lee side flow  was enhanced.
Peltier and Clark (1979, 1983) extended this work to investigate the effects o f 
wavebreaking, i.e. where streamlines steepen enough to overturn above the obstacle. Their 
results indicated that fluid velocities in the 'cavity' formed between the obstacle and the breaking 
wave increase considerably, accompanied by a considerable increase in the drag on the obstacle. 
This lead to the conclusion that this was a possible mechanism for the formation o f downs lope 
windstorms, such as the Boulder windstorm. Peltier and Clark (1983) also extended the model to 
three dimensions, finding that as for two dimensional flow, the flow  is approximately linear only 
for hills having a small aspect ratio.
Further two dimensional studies were performed by Clark and Peltier (1984) in an effort 
to verify that the wavebreaking actually reflects the internal waves, so that they are effectively 
trapped below the level o f wavebreaking, arguing that constructive interference patterns would 
explain the downslope windstorms. In an effort to observe the behaviour o f the flow  for differing 
positions o f the wavebreaking region, a critical layer was inserted in the flow  upstream o f the 
obstacle, the height o f which determined the height o f the breaking wave. I f  the breaking wave 
does simply reflect the wave energy, then for constructive interference to occur, the breaking 
region must be at a height of:
T + T
above the h ill, where n is an integer (greater than or equal to zero) and \  is the wavelength o f 
the incident internal gravity wave. The results o f the computations supported this hypothesis, 
suggesting that wavebreaking does cause considerable reflection o f wave energy.
Two and three dimensional computations were performed using this code by Clark and 
Farley (1984) with direct comparisons being made to the observations o f the Boulder windstorm 
by Klemp and L illy  (1975), where it may be seen that three basic timescales existed at Boulder, 
these being about three hours (for slow growth and decay), five to fifteen minutes (low frequency 
fluctuations) and approximately one minute (strong, high frequency gusts). Clark and Farley's 
results indicated that drag values were overestimated by the computations, by both the two and 
three dimensional models, although the three dimensional results were consistently lower than
37
those o f two dimensions. The computations did, however, exhibit oscillatory behaviour, 
appearing to agree with the observations o f low frequency fluctuations but not the strong gusts. 
This was attributed by Clark and Farley to inadequate modelling o f atmospheric moisture or 
insufficient grid resolution.
As indicated in Scinocca and Peltier (1989), Clark and Farley assumed that the 
windstorm was essentially two dimensional in nature (even for the three dimensional 
computations). Performing computations on a very large domain, Scinocca and Peltier obtained 
results which matched the five to fifteen minute fluctuations, but which demonstrated that the 
windstorm was a fu lly  three dimensional phenomenon, such that the assumption inherent in 
Clark and Farley (1984) was incorrect. Scinocca and Peltier also concluded that the larger 
domain with a very high degree o f grid resolution was essential to allow the windstorm to 
develop the short duration unsteadiness observed at Boulder.
The Clark model was also used in an attempt to simulate flow over the Alps by Clark 
and M ille r (1991) and Hoinka and Clark (1991). Generally speaking, the model predicted values 
for surface pressure and drag which were in agreement with observed values, but the momentum 
flux predicted by the computations was in excess o f the observed values. It was conjectured that 
a number o f factors may have contributed to this, such as poorly modelled dissipative forces 
(such as moisture) and the use o f steady rather than time dependent inflow conditions. I t  might 
also be anticipated that a model requiring the high degree o f grid resolution indicated by 
Scinocca and Peltier (1989) would be inappropriate for the prediction o f flows over large 
regions, such as the Alps.
In Bacmeister and Schoeberl's (1989) two dimensional, finite depth model, the anelastic 
approximation was utilized in a slightly different form. Using the Exner Pressure, the Navier- 
Stokes and thermodynamic equations were rewritten:
Du ^ 0 '^  = _ V p * + g r ^  + F (« ) (4.2.35)
D0 ' dQ (4.2.36)
Here all variables have been rewritten as 0 = 0 (z )  + 0 '(A ;,r), where 0  is a far upstream steady 
profile (not necessarily in hydrostatic equilibrium),
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p= c  0 (z)ti ' =
p(z)
and E = i f  + 71 ' is the Exner pressure. The diffusion terms F («) and F(0 ') were given by:
8 ^ 0  8 r  8 0 l 8 '’O
where 0  may be any o f «, w, 0 ZT,,,,./, is the eddy diffusivity, IC2 is the background diffusivity
and K/, the biharmonic diffusivity (although the authors do not give a clear justification for the 
presence o f this damping term). The first two terms in the above expression are the normal 
viscous and turbulent diffusion terms. As for the previous model, a terrain following coordinate 
system was used with the obstacle in the form o f a 'Witch o f Agnesi' h ill.
This form o f the governing equations is normally seen in the larger scale atmospheric 
models that meteorologists typically use, but is equivalent to that o f Clark (1977), it being easy 
to show the following relations hold:
i v ^  = C„0V7f 
P
and
P
V - 0 ^
0
This model was also used to study the effects o f wavebreaking, producing a number o f 
important results: wavebreaking far above the obstacle did not necessarily produce a high drag 
windstorm configuration, although it may be argued that the greater distance between the 
obstacle and the breaking region would require a longer time for the windstorm to commence. 
Perhaps more importantly, the reflected waves were observed to have different vertical and 
horizontal scales from the incident gravity waves, suggesting that the reflection process is 
considerably more complicated than that proposed by Clark and Peltier (1984). Since the process 
o f wavebreaking is inherently highly nonlinear, it might be anticipated that the precise 
mechanism for gravity wave reflection is very subtle and extremely complicated. Bacmeister and 
Schoebeii also identified three flow  regimes:
i) F  > 6.7. Flow was generally steady, with the drag oscillating slowly and w ith small amplitude.
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ii) 3 .3^F >  1.6. Unsteady flow, with intermittent wavebreaking, oscillating drag and high and 
low drag 'episodes.'
iii)  1.25. Persistent wavebreaking with the drag maintaining a comparatively steady high 
value.
In between these ranges, the oscillations in the drag decreased, while the flow tended to become
steadier, with the wavebreaking more persistent (for 1.6 > F  > 1.25) or less persistent (for
3.3 < F  < 6.6), as appropriate.
An alternative to the use o f standard Cartesian coordinates is to replace the vertical (z) 
coordinate with the so-called normalized vertical pressure coordinate. The basic state is 
governed by the inviscid Navier-Stokes equations:
dll .d u  , RT—  + «. V/,H + CT —  = -V,,(|) -  —  V p ,, (4.2.37)
the thermodynamic equation:
d d 80,^(0 )^ .v ) + V /,(«9j7,,) + — (d0)7,) = - 5 . I F . p , - ^  , (4.2.38)
and the fu ll continuity equation:
It is worthy o f note that while this equation set does not incorporate the Boussinesq 
approximation or any simplification o f the continuity equation, the approximations required 
(such as the Cartesian velocity components) in the form used by Miranda and James (1992) for 
example make the model very similar to the Boussinesq anelastic model o f Clark (1977), 
although not formally equivalent. Equation (4.2.39) can be found by showing that
d (  dp'] d f  (  dz Y
Here:
8 8V , .= horizontal divergence = —~ + ~  ,dx dy
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V/, = horizontal gradient = ydx ' dy.
de^ = g z=  geopotential , d  = —  ,
G = —  , 7? ,(:r,y ,/)=  surface pressure.
P s
In these coordinates, the hydrostatic equation would then be rewritten as:
^  + ^  = 0 8(3 p
and the continuity equation reduces to:
D  8ct(log(p,. )) + V /,. « + = 0.
This illustrates one o f the advantages o f using such a coordinate system: the continuity 
equation is now linear and may be used to find the local time derivative o f j?,. Expanding the 
first term o f this equation:
or
which, on integration, yields:
since d  = 0 at the top and bottom (a = 1,0) o f the domain. Alternatively, this integral may be 
performed to height a to yield an expression for d :
P P  = j( -V /,.F ,« )^ rt
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A fully  non-hydrostatic model may be found by expanding this system about a no-motion base 
state dependent upon cr alone, as in the model o f Miranda and James (1992). In this model, a 
terrain following co-ordinate is introduced by rescaling the pressure co-ordinate thus:
P - P ,
CT =
op
where = constant, and = p , -  p,^p. In such a system, it is easy to show that:
dp* d— -i-V/,.(p,M) + ~ ( p * d )  = 0 .
To obtain the equation set o f Miranda and James (1992), note that:
d du f  d ^— (p*u) = p * ~ - \ V „ . p * im  + -—  (ap* u )\ + p*u.Vu  dt dt V d(S /
where
H« =
2U U V U W
2V U V V W
W U W V
is the tensor product. The Navier-Stokes equations may therefore be written:
8 ,  3 . r 8 6 8 6 '  8'— (p* m) + V . (p *  uu) + —  (ap* u) = -\^p* + S p*— j  + G V , , p * — p * g — ,
(4.2.40)
(neglecting terms representing diffusion and friction). This equation and the modified versions o f 
equations (4.2.38) and (4.2.39):
^ (Q p * )  + V „.(Q p*u) + ~ (d Q p * )= ^ ~ E W .p *  ^
dp, 8
—  + V /,.(p ,/0  + — (dp*) = 0
(4.2.41)
(4.2.42)
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represent non-hydrostatic flow in vertical pressure coordinates. Here 0^ , is the potential 
temperature at the surface, and the vertical velocity in standard Cartesian coordinates is 
approximated by:
fV = - (j + op* 
P* /
so that:
h - ‘ h -
Due to the approximations to the velocity in standard Cartesian coordinates, this model is not 
formally equivalent to that o f Clark (1977), although as indicated in Miranda and James (1992), 
the two are very similar. This may be seen by comparing directly the governing equations o f the 
two models, and regarding the pressure coordinate as a conventional Cartesian coordinate.
The three dimensional finite depth numerical experiments o f Miranda and James (1992) 
used an analogue o f the 'Witch o f Agnesi' h ill:
h - h r 1 +  -
A -3 /2
where a = b = 5 km, compared with the domain height o f 9 km (excluding absorbing layer - see 
later). Special attention was focused upon the total surface drag, given by:
“"ÇlpJiVhidxdy
Overall, three flow regimes were identified:
i) high F  (> 2) where the behaviour is very similar to that predicted by linear theory, 
characterized by low drag values, no wave-breaking and convergence to steady state.
ii) intermediate F  (0.5 < F  < 1) where wave-breaking occurs, with oscillation in the drag values, 
which are considerably larger than those predicted by linear theory.
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iii)  low F  (< 0.5) where the flow is dominated by the flu id being essentially confined to flowing 
in horizontal planes which split and pass either side o f the obstacle. Values for drag are 
consistently lower than those predicted by linear theory.
Miranda and James performed only one calculation for 1 < F  < 2 ,  finding that the flow  
achieved steady state with a steady drag value that was slightly in excess o f that predicted by 
linear theory.
These results may be compared with the two dimensional results o f Bacmeister and 
Schoeberl (1989). In both cases, two distinct flow regimes were identified, with a strong 
oscillatory regime separating them. In both cases, the intermediate regime was characterized by 
intermittent wavebreaking and highly oscillatory values for drag, but while the low Froude 
number flow for the two dimensional computations consisted o f persistent wavebreaking, that for 
three dimensions consisted o f the formation o f a persistent vortex pair behind the hill. This 
illustrates the main drawback o f performing two dimensional computations: in enforcing that all 
the flu id passes directly over the obstacle, the occurrence o f flow splitting and its resulting 
effects are completely eliminated. Even simulation o f flow over uniform ridges would be unable 
to predict any lateral nonuniformity that may occur for certain values o f the Froude number. I t  is 
also apparent that for the two dimensional computations the transition from one flow  regime to 
another takes place at quite high values o f the Froude number: other studies (such as Hanazaki 
(1993) and Holmes (1995), among others) indicate similar transitions at much lower Froude 
numbers. This may be due to the upper boundary condition not performing as required, which 
w ill be discussed in a later chapter.
4.3 FULLY NONLINEAR INCOMPRESSIBLE MODELS
As previously mentioned, this section describes a number o f numerical studies 
incorporating the incompressibility condition.
In a series o f papers (1989, 1992, 1993), Hanazaki compared the results o f the weakly 
non-linear analysis to fu lly  non-linear, finite depth, two dimensional numerical experiments
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governed by the Navier-Stokes equations, subject to the Boussinesq approximation. In non- 
dimensional form these may be written:
— + = PoZ+ — (4.3.43)
dp-^ + M .V p  = 0 (4.3.44)
V .« = 0. (4.3.45)
Here R^ . is the Reynolds number, given by:
where v is the kinematic viscosity. Equation (4.3.43) is essentially the viscous version o f the 
nondimensional nonhydrostatic Navier-Stokes equations (2.1.11). In Hanazaki (1989), 
calculations o f the flow o f a flu id over a vertical fence were performed, w ith = 150 and 
K  6 [0,3.0]. Generally good agreement with Grimsliaw and Smyth (1986) was achieved, with the 
absence o f strong downstream columnar disturbances (as predicted by linear theory) being 
accounted for by the viscous damping associated with such a low Reynolds number. The 
behaviour o f the drag coefficient is also worthy o f note: increasing as K  increases, but locally 
decreasing when K  approaches an integer (i.e. as flow  approaches resonance).
Hanazaki (1992) focused on flow over smooth topography for Reynolds number o f 1000. 
The topography was given by:
G = Gnsech 4x~D
Three types o f stratification were considered, two o f which concerned two layer flows (one in 
which the quadratic term o f the fKdV equation nearly vanished, the other where the quadratic 
term had the same order as the cubic term), but the most relevant case (to this work at least) 
being where the stratification was linear. Once again, good agreement was achieved with 
Grimshaw and Smyth (or more precisely, Grimshaw and Y i (1991), which was effectively an 
extension o f Grimshaw and Smyth(1986)). Generally speaking, the wave amplitudes o f the
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weakly non-linear theory were larger than those o f the fu lly  non-linear numerical simulations: 
again, this was attributed to viscous effects in the latter.
Hanazaki (1993) dealt solely with linearly stratified flows, with the same topography as 
Hanazaki (1992). The Reynolds number for these computations was set at 5000 in an attempt to 
eliminate the viscous effects apparent in the previous studies. Good agreement was exliibited 
with Grimshaw and Y i, w ith reduced viscous influence. O f particular interest is the observation 
that the weakly non-linear theoiy predicts accurately the first occurrence o f vanishing horizontal 
velocity, which may be the fore-runner o f wave breaking. Results were presented for 
0.9 1.05, and no wavebreaking was observed, disagreeing with the results o f Bacmeister
and Schoebeii (1989).
Lamb (1994) performed studies o f an inviscid, two dimensional, finite depth, Boussinesq 
fluid. After subtracting out the hydrostatic pressure gradient, the Navier-Stokes equations were 
the same as equation (2.1.7):
The obstacle selected was a 'Witch o f Agnesi' h ill with Froude number in the range 0.5 < F  < 1.0. 
Good agreement with Linear theory was achieved only when the h ill height was particularly 
small (A/D < 0.0 ). Studies o f the occurrence o f breaking waves on the upper and lower 
boundaries were made, but it is suggested that these were severely affected by wave reflection 
from the upper boundary, which was modelled as a simple rigid surface (see Chapter 7 and 
Section 3).
Paisley (1993) performed a series o f two dimensional finite depth computations using 
the code SLAM and a number o f three dimensional computations using the code SWIFT. Since 
SLAM is the code which has been used to perform the calculations o f Section 3, it is convenient 
here to mention briefly a few o f the computational details.
SLAM is a two dimensional Boussinesq incompressible code using fu lly  im plicit 
backward Euler timestepping. The differencing scheme is the Van Leer flux lim iter incorporating 
primitive pressure-velocity variables. The computational domain may be described by standard 
Cartesian coordinates or by a terrain following coordinate system, so that both rectangular 
blockages and smooth topography can be modelled conveniently. A  choice o f turbulence models
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is also available in SLAM, those being a mixing length model, a k-l model, and a A-e model (see 
Chapter 6). The governing equations used are (neglecting the turbulence modelling):
= —V/?' — — .z + — V u (4.3.47)
V ^ p '  (4.3.48)D t
V.M = 0 (4.3.49)
where all variables are dimensionless, is the Schmidt number;
and K,„ is the coefficient o f mass diffusivity. The code SWIFT is a three dimensional extension 
o f SLAM  with a number o f improvements. For more detailed descriptions o f the codes, see 
Apsley (1992a, b, 1993).
Paisley studied flows over both fences and smooth topography (the latter including long 
and short cosine hills), for high and low values o f the Reynolds number (F^, = 10'',100 
respectively). The main results o f Paisley's work can be summarized thus:
i) unsteadiness independent o f the obstacle shape (as seen in some experimental studies) was 
confirmed for large values o f the Reynolds number.
ii) for two dimensional flow, upstream influence is considerable, even for small obstacles. This 
consequently affects downstream features, such as the location o f any breaking region which 
may occur.
iii) tuning o f the flow  by topography can occur for F  > 1, while steady flow can be achieved i f  K  
is close to an integer. For certain values o f F, however, the cosine hills gave rise to flows which 
did not approach a steady state, while those for the fence computations did. It was conjectured 
that the smoother topography was having a destabilising effect on the flow.
These conclusions would seem to indicate the inadequacy o f Long's model, both in its 
requirement o f no upstream influence, and its steady state nature. As with the computations o f 
Lamb (1994), the upper boundary was taken to be a rigid lid, and while this is appropriate for the
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simulation o f towing tank experiments, the conclusions are more d ifficult to apply to the 
behaviour o f windflow over hills or buildings. The inherent unsteadiness for certain values o f the 
Froude number does agree with the results o f Miranda and James (1992) and Bacmeister and 
Schoeberl (1989), however, and it is worthy o f note that the obstacle shape can have a 
considerable effect on the resulting flow.
The non-linear, finite depth study o f Rottman, Broutman and Grimshaw (1995) produced 
results which were compared with both Long's model solutions and Grimshaw and Yi's 
solutions. In common with the work o f Hanazaki, the Boussinesq approximation was assumed, 
although the effects o f viscosity were ignored, so that the nonhydrostatic Navier-Stokes 
equations were the same as equation (2.1.7):
^  =  —  (4.3.50)
O ' Po Po
Away from resonance, good agreement was achieved with Long's model for long obstacles; with 
narrower obstacles, persistent oscillations become evident, although the flow  remained fairly 
close to that predicted by Long's model. Near resonance, good qualitative agreement was found 
with Grimshaw and Yi. The best agreement was achieved when the parameters satisfied the 
obstacle scaling on which their analysis was based:
D
7 ~ l ô J  '
where L is the half-width o f the obstacle. I f  the obstacle is o f quite small amplitude, then this 
restricts the results o f the Grimshaw and Y i analysis to flows over obstacles o f moderate slope, 
which is clearly rather inflexible.
The model used by Durran (1986) and Durran and Klemp (1987) used the same scale 
arguments as the incompressible models to eliminate the advective term in the continuity 
equation, but retained the time variation o f the density, thus defining a compressible Boussinesq 
system, with continuity equation:
d p— -h pV.M = 0 . (4.3.51)
Using the definition o f potential temperature and the ideal gas equation, the Exner pressure may 
be written:
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71 =
where is a reference pressure (c.f. F/C„ = y - 1). Here all the variables have been expanded 
using the same notation as that used for Bacmeister and Schoeberl (1989). Taking the local time 
derivative (and noting that ti is independent o f time):
y  P m  )
A o « /c ; - i  ÊP . A  
C, ■ ' dt
RjC,
.0 R ! C ,- \ ' dt “
The undifferentiated values p and it may be replaced by representative constant mean values, p,„ 
and 7C„„ while the time derivative o f the density replaced from the continuity equation (4.3.51), 
giving:
D n' R R 98
Dt C . . C „ 0 . d r (4.3.52)
An equation for n may also be found by direct differentiation:
dt dz^p „,j
r p
\P m  /
SO that
dn
dz
g (4.3.53)
(4.3.52) and (4.3.53), together with the Navier-Stokes equations:
Du—  = -C ^Q V n' + g (4,3.54)
therefore represent the compressible Boussinesq system. A t steady state, this is formally 
equivalent to the incompressible models previously considered. Any sound waves generated 
were dealt with on a short time step, while the main flow calculations were performed using a 
long time step.
Using this model, Durran (1986) and Durran and Klemp (1987) examined the 1972 
Boulder windstorm in great detail. Durran (1986) (using a model incorporating a two layer
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density profile) suggested that a transition to supercritical flow  played an essential role in 
triggering the windstorm, caused by an elevated inversion in the atmosphere. This argument was 
based on hydraulic theory applied to the flow o f shallow water over a rock. Similar arguments 
have been presented by others, such as Long (1970), Baines (1977), Y ih (1980) and Smith
(1985).
Durran and Klemp (1987) compared this model o f windstorm generation with the critical 
level reflection model o f Clark and Peltier (1984). The latter concluded that constructive 
interference would occur between incident and reflected waves i f  the critical level were located 
at a height
n \  3 \
2 4
above the h ill (where \  is the wavelength o f the incident wave and « is a non-negative integer), 
while the arguments o f Smith (1985) suggest that gravity wave amplification is possible for a 
critical layer within the height range:
Using the compressible model described above, Durran and Klemp (1987) produced results 
which appeared to agree with the hydraulic amplification arguments o f Smith (1985). The latter 
used Long's equation to develop a general model o f the high drag flow  regime, and since this 
assumes the non-existence o f overturning streamlines, its validity must be questioned. The true 
nature o f the high drag state and downslope windstorm is therefore far from clear, and it is to be 
anticipated that any complete model w ill take account o f nonuniform inflow conditions, as 
indicated by Smith (1985).
To recall, this chapter has reviewed several methods o f incorporating nonlinear effects 
into theoretical models. In Section 4.1, incompressible weakly nonlinear analysis was used to 
obtain explicit descriptions o f the flow field, even when approaching resonance (i.e. when K  
approaches an integer). An important result o f this is the description o f the upstream propagating 
modes. The analysis is, however, limited by the requirement that the amplitude parameter is 
small, so that the results are limited to obstacles o f moderate slope. Section 4.2 focused upon 
numerical models incorporating the anelastic approximation to the continuity equation. Results
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o f these computations indicated the importance o f wavebreaking with its associated high drag 
state. This has obvious connections with downslope windstorms occurring in nature, such as the 
Boulder windstorm, although the precise mechanisms for the generation o f these windstorms is 
far from clear. In Section 4.3, some numerical models incorporating the incompressibility 
condition were reviewed, and it is notable that both the upstream propagating waves and 
wavebreaking referred to above were also present for these computations. It is clear that highly 
nonlinear processes are responsible for breaking waves, and that the upstream propagating 
modes can be very significant (for two dimensional flows, at least), so neither Linear theory nor 
Long's model can be considered reliable for providing quantitative information fo r flows over 
topography.
In the next chapter, a review o f the results o f a number o f laboratory experiments w ill be 
presented.
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Figure 2) Numerical solutions from the weakly nonlinear study o f Grimshaw and Smyth (1986):
i) A < A_ , subcritical non-resonant case.
ii) A _ < A < A_, transitional case between resonant and subcritical non-resonant cases.
iii) A_ < A < A^, resonant case,
iv) A > A ^ , supercritical non-resonant case.
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Chapter 5: Laboratory Work and Experiments
The ultimate test o f theoretical results, whether obtained from analytical reasoning or 
numerical experiments must always lie in their ability to predict 'real' flows. The researcher 
studying fluid flow must therefore always bear in mind the importance o f experimental data, 
although a debate focusing on the issue o f whether theory exists to support experiment (or vice- 
versa) would probably be never-ending.
As alluded to in Chapter 1, there are considerable practical problems associated with 
acquiring reliable data from field studies, allied to which are the problems associated with 
having no control over ambient conditions. As a result, using such methods it is d ifficult to 
repeat measurements, and the study o f specific events such as windstorms are fraught with 
uncertainty.
O f perhaps more interest to the theorist are the results from laboratory experiments. 
These, generally speaking, fa ll into two main categories, namely windtunnel experiments and 
towing-tank experiments. The former are usually used to model large scale (i.e. atmospheric) 
flows, with the advantages over field observations o f much greater control over ambient 
conditions. The stratification is typically caused by a vertical temperature gradient, controlled by 
heated floor and ceiling plates. As with fu ll scale observations, problems o f flow visualization 
exist, although these are eased by using different coloured gases as markers. Towing tank 
experiments are conducted by towing an obstacle through a stratified liquid contained in a 
transparent tank. Stratification is usually caused by salinity, with the obstacle being towed along 
either the top or bottom o f the fluid. Flow visualization is considerably easier for towing tank 
experiments, with marker dyes typically being injected into the flu id by a rake held upstream o f 
the towed obstacle. This allows streamlines originating from specified heights to be observed as 
they develop. Velocity profiles may be deduced by dropping a soluble solid (typically KMnO^) 
into the fluid and observing the deformation o f the originally vertical line thus formed. Two 
dimensional flows are studied by using an object which is almost as wide as the tank itself, 
interest being focused open the flow over its central region and side wall/obstacle end effects 
being ignored.
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There are o f course relative advantages and disadvantages o f using towing tanks and 
windtunnels. Common to both sets o f apparatus is the associated cost, both in terms o f the 
hardware and software required and the costs o f performing the experiments: the windtunnel 
requires a considerable amount o f heat to maintain the appropriate temperature gradient, while 
the salt water required for towing tank experiments is not expensive but can decrease the 
working life  o f  other components. The towing tank can give a very good qualitative description 
o f the flow , with visualization using dye streamers being very effective, but accurate point 
measurements (such as velocity) are more d ifficu lt to make, with the various measuring 
techniques being expensive and unreliable with such low towing speeds (typically less than 30 
cm/s) and therefore requiring repeat experiments for verification. Another very significant 
problem is that towing tank experiments can only run for a finite time before the end o f the tank 
is encountered (in practice experiments must be halted before this time as a result o f  waves being 
reflected from the tank walls). To counter this problem large towing tanks have been constructed 
(such as the large 25m tank at the United States Environmental Protection Agency Fluid 
Modelling Facility), but the installation and maintenance o f such a piece o f apparatus is 
prohibitively expensive. On the other hand, windtunnel experiments provide more quantitative 
information (with flow speeds typically being about 1-2 m/s for a dispersion (rather than 
aerodynamic) windtunnel), while flow visualization is much less effective (again, expensive 
techniques exist to allow such visualization). They are, however, capable o f continuing 
indefinitely and are therefore more flexible than towing tank experiments in that respect. As a 
result o f  the poor flow visualization, windtunnels are often used for site studies, where 
measurements o f concentration and dispersion o f a potential pollutant release may be o f 
paramount importance.
One very significant problem which applies to both towing tank and windtunnel 
experiments is that o f trying to impose nonuniform boundary conditions: clearly a nonuniform 
inflow velocity is very difficult to achieve in a towing tank. It should be noted, however, that the 
atmospheric boundary layer has been modelled for many years in windtunnels, while nonuniform 
density gradients may be achieved in towing tanks with careful preparation. Such conditions are 
modelled far more easily in a computational model, and this re-emphasizes the point made in an 
earlier chapter that experimental and theoretical models cannot exist in isolation.
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Bailles (1979) performed two dimensional towing tank experiments to test the accuracy 
o f contemporary theoretical results, especially those o f linear theory. Four cameras were used to 
capture the flow (three fixed and one moving with the obstacle), which was illustrated using 
neutrally buoyant polystyrene beads o f a range o f densities. Four different obstacles were used, 
ranging from semi-circular to long semi-elliptical obstacles, which were towed along the bottom 
o f the tank.
The results suggested that away from resonance (so that K  is not an integer). Linear 
theory generally gives a good indication o f the relevant flow  patterns downstream o f the 
obstacle. Values o f K  were in the range 0 < 7C<2.0. For supercritical flow  {K <  1), no upstream 
modes existed, so Linear theory gave a good approximation to the flow  obtained. For subcritical 
flows, the flow patterns downstream o f the obstacle exhibited reasonable agreement with linear 
theory for the long obstacles, the shorter obstacles having a long lee side separation entirely 
absent from the theoretical results. The upstream modes were poorly predicted by Linear theory, 
with 'wavy transients' being apparent in the analytic results but not the experiments. As K  
increased away from unity, however, the disagreements decreased. I t  is worthy o f note that 
wavebreaking did not occur for any o f the experiments: had some been performed with a lower 
Froude number so that wavebreaking did occur, it may be anticipated that the linear theory 
would have displayed considerable disagreement.
In their later work, Baines and Hoinka (1985) used an ingeniously simple device in an 
attempt to prevent vertically propagating wave energy being reflected by the boundary back 
towards the hill. Using a similar general arrangement to that adopted by Baines (1979), Baines 
and Hoinka however partitioned their tank in two, so that the h ill was towed down the tank on 
one side o f the partition. A t the top o f the tank, an inclined plate was fixed so that vertically 
propagating waves would be reflected over to the other side o f the partition and would not 
interfere with the subsequent flow over the h ill (see Figure 3). Flow visualization techniques 
were the same as Baines (1979), except that only two cameras were used. Five different 
obstacles were used, namely: semi-circle, semi-ellipse, Witch o f Agnesi, Witch o f Agnesi/ramp, 
and ramp/Witch o f Agnesi. The results o f these experiments indicated three regimes into which 
the flow  could be classified:
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\ ) F > 2
Steady state flow  consisting o f downstream lee waves having wavenumbers o f order N /U ,  and 
no upstream disturbances. Good agreement with both linear theory and Long's model was 
apparent.
2) F  s (0.5,2)
Occurrence o f upstream modes, appearing to travel at speed;
c = —  - U  n
where n < N fU  is a strictly positive integer. The largest amplitude waves appeared to travel 
fastest, so that the later modes had less effect. A t about F  = 2/3, wavebreaking began, the 
horizontal effect o f which increased as F  decreased. Above the breaking region the wave 
amplitudes were much smaller than those for larger values o f F  (this may confirm Clark and 
Peltier's (1984) hypothesis that critical layers caused by wavebreaking reflect vertically 
propagating wave energy).
3) F  <0.5
Upstream o f the obstacle, low level fluid was blocked (i.e. stagnant), the precise value o f F  at 
which this occurred varying with obstacle shape. The breaking downstream o f the obstacle again 
occurred, w ith its associated effect upon the vertically propagating wave energy. Downstream 
blocking was also evident at low levels. Clearly the behaviour for F  < 2.0 was very different 
from that predicted by either linear theory or Long's model.
We turn now to three dimensional experiments. In their work. Hunt and Snyder (1980) 
used both towing tank and wind tunnel experiments. The shape o f the h ill (intended to be an 
inverted fourth order polynomial) was given by:
h(r) = ho 1.04 0.083 ^+ ( r /L y ^ r - r ,1 +
0.03
Generally speaking, the results indicated three flow  regimes:
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1) For strong stratification (F  < 0.3 for moderate slope hills) the flow  was nearly horizontal, 
except in small regions at the top and bottom o f the h ill (see Figure 4ii).
2) For F  e (0.3,1.0), the flow  was governed by A , the wavelength o f the lee wave pattern set up 
by the h ill.
a) For A  < 52,, separation at the top o f the h ill was suppressed.
b) For A  > 5Z, the fluid travelled smoothly over the top o f the h ill, but separated under a gravity 
wave downstream o f x  = , where < A /2.
3) When F  > 1, the flow near the h ill resembled that o f neutral flow  (see Figure 4i). Further from 
the h ill, however, the stratification still exerted a strong influence, even for fairly large F.
The work o f Snyder et a l (1985) focused on the dividing streamline concept. This is 
effectively an extension o f Sheppard's (1956) argument that flu id below a certain streamline 
height would have insufficient kinetic energy for conversion to potential energy to pass over the 
top o f an obstacle on the lower boundary. For three dimensional flows, this flu id would be able 
to pass around either side o f the obstacle, but for two dimensional flows it would remain on the 
windward side o f the obstacle, potentially causing upstream blocking.
The experiments confirmed this hypothesis for a number o f different blockage shapes, 
with the upstream height o f the dividing streamline (i.e. the streamline separating the 'over 
the top' flu id from that remaining at the bottom o f tlie domain) generally conforming to the rule:
^ = i - F . 
h
In related studies, Castro, Snyder and Marsh (1983) and Castro (1987) performed 
experiments o f flow over a triangular ridge, finite in the across-flow direction. The main 
conclusions o f the former may be summarized:
1) Good agreement was achieved with Snyder et a l (1985) in terms o f the dividing streamline 
height for small values o f the Froude number.
2) The oscillations in the lee wave field may be 'tuned' by altering the body shape and the Froude 
number. For the triangular ridge used, maximum wave amplitudes were observed for F  w 0.8.
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3) Steady wavebreaking occurred for F  e (0.2,0,4), with obstacle aspect ratio (ratio o f across 
flow  width to height) a = 5, the position o f the breaking region being dependent upon the Froude 
number and the aspect ratio.
4) For F  = 0.4, vortex shedding occurred, accompanied by 'meander' in the far wake. This 
continued as F  was reduced further.
5) Upstream propagating modes were evident, although their effect was o f considerably smaller 
extent than those o f two dimensional flow: the downstream flow was not qualitatively affected 
by their presence.
Castro (1987) and Castro and Snyder (1993) focused upon the occurrence o f 
wavebreaking, the former using a triangular ridge while the latter used more general hills, 
including fu lly  three dimensional cosine and algebraic functions. The results indicated that plots 
o f F .^„y (where wavebreaking began) against a  appeared to be similar for different obstacle 
shapes (see Figure 5), although precise values differed: for example experiments with one o f the 
cosine hills indicated that F ,^.,., «0.9 when a  = 2 , while for one o f the algebraic hills F ,^.,., «0.5 
when a  —2. The experiments also indicated the existence o f a lower critical Froude number, 
below which wavebreaking ceased.
Castro and Snyder (1988) used a very similar setup (but also including a fence and a 
'W itch o f Agnesi' ridge) in their study o f upstream propagating modes. Overall, the conclusions 
agreed with those o f the earlier studies, with a number o f notable additions:
1) When F  > 1 for two dimensional flows, the upstream modes can have considerable 
amplitudes. These may be reduced by decreasing the relative obstacle height, or by using 
topography having quite shallow slope.
2) The amplitude o f successive upstream modes increased with wavenumber (for MTcA/2 < 1), so 
that i f  the inflow boundary is only a finite distance upstream, a steady state may only be reached 
when all the modes have propagated to the boundary (and possibly been reflected back into the 
domain).
3) I f  K  is only just larger than an integer, the highest order upstream mode propagates quite 
slowly compared with the flow speed.
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In their work Castro, Snyder and Baines (1990) performed both two and three 
dimensional towing tank experiments, comparing their results with those o f Linear theoiy and in 
particular focusing attention on apparently oscillatoiy behaviour. The main conclusions o f the 
observations can be summed up thus:
1) For comparatively weak stratification good agreement was achieved with the results o f Linear 
theoiy (using the Oseen model) and Long's model.
2) For small values o f the Froude number F, steady state was approached, even i f  wavebreaking 
was present.
3) For two dimensional obstacles, with F e  [z +0.5,z + 1) where z is a non-negative integer, 
strong oscillations in the obstacle drag and flow field can occur. Such oscillations were also 
present for some o f the three dimensional obstacles which were wide enough in the 'across-flow' 
direction. It was confirmed that this phenomenon was not caused by wave reflections from the 
tank walls.
It is notable that the final point above is in agreement with the numerical work o f 
Bacmeister and Schoeberl (1989) and Miranda and James (1992). Castro, Snyder and Baines 
(1990) did not, however, associate any intermittent wavebreaking with the oscillatory drag 
(although they did indicate that high drag conditions coincided with large amplitude waves and 
low drag conditions coincided with waves having small amplitudes).
From all o f the above studies, it is worthy o f note that linear theory provides a good 
qualitative description o f several flow phenomena which are clearly nonlinear, although others 
(such as wavebreaking) require more sophisticated models to simulate them. An interesting 
problem that affected some o f these experimental studies is that o f ascertaining whether or not 
wavebreaking is occurring, especially i f  the breaking region is small and is located between two 
streamlines visualized using dye streamers. This merely re-emphasizes the comments made at 
the beginning o f the chapter concerning the difficulty o f acquiring reliable quantitative data from 
experimental studies. O f course this casts doubt on experimental studies concerning unsteady 
phenomena and especially intermittent wavebreaking since one cannot say with sufficient 
confidence when relevant events commence or end.
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Level of fluid
Tank partition
Towed obstacle
Side view of tank
•Level fluid-
inclined reflecting plate
Towed
Obstacle
Vertical partition
End view of tank
Figure 3) Side and end views o f the general arrangement fo r  the experiments o f Baines and
Hoinka (1985).
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Figure 4i)
Figure 4) Flow fie ld, centre plane velocity (u, w)and surface velocity fo r  f lo w  over a three 
dimensional hill, from  Hunt and Snyder (1980): i) F  = 1.7; ii) (over) F  = 0.2.
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Steady, no wave breaking
Unsteady, no wave breaking
Unsteady wave breaking 
I
Steady wave breaking
N N N S S S S N S V
vortex shedd
Figure 5) Parameter p lo t o f critical Froude number F^ ,^ against aspect ratio  a  (ratio o f across 
f lo w  width to height) fo r  flow  over three dimensional obstacles, showing wavebreaking and 
vortex shedding regimes, from  Castro and Snyder (1993).
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Chapter 6: Turbulence Modeling
This chapter is intended only as a very brief introduction to turbulence, since this is a 
subject which merits considerable research in its own right. For more detailed reviews o f 
turbulence and turbulence modelling techniques, see Monin and Yaglom (1970), Tennekes and 
Lumley (1972) or Cebeci and Smith (1974).
Turbulence is effectively the irregular fluctuation o f the mean (bulk) flow, which in the 
case o f the velocity, for example, may be written as:
u = U + u',
where U  represents the time average, and so u' is therefore the turbulent fluctuating part. In the 
x-component o f the TMavier-Stokes equations, for example, the additional terms become:
1p -(p » v ) + -(p«v) + -(p»'«.oj,
with similar expressions for the y- and z-components. Here the overbar represents a time 
average, and the extra products (e.g. pw'v') are known as Reynolds stresses. There are a number 
o f methods o f accounting fo r turbulent affects, the main ones being: direct numerical simulation 
(DNS), large eddy simulation (LES), high order closure, Reynolds stress methods, eddy viscosity 
models, and mixing length models. The range in complexity o f these models is wide, the reason 
being that a numerical modeller must (computationally speaking) 'pay for what he/she gets': the 
more complex the model, the more detailed and reliable the results. Thus, for example, DNS is 
realistically unfeasible for the large scale complex domain flows that are the main interest o f this 
work.
Probably the current lim it o f turbulence modelling for w indflow over hills is a second 
order closure Reynolds stress model. The terms
(etc.)
are known as Reynolds stresses, and together make up the eddy stress tensor t .^ The closure 
problem consists o f establishing a closed system o f equations from which can be obtained a 
solution for the additional (effectively independent) variables. A first-order closure scheme
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would typically express the stresses directly in terms o f the mean flow variables. Second order 
schemes typically use additional equations derived from the governing equations to complete the 
system. These may contain third (and higher) order terms that may be assumed to be related to 
the second order terms.
Second order closure schemes are still, however, computationally very expensive, so a 
more straightforward method which is also popular uses the eddy viscosity formulation. This 
relies on the approximation that the stress tensor can be written as a linear expression in the 
mean rate o f strain (see Apsley (1994a) or Houghton (1986) for example). In tensor notation:
= V. dU-. dU jdxi
—— V/ se-ujQ ' =  —
O n  O Z
where 9 +0 ' is the potential temperature, v, is the eddy viscosity and Og is a constant in the 
turbulence model. The problem is then to specify the eddy viscosity, and again, methods o f 
varying complexity exist to do this.
1) M ixing length model. The reasoning underlying the model is that there exists a constant 
length / over which eddies die down so that I plays a similar role to that o f the mean free path in 
kinetic theory. The eddy viscosity then takes the form:
V, — I S
where S is the rate o f strain, given by:
dUf j \ 2
In stratified flows, the mixing length is sometimes given by (see Paisley (1993), for example):
1/4
0
1 -
R f< 0  
Ri e [0,/?,,]
R; > R>,.
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where the local gradient Richardson number and neutral flow mixing length /„ are given by:
1 æR. =
1 1 1
/„ /q KZ
Here Rf^, Iq are constants, k  is von Karman's constant and z is the distance from the nearest 
solid surface.
2) One equation k-l model. Here, the eddy viscosity is normally calculated as:
V , oc/c'/^/,„
where k is the turbulent energy, given by:
f - -
T V 'I ^
V + —  V/c
J J
and the dissipation rate 8 is determined from:
S OC
The mixing length can be obtained from:
1 1 1
icz
where icz is the eddy size and is a maximum mixing length. The rates o f production o f 
turbulent kinetic energy by mean shear (P^) and buoyancy forces (G^) are:
A  = v ,
Ô G ,.dUj dU j 
y^dxj d X j ) d X j
V , Ô ©
and the Cg,  ^ are coefficients which may be adjusted to suit the precise context o f the 
computation.
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3) Two equation k-s model. This is most commonly seen as:
V/ = length scale x velocity scale
with
/f3/2
length scale = ; velocity scale = .
The same transport equation is used for k while again is a coefficient requiring specification. 
Now, however, the dissipation rate has its own transport equation:
dt VeV +
The two equation k-s model is almost certainly the most popular o f the eddy viscosity 
formulations, although for most o f the flows o f this study, one o f the more straightforward 
models probably suffices to resolve the turbulence.
I f  such a model is used then in the proximity o f a solid boundary (i.e. in the logarithmic 
layer and viscous sub-layer where z is small) the mixing length scales as z thus:
~Kz.  a s z - > 0
It is therefore important when approaching such a boundary to increase the resolution o f the 
computational grid, in order to ensure that the mixing length is not smaller than the length 
between grid lines. Outside the boundary layer, the mixing length increases, and so the grid may 
be made more coarse.
In the anelastic model o f Bacmeister and Schoeberl (1989) (c.f. Chapter 4), the viscous 
and turbulent contributions were combined in a single term /^(O), where 0  was permitted to be 
any o f {m, w,9 '} :
. . d (  ÔO] d ^0
This was used to model turbulent convective motions, with the eddy diffusivity being given by:
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^lurh
OAK.
0
1/3
A
dz <0
where Z was a representative vertical length (1.0 km), Az was the vertical grid spacing, and A0 
was the change in the potential temperature across a grid box. This model was developed from 
experimental results, indicating that:
Nu = OARa^^\
where Nu is the Nusselt number, and Ra is the Rayleigh number. The representative length Z  was 
then given by:
Z =
r 8
As with the anelastic approximation, such a system is normally only used for atmospheric 
models, where it may be anticipated that thermal effects would play a significant role, as 
opposed to models o f towing tank experiments, where the buoyancy forces would normally be 
salinity based.
These then, represent the most common turbulence models used in numerical 
experiments o f this nature, although it must be emphasized that considerable customization is 
usual in order to optimize the relative performance for the different numerical schemes.
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Chapter 7: Upper Boundary Conditions for Numerical Models
The reader w ill probably have noticed that the previous chapters have paid very little 
attention to the boundary conditions. The lower boundary is very easy to model, whether as a 
rigid surface (modelling a real h ill, noting the observations made in the last chapter concerning 
the grid refinement required to resolve the turbulence) or a stress free boundary (modelling a 
towing tank experiment with the h ill towed along the top o f the fluid). The inflow, outflow and 
upper boundaries, however, are rather more complicated.
The main problem arises when tiying to simulate field experiments and measurements 
(i.e. infinite domain flows) using a numerical model: unless the boundaries indicated above (for 
three dimensional flow, the two lateral boundaries cause similar problems) are specially treated, 
vertically and horizontally propagating wave energy w ill be reflected back into the main domain, 
causing considerable interference. In an analytic model, o f course, asymptotic conditions would 
be used to govern the far-field behaviour, but with the finite domain that a numerical model 
requires, such a tool is unavailable. Attention here w ill be focused upon the upper boundary, 
although the comments are equally applicable to the inflow/outflow (and lateral) boundaries.
This is not a new problem, however, and a number o f attempts have been made to 
construct a boundary condition allowing energy to pass through the boundary without any 
reflections. Possibly the most common method involves solving a one dimensional wave 
equation (commonly called the Sommerfeld condition) at the boundary (see Sommerfeld (1949)):
9(1) 9(1)
where (|) is any flow variable, is the phase speed o f the incident wave, and 9/9« represents the 
derivative normal to the boundary. The boundary problem then reduces to the specification o f c^.
The finite difference scheme used by Orlanski (1976) was:
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Az d f f d f
At dt /  dz
- î / s < «
Here Az and At refer to the grid spacing and timestep used in the finite difference model 
respectively. This expression may be rewritten to incorporate the finite difference 
approximation:
9(t) /9(|) Az
dt j  dz (j) + (|> ^ fl_2 2 Ar
where (j) g_, represents the value o f the variable at time x, and at i gridpoints from the boundaiy. 
Orlanski originally suggested performing this calculation for each flow variable. Modifications 
to this scheme have been presented by Camerlengo and O'Brien (1980), M ille r and Thorpe 
(1981) and Raymond and Kuo (1984) amongst others, all o f which consist o f a finite difference 
calculation to determine Cp in the Sommerfeld condition (7.55).
A  computationally more straightforward method is to estimate a representative constant 
value for Cp. This obviously has severe conceptual difficulties, since not all wavemodes w ill pass 
through the boundary, but in practice reflection is prevented for a wide enough waveband for this 
scheme to be acceptable. Hedley and Yau (1988) compared the performance o f this 'fixed' 
scheme with that o f an Orlanski type 'floating' scheme, with the conclusion that the latter was 
generally superior, although the former performed better for some o f the computations.
The poor performance o f the floating scheme was conjectured to occur when the 
calculated values of the phase speed were quite close to zero, so that while energy was not 
reflected back into the domain, it tended to accumulate at the boundary. Hedley and Yau 
proposed a 'hybrid' scheme (it may be argued that this is no more than a minor modification to 
the standard Orlanski approach) where some positive minimum value for the phase speed is 
fixed, and above this value the phase speed is calculated as before. Once again a choice exists for 
the minimum value: Hedley and Yau suggested taking half o f the maximum phase speed.
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Starting from the Sommerfeld condition, Pearson (1974) used Fourier analysis to obtain 
a value for the phase speed. Assuming a single wave, incident upon the boundary, is reflected, 
then:
where the subscripts 1, 2 refer to the incident and reflected waves respectively. Substitution into 
the Sommerfeld condition gives:
B 03] - k ^ C p
A 0 ) ]  + k ^ C p
so the reflected wave is reduced to zero i f  //c ,. For the finite difference scheme, however,
this becomes:
2 7,4( c ^ , / c i - f ô i )  + ( C y , A x / 2 )  k
(c /^c, +©i)^ ^ i C p A x j l f k2 7,4 ’
SO that even i f  co, —c^k^, the waves w ill be partially reflected. This method is also quite labour 
intensive, and the Orlanski scheme (and its variants) has been used far more commonly.
An analytic way o f avoiding the Sommerfeld condition is to use Fourier methods on the 
governing equations to find a diagnostic equation, enabling the pressure to be found from the 
vertical velocity. Such a method has been used by Bougeault (1983) and Klemp and Durran 
(1983), for example. I f  the Fourier transform (|) o f the flow variable is defined (assuming it 
exists):
(here a two dimensional geometry is assumed: the three dimensional case is a very simple 
extension) then substitution o f this into the Fourier transform o f the governing equations gives:
 ^ wN
w  •
The discretized equivalent o f this may be shown to be:
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w^NAx 
P k --=— ; — sill
which may then be enforced at the upper boundary.
Kn
1 7 J
Scorer (1949) used a novel mechanism to simulate an infinite domain: calculations were 
performed over a finite domain o f depth D, and then D  was allowed to become very large in the 
solutions produced. This method, however, was criticized severely by Crapper (1959) and Smith 
(1985), among others.
Considering the effort required to compute the Fourier transforms (and inverses) or 
phase velocities, a more straightforward method involves using an absorbing layer at the top o f 
the domain. This may consist o f a region o f enhanced viscosity (see next section), or one where 
Rayleigh diffusion is used to damp down any propagating waves, as used in Miranda and James
(1992) or Bacmeister and Schoeberl (1989). Essentially this consists o f inserting an additional 
diffusion term in the Navier-Stokes equations, so that they assume the form:
Du 1—— = — — vp — aitD t p
where
D u'
D t = -a u ' .
This method has been shown to be quite effective at damping wave motions, but considerable 
preliminary effort is required to 'tune' the scheme properly so that the constant a is chosen 
appropriately: i f  not enough damping is applied, then there is a risk that waves w ill reach the 
upper boundary and be reflected back into the domain, while too much damping risks causing 
wave reflection from the lowest level o f the damping region.
The next section deals in some detail with research carried out relating to the use o f a 
viscous absorbing region with appropriate conclusions and suggestions for future study.
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SECTION 2: NUMERICAL EXPERIMENTS WITH A VISCOUS
UPPER LAYER
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C h a p te r 8; The  M odel
8.1 AIMS
The work summarized in this section relates to the development o f a viscous upper 
boundary modification to the standard University o f Surrey codes (namely SLAM  and SWIFT, 
see Apsley (1992a, b) and (1993)). As with all the models alluded to in Chapter 7, the purpose o f 
such a tool is simply to eliminate reflections o f vertically propagating waves, so that infinite 
domain cases can be modelled successfully.
The motivation for using this form o f upper boundary condition comes particularly from 
the success achieved in a number o f studies using the Clark (1977) model, which incorporated a 
similar condition. The computations o f this section were performed in response to the following 
questions:
1) Can an upper viscous absorbing layer be constructed so that vertically propagating wave 
energy is absorbed without significant reflections affecting the flow in the main computational 
domain (m.c.d.) ?
2) I f  such a viscous layer can be implemented successfully, do the results obtained agree (over 
the extent o f the m.c.d.) with those from an 'infinite' domain ?
3) What is the behaviour o f the flow  in an infinite domain as a function o f the Froude number F I
4) How much effect does the obstacle shape have on infinite domain flows ?
Comparison with experimental work, however, is perhaps rather difficult. Obviously, 
conventional towing tank experiments are not appropriate for comparison since most towing 
tanks are o f finite vertical extent. The problems o f obtaining accurate and repeatable 
experimental data effectively preclude field measurements as a viable source o f detailed 
information. One potential solution is to use a device similar to that o f  Baines and Hoinka 
(1985), although it is far from clear that the inclined 'mirror' w ill reflect all propagating 
wavemodes in the same fashion. I f  such a device could be shown to effectively remove the 
vertically propagating waves, it would be ideal for use in conjunction with a computational 
energy absorbing scheme.
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The theoretical models that deal with infinite domain flows are based upon the 
assumptions o f Linear theory or Long's Hypothesis: both are extremely restrictive, implicitly 
demanding that breaking waves do not occur, for example. Long's model appears to provide 
better agreement with laboratoi-y experiments than Linear theory, but again the restrictive 
assumptions o f the former demand that upstream modes do not exist, while Paisley (1993) 
among others clearly demonstrates that this phenomenon is o f considerable amplitude for two 
dimensional flows. Comparison with purely theoretical results is also therefore quite difficult.
8.2 THEORY
In the analysis which follows, restrictions are made to two-dimensional geometry, with 
the flu id  having uniform stratification. The geometry o f the computations is shown in Figure 6. 
In the upper layer, the kinematic viscosity is artificially enhanced, depending upon the position 
inside the layer. As shown in Chapter 4, for these finite depth calculations, Int(Æ) vertical 
wavemodes w ill be present. I f  attention is restricted to linear internal gravity waves, then these 
may be given by:
Here
kNCO = Uk ± (/c^
and q is the upward component o f mass flux  (i.e. the z-component o f p ii). Such a wave produces 
a wave energy flux (see Lighthill (1978) for example):
^  ^ l ( a > l - k x - m z )
k ‘
whose vertical component can be obtained by taking the vertical component o f the velocity «. 
Wave energy propagates at the speed o f the group velocity, given by:
_ ( 9(0^
^\dk ’ dmJ ’
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and thus it may be seen that different modes propagate at different speeds. This is unimportant as 
long as enough energy is absorbed by the viscous layer. The rate o f energy absorption by a 
viscous layer is given by:
v(/c^ +m^)
per unit time, or
v(&2 +wp-Ÿ
Nm
per unit distance along rays, where x is the kinematic viscosity.
Different wavemodes are therefore attenuated at different rates. Neglecting any viscous 
damping in the m.c.d., it may be seen that the total energy absorbed is (for any given wavemode) 
proportional to the integral o f the kinematic viscosity over the vertical extent o f the viscous 
layer. It is worthy o f note that i f  the viscous layer removes sufficient energy, the upper boundary 
is effectively isolated from the flow, which should therefore be insensitive to the nature o f the 
boundary condition imposed there.
To test the effectiveness o f a viscous layer properly would require results using an 
infinitely high domain: clearly impossible for any numerical model. As a compromise, an easy 
expedient is simply to increase the grid height until it is 'large'. This, however, has slightly more 
subtle implications than just being a better approximation to an infinite domain: energy w ill s till 
be reflected from the upper boundary back towards the domain o f interest. The true role o f the 
large grid is therefore to allow the flu id flow in the m.c.d. to develop before the wave energy is 
reflected back into this region: inspecting the solution after 'a long time' would not give an 
accurate representation o f the infinite domain.
To return to the viscous layer, the immediate choice to be made concerns the form the 
viscosity variation should take. A simple step function embodies a risk o f causing energy 
reflection at the discontinuity. A  continuous function (or even an analytic function) is therefore 
more appropriate, but too much attention should not be focused on the precise functional form o f 
the viscosity: since the flow  calculations involve values at isolated gridpoints, the viscosity w ill 
always behave as a step function. Each step must be kept small to avoid reflection at that
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particular grid point. An analytic function increasing rapidly with height could therefore cause 
considerably more reflection than a function having a carefully chosen set o f steps.
Inevitably, this causes a conflict o f interests: to cause as much absorption as possible 
requires a viscosity function which increases rapidly with height, while the danger o f reflection 
requires that the viscosity does not increase quickly between gridpoints. Two possible courses o f 
action present themselves: to increase the density o f gridpoints in the layer, or to increase the 
depth o f the layer while reducing the viscosity (so as to keep its integral constant). Possibly the 
optimum lies between these two extremes.
Modifications incorporating a viscous upper layer were made to the two dimensional 
code SLAM (see Apsley (1992a, b)). The sequence o f testing for the viscous layer was as 
follows:
1) Computations were performed without any additional layer, i.e. only the m.c.d. was included 
(in our case o f nondimensional height 5.0). Further data for this configuration was obtained from 
Paisley (1993).
2) Computations using a deep domain and constant viscosity were performed. Domain heights 
investigated were 40.0, 80.0, and 105.0. It  was found that the first o f these was not large enough 
to allow the solution in the m.c.d. to converge to steady state before wave energy reflected from 
the upper boundary caused significant interference.
3) Computations including a viscous upper layer o f various heights and functional forms o f the 
viscosity were performed. The vertical extent o f the upper layer was varied between a fifth  of,
and equal to that o f the m.c.d., while the viscosity peaked at between 200 and 2700 times its
value in the m.c.d. Various forms for the viscosity function were tried, including cosine, 
exponential, constant and ramp functions.
The governing equations were the same as those used in Paisley (1993):
Du 1 .  1 2
—  =  - V / 7 ' - ^ .  P o .z  + — V «, (8.56)
D p ' 1 ,
V.M=0.  (8.58)
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These were nondimensioiialised using the uniform upstream velocity C/, the value o f the density 
at the lower boundary p(0), and the height o f the obstacle h. Using these, time and pressure 
scales were defined thus:
htimescale = — , pressure scale = p(0)C/^.
D  denotes the total height o f the domain (for all computations), while  ^ denotes the height 
o f the main computational domain for the viscous layer computations.
Breaking waves were detected by testing for vertical streamlines which were not in 
contact with the lower boundary and were not bounded by streamlines which were (so that 
recirculating regions on the lower boundary were not classified as breaking regions).
The boundary conditions implemented were o f a rigid wall at the upper boundary and 
free surface at the lower boundary. These were chosen to be consistent with those o f Paisley
(1993), which in turn were used to model conditions in towing tank experiments. For each 
computation, the upstream boundary was fixed at x = -1285.5, the downstream boundary at 
X = 68.0 and the blockage was centered at x = 0.0. An Orlanski outflow condition was 
implemented at the downstream boundary, previous observations (see Paisley (1993)) 
demonstrating that this was effective at preventing reflection o f downstream propagating 
wavemodes.
There were 151 nodes in the x-direction while the deep domain computations had 105 
nodes in the vertical direction. The viscous layer computations all had 50 nodes in the upper 
layer, while the dimensions o f the grid for the m.c.d. varied according to its height: for 
Dm.c.d. =5.0, there were 45 nodes in the vertical direction, this being extended as necessary. A  
schematic diagram of the total domain is shown in Figure 6. Far from the obstacle (i.e. at the top 
o f the deep domain computations and upstream for all computations) the grid was quite coarse, 
but increasing the resolution o f the grids did not appear to affect the results while the 
computations were slowed considerably.
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C hapter 9: Results
9.1: INTRODUCTION
Generally speaking, the computations with a viscous layer exhibited better agreement 
with the large grid computations than those without, in terms o f both^streamfunction and drag 
plots. A ll computations were performed with =10\, using the mixing length turbulence model 
described in Paisley (1993). Initially, reasonable agreement could be achieved with the large 
domain computations by setting the height o f the viscous layer equal to that o f the m.c.d. (5.0 in 
these computations) while it was demonstrated that a viscous layer with height 1.0 or 2.0 was 
insufficient to prevent large reflections from the upper boundary disturbing the flow  in the m.c.d. 
significantly. The best results appeared to be for F  = 0.6, and subsequent computations showed 
that for higher Froude numbers similar results could be achieved by adjusting the domain depth 
so that the value o f K  remained the same (i.e. K  = 5.31, defined over the total domain).
The optimum functional dependence o f the viscosity appeared to be a straight ramp 
function. This was compared with cosine, exponential and constant functions (all o f which were 
adjusted so that the viscosity integral over the extent o f the viscous layer was the same). A  
modified ramp was also tried, so that the 'corner' in the viscosity occurring at the interface 
between the viscous layer and m.c.d. was smoothed. This 'fairing' process required at most four 
gridpoints, although the deficit in the viscosity at the bottom o f the viscous layer had to be 
countered at the top by further supplementing the viscosity there. Compared with the deep 
domain computation, however, the modified ramp function appeared slightly inferior to the 
straight ramp function. It is conjectured that this inferiority is due to the steeper gradient o f  the 
viscosity near the top o f the viscous layer causing more energy reflection for the modified ramp 
than the straight ramp.
The upstream modes were checked by observing the upstream horizontal velocity 
profiles. These were only relevant for the deep domain computations, since the upstream 
boundary was positioned so that for the smaller domains any such modes would not interfere 
with the flow  over the obstacle until after the computations were terminated (the upstream 
boundary was located at x = -1285.5). For the deep domain flows, the velocities remained within 
one or two percent o f their original values, although it was observed that these perturbations
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increased in amplitude as time increased, and also as the Froude number was decreased over 
each experiment. Upstream propagating modes having significant amplitudes were observed to 
occur for the small domain computations. The phase speeds appeared to be in agreement with the 
predictions o f Linear theory, however, so any reflections from the upstream boundary would not 
have affected the flow over the obstacles until after the runs were terminated. There was no 
evidence o f any reflection occurring from the downstream boundary.
9.2: FENCE CALCULATIONS
These were all performed to nondimensional time f = 500, and all plots o f the 
streamftmction are shown at this time. A significant observation is that while many o f the 
original smaller grids gave rise to solutions which did not approach steady state, with the viscous 
layer runs, steady state solutions were reached comparatively quickly. A ll the large domain 
computations produced solutions approaching steady state. Plots o f the drag are shown in Figure 
7.
a) F  = 0.6 (Figure 8)
Only the D = 105.0 (Æ = 55.7) and D  = 10.0 (viscous upper layer, K  = 5.31) runs 
approached steady state, although all runs had breaking waves. For D =  10.0 (uniform viscosity, 
K =  5.31) the wave breaking was intermittent, the time intervals over which breaking occurred 
being [33.0,327.0], [347.0, 461.0], and then recommencing at ? = 496.0. It is o f note that until 
about f = 300, the drag for this run appeared to be approaching steady state. The viscous layer 
run and the D =  105.0 run exhibited good agreement, both having persistent wave breaking (that 
for the former starting aX.t = 36.0, and for the latter at t = 39.5). Subsequent runs showed that the 
disagreement in the drag plot w ith the D  = 105.0 case could be slightly reduced i f  the value for K  
was kept as far as possible from an integer value, i.e. at 5.5, but that the differences were not 
large and the stream function remained virtually unchanged.
b) F  = 0.8 (Figure 9)
O f the initial computations, only the D =  13.3 (VUL, K  = 529) run did not achieve 
steady state: while the streamfunction remained reasonably steady, the drag was oscillatory in
81
time, although there was no wavebreaking. The streamfunction was quite close to that o f  the 
D  = 10.0 (VUL, K  = 3.99) run, which also had no breaking waves. The D =  105.0 (/C = 41.78) run 
approached steady state, with wave breaking starting at  ^= 320.5 and persisting for the remainder 
o f the computation.
On the other hand, the D =  10.0 (uniform viscosity, Æ = 3.99) run approached steady 
state, had wave breaking aloft, but gave rise to a streamfunction which seemed to bear little 
relation to that o f the D  = \ 05.0 computation.
From the above, it was surmised that F  = 0.8 is quite close to the transition to steady 
wave breaking, and that this might explain the apparent disparity in the results, so further 
computations were performed with slightly differing values o f F  (see Holmes (1995)). The 
results o f these computations supported this hypothesis, indicating a transitional regime 
characterized by oscillatory drag and intermittent wave breaking. The tendency o f the viscous 
layer computations to undergo this transition at different values o f F  from the large domain 
computations may possibly be explained by upstream influence, as described in the concluding 
chapter.
c) F  = 1.06 (Figure 10)
Neither computation for D = 5.0 {K  = 1.5) nor the D  = 10.0 (uniform viscosity, K  = 3.00) 
approached steady state, both having regularly oscillating drag force and wave breaking aloft. 
For D = 10.0, the secondary recirculation occurring in the lee o f the fence died out by /  = 150, 
although for D = 5.0 this recurs intermittently. The D  = 5.0 case had quite considerable upstream 
propagating disturbances in the streamfunction.
A ll o f the D  = 105.0 (7C = 3k53X D=10.0 (VUL, F  = 3.00) and D  = 17.8 (VUL, 
K  = 5.35) cases approached steady state with no wavebreaking occurring. The streamfunction for 
the D = 105.0 run was approximated closely by that o f the D =  17.8 (VUL) run, although that for 
D  = 10.0 was poor in comparison. The value for the drag was, however, reasonably consistent 
over the three computations.
d) F =  1.33 (Figure 11)
Neither the £) = 5.0 (Æ = 1.20) nor the D  = 10.0 (uniform viscosity, K  = 239)  
computations approached steady state, although only the former gave rise to any wave breaking.
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Both had very large disturbances in the streamfunction upstream and downstream o f the fence, 
and intermittent secondary recirculations.
In contrast, all o f the D =  105.0 (Æ= 25.13), D=10.0 (VUL, K  = 239)  and D = 22.3 
(VUL, K  = 5.34) computations approached steady state with no evidence o f either wave breaking 
or secondary recirculation. Agreement in the streamfunction o f these three runs over the m.c.d. 
was very good, the streamfunction resembling that for F  = 1.06, D  = 105.0, although the D  = 22.3 
(V U L) computation seemed to approximate the D =  105.0 run slightly better than the D =  10.0 
(V U L) run. This was similarly reflected in the drag plots, where the D  = 22.3 computation 
seemed much closer to the D = 105.0 run.
e) F  = 1.6 (Figure 12) j
I
A ll domain sizes in this case approached steady state, with only the D  = 5.0 (uniform j
viscosity, K  = 0.99) computation giving rise to any breaking waves. Clearly the uniform |
viscosity computations are very poor approximations o f the large domain, in terms o f both the 
streamfunction and drag plots. i
Once again, both the D = 10.0 (VUL, 7C=1.99) and D  = 26.8 (VUL, Æ = 5.33) 
computations exhibited good agreement with the D =  105.0 (Æ = 20.89) case, but as before, the 
larger V U L run demonstrated a markedly superior drag plot, when compared with that o f the 
D = 105.0 run.
9.3: SHORT H ILL  CALCULATIONS
These were performed using the same grid as the fence computations, except a terrain 
follow ing co-ordinate transformation was used. A ll calculations were terminated at 
nondimensional time t = 200. The h ill was given by:
 ^ 1 + cos(x 7u/2 )_ X G (—2,2)
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which was modelled as being mounted on a rigid baseplate over x  g (-8,8). This corresponded to 
the short h ill o f Paisley (1993). A ll streamfunction plots are shown at nondimensional time 
t = 200, unless otherwise indicated. Plots o f the drag are shown in Figure 13.
a) F  = 0.45 (Figure 14)
For all three computations (D =  105.0, K =  74.27; D  = 10.0, uniform viscosity, K =  7.07 ; 
D =  10.0, VUL, K  = 7.07 ) vigorous wavebreaking occurred. The D  = 10.0, uniform viscosity run 
had a streamfunction plot which was quite steady and very similar to computations performed 
where the h ill was not mounted on a rigid base: the mixing region did not, however, extend 
further downstream after f = 50, remaining confined between the h ill and the line x w 10.
The streamfunction plots for the D = 105.0 and D  = 10.0 (VUL) computations exliibited 
reasonable general agreement, although the former seemed more inclined to give rise to the 
occurrence o f secondary breaking. For the deep domain run, the wave breaking began at r = 24.5, 
while that for the viscous layer run began at f = 28.
For all three computations, the drag plots seem rather oscillatory, although the somewhat 
anomalous trough for the deep domain run is possibly due to upstream influence (see concluding 
chapter).
b) F  = 0.6 (Figure 15)
Both the D =  105.0 (7C = 55.7) and D =  10.0 (VUL, K  = 5.31) computations had 
oscillatory drag plots, providing support for the transitional oscillatory drag regime suggested by 
the fence computations. The wavelength and amplitude o f the drag oscillations appeared rather 
variable for the deep domain run (again this may be due to upstream influence), both those for 
the viscous layer run appeared to be far more regular. The high and low drag plots o f the 
streamfunctions appeared to agree extremely well. For both computations, wave breaking 
commenced at / = 10.75.
The D  = 10.0 (uniform viscosity, K  = 5.31) computation, however, achieved a nearly 
steady state, with the drag settling towards a value considerably in excess o f that for the deep 
domain or viscous layer computations. The streamfunction plot also exhibited very little 
agreement with either previous run, whether for high or low drag state or any intermediate 
regime.
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c) F  = 0.8 (Figure 16)
None o f the computations (D =  105.0, Æ = 41.78; D = 10.0, uniform viscosity, K  = 3.99; 
D=13.3, VUL, F  = 5.29) displayed any wave breaking, although only the deep domain and 
viscous layer runs achieved steady state. Agreement between these two was excellent in both 
drag and streamfunction plots.
The D = 10.0 computation had a considerable secondary recirculation region and large 
oscillations in the streamfunction plot which were absent from the deep domain and viscous 
layer computations. The drag appeared to be oscillating about a value approximately half that o f 
the steady state value o f the other runs.
9.4: LONG H ILL  CALCULATIONS
These were performed using a grid which was finer over the obstacle than the previous 
computations, but the grid dimensions were retained by making the grid slightly more coarse 
further from the obstacle. Test computations were performed and confirmed that this coarsening 
upstream and downstream o f the obstacle did not appear to affect the results. As for the short h ill 
computations, all calculations were terminated at nondimensional time  ^= 200, the h ill being 
given by:
 ^ 1 + cos(x7t/8)hÇx) — ^ . X G (—8,8)
This corresponded to the long h ill o f Paisley (1993). A ll streamfunction plots are shown at 
nondimensional time t = 200. Plots o f the drag are shown in Figure 17.
a) F  = 0.45 (Figure 18)
A ll three computations (D  = 105.0,F  = 74.27; D = 10.0, Æ = 7.07, uniform viscosity); 
D =  10.0, K  = 7.07, VUL) produced drag plots which were reasonably steady, with the D  = 10.0 
(VU L) run exhibiting better agreement with the D = 105.0 run than that o f the D  = \ 0.0 (uniform 
viscosity) run. Wavebreaking for the D  = 105.0 computation began at nondimensional time
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/ = 35.75, although the breaking for the smaller domain runs began slightly earlier (at r = 19.25 
for both runs) and only became persistent after t = 28.0.
The streamfunction plots indicated vigorous wavebreaking for all three computations, 
and that the D =  105.0 run may have had a secondary breaking region further aloft. This 
highlights one o f the main pitfalls o f using a finite domain with specially treated boundary to 
simulate an infinite domain: i f  such a secondary breaking region exists and causes significant 
reflection o f wave energy, there is considerable danger that it may fall outside the m.c.d. o f  the 
finite grid, and as such its effect could be significantly reduced or ignored completely.
The streamfunction plot for the D = 10.0 (uniform viscosity) computation indicated a 
large number o f breaking regions, and in contrast to its drag plot, exhibited very little  
resemblance to the large domain computation: in view o f the proximity to resonance (i.e. K  
nearly an integer) it is perhaps surprising that the drag is so steady. The streamfunction plot for 
the D  = 10.0 (VUL) computation exhibited reasonably good agreement with that for the 
D  = 105,0 computation: the absence o f the secondary breaking may be attributable to the location 
o f this region being close to the bottom o f the viscous layer.
b )F  = 0.6 (Figure 19)
O f the three computations (D =  105.0, Æ = 55.70; D = 10.0, Æ = 5.31, VUL; D  = 10.0, 
F  = 5.31, uniform viscosity), only the D =  10.0 (uniform viscosity) run showed no signs o f 
approaching steady state, with the drag plot exhibiting a large, apparently regular oscillation, 
with a period o f about 110 nondimensional time units. The other two computations seemed to be 
approaching steady state, and exhibited excellent agreement with each other. Wavebreaking was 
persistent for all three computations, beginning at nondimensional times r = 17.75 for the 
D =  105.0 run, / = 17.25 for the D  = 10.0 (VUL) run and / = 17.0 for the D = 10.0 (uniform 
viscosity) run. Once again, the large domain computation gave rise to a short interval o f 
secondary wavebreaking aloft, which would have been contained inside the viscous layer for the 
smaller domain computations.
The disagreement between the D = 10.0 (uniform viscosity) computation and the other 
two computations is illustrated well by the streamfunction plots: the former had very energetic 
wavebreaking in contrast to that o f the latter two computations. In accordance with the results o f 
the drag plot, the agreement between the D = 105.0 and D = 10.0 (VUL) runs was very good.
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c) F  = 0.8 (Figure 20)
As for the F  = 0.6 results, the three computations (D =  105.0, AT = 41.78; D =  13.3, 
K  = 5.29, VUL; D  = 10.0, K  = 3.99, uniform viscosity), only the D = 10.0 (uniform viscosity) run 
showed no sign o f approaching steady state, although here the oscillations in the drag appeared 
to be rather more irregular than was the case for F  = 0.6. On the other hand, the drag plots o f the 
other two runs exhibited decaying oscillations having a period o f about 30 nondimensional time 
units. Both, however, appeared to be approaching a steady state, although after about r = 100, the 
D  = 13.3 (VUL) computation appeared to have drag in excess of, but less oscillatory than that for 
the D  = 105.0 run, Wavebreaking was persistent for all three computations, that for the large 
domain run beginning at nondimensional time  ^= 26.5, while for both small domains breaking 
began at r = 25.5. There was no sign o f any secondary breaking for the large domain 
computation.
Once again, the streamfunction plots show excellent agreement between the D = 105.0 
and D = 13.3 (VUL) computations, while the plot for the D  = 10.0 (uniform viscosity) run 
exhibited very energetic wavebreaking and a very tall recirculating region.
It is noticeable that the apparently violent wavebreaking o f the D = 10.0 (uniform 
viscosity) computations does not decrease as the Froude number increases, and it may be 
conjectured for the long h ill configuration that this trend would continue as long as 
wavebreaking continued. It would therefore be instructive to perform computations with the 
Froude number high enough to eliminate wavebreaking. Such a value o f F  would appear to in 
considerable excess o f similar values for the short h ill and fence.
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Rigid boundary
Viscous Upper Layer (VUL)
Uniform inflow Main Computational Domain (m.c.d.)
D(m.c.d.)
hill/fenceFree surface
Figu re 6) Schematic diagram o f  the viscous upper layer computations o f  section 2.
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F igu re  7) D rag  p lots fo r  f lo w  over a fence, a) F  =  0.6; b) F  -  0.8; a) F  =  1.06; d) F  =  1.33; e) F  =  1.6.
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F igure 8) Streamlines fo r  f lo w  over a  fence, F  = 0.6. Streamline intervals are 0.5 units, starting at z ^  0. 
Between upstream streamline heights z =  3.0 a n d z = 4.0, streamline intervals are 0 .1 units, t  *= 500f o r  a ll 
plots, i) D  -  105.0, K -  55.7; ii)  D  =  10.0, K  ~  5.31 (VU L); Hi) D  = 10.0, K  =  5.31 (uniform  viscosity).
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Figure 91) F igure  9 ii)
F igure 9 iii) F igure  9iv)
F igure 9) Streamlines fo r  f lo w  over a fence, F  = 0.8, t =  500fo r  a il p lo ts: i) D  =  105.0, K  = 41.78. 
Streamline intervals are 0.5 units, s tarting fro m  z = 0.0. Between upstream streamline heights z =  4.5 and z 
= 5.5, streamline intervals are 0.1 units; ii)  D  =  10.0, K  = 3.99 (uniform viscosity), streamline intervals as 
f o r  9 i); Hi) D  = 10.0, K  = 3.99 (VUL), streamline intervals are 0.5 units, starting fro m  z = 0.0; rv) D  =
13.3, K  = 5.29 (VUL), streamlines as fo r  9iii).
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F igure 10) Streamlines fo r  f lo w  over a fence, F  = 1.06, streamline intervals are 0.5 units, t = 500fo r  a ll 
p lo ts ; i ) D  = 105.0, K  = 31.53; ii) D  = 10.0, K  = 3.00 (VUL); iii)  D  = 17.8, K  = 5.35, (VUL).
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F igure  11) Streamlines fo r  f lo w  over a  fence, F  = 133, streamline intervals are 0.5 units, starting fro m  z -  
0.0, t  •  500fo r  a ll computations; i) D  =  105.0, K  « 25.12; ii) D  -  10.0, K  « 2.39 (V U L); D  = 22.3, K  -
5.34 (VUL).
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Figure 12) Streamlines fo r Flow over a fence, F  = L6, streamline intervals are 0.5 units, t ~ 500fo r all 
plots: i) D -  105.0, K = 20.89; ii) D ~ 10.0, K = 1.99 (uniform viscosity);.iii) D = 10.0, K ~ 1.99 (VUL);
iv) D = 26.8, K== 5.33 (VUL).
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Figu re 13) D rag p lots f o r  f lo w  over a short h ill: a) F  = 0.45; b) F  =  0.6; c) F  =  0.8.
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F igure 14) Streamlines fo r  a  short cosine h ill, F  = 0,45. Streamline intervals are 0.5 units, t = 200fo r  a l l  
plots: i) D  =  105.0, K  -  74.27, between upstream streamline heights z = 1.5 andz  = 2.0, streamline 
in terva l is 0.1 units, w hile between z =  4.5 a n d 5.0, interval is 0.05 units; ii) D  =  10.0, K  =  7.07 (VUL), 
between upstream stream line heights z ^ 2 .0  andz  = 2.5, streamline in terval is 0.05 units; Hi) D  =  10.0, K  
= 7.07 (uniform viscosity), between upstream streamline heights z =  1.7 andz  = 2.0, streamline in terva l is
0.03 units.
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F igure 15v)
F igure  15) Streamlines fo r  f lo w  over a short cosine h ill, F  = 0.6, streamline intervals a re  0.5 units while  
f o r  p lo ts  i) iv) add itiona l streamline intervals between z =  2.0 andz = 2 .5  are 0.05: i) D  =  105.0, K  = 
55.70, low  drag state, t =  100; ii) D  =  10.0, K  =  5.31 (VUL) low  drag state t ^  110; i i i )  D  =  105.0, h igh  
drag state t  = 150; iv) D  = 10.0, K  =  5.31 (VUL) high drag state t = 150; v) D  =  10.0, K  = 5.31 (uniform
viscosity).
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F igure 16iii)
F igure 16) Streamlines fo r  f lo w  over a short cosine hill, streamline intei'vals are 0.5 units, starting fro m  z 
= 0.0, t  =  200fo r  a ll plots, F  » 0.8: i) D  = 105.0, K  = 41.78; ii)  D  = 10.0, K  =  3.99 (uniform  viscosity);
iii)  D  = 13.3, K  = 5.29 (VUL).
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Figu re 17) D rag  plots fo r  f lo w  over a long cosine h ill: a) F  = 0.45; b) F  ^  0.6; c) F  =  0.8.
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Figure 18) Streamlines fo r  f lo w  over a long cosine h ill, F  = 0.45, Streamline intervals are 0.5 units fro m  z 
= 0.0, t  = 200fo r  a l l  p lo ts: i) D  = 105.0, K  = 74.27, between upstream streamline heights z ** 2.5 an d z  “  
3.0, and above z =  5.5, streamline intervals are 0.1 units; ii)  D  = 10.0, K  =  7.07 (uniform  
viscosity)between upstream streamline heights z =^2.0 and z =2.5 , z =  3.5 andz  = 4.0, and above z =  5.5, 
streamline intervals are 0.1 units; ii i)  D  = 10.0, K  = 7.07 (VUL), between upstream streamline heights z =  
2.5 and z =  3.5, streamline intervals are 0.1 units, while between z = 2.8 and z =  2.9, intervals are 0.02
units.
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Figure 19) Streamlines fo r  flow  over a long cosine hill, F  = 0.6, streamline intervals are 0.5 units starting 
from z = 0.0, t = 200fo r a ll plots ; i) D ^  105.0, K  = 55.7, between upstream streamline heights z =2.5  
andz = 3.5 streamline intervals are 0.1; ii) D = 10.0, K =  5.31 (uniform viscosity) between upstream 
streamline heights z =  2.0 and z = 3.5, and above z = 5.5, streamline intervals are 0.1 units; iii) D  ^  10.0, 
K = 5.31 (VUL), between upstream streamline heightsz =3.0 andz = 4.0, streamline intervals are 0.1
units.
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F igure 20 iii)
F igure 20) Streamlines fo r  f lo w  over a long cosine h ill, F  -  0.8, streamline intervals are 0.5 units s tarting  
fro m  z ^  0.0, while fo r  i) and iii)  between upstream streamline heights z ~  4.0 andz  -  5.0, intervals are 0.1 
units, t  “  200fo r  a l l  p lo ts : i) D  ^  105.0, K  = 4L  78; ii)  D  = 10.0, K  -  3.99 (uniform  viscosity), between 
upstream streamline heights z ^  3.0 andz ^  4.5 streamline intervals are 0.1 units; i ii)  D  =  13.3, 5.29
(VUL).
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C h a p te r 10: Conclusions and F u tu re  W o rk
Modifications to the two-dimensional code SLAM have made to allow the insertion o f a 
viscous absorbing layer at the top o f the main computational domain. Computations with a 
simple fence and short and long cosine hills have demonstrated that it is quite successful in 
avoiding reflection o f vertically propagating wave energy, thus enabling the simulation o f a 
vertically infinite domain using a finite grid computational model. Specific points arising may be 
summarized thus:
i) From the results obtained, the flow (for both infinite depth and viscous layer configurations) 
may be categorized into three main regimes, namely steady flow  with no wave breaking; near 
steady flow  with persistent wave breaking; and a transitional regime characterized by unsteady 
flow  and intermittent wave breaking. In this transient regime, the unsteady flow, wavebreaking 
and oscillatory drag on the h ill are clearly linked: wavebreaking appears to coincide with a peak 
in the drag while troughs in the drag coincide w ith the absence o f wavebreaking. For the hills, 
several breaking and recirculation regions may be present for the latter two regimes, although 
this was not apparent for any o f the fence computations. The transitional value o f the Froude 
number would appear to near 0.8 for the fence, although that for the short h ill would appear to be 
somewhat smaller, while that for the long h ill would appear to be considerably larger.
ii) I f  phase velocities o f the upstream modes are consistent with linear theory, then the 
nondimensional time T for the first wave reflected from the upstream boundary to arrive back at 
the obstacle is given by (Paisley (1993)):
2LKT = K ^ - \
where L  is the nondimensional distance to the upstream boundary (in our case 1285.5). For the 
viscous layer computations, K  was about 5.3, so these reflected upstream modes had no effect on 
the flow  over and behind the obstacle until after f = 500. For the large domain computations 
however, values o f K  were typically over forty, so that interference could have been caused 
earlier than  ^= 60. While this does not appear to have affected the results significantly when the 
Froude number was different from its value near the transitional flow regime alluded to above,
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the behaviour near this regime would obviously be quite sensitive to any reflected wave modes. 
This possibly explains the results for F  = 0.8 for the fence computations, with the reflected 
energy contributing to the formation o f breaking waves. This phenomenon may also have been 
the cause o f the anomalous trough in the drag plot for the F  = 0.45 short h ill computation, w ith 
the larger value o f K  causing the larger amplitude waves to be reflected into the main 
computational domain more quickly than was the case for higher Froude numbers.
O f course, this highlights a subtle yet significant advantage o f using a viscous layer 
instead o f a deep domain to model an infinite domain (for two dimensions at least); the slower 
travelling upstream modes o f the smaller domain allow undisturbed computations to be 
continued for longer times. Against this must be considered the risk o f the small domain 
eliminating significant features o f the flow which lie outside the m.c.d., as highlighted by the 
results o f the long h ill computations.
iii)  The specific functional form o f the viscosity variation in the upper layer did not substantially 
alter its absorption properties. The ramp function appeared to be marginally superior to all other 
functional forms, probably due to the smaller step required between each node to absorb 
sufficient wave energy. The optimum value for K  for the viscous layer computations was o f the 
form (integer + 0.5), This o f course requires changing the domain height for different values o f 
the Froude number. The best results were obtained when the viscous layer thickness was equal to 
that o f the main computational domain, with the viscosity in this upper layer being given by:
v (z ) = v,„.rf.O + 2002')
where v^^,/ is the viscosity in the lower half o f the domain, and z is the height above the 
interface. It is worthy o f note that despite the theory available for wave energy and viscous 
attenuation, considerable experimentation is required to determine the optimum arrangement o f 
the viscous absorbing layer.
iv) It is apparent that the wavebreaking encountered for the smaller values o f F  became more 
energetic as the obstacle was made longer for both large and small domain computations. This is
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in agreement with the results o f Paisley (1993), and indicates the importance o f the flow  being 
tuned by the surface topography.
The above conclusions and the results contained herein provide good evidence that the 
viscous layer is performing as required in absorbing the majority o f the vertically propagating 
wave energy. There are however a number o f areas which would benefit from further study:
i) Further computations should be made to establish the precise location o f the transitional flow  
regime for the short and long hills, and how this is dependent upon features such as boundary 
conditions. Computations should also be performed with different obstacle shapes such as 
triangular ridges and rectangular blockages to establish the location o f their transitional regimes.
Further computations should be performed to analyse the behaviour at low values o f the Froude 
number, and check whether the results o f Castro (1987) and Castro and Snyder (1993) are also 
applicable to infinite depth flows for F  <Q2.
ii) It has been conjectured that the use o f a critical layer within a viscous absorbing layer greatly 
enhances its ability to absorb wave energy. To check this hypothesis, the appropriate 
modifications should be made, and tests run against the original viscous layer model, an inviscid 
model and the deep domain calculations. I t  may transpire that the modifications do not prove 
superior in themselves, but allow the gradient o f the viscosity in the absorbing region to be 
reduced.
iii)  Modifications to the three dimensional code SWIFT have already been made, although initial j
test computations have not yet been performed. It might be expected that the viscous layer does j
not have as much energy to absorb (with the flu id being able to split and pass around either side
o f the obstacle), so again it may be possible to reduce the viscosity gradient. Computations o f '
this type would o f course need to focus upon the effect o f varying the across-flow aspect ratio o f I
the appropriate obstacles, as well as the along flow  ratio.
iv) W ith the associated problems inherent in using 'deep domains' to simulate an infinite domain, 
it is imperative that reliable experimental information relating to such flows is forthcoming. The 
problems relating to the acquisition o f such data have been alluded to in Chapter 5, but it is
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hoped that a 'deflecting plate' similar to that used in Baines and Hoinka (1985) might provide a 
solution to these problems.
v) The upstream boundary conditions implicit in Long's model (that o f no upstream influence 
and the non-existence o f any closed streamlines) are extremely restrictive, and it is to be 
expected that 'real' flows do not conform to such prerequisites. To achieve significant progress in 
modelling such flows (whether as laboratory experiments or as field observations) it is therefore 
necessaiy to model flows having non-uniform inflow conditions. W ith this in mind it would be 
instructive to study the effects o f non-uniform inflow conditions such as velocity profile and 
nonlinear stratification (i.e. density gradient varying with height).
Finally, o f course, it is to be hoped that this model may be developed to the point where 
simulations o f fluid flows over topology in nature may be performed. Data sets exist for several 
studies performed in the field, but possibly the most widely studied is probably the Boulder 
(1972) windstorm, and this is possibly therefore the logical point at which to begin. This w ill 
almost certainly involve modelling non-uniform inflow profiles and nonlinear stratification, 
which makes the final point above extremely important for making any progress in terms o f 
modelling atmospheric flows using computational methods.
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