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ON A CONJECTURE OF KAC-WAKIMOTO
Feng Xu
Abstract. We prove a conjecture about mininmal index of certain representations
of Coset Algebraic Conformal Field Theories under certain conditions as formulated
previously by us. As a by-product, the Kac-Wakimoto Conjecture (KWC) which is
related to the asympotics of the coset characters is true under the same conditions.
The same idea in the proof also proves a recent conjecture related to subfactors from
conformal inclusions.
§1. Introduction
Let us first recall some definitions from [X4].
Let G be a simply connected compact Lie group and let H ⊂ G be a connected
subgroup. Let πi be an irreducible representations of LG with positive energy at
level k1 on Hilbert space Hi. Suppose when restricting to LH, Hi decomposes as:
Hi =
∑
α
Hi,α ⊗Hα,
and πα are irreducible representations of LH on Hilbert space Hα. The set of (i, α)
which appears in the above decompositions will be denoted by exp.
To illustrate the new ideas in this paper we will focus on the case when both G
and H are simply connected semisimple compact Lie groups of type A, i.e., G and
H are of the forms SU(N1)× SU(N2)× ...× SU(Nn). The ideas of this paper can
be applied to all compact semisimple and simply connected Lie groups and we plan
to consider them in separate publications.
We shall use π1 (resp. π1)
2 to denote the vacuum representation of LG (resp.
LH). Let AG/H be the irreducible conformal precosheaf of the coset G/H as defined
in Prop. 2.2 of [X4]. The decompositions above naturally give rise to a class of
I’d like to thank Professor Y. Kawahigashi for sending me [KLM]. 1991 Mathematics Subject
Classification. 46S99, 81R10.
1When G is the direct product of simple groups, k is a multi-index, i.e., k = (k1, ..., kn), where
ki ∈ N corresponding to the level of the i-th simple group. The level of LH is determined by the
Dynkin indices of H ⊂ G. To save some writing we write the coset as H ⊂ Gk.
2This is slightly different from the notation pi0 (resp. pi0) in [X4]: it seems to be more appro-
priate since these representations correspond to identity sectors.
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covariant representations of A, denoted by πi,α or simply (i, α). By Th. 2.3 of [X4],
π1,1 is the vacuum representation of AG/H .
Let us denote by Sij (resp. ˙Sαβ) the S matrices of LG (resp. LH) at level k
(resp. certain level of LH determined by the inclusion H ⊂ Gk) as defined on P.
264 of [Kac]. Define3
b(i, α) =
∑
(j,β)
SijS˙αβ〈(j, β), (1, 1)〉 (1)
Note the above summation is effectively over those (j, β) such that (j, β) ∈ exp.
The definition of 〈x, y〉 for any two sectors x, y can be found in §2.1 before formula
(0).
The Kac-Wakimoto Conjecture (KWC) states that if (i, α) ∈ exp, then b(i, α) > 0
(cf. Conj. 2.5 of [KW]). This conjecture is related to the asymptotics of the coset
characters (cf. Th. B of [KW]).
In §2.4 of [X4] an even stronger conjecture, Conjecture 2 (C2) is formulated.
This conjecture states that the square root of the minimal index (cf. §2.1) of sector
(i, α), denoted by d(i,α), is given by
d(i,α) =
b(i, α)
b(1, 1)
.
C2 is stronger than KWC since d(i,α) ≥ 1, b(1, 1) > 0.
In [X4], C2 is proved for a class of cosets, but the proof is based on the known
results about the branching rules, which already implies KWC. The main improve-
ment in this paper is a proof of C2 under general conditions, without knowing
details about the branching rules (cf. Th. 3.4). The power of the new ideas in
this paper can be seen from the examples listed in §3.1 after Cor. 3.5, where we
show that KWC is true for infinite series of cosets which do not seem to have been
obtained by other methods. We also give a simple proof of a conjecture (Conj. 7.1)
in [BE3]4.
Let us describe the content of this paper in more details. In §2 we collect some
results from [Reh] and [KLM] which will be used in the proof of Prop. 3.1 in §3.
In particular the notion of modular matrices from [Reh], and the notion of µ-index
from [KLM] are introduced. In Lemma 2.2 we calculate the µ-index of the coset.
Lemma 2.3 is an application of Prop. 3.1 of [BEK2] and Prop. 3.1 of [BE4] to our
setting. In Prop. 2.4 , we show that the global index of the coset is the same as its
µ-index using Lemma 2.3. This implies the non-degeneracy of the modular matrices
3Our (j, β) corresponds to (M,µ) on P.186 of [KW], and it follows from the definition (cf. §2.1)
and Cor. 2.10 of [GL] that 〈(j, β), (1, 1)〉 is then equal to multM (µ, p) which appears in 2.5.4 of
[KW] if the sector (j, β) has finite index, and that our formula (1) is identical to 2.5.4 of [KW].
4After this paper appears as preprint math.RT/9904098 in the net, the author is informed by
Prof. D. Evans that Conj. 7.1 is also proved in a forthcoming paper (cf. [BEK1]) by different
methods.
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for the coset under the conditions of Prop. 2.4 by Cor. 32 and Th. 38 of [KLM].
We also give a second proof of this result by using relative braidings first used in
[X1] and studied in details in [BE3], [BEK1]. The n-regularity (cf. definition in
§2.2) of our coset (Cor. 2.5) follows from Lemma 2.3 and Cor. 7 of [KLM].
The proof of Prop. 3.1 contains one of the new ideas of this paper, which is a
novel way of calculating the summation on the right-hand side of the equation in
(1) of Prop. 3.1. Prop. 3.1 is then used to prove Cor. 3.2, Cor. 3.3 , Th. 3.4 and
Cor. 3.5. The main results of §3, Th. 3.4 and Cor. 3.5 have already been described
at the beginning of this introduction. The same idea in the proof of Prop. 3.1 is
also used in §3.2 to give a proof of Conj. 7.1 in [BE3] (Th. 3.7).
As we already noted before, all the Lie groups considered in this paper will be
simply connected semisimple compact Lie group of type A, i.e., groups of the form
SU(N1)× SU(N2)× ...× SU(Nn) unless stated otherwise.
2. Preliminaries
2.1 Genus 0 and 1 modular matrices. Let us first recall some definitions from
[X2]. Let M be a properly infinite factor and End(M) the semigroup of unit pre-
serving endomorphisms ofM . In this paperM will always be the unique hyperfinite
III1 factors. Let Sect(M) denote the quotient of End(M) modulo unitary equiva-
lence in M . We denote by [ρ] the image of ρ ∈ End(M) in Sect(M).
It follows from [L3] and [L4] that Sect(M), with M a properly infinite von Neu-
mann algebra, is endowed with a natural involution θ → θ ; moreover, Sect(M) is
a semiring with identity denoted by id or 1 when no confusion arises.
If given a normal faithful conditional expectation ǫ : M → ρ(M), we define a
number dǫ (possibly ∞) by:
d−2ǫ := Max{λ ∈ [0,+∞)|ǫ(m+) ≥ λm+, ∀m+ ∈M+}
(cf. [PP]).
We define
d = Minǫ{dǫ|dǫ <∞}.
d is called the statistical dimension of ρ. It is clear from the definition that the
statistical dimension of ρ depends only on the unitary equivalence classes of ρ. The
properties of the statistical dimension can be found in [L1], [L3] and [L4]. We will
denote the statistical dimension of ρ by dρ in the following. d
2
ρ is called the minimal
index of ρ.
Recall from [X2] that we denote by Sect0(M) those elements of Sect(M) with
finite statistical dimensions. For λ, µ ∈ Sect0(M), let Hom(λ, µ) denote the space
of intertwiners from λ to µ, i.e. a ∈ Hom(λ, µ) iff aλ(x) = µ(x)a for any x ∈ M .
Hom(λ, µ) is a finite dimensional vector space and we use 〈λ, µ〉 to denote the
dimension of this space. 〈λ, µ〉 depends only on [λ] and [µ]. Moreover we have
〈νλ, µ〉 = 〈λ, ν¯µ〉, 〈νλ, µ〉 = 〈ν, µλ¯〉
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which follows from Frobenius duality (See [L2] ).
Next we will recall some of the results of [Reh] (also cf. [FRS]) and introduce
notations.
Let {[ρi], i ∈ I} be a finite set of equivalence classes of irreducible covariant repre-
sentations of an irreducible conformal precosheaf (cf. §2.1 of [GL]) . Suppose this set
is closed under conjugation and composition. We will denote the conjugate of [ρi]
by [ρi¯] and identity sector by [1] if no confusion arises, and let N
k
ij = 〈[ρi][ρj], [ρk]〉.
We will denote by {Te} a basis of isometries in Hom(ρk, ρiρj). The univalence of ρi
(cf. P.12 of [GL]) will be denoted by ωρi .
Let φi be the unique minimal left inverse of ρi, define:
Yij := dρidρjφj(ǫ(ρj, ρi)
∗ǫ(ρi, ρj)
∗), (0)
where ǫ(ρj , ρi) is the unitary braiding operator (cf. [GL] ).
We list two properties of Yij (cf. (5.13), (5.14) of [Reh]) which will be used in
§2.2:
Yij = Yji = Y
∗
ij¯ = Yi¯j¯ (1)
Yij =
∑
k
Nkij
ωiωj
ωk
dρk (2)
Define σ˜ :=
∑
i d
2
ρi
ω−1ρi . If the matrix (Yij) is invertible, by Proposition on P.351 of
[Reh] σ˜ satisfies |σ˜|2 =
∑
i d
2
ρi
. Suppose σ˜ = |σ˜| exp(ix), x ∈ R. Define matrices
S := |σ˜|−1Y, T := CDiag(ωρi) (3)
where C := exp(ix
3
). Then these matrices satisfy the algebra:
SS† = TT † = id, (4)
TSTST = S, (5)
S2 = Cˆ, T Cˆ = CˆT = T, (6)
where Cˆij = δij¯ is the conjugation matrix. Moreover
Nkij =
∑
m
SimSjmS
∗
km
S1m
. (7)
(7) is known as Verlinde formula.
We will refer the S, T matrices as defined in (3) as genus 0 modular matrices
since they are constructed from the fusions rules, monodromies and minimal indices
which can be thought as genus 0 data associated to a Conformal Field Theory (cf.
[MS]).
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It follows from (7) and (4) that any irreducible representation of the commutative
ring generated by i’s is of the form i→
Sij
S1j
.
Now let us consider an example which verifies (1) to (7) above. Let G = SU(N).
We denote LG the group of smooth maps f : S1 7→ G under pointwise multipli-
cation. The diffeomorphism group of the circle DiffS1 is naturally a subgroup of
Aut(LG) with the action given by reparametrization. In particular the group of
rotations RotS1 ≃ U(1) acts on LG. We will be interested in the projective unitary
representation π : LG→ U(H) that are both irreducible and have positive energy.
This means that π should extend to LG ⋉ Rot S1 so that H = ⊕n≥0H(n), where
the H(n) are the eigenspace for the action of RotS1, i.e., rθξ = exp
inθ for θ ∈ H(n)
and dim H(n) <∞ with H(0) 6= 0. It follows from [PS] that for fixed level K which
is a positive integer, there are only finite number of such irreducible representations
indexed by the finite set
P h++ =
{
λ ∈ P | λ =
∑
i=1,··· ,N−1
λiΛi, λi ≥ 1 ,
∑
i=1,··· ,n−1
λi < h
}
where P is the weight lattice of SU(N) and Λi are the fundamental weights and
h = N + K. We will use 1 to denote the trivial representation of SU(N). For
λ, µ, ν ∈ PK++, define
Nνλµ =
∑
δ∈PK++
SλδSµδS
∗
νδ
S1δ
(8)
where Sλδ is given by the Kac-Peterson formula:
Sλδ = c
∑
w∈SN
εw exp(iw(δ) · λ2π/n). (9)
Here εw = det(w) and c is a normalization constant fixed by the requirement that
(Sλδ) is an orthonormal system. It is shown in [Kac] P.288 that N
ν
λµ are non-
negative integers. Moreover, define Gr(CK) to be the ring whose basis are elements
of PK++ with structure constants N
ν
λµ. The natural involution ∗ on P
K
++ is defined
by λ 7→ λ∗ = the conjugate of λ as representation of SU(N). All the irreducible
representations of Gr(CK) are given by λ→
Sλµ
S1µ
for some µ.
The irreducible positive energy representations of LSU(N) at level K give rise
to an irreducible conformal precosheaf AG and its covariant representations by the
results in §17 of [W2]. AG is a collection of maps I ∈ I → AG(I) from the proper
intervals on a circle to von Neumann algebras which satifsy conditions as defined
in §2 of [GL], and one can also find the definitions of covariant representations of
AG is §2 of [GL]. We will use λ to denote such representations.
For λ irreducible, the univalence ωλ is given by an explicit formula . Let us first
define
∆λ =
c2(λ)
K +N
(10)
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where c2(λ) is the value of Casimir operator on representation of SU(N) labeled by
dominant weight λ (cf. 1.4.1 of [KW]). ∆λ is usually called the conformal dimension.
Then we have ωλ = exp(2πi∆λ). Note that ωλ = ωλ¯.
Define the central charge (cf. 1.4.2 of [KW])
CG :=
Kdim(G)
K +N
(11)
and T matrix as
T = diag(ω˙λ) (12)
where ω˙λ = ωλexp(
−2πiCG
24 ). By Th.13.8 of [Kac] S matrix as defined in (9) and T
matrix in (12) satisfy relation (4), (5) and (6). Since S, T matrix defined in (8) and
(11) are related to the modular properties of characters which are related to Genus
1 data of CFT (cf. [MS]), we shall call them genus 1 modular matrices.
By Cor.1 in §34 of [W2], The fusion ring generated by all λ ∈ P
(K)
++ is isomorphic
to Gr(CK), with structure constants N
ν
λµ as defined in (8). One may therefore ask
what are the Y matrix (cf. (0)) in this case. By using (2) and the formula for Nνλµ,
a simple calculation shows:
Yλµ =
Sλµ
S1µ
,
and it follows that Yλµ is nondegenerate, and S, T matrices as defined in (3) are
indeed the same S, T matrix defined in (8) and (11), which is a surprising fact.
This fact is refered to as genus 0 modular matrices coincide with genus 1 modular
matrices. If the analogue of Cor.1 in §34 of [W2] is established for other types of
simple and simply connected Lie groups, then this fact is also true for other types
of groups by the same argument.
2.2 Nondegeneracy of the coset. Let H ⊂ Gk be as in the introduction. We
will use AG,AH to denote the irreducible conformal precosheaves associated with
G and H respectively (see paragraph before (10) in §2.1). Denote by AG/H the
irreducible conformal precosheaves associated with the coset H ⊂ Gk as defined in
Prop. 2.2 of [X4].
In [X4], certain rationality results (cf. Th. 4.2) are proved for a class of coset
H ⊂ Gk. A stronger rationality condition, µ-rational or absolute rational, is defined
in §3 of [KLM], and we will recall these definitions.
Let A be an irreducible conformal precosheaf on a circle S1. Two proper intervals
I1, I2
5 of the circle are said to be disjoint if I¯1 ∩ I¯2 = ∅. Denote by E2 the set of two
disjoint intervals. A is said to be split if A(I1) ∨ A(I2) is naturally isomorphic to
the tensor product of von Neumann algebras A(I1)⊗A(I2) for all {I1, I2} ∈ E2.
Let {I1, I2} ∈ E2, and let I3, I4 be the disjoint intervals such that I3 ∪ I4 is the
interior of the complement of I1 ∪ I2 in S
1. If the index
[A(I ′3) ∩ A(I
′
4) : A(I1) ∨ A(I2)]
5As in [GL] by an interval of the circle we mean an open connected proper interval of the circle.
If I is such an interval then I′ will denote the interior of the complement of I in the circle.
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is independent of {I1, I2} ∈ E2, then this index is called the µ-index of A, denoted
by µA. A is said to be absolutely rational, or µ-rational for short, if A is strongly
additive with finite µ-index.
Recall that A is strongly additive if A(I1) ∨ A(I2) = A(I) where I1 ∪ I2 is
obtained by removing an interior point from I. A is said to be n-regular if A(S1 −
{p1, ..., pn}) = A(S
1) for any p1, ..., pn ∈ S
1. Note that if A is strongly additive,
then A is n-regular for any n.
Here we will make corrections on a statement concerning strong additivity in
[X4]. When G is of type A, it is proved (cf. Remark on P. 504 of [W2] and [W4])
that AG is strongly additive. But as pointed out to us by Prof. A. Wassermann,
the proof of this fact , Th. E in P. 504 of [W2], is not correct (This does not affect
the results of [W2] ). It follows that the proof of (1) of Lemma 2.1 and the proof
of a remark on strong additivity at the end of §2.1 in [X4] which follows from the
proof of Th. E in [W2] is not correct. We note that the correct proof of Th. E
as remarked in [W2] applies without change to give a proof of (1) of Lemma 2.1 in
[X4]. The remark on strong additivity at the end of §2.1 in [X4] is used in §4 of
[X4] only to ensure the equivalence of local and global intertwinners (also cf. §2.3
of [BE1]), but under the condition of finite index and conformal invariance, the
equivalence of local and global intertwinners has been proved in Th. 2.3 of [GL].
Hence all the lemmas, corollaries and theorems of [X2] hold without the strong
additivity assumption since one can instead use Th. 2.3 of [GL]. However it will be
interesting to prove strong additivity for the net associated with the coset. See Cor.
2.5 for a positive result in this direction. We will show in Prop. 2.4 how one can
still get nondegeneracy of modular matrices for the coset without knowing strong
additivity.
When A has finite µ-index, then A has only finitely many irreducible covariant
representations with finite index (cf. Th. 8 of [KLM] and the remark after it),
denoted by ρi, i = 1, ..., n. The global index of A, denoted by IA, is defined to be
IA :=
∑
i d
2
ρi
. Note that by the proof of Th. 38 in [KLM] (also cf. §3 of [X3])
IA ≤ µA.
Denote by µG, µH , µG/H the µ indices of the irreducible conformal precosheaves
AG,AH and AG/H associated with H, G and the coset H ⊂ G respectively. The
irreducible covariant representations of AG,AH and AG/H will be denoted by i, α
and x respectively. For simplicity the global index of AG,AH and AG/H will be
denoted by IG, IH and IG/H respectively. Note that as in §1 (1, 1) will denote the
vacuum representation of AG/H . As in §1, let π
1 denote the vacuum representation
of AG. Then one has a natural inclusion (cf. §3 of [X4])
π1(AG/H(I)⊗AH(I)) ⊂ AG(I)
for any proper interval I of a circle. The coset H ⊂ Gk is cofinite if the above
inclusion has finite index (cf. §3 of [X4]), and the square root of this index is
denoted by d(G/H). As noted in §3 of [X4], d(G/H) is independent of the choices
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of I. By (3.1) of [X4], we have
d(G/H)2 =
∑
α
d(1,α)dα (13)
where d(1,α) and dα are the statistical dimensions of covariant representations (1, α)
and α respectively.
We have:
Lemma 2.2. Suppose that H ⊂ Gk is cofinite, and AH and AG are µ-rational.
Then AG/H is split and has finite µ index. In fact
µG/H =
d(G/H)4µG
µH
Proof. First note that AG/H is split. This is a well known fact which follows from
the asymptotics of the growth of states in the vaccum (cf. Th. B of [KW]) and
[BAF]. For a simplified proof see Prop. 2.3.1 of [X7] which follows from [W3]. Then
the µ-index of the tensor product of AH and AG/H is µHµG/H , and it follows from
the proof of Prop.21 of [KLM] (also cf. the proof of Th. 3.5 in [X3]) that:
µHµG/H = d(G/H)
4µG.
It follows that
µG/H =
d(G/H)4µG
µH
is finite.

Let us note the following interesting consequence of Lemma 2.2. For the diagonal
inclusions of type A considered in §2.2 of [X5], a direct calculation using Lemma
2.2 shows that
µG/H = |σ˜|
2,
where σ˜ is determined in (2) of Th. 2.3 in [X5]. By Th. 38 of [KLM], this shows that
the irreducible sectors which are determined in §2.2 of [X5] are all the irreducible
sectors of the coset theory, and by Cor. 7 of [KLM] AG/H is n-regular for any n.
We will see more general statements in Cor. 2.5 and Cor. 3.2.
The µ-rationality of the irreducible confromal precosheaf associated with a type
A group G follows from the results of [W2] and [X3]. In this case one has IG = µG.
The proof of finite µ index and the calculation of the index value in [X3] are based
on the existence of a class of conformal inclusions which exist for all classical simply
connected Lie groups.
For the rest of this section, we assume d(G/H) < ∞. By Lemma 2.2 and the
remark after Th. 8 of [KLM], AG/H has only finite number of irreducible covariant
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representations. In fact the global index IG/H ≤ µG/H . Also note that the set of
irreducible covariant representations is closed under conjugation and composition
(cf. [GL]). Note that if x, α are the irreducible covariant representations of AG/H
and AH respectively, then x⊗α is an irreducible covariant representation of AG/H⊗
AH . We can take the finite set consisting of x ⊗ α where x, α are the irreducible
covariant representations of AG/H and AH respectively and define the Y -matrix as
in (0) of §2.1. Then one has
Yx⊗α,y⊗β = YxyYαβ ,
where Yxy, Yαβ are the Y -matrix associated with the set of irreducible covariant
representations of AG/H and AH respectively. Yxy will be referred to as the Y -
matrix of the coset.
In §4.2 of [X4], the results of [X1] (also cf [BE1-2]) are applied to the net of
inclusions π1(AG/H(I) ⊗ AH(I)) ⊂ AG(I). The key observation is that there is a
ring homorphism x⊗α→ ax⊗α with certain remarkable properties first established
in [X1]. We will refer to §4.2 of [X4] for the definition of ax⊗α and σi. A useful
property which follows from Prop. 4.2 and (4) of Th. 4.1 of [X4] is
〈σi, ax⊗α〉 = 〈(i, α), x〉.
So the map x→ ax⊗1 as defined in [X4] is a ring isomorphism by (1) of Prop.4.2
in [X4], and we have
〈x, y〉 = 〈ax⊗1, ay⊗1〉.
We will use the notations of §4.2 of [X4] and ideas of [X1]. We denote the set of
irreducible sectors of ax⊗λ by W .
6 Notice σi ∈ W , and are referred to as “special
nodes” in §3.4 of [X1]. The ring homomorphism x ⊗ α → ax⊗α , up to a unitary
equivalence, is called α-induction in [BE1,2,3]. A dictionary between the notations
of [X1] and [BE1,2,3] can be found in §2.1 of [X6]. If one choose the opposite braiding
compared to the braiding in the definition of ax⊗α, one obtain a˜x⊗α. Let W˜ be
the set of irreducible subsectors of a˜x⊗α, ∀x, α. Let Wˆ be the set of irreducible
subsectors of a˜x⊗αay⊗β, ∀x, α, y, β. Let W0 := W ∩ W˜ . For any finite set Z of
irreducible sectors closed under multiplication we denote by IZ :=
∑
θ∈Z d
2
θ, where
dθ is the statistical dimension of θ (cf. §2.1). If no possible confusion arises, we will
denote the vector space over C with basis Z by Z. This vector space is endowed
with an inner product by extending the bilinear form 〈, 〉 on sectors (cf. §2.1 )
linearily in the first variable and conjugate linearily in the second variable. Note
that every sector of Z gives rise to a linear operator acting on the vector space Z
where the action is given by left multiplication.
The following Lemma follows from Prop. 3.1 of [BE4] and Prop. 3.1 of [BEK2].
We include the proof for our case.
6Note this is slightly different from the definition of vector space V in §3.1 of [X5], and in fact
V ⊂W , but we will see in Cor. 3.2 that these two spaces coincide.
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Lemma 2.3.
IW = IW˜ =
IHIG/H
d(G/H)2
, IWˆ = IHIG/H , IW0 =
IHIG/H
d(G/H)4
.
Proof. Each sector ax⊗α (and linear combinations of them) can be thought as an
operator on W where the action is given by left multiplication. These operators
ax⊗α share a common eigenvector d =
∑
λ∈W dλλ where λ are elements in the basis
W , with eigenvalues dxdα. Note that the matrix corresponding to N =
∑
x⊗α ax⊗α
on the basis W is irreducible since each element of W is a subsector of some ax⊗α,
and d =
∑
λ∈W dλλ is also a Perron-Frobenius eigenvector ofN . Now define another
vector
v :=
∑
x,α
dxdαax⊗α =
∑
x,α,λ
dxdα〈ax⊗α, λ〉λ.
Note that v has positive entries under the basis W . Since
ay⊗βv =
∑
x,α
dxdαay⊗βax⊗α =
∑
x,z,α,δ
dxdαN
z
xyN
δ
αβaz⊗δ
=
∑
z,δ
dydβdδdzaz⊗δ
= dydβ
∑
z,δ
dzdδaz⊗δ
where we have used the homomorphism property of the map x ⊗ α → ax⊗α. It
follows that v is also an Perron-Frobenius eigenvector of N . So there exists a
positive constant c such that v = cd. By computing the statistical dimension we
get IHIG/H = cIW . From 〈v, id〉 = c〈d, id〉 where id is the identity sector we get
(using did = 1)
c =
∑
x,α
dxdα〈ax⊗α, id〉 =
∑
x,α
dxdα〈x, (1, α)〉 =
∑
α
d(1,α)dα = d(G/H)
2
where in the last equality we have used (13) in §2.
Similarly if we define vectors v− =
∑
x,α dxdαa˜x⊗α, d
− =
∑
λ∈W˜ dλ, then a
similar proof as above shows that v− = cd− and IHIG/H = cIW˜ . This proves the
first equation in the lemma.
To prove the second equation, consider ax⊗αa˜y⊗β as operators on Wˆ with the
action given by multiplication on the left. Let dˆ =
∑
λ∈W˜ dλ. dˆ is a commomn
eigenvector of ax⊗αa˜y⊗β with eigenvalues dxdαdydβ. Define another vector
vˆ :=
∑
x,y,α,β
dxdαdydβax⊗αa˜y⊗β .
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One checks easily using the fact that as sectors ax⊗αa˜y⊗β = a˜y⊗βax⊗α (cf. Lemma
3.3 of [X1] or [BE2]) that vˆ is also a commomn eigenvector of ax⊗αa˜y⊗β with
eigenvalues dxdαdydβ . Let Nˆ :=
∑
x,y,α,β ax⊗αa˜y⊗β. Then the matrix of Nˆ under
the basis Wˆ is irreducible since every irreducible sector in Wˆ appears as a descendant
of some ax⊗αa˜y⊗β . It follows that dˆ, vˆ are Perron-Frobenius eigenvectors of Nˆ , and
so vˆ = cˆdˆ for some positive constant cˆ. By computing the statistical dimension we
get: (IHIG/H)
2 = cˆIWˆ . From 〈vˆ, id〉 = cˆ〈dˆ, id〉 we get (using did = 1)
cˆ = 〈vˆ, id〉 =
∑
x,y,α,β
dxdαdydβ〈ax⊗αa˜y⊗β, id〉
=
∑
x,y,α,β
dxdαdydβ〈ax⊗α, a˜y¯⊗β¯〉
=
∑
x,y,α,β
dxdαdydβ〈ax⊗α, a˜y⊗β〉
=
∑
x,y,α,β
Yx⊗α,(1,1)⊗1〈ax⊗α, a˜y⊗β〉Yy⊗β,(1,1)⊗1
=
∑
x,y,α,β
〈id, ax⊗α〉Yx⊗α,y⊗βYy⊗β,(1,1)⊗1
where in the last step we have used Th. 5.7 of [BEK1] as in the proof of Prop. 3.1
in [BE4]. Since YαβYβ1 = IHδα,1, Yx⊗α,y⊗β = YxyYαβ , we get
cˆ =
∑
x,y
〈id, ax⊗1〉YxyYy(1,1)IH =
∑
x,y
〈(1, 1), x〉YxyYy1IH
=
∑
y
Y(1,1)yYy1IH = IG/HIH .
It follows that IWˆ = IHIG/H .
From the proof of the first equation above we have v = cd, v− = cd−, and hence
〈v, v−〉 = IW0I
2
W /I
2
W . But one can also compute directly that
〈v, v−〉 = cˆ = IG/HIH
completing the proof of the third equality.

Now we are ready to prove the following:
Proposition 2.4. Suppose G and H are simply connected semisimple compact Lie
groups of type A as noted in §1. Assume H ⊂ Gk is also cofinite. Then:
(1) IG/H = µG/H ;
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(2) The Y matrix of the coset is nondegenerate.
Proof. Ad (1): By the third equation in lemma 2.3 IW0 =
IHIG/H
d(G/H)4 . On the other
hand since σi ∈ W0, ∀i (cf. Lemma 3.5 of [X1] or [BE1]), it follows by definition
that IG =
∑
i d
2
σi
≤ IW0 =
IHIG/H
d(G/H)4
. Since IG = µG, IH = µH , we get
µG ≤
µHIG/H
d(G/H)4
.
Note that IG/H ≤ µG/H , but by Lemma 2.2
µG =
µHµG/H
d(G/H)4
.
It follows that all the ≤ above are = and this proves (1).
Ad (2): This follows immediately from (1), the second part of Th. 38 (note that
strong additivity is not assumed) and Cor. 32 of [KLM].

A different proof of (2) of Lemma 2.4 without using the results of [KLM] can be
given by using properties of relative braidings as follows. Let x be an irreducible
covariant representation of AG/H which has trivial braidings with every covariant
representation of AG/H , i.e., ǫ(x, y)ǫ(y, x) = id, ∀y. Then x⊗1 is a covariant repre-
sentation of AG/H ⊗AH which has trivial braidings with every covariant represen-
tation of AG/H⊗AH . It follows by definition that ax⊗1 = a˜x⊗1, and so ax⊗1 ∈ W0.
Since IW0 = IG, as sectors [ax⊗1] = [σi] for some i since ax⊗1 is irreducible. Let
u be a unitary intertwinning operator such that σi = uax⊗1u
∗. For any σj , since
σj ≺ a(j,β)⊗β, we can choose an isometry u1 such that σj = u
∗
1a(j,β)⊗βu1. Note
that by our assumption x ⊗ 1 has trivial braidings with (j, β) ⊗ β, and by using
u, u1 and the naturality of relative braidings (cf. Prop. 3.12, 3.15 of [BE3], also cf.
Lemma 2.2.3 of [X6]), we conclude that i and j as irreducible covariant represen-
tations of AG have trivial braidings. This force i to be identity, and it follows that
[ax⊗1] = [id] which implies that x is the identity by Prop. 4.2 of [X4]. This proves
(2) of Lemma 4.2 by the proposition in §5 of [Reh].
Corollary 2.5. Under the assumptions of Prop. 2.4 AG/H is n-regular for any
n ≥ 1.
Proof. This follows from Lemma 2.2, (1) of Lemma 2.4 and Cor. 7 of [KLM].

3. Kac-Wakimoto Conjecture
3.1. Conjecture 2 of [X4]. Let H ⊂ Gk be as in §1. Throughout this section,
we assume that H ⊂ Gk is cofinite.
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We will denote by S, T (resp. S˙, T˙ ) the genus 0 modular matrices corresponding
to G (resp. H). As we remarked at the end of §2.1, they coincide with the genus 1
modular matrices when G,H are type A.
We also assume that H ⊂ Gk is not conformal, so the coset theory is non-trival
(cf. Prop. 2.2 of [X4]). But see the remark after Prop. 3.1 for the case of conformal
inclusions.
By Prop. 2.4, the Y -matrix of the coset as defined in §2.1 is non-degenerate,
and we shall denote by S¨, T¨ the corresponding genus 0 modular matrices. We will
denote by S, T (resp. S˙, T˙ ) the genus 0 modular matrices associated with G (resp.
H).
Throughout this section we will use genus 0 modular matrices only unless noted
otherwise.
As in §2.2, we denote the set of irreducible sectors of ax⊗α byW . Notice σi ∈W ,
and are referred to as “special nodes” in §3.4 of [X1]. Since (cf. [X4] or [BE1-2])
ax¯⊗α¯ = a¯x⊗α, σjax⊗α = ax⊗ασj , the matrix corresponding to multiplications on
W by σi, ax⊗1, and a1⊗α are commuting normal matrices, so they can be simul-
taneously diagonalized. Note that all the irreducible representations of the ring
generated by α′s are given by (cf. §2.1 after (7))
α→
S˙αβ
S˙1β
,
and similarly for the ring generated by σ′is and ax⊗1’s, with S˙ replaced by S and S¨
respectively. Assume {ψ(k,δ,z;s)} are normalized orthogonal eigenvectors of the ma-
trix corresponding to multiplications on W by σi, ax⊗1, and a1⊗α with eigenvalues
Sik
S1k
, S¨xzS1z and
S˙αδ
S˙1δ
respectively, s is an index indicating the multiplicity of k, δ, z, and
we denote by (Exp1) the set of k, δ, z; s’s which appears in the set {ψ(k,δ,z;s)}. Recall
if a representation is denoted by 1, it will always be the vacuum representation.
Lemma A. We have:
(1) The eigenvector ψ(1,1,1;s) is unique with multiplicity s = 1, and is given by∑
a daa, up to a positive constant; moreover
∑
a d
2
a =
1
|ψ
(1,1,1;1)
1 |
2
;
(2) ∑
(k,δ,z;s)∈(Exp1)
Si¯k
S1k
S˙αδ
S1δ
S¨xz
S¨1z
|ψ
(k,δ,z;s)
1 |
2 = 〈σi, ax⊗α〉;
(3) If
〈σj, ay⊗β〉 6= 0,
then ωy = ωjω
−1
β ;
(4) ∑
j,β,y
S1j ˙S1βS¨1y〈σj , ay⊗β〉 = 1.
14 FENG XU
Proof. Ad (1): Let G =
∑
x,α ax⊗α, then every element of W appears as an irre-
ducible subsector of G, and so we have
Gab := 〈Ga, b〉 = 〈G, ba¯〉 > 0
since W is a ring. It follows that (Gab) is an irreducible matrix and has up to
positive constant a unique Perron-Frobenius eigenvector. But the vector
∑
a daa
is an eigenvector of (Gab) by the properties of statistical dimensions with maximal
eigenvalue, and so up to positive constant the Perron-Frobenius eigenvector of (Gab)
is
∑
a daa. Note that ψ
(1,1,1;s) is an eigenvector of (Gab) with maximal eigenvalue,
we must have s = 1 and there exists a positive number p such that ψ
(1,1,1;1)
a =
pda, ∀a. The last part of (1) now follows from d1 = 1 and ψ
(1,1,1;1) is a unit vector.
Note that there is an analogue statement in (3) of Th. 3.9 of [X1].
Ad(2): Note 〈σi, ax⊗α〉 = 〈σi¯ax⊗α, 1〉, and (2) follows from the definitions.
Ad (3): By (4) of Th.4.1 of [X4] (also cf. (2) of Prop.4.2 of [X4]) we have
〈σj , ay⊗β〉 = 〈(j, β), y〉,
so if
〈σj, ay⊗β〉 6= 0,
then y appears as an irreducible sector of (j, β). Note that the action of universal
covering group G of PSL(2,R) (cf. Prop.2.2 of [GL]) on the Hilbert space H(j,β)
induces an action on the representation space Hy corresponding to sector y, but the
action of 2π in G on the Hilbert space H(j,β) is given by a constant ωjω
−1
β , and it
follows that the univalence ωy of y is given by ωy = ωjω
−1
β .
Ad (4): By local equivalence (cf. Th. B in §17 of [W2]), the minimal index of
the subfactor πj(LIH)
′′ ∨ (πj(LIH)
′ ∩ πj(LIG)
′′) ⊂ πj(LIG)
′′ is independent of j,
where πj is the representation corresponding to j. It follows from the properties of
statistical dimensions (cf. [L6]) that
∑
β
d(j,β)dβ = d
2
j
∑
β
d(1,β)dβ = d
2
jd(G/H)
2,
where d(G/H)2 =
∑
β d(1,β)dβ and d(j,β) is the statistical dimension of the coset
sector (j, β). So we have:
∑
j,β,y
S1j ˙S1βS¨1y〈σj, ay⊗β, 〉 = S11S˙11S¨11
∑
j,β,y
djdβdy〈(j, β), y〉
= S11S˙11S¨11
∑
j,β
djd(j,β) = S11S˙11S¨11
∑
j
d2jd(G/H)
2
=
d(G/H)2S˙11S¨11
S11
.
ON A CONJECTURE OF KAC-WAKIMOTO 15
Note that by our assumption µG =
1
S211
, µH =
1
S˙211
, and µG/H = IG/H =
1
S¨211
by (1)
of Prop. 2.4, so it follows from Lemma 2.2 that
d(G/H)2S˙11S¨11
S11
= 1,
and the proof is complete.

Proposition 3.1. (1)
〈σi, ax⊗α〉 =
∑
j,β,y
Sij ˙Sαβ ¨Sxy〈σj , ay⊗β〉;
(2) ∑
x
〈σi, ax⊗α〉S¨xz =
∑
j,β
Sij ˙Sαβ〈σj , az⊗β〉.
Proof. (2) Obviously follows from (1) and the unitarity of S¨, so we just need to
prove (1). Use (cf. (2) and (3) of §2.1) we have
¨Sxy =
∑
w
〈xy, w〉
ωxωy
ωw
¨S1w,
so the right hand side of Prop.3.1 is:
∑
j,β,y,w
Sij ˙Sαβ〈σj, ay⊗β〉〈xy, w〉
ω−1x ω
−1
y
ω−1w
¨S1w (*)
Note by (3) of Lemma A that if
〈σj, ay⊗β〉 6= 0,
then ωy = ωjω
−1
β , so we can substitute ωjω
−1
β for ωy in the above expression. Now
take the complex conjugate of both sides of (2) of Lemma A with (i, α, x) replaced
by (j, β, y) we have:
〈σj , ay⊗β〉 =
∑
k,δ,z;s
Sjk
S1k
S˙β¯δ
S˙1δ
S¨y¯z
S¨1z
|ψ
(k,δ,z,;s)
1 |
2,
and we shall plug this into (*) and we shall call this resulting expression after the
two substitutions above by (*) in the following. We first sum over j and β in (*)
using (cf. (5) of §2.1) ∑
j
ω−1j SijSjk = C
3ωiωkSi¯k,
∑
β
ωβS˙αβS˙βδ = C˙
−3ω−1α ω
−1
δ S˙αδ,
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and then sum over y in (*) using (cf. (2) of §2.1)
∑
y
〈xy, w〉
S¨y¯z
S¨1z
=
S¨xz
S¨1z
S¨w¯z
S¨1z
,
and finally sum over w in (*) using (cf. (5) of §2.1)
∑
w
S¨1wωwS¨wz = C¨
−3ω−1z S¨1z.
The right hand side of Prop. 3.1 is then
∑
(k,δ,z;s)∈(Exp1)
C3
C˙3C¨3
ω˙i
ωαωx
ω˙k
ωδωz
Si¯k
S1k
S˙αδ
S1δ
S¨xz
S¨1z
|ψ
(k,δ,z;s)
1 |
2.
Set
i = 1, α = 1, x = 1,
and use (4) of Lemma A, we have:
∑
(k,δ,z;s)∈(Exp1)
C3
C˙3C¨3
ω˙k
ωδωz
|ψ
(k,δ,z;s)
1 |
2 = 1.
By setting i = 1, α = 1, x = 1 in (2) of Lemma A we have
∑
(k,δ,z;s)∈(Exp1)
|ψ
(k,δ,z;s)
1 |
2 = 1.
Since
|
C3
C˙3C¨3
| = |
ωk
ωδωz
| = 1,
and |a+ b| ≤ |a|+ |b|, ∀a, b ∈ C, we must have
||ψ
(1,1,1;1)
1 |
2 +
ωk
ωδωz
|ψ
(k,δ,z;s)
1 |
2| = |ψ
(1,1,1;1)
1 |
2 + |ψ
(k,δ,z;s)
1 |
2, ∀(k, δ, z; s),
and since by (1) of Lemma A
|ψ
(1,1,1;1)
1 |
2 > 0,
we have
ωk
ωδωz
|ψ
(k,δ,z;s)
1 |
2 = |ψ
(k,δ,z;s)
1 |
2,
and it follows that if
|ψ
(k,δ,z;s)
1 | 6= 0
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for some s, then ωkωδωz = 1.
It follows that C
3
C˙3C¨3
= 1 and we have proved that the RHS of Prop.3.1 is:
∑
k,δ,z;s
Si¯k
S1k
S˙αδ
S1δ
S¨xz
S¨1z
|ψ
(k,δ,z;s)
1 |
2,
which is precisely the left hand side by (2) of Lemma A.

Note that C
3
C˙3C¨3
= 1 shows that C¨3 = C
3
C˙3
= exp(−6πi (CG−CH)
24
), where CG, CH
are central charges as defined in (11) of §2.1. This matches with the result of [GKO]
that the central charge of the coset is CG − CH . For the special of diagonal cosets
of type A, this is (2) of Th. 2.3 in [X5] which is proved by different methods.
Note that if H ⊂ G1 is a conformal inclusion, then by a similar but simpler proof
as above one can show the following:
biα =
∑
j,β
SijS˙αβbjβ,
where biα ∈ N are the branching coefficients. This is implied by (1) of Th. A on P.
185 of [KW].
By setting i = 1, α = 1, x = 1 in (1) of Prop. 3.1 we have:
1 =
∑
j,β,y
S1jS˙1βS¨1y〈σj , ay⊗β¯〉
=
∑
s
1
S11S˙11S¨11
|ψ(1,1,1;s)|2,
so it follows from (1) of Lemma A that
∑
a∈W
d2a =
1
S11S˙11S¨11
,
where a ∈W means the summation over the basis ofW given by irreducible sectors.
In [X5] we define V to be the vector space whose basis are irreducible subsectors
of σia1⊗α, and ψ
(j,β,s) are normalized eigenvectors of linear transformations on V
which are multiplications by σi and a1⊗α. The proof of (1) of Lemma A applies in
this case with G =
∑
i,α σia1⊗α and we have
∑
a∈V
d2a =
1
S11S˙11b0(1, 1)
,
where (cf. Prop. 3.1 of [X5])
b0(1, 1) :=
∑
j,β
S1jS˙1β〈σj , a1⊗β〉.
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Set i = 1, α = 1, z = 1 in (2) of Prop. 3.1 we have
b0(1, 1) = S¨11.
So we have proved that ∑
a∈W
d2a =
∑
a∈V
d2a,
and since V ⊂ W , we must have V = W . So for any irreducible sector x of the
coset, there exists (j, β) such that ax⊗1 is an irreducible subsector of σja1⊗β¯. Since
〈σja1⊗β¯ , ax⊗1〉 = 〈σj , ax⊗β〉 = 〈(j, β), x〉,
we have proved the following:
Corollary 3.2. Every irreducible sector of the coset appears as an irreducible sub-
sector of some (j, β) ∈ exp.
Note (1) of Th. 2.3 in [X5] follows from Cor. 3.2 above and Cor. 32 of [KLM].
Cor. 3.2 proves a stronger version of Conj. 1 in [X4] under the conditions stated
at the beginning of of this section. It is interesting to note that there is also a Vertex
Operator Algebra (VOA) approach to the coset CFT in [FZ]. In §5 of [FZ] (also cf.
P. 113 of [Kacv]) a coset VOA is defined and it is conjectured that these coset VOA
is rational (cf. [Z] for definitions). For (j, β) ∈ exp, and x a subsector of (j, β),
let H(j,β), Hx ⊂ H(j,β) be the corresponding Hilbert spaces of representations. It is
easy to see using §2.3 of [X4] that Hx is also an irreducible representation of the
coset VOA. This shows Th. 4.3 of [X4] and Lemma 2.2 of [X5] holds for the coset
VOA in the case of diagonal coset of type A, which is a result that has not been
proved by using the theory of VOA so far. However to use Cor. 3.2 to prove the
rationality of the coset VOA, one has to show that any representation of this coset
VOA admits a natural inner product so similar norm estimations as in §2.3 of [X4]
can be carried out.7
More generally let us define
b0(i, α) :=
∑
j,β
SijS˙αβ〈σj , a1⊗β〉.
Note as stated at the beginning of this section that all the S, S˙ matrices above are
genus 0 S, S˙ matrices. So b0(i, α) is defined differently from b(i, α) in (1) of §1 where
genus 1 S, S˙ matrices are used.
Corollary 3.3. The statistical dimension d(i,α) of the sector (i, α) is given by
d(i,α) =
b0(i, α)
b0(1, 1)
.
7We’d like to thank Dr. Yongchang Zhu for a discussion on this point.
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Proof. By setting i = 1, α = 1, z = 1 in (2) of Prop. 3.1 we have b0(1, 1) = S¨11, and
by setting z = 1 in (2) of Prop. 3.1 we have
b0(i, α)
b0(1, 1)
=
∑
x
〈σi, ax⊗α〉
S¨x1
S¨11
=
∑
x
〈σi, ax⊗α〉dx
=
∑
x
〈(i, α), x〉dx
= d(i,α)
which completes the proof of the Corollary.

Note that if the genus 1 S (resp. S˙) matrix corresponding to G (resp. H) coincide
with the genus 0 S (resp. S˙) corresponding to G (resp. H), then b0(i, α) coincides
with b(i, α) defined in (1) of §1. By Cor. 3.3, we have proved the following theorem:
Theorem 3.4. Suppose G and H are simply connected semisimple compact Lie
groups of type A as noted in §1. Assume H ⊂ Gk is also cofinite.
Then Conjecture 2 in [X4] is true, i.e., the statistical dimension d(i,α) of the
coset sector (i, α) is given by
d(i,α) =
b(i, α)
b(1, 1)
.
Since d(i,α) ≥ 1, b(1, 1) > 0, an immediate corollary of Th. 3.4 is the following:
Corollary 3.5. Under the same conditions of Theorem 3.4, the Kac-Wakimoto
Conjecture is true, i.e., if (i, α) ∈ exp, then b(i, α) > 0.
Let us mention some examples which satisfy the assumptions of Th. 3.4. Take
Hl ⊂ G1 to be conformal inclusion where H,G are simply connected type A Lie
groups. Here is a list of such pairs:
SU(N)N−2 ⊂ SU
(
N(N − 1)
2
)
, N ≥ 4;
SU(N)N+2 ⊂ SU
(
N(N + 1)
2
)
,
SU(M)N × SU(N)M ⊂ SU(NM).
Consider the coset Hlk ⊂ Gk with k ≥ 2. By [W2] and [X3], Hlk, Gk are µ-rational
and the genus 0 S-matrices coincide with the genus 1 S-matrix, and by (2) of Cor.
3.1 of [X4] the coset Hlk ⊂ Gk is cofinite, so the conclusion of Th.3.4 and Cor.3.5 is
true in these examples. To the best of our knowledge, this is already a new result
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since the branching rules ( the set exp) is not known in general8 for these examples,
and even with the explict formula for exp, the calculation of b(i, α) seems to be
nontrivial in general.
3.2 Conjecture 7.1 of [BE3]. We shall use the original settings of [X1]. Let
Hk ⊂ G1 be a conformal inclusion with both G and H being semisimple compact
Lie groups of type A, and k the Dynkin index of the inclusion (cf. [KW]). We use i
(resp. λ) to denote the irreducible projective positive energy representation of loop
group LG (resp. LH) at level 1 (resp. k) (cf.[PS]).
Denote by biλ the branching coefficients, i.e., when restricting to LG, i decom-
poses as
∑
λ biλλ. Denote by Sij (resp. Sλµ) the genus 1 S-matrices of LG (resp.
LH) at level 1 (resp. k) (cf. [Kac]). Recall aλ as defined on Page 372 of [X1], then
we have (cf. Page 9 of [X2])
biλ = 〈aλ, σi〉.
Let us first prove a lemma in the setting of [X1] which is an analogue of Lemma
3.10 of [BE3]. The basic idea is already implicit in the proof of Lemma 3.2 in [X1].
The proof depends on §3 of [X1] and we refer the reader to [X1] for unexplained
notations.
Lemma 3.6. If 〈aλ, a˜µ〉 6= 0, then ωλ = ωµ.
Proof. Let u 6= 0 be in Hom(aλ, a˜µ). Then
ρ(u) ∈ Hom(γλ, γµ) = Hom(ρaλρ¯, ρaµρ¯),
so u ∈ Hom(aλρ¯, aµρ¯), and by (1) of Th. 3.3 in [X1], we have u ∈ Hom(aλ, aµ). So
we get:
aµ(m)u = a˜µ(m)u, ∀m ∈M.
Set m = w, apply ρ to both sides, and use the equation on P. 373 of [X1] we obtain
γ(σ)wρ(u) = γ(σ˜)wρ(u).
Multiply on the left by v∗ and use the equation on P. 369 of [X1] we get:
v∗γ(σ)wρ(u) = d−1ρ σρ(u);
v∗γ(σ˜)wρ(u) = d−1ρ σ˜ρ(u);
and so
σρ(u) = σ˜ρ(u).
Note this equation is an analogue of Lemma 3.6 of [BE3].
8The branching rules in the case of conformal inclusions listed here are the main results of [LL]
and [ABI] and are by no means trivial.
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Now multiply both sides on the right by v, we have
σρ(u)v = σ˜ρ(u)v,
hence
σ−1σ˜ρ(u)v = ρ(u)v.
Note that ρ(u)v ∈ Hom(λ, γµ), and apply the monodromy equation (cf. P. 359 of
[X1] and use the fact that the univalence of γ is 1) we get:
ωλω
−1
µ ρ(u)v = ρ(u)v.
To finish the proof we just have to show that ρ(u)v is not zero. Note by (3) of Prop.
2.6 of [X1] we have ρ(u∗) = γ(u1)w for some u1 ∈ M , and so ρ(u)v = w
∗γ(u∗1)v =
w∗vγ(u∗1) = d
−1
ρ γ(u
∗
1), so if ρ(u)v = 0, then ρ(u) = 0, and so u = 0 contradicting
our assumption u 6= 0.

Let U be the vector space with a basis which consists of irreducible components
of aλa˜µσi, ∀λ, µ, i. aλ, a˜µ, σi acts on U by multiplication, and since they are nor-
mal commuting matrices by (2) of Cor. 3.5 and Lemma 3.3 of [X1], they can be
simultaneously diagonalized, and suppose {ψ(j,λ1,µ1;s)} are normalized orthogonal
eigenvectors of aλ, a˜µ, and σi with eigenvalues
S˙λλ1
S˙1λ1
,
S˙µµ1
S˙1µ1
, and
Sij
S1j
respectively,
where s is an index indicating the multiplicity of j, λ1, µ1.
Theorem 3.7.
〈a˜µ, aλ〉 =
∑
i
biµbiλ.
Proof. Let us calculate ∑
λ,µ
S˙1µ〈a˜µ, aλ〉S˙1λ
as in the proof of Prop.3.1. By lemma 3.6, we have
∑
λ,µ
S˙1µ〈a˜µ, aλ〉S˙1λ =
∑
λ,µ
S˙1µ
ωλ
ωµ
〈a˜µ, aλ〉S˙1λ
=
∑
λ,µ,i,λ1,µ1;s
S˙1µω
−1
µ S˙µ¯µ1 S˙1λωλS˙λλ1
1
S˙1λ1 S˙1µ1
|ψ
(i,λ1,µ1;s)
1 |
2
=
∑
i,λ1,µ1;s
ω−1λ1 ωµ1 |ψ
(i,λ1,µ1;s)
1 |
2,
where we have used (5) of §2.1 in the last =. It follows that
∑
λ,µ
S˙1µ〈a˜µ, aλ〉S˙1λ ≤
∑
i,λ1,µ1;s
|ψ
(i,λ1,µ1;s)
1 |
2 = 〈1, 1〉 = 1.
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On the other hand
∑
λ,µ
S˙1µ〈a˜µ, aλ〉S˙1λ ≥
∑
λ,µ,i
S˙1µ〈a˜µ, σi〉〈σi, aλ〉S˙1λ
=
∑
λ,µ,i
S˙1µbiµbiλS˙1λ
=
∑
i
Si1S1i = 1,
where in the second = we have used (a) of Th. A on P. 185 of [KW]. So we must
have ∑
λ,µ
S˙1µ〈a˜µ, aλ〉S˙1λ =
∑
λ,µ,i
S˙1µbiµbiλS˙1λ,
and since
〈a˜µ, aλ〉 ≥
∑
i
biµbiλ,
and S˙1µ > 0, S˙1λ > 0, we must have
〈a˜µ, aλ〉 =
∑
i
biµbiλ.

Th. 3.6 proves Conj. 7.1 of [BE3] is true. This together with Prop. 5.1 of [BE3]
show that the invariants of the dual Jones-Wassermann subfactos associated with
conformal inclusions are determined by the ring structure generated by irreducible
sectors of aλa˜µ, thus removing the mystery expressed in the foonote on Page 393 of
[X1], where one can also find the first example of such ring.
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