and this has been called [3, 5] the conjugate of (1) . For series in one variable, there are several theorems which state that a trigonometric series belonging to some function class always has conjugate in the same, or perhaps in a different function class. These theorems lead to similar results for series in several variables conjugated with respect to one of the variables. For example, one proves very easily that (3) ψ*\dσ ^ A^\f\hg+\f\dσ + B ,
where f x is the function conjugate to / with respect to x, dσ = dσ(x, y) is invariant measure on the torus, and A, B are absolute constants.
In conjugation with respect to x, the coefficients a mn of (1) are multiplied by -i in the right half-plane and by i in the left half-plane. Conjugation in y involves the upper and lower half-planes in the same way. Any half-plane bounded by a line of rational slope can be transformed by a linear change of variables into, say, the upper half-plane, and so there is a whole family of notions of conjugacy with corresponding theorems. If, however, we divide the plane by a line of irrational slope, it is not so clear how to prove the same theorems, although the definition of conjugacy with respect to any line is at hand. It is even possible that there are new difficulties, because a line of irrational slope has lattice points close to it on opposite sides. Sections 2 and 3 are devoted to the extension of several classical theorems about conjugate functions (all contained in [6, Chapter 7] ) to several or infinitely many variables, where conjugacy is defined with respect to any given half-space. Like Bochner, who gave the first such extension [1] , we use the method of analytic functions. In another paper [2] , we used this method to obtain one result of this kind, but it seems worthwhile to present other extensions in detail as well.
In ( If S is a half-space in G, we can define a linear order in G compatible with the group operation by defining positive elements to be those belonging to S. Conversely, the set of positive elements in an ordered group is a half-space. Not all discrete groups contain non-trivial halfspaces, but they exist in profusion in the group of integral lattice points of a Euclidean space, and this is the case which interests us most. For example, if a lf , a k are linearly independent real numbers, then the set of points N = (n lf , n k ) satisfying
is a half-space in ,the lattice group of k dimensions. Let S be a fixed half-space in G. 
Besides, every point X of K determines a homomorphism (7) If i* 7 is a function analytic on a domain of the complex plane which contains the spectrum of φ, there is an element ψ of C s such that (8) F(Φ) = ψ .
We can write simply F(ψ) -ψ, because ψ is uniquely determined by its values ψ(M).
If we apply (8) to the particular homomorphisms given by (6) and (7) we obtain respectively (9) (10)
Determine a measure μ on the complex plane, depending on ψ, in the following way. For every Borel set E set (11) μ
(E) = σ( Ψ -\E)) .
Then μ is obviously a measure with the properties
(all Borel sets (F analytic on the spectrum of φ) .
(The last property is the same as (9) above, by virtue of (11). To be analytic on the spectrum of φ, it is enough that F be analytic on a simply connected domain containing the support of μ.) A measure μ satisfying (12) will be said to represent the point a.) A measure representing a given point cannot have its mass distributed over the plane in an arbitrary way. In the next section we derive several inequalities which μ must satisfy. These inequalities will be translated into statements about the relative size of the real and imaginary parts of φ, which is to say into theorems about conjugacy.
Not all theorems about conjugate functions are related to the properties of measures in this way, but those which are can be generalized easily to the class of groups we are considering.
3. The main theorems• THEOREM 1. Suppose μ represents the point 0 and has support in the strip
Then
Proof. From last formula of (12) with F(z) -e iz we have
The same calculations, with F(z) = e^*, give Adding these inequalities gives the desired result. This corollary is the dual, in an appropriate pair of Orlicz spaces, of the first corollary. For t ^ 0 define the complementary functions 
J ~~ 4
Therefore T is a bounded operator, on this subset of the continuous functions. The restriction on the mean value of u is immaterial, and so T can be extended to a bounded operator mapping real continuous functions in the uniform norm into L Φ . The statement that T* is bounded as an operator from L Ψ to the space of measures is thus
From the general inequality (16) follows at once, at least for trigonometric polynomials. The full statement of the corollary is derived by a conventional limiting process.
It is curious that the duality argument required that S be a halfspace, and not merely a cone, which would have sufficed in proving Theorem 1. However, (16) holds a fortiori for the real and imaginary parts of a double power series, for example. This result follows also from the corresponding theorem in one variable.
The second corollary is a limiting case of the theorem of Bochner already referred to. The inequality
which is another limiting case, was established in [2] . THEOREM 2. Let u be a non-negative trigonometric polynomial with mean value α, and set v -Tu. Then
Proof. Let φ -u + iv, so that φ belongs to C s . It was proved in [2] that the spectrum of φ lies in the right half-plane. Therefore (z + 1) log (z + 1) is analytic on the spectrum of φ, and from (9) we find (17) directly. Of course (17) leads by a limiting argument to the fact that if u is a real non-negative function which is summable together with Tu, then (17) continues to hold.
Finally we remark that Theorem 2 could, like Theorem 1, be expressed in terms of a measure representing a given point. (18) such that (2) is not a Fourier series.
The proof depends on a number of fairly independent observations, (a) If / is a function of one variable with Fourier series then according to a well-known theorem of Hardy and Littlewood (19) Bochner has remarked that (19) leads to a similar inequality for functions to two variables:
Theorem 2 ceases to be true if £ is the subset of the two-dimensional lattice group consisting of all (m, n) with m ^ 0. The reason is that the functional assigning to ψ in Cs its mean value is not multiplicative. For the corollaries of Theorem 1 the proofs indeed require that S be a half-space, but the results are still essentially true if S is the set just defined. (c) For non-negative t define ψ λ (t) = (ί + 1) log 2 -(ί + 1).
Since ε < 1, Ψ x is a convex function vanishing together with its derivative at the origin. Denote by Φ λ its complementary function. A simple computation shows that for large t
where k is an appropriately chosen positive number, and β -1/(2 -ε). (21) Subscriptions, orders for back numbers, and changes of address should be sent to Pacific Journal of Mathematics, 2120 Oxford Street, Berkeley 4, California.
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