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Volume 58, Number 3 (1999), in article jcss.1999.1625, ‘‘On the Decidability of Semi-
linearity for Semialgebraic Sets and Its Implications for Spatial Databases,’’ by Freddy
Dumortier, Marc Gyssens, Luc Vandeurzen, and Dirk Van Gucht, pages 535571:
Unfortunately only after the article went to press, the authors discovered a serious
error in Section 5, for which they apologize. The error does not affect results in
other sections. Moreover, with only minor modifications, the major results of
Section 5 still hold, although several of the proofs that were given are incorrect.
Below, the nature of the error is specified and how Section 5 has to be modified is
indicated. The correctness of Propositions 5.7 and 5.13 as stated and proved below
is especially crucial, as these results are the basis of other previously presented
results [1], as well as some other recent, hitherto unpublished results [2].
The error involves Algorithm 5.4 on p. 554. Given a semilinear set S, Algorithm
5.4, implementable in FO+linear-Z, computes sets (called ‘‘layers’’) the connected
components of which constitute the so-called algorithmic decomposition of S relative
to S. Most of the proofs in Section 5 hinge on the correctness of Proposition 5.7,
also on p. 554, which, unfortunately, is not true, as shown by the following counter-
example.
Counterexample. Consider the semilinear set S=[(x, y, z) | y{0 7 (x{0 6
z{0)] in three-dimensional space. The reader is invited to verify that the canonical
decomposition C of S relative to S consists of two three-dimensional members,
y<0 7 (x{0 6 z{0) and y>0 7 (x{0 6 z{0), one two-dimensional member,
y=0 7 (x{0 6 z{0), two one-dimensional members, the halflines x=0 7 z=0
7 y<0 and x=0 7 z=0 7 y>0, and one zero-dimensional member, x=07 y=
07 z=0, while the algorithmic decomposition D of S relative to S consists of the
same three- and two-dimensional members, one one-dimensional member, the line
x=0 7 z=0, and no zero-dimensional members. Hence, none of the zero- and one-
dimensional members of C is the union of some members of D, whence D is not a
decomposition of S relative to S as defined before Example 5.1 on p. 552. Conse-
quently, Proposition 5.7 is not true.
A consequence of the incorrectness of Proposition 5.7 is that the theory of
relative decompositions developed in Section 5 becomes obsolete and that the
statements and proofs of the major results in this section need to refer directly to
algorithmic decompositions.
For the major results to go through, Algorithm 5.4 requires a minor modification.
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Algorithm 5.4.
Input: A semialgebraic R-semilinear set S of Rn.
Output: A finite sequence S1, ..., S k of subsets of Rn.
Method :
1. Initialize i to 0;
2. Increment i;
3. Let S i=Reg(S);
4. If S&S i is not empty, repeat Steps 25 with S replaced by S&S i ;
5. If S i&S i is not empty, repeat Steps 25 with S replaced by S i&S i.
This minor modification makes it possible to state that, in order to apply Algorithm
5.4 to S, one has to compute Reg(S) and then apply Algorithm 5.4 recursively to
both S&Reg(S) and Reg(S)&Reg(S).
It should be noted that the algorithmic decompositions obtained in Examples 5.5
and 5.6 on p. 554 are still algorithmic decompositions when the modified Algorithm
5.4 is used. Using the modified Algorithm 5.4 on the semilinear set in the counter-
example above, however, yields one extra member in the algorithmic decomposition,
the point x=0 7 y=0 7 z=0.1
The essence of the incorrect Proposition 5.7 is captured by the following new
version of this result.
Proposition 5.7. Let S be a semialgebraic R-semilinear set of Rn, and let D
be the algorithmic decomposition of S relative to S. Let T be the set of the affine
supports of the members of D. Let H be a finite set of (n&1)-dimensional hyper-
planes such that each member of T is an intersection of members of H. Then, each
member of D (whence S) is a union of cells of the partition of Rn induced by H.
The correctness of the new Proposition 5.7 relies on the following strengthening
of Lemma 4.6 on p. 548.
Lemma. Let S0 , ..., Sk be sets of Rn which are open within their respective affine
supports and which satisfy (ki=1 Si) & (
k
i=0 Si)=< (Si=Si &S i). Let 
k
i=0 S i
be a finite disjoint union of sets Sk+1 , ..., Sm which are open within their respective
affine supports. Let T0 , ..., Tm be the affine supports of S0 , ..., Sm , respectively. Let H
be a finite set of (n&1)-dimensional hyperplanes such that, for i=0, ..., m, Ti is
an intersection of members of H. Then, for i=1, ..., k, Si is a union of cells of the
partition of Rn induced by H.
Proof. A straightforward verification reveals that the arguments developed in
the proof of Lemma 4.6 apply literally to the situation described in the present
lemma. K
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1 Notice, however, that this algorithmic decomposition obtained with the modified Algorithm 5.4 is still
not a relative decomposition!
Proof of Proposition 5.7. Let L be the layer in the output of Algorithm 5.4 to
which D belongs. The set L is a finite disjoint union of sets D=D1 , ..., Dk , each of
which is open within its affine support. Since, for i, j=1, ..., k, i{j, Di & Dj=<, it
follows that L &L=ki=1 (Di &Di)=
k
i=1 Di , whence, in particular, (
k
i=1 Di) &
(ki=1 Di)=<. Now, the algorithmic decomposition of S relative to S contains
an algorithmic decomposition of L &L=L &L relative to L &L, which in turn
contains the regular stratification of L &L. This regular stratification of L &L is a
partition of L &L=ki=1 Di in members of D, each of which is open within its
affine support. Thus, D1 , ..., Dk and H meet the conditions of the above lemma,
whence, in particular, D=D1 is a union of cells of P. K
The following properties of algorithmic decompositions are needed to prove that
(with minor modifications) the results of Section 5.2 still hold.
Property 1 of Algorithmic Decompositions. Let S be a semialgebraic R-semi-
linear set of Rn, and let D be the algorithmic decomposition of S relative to S. Let
D be a member of D of dimension d, 0dn. If D (the boundary of D within its
affine support) is not empty (i.e., D is not an affine subspace of Rn), then there exist
pairwise disjoint (d&1)-dimensional members D1 , ..., Dr of D such that D1 _ } } } _
Dr =D .
Proof. Let L be the layer to which D belongs. Since, clearly, D & (L&D)=<,
D=D &DL &L. Hence, D, whence certainly D , is covered (but not
necessarily exactly) by the members of D that belong to the regular stratification
of L &L. All these members are of dimension strictly lower than d.
Clearly, dim(D )=d&1. Let D1 , ..., Dr be the members of D for which, for
i=1, ..., r, dim(Di & D )=d&1. By the above, dim(D &ri=1 Di)<d&1. It
follows that D D1 _ } } } _ Dr .
Now, consider Di , 1ir. Consider the (d&1)-dimensional strata of the top
layer of the regular stratification of D . Since the union of these strata is dense in
D , it follows that there must exist a regular stratum R in the top layer of the
regular stratification of D such that dim(Di & R)=d&1. Hence, Di and R have
the same affine support, say T. Suppose Di contains points outside R. Since Di is
connected, Di must contain a point on the boundary of R within T. However, any
neighborhood of such a point must necessarily contain points of D outside T,
a contradiction. Hence, Di is fully contained within R, whence also within D .
Since D is topologically closed, D1 _ ... _ Dr =D . K
Lemma. Let S be a semialgebraic R-semilinear set of Rn, and let E be an open
halfspace of Rn. Let D be the algorithmic decomposition of S relative to S, and let
DE be the algorithmic decomposition of S & E relative to S & E. Then, for each
member D of D that has a nonempty intersection with E, there exists a member DE
of DE fully contained within E such that DE D.
Proof. The lemma can be proved by induction on the dimension of S. If
dim(S)=0, the lemma holds trivially. Next, assume that dim(S)>0. Clearly,
Reg(S) & E=Reg(S & E), so the lemma holds for the members of D of maximal
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dimension. The other members of D are either members of the algorithmic decompo-
sition of S&Reg(S) relative to S&Reg(S) or members of the algorithmic decomposi-
tion of Reg(S)&Reg(S)=Reg(S)&Reg(S) relative to Reg(S)&Reg(S), both sets of
dimension strictly lower than dim(S). For the former set the induction hypothesis
can be applied straightforwardly, since (S&Reg(S)) & E=(S & E)&Reg(S & E).
For the latter set first observe that the members of the algorithmic decomposition
of Reg(S & E)&Reg(S & E)=Reg(S & E)&Reg(S & E) relative to Reg(S & E)&
Reg(S & E) are either fully contained within the hyperplane delineating E or fully con-
tained within E (otherwise, they cannot be open within their respective affine supports).
Hence, if only the members of this algorithmic decomposition fully contained within E
are of interest, the algorithmic decomposition of (Reg(S & E)&Reg(S & E)) & E
relative to (Reg(S & E)&Reg(S & E)) & E can be computed. Since (Reg(S)&
Reg(S)) & E=(Reg(S & E)&Reg(S & E)) & E (because E is open within Rn), the
induction hypothesis can be applied in this case also. K
Property 2 of Algorithmic Decompositions. Let S be a semialgebraic R-semi-
linear set of Rn, and let E be any n-dimensional open convex polyhedron of Rn (see
footnote 11 on p. 548). Let D be the algorithmic decomposition of S relative to S, and
let DE be the algorithmic decomposition of S & E relative to S & E. Then, for each
member D of D that has a nonempty intersection with E, there exists a member DE
of DE fully contained within E such that DE D.
Proof. Since an n-dimensional open convex polyhedron of Rn is a finite inter-
section of open halfspaces, Property 2 of algorithmic decompositions follows from
a repeated application of the preceding lemma. K
Turn next to Lemma 5.8 on p. 555, which needs to be restated as follows.
Lemma 5.8. Let S be a bounded semialgebraic R-semilinear set of Rn and let D
be the algorithmic decomposition of S relative to S. Then all the affine supports of the
members of D are A-semilinear.
Proof. In the proof of the previous version of Lemma 5.8, it is first shown that
the special points, the zero-dimensional members of the algorithmic decomposition
D of S relative to S, have real algebraic coordinates (second and third paragraphs
of this proof). This part of the proof goes through unchanged.
Next, it is shown by induction on dim(D) that the affine support T of each
member D of D is supported by a set of special points. The induction basis is
provided by the first part of the proof. The induction step, unfortunately, contains
a minor flaw in that it is assumed that there exist members D1 , ..., Dr of D such that
D1 _ } } } _ Dr=D. This need not be true in general, as is revealed by an examination
of the earlier counterexample. However, by the earlier Property 1 of algorithmic
decompositions, there exist members D1 , ..., Dr of D such that D1 _ } } } _ Dr =D .
Let T1 , ..., Tr be the affine supports of D1 , ..., Dr , respectively. Since T is also the
affine support of D and of D , and since T1 , ..., Tr are also the affine supports of
D1 , ..., Dr , respectively, it follows that T is the affine support of  ri=1 Ti , whence
the induction hypothesis can be applied. K
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Definition 5.9 on p. 556 and Examples 5.10, 5.11, and 5.12 on p. 557 concerning
the notion of bounding box go through unchanged to the extent that only algorithmic
decompositions are considered.
Proposition 5.13 on p. 558 concerning the computation of a bounding box in
FO+linear-Z is correct as stated, but requires a modified proof.
Proposition 5.13. Let S be a semialgebraic R-semilinear set of Rn. Let D be the
algorithmic decomposition of S relative to S. Then there exists an FO+linear-Z
expression computing a linear query returning a bounding box for S with respect to D.
Proof. First, consider all 2n different open Z-semi-linear sets _1 x1<1 7 } } } 7
_n xn<1, with, for i=1, ..., n, _i=&1 or _=+1. Such a set is the translation of the
open hyperquadrant _1x1<0 7 } } } 7 _n xn<0 over the vector p =(_1 , ..., _n).
Because of these translations, the sets considered cover Rn. Denote these sets by
E1 , ..., E2n , and still use the term hyperquadrant (or quadrant, if n=2) to refer to
them.
Next, for j=1, ..., 2n, apply Algorithm 5.4 to S j=S & Ej and compute S 0j , the
union of all zero-dimensional layers in the output of Algorithm 5.4. Let S0=
2 nj=1 S
0
j . Then compute an n-dimensional hypercube P centered around 09 containing
S0 as in the previous version of the proof on p. 558.
Obviously, all the required computations are implementable in FO+linear-Z; it
remains to show that P is indeed a bounding box for S with respect to D.
For j=1, ..., 2n, let Dj be the algorithmic decomposition of S j relative to S j , and
let Dj be any member of Dj . First show that P intersects Dj by induction on
dim(Dj). If dim(Dj)=0, then D j S 0j , whence D j P. If dim(Dj)>0, then Dj Ej
cannot be an affine subspace of Rn. Hence, Dj , the boundary of D j within its affine
support, is not empty. By Property 1 of algorithmic decompositions, there exists a
member D$j of Dj such that D$j Dj and dim(D$j)=dim(Dj)&1. By the induction
hypothesis, D$j & P is not empty. Since P is open, it follows that Dj & P is not empty.
Finally, we show that P is a bounding box for S with respect to D. Let D be
any member of D. Since E1 , ..., E2n cover Rn, there exists j, 1 j2n, such that D
intersects Ej . By Property 2 of algorithmic decompositions, there exists a member
Dj of Dj fully contained within Ej such that Dj D. Since P intersects Dj , P also
intersects D. K
Since the algorithm used in the proof of Proposition 5.13 to compute a bounding
box has been modified, Examples 5.14, 5.15, and 5.16 on p. 559 need to be modified
accordingly.
Example 5.14. Let E1 be the hyperquadrant &x>1 7 &y>1 7 &z>1. The
reader is invited to verify that the zero-dimensional members of the algorithmic
decomposition of S & E1 relative to S & E1 consists of the points (&1, 0, &1),
(1, 0, &1), (1, 1, 1), and (1, &1, 6). Thus r06 and r17. The bounding box
computed in the above proof strictly contains the bounding box proposed in
Example 5.10 on p. 557. K
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FIG. 1. The quadrants E1 , E2 , E3 , and E4 of Rn.
For the two remaining examples, define the quadrants E1 , E2 , E3 , and E4 of R2
as shown from left to right in Fig. 1.
Example 5.15. Clearly, S & E1=S. Hence, from Example 5.11 on p. 557, it
follows that S 01 consists of the single point (0, 0). The reader may verify that both
S 02 and S
0
3 consist of the points (0, 0), (1, 0), and (1, 0.5), and that S
0
4 consists of
the points (0, 0) and (2, 1). r0=2 and r1=3, whence P is the 6_6 square centered
around 09 , a strict superset of the bounding box proposed in Example 5.11 and
shown in Fig. 12 on p. 557. K
Example 5.16. The reader is invited to verify that S 01 consists of the points
(0, &1), (&1, &1), and (&1, 0), that S 02 consists of the points (&2, &1), (0, &1),
(1, 0), and (1, 2), that S 03 consists of the points (1, 0), (1, 1), and (0, 1), and that S
0
4
consists of the points (2, 1), (0, 1), (&1, 0), and (&1, &2). r0=2 and r1=3,
whence P is the 6_6 square centered around 09 , a strict superset of the bounding
box proposed in Example 5.12 on p. 557 and shown in Fig. 13 on p. 558. K
Lemma 5.17 (p. 559) and Propositions 5.18 (p. 560) and 5.21 (p. 561) go through
as stated with the proof given to the extent that only algorithmic decompositions
are considered. Finally, Corollary 5.19 (p. 560), Theorem 5.20 (p. 560), Lemma 5.22
(p. 561), and Theorems 5.23 (p. 562) and 5.24 (p. 562), as well as their respective
proofs, are correct as stated.
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