Abstract. On a stack of stable maps, the cotangent line classes are modified by subtracting certain boundary divisors. These modified cotangent line classes are compatible with forgetful morphisms, and are well-suited to enumerative geometry: tangency conditions allow simple expressions in terms of modified cotangent line classes. Topological recursion relations are established among their top products in genus 0, yielding effective recursions for characteristic numbers of rational curves in any projective homogeneous variety. In higher genus, the obtained numbers are only virtual, due to contributions from spurious components of the space of maps. For the projective plane, the necessary corrections are determined in genus 1 and 2 to give the characteristic numbers in these cases.
A new method of attacking the characteristic number problem is pursued here, leading to concise solutions to the problem of characteristic numbers of rational curves in any homogeneous variety, and for plane curves of genus 0, 1, and 2. The idea is to interpret the tangency conditions in terms of gravitational descendant integrals over the moduli space of maps.
Gravitational descendants. An important generalization of the GromovWitten invariants is to include the tautological cotangent line classes (psi classes) in the integrals, which in theoretical physics corresponds to introducing gravity into the topological sigma model, cf. Witten [32] . These gravitational descendants are now a central notion in Gromov-Witten theory: they appear as fundamental solutions to Givental's quantum differential equation (see for example [24] ), and they are the subject of the Virasoro conjecture (see Getzler [14] for a survey.)
Modified psi classes and descendants. This work presents a connection between gravitational quantum cohomology and enumerative geometry. The gravitational descendants are not in general enumerative, but a modification of the psi class is introduced, which is well-suited to enumerative geometry, and to tangency conditions in particular. For example, if X is a compact homogeneous variety, the characteristic numbers of rational curves in X are top products of modified psi classes and evaluation classes.
The first two sections are devoted to foundational issues concerning modified psi classes, as well as their companion classes (called diagonal classes). Unlike the tautological psi classes, the modified ones pull back to the boundary in a nontrivial way, giving rise to diagonal classes as correction terms. Topological recursion relations (TRR) do exist in genus 0 and 1 (as described in Section 2), but their combinatorics is much messier than in the tautological case, due to the appearance of the diagonal classes. For those invariants whose exponents on each modified psi class are at most one (called first enumerative descendants), which are the ones that arise in the characteristic number problem, the notion of the deformed metric of [19] clarifies the recursions and yields concise equations.
Characteristic numbers of rational curves in a homogeneous variety.
The condition of being tangent to a hypersurface admits a simple expression in terms of modified psi classes. In genus 0, it is shown that top products of these expressions are exactly the characteristic numbers. The characteristic number problem is then given a concise solution in terms of partial differential equations for their generating functions; these equations are simple coordinate changes of the TRR for the first enumerative descendants.
Historically, the case X = P 2 has been of special interest. A very pleasant solution to the characteristic number problem for rational plane curves follows as a special case of these equations. Consider the full rational characteristic number potential,
exp (ds) This equation expresses each characteristic number in terms of those with strictly fewer tangency conditions. There is a similar equation for decrementing the number of flag conditions. This and the WDVV-equations determine G (0) from the initial condition N (0) 1 (2, 0, 0) = 1. In the case of rational plane curves, a partial computation of the characteristic numbers was given in Di Francesco-Itzykson [6] . A complete solution was given in Pandharipande [26] via intersection theory on M 0,n (P 2 , d). A different solution was obtained in Ernström-Kennedy [8] via an investigation of contact spaces. These solutions are complicated by auxiliary elements in the recursions. R. Vakil [31] has shown (1) may be derived from degeneration arguments together with formulas in [26] .
Characteristic numbers of plane curves. For the projective plane, even the higher genus Gromov-Witten invariants are enumerative: although the moduli spaces have components of excessive dimension, corresponding to unwanted degenerate maps, it turns out that the incidence conditions are too strong for the ill-behaved components to contribute.
Unfortunately, when it comes to tangency conditions, this is no longer so, and the solutions obtained by applying the above techniques directly will in general be virtual numbers. To arrive at the enumerative solutions, extraneous contributions must be removed. These excess contributions vanish in genus 0 and may be evaluated explicitly in genus 1 and 2: In genus 1, the virtual number receives a contribution from maps for which the source is a rational curve with a contracted elliptic tail attached. In genus 2, the extraneous contributions come from elliptic curves with a contracted elliptic tail attached, rational curves with two contracted elliptic tails attached, and curves which are the union of rational curve and a genus 2 double cover of a line. For each of these types of curves, the corresponding potential is identified. A solution of the characteristic number problem for plane curves is thus obtained in genus 0, 1, and 2 (for all degrees).
In genus 1, a differential equation can be derived for the characteristic number potential by applying the corrections to TRR. With notation similar to that of This equation has also been derived by R. Vakil [31] by degeneration methods and formulas from [26] . Similarly there is an equation for decrementing the number of flag conditions. In genus 2, it seems too messy to extract a single equation for the characteristic numbers. The virtual numbers can be computed using localization formulas [16] , or via the descendant relation of Belorousski-Pandharipande [4] combined with the genus 2 TRR of Getzler [13] . The correction terms involve only the rational and elliptic potentials and are quickly determined by the equations given above.
In the short Section 5, it is shown how the techniques also solve the characteristic number problem for (rational and) elliptic curves in P 1 × P 1 .
All the algorithms have been implemented in Maple. Code or numerical data is available upon request.
Let π 0 : M g,S∪{p 0 } (X, β)→M g,S (X, β) be the forgetful morphism which consists of forgetting the extra mark p 0 (and stabilizing, by contracting any component that becomes unstable in the absence of p 0 ). The diagram
is the universal family of stable maps over M g,S (X, β). (Cf. [3] , 4.6.) Here σ i is the section corresponding to the mark p i . The image of σ i is the (closure of the) locus of maps whose source curve has two components, one of which is rational, carries just the two marks p i and p 0 , and is contracted by µ: 
The descendant invariants of X are defined by integrals of products of evaluation classes and psi classes against the virtual fundamental class of M g,S (X, β), (see Li-Tian [22] and Behrend-Fantechi [2] ). The following notation introduced by E. Witten [32] has become standard:
where γ i ∈ H * (X, Q) and the a i 's are nonnegative integers. The invariants are defined to vanish unless the dimension of the integrand is equal to the expected dimension ( dim X − 3)(1 − g) + β c 1 (T X ) + n. When the a i 's are all zero, the descendants specialize to the Gromov-Witten invariants of X. For projective homogeneous varieties, the formulas of virtual localization of [16] determine the descendants in any genus, for all degrees.
Modified psi classes and descendant invariants.
In enumerative geometry, the psi classes are not the most convenient classes; their deficiency stems from the fact that they are not compatible with pull-back along forgetful morphisms. Indeed the formula reads
A modification of the psi class is introduced here, for enumerative purposes.
Modified psi classes. Suppose
be the morphisms that forget all marks but p i . The modified psi class on M g,S (X, β) is by definition
(The modified psi class is not defined for ( g, β) = (0, 0); see however [19] , 4.4, for a discussion of this case.) By construction, the modified psi classes are compatible with pull-backs along forgetful morphisms π 0 : M g,S∪{p 0 } (X, β)→M g,S (X, β) (just as evaluation classes), in the sense that
The modified psi class defined here must not be confused with the phi class studied in Kontsevich-Manin [21] : their class (which is also a boundary modification of the psi class) is defined on M g,n (X, β) as the pull-back of the psi class on M g,n via the absolute stabilization morphism.
Enumerative descendants.
We define an enumerative descendant to be a top product of modified psi classes and evaluation classes, and agree on the notation
1.2.4. String, dilaton, and divisor equations. Since the modified psi classes as well as the evaluation classes are compatible with pull-back along forgetful morphisms, the projection formula readily implies the following (considerably simpler) analogues of the string, dilaton, and divisor equations:
where in the last equation (the divisor equation), D ∈ H 2 (X, Q). Exactly as for the tautological psi integrals (see , Proposition 1.4.1), there are two special cases for ( g, β) = (1, 0), namely
(Observation: The symbols τ a (γ) are not defined in the case ( g, β) = (0, 0), but if τ 0 were defined to be the usual primary fields (evaluation classes only), then there would be the usual two special cases τ 0 (γ 1 )τ 0 (γ 2 )τ 0 (1) X 0,0 = X γ 1 ∪γ 2 and
1.3. Diagonal classes and the splitting formula.
Diagonal classes.
Assume g > 0 or β > 0. The ijth diagonal class δ ij ∈ H 2 (M g,S (X, β), Q) is defined as the pull-back from M g,{p i ,p j } (X, β) of the Cartier divisor D ij . Clearly it is invariant under pull-back along forgetful morphisms. It can also be described as the sum of all boundary divisors having p i and p j together on a contracted rational tail. Similarly, let δ ijk denote the sum of all boundary divisors having p i , p j , and p k together on a contracted rational tail. Note that this class is zero integrated against classes which are compatible with pull-back along forgetful morphisms. This follows from the projection formula and the fact that its push-down is zero (no components of the curves in this divisor are destabilized).
Proof. δ ij is a sum of boundary divisors. One of them is D ij = σ j * (1), and being a section, its push-down is the fundamental class. The other components of δ ij parameterize maps with at least four special points on the contracted tail, which therefore are not destabilized when forgetting p i . Hence these components of δ ij drop dimension and have zero push-down. (This implies in particular that the push-down of δ ijk is zero.) The statement about virtual fundamental classes follows from the first statement together with the fact that the virtual fundamental class of the pointed space is the flat pullback of the virtual fundamental class on the unpointed space. 
These properties motivate the name "diagonal class."
Proof. Since the classes involved are compatible with pull-back under forgetful morphism, it is enough to prove the formulas for the two-pointed space M g,{p i ,p j } (X, β) (and for the three-pointed space for the third formula). The first formula reads
. This identity follows directly from the fact that on the space M 0,{p i ,p j ,x} (X, 0) corresponding to the degree 0 factor of the divisor D ij (x is the gluing mark), the two evaluation morphisms ν i and ν j coincide.
The second formula follows from the self-intersection formula
, and the observation that on the two-pointed space M g,{p i ,p j } (X, β) we have
The third formula amounts to the following equivalence of intersections of Cartier divisors (on the three-pointed space):
Here the only nontrivial part is D ijk D ik = D ijk D jk . These are transversal intersections, so the formula follows from the fundamental linear equivalence Proof. If there is a diagonal class, say δ ij , use the self-intersection formula to reduce to the case where there is only one factor of δ ij . Next use Lemma 1.3.3 to substitute all other occurrences of the index i by j. Now all other classes in the product are pull-backs from the space without mark p i , so pushing down forgetting p i we get rid of δ ij via the projection formula and Lemma 1.3.2.
For g ≥ 1, let N be the substack in M g−1,S∪{x ,x } (X, β) consisting of maps µ such that µ(x ) = µ(x ). Its virtual class is given as the Gysin pull-back
Let D N denote the virtual boundary divisor which is the image of the clutching morphism ρ N : N→M g,S (X, β) which glues the two marks x and x getting a nodal source curve.
Proof. Since all the classes involved are compatible with pull-back along forgetful morphisms, it is enough to prove the formula for
, by definition of the modified psi class and the pull-back formula for ψ i .
For each stable triple of partitions S ∪ S = S, g + g = g, and β + β = β there is a (virtual) boundary divisor D = D(S , g , β | S , g , β ) defined as the image of the gluing morphism
with virtual class induced from the virtual classes of the factors. Precisely, if
with ( g , β ) = (0, 0) and ( g , β ) = (0, 0), and with notation as above, we have To state the following splitting lemma, some further notation is needed. Observe that the diagonal classes appearing as correction terms in Lemma 1.3.7 are all of the form δ ix , including the gluing mark x (δ ix on the other component). The effect of multiplying with such a class is to move all classes of mark p i over to the gluing mark x , so let us introduce a shorthand notation for this. Given a set of marks B, and a product of classes i∈B τ m i (γ i ) indexed by B, set
In the definition of the integer m B , a priori there might be negative summands, but we are going to preclude this in the application. With this notation:
The outer sum is over the splitting indices e and f running from 0 to r. The inner sum is over all partitions A ∪ B = S such that m i > 0 for all p i ∈ B , and over all partitions
Proof. The splitting indices come from the fact that the virtual class of D is ∆ ! [M × M ] vir , the Gysin pull-back of the diagonal in X × X along the product of the evaluation morphisms at the two gluing marks. This explains the factor
Now the cohomology classes at the gluing marks are not left at that, because of the appearance of the diagonal classes when the modified psi classes restrict to D. Let us explain what happens on the one-primed component. Given
after expanding and repeated use of the self-intersection formula in Lemma 1.3.3.
For each p i ∈ S there is such a sum; expanding the product of all these sums, we get a sum over all 2-partitions A ∪ B = S , where the A -part corresponds to taking the terms without a diagonal class involved, and the B -part corresponds to the terms with a diagonal class. Now only at marks p i where m i > 0 does a diagonal class appear at all, so we must consider only partitions such that p i ∈ A whenever m i = 0. Now the effect of the diagonal class δ ix is to move the classes ψ 
Topological recursion relations in genus 0 and 1.
The topological recursion relations for modified psi classes rely on the same two facts that drive the topological recursion for the usual descendants: that the psi classes admit an expression in terms of boundary divisors, and that it is known how to restrict to such boundary divisors (the splitting lemma). However there is a crucial difference, namely that the modified psi classes do not restrict to boundary divisors in the straightforward way the tautological classes do, so the corresponding topological recursions are much more complicated. For first descendants however, which are the ones needed to describe tangency conditions, the deformed metric of [19] allows for a concise way of writing the equations.
Modified psi classes as boundary corrections.
In any case, the modified psi class is a boundary correction to the tautological psi class. Precisely, on any stack M g,S (X, β) with ( g, β) = (0, 0), let ξ i denote the sum of all boundary divisors having p i on a contracted rational tail. Then
This follows readily from the fact that ξ i is zero for n = 1 (by stability), and that it pulls back along forgetful morphisms in the same manner as ψ i , to wit:
Genus 0.
Recall that in genus 0, and when there are at least three marks, the tautological psi class admits an expression in terms of boundary divisors; precisely,
for any two fixed marks p j and p k , distinct, and distinct from p i . (See e.g. Getzler [13] , formula (9) .) Therefore also the modified psi classes can be written in terms of boundary divisors. 
The big outer sum is over all stable splittings S ∪ S = S, β + β = β, β > 0, β > 0, and over the splitting indices e, f running from 0 to r. The inner sum is over all partitions A ∪ B = S ∪ {p 1 } such that m i > 0 for all i ∈ B , and over all partitions
Proof. Write the first modified psi class as a sum of boundary divisors,
and compute the restriction of the remaining factors of the product to each of the irreducible components of this expression. Let us first consider the boundary divisors involving a contracted tail (called easy boundary divisors). Since there are at least two marks on the contracted tail, say p i and p j , we are in position to use the Remark 1.3.4: all the remaining factors are invariant under pull-back so we can replace all indices i by j, and then compute the integral via a push-down, forgetting p i . Now, unless p i and p j are the only marks on the 0-tail, we get zero push-down, cf. Lemma 1.3.2. So among the easy boundary divisors in (8) , only the ones with just two marks on the contracted tail contribute. From ( p 1 | p 2 , p 3 ) we get D 23 as well as D 1k for p k ∈ S. Now all the latter are also in ξ 1 . On the other hand, in ξ 1 we find D 12 and D 13 which are not in ( p 1 | p 2 , p 3 ). So all together only three easy components contribute:
The effect of restricting to such a boundary divisor, say D 12 , is to merge all the classes indexed by 1 and 2, so this explains the first three terms in the formula. Now for the hard boundary: We are concerned with the sum of all boundary Remark 2.1.2. This recursion relation determines all enumerative descendants from the Gromov-Witten invariants, and while it is not very pleasant to look at, it is quite effective: each step reduces the number of modified psi classes by one, so the depth of recursion is equal to the number of modified psi classes.
First enumerative descendants.
For the sake of describing tangency conditions, only invariants with exponent at most one on each psi class are needed (cf. Section 3). These invariants are very well-behaved, and the recursion can be written in a nice manner, as we now proceed to describe, following [19] . 
The tangency quantum potential. Set
where 1 · · · y sr r . For g = 0, the degree expansion is only over β > 0. The variables x are the usual formal variables from quantum cohomology, so when y is set to zero, Γ (0) reduces to the usual (quantum part of the) genus zero Gromov-Witten potential.
Note that, for g = 1, the degree 0 part of the tangency quantum potential consists only of a couple of terms, corresponding to the special cases of the dilaton and divisor equations (7) . In higher genus, the only other occurrences of a nonzero degree 0 part are for g = 2, when X is a surface. This follows from a dimension count and a few case-by-case computations, as in Kontsevich 
This function is the "directional derivative with respect to the product T i ∪T j =: [19] , Section 2, for details.) Consider the nondegenerate symmetric bilinear pairing
The deformed metric. (See Kock
given by the tensor elements
The inverse matrix of (γ ij ) is given by
When the formal parameters of γ are reset, we recover the corresponding g, for example γ ij (0) = g ij . This metric encodes the combinatorics of the diagonal classes that appear in the splitting lemma, and in this formalism, the topological recursion relation for the genus 0 first enumerative descendants takes the following simple form.
THEOREM 2.2.4. The genus 0 tangency potential satisfies the differential equations
Γ (0) y k x i x j = Γ (0) x k (x i x j ) − Γ (0) (x k x i )x j − Γ (0) (x k x j )x i + e,f Γ (0) x k xe γ ef Γ (0) x f x i x j .
Integration of the differential equation.
In the particular differential equation where k = i = j, all the terms are total derivatives with respect to x k , so we actually get a better differential equation
(Since all terms are exponential in x k , the integration constant must be zero.) With k = 1, the differential equation reads
2.3. Genus 1. In genus 1, there is the following expression for the tautological psi class (see Getzler [13] , formula (11)):
where B i is the sum of all boundary divisors such that p i is on a rational component, and D N is the divisor of irreducible nodal source curve described just before Lemma 1.3.6. (Note that D N is twice the class δ 0 of Getzler [13] .) It follows that ψ i is expressed as 1 24 D N plus the sum of all boundary divisors such that p i is on a noncontracted rational component.
Hence there is a topological recursion relation for the genus 1 enumerative descendants, analogous to Theorem 2.1.1, as easily follows from the same arguments. We state only the formula for the first enumerative descendants: 
For k = 0, the right-hand side needs an extra term + 1 24 χ(X) to account for the special case of the dilaton equation. This is necessary since Γ (0) is not defined in degree 0. Otherwise, note that this is exactly like the corresponding topological recursion relation for the tautological psi classes (cf. [13] , formula (3)), only with the deformed metric in place of the Poincaré metric.
Tangency conditions and characteristic numbers.
The motivation for studying modified psi classes comes from enumerative geometry: we show that tangency conditions are naturally expressed in terms of modified psi classes, and that characteristic numbers (of rational curves) are first enumerative descendants.
Classically, characteristic numbers (of P 2 ) are the numbers of curves of given genus and degree which pass through given points and are tangent to given lines. The generalization to other homogeneous varieties involves the choice of what subvarieties one should impose conditions with respect to. In the context of first enumerative descendants, the natural conditions to include are those of being tangent to a hypersurface, or more generally, being tangent to a hypersurface along a specified subvariety. (It should be stressed that the inclusion of these compound conditions is not necessary for the recursions to work.)
The approach is a natural extension of the way Gromov-Witten invariants describe incidence conditions.
From now on, X will denote a homogeneous variety. In this section, for a homology cycle or subvariety W, abusively we let [W] denote the cohomology class representing W. 
Incidence conditions and Gromov-Witten invariants. Put
So we can pull the various pointed classes back to M S and integrate here. By the projection formula, we see that
This last number is a Gromov-Witten invariant.
The same viewpoint will now be applied to tangency conditions. The tangency condition is described in terms of modified psi classes by going up to a onepointed space. By construction, modified psi classes are compatible with forgetful morphisms, so the integral of these markless classes can also be computed on the n-pointed space where it is a first enumerative descendant.
Tangency conditions via modified psi classes.
Let now M ∅ denote a substack in M g,∅ (X, β) (e.g., the whole stack), and let M {p i } be its stack-theoretic inverse image under the forgetful morphism
3.1.1. Virtual tangency conditions. Let V ⊂ X be a hypersurface, and let N V denote its normal bundle. The virtual tangency condition to V (at the marked point p i ) is defined by the following method. The differential gives a natural map of bundles on M {p i } : 
The degeneracy locus of the composition L ∨ i →ν i * (N V ) is the locus of maps µ for which the the differential dµ p i has image in the tangent space of V, i.e., the maps tangent to V exactly at the mark p i . The cohomology class representing this degeneracy locus in
is defined to represent the virtual tangency condition to V.
Consider now the corresponding n-pointed stack M S with its forgetful morphismsπ i : M S →M {p i } . The virtual tangency class in H * (M S , Q) is defined to be theπ i pull-back of the corresponding class on M {p i } . In other words, the virtual condition of tangency to V (at mark p i ) is of class
In general, this virtual condition is fulfilled by some maps that we would not normally think of as tangent to V. Notably, if the marked point is on a component that contracts to a point of V then the map fulfils the virtual tangency condition. 
which is defined to be the virtual conditions of tangency to V along W.
Pointed and unpointed conditions. Let
The virtual class of un-pointed tangency is defined to be
Since the classes Θ i are compatible with forgetful morphisms, the projection formula yields
Ideally (and assuming the codimension of the classes Θ i add up to vdimM S ), the first integral is the number of curves tangent to the n hypersurfaces (along the specified subvarieties). The second integral is a first enumerative descendant.
Virtual characteristic numbers.
3.2.1. Virtual characteristic numbers. For simplicity, we consider as incidence conditions only those with respect to the basis elements T i . Assume T 1 , . . . , T p are the divisor classes. In general, requiring a curve to be incident to a hypersurface is an empty condition, so we consider only i = p + 1, . . . , r (codimension 2 and up). We denote the corresponding conditions Ω i , and use the same symbol for the virtual class in the moduli space:
Suppose we have chosen t types of conditions, Θ j , of being tangent to certain hypersurfaces (at a specified mark), possibly along specified subvarieties. The virtual classes of these conditions are expressed (cf. 3.1.2) as linear combinations
Now define virtual characteristic numbers
This is the virtual number of genus g curves of class β satisfying a i conditions of type Ω i , for i = p + 1, . . . , r, and further b j conditions of type Θ j , for j = 1, . . . , t (provided the codimensions of all the imposed conditions add up to vdimM g,n (X, β)), where n = a i + b j ).
Generating functions.
with multi-index notation as in 2.2.1. By definition of the virtual characteristic numbers, this can also be writteñ
Hence we get:
+ denote the β > 0 part of the tangency quantum potential. The seriesG ( g) is related to the tangency quantum potential bỹ
subject to the change of variables
which is just the dual to the change of variables relating the conditions Ω j and Θ j to the basis τ 0 and τ 1 .
Enumerative significance.
In order for the virtual tangency class to express the enumerative geometry accurately, some additional assumptions are needed.
Assumption on W ⊂ V.
Let W be of codimension c in X. A sufficient generality condition on W ⊂ V is this: W can be translated to intersect any curve transversely at a specified point. Of V we require: The linear system consisting of the members of |V| that contain W separates normal vectors of W (i.e., for each point x ∈ W and each normal vector w ∈ N x W, there is a V ⊃ W such that w ∈ T x V).
Assumptions on the family.
A markless stable map µ: C→X is said to have a deep cusp if there is a point where the differential vanishes to (at least) second order. For example any map with a contracted component has deep cusp in this sense.
We will impose the following two conditions on the family M ∅ :
• M ∅ is reduced of dimension at most k (for some k).
• The locus of maps with deep cusp is of dimension at most k − 1. Let Z denote the degeneracy locus of (11), and let T denote its image in M ∅ .
PROPOSITION 3.3.3. With notation and assumptions as above, for general W ⊂ V we have: (i) The degeneracy locus Z ⊂ M {p i } , and thus T = π i (Z) ⊂ M ∅ , is of dimension at most k − c. (ii) The locus of deep cusps in T is of dimension at most k − c − 1. (iii) Except possibly for those components of Z whose general map has a contracted component, Z is reduced, and the morphism Z→T is generically 1-1 and etale. In particular, the maximal dimension part of T is reduced too.
Proof. The degeneracy locus of (11) can be considered the zero scheme of a section of ν i * O X (V)⊗L i . Outside the locus of maps whose differential vanishes at p i , this line bundle is generated by the space of global sections corresponding to V containing W. Indeed, by assumption on V ⊃ W, for each such map µ there exists a hypersurface V ⊃ W whose tangent space does not contain the tangent vector of µ(C) at µ( p i ) ∈ W. So by Kleiman-Bertini ( [17] , Remark 7), along this locus the section vanishes with multiplicity 1, for general V ⊃ W.
The locus of maps in M {p i } whose differential vanishes simply at p i has dimension at most k, and requiring further that the mark maps to W brings the dimension down to at most k − c (by the generality of W), and the section vanishes automatically along this locus, with multiplicity 1 by assumption. The dimension of the corresponding loci of isolated deep cusp is one lower, hence at most k − c − 1, as asserted. Now for maps with a contracted component. In M ∅ they occur in dimension at most k − 1, so in M {p i } they have dimension at most k. Contracted components can also arise as a result of stabilizing when the mark "falls on a node"; this type of contracted component also occurs in dimension k. Requiring the mark to map to W cuts the dimension down to k − c, and along this locus the section automatically vanishes.
Concerning the image of these loci in T: if the general map of a locus retains the contracted component after forgetting the mark, then the dimension drops to k − c − 1, since one dimension of the locus was the freedom of the mark moving on the contracted component.
For general V, the morphism Z→T is generically 1-1 andétale because for a fixed map µ, the set of tangent hypersurfaces V that are not simply tangent is of codimension at least one among all the V. This is clear when X = P 2 (a plane curve has only a finite number of bitangents and flexes); the general case can be obtained from this fact by embedding X in a projective space by the linear system |V| and then projecting down to a suitable P 2 .
Enumerative significance.
Since the substack T thus inherits the properties of the original family, the construction can be applied inductively. By a dimension reduction argument, if the general map of M ∅ is irreducible (resp. an immersion, resp. 1-1), then the general map in T is again irreducible (resp. an immersion, resp. 1-1). In particular if there is only a finite number of solutions, they are all irreducible (resp. immersions, resp. 1-1).
Hence, in this case, a general top intersection of incidence loci and tangency loci consists of a finite number of reduced points which correspond to irreducible maps, and the cardinality of this set is the integral of the corresponding pointed conditions over the fundamental class of the marked space.
Clearly, M 0,∅ (X, β) satisfies the conditions. On the other hand, for g ≥ 1, the space M g,∅ (X, β) does not satisfy the conditions, due to contracted tails. (a p+1 , . . . , a r , b 1 , . . . , b t ) denote the number of irreducible, rational curves of class β satisfying a i conditions of type Ω i , for i = p + 1, . . . , r, and further b j conditions of type Θ j , for j = 1, . . . , t (provided the codimensions of all the imposed conditions add up to dim M 0,n (X, β)), where n = a i + b j ). Assume the tangency conditions satisfy assumption 3.3.1.
Characteristic numbers of rational curves. With notation as in 3.2.1, let N
Since the genus 0 spaces M 0,∅ (X, β) satisfy assumption 3.3.2, and the general map is irreducible, we have: (a p+1 , . . . , a r , b 1 , . . . , b t ) . 
Here (1)) and the natural cohomology basis T i = h i . Consider the conditions Θ j = τ 0 (T j+1 ) + τ 1 (T j ) of being tangent to a hyperplane H along a specified codimension-j plane contained in H (j = 1, . . . , r), together with the conditions Ω j = τ 0 (T j ) of being incident to a codimension-j plane (j = 2, . . . , r). Let N d (a, b) denote the number of rational curves of degree d satisfying a such incident conditions and b such tangency conditions. Then by Proposition 3.4.2, the corresponding generating function G(u, v) (as defined in 3.2.2) satisfies the differential equations
Here the matrix (γ ef (v)) is obtained from (γ ij ) = (φ ij (2y)) by substituting v i for y i . The case X = P 2 is treated in more depth in the next section.
Example 3.4.4 (The Grassmannian Gr(2, 4)) Let X = Gr(2, 4), the Grassmannian of lines in P 3 . Take the basis of Schubert varieties, such that T 0 is the fundamental class, T 1 is the hyperplane section (under the Plücker embedding Gr(2, 4) →P 5 ), T 2 and T 3 are the two Schubert varieties of dimension 2, T 4 is dual to T 1 (it's a line), and T 5 is the class of a point. Let N d (b, a 2 , a 3 , a 4 , a 5 ) be the number of rational curves of class d · T 4 that are tangent to b subvarieties of class T 1 and incident to a i subvarieties of class T i , for i = 2, 3, 4, 5. The tangency condition is of class Θ = τ 0 (T 2 ) + τ 0 (T 3 ) + τ 1 (T 1 ). Let G(v, u 1 , . . . , u 5 ) denote the corresponding generating function, as in 3.2.2. By Proposition 3.4.2, the differential equation for G is 0, 1, 2 ). In this section we specialize to the case X = P 2 . In genus 0, the virtual characteristic numbers agree with enumerative geometry. In genus 1 and 2, simple correction formulas are described. The outlook for general genus appears quite complicated due to difficult multiple cover contributions. Put
Characteristic numbers of plane curves (of genus
G ( g) (s, u, v, w) = d>0 exp (ds) a,b,c u a a! v b b! w c c! N ( g) d (a, b, c).
Virtual characteristic numbers and their potentials. As in 3.2.1, define virtual characteristic numbers
and form the corresponding generating functioñ
It is related to the tangency quantum potential Γ ( g) bỹ 
subject to the change of variables:
The two correction terms in genus 1 and 2 come from degree 0, cf. the remarks in 2.2.1. The term x 1 /8 in genus 1 comes from the special case of the divisor equation (7), while y 1 /960 comes about as three times the basic Hodge integral which comes up naturally together with partial derivatives whenever reducible curves are in play. We define two differential operators corresponding to the last two rows of the matrix (the "line operator" and the "point operator"): ( g) is related to enumerative geometry in genus 0, 1, and 2 by the following formulas.
. The virtual functionG
Here E = 2! ) is the generating function for genus 2 double covers of a line in P 2 (to be defined properly in the proof). The terms Q 2 and Q 3 correspond to degenerate genus 2 curves (of degree 2 or 3). We will not explicitly compute these terms, since we know there are no immersions in these low degrees anyway. (15) is a union of the enumerative solutions and excess loci. The arguments of Proposition 3.3.3 show that the desired solutions are isolated and count with multiplicity one. Second, in order to conclude our result, we just need to identify the contributions from the other loci, which we can do explicitly in genus 1 and 2 by an argument involving the virtual fundamental class. These arguments are given in 4.3 and 4.4. 
This equation determines the simple characteristic numbers N [23]), and later, with different methods, by R. Vakil [31] .
Together with the second equation,
it provides a transparent and effective way to compute the characteristic numbers N 
Identifying spurious components.
Our goal is to be able to give an exhaustive list of irreducible components of the map space which contribute to our virtual characteristic number. Since the presence of marks multiplies the number of components, we perform the dimension counts only in the markless situation.
A necessary condition for a component of the map space to contribute is that it have dimension greater than or equal to the expected dimension. Such components arise in connection with multiple cover maps or contracted tails. The condition is not sufficient however, because the maps in such a component may not be able to satisfy all the conditions we impose (according to the expected dimension). In the terminology of Vakil [30] , we need only care about components of the map space whose intersection dimension is equal to or greater than the expected dimension of the whole space. The intersection dimension of a component of the map space is defined as the maximum number i such that there exist a + b + 2c = i and I a ∪T b ∪F c = 0 in the operational Chow ring of the component. (Here F stands for the class of maps tangent to a given line at a specified point.) Obviously the intersection dimension is bounded above by the actual dimension.
Geography of the map space.
To get a handle on the collection of irreducible components of the space of maps, we introduce the label of a stable map. Given a stable map µ: CP 2 we define its label to be the dual graph of the curve C together with the quadruple [ g i , h i , e i , k i ] associated to each vertex; here g i is the genus of the corresponding curve C i ; h i is the geometric genus of the image of C i ; e i is the degree of the image of C i ; and k i is the degree of µ restricted to C i onto its image. (If e i = 0 then we define k i and h i to be zero too.) We define the label of a component of the map space to be the label of the map parametrized by a general point of the component. Conversely, we can associate to each label the locus in the map space parameterizing maps with that label. Thus the labels stratify the moduli space.
We will now compute the dimension of the family of given label.
Irreducible maps.
It is straightforward to compute the dimension of the family of a given label [ g, h, e, k] . The map is then a composition C→C →P 2 , where the first map is a k-sheeted covering of a curve of genus h by a curve of genus g, and the second map is an immersion. The dimension of this family is easily computed as the sum of the dimension of the Hurwitz scheme and the Severi variety, so it is
Observe that this is also the intersection dimension, since for example the image curve can satisfy 3e + h − 1 incidence conditions, and then the (2g − 2) − k(2h − 2) ramification points can account for a tangency condition each.
Requiring this number to be greater than or equal to the expected dimension 3ke + g − 1, can be written as the inequality
If strict equality holds, the left-hand side is the excess dimension. It is easy to see that (except for the trivial solution h = g, k = 1 corresponding to immersions) it is necessary to have h < g, and that for fixed g and h, there is only a finite set of solutions (which are small values of e and k).
Reducible maps-no contraction.
When there are no contracted components of the map, the dimension of the family of a given label does not depend of the structure of the graph, but only on the set of quadruples g i , h i , e i , k i , associated to the vertices. The dimension of the family is just the sum of the dimensions of the space parameterizing the maps restricted to each component. Observe that we will always be able to assemble the collection of curves into a stable map, since there will always be intersection points of the various image curves which we can use to glue the curves together. Moreover, generically there will be only finitely many such points, so this choice does not affect the dimension of the component of the map space.
The important thing to note is that the expected dimension formula has a superadditivity property. If C = C ∪ C is a union of curves of degrees d and d and genera g and g , then C has degree d + d and genus g + g . So its expected dimension is
From this formula it follows that in order for a reducible curve to move in dimension greater than or equal to the expected dimension, one of its components must move in dimension strictly higher than expected.
Contracted tails.
A contracted component can contribute large amounts to the dimension of a component of the map space, due to the freedom of varying the moduli of the contracted curve. However, this freedom is irrelevant for the sake of satisfying the conditions we are imposing.
The only way a contracted component can satisfy a condition of being tangent to a given line is when it maps to a point on that line. If the component is attached to the rest of the curve in only one point (in which case we call it a tail), then this possibility represents one degree of freedom, namely: after the honest part of the curve has satisfied all the conditions it can (according to the count of 4.2.3), one more tangency condition can be satisfied, by choosing the attachment point in such a way that it maps to the given line. (Alternatively, we could begin by requiring the contracted tail to map to the intersection of two given lines or to the point of a flag condition, thus satisfying two extra conditions, but this imposes an extra incidence condition on the rest of the curve-since in order to glue, it needs to pass through the point.) Either way, we see that a contracted tail contributes exactly one to the intersection dimension of the component of the map space, compared to the intersection dimension computed in the previous paragraphs ignoring this contracted tail.
On the other hand, if the contracted component is attached to two or more points then its image point is a node of the image curve, and since the image curve has only a finite number of nodes there is no freedom left to satisfy further conditions. So in this case there is no contribution to the intersection dimension. In particular, by stability, we see that a contracted curve of genus 0 never contributes to the intersection dimension.
In summary, we get (an upper bound on) the intersection dimension of a component of the map space in terms of its label, namely the sum of the dimensions given by formula (20) for each noncontracted component, plus the total number of contracted tails. Now we are in a position to find all labels in low genus whose associated intersection dimension is greater than or equal to the expected dimension. Proof. It is clear that these types occur; we need to rule out the existence of other types. First observe that no irreducible maps move in dimension higher than expected and that those moving in expected dimension are the immersions and the double covers of lines. Indeed, to get solutions to the inequality (21), we need g = 1 and h = 0; the inequality then reads
Clearly the only solutions are k = 1, (type (i)) and k = 2, e = 1 (type (ii)).
If there is a contracted tail, it must be of genus 1 by the observation of 4.2.4. Then the rest of the curve must have genus 0 and must move in the expected dimension; hence it is an immersion. This is type (iii).
In order to prove the genus 1 case of Theorem 4.1.4 we need to determine the contributions of curves of types (ii) and (iii) to the descendant generating series. . This presents no difficulty, since the moduli space of these curves has the expected dimension. We just need to count the solutions.
The type (ii) contribution is
It is impossible for a line to meet more than two points, so we get contributions only for the six characteristic numbersÑ (1) 2 (0, 2, 2) which correspond exactly to the six terms in the polynomial E.
As an example of the arguments required, let us count those with six tangency conditions (the other cases are equally straightforward): we need to choose two pairs of the six given lines (there are 1 2 ( 6 2,2 ) = 45 ways to do that), and then draw the solution curve as the unique line joining the two corresponding intersection points. Then the ramification points of the map are completely determined: two of them must be the inverse images of the two points, and the other two must be the intersection points of the image line with the remaining two given lines. This explains the term (Throughout the polynomial, the variable u appears together with a factor 2, since for each incidence condition, there are two ways of putting the corresponding mark. All solutions would be counted twice this way (or otherwise possess an automorphism of order 2); this is corrected for by the coefficient 1 2 in front of the whole polynomial.)
Contribution from type (iii).
The more interesting contributions arise from the curves with a contracted elliptic tail. There are three types of solutions here. Either the contracted tail can account for one tangency condition (by mapping to a point on the given line), or it can satisfy two such tangency conditions (by mapping to the intersection of the two lines), or it can satisfy a flag condition (by mapping to the point of the flag). The analysis is the same in each case so we give only the first case.
The component of genus 0 satisfies all of the conditions except for one tangency condition, and the genus 1 tail is contracted over one of the d intersection points of the genus 0 curve with the remaining line. To compute the contribution of these solutions, we first have the combinatorial factor of bdN d (a, b − 1, c) rational curves through the other points we choose, and which of the d points of intersection of that curve with the given line will be the point of attachment for the contracted elliptic tail. However, there remains an entire M 1,1 of solutions corresponding to the choice of j-invariant of the elliptic curve over which we must integrate the virtual class.
We will compute this as an integral on the one-pointed space of maps having one contracted elliptic tail and one rational component of degree d. Note that this space has two components: one where the marked point is on the rational curve and one where it is on the elliptic curve. We compute the contributions from these two components separately. On the first component of the space the cycles intersect transversally in a substack isomorphic to M 1,{x} (x is the gluing mark on the elliptic curve). Thus, the contribution is the degree of the virtual class restricted to this locus. Since the unpointed space is smooth near this locus, it is simply the first Chern class of the obstruction bundle E, which fits into the following exact sequence.
Here E is the Hodge bundle. Since E is isomorphic to L x on the one-pointed space M 1,{x} , we conclude that the restriction of the virtual class to this locus is −ψ x . Hence the contribution of this component is −1/24 (cf. (7)).
On the other component of the space, we see that in addition to the virtual class, we need to account for an excess intersection. This is straightforward. Once we impose the condition that the marked point meet a line, the entire contracted tail is already forced to lie over the line. Hence, the second condition ν 1 * (h) + ψ 1 is the excess class. As it is impossible for this curve to meet another general line, the contribution from ν 1 * (h) is zero, and we are left with ψ 1 which we must integrate against the virtual class. The solution locus is isomorphic to M 1,{p 1 ,x} ; by Lemma 1.3.7, ψ 1 restricts to give ψ 1 +δ x1 . The virtual class is again c 1 (E ∨ ) = −ψ x , so in the end we find
by Lemma 1.3.2, the dilaton equation (5), and (7) again.
In total, then, we see that the contribution of these curves to the virtual characteristic number is − 
Topological recursion relations for the genus 1 characteristic numbers.
In order to derive a TRR for the characteristic numbers, it is convenient to include the degree 2 term E, so we let now G (1) denote what was called G (1) +E in Theorem 4.1.4. Now the chain rule applied to Proposition 2.3.1 gives differential equations forG (1) , which combined with Theorem 4.1.4 (and the genus 0 TRR backwards twice) yields the following TRR for the genus 1 characteristic number potential:
This equation has also been established by R. Vakil [31] by degeneration methods and formulas from [26] . His equation however includes potentials corresponding to characteristic numbers of maps with a double point on a given line or at a given point. Similarly, there is an equation for taking away a flag condition:
Together these two equations determine all the numbers N (a, b, c) . The Gromov-Witten invariants are determined by the recursion of Eguchi-Hori-Xiong [7] (formula (28)), proved in Pandharipande [25] , Section 6, using the relation of Getzler [12] (Theorem 1.8). (In lower degree, there are three further special cases. In degree 2: a genus 2 double cover of a line (they move in excessive dimension), and an elliptic double cover of a line with a contracted elliptic tail (expected dimension). And in degree 3: a genus 2 triple cover of a line (they move in expected dimension)).
Proof. The proof is essentially the same as the genus 1 case, so we just indicate the new points. First, the possibility of a genus 2 contracted tail is ruled out by the fact that the rest of the curve would then have to be genus 0 which could only move in dimension 3d−1. The contracted tail contributes only 1 to the intersection dimension, which is not enough to give the expected dimension of 3d + 1. The only other difference is that the genus 2 double covers of lines move in dimension 1 greater than expected. Hence, they can occur as a component of a reducible curve moving in the expected dimension, accounting for the fourth type. No other irreducible curve moves in greater than expected dimension, so these are the only interesting reducible curves.
Contribution from type (ii) and (iii).
If we have just one contracted elliptic tail, then all of the analysis we did in the genus 1 case still goes through. The solution loci are still either M 1,1 or M 1,2 and the obstruction theory is the same. We conclude that we get contributions of − 1 24 (2bdN + 1, b, c − 1) ), which in terms of the potentials amounts to − 1 24 PG (1) . If we have two contracted tails, then each of them can be used in either of the three ways described (satisfying one or two tangency conditions, or one flag condition), so there are six combinatorial types of contributions here. The locus of solutions is either
In each case, the obstruction theory is the product obstruction theory. This is intuitively clear, since the deformations of the two contracted tails are unrelated. (It is also easy to verify directly that the arising excess bundles and obstruction bundles naturally decompose into products of the ones that occur in the one-contracted-tail case.)
The contribution from this type amounts to ( 1 24 P) 2 2! G (0) , as claimed. (One can verify this by writing out the six terms,
and translating back into the language of potentials.)
Contribution from type (iv).
The only remaining point then, is to compute the contributions coming from the curves of type (iv). These move in the expected dimension, so we need only count them. This is reasonably straightforward, but there are many types of solutions.
The genus 2 double covers of a line can satisfy eight conditions, of which at most two can be incidence conditions. The generating function for the numbers of genus 2 double covers is
This follows from the same arguments as those giving the potential E of elliptic double covers. It is important to note that the coefficients are the actual number of such maps, but that they are not Gromov-Witten invariants! Indeed, the expected dimension of M 2,0 (P 2 , 2) is 7, so all the corresponding Gromov-Witten invariants are 0 for dimension reasons; the enumerative numbers are obtained by integrating against the topological fundamental class instead of the virtual one. Now the solutions fall in two groups. Either the genus 2 component C satisfies eight conditions honestly or it satisfies seven. If C satisfies eight conditions honestly, then the rational curve C satisfies the remaining conditions, either honestly or by attaching itself to C at the intersection point of µ(C ) with one of the given lines, thus accounting for tangency to this line (this constitutes an extra incidence condition on C ). The contribution for these two cases is H s ·(G (0) s +2vG (0) u ). Here the subscript s on H corresponds to a factor 2 in front of the characteristic numbers, coming from the choice between the two points of C that are possible for gluing. Similarly, there is the choice among d − 2 points as attachment point on C ; this explains the subscript s on G (0) . The coefficient 2 reflects the fact that "node on line" counts twice as tangency: we are actually counting marked maps, and over the locus of nodes there are two components, depending on which of the two curves carries the mark. The factor v corresponds to a factor b in front of the characteristic number, accounting for the choice of which line we force the node upon; and the subscript u comes from the fact that the rational curve acquires an extra incidence condition when forced to have the node mapping to the intersection of the given line and µ(C ).
If the genus 2 curve C satisfies only seven conditions honestly, the rational part must satisfy at least one extra tangency condition at the node (which forces C to pass the point where this occurs thus imposing another incidence condition on C ). This case gives the contribution of 2v · H u · G (0) s . Alternatively, the rational part can satisfy two tangency conditions by having the node on the intersection of two of the given lines. In this case both C and C acquire an extra incidence condition, so that contributes 2v 2 · H u · G (0) u . (Here the multiplicity of a node accounting for two tangencies is 4 (four ways to put the two marks on the two components), and the choice of which two lines are used gives a factor ( 5. Characteristic numbers of P 1 × P 1 (genus 0 and 1). The techniques of the preceding section readily solve the characteristic number problem for rational and elliptic curves in the quadric surface P 1 × P 1 . In genus 0, the result is immediate from Proposition 3.4.1. In genus 1, the correction terms involve the Hurwitz numbers. 5.1.1. Characteristic numbers of P 1 -the Hurwitz numbers. For X = P 1 (with T 0 = fundamental class, T 1 = class of a point), it is easy to prove that the invariants N d 2 ) (a, b, c) denote the characteristic numbers of irreducible curves in P 1 × P 1 of genus g and bi-degree (d 1 , d 2 ) passing through a general points, tangent to b general curves of bi-degree (1, 1), and tangent to c such curves at specified point. Let G ( g) (u 1 , u 2 , u, v, w) be the corresponding generating function (u 1 and u 2 being the formal variables corresponding to the partial degrees d 1 and d 2 ) .
The virtual classes corresponding to these three conditions are τ 0 (T 3 ) (the incidence condition), 2τ 0 (T 3 ) + τ 1 (T 1 ) + τ 1 (T 2 ) (the tangency condition), τ 1 (T 3 ) (the flag condition).
Let the virtual potentialG ( g) be defined as in 3.2.2. Then we haveG ( g) (u 1 , u 2 , u, v, w) = Γ 
v , (27) where H (1) = H (1) (u 1 , v) is the Hurwitz potential, cf. (22) . Indeed, the supporting rule for an i-sheeted map is fixed by either one incidence condition, two tangency conditions, or one flag condition. Once the supporting rule is fixed, the Hurwitz potential encodes the number of possible coverings. For the incidence condition, there are i choices for the mark; this explains the factor uH (1) u 1 . For the case of 2i + 1 tangency conditions, the rule must pass through one of the two intersection points of two of the given curves. This gives 2 · ( 
v . (28) 
