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Abstract
Existing unsupervised person re-identification (re-id) meth-
ods mainly focus on cross-domain adaptation or one-shot
learning. Although they are more scalable than the super-
vised learning counterparts, relying on a relevant labelled
source domain or one labelled tracklet per person initialisa-
tion still restricts their scalability in real-world deployments.
To alleviate these problems, some recent studies develop un-
supervised tracklet association and bottom-up image cluster-
ing methods, but they still rely on explicit camera annota-
tion or merely utilise suboptimal global clustering. In this
work, we formulate a novel tracklet self-supervised learn-
ing (TSSL) method, which is capable of capitalising directly
from abundant unlabelled tracklet data, to optimise a fea-
ture embedding space for both video and image unsupervised
re-id. This is achieved by designing a comprehensive unsu-
pervised learning objective that accounts for tracklet frame
coherence, tracklet neighbourhood compactness, and tracklet
cluster structure in a unified formulation. As a pure unsuper-
vised learning re-id model, TSSL is end-to-end trainable at
the absence of source data annotation, person identity labels,
and camera prior knowledge. Extensive experiments demon-
strate the superiority of TSSL over a wide variety of the state-
of-the-art alternative methods on four large-scale person re-
id benchmarks, including Market-1501, DukeMTMC-ReID,
MARS and DukeMTMC-VideoReID.
Introduction
The key in person re-identification (re-id) is learning a dis-
criminative feature representation model (Liu et al. 2019b;
Zhang et al. 2019b; Tesfaye et al. 2019; Dong, Gong, and
Zhu 2019). While existing supervised learning based re-
id methods have advanced significantly (Fu et al. 2019;
Wu, Zhu, and Gong 2019b), they fundamentally suffer from
an unrealistic assumption of requiring a large set of cross-
camera labelled training data (Yu et al. 2019; Li, Zhu, and
Gong 2018a). To address this, recent studies have shifted to
capitalise abundant unlabelled data for unsupervised model
optimisation (Lin et al. 2019; Zhang et al. 2019a).
Whilst hand-crafted descriptors (Liao et al. 2015) can be
used for re-id matching without label supervision, they often
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Figure 1: Illustration of four unsupervised person re-id
learning strategies that aim at minimising the training data
annotation efforts. (a) Unsupervised cross-domain adapta-
tion. (b) Unsupervised tracklet association. (c) Bottom-up
image clustering. (d) Tracklet self-supervised learning (pro-
posed). Our method eliminates the need for both person
identity labels and camera view labels for pure unsupervised
video and image person re-id.
yield rather poor performance (Wang et al. 2018). A more
effective approach to unsupervised re-id is by cross-domain
transfer learning (Liu et al. 2019a; Zhong et al. 2018;
Yu et al. 2019). These methods typically pre-train the model
in a labelled source domain and then adapt it to an un-
labelled target domain (Fig. 1(a)). This assumes sufficient
knowledge overlap between the source and target domains,
which nonetheless is not always valid in practice. Alterna-
tively, some methods explore one-shot training per iden-
tity in the target domain (Wu et al. 2018a; Ye et al. 2017;
Liu, Wang, and Lu 2017). This reduces the labelling ef-
forts but remains unscalable in real-world applications. A
12362
scalable approach is by pure unsupervised learning, e.g. un-
supervised tracklet association (Li, Zhu, and Gong 2018a;
Chen, Zhu, and Gong 2018) and global bottom-up image
clustering (Lin et al. 2019). They require no person identity
labelling in any domain; However, the former assumes the
availability of camera annotations (Fig. 1(b)), while the lat-
ter merely utilises suboptimal global clustering (Fig. 1(c)).
In this work, we investigate pure unsupervised person re-
identification, where neither labelled source data nor initial
tracklet identity label are available. To this end, we pro-
pose tracklet self-supervised learning (TSSL) to optimise
a feature embedding space for both video and image un-
supervised re-id. TSSL makes a good use of the intrinsic
tracklet structure and appearance information, eliminating
the notorious need for both person identity and camera la-
bels (Fig. 1(d)). Specifically, we formulate a comprehensive
tracklet self-supervised learning objective, covering three
self-supervision mining: tracklet frame coherence learning,
tracklet neighbourhood compactness learning, and tracklet
cluster structure learning. These learning components are
derived at different granularities, ranging from per-tracklet
and local tracklet neighbourhoods to global tracklet clusters.
Consequently, they present high complementary interaction
when integrated into a unified learning objective function.
The ultimate objective is to train a feature embedding model
discriminative for person re-id matching.
The contributions of this work are: (I) We propose an
idea of tracklet self-supervised learning for unsupervised
person re-identification. This eliminates the need for person
identity labels and camera view annotation simultaneously,
enabling both highly scalable video and image re-id deploy-
ments in real-world applications. (II) We formulate a novel
tracklet self-supervised learning (TSSL) method based on
comprehensive self-supervision mining on unlabelled track-
let data from individual tracklets to tracklet clusters. As a
unified learning architecture, TSSL is end-to-end trainable.
(III) Given that the proposed TSSL does not use any la-
bel information, a direct comparison between TSSL and
the state-of-the-art alternative methods (e.g. cross-domain
re-id (Liu et al. 2019a; Zhong et al. 2019)) might not be
fair, but extensive experiments still demonstrate the supe-
riority of TSSL against the state-of-the-arts on two large-
scale image benchmarks (Market-1501 (Zheng et al. 2015)
and DukeMTMC-ReID (Zheng, Zheng, and Yang 2017))
and two large-scale video benchmarks (MARS (Zheng et al.
2016) and DukeMTMC-VideoReID (Wu et al. 2018a)).
Related Work
Most existing person re-id methods are based on supervised
learning, which require labelled pairs of person images for
training (Li, Zhu, and Gong 2018b; Wu, Zhu, and Gong
2019a), leading to limited scalability in deployment. In con-
trast, unsupervised re-id is capable of learning from unla-
belled data without exhaustive manual annotation, allowing
to leverage massive available unlabelled data. In this section,
we mainly review and discuss unsupervised person re-id.
Unsupervised Cross-Domain Person Re-ID
Transfer learning is one of the most important strategies
for addressing unsupervised re-id, i.e. unsupervised cross-
domain person re-id. Existing methods typically pre-train a
model in source domains with rich labelled training data,
and then transfer this model to an unlabelled target do-
main (Yu et al. 2019; Liu et al. 2019a; Zhong et al. 2018;
2019). In (Yu et al. 2019), Yu et al. propose using a set of
labelled persons from a source domain as the references to
facilitate soft multi-label estimation for unlabelled persons
in a target domain. In (Yang et al. 2019), Yang et al. intro-
duce a patch-based model to learn discriminative features.
They pre-train this model in a large-scale labelled source
dataset before fine-tuning it in an unlabelled target dataset
based on patch-level and image-level learning constraints.
In (Wang et al. 2018), Wang et al. transfer both identity
and attribute information from a labelled source domain to
an unlabelled target domain. This is achieved by extracting
attribute-semantic and identity-discriminative feature repre-
sentations. Different from these methods, we focus on pure
unsupervised re-id, where no prior knowledge is available
from any labelled source domain. This is for further scal-
ing the learning algorithm to arbitrarily unconstrained and
unlabelled domains, without the need for selecting relevant
source domains.
One-Shot Person Re-ID
One-shot person re-id is a recently developed technique for
training data annotation minimisation. It often assumes long
tracklets and/or the spatio-temporal topology knowledge for
obtaining automatically person identity labels (Wu et al.
2018a; Ye, Lan, and Yuen 2018). Specifically, Liu, Wang,
and Lu (Liu, Wang, and Lu 2017) perform reciprocal near-
est neighbour search for negative sample mining to realise
unsupervised video re-id. In (Ye et al. 2017), Ye et al. pro-
pose a dynamic graph matching method to iteratively update
the model based on intermediately estimated labels. In (Wu
et al. 2018a), Wu et al. gradually exploit unlabelled tracklets
with reliable pseudo labels for online model update. While
dropping the dependence on a labelled source domain, they
still require one labelled tracklet per identity in the target
domain for model initialisation. On the contrary, our TSSL
method exploits unlabelled tracklet data alone with no need
of labelled source data or one-shot tracklet annotation.
Pure Unsupervised Person Re-ID
There are only a few existing studies focus on pure un-
supervised re-id without using any person identity annota-
tion. Li, Zhu, and Gong (Li, Zhu, and Gong 2018a) con-
duct tracklet association learning within-camera and cross-
camera concurrently. Chen, Zhu, and Gong (Chen, Zhu, and
Gong 2018) leverage both intra-camera and cross-camera
anchors to improve tracklet association learning. But these
methods assume the availability of camera view annotation,
limiting their usability when no camera information is given.
This problem is resolved by bottom-up clustering re-id (Lin
et al. 2019) wherein a CNN model is trained from unlabelled



























Figure 2: Overview of Tracklet Self-Supervised Learning (TSSL). TSSL aims to learn a feature embedding model from un-
labelled training tracklets enabling both video and image re-id. To this end, TSSL trains the model with three self-supervised
optimisation constraints: (1) tracklet frame coherence learning, (2) tracklet neighbourhood compactness learning, and (3) track-
let cluster structure learning. These constrained are integrated in an end-to-end pipeline, designed specially for mining the
intrinsic tracklet structural discrimination information from the unlabelled data at different granularities in a progressively
learning manner.
and merging, this method is suboptimal due to ignoring the
latent variational information of each sample. Unlike these
methods, we model the self-supervision process on unla-
belled tracklets from per-tracklet and small neighbourhoods
to global cluster structure in a unified formulation. In doing
so, tracklet association can be facilitated by multiple com-
plementary supervision information jointly.
Unsupervised Visual Representation Learning
Unsupervised visual representation learning aims at learn-
ing an effective embedding space from unlabelled data for
vision tasks such as image classification (Wu et al. 2018b;
Ye et al. 2019; Caron et al. 2018; Huang et al. 2019). For ex-
ample, Wu et al. (Wu et al. 2018b) propose a non-parametric
variation of cross-entropy loss to optimise the model at
the instance-level. In (Huang et al. 2019), Huang et al.
develop an anchor-based neighbourhood discovery method
to improve the robustness of unsupervised feature learning
In (Yang, Parikh, and Batra 2016), Yang, Parikh, and Batra
introduce a recurrent model to progressively optimise a fea-
ture embedding space. In (Ye et al. 2019), Ye et al. jointly
exploit data augmentation invariant and instance spread-out
property during feature learning. While sharing the same
merit of unsupervised visual representation learning, we aim
at optimising an effective feature embedding space tailored
specially for unsupervised person re-id, a more challenging
fine-grained instance recognition problem due to extremely
subtle difference between different classes.
Methodology
Approach Overview
To fully mine the tracklet structural information for pure un-
supervised person re-id, we propose a novel tracklet self-
supervised learning (TSSL) method. TSSL trains an optimal
feature embedding model, enabling both video and image
re-id. An overview of TSSL is depicted in Fig. 2.
Given N unlabelled tracklets X = {T1, T2, ..., TN} from
any camera views, where each tracklet contains L image
frames, i.e. Ti = {ti,j}Lj=1, we deploy a feature embedding
model fθ(·) (where θ is the network parameters) to extract a
feature vector Vi for each tracklet Ti by image-level feature
average pooling (i.e. VTi ), denoted as:
Vi = fθ(Ti) (1)
Without the ground-truth person identity labels, we need
to form self-supervised learning constraints to facilitate
model optimisation. As shown in Fig. 2, we design three
types of self-supervision based on the training tracklet data:
(1) tracklet frame coherence learning (Lf ); (2) tracklet
neighbourhood compactness learning (Ln); (3) tracklet clus-
ter structure learning (Lc). These constraints explore the un-
labelled training data at different information granularities,
yielding strong complementary. The overall model training
objective L is then formulated as:
L = Lf + Ln + Lc (2)
At test time, we use the trained fθ(·) to extract the feature
vector of a tracklet or an image, and deploy a generic pair-
wise distance metric D(·) (e.g. L2) for re-id matching. We
describe the design of the proposed self-supervised learning
constraints below.
Tracklet Frame Coherence Learning
It is intuitive that a frame ti,j from a tracklet Ti should match
the source tracklet Ti in the representation space (Chen, Zhu,
and Gong 2018), i.e. all the frames of a tracklet are coher-
ent. However, directly enforcing this constraint may be sub-
optimal. The reason is that, a tracklet Ti is typically short
captured in a small time window with limited visual appear-
ance variation across all the constituent frames. To address
this problem, for each tracklet we create a positive surrogate
with richer appearance variation for generating a stronger
frame coherence signal. Specifically, we conduct random
image transformation on Ti and generate a positive surro-
gate tracklet T ∗i = {t∗i,j}Lj=1. Compared with the constituent
frames, T ∗i provides more intra-class variation information.
One straightforward way is using the mean of all the frames
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of T ∗i as a positive surrogate. However, this may partly can-
cel out the transformation effects due to the summation op-
eration. Instead, we randomly select a frame t∗i,p from T
∗
i to
be a positive surrogate. Also, to enrich variation prediction
and to deal with the problem that transformed t∗i,p may be
significantly different from Ti, which leads to suboptimisa-
tion, we reformulate the tracklet as:
Ti = {{ti,j}Lj=1, {t∗i,j}Lj=1,j =p} (3)
Based on the triplet loss function (Hermans, Beyer, and




0, α+D(VTi , Vt∗i,p)−D(VTi , VTi,n)
)
(4)
where α denotes a margin, {VTi , Vt∗i,p , VTi,n} are the feature
vectors of {Ti, t∗i,p, Ti,n} respectively, and Ti,n is a nega-
tive tracklet. In design, it is not highly necessary to guar-
antee 100% accuracy for Ti,n, as long as it is statistically
reliable so that the model can mine useful information. As
the majority is negative, we use the cyclic ranking consis-
tency as (Yang et al. 2019; Chen, Zhu, and Gong 2018;
Liu, Wang, and Lu 2017) for quality guarantee.
Tracklet Neighbourhood Compactness Learning
In (Li, Zhu, and Gong 2018a; Chen, Zhu, and Gong 2018),
each tracklet is associated with a camera identity label,
which enables cross-view nearest tracklet search. However,
this is less scalable because the camera annotation is not al-
ways available. To relax this assumption, we form the neigh-
bourhood for each tracklet in the whole training data, with-
out using any camera labels.
From the data manifold perspective, neighbours are likely
to share the underlying class label, providing a natural
source for self-supervision (Huang et al. 2019). Under this
consideration, we formulate a tracklet neighbourhood com-
pactness constraint as:
Ln = −λ log
exp(−sD(VTi , VKi)2)∑N
j=1,j =i exp(−sD(VTi , VTj )2)
(5)
where s specifies a scale parameter, λ is a compensation pa-
rameter, Ki is a neighbourhood tracklet of Ti and VKi is
the corresponding feature vector. This encourages the model
to pull each tracklet closer to its neighbours. To minimise
wrong self-supervision from false neighbours, we only se-
lect the nearest neighbour in this constraint. The neighbour-
hood is established based on pairwise distance between Ti
and all the other tracklets. To computationally facilitate this
process, we maintain a global tracklet module M where the
feature vector Vt of a tracklet at the t-th iteration is updated
as:
Vt = (1− η)V + ηVt−1 (6)
where V denotes the up-to-date feature vector and η is the
update momentum.
Tracklet Cluster Structure Learning
Clustering is an effective strategy for unsupervised learning.
However, it is non-trivial to apply it for person re-id due
Algorithm 1 Tracklet Self-Supervised Learning.
Input: Unlabelled person tracklet X .
Output: A learned feature embedding model fθ(·).
1: Initialise: Model parameters θ
2: for step = 1 → 1/δ do /* Stage level */
3: for e = 1 →Max-epoch do /* Epoch level */
4: for b = 1→Batch-number do /* Batch level */
5: Construct a positive surrogate tracklet T ∗
6: Forward to get tracklet features V (Eq. (1))
7: Compute frame coherence loss Lf (Eq. (4))
8: Update global tracklet module M(Eq. (6))
9: Compute neighbourhood loss Ln (Eq. (5))
10: Compute cluster structure loss Lc (Eq. (7))
11: Backward to update θ with Eq. (2)
12: Update the cluster memory Vc
13: end for
14: end for
15: Update the clusters with Eq. (8)
16: Re-initialise cluster memory Vc
17: Evaluate the performance of fθ(·) as Pstep
18: Track the best model θ∗ = θ according to Pstep
19: end for
20: return fθ(·) = fθ∗(·)
to the fine-grained recognition nature with subtle inter-class
differences whilst large intra-class variations. To obtain reli-
able cluster structure for self-supervision, we adopt the ag-
glomerative clustering method as (Lin et al. 2019).
Based on a tracklet clustering solution, we then formulate
the tracklet cluster constraint as:






where τ is a temperature parameter (Hinton, Vinyals, and
Dean 2015), and Nc is the cluster number. Vc is an external
memory bank maintaining the feature vectors Vc,· for each
cluster, which is updated using the scheme in Eq. (6).
In agglomerative clustering, cluster merging at each iter-
ation is a key. To this end, (Lin et al. 2019) uses the min-
imum pairwise distance between two clusters Vc,i and Vc,j
to represent their distance. They assume that all the clus-
ters are distributed evenly and/or learned in a balanced man-
ner, which is often not true. To address this limitation, we
use a new inter-cluster distance measurement that not only
further considers the neighbour cluster distribution, but also
enables to progressively merge small clusters in an easy-to-
hard manner.
Formally, we formulate the proposed distribution-aware
cluster pairwise distance for agglomerative clustering as:














where the exponential term measures the cluster distribution
by modelling the difference between the cluster centroid dis-
tance of two target clusters (Dc(Vc,i, Vc,j)) and the average
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distance of one target cluster with its Nk neighbour clus-
ters ( 1Nk
∑Nk
l=1 Dc(Vc,i, VKic,l)) in the inter-cluster distance
space. This in essence accounts for the density statistics
around the target clusters (Yang, Parikh, and Batra 2016).
Rather than combining all the matched cluster pairs at
each iteration, we take a progressive merging strategy with
the merging rate δ ∈ (0, 1) for gradually capturing the
complex data cluster structure. This aims to minimise er-
ror propagation. The intuition is that, two neighbour clus-
ters in a sparse embedding region are more likely to share
the same concept, since the current model can already
separate them at higher confidence (Huang et al. 2019;
Lin et al. 2019). To start this progressive process, we start
with treating each individual tracklet as a distinct cluster.
Summary
Our method is end-to-end trainable. We summarise the
training process of TSSL for unsupervised person re-
identification in Algorithm 1.
Experiment
Datasets and Evaluation Protocol
In the literature, image and video based person re-id bench-
marks are usually separately evaluated in unsupervised re-
id case, with a few exceptions (Li, Zhu, and Gong 2018a;
Lin et al. 2019) that consider the both. This is because
all the benchmarks were commonly constructed based on
the videos, sharing the same raw sources. In this work, we
aim at optimising a feature embedding space for both im-
age and video unsupervised re-id, so we also evaluated both
image (Market-1501 (Zheng et al. 2015) and DukeMTMC-
ReID (Ristani et al. 2016; Zheng, Zheng, and Yang 2017))
and video (MARS (Zheng et al. 2016) and DukeMTMC-
VideoReID (Ristani et al. 2016; Wu et al. 2018a)) datasets.
The evaluation statistics are summarised in Table 1 with ex-
amples shown in Fig. 3.
Given that we consider the tracklet person re-id setting,
during training, for the image datasets we followed (Li,
Zhu, and Gong 2018a) where the tracklets are constructed
from multi-shot images. For fair comparison with existing
alternative methods, we used the standard single-query set-
ting (Zheng et al. 2015; Zheng, Zheng, and Yang 2017) at
test time. Unlike (Li, Zhu, and Gong 2018a), we did not
annotate camera labels to the tracklets, resulting in a more
challenging and scalable unsupervised learning setting.
Evaluation Metrics. We used the Cumulative Matching
Characteristic (CMC) and mean Average Precision (mAP)
as the model performance evaluation metrics.
Implementation Details
We used ResNet-50 (He et al. 2016) (pre-trained on Ima-
geNet) as the feature embedding network. During training,
we set L = 4/16 for image/video datasets. To generate the
positive surrogate, we used random transformations includes
horizontal flip, crop, rotation and colour jittering. Mean-
while, data augmentation by random horizontal flip and crop
was also applied on the original training tracklets. Average
Table 1: The evaluation setting statistics. Market-1501,
DukeMTMC-ReID and DukeMTMC-VideoReID are abbre-
viated as Market, Duke, and DukeVideo, respectively.
Benchmark Train ID Test ID Image Tracklet
Market 751 750 32,668 -
Duke 702 702 36,411 -
MARS 625 636 1,191,003 20,478
DukeVideo 702 702 815,420 4,832
(a) Market (b) Duke (c) MARS (d) DukeVideo
Figure 3: Example person pairs.
pooling was used to aggregate the frame-level features into a
tracklet representation. We empirically set α = 2 for Eq. (4),
η = 0.5 for Eq. (6), λ = 0.1 and s = 10 for Eq. (5), τ = 0.1
for Eq. (7), δ = 0.05. We set Nk = 4 for cluster merging.
The maximal training epoch was set to 20 for the first step
and to 5 for the remaining steps. We used Stochastic Gradi-
ent Descent (SGD) as the optimiser with the initial learning
rate at 0.01 for the backbone model and a decay of 0.1 after
15 training epochs.
Comparisons with the State-of-the-Art Methods
Competitors. We compared our TSSL with 14 state-of-the-
art unsupervised re-id methods in three groups: (1) six un-
supervised cross-domain re-id models (TJAIDL (Wang et
al. 2018), SPGAN (Deng et al. 2018), PTGAN (Wei et al.
2018), HHL (Zhong et al. 2018), PAUL (Yang et al. 2019),
ATNet (Liu et al. 2019a)), (2) four one-shot re-id models
(DGM (Ye et al. 2017), Stepwise (Liu, Wang, and Lu 2017),
RACE (Ye, Lan, and Yuen 2018), EUG (Wu et al. 2018a)),
and (3) four pure unsupervised re-id models (TAUDL (Li,
Zhu, and Gong 2018a), DAL (Chen, Zhu, and Gong 2018),
OIM (Xiao et al. 2017), BUC (Lin et al. 2019)).
Evaluation on Image Benchmarks. As shown in Table 2,
we have the following observations: (1) On Market-1501,
our TSSL achieves 43.3% in mAP and 71.2% in rank-1, im-
proving the state-of-the-art performance by 2.1% and 4.5%
respectively. Although TAUDL (Li, Zhu, and Gong 2018a)
also exploits tracklet association, it merely achieves 41.2%
in mAP and 63.7% in rank-1 accuracy, which is clearly in-
ferior to TSSL. (2) On DukeMTMC-ReID, our TSSL gets
the best rank-1 accuracy (62.2%) and the second best mAP
(38.5%). While TAUDL (Li, Zhu, and Gong 2018a) per-
forms better in terms of mAP, it assumes extra camera an-
notation therefore less scalable than TSSL. On the con-
trary, TSSL does not use any label annotation whilst still
achieves very competitive performance. Besides, compared
with BUC (Lin et al. 2019) which mines the global cluster
supervision, TSSL significantly improves the performance
on both Market and Duke. This demonstrates the effective-
ness of our tracklet self-supervised learning idea.
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Table 2: Comparisons with the state-of-the-art person re-id methods on Market-1501, DukeMTMC-ReID, Mars and
DukeMTMC-VideoReID. The best results are in bold. †: Unsupervised cross-domain setting, Market (source) ⇒ Duke (target)
and Duke (source) ⇒ Market (target). : Results reported in (Lin et al. 2019).
Methods Ref. Setting: Label Market Duke MARS DukeVideomAP R1 mAP R1 mAP R1 mAP R1




26.5 58.2 23.0 44.3 - - - -
SPGAN† (Deng et al. 2018) CVPR18 26.9 58.1 26.4 46.9 - - - -
PTGAN† (Wei et al. 2018) CVPR18 - 38.6 - 27.4 - - - -
HHL† (Zhong et al. 2018) ECCV18 31.4 62.2 27.2 46.9 - - - -
PAUL† (Yang et al. 2019) CVPR19 36.8 66.7 35.7 56.1 - - - -
ATNet† (Liu et al. 2019a) CVPR19 25.6 55.7 24.9 45.1 - - - -




- - - - 16.9 36.8 33.6 42.4
Stepwise (Liu, Wang, and Lu 2017) ICCV17 - - - - 19.7 41.2 46.8 56.3
RACE (Ye, Lan, and Yuen 2018) ECCV18 - - - - 22.3 41.0 - -
EUG (Wu et al. 2018a) CVPR18 22.5 49.8 24.5 45.2 42.5 62.7 63.2 72.8
TAUDL (Li, Zhu, and Gong 2018a) ECCV18 Pure unsupervised:
Camera label
41.2 63.7 43.5 61.7 29.1 43.8 - -
DAL (Chen, Zhu, and Gong 2018) BMVC18 - - - - 23.0 49.3 - -
OIM (Xiao et al. 2017) CVPR17
Pure unsupervised:
No label
14.0 38.0 11.3 24.5 13.5 33.7 43.8 51.1
BUC (Lin et al. 2019) AAAI19 38.3 66.2 27.5 47.4 38.0 61.1 61.9 69.2
TSSL Ours 43.3 71.2 38.5 62.2 30.5 56.3 64.6 73.9
Table 3: Evaluating the self-supervised learning components
of TSST on Market-1501. Lf : Tracklet frame coherence
learning; Lc: Tracklet cluster structure learning; Ln: Track-
let neighbourhood compactness learning.
Components mAP R1
Lc 35.1 65.8
Lf + Lc 42.5 70.7
Ln + Lf + Lc 43.3 71.2
Evaluation on Video Benchmarks. From Table 2, we ob-
served similar performance comparisons. (1) On MARS,
TSSL is the second best model in the two pure unsupervised
learning groups (inferior to BUC). However, with 30.5% in
mAP and 56.3% in rank-1, TSSL outperforms most exist-
ing state-of-the-art methods including those one-shot learn-
ing models except EUG (Wu et al. 2018a). Compared with
TAUDL (Li, Zhu, and Gong 2018a) and DAL (Chen, Zhu,
and Gong 2018) which also take the tracklet association
idea, TSSL shows better performance. (2) On DukeMTMC-
VideoReID, TSSL achieves the best mAP (64.6%) and rank-
1 accuracy (73.9%), consistently outperforming all unsuper-
vised learning competitors. Overall, these comparisons have
comprehensively validated the performance of TSSL.
Ablation Studies
To further evaluate the proposed TSSL, we conducted a se-
quence of detailed ablation analyses.
Self-supervised learning components. Table 3 shows the
impact evaluation of three tracklet self-supervised learning
components we proposed in designing TSST. We have sev-
eral observations: (1) With the Lc alone, our model already
achieves fairly strong performance – 35.1% in mAP and
65.8% in rank-1. This verifies the efficacy of the proposed
global tracklet cluster structure mining. (2) The addition of
tracklet frame coherence supervision Lf significantly im-
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Figure 4: Evaluating the distribution-aware cluster pairwise
distance on Market-1501.
1 accuracy. This demonstrates the significance of our per-
tracklet data mining scheme. (3) The tracklet neighbour-
hood compactness constraint Ln further improves the per-
formance to 43.3% in mAP and 71.2% in rank-1, showing
the extra benefit from learning local data structure knowl-
edge. Overall, this test validates the good complementary
interaction among the three self-supervised learning signals,
leading to strong final model performance collectively.
Distribution-aware cluster pairwise distance. To exam-
ine the impact of the proposed distribution-aware cluster
pairwise distance, we use only the tracklet cluster struc-
ture learning constraint during model training. As shown in
Fig. 4, the proposed distance metric improves the model per-
formance by 3.2% in mAP and 3.3% in rank-1 accuracy, re-
spectively. This validates our design of leveraging the cluster
distribution information for more reliable cluster merging
in conjunction with the dynamic training process. Further-
more, we incorporate two distance variants (Lin et al. 2019)
into TSSL: (1) TSSL+BUC-distance and (2) TSSL+BUC-
distance-diversity. As shown in Fig. 5, our distribution-
aware TSSL and TSSL+BUC-distance-diversity perform
closely, while TSSL+BUC-distance performs worst.
Positive surrogate design. Apart from the proposed design
for positive surrogate used in the tracklet frame coherence
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Figure 6: Evaluating different positive surrogate design vari-
ants on Market-1501.
mulations: (1) two stream surrogate Lf,2, i.e. formulate a
surrogate tracklet as another input stream in a Siamese ar-
chitecture, (2) one constituent frame surrogate Lf,c1, i.e. use
a constituent frame as a surrogate, (3) all frame surrogate
Lf,all, i.e. aggregate all the frame features of a surrogate
tracklet, and (4) single instance surrogate Lf,1, i.e. randomly
select one frame from the tracklet. As shown in Fig. 6, the
proposed surrogate design Lf , which exploits random trans-
formation for increasing the intra-class variation, performs
the best compared with all the other variants in both mAP
and rank-1 accuracy.
Compensation parameter λ. In tracklet neighbourhood
compactness learning, we employ a scale parameter in
Eq. (8) as (Wang et al. 2017; Yang et al. 2019), which re-
sults that Ln is obviously larger than Lc and Lf , so we
set λ = 0.1 to make a balance among all the tracklet self-
supervision loss components. To test its effect, we varied λ
in the range from 0 to 0.3 and evaluated their model per-
formance. As shown in Fig. 7, the performance of TSSL in-
creases to 71.2% in rank-1 accuracy and 43.3% in mAP from
λ = 0 to λ = 0.1, and gradually decreases from λ = 0.1
to λ = 0.3. This implies that local neighbourhood constraint
needs to avoid over-confidence.
Neighbour cluster size. For the neighbour cluster size in the
inter-cluster distance space, we take a conservative strategy
that only uses Nk = 4. We also tested varying sized neigh-
bourhoods. Fig. 8 shows that the rank-1 performance are
close when neighbourhoods are sized between 1 and 4, and
using more neighbour tracklets tend to decrease the perfor-
mance due to more false matches are likely to be included.
Overall, this verifies that our neighbourhood size selection is
both effective and efficient with a low risk of error inclusion.
Conclusion
In this work, we presented a Tracklet Self-Supervised Learn-

















Figure 7: Evaluating the compensation parameter of the
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Figure 8: Evaluating the neighbour cluster size on Market-
1501.
son re-id. It enables effective model learning by fully ex-
ploiting the underlying discriminative structural information
of abundant unlabelled tracklet training data by automatic
self-supervision mining at distinct knowledge granularities.
Doing so allows to maximise the scalability and usability
of TSSL in arbitrarily unconstrained domains. This elimi-
nates not only the expensive cross-camera person identity
annotation as required by conventional supervised learning
methods, but also the source domain supervision as required
by unsupervised cross-domain adaptation methods, and the
camera view prior knowledge as required by existing un-
supervised tracklet association methods. Extensive experi-
ments on both image and video re-id benchmarks show the
superiority of the proposed model against related state-of-
the-art methods. We also provided in-depth ablation analy-
ses to examine the impact and efficacy of the proposed com-
ponent designs in the TSSL formulation.
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