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Abstract
Kernel-based techniques represent a major development in machine learning algorithms. As one of
the most widely used kernel-based technique, Support Vector Machine (SVM) has attracted a lot of
interest from researchers in recent years. SVMs are a group of supervised learning methods that can
be applied to pattern recognitions (classification or regression), and numerous books are available
for an in-depth overview of the theoretical basis of these algorithms.
In comparison with other methods in most current literatures, the SVM-based methods show
advantages in terms of generalization performance and the fitness accuracy. However, there still
exist some challenges when applying SVMs to the real-world pattern recognition problems. Four
main challenges are the large size of the training data, the high dimension of the input, the presence
of noises and interaction, and the imbalance of data.
In order to handle the aforementioned challenges inherent in the real-world classification and
regression problems, in this thesis, three improved approaches based on SVM are mainly developed
in three important stages (preprocessing/dimensionality reduction/recognition) of the typical pat-
tern recognition system respectively: Fast SVM Training Based on Separation Boundary Detection,
Feature Selection Using Correlation-based SVM Filter and Classification Using Fuzzy Decision-
making SVM.
Fast SVM training method based on the separation boundary detection technique is proposed for
solving the challenge of large training data in the preprocessing stage. Two main advantages of this
method is scaling down the training data obviously and reserving Support Vectors (SVs) maximally.
In this approach, the separation boundary detection technique is first introduced to extract samples
near the separation boundary. Second, to avoid the overfitting and preserve the structure properties,
the clustering is implemented on the whole training data. The reconstructed training data consists of
samples selected by the separation boundary detector and centroids of clusters. It is much smaller
than the original training data, and makes the SVM training process much faster. Because the
samples extracted by the separation boundary detection are likely to be SVs, the proposed approach
will not degrade the classification accuracies.
Feature selection approach based on correlation-based feature clustering and SVM-based fea-
ture ranking is proposed for solving the challenge of high dimensional input. This method focuses
on finding a good feature set consisting of features that are highly correlated with the output, yet
uncorrelated with each other. For evaluating the influence quantities of features on the output, this
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work defines a feature sensitivity in SVM as the criterion. Features are ranked based on their sen-
sitivities, and the ones with low sensitivities are eliminated. Then, a correlation-based clustering is
adapted based on Affinity Propagation (AP) and implemented to divide the features into some clus-
ters. Then, the features that are ranked first in the clusters are selected as the significant features.
In the correlation-based clustering, correlation coefficient and information gain function are used as
the criterions for evaluating the feature correlation.
Classification model using a fuzzy decision-making separation boundary is proposed for solving
the challenges of noises, interaction and imbalance of data. Considering the vagueness between the
real-world data sets caused by noises and interactions, a fuzzy decision-making function is first
designed to take the place of the classical sign function in the prediction part of SVM. This flexible
design of decision-making separation boundary is more similar to the real-world environment than
conventional SVMs. Then an offset parameter is introduced into the fuzzy decision-making function
to modify the excursion of separation boundary caused by the imbalance of data. The offset is
calculated as the Weighted Harmonic Mean (WHM) of the decision values of SVs. This method
can reduce the influence of noises on the calculation of offset.
Since it has been shown by several researchers that multiple pattern recognition systems can
result in effective solutions to difficult real-world tasks, this work proposes two multiple SVM
pattern recognition systems based on the improved single SVMs: Multiple Support Vector Classifier
System and Multiple Support Vector Regression Network.
In the proposed Multiple Support Vector Classifier System, the task of classifier modeling is for-
mulated as the piecewise approximation of the separation boundary. The proposed multiple SVM
classifier system is constructed based on piecewise partition and interpolation. First, the separa-
tion boundary detection method is used to identify the separation boundary. Second, the separation
boundary is partitioned into some subsets based on the rough set theory. Based on the partition
of separation boundary, training data sets are constructed to describe the subtasks for identifying
segments of the separation boundary. Then, local SVMs are subsequently trained to solve the re-
spective subtasks. Finally, the decisions of the local SVMs are appropriately combined based on a
probabilistic interpretation to obtain the final classification decision.
Modular SVR Network is proposed for time series prediction. As same as Multiple Support
Vector Classifier System, it is also constructed based on the principle of ”divide-and-conquer”. The
proposed system is constructed based on the price domain partition. The price domain of time series
is first partitioned into several sub price regions. Then, the properties of these sub price regions are
described by their respective SVRs. These SVRs are used as ”local experts”. Finally, outputs of
the SVRs are combined by a combinator. Because the partition of training data is implemented in
the output space (price domain) which has a much smaller dimensionality than the input space, the
model is easier to be constructed.
Preface
The common theme of this thesis is developing some improved SVM approaches and multi-SVM
systems for real-world pattern recognition problems. The material is organized in seven chapters.
Most of the material has been published or considered to publish in journal papers and conference
papers.
The material in Chapter 2 can be found in
• Boyang Li, Qiangwei Wang and Jinglu Hu, “A Fast SVM Training Method for Very Large
Datasets”, in Proc. of IEEE International Joint Conference on Neural Networks 2009 (IJCNN
2009), pp. 1784-1789, Atlanta, Georgia, USA, 2009.
which has been extended into a journal paper
• Boyang Li, Qiangwei Wang and Jinglu Hu, “Fast SVM Training Using Edge Detection on
Very Large Datasets”, submitted to IEEJ Transactions on Electrical and Electronic Engi-
neering (TEEE), 2009.
The material in Chapter 3 can be found in
• Boyang Li, Qiangwei Wang and Jinglu Hu, “Feature Subset Selection: A Correlation-based
SVM Filter Approach”, in IEEJ Transactions on Electrical and Electronic Engineering (TEEE),
Vol.6, No.2, 2010.
The materials in Chapter 4 can be found in
• Boyang Li, Jinglu Hu and Kotaro Hirasawa, “Support Vector Machine Classifier with WHM
Offset for Unbalanced Data”, in Journal of Advanced Computational Intelligence and Intel-
ligent Informatics (JACIII), Vol.12, No.1, pp. 94-101, 2008.
• Boyang Li, Jinglu Hu and Kotaro Hirasawa, “An Improved Support Vector Machine with
Soft Decision-Making Boundary”, in Proc. of IASTED International Conference on Artificial
Intelligence and Applications (AIA2008), pp. 40-45, Innsbruck, Austria, 2008.
• Boyang Li, Liangpeng Ma, Jinglu Hu and Kotaro Hirasawa, “Gene classification using an
improved SVM classifier with soft decision boundary”, in Proc. of SICE Annual Conference
2008, pp. 2476-2480, Tokyo, Japan, 2008.
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Chapter 1
Introduction and Motivation
1.1 Pattern Recognition
Pattern recognition has become more and more popular and important to us since 1960s and it
induces attractive attention coming from a wider areas. Pattern recognition is not unfamiliar with
everyone, it is a subject researching object description and classification method. Pattern recognition
is also a collection of mathematical, statistical, heuristic and inductive techniques of fundamental
role in executing the tasks like human being on computers. In a sense, pattern recognition is figuring
out actual problems via mathematical methods.
1.1.1 Pattern recognition methods
Pattern recognition includes a lot of methods which impelling the development of numerous appli-
cations in different fields. The practicability of these methods is intelligent emulation.
• Statistical pattern recognition: Statistical decision and estimation theories is a classical
method of pattern recognition which was found out during a long developing process. It is
based on the feature vector distributing which getting from probability and statistical model [16].
In detail, in statistical pattern recognition, we put the features in some optional order, and then
we can regard the set of features as a feature vector. Also statistical pattern recognition deals
with features only without consider the relations between features.
• Data clustering: Its aim is to find out a few similar clusters in a mass of data which need not
any information of the known clusters. It is an unsupervised method. In general, the method
of data clustering can be partitioned two classes, one is hierarchical clustering, and the other
is partition clustering.
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2• Fuzzy sets: The recognition process is often fuzzy and uncertain. And in reality, we can’t
always give complete answers or classification, so theory of fuzzy sets come into being. Fuzzy
sets can describe the extension and intension of a concept effectively. Two principles proposed
by Marr (1982) [17] and Keller (1995) [18] which can be think as the general role of fuzzy
sets in pattern recognition. The pattern recognition system based on fuzzy sets theory can
imitate thinking process of human being widely and deeply.
• Neural networks: Neural networks are developing very fast since the first neural networks
model MP was proposed since 1943, especially the Hopfield neural networks and famous BP
arithmetic came into being after. This approach applies biological concepts to machines to
recognize patterns. The outcome of this effort is the invention of artificial neural networks
which is set up by the elicitation of the physiology knowledge of human brain. Neural net-
works is composed of a series of different, associate unit. Neur-Pattern-Recognition is a very
attractive since it requires minimum a priori knowledge, and with enough layers and neurons,
an ANN can create any complex decision region.
• Structural pattern recognition: The concept of structural pattern recognition is not based
on a firm theory which relies on segmentation and features extraction. Structural pattern
recognition emphases on the description of the structure, namely explain how some simple
sub-patterns compose one pattern. There are two main methods in structural pattern recog-
nition, syntax analysis and structure matching. The basis of syntax analysis is the theory of
formal language, the basis of structure matching is some special technique of mathematics
based on sub-patterns. Structural pattern recognition always associates with statistic classifi-
cation or neural networks through which we can deal with more complex problem of pattern
recognition, such as recognition of multidimensional objects.
• Syntactic pattern recognition: This method major emphasizes on the rules of composition.
And the attractive aspect of syntactic methods is its suitability for dealing with recursion.
When finish customizing a series of rules which can describe the relation among the parts of
the object, syntactic pattern recognition which is a special kind of structural pattern recogni-
tion can be used.
• Approximate reasoning approach: This method which uses two concepts: fuzzy applica-
tions and compositional rule of inference can cope with the problem for rule based pattern
recognition (Kumar S.Ray ,J.Ghoshal ,1996) [19].
3• Logical combinatorial approach: This method is presented, and works mainly in Spanish
and Russian, which works with the descriptions of the objects. This approach can apply for
both supervised pattern recognition and unsupervised pattern recognition.
• Support Vector Machine (SVM): SVM is a relative new thing with simple structure; it has
been researched widely since it was proposed. The method of SVM is proposed base on
the statistical theory. It is an effective tool that can solve the problems of pattern recogni-
tion and function estimation, especially can solve classification and regression problem, has
been applied to a wide range for pattern recognition such as face detection, verification and
recognition, object detection and recognition, speech recognition, etc.
In this thesis, we also focus on the applications of SVM for pattern recognition. This work tries
to develop some advantage approaches based on SVM and improves the performances of pattern
recognition systems.
1.1.2 Pattern recognition systems
A pattern recognition system based on any pattern recognition method mainly includes four mutual-
associate and differentiated processes: (1) data acquisition, (2) preprocessing and enhancement, (3)
dimensionality reduction and (4) recognition.
• At the first step, depending on the environment within which the objects are to be classified,
data are acquired using a set of sensors or measuring devices. In addition, usually some data
that have already been classified or described are assumed to be available for learning (the
so-called training set).
• At the second step, some preprocessing and enhancement can be applied, such as noise re-
duction, artefact filtering, encoding and enhancement for extracting input pattern vectors.
• At the third step, selected features are extracted, aiming at a manageable amount of informa-
tion without discarding valuable information, or to make it computationally feasible.
• At the fourth step, the recognizer is constructed, or in other words, a transformation rela-
tionship is established between features and classes. This can be, for instance, a linear or
nonlinear discriminant function, nearest neighbor rule, a nearest mean (prototype) recogni-
tion rule or a Bayesian rule for computing a posteriori class probability, an artificial neural
network or a kernel-based method.
4Figure 1.1: Typical pattern recognition system.
In typical pattern recognition systems, the step of recognition is the kernel of the system. It
mainly includes classification and regression. Classification is a pattern recognition problem of
assigning an object to a class. The output of the pattern recognition system is an integer label, such
as classifying a product as “+1” or “-1” in a quality control test. Regression is a generalization
of a classification task, and the output of the pattern recognition system is a real-valued number,
such as predicting the share value of a firm based on past performance and stock market indicators.
Figure 1.1 depicts a typical pattern recognition system [2].
In this thesis, we mainly exert ourselves to develop some improved algorithms and models
based on SVM in the preprocessing and enhancement step, the dimensionality reduction step and
the recognition step.
1.2 Support Vector Machine
As an intelligent machine-learning algorithm with outstanding performances for pattern recognition,
Support Vector Machine (SVM) is used as the basis in our work.
SVM algorithm was first developed in 1963 by Vapnik and Lerner [20] and Vapnik and Chervo-
nenkis [21] as an extension of the Generalized Portrait algorithm. This algorithm is firmly grounded
in the framework of statistical learning theory – Vapnik Chervonenkis (VC) theory, which improves
the generalization ability of learning machines to unseen data [22]. SVM stirred up attention only
in 1995 with the appearance of Vapnik’s book – “The Nature of Statistical Learning Theory” [1].
In the last few years SVM have shown excellent performance in many real-world applications such
as optical character recognition, text categorization, time series prediction or biological sequence
analysis.
SVM is a nonlinear pattern recognition algorithm based on kernel methods. In contrast to linear
5methods, the kernel methods map the original parameter vectors into a higher (possibly infinite)
dimensional feature space through a nonlinear kernel function. Without the need to compute the
nonlinear mapping explicitly, dot-products can be computed efficiently in higher dimensional space.
The dominant feature which makes SVM very attractive is that classes which are nonlinearly sep-
arable in the original space can be linearly separated in the higher dimensional feature space. For
addressing the problems of nonseparable databases, the slack variables are introduced into SVM to
relax the margin constraints. Thus SVM is capable to solve complex nonlinear nonseparable pattern
recognition problems.
Important characteristics of SVM are its ability to solve pattern recognition problems by means
of convex quadratic programming (QP), and also the sparseness resulting from this QP problem.
1.3 Challenges
Although SVM-based methods show advantages in terms of generalization performance and the
recognition accuracy, the pattern recognition of real-world data using SVM still faces several chal-
lenges:
• Huge training data
To make the training of classifier executable, most learning algorithms require a suitable
amount of training data which scales with the number of inputs. SVM is one of the kernel
methods and formulated as quadratic programming (QP) problems. Denote the number of
inputs by n, then the training time complexity of QP is O(n3) and its space complexity is
at least O(n2). In other words, the training time and space complexities have exponential
relationships with the size of training data. Hence, a major stumbling block in SVM is the
high training time and space complexities for large datasets, which is commonly encountered
in real-world pattern recognition applications.
• High dimensional input space
Depending on the acquisition resolution, many real-world databased consist of hundreds to
thousands of measurements. While the higher dimension of this input potentially makes
classifier a unique and powerful technique for a certain application, on the other hand it com-
plicates the computation and the design of an appropriate method to handle it.
• Noise and interaction
Since the acquisitions (training data and test data) are usually obtained from real-world,
6thus these databases are usually affected by interaction and many kinds of noises between
classes. In most actual designs of classifiers, noises and interaction make the boundary be-
tween classes not clear. Many noise reduction approaches have proposed. However, it is
expected that the classifier should be robust against these imperfections.
• Imbalance in database
In most actual classification applications, databases are usually unbalanced. That is, the size
of one class is commonly much larger than the others. This phenomenon widely exists in
the real-world and it is the main reason for causing the excursion of separation boundaries in
SVM classifiers. Thus, it is required to construct a classifier which can modify the separation
boundaries and overcome the excursion.
1.4 Goals of the Thesis
In this thesis, advanced pattern recognition models based on Support Vector Machines (SVM) are
developed and applied to real-world problems. The work presented here aims to assess the per-
formances of the improved SVM-based models in comparison with classical methods within these
actual applications.
This thesis also shows how the improved techniques handle the aforementioned challenges in-
herent in the classification and regression problems. Although the methods and results presented
here are based on SVM models, they may give insight for other approaches.
1.5 Thesis Outlines and Main Contributions
This thesis presents our work that has been done over the last four years. It consists of seven
chapters. Chapter 1 gives a background and an outline for the whole thesis. Chapter 2 introduces
a fast SVM training algorithm based on the separation boundary detection technique. Chapter 3 is
devoted to a feature selection method based on the correlation-based clustering and SVM sensitivity-
based feature ranking. Chapter 4 improves classification model using a fuzzy decision-making
SVM. Chapter 5 and Chapter 6 propose two different multiple SVM systems for classification and
regression problems respectively. Finally, Chapter 7 gives a summary for the whole thesis. The flow
of this thesis is depicted in Figure 1.2.
This thesis summarizes the research on SVM models, especially multi-SVM systems and their
applications to real-world pattern recognition problems. Many attempts have been made to take
7Figure 1.2: Flow diagram of this thesis.
benefit of advanced pattern recognition techniques when applied to real-world databases. At the
same time these databases serve as the benchmarks of the developed techniques.
Chapter 2 introduces a fast SVM training method based on the separation boundary detection tech-
nique for solving the challenge of large training data. This approach is used in the prepro-
cessing stage for scaling down the training data. First, the separation boundary detection
technique is introduced to extract samples near the separation boundary. These samples are
likely to be Support Vectors (SVs) in SVM. Then, to avoid the overfitting and preserve the
structure properties, clustering is also implemented in the whole training data. The recon-
structed training data consists of samples selected by the separation boundary detector and
centroids of clusters. It is much smaller than the original training data, and makes the SVM
training process much faster, but without degrading the classification accuracies.
The main contributions related to this fast SVM training method are that:
• The proposed fast training method is a combination of machine learning and the knowl-
edge of image processing. In this method, the separation boundary detection is intro-
duced into SVM to extract useful information.
8• Support Vectors (SVs) are maximally reserved in the reconstructed training data, since
samples near the separation boundary are likely to be SVs.
• The local properties around the separation boundary and the general properties of the
entire training data are all preserved because of using separation boundary detection and
clustering.
Chapter 3 reports a feature selection approach based on correlation-based feature clustering and
SVM-based feature ranking for solving the challenge of high dimensional input. This method
focuses on finding a good feature set consisting of features which are highly correlated with
the output, yet uncorrelated with each other. First, the feature sensitivity in SVM is defined
to evaluate the influence quantity of feature on the output. The features with low influence
quantities on the output are eliminated. Then, a correlation-based clustering is implemented
to divide the features into some clusters and selects the features that are ranked first in their
clusters as the selected features. In the correlation-based clustering, correlation coefficient
and information gain are used as the criterions for evaluating the feature correlation.
The proposed feature selection approach is distinctive to other feature selection algorithms in
the following issues:
• The proposed model consists of supervised and unsupervised algorithms. The model is
easy to be implemented. And the selected features also fit the recognizer.
• Feature sensitivity based on SVM is defined in this approach. The outstanding perfor-
mances and structure of SVM can give some help on the feature ranking.
• The feature clustering method based on correlation analysis is proposed. The correlation
between features are taken into account in the construction of model.
• Affinity propagation (AP) is used to implement clustering. Two criterions of correlation
(correlation coefficient and information gain) are defined in AP clustering.
Chapter 4 explores a classification model using a fuzzy decision-making separation boundary for
solving the challenges of noises, interaction and imbalance of data. Considering the vague-
ness between the real-world data sets caused by noises and interactions, a fuzzy decision-
making function is first designed to take the place of the classical sign function in the pre-
diction part of SVM. This flexible design of decision-making separation boundary is more
similar to the real-world environment than conventional SVMs. Also, an offset parameter
is introduced into the fuzzy decision-making function to modify the excursion of separation
9boundary caused by the imbalance of data. The offset is calculated as the Weighted Harmonic
Mean (WHM) of the decision values of SVs.
The contributions related to this classification model are that:
• The classical hard separation boundary is replaced by a fuzzy decision-making bound-
ary. The fuzzy decision-making separation boundary describes the gray zone between
classes more exactly than the conventional method.
• The fuzzy decision-making boundary is constructed based on statistical methods. Its
design is flexible and changeable to fit the distribution of training data.
• An offset parameter is proposed to calculate the excursion of separation boundary.
Adding the offset into the fuzzy decision-making function, the separation boundary can
be modified for solving the problem of data imbalance.
• The application of WHM algorithm can reduce the influence of noises on the calculation
of the offset.
Chapter 5 proposes a multiple SVM classifier system for data classification. It has been shown
by several researchers that multiple pattern recognition systems can result in effective so-
lutions to difficult real-world tasks. The proposed multiple SVM classifier system is con-
structed based on piecewise partition and interpolation. First, the separation boundary de-
tection method is used to identify the separation boundary. Then, the separation boundary is
partitioned into some subsets based on the rough set theory. Based on the partition of sep-
aration boundary, training data sets are constructed to describe the subtasks for identifying
segments of the separation boundary. Local SVMs are subsequently trained to solve the re-
spective subtasks. Finally, the decisions of the local SVMs are appropriately combined based
on a probabilistic interpretation to obtain the final classification decision.
The main differences between the proposed multiple SVM classifier system with other mul-
tiple classifier systems and the contributions related to this model are shown as follows:
• The main contribution of the proposed multiple SVM classifier system is its particular
partition method. It tries to extract and partition the area around the separation boundary,
but not the whole data space. This partition method ensures that the subtasks are the
identifications of the segments of the separation boundary.
• Separation boundary detection technique is also used in this system to extract the area
around the separation boundary.
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• The centers of the sub training data sets are restricted to near the separation boundary,
because of using rough set theory. As an extra benefit, it also makes the sub training
data sets balanced.
• As same as other multiple classifier systems, local SVMs can be trained in parallel, and
the training time cost can be reduced by dividing the complex task into some subtasks.
Chapter 6 proposes a multiple SVM regression system for time series prediction. Based on the
algorithm design paradigm “Divide-and-conquer”, the proposed modular SVR predictor sys-
tem is constructed by the price domain partition. In the transformation layer, the price domain
of time series is partitioned into several sub-regions to train local SVRs. The properties of
these sub-regions are described by their respective SVRs. In the prediction layer, the outputs
of SVRs are combined by a combinator.
The contributions related to the modular SVR network are that:
• In the proposed model, the partition is implemented in the price domain. Because the
price is also the output of time series prediction and its dimensionality is one, the parti-
tion is much easier than other multiple recognizers systems.
• The influences of inputs on the prediction are different in each price level. In the pro-
posed model, this problem is solved by constructing several SVRs for different price
levels as “local experts”.
• Some priori knowledge could also be added into the price domain partition such as
Fibonacci support, Fibonacci resistance, and so on.
Chapter 7 concludes this work, summarizes the thesis and gives suggestions for further research.
Chapter 2
Fast SVM Training Based on Separation
Boundary Detection
2.1 Introduction
As a kernel-based method, Support Vector Machine (SVM) attracted a lot of interest on various
real-world applications in recent years. As introduced in the previous chapter, SVM is formulated
as a quadratic programming (QP) problem. Denote the number of training samples by n, then the
training time complexity of QP problem is O(n3) and its space complexity is at least O(n2). Hence,
a major stumbling block in SVM training is the high training time and space complexities for large
datasets, which is commonly encountered in real-world pattern recognition applications.
In order to reduce the time and space complexities, some different kinds of techniques have
been developed in the preprocessing and enhancement stage of the pattern recognition systems.
• The first kind of the popular techniques is to obtain low-rank approximations on the kernel
matrix, by using the Nystro¨m method [30], greedy approximation [31], sampling [32] or
matrix decompositions [33]. However, the resulting rank of the kernel matrix is still too high
to be handled efficiently.
• The second kind of approaches tries to break down the large QP problem into a series of
smaller QP problems, such as chunking and some decomposition methods [34, 35, 36]. Al-
though these methods only suggest memory requirements linear in the number of training
examples, they still need a long training time because the time complexity is closely related
to the number of iterations.
• The third kind of approaches is to avoid the QP problems, including the core vector machine
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algorithm, scale-up methods and so on [37, 38, 39]. Tsang et al. also proposed variations of
the Lagrangian SVM (LSVM) to obtain the solution with a fast iterative scheme [40, 41, 42].
However, for nonlinear kernels, these methods still require a large matrix.
• The fourth kind of approaches is scaling down the training data before the SVM training
process. Shin et al. proposed a fast training algorithm based on quick identification of sup-
port vectors [43]. However, their algorithm appears to have some difficulties in dealing with
some data sets, because of ignoring the global properties of the training data set. In addition,
Pavlov et al. [44] and Collobert et al. [45] used boosting and a neural-network-based “gater”
to combine several small SVMs, each of them is trained on a small data subsample. Lee and
Mangasarian proposed the reduced SVM (RSVM), which uses a random rectangular subset
of the kernel matrix [46].
Scaling down the training data before the training process is a direct and radical kind of ap-
proaches. The process of scaling down the training data can be easily implemented without any
learning algorithms. Hence, our research also focuses on developing an effective approach to scal-
ing down the training data.
Most of the methods mentioned here can reduce the size of training dataset, but there are still
many non-relevant samples are used as the training samples. The basic problem of scaling down the
training data is how the non-relevant samples in the training dataset can be identified.
First, we should define a criterion for selecting samples from the original training data set.
In SVM, Support Vectors (SVs) are the outcome of the training process. The separation bound-
ary is constructed based on SVs. Thus, to maintain the same accuracy, it is very important to
keep SVs [47]. Because the process of scaling down the training data is implemented before SVM
training, the criterion for selecting samples is defined as that the selected samples should possibly
become SVs.
Based on this criterion, a separation boundary detection method is proposed in this thesis, for
scaling down the training dataset. In digital image processing, the edge detection is a technique
reducing the amount of data and filtering out the useless information, while preserving the important
structural properties in an image. This is also stated in the process of scaling down the training data.
Therefore, a separation boundary detection technique is introduced to SVM training to preserve
local properties around the separation boundary.
In addition, to avoid overfitting, the clustering technique is applied to preserve the distribution
properties of the entire data. Any clustering methods can play this role, such as K-means and so on.
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The reconstructed training dataset consists of samples detected by the separation boundary de-
tection and centroids of clusters. The size of the reconstructed training dataset is much smaller than
the original training dataset, thus the memory consumption of QP solver also becomes smaller than
conventional SVM training.
Two main characteristics of this fast SVM training method are that,
• The proposed method focuses on the samples around the separation boundary between classes,
so SVs are reserved maximally.
• Clustering method is used on the original training dataset, so the structure properties of the
entire dataset are also preserved.
This chapter is organized as follows: Section 2.2 gives some issues that should be considered
when developing the fast SVM training approach. In Section 2.3, we discuss why SVs are impor-
tant in SVMs and why SVs should be reserved before SVM training. Section 2.4 introduces the
separation boundary detection based fast SVM training method and shows the process of scaling
down the training data in detail. Section 2.5 gives the proofs on validity of the separation boundary
detection in the proposed approach. Simulation results and discussions are presented in Section 2.6.
Concluding remarks are given in Section 2.7.
2.2 Issues to be Considered
Since SVMs are formulated as QP problems, the training time and space complexities are O(n3)
and O(n2) respectively, in which n is the number of training samples. Hence, there can be advan-
tages in reducing the size of training data before trying to select SVs, in terms of speed and space
requirements.
The training data reduction should not affect the classification results. If it can improve the
classification results when compared with using the whole training dataset, it would be an added
benefit. On the other hand, if the accuracy is decreased, it must be in an acceptable range. In
SVM, in order to maintain the same accuracy, it is important to keep the samples that could possibly
become SVs. Therefore, the criterion for selecting samples is defined as that the selected samples
should have a higher likelihood of being SVs.
Suppose that the whole dataset can be expressed as an image and each class has a certain color,
then decision boundaries can be considered as the edge in an image. According to SVM theory, sam-
ples close to the separation boundaries have a higher likelihood of being SVs. Therefore, samples
close to the decision boundaries can be hereby detected as points near the edge.
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Figure 2.1: Linear classification: (left) – example of classification problem where the separating
hyperplane is not unique, (right) – example of a unique hyperplane which corresponds to a maximal
margin of the closest points to the separating hyperplane.
2.3 Support Vectors in SVM
Why are support vectors so important in SVM?
Consider the class of hyperplanes wTx + b = 0, w ∈ Rn, b ∈ R, corresponding to a decision
function
f(x) = sign(wTx+ b) (2.3.1)
First, we consider the case of linearly separable data. A hyperplane can separate two classes of
data in many possible ways (see Figure 2.1 left). There is no unique separating hyperplane, unless
we add a criterion to decide which is the best or the optimal separating hyperplane.
Basically the idea of learning from examples is to recognize the pattern of a class by examining
the training points corresponding to that class. To calculate the optimal separating hyperplane,
Support Vector Machines (SVM) is proposed. Optimal separating hyperplane is defined as the
maximum-margin hyperplane in the higher dimensional feature space.
Vapnik and Chervonenkis introduced the Generalized Portrait, a learning algorithm for sep-
arable problems, by constructing a hyperplane which maximally separates the classes (maximum
margin):
max
w,b
min{‖x− xk‖ : x ∈ Rn, wTx+ b = 0, k = 1, . . . , N} (2.3.2)
The use of the maximum-margin hyperplane is motivated by statistical learning theory, which
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provides a probabilistic test error bound which is minimized when the margin is maximized.
The Lagrangian for this problem is
L(w, b, e;α) = 1
2
wTw −
N∑
k=1
αk{yk[wTxk + b]− 1} (2.3.3)
with Lagrange multipliers αk ≥ 0 for k = 1, . . . , N . The solution is characterized by the saddle
point of the Lagrangian
max
α
min
w,b
L(w, b;α) (2.3.4)
The parameters of the maximum-margin hyperplane are derived by solving a quadratic pro-
gramming (QP) optimization problem as the dual problem in the Lagrange multipliers αk
max
α
JD(α) = −12
N∑
k,l=1
ykylx
T
k xlαkαl +
N∑
k=1
αk (2.3.5)
such that
N∑
k=1
αkyk = 0
The original SVM was a linear classifier. However, in the kernel trick K(xk, xl), each dot
product used in a linear algorithm is replaced with a non-linear kernel function. In which, ϕ(·) :
D → Ω is a nonlinear mapping function that maps the input vector x from the input spaceD into the
high dimensional feature space Ω. This causes the linear algorithm to operate in a different space.
For nonseparable cases, we introduce a slack variable ξ to relax the margin constraints. Then, the
optimization problem becomes
min
w,b,ξ
JP = 12w
Tw + c
N∑
k=1
ξk (2.3.6)
such that
{
yk[wTϕ(xk) + b] ≥ 1− ξk, k = 1, . . . , N
ξk ≥ 0, k = 1, . . . , N
The Lagrangian is constructed:
L(w, b, ξ;α, v) = JP (w, ξ)−
N∑
k=1
(αkyk[wTϕ(xk) + b]− 1 + ξk)−
N∑
k=1
vkξk (2.3.7)
with Lagrange multipliers αk ≥ 0, vk ≥ 0 for k = 1, . . . , N . The solution is given by the saddle
point of the Lagrangian:
max
a,v
min
w,b,ξ
L(w, b, ξ;α, v) (2.3.8)
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For SVMs, using the kernel trick makes the maximum margin hyperplane be fit in a feature
space. The feature space is a non-linear map from the original input space, usually of much higher
dimensionality than the original input space.
The dual problem becomes
max
α
JD(α) = −12
N∑
k,l=1
ykylK(xk, xl)αkαl +
N∑
k=1
αk (2.3.9)
such that
{ ∑N
k=1 αkyk = 0
0 ≤ αk ≤ c, k = 1, . . . , N
In this way, the nonlinear SVM classifier can be created with the form as follows,
y(x) = sign[
N∑
k=1
αkykK(x, xk) + b] (2.3.10)
with αk positive real constants which are the solution to a QP problem.
It has to be noted that as for the SVM classifier case many αk values are equal to zero in the
solution vector. In the dual space the nonlinear SVM classifier takes the form
y(x) = sign[
#SV∑
k=1
αkykK(x, xk) + b] (2.3.11)
where the sum is taken over the non-zero αk values which correspond to support vectors xk of the
training data set, #SV is the number of support vectors..
From Eq. (2.3.11), it is clear that the construction of the SVM classifier only depends on SVs, so
SVs are the most important samples in SVMs. Actually, SVs usually lie near the separation bound-
ary. Especially in nonseparable cases, they are always in the overlapping areas between different
classes.
2.4 Separation Boundary Detection based Fast SVM Training
2.4.1 Separation Boundary Detection
This research proposes a separation boundary detection technique in SVM to select samples with
higher likelihood of being SVs. It is like the edge detection in image processing. Edge Detection is
a terminology in digital image processing and computer vision. Edges characterize boundaries and
are therefore fundamentally important in image processing. Similarly, in classification problems,
the samples close to the decision boundary are also very important. These samples have a higher
likelihood of being SVs, so they are needed to be reserved in the training data reduction process.
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Figure 2.2: Separation boundary detection in classification problem.
It has to be noted, however, that decision boundary of SVM and SVs are all defined in feature
space while this fast SVM training approach tries to detect the samples in input space. If neigh-
borhood relation in input space is not preserved in feature space, the proposed approach may not
be effective [50]. The neighborhood relation can be proven invariant under input to feature space
mapping in SVMs. The proofs are given in the next section. Therefore, the samples close to the
decision boundary in input space also lie around the decision boundary in feature space. Therefore,
the separation boundary detection used in input space is feasible to scale down the training data set.
In image processing, edge detection technique aims at identifying points in a digital image at
which the image brightness changes sharply or more formally has discontinuities. Edges are areas
with strong intensity contrasts (a jump in intensity from one pixel to the next) [48]. Edge detection
significantly reduces the amount of data and preserves the important properties.
In classification problems, our purpose of detecting sharp changes between different classes is
to capture important samples around the boundary, so we only consider the change of class label.
A typical edge might for instance be the border between a block of red color and a block of
yellow. Similarly, a typical classification problem might be binary. In image processing, we need
to scan the neighbor pixels of a pixel to detect the sharp changes of brightness and color. In the
proposed separation boundary detection model, this rule is changed to find the m nearest neighbor
samples. As shown in Fig.2.2, assume that m = 5, for a certain training data sample P , if one of its
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neighbor samples has a different class label, then P is selected as an sample around the separation
boundary to be reserved.
In this case, the result of applying the separation boundary detection on the training dataset
may lead to a set of samples that indicate the data around the separation boundary between classes.
Thus, applying a separation boundary detector on the training dataset may significantly reduce the
amount of data to be processed and may therefore filter out information that may be regarded as
less relevant, while preserving the important structural properties close to the separation boundary.
Since SVs are the samples lie around the boundary, the samples reserved by the separation boundary
detector can also keep SVs and make no bad effect on the classification result.
2.4.2 Process of Training Data Reconstruction
Sometimes, only using the samples reserved by the separation boundary detection to train SVM may
lead the classifier to overfitting. In other words, the classifier may be not suitable for solving the
whole data. Hence, some more information need to be added to describe the structural properties
of the entire dataset. Therefore, clustering technique is used in each class, and the centroids of
clusters are also reserved. As an example, K-means clustering is adopted. K-means is an algorithm
which groups objects based on attributes into k number of groups, where k is a positive integer
number. The grouping is done by minimizing the sum of squares of distances between data and the
corresponding cluster centroids [103]. Of course, other clustering algorithms can also be used to
get some better performances, such as k-center, affinity propagation, and so on.
Samples selected by the separation boundary detector and the cluster centroids selected by K-
means are all used to reconstruct the training data. There are 4 steps to do this process:
Step 1 Determine the values of m = number of neighbor samples.
Step 2 Use separation boundary detector to select the samples around the separation boundary.
• Find the nearest m neighbor samples for each sample in training dataset.
• Check the class labels of neighbor samples. If one of them is different from the class
label of the test sample, then the test sample is reserved, else it is removed.
Step 3 Determine the value of k = number of clusters and do K-means process to calculate the
centroids of clusters.
Step 4 Reconstruct the training dataset by using the samples selected by the separation boundary
detector and the centroids calculated by K-means clustering method.
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Figure 2.3: Scaling down the training data.
The process is clearly shown in Fig.2.3. Obviously, the size of the reconstructed training data
is much smaller than the original training data. Further, the complexities of SVM training are also
much smaller than classical algorithms.
2.5 Proofs on Validity of Separation Boundary Detection in Input Space
As described in Section 2.4, the separation boundary detection operates in input space (D) using
local information there. However, decision boundary of SVM and SVs are all defined in feature
space (Ω). Since the mapping D → Ω is highly nonlinear as well as dimension expanding, we have
to ensure that neighborhood relation in input space be preserved in feature space. We now provide
proofs on that the k nearest neighbors of a pattern in the input space (D) are also the k nearest
neighbors of the pattern in the feature space (Ω).
Definition 2.5.1. (kNN Invariance) Let kNND(x) be the set of k nearest neighbors of a pattern x
in the input space (D), and kNNΩ(x) be that of the pattern ϕ(x) in the feature space Ω. If both sets
are identical
kNND(x) = kNNΩ(x),∀k > 0,∀x (2.5.1)
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the invariance of the k nearest neighbors (NN) holds.
Finding the nearest neighbors necessarily implies distance calculation. In terms of the squared
Euclidean distance which is the most commonly used distance measure, the distance among patterns
in the input space D is
‖x− y‖2 = x · x+ y · y − 2x · y (2.5.2)
The distance in the feature space Ω is similarly drawn as
‖ϕ(x)− ϕ(y)‖2 = ϕ(x) · ϕ(x) + ϕ(y) · ϕ(y)− 2ϕ(x) · ϕ(y) (2.5.3)
where ϕ(·) is a mapping function from the input space to the feature space, ϕ(·) : D → Ω. One
might obtain ϕ(x) directly but the formula is extremely complicated. Thanks to the fact that the
mapping ϕ(·) always appears within a form of inner product during SVM QP calculation, one thus
uses kernel trick which substitutes the inner product to a kernel function, ϕ(x) ·ϕ(y) = K(x, y). If
this kernel trick is applied to Eq. (2.5.3), then the distance in the feature space becomes
‖ϕ(x)− ϕ(y)‖2 = K(x, x) +K(y, y)− 2K(x, y) (2.5.4)
We will consider the following typical kernel functions:
RBF: K(x, y) = exp(−‖x− y‖
2
2σ2
) (2.5.5)
polynomial: K(x, y) = (x · y + 1)p (2.5.6)
As long as the relative distance magnitude of the input space is preserved in the feature space
Ω for all patterns, the composition of the k nearest neighbors of a pattern will be invariant. We now
define proximity invariance.
Definition 2.5.2. (Proximity Invariance) For the patterns x, y1 and y2 (x 6= y1,x 6= y2, and y1 6= y2)
in the input space D satisfying
‖x− y1‖2 < ‖x− y2‖2 (2.5.7)
the invariance of proximity holds if they preserve their relative distances in the feature space Ω
‖ϕ(x)− ϕ(y1)‖2 < ‖ϕ(x)− ϕ(y2)‖2 (2.5.8)
It is obvious that kNN invariance holds if proximity invariance holds. The following two the-
orems provide proofs on kNN invariance for the two kernels, RBF and polynomial, by inducing
proximity invariance for each of them.
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Theorem 2.5.1. (kNN Invariance for RBF Kernel) kNN invariance holds when the mapping function
ϕ(x) is defined such that
ϕ(x) · ϕ(y) = K(x, y) = exp(−‖x− y‖
2
2σ2
) (2.5.9)
Proof. Let y1 and y2 be two distinct neighbors of x with ‖x − y1‖2 < ‖x − y2‖2, i.e., y1 is closer
to x than y2. Suppose the invariance of proximity does not hold for mapping function ϕ(x), i.e.,
‖ϕ(x)− ϕ(y1)‖2 ≥ ‖ϕ(x)− ϕ(y2)‖2. Using Eq. (2.5.4), one can rewrite the inequality as
K(x, x) +K(y1, y1)− 2K(x, y1) ≥ K(x, x) +K(y2, y2)− 2K(x, y2) (2.5.10)
Since kernel is a inner product of mapping function, so K(~a,~a) = 1 and K(~a,~b) > 0,∀~a,~b, the
inequality is simplified as
K(x, y1) ≤ K(x, y2) (2.5.11)
Plugging the definition of RBF kernel, we obtain
exp(−‖x− y1‖
2
2σ2
) ≤ exp(−‖x− y2‖
2
2σ2
) (2.5.12)
which in turn can be simplified into
‖x− y1‖2 ≥ ‖x− y2‖2 (2.5.13)
This is contradictory to our initial assumption that y1 is closer to x than y2. Thus the assumption
that the invariance of proximity does not hold is not true. Therefore, kNN invariance holds for RBF
kernel.
Theorem 2.5.2. ((kNN Invariance for Polynomial Kernel) kNN invariance holds when the mapping
function ϕ(x) is defined such that
ϕ(x) · ϕ(y) = K(x, y) = (x · y + 1)p (2.5.14)
and training patterns are all norm vectors (‖ · ‖=1).
Proof. Let y1 and y2 be two distinct neighbors of x with ‖x − y1‖2 < ‖x − y2‖2, i.e., y1 is closer
to x than y2. Suppose the invariance of proximity does not hold for mapping function ϕ(x), i.e.,
‖ϕ(x)− ϕ(y1)‖2 ≥ ‖ϕ(x)− ϕ(y2)‖2. Using Eq. (2.5.4), one can rewrite the inequality as
K(x, x) +K(y1, y1)− 2K(x, y1) ≥ K(x, x) +K(y2, y2)− 2K(x, y2) (2.5.15)
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Since kernel is a inner product of mapping function, so K(~a,~a) = 2p from ~a · ~a = 1, the
inequality is simplified as
K(x, y1) ≤ K(x, y2) (2.5.16)
Plugging the definition of polynomial kernel, we obtain
(x · y1 + 1)p ≤ (x · y2 + 1)p (2.5.17)
The polynomial degree p can be eliminated from both sides since norm vectors always satisfy
−1 < ~a ·~b < 1,∀~a 6= ~b, and (~a ·~b+ 1) > 0. Therefore, we get
x · y1 ≤ x · y2 (2.5.18)
The inner product between the patterns can be represented
‖x‖‖y1‖ cos θ1 ≤ ‖x‖‖y2‖ cos θ2 (2.5.19)
where θ1 and θ2 denote the angles between x and y1, and between x and y2, respectively. Since
‖x‖ = ‖y1‖ = ‖y2‖ = 1, finally one has
cos θ1 ≤ cos θ2 (2.5.20)
and hence θ1 ≤ θ2. In other words,
‖x− y1‖2 ≥ ‖x− y2‖2 (2.5.21)
This is contradictory to our initial assumption that y1 is closer to x than y2. Thus the assumption
that the invariance of proximity does not hold is not true. Therefore, kNN invariance holds for
polynomial kernel.
According to the proofs, we can find that the neighborhood relation is invariant under input
to feature space mapping. Therefore, the separation boundary detection is practicable in the input
space.
2.6 Simulations
2.6.1 Classification of Checkerboard Data
Firstly, we experiment on the 4 × 4 checkerboard data, which is commonly used for evaluating
large-scale SVM implementations. The original training data and testing data are created randomly.
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Figure 2.4: Checkerboard test dataset : (a) – the original training data, (b) – the reconstructed
training data, (c) – separation boundaries built by the original data, (d) – separation boundaries built
by the reconstructed data.
We use training sets with a maximum of 1000 samples and 1,000 samples for testing. This problem
does not need so many points, but it is convenient for testing the scaling properties. As the default
setting of the toolbox, we set the parameterC = 10 in SVM. Since we focus on the nonlinear kernels
training algorithms, the RBF kernel is adopted. In the simulations shown in this thesis, the proposed
approach and conventional SVM are all adapted from the SVM-KMToolbox (in MATLAB) [49].
Experimentally, conventional SVM is also implemented to compare with our proposed ap-
proach. Training data and their classification results are shown in Fig.2.4 graphically. Figure 2.4(a)
is the original training data. Figure 2.4(b) is the reconstructed training data by using the proposed
approach. Figure 2.4(c) shows the test data and separation boundaries built by using the original
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(a) (b)
(c) (d)
Figure 2.5: Comparison between conventional SVM and proposed method : (a) – size of training
set, (b) – CPU time cost, (c) – number of support vectors, (d) – number of error.
data in Fig.2.4(a). Figure 2.4(d) shows the test data and separation boundaries built by using the
reconstructed data in Fig.2.4(b). Obviously, the size of training data reconstructed by our proposed
approach is much smaller than the size of original training data. From Fig.2.4(c) and Fig.2.4(d), we
can also find that the proposed approach basically maintains the same separation boundaries.
Results of different size of original training data are shown in Fig.2.5. As can be seen, our pro-
posed fast SVM training method based on separation boundary detection technique is as accurate
as the conventional SVM. In addition, the number of SVs in the proposed approach also approxi-
matively equals the number of SVs in conventional SVM. In other words, SVs are mostly kept. In
Fig.2.5(b), the CPU time cost of the proposed approach consists of the time cost of the training data
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(a) (b)
Figure 2.6: Performances corresponding to the number of neighbor samples (30 clusters): (a) –
CPU time cost, (b) – number of error.
reduction and the time cost of SVM learning. We can also find that the proposed approach is much
faster and produces far smaller size of training data on large datasets.
In particular, the performances corresponding to the number of neighbor samples and the per-
formances corresponding to the number of clusters are shown in Fig.2.6 and Fig.2.7. As shown in
Fig.2.6(b), if the number of neighbor samples is too small, the accuracy of SVM will be decreased.
Therefore, for this dataset, the suitable number of neighbor samples is determined as 8.
2.6.2 Classification of Gaussian Random Binary Data
Gaussian random binary dataset is generated randomly. We also use training sets with a maximum
of 1000 samples and 1,000 samples for testing. Figure 2.8 shows the intuitional results of conven-
tional SVM and our proposed method. Figure 2.8(a) and Figure 2.8(b) are the training data used
in conventional SVM and the proposed method. Figure 2.8(c) shows the test data, the separation
boundary and bonding planes built by conventional SVM. Figure 2.8(d) shows the test data, the
separation boundary and bonding planes built by the proposed method. In this case, the size of
training data reconstructed by our proposed approach is also much smaller. The proposed approach
also maintains the separation boundaries. Numerically, the proposed method as well as the conven-
tional SVM almost has the same number of SVs and the same accuracy. However, the CPU time
cost of the proposed approach is much smaller than the conventional SVM. We can see it clearly in
Fig.2.9. From the performances corresponding to the number of neighbor samples and the number
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(a) (b)
Figure 2.7: Performances corresponding to the number of clusters (number of neighbor samples =
8): (a) – CPU time cost, (b) – number of error
of clusters as shown in Fig.2.10 and Fig.2.11, we can get a similar result with the fist simulation.
2.6.3 Classification of Real-world Data
We also experiment on some real datasets from UCI machine learning repository [104]. Iris dataset,
monks-problems dataset and forest cover type dataset are used to test our proposed approach.
The Iris dataset is a collection of 150 Iris flowers of 3 kinds, with 4 attributes. Three classes
are the iris-setosa, iris-versicolor and iris-virginica. 75 samples are used as the training set and the
remaining 75 are used as the test set. For comparison, we also run Reduced Training Set (RTS) fast
SVM, which is an effective fast SVM training method proposed by Ravindra Koggalage and Saman
Halgamuge.
Table 2.1 is the results summary for IRIS-one class vs others. The first row of Table 2.1 shows
values of performance metrics obtained for the conventional SVM. The following rows show the
results of RTS fast SVM and our proposed fast SVM based on separation boundary detection. The
first column is the accuracy of classification. The second column shows the percentage number of
samples reserved in training. In other words, it is the size of training data. The last column shows
the percentage time taken for the whole training process. In our proposed method, it consists of the
time taken for training data reduction and the time taken for SVM training.
As shown in Table 2.1, using the proposed BD-FSVM, we can obtain the same accuracies with
SVM and RTS fast SVM in the cases of IRIS-Setosa vs others and IRIS-Versicolor vs others. The
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Figure 2.8: Gaussian random binary test dataset : (a) – the original training data, (b) – the re-
constructed training data, (c) – separation boundaries built by the original data, (d) – separation
boundaries built by the reconstructed data.
classification accuracy of the case of IRIS-Virginica vs others obtained by BD-FSVM is 96.0%,
with an increase of 9.3% compared to SVM and RTS fast SVM. In the aspects of scaling down the
training data and reducing the time cost, the proposed BD-FSVM obtains best values in all cases.
The sizes of training data are scaled down to 4.0%, 22.1% and 16.0% of the sizes of original training
data, respectively. And the time costs are reduced to 3.1%, 22.1% and 17.3% of the time costs in
conventional SVM. Compared to RTS fast SVM, the performances are also significantly improved
by BD-FSVM.
The three problem sets defined for Monk’s data were also used in the experiment. The problem
1 is in standard disjunctive normal form and is supposed to be easily learnable by most of the
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(a) (b)
(c) (d)
Figure 2.9: Comparison between conventional SVM and proposed method: (a) – size of training
set, (b) – CPU time cost, (c) – number of support vectors, (d) – number of error.
algorithms and decision trees. Conversely, Monk’s problem 2 is similar to parity problems. It
combines different attributes in a way that makes it complicated to describe using the given attributes
only. Thus, it is harder to solve than other two problems. Monk’s problem 3 has noise added. Results
are shown in Table 2.2.
On these problems, we obtain similar results with the Iris dataset. The sizes of training data are
scaled down to 74.2%, 51.5% and 54.9% of the sizes of original training data, and the time costs are
reduced to 44.2%, 44.7% and 44.5% of the time costs in conventional SVM. Although the accuracies
of classification are decreased from 85.7% and 95.4% to 85.4% and 94.7%, the classification ability
of BD-FSVM is still in an acceptable range and better than RTS fast SVM in most problems.
We also test a large actual dataset – forest cover type dataset, which is determined from the US
Forest Service (USFS) and Resource Information System (RIS) data. Initial 10,000 samples are
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(a) (b)
Figure 2.10: Performances corresponding to the number of neighbor samples (40 clusters): (a) –
CPU time cost, (b) – number of error.
(a) (b)
Figure 2.11: Performances corresponding to the number of clusters (number of neighbor samples =
8): (a) – CPU time cost, (b) – number of error.
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Table 2.1: Results summary for IRIS-one class vs others.
IRIS-Setosa vs Others IRIS-Versicolor vs Others IRIS-Virginica vs Others
Classifiers
Correctly
classified
(%)
Percentage
number of
samples
reserved
(%)
Percentage
time taken
for train-
ing
(%)
Correctly
classified
(%)
Percentage
number of
samples
reserved
(%)
Percentage
time taken
for train-
ing
(%)
Correctly
classified
(%)
Percentage
number of
samples
reserved
(%)
Percentage
time taken
for train-
ing
(%)
SVM 100 100 100 97.3 100 100 86.7 100 100
RTS SVM 100 13.3 5.0 97.3 53.3 27.9 86.7 42.7 19.0
BD-FSVM 100 4.0 3.1 97.3 21.3 22.1 96.0 16.0 17.3
Legends: Better results are in bold-type.
selected and divided into two datasets of 5,000 each, randomly. One set is the training set and the
other is the test set. Cover types 1,2 and 5 are considered for the classification. Results obtained for
the forest cover type data can be found in Table 2.3.
The classification accuracies obtained by BD-FSVM are as same as the accuracies of SVM and
RTS fast SVM. Similar with IRIS data and Monks problems, the proposed approach also obtains
the best performances in terms of accuracy and time cost on the forest cover type dataset.
2.6.4 Discussions
In our simulations, the time cost of the proposed approach consists of the computational cost of
the training data reduction and the computational leaning cost of SVM. As shown in Fig.2.5(b),
Fig.2.9(b), Table2.1, Table2.2 and Table2.3, our proposed approach is faster than other methods for
all datasets. In the simulations of the forest cover type dataset, because the size of dataset and the
number of attributes are very large, the time cost of training data reduction becomes larger than the
time cost of SVM training. However, the total time cost of the proposed approach is still smaller
than the conventional SVM and RTS fast SVM method.
Based on simulations, we found that 8 is a suitable number of neighbor samples for most cases.
But this is not enough, so we will introduce some methods to find the optimal parameters in our
future research.
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Table 2.2: Results summary for Monks problems.
Monks Problem 1 Monks Problem 2 Monks Problem 3
Classifiers
Correctly
classified
(%)
Percentage
number of
samples
reserved
(%)
Percentage
time taken
for train-
ing
(%)
Correctly
classified
(%)
Percentage
number of
samples
reserved
(%)
Percentage
time taken
for train-
ing
(%)
Correctly
classified
(%)
Percentage
number of
samples
reserved
(%)
Percentage
time taken
for train-
ing
(%)
SVM 85.7 100 100 69.4 100 100 95.4 100 100
RTS SVM 84.9 81.9 57.8 69.7 89.9 51.8 95.3 77.3 61.6
BD-FSVM 85.4 74.2 44.2 70.8 51.5 44.7 94.7 54.9 44.5
Legends: Better results are in bold-type.
Table 2.3: Results summary for forest cover type vs the rest.
Forest cover type 1 vs the rest Forest cover type 2 vs the rest Forest cover type 5 vs the rest
Classifiers
Correctly
classified
(%)
Percentage
number of
samples
reserved
(%)
Percentage
time taken
for train-
ing
(%)
Correctly
classified
(%)
Percentage
number of
samples
reserved
(%)
Percentage
time taken
for train-
ing
(%)
Correctly
classified
(%)
Percentage
number of
samples
reserved
(%)
Percentage
time taken
for train-
ing
(%)
SVM 86.4 100 100 89.7 100 100 87.2 100 100
RTS SVM 86.4 79.2 77.6 89.7 94.3 93.2 87.2 73.1 40.9
BD-FSVM 86.4 25.0 61.2 89.7 50.1 80.2 87.2 2.80 37.9
Legends: Better results are in bold-type.
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2.7 Conclusions
This chapter introduces an improved SVM training method to overcome the problems with large
training datasets. When the training set is too large, it is impossible to use the entire original data
for training SVM due to the high space cost and computation cost.
In SVM theory, SVs are samples close to the decision boundary. Here we introduced a sep-
aration boundary detection technique from image processing to SVM training process. Samples
detected to be reserved by the separation boundary detection are more likely to be SVs, because
they are the samples around the separation boundary (i.e. the samples in the overlapping areas are
reserved). In our proposed approach, the separation boundary detection is implemented in the input
space. Its validity is proven by proving the invariance of neighborhood relation under input space
to feature space mapping in SVMs.
In order to maintain the structure property of the entire data and avoid overfitting, we also
used a clustering method to compute the centroids of clusters. These centroids are also reserved to
reconstruct the training data.
In the simulation part, we compared the proposed approach with conventional SVM and RTS
fast SVM. As shown in the results summary tables, best performances in terms of success rate, the
size of training data and the time taken for SVM calculation are all obtained by our proposed fast
SVM training based on the separation boundary detection for both numerical data and real-world
data.
Chapter 3
Feature Selection Using
Correlation-based SVM Filter
3.1 Introduction
In machine learning, it is important to build a robust learning model for high dimensional data.
One of the main tasks is dimensionality reduction, which can be divided into Feature Selection and
Feature Extraction [52].
Feature selection tries to find a subset of the original variables. Feature extraction tries to map
the multidimensional space into a space of fewer dimensions. Feature selection has been proven
faster and more suitable for the data with some redundant features [53]. Especially in some real-
world pattern recognition applications, feature selection is effective in reducing dimensionality,
removing irrelevant data, increasing learning accuracy, and improving result comprehensibility.
Feature selection algorithms typically fall into two categories: Feature Ranking and Subset
Selection. Feature Ranking ranks the features by a metric and eliminates all features that do not
achieve an adequate threshold [54]. Subset Selection searches the set of possible features for the
optimal subset [55]. Feature ranking is useful in the expatiation of relation between input features
and the output. Subset selection reflects the performance of the combination of features in a certain
extent.
Subset selection algorithms can be mainly divided into Wrappers, and Filters [56]. Wrappers
apply an unsupervised learning algorithm to each subset of features and then evaluate the subset of
features by criterion functions, such as evolutionary algorithms [57]. The disadvantages of wrap-
pers are the high computationally cost and the risk of overfitting, since they must repeatedly call
the induction algorithm along with a statistical re-sampling technique and must be rerun when a
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different induction algorithm is used [58].
Filters are similar to Wrappers in the search approach, but instead of evaluating against a model,
a simpler filter is evaluated. In recent years, data has become increasingly larger in number of
features in many applications such as genome projects, text categorization, image retrieval, and
customer relationship management [59]. As discussed in many literatures, filters are ultimately
more feasible than Wrappers in these cases [60]. Therefore, in this work, a filter model is adopted
to work on the feature selection problems.
Some existing feature ranking algorithms, evolutionary algorithms, and some other evaluation
measures have been shown effective in feature selection on training and testing data, for example,
sequential forward search (SFS), plus and take away (PTA), gradient-based feature selection (GFS),
genetic algorithms (GAs), Chaotic BPSO with K-NN (CBPSO-KNN), and PSO-SVM [61, 62, 63,
64, 65, 58, 66]. However, most of them only score subsets of features according to their predictive
power but ignore the correlation analysis of features. As a result of ignoring the correlation analysis,
these methods can not preserve the diversity of features, thus they cannot generalize well for actual
problems.
A hypothesis is given as a rule to select good features in some literatures: a good feature subset
is one that contains features highly correlated to the class, yet uncorrelated to each other [51].
In M. A. Hall et al. and L. Yu et al.’s papers, correlation measures are also applied to evaluate
the goodness of feature subsets [51, 60, 56]. Although the correlation analysis is applied in their
approaches, the classification performances are not good enough. That is because their approaches
are not constructed based on any classifiers, the selected features’ predictive power is not optimal
and cannot be measured.
To overcome the problems of these algorithms and meet the demand for feature selection for
high dimensional data, this work develops a hybrid approach which contains a supervised learning
process and is designed based on the correlation analysis. The supervised learning is also imple-
mented as a feature ranking and eliminates features with low influence quantities on the output.
The correlation analysis is implemented as a correlation-based clustering to divide the features into
some clusters. From each clusters, the feature who is ranked first in its cluster is selected.
Two main characteristics of the proposed method are that,
• The predictive power of selected features is evaluated by feature ranking.
• The diversity of selected features is preserved by correlation analysis.
In some existing feature selection methods, Neural Networks (NNs) based feature ranking has
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been used and proven effective [67, 68]. However, it does not stand mass noise and easily falls into
a local optimum. In order to obtain better performances, Support Vector Machine (SVM) is chosen
to develop an improved feature ranking approach. As an algorithm with outstanding performances,
SVMs are not negatively affected by high dimensionality and can overcome the overfitting. In the
proposed SVM feature ranking, a feature sensitivity is defined and calculated based on the Lagrange
multipliers and SVs calculated from the training process. Features are ranked by their sensitivities.
A threshold is set to eliminate features with very low sensitivities. In this approach, the rank of
features reflects the influence quantities of features on the output.
After the feature ranking, a clustering method is used to divide and select features. Many ex-
isting methods can be used to do the feature clustering. Here, we select a new method called
affinity propagation [69], which takes as input measures of similarity between pairs of data points.
Real-valued messages are exchanged between data points until a high-quality set of exemplars and
corresponding clusters gradually emerges. Affinity propagation can find clusters with much lower
error than other methods, and it is also faster. In this clustering method, we defined two kinds of cor-
relation measures:linear correlation coefficient and information gain. Linear correlation coefficient
is suitable for most problems, but it is not able to capture correlations that are not linear in nature.
Therefore, the information gain is introduced as another correlation measure for some real-world
data. From each cluster, the feature who is ranked first is selected as a significant feature.
The main improvements made in this approach are listed as follow:
• The sensitivity in SVM is defined as the criterion of feature ranking.
• The objects of the clustering are the features but not the input vectors in common cases.
• Information gain is introduced in correlation analysis as well as linear correlation coefficient
to demonstrate the proposed approach is universally valid.
As a combination of the SVM-based feature ranking and the correlation-based clustering, the
proposed approach can preserve the diversity of selected features and improve the adaptability for
classifiers. In comprehensive experiments, better performances are obtained by the proposed ap-
proach on several actual problems.
The remainder of this chapter is organized as follows: Section 3.2 describes the structure of the
proposed feature selection approach. Section 3.3 provides the idea and the introduction of the SVM-
based feature ranking. In Section 3.4, the algorithm of correlation-based clustering is introduced in
detail. In Section 3.5, the effectiveness of the proposed approach is evaluated via experiments on
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various real-world data sets, and discuss the implications of the findings. Section 3.6 concludes this
work with some possible extensions.
3.2 Structure of the Approach
As mentioned in the previous section, correlation analysis is important in feature selection. If we
adopt the correlation between two features as a criterion, the purpose of feature selection becomes
selecting a feature subset, in which each feature is highly correlated to the output but uncorrelated
to any other features. In other words, if a feature has a high enough influence quantity on the output
to make it predictive and is uncorrelated to any other relevant selected features, it will be regarded
as a suitable feature to be selected for the classification task. In this sense, the problem of feature
selection boils down to finding a suitable measure of correlations between features and a selection
procedure to select features from the relevant features.
In order to solve this problem, we proposed a two-stage modular model. The proposed model
consists of two main modules: SVM-based feature ranking module and correlation-based clustering
module.
SVM-based feature ranking is proposed to rank the features based on their sensitivities on the
output. The features with very low sensitivities are eliminated. The rank of features is also used
after the correlation-based clustering to select features from clusters.
Correlation-based clustering is used to split the feature space into some fragments. In other
words, it is used to divide the features of data into some clusters based on the correlation of features.
In each cluster, a feature has high correlation with the other features, but low correlation with the
features in the other clusters. So the features from the same cluster have similar characteristics.
Therefore, we select a feature to delegate its cluster based on the rank of features. The flowchart of
the proposed model is shown in Fig. 3.1.
3.3 SVM-Based Feature Ranking
In order to eliminate the features with low influence quantities on the output and give a criterion of
feature selection after the clustering, we proposed a feature ranking approach based on SVM. That
is because SVM has good performances in most real-world problems.
In previous chapters, the idea of finding a maximal margin in SVM is explained. The margin
maximization process equals to finding the optimal separation boundary [70]. Because SVM imple-
ments the structural risk minimization principle, it can overcome the overfitting and obtain a global
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Figure 3.1: Flowchart of correlation-based SVM feature selection filter.
optimal solution.
3.3.1 Sensitivity in SVM
Assume that we have a binary data set denoted as {xi, yi}, where xi ∈ Rn, i = 1, 2, . . . , N . xi
is the i-th input vector and yi is its class label (+1 or -1). The input data set is divided into two
different classes A and B which have labels +1 and -1 respectively.
As introduced in Section 2.3, for nonlinear problems, by introducing a vector of Lagrange multi-
pliers α and nonlinear mapping function ϕ(·), the problem (2.3.2) is rebuilt as a QP problem ( 2.3.9)
in its dual space. In which, K(xk, xl) = ϕ(xk)Tϕ(xl) is the kernel function. After training, we
obtain the vector of Lagrange multipliers α. If αk 6= 0, then sample-i is a support vector.
The nonlinear SVM classifier can be created with the form as follows,
y(x) = sign[
#SV∑
k=1
αkykK(x, xk) + b] (3.3.1)
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Figure 3.2: Structure of SVM.
where #SV is the number of support vectors. In which, we define the decision value f(x) as:
f(x) =
#SV∑
k=1
αkykK(x, xk) + b (3.3.2)
where xk are SVs and x is the input vector. Only SVs have nonzero Lagrange multipliers, so using
them to determine the separation boundary is sufficient. The structure of SVM can be drawn as a
network shown in Fig. 3.2.
In order to rank features, we introduced the definition of sensitivity into SVM. In general, the
sensitivity of function y to variable x is defined as follows [71],
η(x|y) = |∂y
∂x
| (3.3.3)
In SVM, we can consider that f(x) is a mapping function of x. Then the sensitivity can be used
as a measure of the feature’s ability to influence the decision value f(x). x is the set of features, so
the sensitivity of SVM to x is defined by the formula,
η(x|f(x)) = |∂f(x)
∂x
| = |∇xf(x)| (3.3.4)
According to the definition of decision value (3.3.2), the sensitivity is rewritten as follows,
η(x|f(x)) = |
#SV∑
k=1
αkyk∇xK(x, xk)| (3.3.5)
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Table 3.1: Kernels and their gradients.
Kernel K(x, xk) ∇xK(x, xk)
Linear x · xk xk
Poly (1 + x · xk)c c(1 + x · xk)c−1xk
RBF exp(−‖xk−x‖
2
2σ2
)
(xk−x)
σ2
exp(
−‖xk−x‖2
2σ2
)
Sigmoid tanh(b(x · xk)− c) bcosh2(x·xk−c)xk
3.3.2 Sensitivity Based Feature Ranking
In the feature ranking process, the sensitivity of each feature is used as a criterion to rank and select
features.
In SVMs, many kernels can be selected to calculate the feature sensitivity. As shown in Ta-
ble 3.1, we can select linear kernel, ploy kernel, RBF kernel or sigmoid kernel to calculate the
feature sensitivity. Their gradients are also shown in Table 3.1. Therefore, we can easily calculate
the the feature sensitivity of each feature with these kernels, respectively.
As a practicable example, here we select a linear function as the kernel of SVM to explain the
feature ranking process. The linear kernel is defined as the equation (3.3.6),
K(x, xk) = x · xk (3.3.6)
Assume that x = [f1, f2, . . . , fm] and xk = [dk1, dk2, . . . , dkm], the kernel function is rewritten
as follows:
K(x, xk) = x · xk =
m∑
j=1
fjdkj (3.3.7)
Using the linear kernel, the formula of decision value is rewritten as
f(x) =
#SV∑
k=1
m∑
j=1
αkykfjdkj + b
=
m∑
j=1
(
#SV∑
k=1
αkykdkj)fj + b (3.3.8)
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Figure 3.3: Structure of SVM with linear kernel.
Based on formulas (3.3.5) and (3.3.8), we can calculate the feature sensitivity of each feature:
ηj = |
#SV∑
k=1
αkykdkj |, j = 1, 2, . . . ,m (3.3.9)
Using linear kernel SVM, the feature sensitivity of each feature is calculated by the Lagrange
multipliers αk, the SVs xk from the training data and their corresponding labels yk, where k =
1, . . . ,#SV . The feature sensitivities are used to rank features. The feature who has a higher
feature sensitivity value is arranged to a higher position in sequence.
On the other hand, we can redraw the structure of SVM as Fig. 3.3 based on the formula (3.3.8).
The figure shows that the decision value can be written as a linear combination of the features. Each
feature has a weight. The weight of a feature is just its feature sensitivity. So we can also consider
that the criterion in linear kernel SVM is the absolute value of each feature’s weight.
As same as the linear kernel case, we can also calculate feature sensitivities based on other
kernels. Because it is very hard to select appropriate types of kernel functions for a given problem
in SVMs [72], we use both linear kernel and RBF kernel to calculate feature sensitivities in the
experiments.
In order to make feature ranking feasible, we normalize the features before SVM training. Using
the proposed approach, we rank the features based on their sensitivities. As same as some other
feature ranking methods, we also define a threshold ε to eliminate the features with low sensitivities.
In simulations, we normalize the sensitivities values to the range [0, 1]. Because we only want to
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eliminate the features who have very low predictive power, ε could be given any very small positive
value. In the proposed approach, the classification results are not highly sensitive to the threshold ε.
As an example, we set ε = 0.03 in our simulations.
3.4 Correlation-based Clustering
3.4.1 Affinity Propagation
In order to measure the correlations between reserved features after feature ranking, we select a new
method called affinity propagation, which is proposed by B. J. Frey and D. Dueck [69]. Here, all
features are simultaneously considered as potential exemplars. By viewing each feature as a node in
a network, this method recursively transmits real-valued messages along edges of the network until
a good set of exemplars and corresponding clusters emerges. Messages are updated on the basis of
simple formulas that search for minima of an appropriately chosen energy function.
Affinity propagation takes as input a collection of real-valued similarities between data points,
where the similarity s(i, k) indicates how well the data point with index k is suited to be the exem-
plar for data point i.
There are two kinds of message exchanged between data points, and each takes into account a
different kind of competition. Messages can be combined at any stage to decide which points are
exemplars and, for every other point, which exemplar it belongs to.
• The “responsibility” r(i, k), sent from data point i to candidate exemplar point k, reflects
the accumulated evidence for how well-suited point k is to serve as the exemplar for point i,
taking into account other potential exemplars for point i.
• The “availability” a(i, k), sent from candidate exemplar point k to point i, reflects the accu-
mulated evidence for how appropriate it would be for point i to choose point k as its exemplar,
taking into account the support from other points that point k should be an exemplar.
r(i, k) and a(i, k) can be viewed as log-probability ratios. To begin with, the availabilities are
initialized as a(i, k) = 0. Then, the responsibilities are computed using the rule
r(i, k)← s(i, k)− max
k′ s.t. k′ 6=k
{a(i, k′) + s(i, k′)} (3.4.1)
Whereas the above responsibility update lets all candidate exemplars compete for ownership of a
data point, the following availability update gathers evidence from data points as to whether each
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candidate exemplar would make a good exemplar,
a(i, k)← min{0, r(k, k) +
∑
i′ s.t. i′ 6∈{i,k}
max{0, r(i′, k)}} (3.4.2)
The “self-availability” a(k, k) is updated differently:
a(k, k)←
∑
i′ s.t. i′ 6=k
max{0, r(i′, k)} (3.4.3)
This message reflects accumulated evidence that point k is an exemplar, based on the positive re-
sponsibilities sent to candidate exemplar k from other points.
The above update rules require only simple, local computations that are easily implemented 3.4.2,
and messages need only be exchanged between pairs of points with known similarities. At any point
during affinity propagation, availabilities and responsibilities can be combined to identify exem-
plars.
Each iteration of affinity propagation consisted of (i) updating all responsibilities given the
availabilities, (ii) updating all availabilities given the responsibilities, and (iii) combining availabil-
ities and responsibilities to monitor the exemplar decisions and terminate the algorithm when these
decisions did not change anymore.
In this method, we should define the similarity function s(i, k) as the criterion to measure the
correlation between each two features.
3.4.2 Criterions of Correlation Analysis
There exist broadly two approaches to define the similarity function s(i, k) to measure the correla-
tion between two features. One is based on classical linear correlation and the other is based on
information theory.
linear correlation coefficient
Under the first approach, the most well known measure is linear correlation coefficient [73]. For a
pair of variables (X,Y ), the correlation coefficient r is given by the formula (3.4.4),
r = C(X,Y ) =
∑
i(xi − x¯i)(yi − y¯i)√∑
i(xi − x¯i)2
√∑
i(yi − y¯i)2
(3.4.4)
where x¯i is the mean of xi, and y¯i is the mean of yi. The correlation coefficient is a symmetri-
cal measure for two variables. The value of r lies between -1 and 1, inclusive. If X and Y are
completely correlated, r takes the value of 1 or -1; if X and Y are totally independent, r is zero.
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Information Gain
Although linear correlation coefficient is applicable in most cases, it is not suitable for some real
world data. That is because it is disable to capture correlations that are not linear in nature. In order
to overcome this problem, in our approach we also adopt a criterion called information gain. In the
information theory, the expected value of the information gain is a mutual information for a pair of
variables (X,Y ). It denotes the reduction in the entropy of X achieved by learning the state of the
random variable Y . In other words, the information gain reflects the correlation between X and Y .
The calculation of information gain is based on the information-theoretical concept of entropy. The
entropy of a variable X is defined as
H(X) = −
∑
i
P (xi) log2(P (xi)) (3.4.5)
and the entropy of X after observing values of Y is defined as
H(X|Y ) = −
∑
i
∑
j
P (yj)P (xi|yj) log2(P (xi|yj))
(3.4.6)
where P (yj) is the prior probabilities of Y , and P (xi|yj) is the posterior probabilities of X given
the values of Y . Information gain is given as following
IG(X|Y ) = H(X)−H(X|Y ) (3.4.7)
From this equation, it is clear that information gain is the amount by which the entropy of X
decreases reflects additional information about X provided by Y . Thus, a feature Y is regarded
more correlated to feature X than to feature Z, if IG(X|Y ) > IG(Z|Y ).
3.4.3 Parameter Estimation in Feature Clustering
With using linear correlation coefficient and information gain as the correlation measurement func-
tion, affinity propagation is implemented to find feature clusters in the training data. In affinity
propagation, a preferences parameter p can be changed to increase or decrease the number of iden-
tified clusters. As same as other feature selection approaches, the identification of the number of
clusters is still a problem.
A common choice of parameter p is the median of similarity values p′ = median(s), s is the
vector of similarity values. In our simulations, we tuned the preferences parameter p by a parameter
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selection methodology. The training data is fist divided into 5 partitions. Then the procedure of
parameter p optimization follows Ra¨tsch’s methodology [74], which trains the algorithm with each
candidate parameter by a 5-fold-cross validation procedure on the five training partitions of the
training data and selects the model parameters to be the median over those five estimates. In our
simulations, the candidate parameters are set to {p′3 , p
′
2 , p
′, 2p′, 3p′}. The computational cost of this
way to estimate the parameter is a little high, so we will commit ourself to solving this problem in
our future work. However this method will make our comparison more robust and the results more
reliable.
In each cluster produced by the correlation-based clustering, a feature will be selected, if it is
ranked first. As a result of the proposed approach, the selected features are not highly correlated
with each other, but have the highest influence quantity on the output in their clusters.
3.5 Simulations
In our simulations, we evaluate the proposed approach in terms of the number of selected features,
classification accuracy, and the most important feature subset on several real-world data.
In this section, the proposed correlation-based SVM filter which uses the linear correlation
coefficient as the correlation measure is abbreviated to CSF-r. And the proposed approach which
uses the information gain as the correlation measure is abbreviated to CSF-IG. By using linear
kernel and RBF kernel in SVM-based feature ranking, we construct 4 feature selection models:
CSF-r (Lin), CSF-IG (Lin), CSF-r (RBF) and CSF-IG (RBF).
In order to demonstrate the effectiveness of the proposed approach, we employ some commonly
used approaches (sequential forward search (SFS), plus and take away (PTA)), GAs (sequential
Genetic Algorithm (SGA), hybrid Genetic Algorithm (HGA)), some novel evolutionary algorithms
(Chaotic BPSO with K-NN (CBPSO-KNN), PSO-SVM), and a feature ranking method (gradient-
based feature selection (GFS)) from the literatures in the comparison experiments.
3.5.1 Classification of Ionosphere Data
We first test our proposed approach on the Ionosphere dataset from the UCI database [104]. This
radar data was collected by a system in Goose Bay, Labrador. The data format was arranged as
shown in Table 3.2. The size of training data is 150 and the size of testing data is 201.
This system consists of a phased array of 16 high-frequency antennas with a total transmitted
power on the order of 6.4 kilowatts. The targets were free electrons in the ionosphere. “Good” radar
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Table 3.2: Format of Ionosphere dataset.
Dataset Instances Classes Features
Ionosphere 351 (201/150) 2 34
Legends: x/y: Number of test samples / Number of train samples.
Table 3.3: Clustering results (CSF-r).
Clusters Features
I 1
II 3, 5
III 4
IV 8, 10, 12, 14, 16
V 6, 7, 9, 11, 13, 15, 17, 19, 21, 23
VI 18, 20, 22, 26, 30
VII 24
VIII 25, 27, 29, 31, 33
IX 28, 32, 34
returns are those showing evidence of some type of structure in the ionosphere. “Bad” returns are
those that do not; their signals pass through the ionosphere. Received signals were processed using
an autocorrelation function whose arguments are the time of a pulse and the pulse number. There
were 17 pulse numbers for the Goose Bay system. Instances in this data base are described by 2
attributes per pulse number, corresponding to the complex values returned by the function resulting
from the complex electromagnetic signal.
Using the proposed approach, 34 features are first ranked by the SVM based feature ranking
(in simulations, we use two common kernels: linear kernel and RBF kernel). Some features with
low sensitivities are eliminated. The reserved features are divided into some clusters by correlation-
based clustering (in our simulations, we use two kinds of correlation measures: linear correlation
coefficient and information gain). The number of clusters is identified by a preferences parameter
p of affinity propagation. The value p is determined by Ra¨tsch’s parameter selection methodology.
And then, based on the rank, we select the features from the clusters.
The clustering results of CSF-r and CSF-IG are shown in Table 3.3 and Table 3.4, respectively.
Features selected by the proposed 4 models (CSF-r (Lin), CSF-IG (Lin), CSF-r (RBF) and CSF-IG
(RBF)) are shown in Table 3.5. The numbers of selected features of CSF-r and CSF-IG are 9 and
11. In some papers, the 2nd feature is commonly omitted in the experiments, because it is zero for
all observations and thus does not contribute to the variance. In our simulations, the sensitivity of
the 2nd feature is the lowest. In feature ranking, because its sensitivity is smaller than the threshold,
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Table 3.4: Clustering results (CSF-IG).
Clusters Features
I 1, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 29, 31, 33, 34
II 11, 17
III 13, 15, 21
IV 16
V 18, 25, 27, 30
VI 20
VII 19, 22, 23
VIII 24
IX 26
X 28
XI 32
Table 3.5: Selected features.
Approaches d* Selected features
CSF-r (Lin) 9 1, 3, 4, 7, 8, 22, 24, 27, 34
CSF-IG (Lin) 11 3, 11, 16, 20, 21, 22, 24, 26, 27, 28, 32
CSF-r (RBF) 9 1, 3, 4, 7, 8, 22, 24, 29, 34
CSF-IG (RBF) 11 3, 11, 13, 16, 20, 22, 24, 26, 27, 28, 32
Legends: Features selected by four models (CSF-r (Lin),
CSF-IG (Lin), CSF-r (RBF), CSF-IG (RBF)) are in bold-type.
it is eliminated.
We can find that the feature subset {3, 22, 24} is selected by all 4 feature selection models. So
in our simulations, we consider this subset as the most important feature subset. That means the
features in this subset contains the most important information of dataset. Of course, we can not
only use this subset to solve classification problems, some other selected significant features will
also be used. Using the selected feature subset, an SVM classifier is trained to classify the test data.
Table 3.6 compares the best experimental results obtained by other approaches with the proposed
models. It is clearly that the proposed approach can obtain a higher accuracy than other approaches
on the Ionosphere dataset.
3.5.2 Classification of Other Real-world Data
We also used some other datasets from the UCI Repository in our simulations. These datasets are
all collected from the real-world. A summary of datasets is presented in Table 3.7. We use 10-fold
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Table 3.6: Accuracy of classification for Ionosphere dataset.
Approaches d* accuracy(%)
SFS 7 93.5
PTA 7 93.5
SGA 7 95.4
HGA 7 95.7
CBPSO-KNN 15 97.3
PSO-SVM 15 97.3
GFS 12 97.3
CSF-r (Lin) 9 98.7
CSF-IG (Lin) 11 98.0
CSF-r (RBF) 9 97.3
CSF-IG (RBF) 11 97.3
Legends: The best result is in bold-type.
Table 3.7: Summary of classification problems.
Datasets Instances Classes Features
Vowel 990 11 10
Wine 178 3 13
WDBC 569 2 30
Sonar 208 2 60
cross-validation method to evaluate the proposed approach. Table 3.8 compares the best experimen-
tal results obtained by other approaches with the proposed approach. The features selected by our
proposed approach for each dataset are shown in Table 3.9.
3.5.3 Discussions
From Table 3.6 and Table 3.8, we can find that the proposed approach obtained the highest classifi-
cation accuracy for the Ionosphere, Vowel, Wine and WDBC classification problems.
The classification accuracies of the Ionosphere dataset obtained by CSF-r (Lin) and CSF-IG
(Lin) are 98.7% and 98.00%, respectively, an increase of 1.4% and 0.7% classification accuracy
compared to the other existing approaches. The results of CSF-r (RBF) and CSF-IG (RBF) are
97.3% which equals to the accuracy obtained by CBPSO-KNN, PSO-SVM and GFS, but is better
than other approaches. In Vowel classification problem, only CSF-IG (RBF) obtains the best result.
Although the classification accuracies obtained by CSF-r (Lin), CSF-IG (Lin) and CSF-r (RBF)
are worse than the accuracies of some other approaches, it is still comparable. For the Wine and
WDBC classification problems, the proposed models all obtained good performances. In addition,
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Table 3.8: Accuracy of classification for test datasets
Vowel Wine WDBC Sonar
d* accuracy(%) d* accuracy(%) d* accuracy(%) d* accuracy(%)
SFS 8 99.7 8 95.5 18 94.0 48 91.8
PTA 8 99.7 8 95.5 18 94.2 48 92.3
SGA 8 99.7 5 95.5 12 94.4 24 95.7
HGA 8 99.7 5 95.5 6 94.9 24 97.1
CBPSO-KNN 6 97.9 8 99.4 8 97.5 27 93.3
PSO-SVM 7 99.5 8 100 13 95.6 34 96.2
GFS 5 99.5 3 100 7 98.3 39 93.3
CSF-r (Lin) 5 99.5 2 100 4 98.3 9 96.2
CSF-IG (Lin) 4 99.5 2 100 2 98.3 28 95.7
CSF-r (RBF) 6 99.5 2 95.5 4 98.3 11 96.2
CSF-IG (RBF) 4 99.7 2 100 2 98.3 43 92.3
Legends: Better results are in bold-type.
the numbers of selected features by using the proposed approach are much smaller than the other
approaches. This means that only a few features are needed in these classification problems. For the
Sonar classification problem, though the classification accuracy obtained by the proposed approach
is worse than the accuracies of some other approaches, it is also still comparable.
From Table 3.9, we can also select the most important feature subsets of these problems. The
selection of the most important feature subset may be useful for some other data analysis problems.
The most important feature subsets of Vowel, Wine, and WDBC are {1, 2, 9}, {13}, and {24}.
The results indicate that for different classification problems, the proposed approach can serve
as a preprocessing step and optimize the feature selection process. The features selected by the
proposed approach can lead to an increase in classification accuracy effectively.
3.6 Conclusions
In this chapter, we propose a feature selection approach based on the correlation analysis and the
theory of SVM.
The affinity propagation clustering approach is used to group the features with high correlations
into clusters. In the clustering process, two correlation measures (linear correlation coefficient and
information gain) are defined as the criterion of the correlation measure. For different data sets, the
two correlation measures can give us different performances.
Based on the structure of SVM and the definition of sensitivity, we proposed a feature ranking
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Table 3.9: Selected features for test datasets
datasets Approaches d* Selected features
Vowel CSF-r (Lin) 5 1, 2, 3, 6, 9
CSF-IG (Lin) 4 1, 2, 7, 9
CSF-r (RBF) 6 1, 2, 5, 6, 9, 10
CSF-IG (RBF) 4 1, 2, 5, 9
Wine CSF-r (Lin) 2 7, 13
CSF-IG (Lin) 2 4, 13
CSF-r (RBF) 2 7, 13
CSF-IG (RBF) 2 5, 13
WDBC CSF-r (Lin) 4 2, 17, 24, 27
CSF-IG (Lin) 2 4, 24
CSF-r (RBF) 4 17, 22, 24, 27
CSF-IG (RBF) 2 4, 24
Sonar CSF-r (Lin) 9 12, 18, 22, 27, 30, 31, 35, 44, 47
CSF-IG (Lin) 28 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 18, 28, 40, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51
CSF-r (RBF) 11 4, 8, 11, 14, 21, 23, 28, 34, 36, 43, 45
CSF-IG (RBF) 43 1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 14, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 29, 30, 31, 32, 33,
34, 35, 36, 37, 39, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50
Legends: Features selected by four models (CSF-r (Lin), CSF-IG (Lin), CSF-r (RBF), CSF-IG (RBF)) are in bold-type.
approach to rank features, eliminate useless measurements and select the significant ones from the
clusters built by correlation-based clustering.
The proposed approach is a general model for many problems, because it considers both corre-
lation of features and their influence quantities on the output. The proposed approach is tested on
some real-world benchmark problems. Simulation results show that our method simplifies features
more effectively and obtains a higher classification accuracy compared to the other feature selection
methods.
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Chapter 4
Classification Using Fuzzy
Decision-making SVM
4.1 Introduction
In most actual designs of pattern recognition, the classification problems are mostly non-separable.
In order to deal with the non-separable cases, SVM algorithm uses a unique variable parameter
denoted by c, which can weigh the tolerance of SVM in its training part. In other words, by the
changing of c, the width of margin between neighbor classes is also changed.
Because the real-world databases are usually affected by interaction and many kinds of noises
between different classes. So the classes are commonly overlapping and the separation boundaries
are not clear and hard to be constructed. When using the variable parameter c to control the process
of separation boundary construction, the situation of too wide margin may cause too many points
to be included in the margin, and contrarily, the number of points included is too small. Because
the width of margin controls the chosen of SVs, the changing of variable c can also effect the
performance of SVM evidently. So choosing an appropriate value of c becomes very important, but
this task is not easy. On the other side, in the decision-making part of SVM, it is used to apply
the sign function to predict labels of test data, so the misclassification for the points around the
boundary is unavoidable.
In order to reduce the influence of noise and interaction and make the pattern recognition model
more robust for different choice of parameter c and different real-world problems, a fuzzy boundary
is proposed in this chapter to take the place of the sign function in the decision-making part of SVM.
To clarify the availability of SVM, a series of real-world data sets have been used in simulations.
The proposed method does not treat the binary-labeled test data sets as strict detached sets with a stiff
51
52
boundary, but see them as fuzzy sets in which each test data vector with private decision making
value has a proper believable value to predict its own label. Being different from the margin in
training part of SVM, the proposed method can reduce the influence on the accuracy of classifier
from changing c, and the misclassification caused by the hard decision-making boundary also can
be modified effectively. This flexible method will let the classifier to be more regulable and stable
for the change of parameters and the margin of SVM.
Another problem in actual classification applications is imbalance of data. That is, the size
of one class is commonly much larger than the others. This phenomenon widely exists in the
real-world and it is the main reason for causing the excursion of separation boundaries in SVM
classifiers. Traditionally, for solving this problem, some methods are used to improve the quality
of training. Genetic algorithm(GA), grid search techniques and derivative-free numerical optimizer
are used for determining more suitable learning parameters. But because these models still use
the conventional training framework, the performances are not significantly improved. S.X. Du
and S.T. Chen (2005) introduced a weighted method called weighted SVM (WSVM) to solve the
unbalance problem by distributing different weights to different classes [75]. Weights in the WSVM
are determined by the proportion of different classes. However, the method may not be effective
in the cases where data are not uniformly distributed, because for the nonuniform distribution data
the proportion of different classes cannot describe correctly the unbalance of support vectors (SVs).
Since the separation boundary in the SVM is determined by SVs that are the nearest samples around
the boundary, it is natural to consider developing a weighted SVM based directly on the estimated
unbalance of SVs.
In this chapter, we also introduce an offset parameter to the fuzzy function for modifying the
boundary excursion. The offset parameter is estimated based on the decision values of SVs. Al-
though a simple arithmetic mean of SVs’ decision values may be applied to calculate the offset, it
obviously is not accurate when the SVs are contaminated by noises. However, some SVs are in-
evitably influenced by noises in a real world. In nonseparable support vector classification (SVC),
some samples influenced heavily by noises are also treated as SVs. As a result, it is hard to obtain
an optimal offset by using the simple arithmetic mean. To reduce the effect of noise, we introduce a
so called Weighted Harmonic Mean (WHM) algorithm to calculate the offset. Given that SVs influ-
enced by noise are usually far away from the separation boundary, we use a Blackman function to
give these SVs smaller weights and reduce their contribution to the offset. Using the WHM offset,
we obtain a modified boundary.
The main improvements introduced in this chapter are that,
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• A fuzzy decision-making separation boundary takes place of the classical hard sign separation
boundary in SVM.
• An offset parameter is introduced into the fuzzy decision-making function to modify the
separation boundary for solving the problem of data imbalance.
• The fuzzy decision-making function is constructed based on the statistics of results of the
supervised learning.
• The offset parameter is calculated as the weighted harmonic mean of the decision values of
SVs.
Simulation studies on different kinds of real-world unbalanced data sets are carried out to con-
firm the effectiveness of the proposed approach.
This chapter is organized as follows: Section 4.2 gives the definition of decision value in SVMs,
which is the basis of calculation of the proposed approach. Section 4.3 propose a fuzzy decision-
making function to replace the classical separation boundary. Section 4.4, an offset parameter is
introduced to solve the problem of data imbalance, which is calculated as the weighted harmonic
mean of the decision values of SVs. Numerical simulations are carried out in Section 4.5. Finally,
Section 4.6 is devoted to discussions and conclusions.
4.2 Decision Value in SVM
In nonseparable problems, SVMs are basically constructed by introducing positive slack variable ξk
in the constraints. In In the primal weight space the optimization problem becomes
min
w,b,ξ
JP = 12w
Tw + c
N∑
k=1
ξk (4.2.1)
such that
{
yk[wTxk + b] ≥ 1− ξk, k = 1, . . . , N
ξk ≥ 0, k = 1, . . . , N
In Eq. (4.2.1), c is a positive real constant. c is a regularization parameter which determines the
trade-off between model complexity and training error. And it is the only changeable parameter in
classical SVMs. Thus, it is important to construct a model robust with change of the parameter c.
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In nonlinear cases, by applying the kernel trick, the optimization problem 4.2.1 is changed to be
max
α
JD(α) = −12
N∑
k,l=1
ykylK(xk, xl)αkαl +
N∑
k=1
αk (4.2.2)
such that
{ ∑N
k=1 αkyk = 0
0 ≤ αk ≤ c, k = 1, . . . , N
As the solution of the QP problem, the nonlinear SVM classifier takes the form
y(x) = sign[
N∑
k=1
αkykK(x, xk) + b] (4.2.3)
In which, the function f(x) formulated as follow,
f(x) =
N∑
k=1
αkykK(x, xk) + b (4.2.4)
is defined as the decision value in SVMs.
4.3 Fuzzy Decision-making Function
In this section, we construct the fuzzy decision-making function based on the fuzzy logic and the
calculation of the decision values in SVMs, as well as statistic methods.
4.3.1 Fuzzy Logic in Real-world Problem
Fuzzy logic is a superset of conventional (Boolean) logic that has been extended to handle the
concept of partial truth which means the truth values lie between ”completely true” and ”completely
false”. It was introduced by Dr. Lotfi Zadeh of UC/Berkeley in the 1960’s as a means to model the
uncertainty of natural language [76].
Dr. Zadeh says that rather than regarding fuzzy theory as a single theory, we should regard
the process of ”fuzzification” as a methodology to generalize ANY specific theory from a crisp
(discrete) to a continuous (fuzzy) form. Thus recently researchers have also introduced “fuzzy
calculus”, “fuzzy differential equations”, and so on.
For introduction of the thought of fuzzy into our models, what is and how to use the fuzzy logic
are necessary to be discussed. Just as the strong relationship exists between Boolean logic and the
concept of a subset, there is also a similar strong relationship between fuzzy logic and fuzzy subset
theory. So fuzzy theory are often used to analysis some set classification problems.
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In classical set theory, a subspace S of a set A can be defined as a mapping from the elements
of set A to a certain element in the set 0, 1,
S : A→ 0, 1 (4.3.1)
Essentially, This mapping can be represented as a set of ordered pairs, with exactly one ordered
pair present for each element of A. The first element of the ordered pair is an element comes from
the set A, and the second element is an corresponding element of the set 0, 1. The value zero is
used to represent that the element of A is a non-membership sample, and the value one is used to
represent membership. The statement of the input element of A can be written as
• x from A is not in subspace S, when the ordered pair is (x, 0)
• x from A is in subspace S, when the ordered pair is (x, 1)
So actually, the second element of the ordered pair is a measurement of the statement whether
x belongs to S. The statement is true if this element is 1, and the statement is false if it is 0.
Similarly, a fuzzy subset F of a set B can also be defined as a set of ordered pairs, each with
the first element from S, and the second element corresponding to it is seated in the interval [0,1],
with exactly one ordered pair present for each element of B.
This defines a mapping from the elements of the set A to a value zone denoted as the interval
[0, 1]. The value zero is used to represent complete non-membership, the value one means com-
plete membership, and values between this two values are used to represent intermediate degrees
of membership. Then the set A is referred to as the universe of discourse for the fuzzy subset F .
Usually, this mapping is described as a function, the membership function.
Simulate the statement of the crisp set, we can also get a statement for fuzzy set:
• (x is in subspace S) is completely false, when the ordered pair is (x, 0)
• (x is in subspace S) is partially believable
• (x is in subspace S) is completely true, when the ordered pair is (x, 1)
Apparently, the second element of the ordered pair is the degree of truth of the statement. In
practice, the terms ”membership function” and fuzzy subset get used interchangeably.
Due to the gray zone built based on the fuzzy logic, the thought of fuzzy can be used to deal
with some real-world data set powerfully. Such as description of some actual situations like height,
age and so on, and some applications as OCR, handwritten Kanji character recognition, etc.. In
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Figure 4.1: General structure of fuzzy decision-making SVM processing.
real-world applications, the construction of membership functions almost are not very simple. If it
has more criteria, or to have the membership function depend on elements from many completely
different universes of discourse, this kind of problem with a higher dimension will become more
complex, but more exactly than classical methods.
Obviously, if you use just the values zero and one into the definitions of fuzzy sets, you could
get the same truth tables as you would expect from conventional Boolean logic. This means that the
classical results of Boolean logic are recovered from fuzzy logic when all fuzzy membership grades
are restricted to the traditional set {0, 1}. In other words, all the traditional crisp sets could also be
viewed as fuzzy sets with this very special type. So there is no conflict between fuzzy and crisp
sight.
4.3.2 Structure of the Proposed Model
In our model, we introduce the thought of fuzzy logic to implement an accurate decision-making
process, namely using a fuzzy expert systems in the last prediction part of our support vector ma-
chine classifiers. This fuzzy decision-making part can be considered as an expert system that uses a
collection of fuzzy membership functions and rules, instead of boolean logic, to reason about data,
which will be discussed in the following sections in details.
Decision-making SVM processing is a theory proposed based on analysis of database, SVM
algorithm and a mass of experiments. It is an extension of traditional decision-making theory which
is used to consider the data set as a crisp one. But as we mentioned above, in many real-world
applications, each input point may not be separated exactly and during the period of SVM classifier
processing not all input points are classified correctly. In other words, some characteristic input
points are more easy to be classified but others has incoordinate difficulties.
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To measure the degree of each input point whether to be classified correctly or be misclassified,
decision value is distilled from conventional decision-making function of SVM, which is a sign
function usually. Due to these values associated to different input points indicate the adjacent grades
between these points and the optimal separate hyperplane, they can be used as an independent
variables in fuzzy decision-making function proposed in this chapter. Modeling the general structure
of fuzzy decision-making SVM processing, we can divide it into three main stages: SVM straining,
decision value prediction, and at last, fuzzy decision-making processing. Fig 4.1 shows the structure
of fuzzy decision-making SVM processing.
In fuzzy decision-making processing part, we construct a fuzzy model to rebuild the decision-
making function of SVM with considering the clusters as fuzzy sets.
4.3.3 Fuzzy Decision-making Function
In conventional methods, sign function is always used to divide test data into different classes, so
zero is the only one important value as a threshold. But in many real conditions, the relations be-
tween classes are not so simple. In both classes, especially around the boundary between them,
interaction usually exists. Nearer the other class, the points are disturbed by the noise more acutely.
Due to the influences from each other, the judgement on a certain decision value becomes inter-
pretable no more, and zero becomes not so important as well as. Besides, since many classification
methods are not good enough and some train datasets are not general for prediction, many misclas-
sified cases occur in the neighbor of threshold. To replace this inflexible division, we build a fuzzy
boundary between two fuzzy sets with binary labels. From the previous stage we can get decision
value of each input vector, which distributes over the both sides of zero.
Assume that these two fuzzy sets are called A (the value in this set are deemed to be predicted
to -1) and B (the values in this set are deemed to be predicted to +1), using decision value as
independent variable, a fuzzy decision model could be constructed. In fuzzy theory, there is not a
clear boundary between set A and set B, but a gray-zone replace it. Decision values in this zone are
not classified to set A or set B determinately. In the method proposed, we built boundary functions
using these decision values as independent variables, and the values of the function can indicate
their reliability which handles the concept of belief problem (belief degree between 1 (completely
believable) and 0 (completely false)). For approaching the real-world cases very well, a very flexible
model is needed.
Since the real-world data has a slow shift property of reliability in the higher decision value part
and lower decision value part, a function that is more accordant to this property is more effective to
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Figure 4.2: Curvilinear fuzzy decision-making model.
built fuzzy decision models. In another words, the value of this function should change by inches
when the absolute decision value is small or large enough. To fit these conditions, arc-tangent
function is taken into account. Accordingly, for two fuzzy sets A (minus set) and B (positive set)
built before, arc-tangent functions are adopted as the boundary functions of these two fuzzy sets.
Due to its curvilinear peculiarity, this model (Fig. 4.2) can be called curvilinear fuzzy decision
model.
As shown in the figure above, d indicates amphibolous degree between sets, and s means the
scale factor, both of which are positive. If the decision value f(x) is denoted by v, and transforming
the fuzzy decision value to the range from 0 to 1 directly, the boundaries of set A and set B can be
defined as follows:
fA(v) =
arctan(−v · s− d · s)
pi
+ 0.5; (4.3.2)
fB(v) =
arctan(v · s− d · s)
pi
+ 0.5. (4.3.3)
4.4 Weighted Harmonic Mean Offset
4.4.1 Offset in Fuzzy Decision-making Function
In many real cases, the borderline is not as appropriate as the description in formulae (4.3.2) and
(4.3.3). As a result of imbalance of train data, in many datasets the number of points in one class
59
is much larger than in the other one, so the midpoint of the gray zone between two sets always not
equals to zero. So an offset constant m is needed to be introduced to denote the distance between
the real borderline and the theoretic one. One way to calculate m is to compute the mean of decision
values of support vectors. Suppose that we have got many support vectors, then we can use them as
test data to gain their decision values f(SV s) expressed by S1, . . . , Sn, where n is the number of
support vectors. A simple way to calculate the offset δ is computing the arithmetic mean of SVs’
decision values. That is because SVs are samples nearest to the boundary. The formula can be
written as follows:
δ =
∑n
i=1 Si
n
(4.4.1)
fA(v) and fB(v) become new referenced values concerning reliability to predict the output label
instead of decision values. Thanks to the existence scale factor s, the method proposed becomes
more adjustable. This parameter can be adjusted to find a suitable width of gray zone and the
changing rate of function value. And then for transforming the fuzzy decision value to the range
between 1 to 0, formulae (4.3.2) and (4.3.3) can be rewritten as:
f ′A(v) =
arctan(−v · s− d · s+ δ · s)
pi
+ 0.5 (4.4.2)
f ′B(v) =
arctan(v · s− d · s− δ · s)
pi
+ 0.5; (4.4.3)
where d, and s are chosen from a great deal of experiments. We can use the values f ′A(v) and f
′
B(v)
to estimate whether an input vector should be labeled as +1 or -1. Based on the formulae (4.4.2)
and (4.4.3), then the shells of sets in Fig. 4.2 are changed to the model with a modify constant (Fig.
4.3).
4.4.2 WHM offset
The arithmetic mean offset can modify the separation boundary into a better position from the
conventional, but this offset will not be accurate if some SVs are contaminated by noise in the
real-world datasets. In order to determine a more appropriate offset parameter, we must reduce the
contribution from SVs affected by noise. For this purpose, we introduce a weighted harmonic mean
(WHM) of SVs’ decision values to replace the arithmetic mean offset. As same as the arithmetic
mean algorithm, the WHM algorithm also uses SVs as the test data to obtain their decision values
S1, . . . , Sn, where n is the number of SVs. Assume that β1, . . . , βn are weights corresponding to
the SVs, then the offset is defined by
δ =
∑n
i=1 βi∑n
i=1
βi
Si
(4.4.4)
60
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
-10 -5  0  5  10
Be
lie
va
bl
e 
va
lu
e
Decision value
Bondary Function of Fuzzy Set BBondary Function of Fuzzy Set A
Positive Set BMinus Set A -d d
-s s
m
Figure 4.3: Curvilinear fuzzy decision model with an offset.
Before estimating weights β1, . . . , βn, we first consider an example. Taking SVs into account,
it is clear from Fig. 4.4 that SVs from subset A are the points of A ”on” or ”below” bounding plane
wTx = b+1 and, similarly, SVs from B are those points of B ”on” or ”above” plane wTx = b−1.
Both SV1 and SV2 are from subset A, but SV1 is affected more by noises than SV2. If some SVs
are strongly influenced by noise, these samples will be apart from the separation boundary.
The decision value can denote the distance between the SV and the separation boundary. If
we use decision values of SV contaminated by noise, such as SV1, to calculate offset, the offset
will be incorrect, so we must give a smaller weight to SV1 to reduce its contribution to the offset
calculation. We thus use adopt the Blackman function to calculate corresponding weights of SVs,
the function is defined as follows:
βi = 0.42− 0.5 cos(pi(Si + Smax)
Smax
)
+0.08 cos(
2pi(Si + Smax)
Smax
) (4.4.5)
where Smax is the largest absolute value of all SVs’ decision values, Si is the i-th SV’s decision
value and βi denotes its corresponding weight. The Blackman function is shaped as shown in
Fig.4.5.
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Figure 4.4: SVs in classification.
4.5 Simulations
4.5.1 Classification of Diabetes Diagnosis Data
Description of problem
We first tested our models on the Pima Indians diabetes diagnosis problem from the UCI database.
The whole data consists of two classes (tested negative class and tested positive class). The to-
tal number of examples is 768, in which the number of samples in the negative class is 500 and
the number of samples in the positive class is 268. It is a slightly unbalanced data. Each pair
of input vector and output label can be denoted as {X(n), Y (n)}, where X(n) is the input vec-
tor and Y (n) is the output label with two poles: -1 (tested negative class) or +1 (tested posi-
tive class), (n = 1, 2, . . . , 768). Each sample in this data has 8 main attributes, so the vector
X(n) = (x1(n), x2(n), . . . , x8(n)). These significations of these 8 attributes are: number of times
pregnant, plasma glucose concentration a 2 hours in an oral glucose tolerance test, diastolic blood
pressure (mmHg), triceps skin fold thickness (mm), 2-Hour serum insulin (muU/ml), body mass
index (weight in kg/(height in m)2), diabetes pedigree function, age.
In brief, our purpose is to predict the bipolar output Y (n) with as few sign errors as possible,
through the given input vectors X(n).
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Figure 4.5: Shape of Blackman function.
Table 4.1: WHM offset δ in simulation 1.
offsets c = 1 c = 10 c = 100
δ (RBF SVM) 0.5 1.2 0.8
δ (Poly SVM) 0.7 1.4 2.1
Results of Classification
Because the database used in this simulation comes from the real-world, it is nonseparable appar-
ently. In SVM, not only the kernel function but also the regularization parameter C can affect the
accuracy of classifiers. For the sake of confirming the applicability of proposed method, we let C
equal to 1, 10, 100 in turn as common situations, and two different kinds of kernels are also used.
They are RBF kernel (4.5.1) and Polynomial kernel (4.5.2).
K(xi, xj) = exp(−‖xi − xj‖
2
2σ2
) (4.5.1)
K(xi, xj) = (〈xi, xj〉+ 1)d (4.5.2)
where σ2 is the common width of RBF and d is the exponential quantity of the polynomial.
Firstly, we calculate the WHM offset values for different combinations of kernels and values of
C by using the decision values of SVs. And the results are shown in Table 4.1. By introducing these
WHM offsets into SVM classifiers, two classification models are constructed: RBF-SVM classifier
with WHM offset and Polynomial-SVM classifier with WHM offset.
Using the first half samples as the training data, and considering the other samples as the test
data, the accuracies of these two proposed models are obtained. In order to test their performances,
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Table 4.2: Models for unbalanced data in simulation 1.
models c = 1 c = 10 c = 100
model A (RBF Fuzzy Decision-making SVM classifier with WHM offset) 78.5% 78.8% 76.7%
model B (Poly Fuzzy Decision-making SVM classifier with WHM offset) 76.3% 70.7% 72.2%
model C (RBF WSVM classifier) 78.2% 78.7% 76.1%
model D (Poly WSVM classifier) 76.1% 70.6% 72.0%
Legends: Better results are in bold-type.
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Figure 4.6: Accuracy curves for diabetes diagnosis.
we compare them with WSVM classifier models, the experiment results are shown in Table 4.2.
Comparing model A (RBF Fuzzy Decision-making SVM classifier with WHM offset) with model
C (RBF WSVM classifier) and comparing model B (Poly Fuzzy Decision-making SVM classifier
with WHM offset) with model D (Poly WSVM classifier), we can find that the performances of the
proposed models are a little better than classical approaches. Compared to corresponding WSVMs,
we obtain an increase of 0.3%, 0.1% and 0.6% for RBF kernel, and an increase of 0.2%, 0.1% and
0.2% for polynomial kernel, respectively. The improvements of performances are not obvious in
this Pima Indians diabetes diagnosis problem.
Comparing with classical RBF-SVM classifier, classical Polynomial-SVM classifier, the accu-
racies (y-axis) with three different values of parameter C (x-coordinate axis) are shown in Fig. 4.6.
In the aspect of parameter selection, we choose a standard RBF kernel with common width
σ2 = 4 and Polynomial kernel with d = 3.
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Table 4.3: WHM offset δ in simulation 2.
offsets c = 1 c = 10 c = 100
δ (RBF SVM) 1.1 3.0 2.6
δ (Poly SVM) 1.5 4.3 9.8
4.5.2 Classification of Heart Disease Detection Data
Description of problem
The second problem is heart disease detection, which is from Statlog database. It consists of two
classes: absence class and presence class. The number of samples is 200, in which the size of the
absence class is 150 and the size of the presence class is 50. Obviously, this database is unbalanced.
Each sample has 13 main attributes, which are extracted from a larger set of 75. Assume that the
vector X(n) = (x1(n), x2(n), . . . , x13(n)), then the significations of these 13 elements are: age,
sex, chest pain type, resting blood pressure, serum cholestoral in mg/dl, fasting blood sugar, resting
electrocardiographic results, maximum heart rate, exercise induced angina, oldpeak, the slope of the
peak exercise ST segment, number of major vessels and thal(3=normal; 6=fixed defect; 7=reversable
defect). The output label Y (n) has two poles: -1 (absence) or +1 (presence), (n = 1, 2, . . . , 200).
Results of Classification
We also let C equal to 1, 10, 100 in turn, and use RBF kernel and Polynomial kernel. The WHM
offset values for different combinations of kernels and values of C are shown in Table 4.3.
Using the first 70 samples as the training data, and considering the remainder as the test data, the
accuracies of different classifiers are obtained. The performances of model A (RBF Fuzzy Decision-
making SVM classifier with WHM offset), model B (Poly Fuzzy Decision-making SVM classifier with
WHM offset), model C (RBF WSVM classifier) and model D (Poly WSVM classifier) are shown in
Table 4.4. From the results of this problem, we can find that the performances of the proposed
models are also better than classical approaches. Compared to corresponding WSVMs, we obtain
an increase of 1.3%, 1.2% and 1.4% for RBF kernel, and an increase of 0.9%, 1.0% and 0.9% for
polynomial kernel, respectively.
Comparing with classical RBF-SVM classifier and classical Polynomial-SVM classifier, the
accuracies curves are shown in Fig. 4.7.
In the aspect of parameter selection, we also choose a standard RBF kernel with common width
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Table 4.4: Models for unbalanced data in simulation 2.
models c = 1 c = 10 c = 100
model A (RBF Fuzzy Decision-making SVM classifier with WHM offset) 90.6% 94.4% 94.6%
model B (Poly Fuzzy Decision-making SVM classifier with WHM offset) 89.4% 92.3% 93.0%
model C (RBF WSVM classifier) 89.3% 93.2% 93.2%
model D (Poly WSVM classifier) 88.5% 91.3% 92.1%
Legends: Better results are in bold-type.
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Figure 4.7: Accuracy curves for heart disease detection.
σ2 = 4 and Polynomial kernel with d = 3.
4.5.3 Classification of Misfire Detection Data
Description of problem
The third database is also from real-world, which is a misfire detection problem in internal combus-
tion engines. The whole database is divided into two subsets, one is used as the training data and the
other is the test data. These data contain the information of time series of 50000 samples which are
produced by physical system (10-cylinder internal combustion engine). Similarly as the simulation
1, each sample k of time series consists of four inputs elements and one output label, each pair of
input vector and output label also can be written as {X(k), Y (k)}, where X(k) is the input vector
and Y (k) is the output label, (k = 1, 2, . . . , 50000).
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Table 4.5: WHM offset δ in simulation 3.
offsets c = 1 c = 10 c = 100
δ (RBF SVM) 1.9 2.0 2.2
δ (Poly SVM) 1.9 5.7 11.6
Table 4.6: Comparison of two offsets in simulation 3.
models c = 1 c = 10 c = 100
model A (RBF Fuzzy Decision-making SVM classifier with WHM offset) 94.6% 94.7% 94.8%
model B (Poly Fuzzy Decision-making SVM classifier with WHM offset) 92.1% 93.8% 94.9%
model C (RBF WSVM classifier) 93.3% 92.9% 92.8%
model D (Poly WSVM classifier) 92.0% 93.5% 94.6%
Legends: Better results are in bold-type.
The four elements of input vectors x1(k), x2(k), x3(k) and x4(k) represent cylinder identi-
fier (first), engine crankshaft speed in Revolutions Per Minute (RPM) (second), load (third) and
crankshaft acceleration (fourth) respectively. Y (k) may have two values: -1 (normal firing) or +1
(misfire). The amounts of the normal cases in the training data and the test data are 45093 and
45395 and the numbers of samples in the misfire classes in the training and test data sets are 4907
and 4605. We can find that this database is extremely unbalanced. In this problem, Our purpose is
also to detect the value of output Y (k) for a certain given input vectors X(k).
Results of Classification
As described in the simulation 1 and 2, we also let C equal to 1, 10, 100, and use RBF kernel and
Polynomial kernel in our experiments respectively. The WHM offsets for different kernels and C
are shown in Table 4.5. The comparison of proposed models and WSVM offsets is shown in Table
4.6. Model A, B, C and D have same definitions as Table 4.2 and 4.4. In this problem we can also
obtain a better performance by using the proposed model with a WHM offset. The classification
accuracies obtained by Model A are 94.6%, 94.7% and 94.8%, respectively, an increase of 1.3%,
1.8% and 2.0% classification accuracies compared to Model C. The performance of Model B is also
better than Model D in this problem.
The accuracies of classical classifiers and the proposed models with WHM offset are shown in
Fig. 4.8.
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Figure 4.8: Accuracy curves for misfire detection problem.
In the aspect of parameter selection, we also set σ2 = 4 for RBF kernel and d = 3 for Polyno-
mial kernel.
4.5.4 Discussions
As shown in the simulation results, our proposed model presents better capabilities than classical
SVM classifiers and other methods for unbalanced data classification problems. These performances
indicate that the separation boundary can be modified to a better position by using WHM offset
parameter. The fuzzy decision-making boundary is also suitable for real-world problems.
The three databases used in simulations are all unbalanced, but the degrees of data unbalance
are different. We can find that the WHM offsets increase isochronously with the degrees of data
unbalance. Furthermore, the effect of the improvement and the degree of data unbalance are in direct
proportion. In other words, our proposed approach has a better performance on a more unbalanced
problem.
In addition, it is difficult to design a certain SVM classifier with good performances for different
problems. But from the three figures above (Fig. 4.6, Fig. 4.7 and Fig. 4.8), it is clear that the
proposed model not only has a higher accuracy but also is more robust than classical ones.
As discussed, a more proper decision-making function, a more valid offset, a more appropriate
regularization parameter c and a more suitable kernel would make the classifier more effective.
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4.6 Conclusions
This chapter presented an fuzzy decision-making algorithm for building SVM classifiers. SVM is a
promising technology for some real applications such as high-powered OCR systems, and thanks to
its good nonlinear properties by using the kernel trick, it also has been used to solve many academic
problems very well, for example, classification problems, regression problems and so on. The
fuzzy decision-making models proposed in this thesis can improve the performances of SVM in
the classification problems. Along with taking the concept of believable function into account, the
prediction boundary is transformed from a straitlaced configuration to a flexible structure which
is more similar with real-world cases. Thus the influence between data sets can be reduced and
many misclassified points in the prediction part of conventional SVM classifier have a chance to
be relabeled, and besides, with the introduction of an offset parameter m, a more correct boundary
between each two sets can be confirmed and then the error caused by the imbalance of data sets
could be overcome.
Chapter 5
Multiple Support Vector Classifier
System
5.1 Introduction
“Divide-and-conquer” is an important algorithm design paradigm and widely used as a powerful tool
for solving conceptually difficult problems [10]. A divide and conquer algorithm works by breaking
down a difficult problem into two or more sub-problems. The solutions to the sub-problems are then
combined to give a solution to the original problem. It has been shown by several researchers that
multiple modular systems can result in effective solutions to difficult real-world tasks. Thus some
multiple SVM systems are also proposed to solve classification and regression problems in this
thesis.
In classifier modeling, multiple classifier systems are proposed based on the principle of “divide-
and-conquer” and have been recently used with great success in difficult pattern recognition prob-
lems. A main idea of multiple classifier systems is using a committee of classifiers which are trained
independently on the difficult training patterns, and combining their decisions to produce the final
decision of the system [77]. The training patterns are usually generated by partitioning the original
training data set into some sub training sets.
In multiple classifier systems, the original training data set is partitioned by using some unsu-
pervised learning methods such as clustering methods and so on. Some drawbacks with using these
classical clustering methods are listed as follows,
• The classification performances closely depend on the initial conditions [77].
• The training data sets for local classifiers are easily imbalanced.
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The main reason of these drawbacks is that it is hard to guarantee that the centers of the sub training
sets are around the separation boundary. As a result, it is usually required to run these algorithms
several times with different initial conditions to discover the best performance.
Another drawback of the multiple classifier systems is that they are easier influenced by noises,
because of the disadvantage of having less number of samples in the training subspace.
To address these problems, we try to construct a multiple classifier system that can reduce the
influence of noises, and have suitable training data sets for local classifiers.
Differing from system identification problems, the main problem of classification is identifying
the separation boundary. Therefore, it is very important to preserve the local characteristics of
the separation boundary. With the idea of guaranteeing the centers of training sets around the
separation boundary, we formulate the task of classifier modeling as the piecewise approximation of
the separation boundary. The main difference between the propose model and classical systems is
the partition method.
To be specific, the problem is changed to (i) identifying the area around the separation boundary,
(ii) partitioning the area into some segments, (iii) finding the piecewise approximations of these
segments, and (iv) combining the piecewise approximations. Therefore, we propose an improved
multiple classifier system by introducing the piecewise interpolation scheme.
First, the mean filter algorithm is used as a preprocessor to reduce the noises and make the sepa-
ration boundary clear. Then, a separation boundary detection technique is introduced to preserve the
local characteristics around the separation boundary. By using the separation boundary detection
algorithm, we identify the area around the separation boundary from the original training data set.
And then the area around the separation boundary is partitioned into some disjoint segments based
on the rough set theory. Because the segments are from the area around the separation boundary,
their centers also lie around the separation boundary. In addition, for avoiding the over-fitting and
preserving the distribution properties of the entire data, we also use a clustering algorithm to cal-
culate the centroids of clusters for the entire data set. As an extra benefit, using the centroids from
the entire data set can also overcome the problem of data imbalance. The training data sets for local
classifiers are formed by the sub data sets of the extracted samples around the separation boundary
and the centroids of clusters from the entire data set.
SVMs are used as the basis classifiers. The local SVMs are trained by the respective training
data sets to identify the segments of the separation boundary [78]. In SVMs, the separation boundary
is constructed based on SVs, which lie close to the separation boundary. Due to the separation
boundary detection algorithm, samples that have a higher likelihood of being SVs are preserved.
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Thus, the proposed approach will not reduce the performances of SVMs. In addition, the proposed
approach can reduce the size of the training data sets. As a result, the training time complexity and
space complexity of SVMs are also reduced [79].
Finally, the decisions of the local SVMs are combined to obtain the final classification decision.
The decisions combination can be based on two general strategies, namely selection or fusion [80,
81, 82]. In the case of selection, one or more classifiers are nominated “local experts” based on
their classification “expertise”, whereas fusion assumes that all local classifiers have the expertise
over the whole space. A variety of techniques have been applied to implement classifier fusion by
combining the outputs of multiple classifiers. In our research, we use a fusion method by combining
the decisions of the local SVMs in a probabilistic way.
Main techniques used in the proposed multiple SVM classifier system are that,
• In the preprocessing part, we use the mean filter approach to reduce noises and make the
separation boundary clearer. This step is significant for reducing the influence of noises on
the sub-tasks.
• In the partition part, the separation boundary detection technique is first used to extract the
area around the separation boundary. It is helpful for the later steps to partition the separation
boundary and guarantee the centers of training data sets are around the boundary.
• In the partition part, the rough set theory is also introduced as a clustering method. The
centers calculated by this method are sparse and can make the sub-tasks balanced.
• In the recognition part, the decisions of local SVMs are combined in a probabilistic based
fusion approach.
The remainder of this chapter is organized as follows: Section 5.2 shows a flowchart of the
proposed model and introduces the structure of the approach in general. In Section 5.3, we pro-
pose a multiple SVM classifier system with piecewise interpolation and discuss the details of the
techniques used in the model. Experimental results for the evaluation of the proposed system are
presented in Section 5.4. Finally, Section 5.5 is devoted to discussions and conclusions.
5.2 Structure of Multiple SVC System
As stated in the previous section, we formulate the task of classifier modeling as a piecewise ap-
proximation of the separation boundary and propose a Multi-SVM Classifier System with Piecewise
Interpolation (PMSVC).
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Figure 5.1: Flowchart of the proposed approach.
As shown in Fig. 5.1, the proposed model consists of the following main modules: mean filter,
construction of training data sets, training of local SVMs and combination of decisions.
Mean filter is used as a preprocessing to reduce noises and make the separation boundary clearer.
After the mean filter, the training data sets for local SVMs are constructed based on the sepa-
ration boundary detection, the rough set theory and AP clustering. Separation boundary detection
identifies the area around the separation boundary. Then this area is partitioned based on the rough
set theory. To avoid over-fitting and imbalance, AP clustering is used to calculate the centroids of
clusters from the entire training data.
Using these training data sets, we train local SVMs for identifying the respective segments of
the separation boundary.
Finally, the decisions of local SVMs are combined based on a probabilistic method to obtain the
final decision.
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5.3 Piecewise-Interpolation-Based Multi-SVM Classifier System
5.3.1 Mean Filter Algorithm
Consider a binary classification problem and an original training data set D of input-target training
pairs {xi, yi}, where xi = [fi1, fi2, . . . , fim], and yi ∈ {−1,+1}. f are the features, m is the
number of features. If one or more features are influenced by noise, then some samples will be
transferred into the region of another class and their corresponding labels will be different from
their neighbor samples. Therefore, these samples can be seen as the nonuniform distribution salt
and pepper noise in the data set [105].
Here, we introduce a mean filter to reduce this kind of noise. It calculates the mean of neighbor
samples’ labels and sets a positive threshold θ to calculate the final result [83]. The neighbor samples
are selected by a radius r, and θ is used to control the degree of noise reduction. Assume that the
number of samples which belong to class +1 is denoted as Num+ and the umber of samples which
belong to class -1 is denoted as Num−, the function of mean filter can be written as following,
ψi =
{
−yi, if Num−−Num+Num−+Num+ yi > θ
yi, otherwise
(5.3.1)
After the mean filter, the original training data set D is changed to the data set D′ of the input-
target training pairs {xi, ψi}.
Generally, median filters are more useful to reduce salt and pepper noise [106]. Because binary
classification problems only have 2 different labels, the function of median filter can be written as
following,
φi =

1, if Num+ > Num−
−1, if Num+ < Num−
yi, otherwise
(5.3.2)
Median filter can be seen as a special situation of mean filter when θ = 0.
In simulations, the radius r and the threshold θ are optimized by Ra¨tsch’s methodology, which
trains the algorithm with parameters by a 5-fold-cross validation and selects the parameter to be the
median [74]. Of course, these parameters can also be changed manually. However, to avoid filtering
some useful information, it is better not to set θ to a too small value.
5.3.2 Separation Boundary Detection
By using mean filter, the noises are reduced to a certain extent and the separation boundary becomes
clear. Then we introduce a separation boundary detection method to identify the area around the
separation boundary.
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In classification problems, the separation boundary detection is implement by detecting the
changes of class label between different classes. We first scan the m nearest neighbor samples
of an object P . If one of its neighbor samples has a different class label, P is selected to be
reserved as a sample around the separation boundary. Details of the separation boundary detection
in classification is introduced in Section 2.4.1.
As a result of this separation boundary detection method, a subset DE is extracted from the the
data set D′ as the area around the separation boundary. Because the subset DE contains the samples
around the separation boundary, SVs are reserved maximally and the local properties of separation
boundary are preserved. Then this subset is partitioned to generate the training sets for local SVMs.
5.3.3 Data Set Partition
Here, we use a simple partition method based on the rough set theory, because the result of this
partition method is dispersive and symmetrical. The rough set theory is constructed based on two
key definitions: similarity and indiscernibility. The local properties of points depend on how similar
they are to each other, thus the form of the similarity matrix S is dependent on the distance measure
chosen to determine similarity s(xm, xn) between pairs of objects. Here, we set the indiscernibility
to a constant H . Assume that the data set DE selected by the separation boundary detection has N
samples xi, where i = 1, . . . , N , then we can get a mathematical equivalence relation as follows,
R = {x|s(xm, xn) < H}(m,n = 1, . . . , N) (5.3.3)
If the distance between a pair of objects is smaller than the indiscernibility constant H , then
these two objects are seen as mathematical equivalence and replaced by their midpoint. In other
words, each pair of neighbor samples are replaced by their midpoint. Repeat this process until the
the distance between each pair of two objects are all larger than H .
Using these points µi, i = 1, . . . ,M as the centers, a number of sub data sets DEi are generated
from the set DE . These sub data sets can be used to describe the subtasks for identifying the
segments of the separation boundary.
5.3.4 Training of Local SVMs
Sometimes, only using the samples reserved by the separation boundary detection to train SVMs
may lead the classifier to over-fitting. In other words, the classifier may be not suitable for solving
the entire data set. Hence, we also need to add some data to describe the structural properties of the
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entire data set. Therefore, we use clustering technique in each class, and the centroids of clusters
are also reserved.
In order to have a faster and more effective clustering process, we select Affinity Propagation
(AP) to calculate the centroids of clusters from the original training data set D. AP algorithm
was introduced as an unsupervised learning algorithm for exemplar-based clustering [69]. In this
algorithm, Real-valued messages are exchanged between data points until a high-quality set of
exemplars and corresponding clusters gradually emerges. As a result, it has some advantages: speed,
general applicability, and suitable for large number of clusters.
In our simulations, the negative Euclidean distance (squared error) was used to measure simi-
larity as common cases. The shared value is set as the median of the input similarities. Then the
centers c1, c2, . . . , cK can be calculated, K is the number of clusters. Obviously, the set of centroids
DC = {c1, . . . , cK} is also a subset of the training data set.
Uniting the subsets DEi and the set of centroids DC , the training data sets Di for local SVMs
are obtained as follows,
Di = DEi
⋃
DC , i = 1, . . . ,M (5.3.4)
where M is the number of training data sets.
Assume that the input-target training pairs of the m-th training data set Dm is denoted as
{xmi, ψmi}, where m = 1, . . . ,M . xmi is the i-th input vector in the m-th training data set and
ψmi is its corresponding class label.
The QP optimization problem (5.3.5) in the dual space of SVM
max
α
JD(α) = −12
N∑
k,l=1
ykylK(xk, xl)αkαl +
N∑
k=1
αk (5.3.5)
such that
{ ∑N
k=1 αkyk = 0
0 ≤ αk ≤ c, ∀k
would be written as:
max
α
Q(α) = −1
2
N∑
i,l=1
ψmiψmlK(xmi, xml)αiαl +
N∑
i=1
αi (5.3.6)
such that
{ ∑N
i=1 αiψmi = 0
0 ≤ αi ≤ c, ∀i
where K(xmi, xml) = ϕ(xmi)Tϕ(xml) is the kernel function. In our simulations, we choose RBF
as the kernel function. After training, we obtain the vector of Lagrange multipliers α. If αi 6= 0,
then sample-i is an SV.
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The general nonlinear SVM classifier takes the form
y(x) = sign[
N∑
k=1
αkykK(x, xk) + b] (5.3.7)
So the local SVM decision function by using the m-th training data set is obtained as follows:
ym(x) = sign[
N∑
i=1
αiψmiK(x, xmi) + b] (5.3.8)
where xmi are samples from the training data and x is the test vector. The local SVMs are used
as piecewise approximations of the separation boundary segments and trained in parallel in our
simulations.
5.3.5 Combination of Decisions
Consider a test vector x, the decisions of local SVMs are yi(x), i = 1, . . . ,M . To obtain the
final classification decision, yi(x) are combined in a probabilistic way. As usual, we adopt the
approach to combine the results of the multiple classifiers by computing their fiducial probabilities
Pi, i = 1, . . . ,M , M is the number of SVMs.
The probabilities are calculated by Frossyniotis’ methodology, which is based on the Euclidean
distances d(x, µi), i = 1, . . . ,M between the new input vector x and the centers µi calculated based
on the rough set. The probabilities are calculated as follows,
Pi =
1∑M
k=1
d(x,µi)
d(x,µk)
, i = 1, . . . ,M (5.3.9)
These probabilities are normalized in the sense that, for all SVMs,
M∑
i=1
Pi = 1 (5.3.10)
Finally, the final output is computed as follows:
g(x) =
M∑
i=1
Piyi(x) (5.3.11)
where yi(x) are the prediction functions of SVMs. By using this method, we can construct a com-
bined separation boundary. In the simulations, the effectiveness of the proposed approach is demon-
strated through comparisons with some well-known approaches on both synthetic and real-world
data sets.
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5.4 Simulations
First, we present experimental results of PMSVC on the synthetic Gaussian data set in order to
understand the behaviors of the proposed algorithm. Second, we carry out extensive experiments
on 5 benchmark data sets.
5.4.1 Classification of Synthetic Data
In the first experiment, we compare PMSVC and the conventional SVM on the synthetic Gaussian
data set. Gaussian random binary classification data set is generated randomly. In the generation
function, a parameter sigma is used to control the noise intensity of the data set.
In order to obtain the convictive results of performances, we generate 100 data sets for sigma =
0, 1, . . . , 10, respectively. Each data set has 1000 samples. We randomly partitioned every data set
into training and testing instances. Both the training and testing sets have 500 samples. All of the
results are the average of 100 runs on the data sets. The experiments employ a Gaussian RBF kernel
as the basis function.
Figure 5.2 illustrates the data processing of the proposed model PMSVC and the separation
boundaries built by PMSVC and SVM. Figure 5.2(a) shows the original data set, where sigma =
1. Figure 5.2(b) is the reconstructed training data set by using the mean filter as a preprocessing
function. The threshold of mean filter is set to 0.4. According to the figure, some data point far
away from separation boundary are reduced and the separation boundary becomes clearer than
original training data. Figure 5.2(c) shows the result of the separation boundary detection. The
samples around the separation boundary between two classes are extracted. The groups obtained
based on the rough set theory and the centroids calculated by AP clustering algorithm are shown
in Fig. 5.2(d). The separation boundaries built by SVM and PMSVC are shown in Fig. 5.2(e) and
Fig. 5.2(f), respectively.
The intuitional results of comparison between PMSVC and conventional SVM are shown in
Figs. 5.3. We compare the classification accuracy, the number of SVs, the time cost of training and
the time cost of prediction in this experiment to evaluate PMSVC and SVM. Figure 5.3(a) compare
the classification accuracy between PMSVC and SVM. We can find that the proposed approach
outperforms SVM in all cases, especially the data sets with high noise. Figure 5.3(b) shows the
number of SVs used in PMSVC and SVM. According to the figure, PMSVC employs fewer SVs
than the conventional SVM. Figure 5.3(c) shows the time cost of training. The time cost of SVM
training in PMSVC is the summation of the time costs of local SVMs training. The total time cost of
78
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-3
-2
-1
0
1
2
3
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-3
-2
-1
0
1
2
3
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-3
-2
-1
0
1
2
3
(a) (b) (c)
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-3
-2
-1
0
1
2
3
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-3
-2
-1
0
1
2
3
(d) (e) (f)
Figure 5.2: Illustration of classification process of PMSVC and SVM: (a)–original training data,
(b)–result of mean filter, (c)–result of separation boundary detection, (d)–training data sets, (e)–
classifier built by SVM, (f)–classifier built by PMSVC.
the whole training process in PMSVC includes the time costs of mean filter, training data generation
and the training of SVMs. From the figure, we can find PMSVC is obviously better than SVM for
the time cost of SVM training in most cases. Figure 5.3(d) shows the time costs of prediction in
PMSVC and SVM. Because the decisions of SVMs are made in parallel in PMSVC, the time cost
of prediction in PMSVC is also smaller than SVM.
The results of PMSVC are promising on the synthetic Gaussian data set. PMSVC not only
improves the classification accuracy, but also effectively controls the time costs of training and
prediction.
5.4.2 Classification of Benchmark Data
In order to evaluate the performance of PMSVC further, we compare different algorithms on 5
well-known benchmark problems. These algorithms are one-nearest neighbor (1NN) and k-nearest
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(a) (b)
(c) (d)
Figure 5.3: Comparison of performances between PMSVC and SVM: (a)–classification accuracy,
(b)–number of support vectors, (c)–time cost of training, (d)–time cost of prediction.
neighbor (kNN), where the number of nearest neighbors k is selected from {1, 2, . . . , 20} by the pa-
rameter selection methodology, linear discriminant analysis (LDA), quadratic discriminant analysis
(QDA), soft-margin SVMs (SVMsoft), hard-margin SVMs (SVMhard), relevance vector machines
(RVMs), and PMSVC [84, 85, 86].
The data sets are all preprocessed for binary classification simulations. These data sets include 5
benchmark real-world data sets from the University of California at Irvine (UCI) Machine Learning
Repository [104]. A summary of the data sets is presented in Table 5.1.
In order to obtain convictive results, we randomly partitioned every data set into 100 training
and testing instances. All of the results are the average of 100 runs on the data sets. In addition, the
data sets are all preprocessed to make the instances have zero mean and unit standard deviation.
For kNN, SVMsoft, SVMhard, RVMs, we use a parameter selection methodology to select
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Table 5.1: Summay of 5 benchmark data sets.
Data No. Train No. Test Positive % Negative % d∗
Cancer 200 77 29.28% 70.72% 9
Diabetics 468 300 34.90% 65.10% 8
German 700 300 30.00% 70.00% 20
Heart 170 100 44.44% 55.56% 13
Titanic 150 2051 58.33% 41.67% 3
Table 5.2: Comparison of 1NN, kNN, LDA, QDA, SVMsoft, SVMhard, RVM, and PMSVC on 5
benchmark data sets, by percent error, and (standard deviation). These results are the average of
100 runs on the data sets.
Models Cancer Diabetics German Heart Titanic
1NN 37.7 (4.8) 30.2 (2.2) 29.4 (2.4) 23.2 (3.5) 33.2 (11.5)
kNN 29.9 (3.2) 25.6 (2.1) 25.3 (2.6) 17.8 (3.3) 23.4 (4.6)
LDA 31.8 (4.3) 25.1 (2.1) 28.4 (2.5) 16.4 (2.8) 23.5 (4.3)
QDA 31.1 (4.8) 27.7 (1.8) 29.9 (2.8) 19.8 (3.4) 24.6 (6.4)
SVMsoft 26.3 (4.6) 24.4 (1.8) 25.0 (2.3) 17.9 (3.3) 23.7 (1.0)
SVMhard 29.0 (4.8) 30.6 (2.2) 26.8 (2.3) 22.3 (3.4) 22.3 (1.1)
RVM 26.6 (4.7) 24.0 (1.7) 25.1 (2.3) 17.6 (3.5) 23.4 (1.0)
PMSVC 25.8 (3.6) 23.3 (2.3) 24.6 (2.2) 16.4 (2.4) 23.4 (1.1)
Legends: The best results are in bold-type.
the optimal parameters. The procedure of parameter optimization is implemented by training the
algorithm with candidate parameters on the first five training sets and selecting the median over
those five estimates as the optimal parameter. In affinity propagation part, the shared value is set as
the median of the input similarities as common cases.
Table 5.2 shows the performance of these 8 algorithms on the 5 benchmark data sets with error.
According to that table, the PMSVC performs better than other approaches. For example, it is
observed that the PMSVC outperforms all other methods in 4 out of 5 benchmark data sets and
comes the third in the remaining one. From these enlightening experimental results, we can find
that the soft-margin SVM is better than the hard-margin SVM in most cases. But 1NN, kNN, LDA,
and QDA, only perform well on one or two data sets. In other cases, they fail to compete with SVMs
and PMSVC.
Table 5.3 shows the number of vectors employed by SVMs and the proposed PMSVC. It is very
interesting that the proposed approach can achieve better performance by employing only a few of
the data points. That means conventional SVMs employ too many useless data points which are
influenced by noises.
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Table 5.3: Comparison of SVMsoft, SVMhard, RVM, and PMSVC on 5 benchmark data sets, by
number of vectors and standard deviation. These results are the average of 100 runs on the data sets.
Data No. Train SVMsoft SVMhard RVM PMSVC
Cancer 200 119.9±6.4 105.7±6.4 9.4±2.0 94.9±7.2
Diabetics 468 270.6±7.9 376.0±7.0 8.4±2.0 255.1±7.0
German 700 520.9±10.9 514.4±12.4 27.4±4.3 362.4±15.2
Heart 170 111.7±4.8 104.8±6.1 9.3±1.8 90.1±5.8
Titanic 150 147.5±4.7 143.5±6.3 6.8±1.4 21.0±5.0
According to Table 5.3, the number of support vectors for SVM grows almost linearly with the
size of training sets, while RVMs consistently use much fewer vectors. PMSVC employs more
vectors than the RVM but fewer than SVM.
5.4.3 Statistical Analysis
In order to compare the PMSVC with other algorithms in a sound statistical context, we perform
the statistical test for paired classifiers, e.g., 1NN vs. PMSVC and SVM vs. PMSVC, on the 5
benchmark data sets. The statistical test can provide the win-loss-tie summary based on the accuracy
of classifiers. The threshold of the statistical tests is set to be 0.05.
Although t test has been used in most of the literatures to conduct statistical tests, it has been
criticized for its type I/II error and low power for a long time [87]. Dietterich analyzes five statistical
tests and proposes a new test, five replications of two fold cross-validation t test, i.e., 5× 2 cv t test,
which has a low type I error and a reasonable power [87].
However, 5 × 2 cv t test takes the statistics from only one fold as the numerator and may vary
depending on factors that should not affect the test. Alpaydin improved 5×2 cv t test by combining
multiple statistics to get a more robust test, 5 × 2 cv F test, which has a lower type I error and a
higher power. Thus, we compare algorithms using 5× 2 cv F test [88].
In the 5×2 cv F test, five replications of twofold cross-validation have been conducted. In each
replication, the data set is divided into two equal-sized sets. p(j)i is the difference between the error
rates of the two classifiers on fold j = 1, 2 of replication i = 1, 2, . . . , 5. The average on replication
is p¯i = (p
(1)
i + p
(2)
i )/2, and the estimated variance is s
2
i = (p
(1)
i − p¯i)2 + (p(2)i − p¯i)2.
The 5× 2 cv F test combines the results of the ten statistics pji as the numerator, which makes
the test more robust. Alpaydin pointed out that the following statistics:
f =
∑5
i=1
∑2
j=1(p
(j)
i )
2
2
∑5
i=1 s
2
i
(5.4.1)
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Table 5.4: 5×2 cv F test for 5 data sets. For each metric, the second column is the win-loss-lie
summary of the algorithm against PMSVC based on the mean value of error. The third column
gives the statistical significance win-loss-lie summary based on 5 benchmark data sets.
Paired Models Error Mean Significance
1NN vs. PMSVC 0-5-0 0-5-0
kNN vs. PMSVC 0-5-0 0-4-1
LDA vs. PMSVC 0-5-0 0-3-2
QDA vs. PMSVC 0-5-0 0-5-0
SVMsoft vs. PMSVC 0-5-0 0-4-1
SVMhard vs. PMSVC 1-4-0 1-4-0
RVM vs. PMSVC 0-5-0 0-4-1
Table 5.5: Comparison between SVM, and PMSVC on 5 benchmark data sets, by the time cost of
SVM training, and the total time cost of the model construction. These results are the average of
100 runs on the data sets.
Time Cost of SVM Training SVM PMSVC
Cancer 1.125 0.634
Diabetics 38.43 1.032
German 156.1 0.905
Heart 1.765 0.513
Titanic 1.109 0.402
Total Time Cost SVM PMSVC
Cancer 1.125 0.963
Diabetics 38.43 29.50
German 156.1 137.8
Heart 1.765 1.225
Titanic 1.109 0.987
is approximately F distributed with ten and five degrees of freedom, F (10, 5), and used this statis-
tics to conduct the 5× 2 cv F test.
Table 5.4 gives the win-loss-tie summary of the 5× 2 cv F test based on 5 benchmark data sets.
According to the significance tests, we find that SVM only wins once and loses four times. The
RVM never wins. The performance of 1NN, kNN, LDA, QDA, SVMsoft, SVMhard and RVM are
all not competitive against the proposed approach PMSVC.
5.4.4 Discussions
As discussed in previous sections, PMSVC partitions the training data into some subtasks. In each
subtask, only the points around the separation boundary and the centroids calculated by AP cluster-
ing are used to train a local SVM in PMSVC. Training of the local SVMs is implemented indepen-
dently. Therefore, the time cost of SVM training in PMSVC is smaller than the conventional SVM.
This is an extra benefit obtained by the proposed model. Of course, the training process can also be
implemented in parallel to obtain a lower time cost.
Table 5.5 shows the comparison between SVM and PMSVC on 5 benchmark data sets, by the
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Table 5.6: Comparison between SVM, and PMSVC on 5 benchmark data sets, by the time cost of
prediction. These results are the average of 100 runs on the data sets.
Time Cost of Prediction SVM PMSVC
Cancer 0.050 0.023
Diabetics 0.227 0.190
German 0.657 0.378
Heart 0.063 0.056
Titanic 0.093 1.025
time cost of SVM training, and the total cost of the model construction. The time cost of SVM
training in PMSVC is the summation of the time costs of local SVMs training. The total time
cost of the model construction in PMSVC includes the time costs of mean filter, training data sets
generation and local SVMs training. According to the table, the time costs of SVMs training in
PMSVCs are obviously smaller than SVMs. In PMSVC, AP is a fast clustering method, and the
similarity matrix is communal in the training part. Therefore, the total time cost of PMSVC is also
smaller than SVMs.
Table 5.6 shows the comparison between SVMs and PMSVC on 5 benchmark data sets, by the
time cost of prediction. The time costs of PMSVCs are also smaller than SVMs in the test stage.
That is because the prediction part of the proposed approach is implemented independently and the
number of SVs in each subtask is small.
5.5 Conclusions
In this chapter, a multiple SVM classifier system with piecewise interpolation (PMSVC) is proposed
for solving classification problems and obtaining better performances. PMSVC focuses on finding
locally optimal fits of separation boundary for complex real-world data. In other words, in a local
area of data space, PMSVC can construct a more suitable classifier than conventional SVM.
The main difference between classical multiple classifier systems and PMSVC is the approach
of partition. PMSVC is implemented by detecting the area around the separation boundary and
partitioning the area into some sub sets. These sub data set describe the segments of the area around
the separation boundary. The set of centroids calculated by AP clustering on original data set and
the sub data sets constructed after the partition form the training data sets to train local SVMs.
The decisions of SVMs are combined based on a probabilistic interpretation. Because the multi-
classifier modeling is easier influenced by the noise, mean filter algorithm is introduced into the
proposed model. Mean filter is used as a preprocessor to filter noises. In the comprehensive study
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of PMSVC on synthetic Gaussian data set and 5 benchmark problems, simulation results confirm
that the PMSVC performs very well on these data sets. Good performances are obtained in terms of
accuracy and time cost.
Chapter 6
Multiple Support Vector Regression
Network
6.1 Introduction
Based on the principle of “divide-and-conquer”, we also propose a model for the time series predic-
tion. The model is also a multiple SVM system called modular multiple support vector regression
network. This research tries to provide a model which can be used in time series prediction, espe-
cially for dealing with financial time series.
Many approaches have been used for time series prediction which includes moving average
(MA), auto-regressive integrated moving average (ARIMA), artificial neural networks (ANN) and
so on [89]. However, few of them have proved convincible.
In the last two decades, ARIMA has been widely used in time series prediction. However,
it inherently has its own limitation when doing non-linear prediction. Besides, it will face great
uncertainty when it comes to a long-term prediction.
Many researchers have shown that ANN outperforms ARIMA model, especially for more ir-
regular series and long-term prediction [89]. However, ANN can not stand mass noise which is
common in financial data, so over-fitting is more likely to happen in ANN models.
Since the financial time series are usually with high noise, it is more suitable to use a prediction
approach based on the statistical theory. Support vector machines (SVM) are closely related to sta-
tistical models and have been proved useful in a number of regression applications. The SVM used
as a regression predictor is called Support Vector Regression (SVR). Compared with ANN, SVR
implements the structural risk minimization principle while ANN adopts empirical risk minimiza-
tion principle, so over-fitting is unlikely to occur with SVR [90][12]. Thus our proposed modular
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network model consists of SVRs.
Although SVR is better than most conventional regression methods, there are still some funda-
mental limitations and inherent difficulties when using SVR to do financial time series prediction.
The problems are listed as follows,
• The first problem is that the learning process of modeling is usually ill-posed, i.e. there are
infinitely many models which fit the training data well, but few of them generalize well. In
order to form a more accurate model, it is desirable to use as large a training set as possible.
However, for the case of highly non-stationary data, such as financial time series, increasing
the size of the training set results in more data with statistics that are less relevant to the task.
Therefore, we need to use a moving window to select training data, and the whole process
should be online.
• The second problem is the selection of the input variables. Because time series prediction are
usually subject to many factors and their influence quantities are difficult to be measured, most
of them need to be adopted as input variables. These variables should include the past prices
of some correlative foreign exchange rates and correlative commodities, and the information
about current market situation as well as macroeconomic parameters.
• The third problem is the evaluation of the relation between inputs and the output. Actually,
for different situations, the input variables have different influence quantities on the results of
prediction, especially in different price regions of financial data. So it is a hard and complex
task to evaluate the relationship between inputs and output. So it is naturally to consider
about breaking the task into some subtasks, then employing the machine learning technique
and constructing a multiple recognizor system.
• The fourth problem is how to partition data for constructing the multiple recognizor system.
In time series prediction, the temporal relationship is often represented as random between
inputs and output [91, 92]. However, in different price regions the relationship between inputs
and output is also different. So we consider to partition the price domain into some subregions
to solve this problem [93], but not implement the partition in the time domain.
Therefore, we propose a multiple SVM regression system based on the principle of “divide-
and-conquer”. The price domain is partitioned into some subregions. These subregions represent
subtasks for different price levels. Local SVRs are trained as “local experts” to solve these subtasks.
The outputs of these SVRs are combined by a combinator to give the final prediction result.
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As an important and typical time series application, we use the foreign exchange (Forex) pre-
diction as an example in the construction and simulations of our proposed model. Forex market is
one of the most profitable markets around the world today. Forex prediction is a typical example of
financial time series analysis problem which is challenging due to high noise, non-stationarity, and
non-linearity [11].
In the construction of the proposed multiple SVM regression system, the main problem is how
to partition the price domain. We can partition the price domain equationally or employ some
prior knowledge. In this thesis, we try to employ some useful prior knowledge in the price domain
partition. In other words, we want to find some important price levels in the price domain. Some
literatures have introduced that the support and resistance levels are two of the most significant
levels in the price domain. If a price breaks past a support level, support level often becomes a
new resistance level. The opposite is true as well. In different subregions between the support and
resistance levels, Forex time series have different properties. Therefore, we do the price domain
partition based on these levels.
The support and resistance are highly discussed as attributes of technical analysis. Bill Poulos
has proved Fibonacci Retracement is a very effective method to calculate the support and resistance
levels [13]. As an example, we partition the price domain into several subregions based on Fibonacci
support and resistance levels and build SVR model for each subregion. Four SVRs are trained as
the “local experts” make up of the transformation layer of the model. Their outputs are used as the
input of the prediction layer. In other words, these outputs from the transformation layer are the
representations of the inputs for price subregions and the SVR used as the combinator in prediction
layer combine them to get the final result. We apply the modular SVR network to give an online
prediction of 5 different foreign exchange rates, and find significant predictability in comprehensive
experiments.
The main improvements and benefits of the proposed approach are that,
• The influences of inputs on the output in different price domains are evaluated by local SVRs.
The local SVRs can give a better prediction result.
• The partition is implemented in the price domain. Although some existing modular methods
also split data up into some clusters [11, 94, 95], the partition methods in their model are
based on the input variables. The dimension of the price is 1, so it is much smaller than
classical approaches and the proposed approach is much more operable.
The remainder of this chapter is organized as follows: Section 6.2 shows the structure of the
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proposed model and introduces the idea of the approach in general. In Section 6.3, we propose a
modular multiple SVM regression network with price domain partition and discuss the details of
the techniques used in the model. Experimental results for the evaluation of the proposed system
are presented in Section 6.4. Finally, Section 6.5 is devoted to discussions and conclusions.
6.2 Structure of Modular SVR Network
In the proposed model, we are interested in using several predictors to fit the potential relation-
ship between the inputs and the output in different price subregions. SVRs are able to construct
spline approximations of given data independently from the number of input-dimensions regarding
complexity during training and with only linear complexity. Because the input-dimension of the
financial time series is commonly higher than other time series, it is suitable to choose SVR as the
predictor to deal with this kind of data in the proposed approach.
An example of the structure of the proposed modular SVR network is shown in Fig. 6.1. It is
clearly that we restrict our attention to a modular network structure with a single transformation
layer and a prediction layer. The transformation layer consists of several SVRs (in this example,
we use 4 SVRs in the transformation layer). The SVRs transform the input into some symbolic
representations. Then these representations, in other words outputs from transformation layer, are
used as the input of the prediction layer.
SVRs in the transformation layer are trained by the inputs and the target outputs corresponding
to price subregions, respectively. Assume that the modular SVR network has the n-dimension input
x(t) = (x1, x2, x3, ..., xn) at time t. f(t) indicates the price of the a financial time series and
Im(t) indicates other indicators at time t, where m = 1, 2, . . ., our purpose is to predict a future
price. For example, if we want to predict the next day’s price f(t+ 1), we can use the past 5 days’
data as the input which can be written in details as x(t) = (f(t), f(t− 1), f(t− 2), f(t− 3), f(t−
4), I1(t), I1(t−1), I1(t−2), I1(t−3), I1(t−4), I2(t), I2(t−1), I2(t−2), I2(t−3), I2(t−4), . . .).
As shown in the exmple (Fig. 6.1), if the price domain is partitioned into 4 subregions, let f1(t),
f2(t) f3(t) and f4(t) indicate the target outputs corresponding to the price subregions, fˆ1(t), fˆ2(t),
fˆ3(t) and fˆ4(t) indicate actual outputs of the transformation layer. SVRs in the transformation layer
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(a) Modular SVR network training
(b) Modular SVR network prediction
Figure 6.1: Structure of the modular SVR network.
are trained as “Local Experts” to minimize the errors
e1(t) = f1(t)− fˆ1(t)
e2(t) = f2(t)− fˆ2(t)
e3(t) = f3(t)− fˆ3(t)
e4(t) = f4(t)− fˆ4(t) (6.2.1)
.
In the prediction layer, we use another SVR to combine the outputs of the transformation layer
to obtain the final prediction result. It is trained by the outputs of the transformation layer and the
final target f(t). Minimizing e(t) = f(t)− fˆ(t), where fˆ(t) is the actual output of SVR5, we can
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Figure 6.2: Flowchart of the online time series prediction.
construct the last SVR as a “Combinator”.
The modular SVR network gives an online time series prediction. The flowchart of the time
series prediction is shown in Fig. 6.2. The prediction process is online, so we update the training
data and repeat all operations after the prediction [96].
6.3 Modular SVR Network
6.3.1 Inputs Selection
As a typical application of financial time series, Forex prediction problem is used as an example in
this thesis. Forex time series prediction is a highly complicated task and has following properties:
• Forex time series is closed to a random-walk process as some papers mentioned, rendering
the prediction impossible from a theoretical point of view.
• Forex time series are always subject to macroeconomic, regime shifting, macro-control and
so on, i.e. statistical properties of Forex time series are different at different points in the time
domain and the price domain [97].
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• Forex time series are usually very noisy, i.e. there is a large amount of random (unpredictable)
day-to-day variations [14].
The predictability of most common financial time series is a controversial issue and has been
questioned in scope of the efficient market hypothesis (EMH) [98]. Many researches have proved
Forex time series is predictable, but the non-stationarity of influence quantities of input variables is
still a serious problem in Forex prediction [99].
Because Forex time series are subject to many factors and their influence quantities are difficult
to be measured, how to select the input variables is also a problem. Several different types of data
could be used as input variables in the Forex time series prediction, but at different region of price
domain, their influence quantities are also different. Therefore, we choose several different kinds of
data to reflect two main kinds of information: technical information and fundamental information.
• Technical information is usually referred to by Forex prediction. This kind of information
includes such figures as past prices etc.
• Fundamental information is the information describing current economic activity in the world
or a country whose currency price is to be predicted. Further, fundamental information in-
clude the information about current market situation as well as macroeconomic parameters.
In our experiments, we choose several indicators as the input variables. For example, in the
prediction of USD/JPY, we choose its past prices, the past values of NASDAQ Composite index,
the past prices of Light Sweet Crude Oil and the past values of NIKKEI 225 index as input vari-
ables [100, 107, 108]. Of course, this is just an example. We can also choose other variables as the
input, if they could be considered influential on the output.
6.3.2 Price Domain Partition
As mentioned in the previous subsection, time series prediction problems are subject to several
factors such as some economic indexes, correlative commodities, etc., but its statistical properties
are different at different points in the price domain. In other words, it is hard to determine which
input variable is more useful in a certain price zone. So it is natural to consider dividing the price
domain into some subregions and building a regression model for each subregion. Most existing
modular methods also partition the training data into some subsets, but their methods are based on
the input variables. Differently, our method only divides the price domain into subregions. The
dimension of price is only 1, which is much smaller than the dimension of the input, hence the
partition in the proposed approach is much easier.
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Figure 6.3: Fibonacci support and Fibonacci resistance.
How to partition the price domain is still a problem. Many methods can be used in this part,
of course, we are also going to develop some more effective partition method in our future work.
In this thesis, we try to employ some useful priori knowledge, so we do the partition based on the
support and resistance levels.
In many applications of financial time series, support and resistance are the concepts in technical
analysis that the price will tend to stop and reverse at a certain predetermined price level. Support
and resistance are the most important levels in financial market, which represent key junctures where
the forces of supply and demand meet. If the price breaks past a support level, that support level
often becomes a new resistance level. These levels divide the price domain into several subregions.
Bill Poulos has proved Fibonacci Retracement is an effective method to identify the support
and resistance levels. So in our research, we use Fibonacci Retracement to identify support and
resistance levels at determined intervals. As shown in Fig. 6.3, the support and resistance levels are
created by drawing a trendline between two extreme points and then dividing the vertical distance by
the key Fibonacci ratios of 23.6%, 38.2%, 61.8% and 100%. Consider a training data set with output
T , the maximum exchange rate is TMax and the minimum is TMin. The support and resistance levels
are calculated as follows:
d1 = TMin + (TMax − TMin)× 23.6%
d2 = TMin + (TMax − TMin)× 38.2% (6.3.1)
d3 = TMin + (TMax − TMin)× 61.8%
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Then the standard output in the training data is partitioned into following 4 regions:
• region 1: (Tmax > T > d3)
• region 2: (d3 > T > d2)
• region 3: (d2 > T > d1)
• region 4: (d1 > T > Tmin)
As shown in Fig. 6.4, the significant data in each price region are reserved as the target outputs
of subregions: f1(t), f2(t), f3(t) and f4(t). They are used in the training process of transformation
layer.
6.3.3 Training of Modular SVR network
Following the Vapnik’s method, we can estimate function fˆ(t+ 1) using given training set and the
result is:
fˆ(t+ 1) = gˆ(x(t)) =
N∑
k=1
(α∗k − αk)K(x(t), xk) + b (6.3.2)
where Lagrange multipliers αk and α∗k are associated with each data point xk, and subject to the
constraints 0 ≤ α∗k, αk ≤ C and
∑N
k=1(α
∗
k − αk) = 0. Training points with nonzero Lagrange
multipliers are called support vectors. The kernel function K(·) describes an inner product in the
D-dimensional space as below and satisfies the Mercer’s condition.
K(x(t), xk) =
D∑
k=1
Φ(x(t))Φ(xk) (6.3.3)
where Φ(x) is the nonlinear mapping function. The generalization performance (i.e., accuracy in
predicting exchange rates in this study) also depends on the selection of kernel type. Common
kernel types are linear, polynomial and Gaussian kernels. In the experiments, we choose linear
kernel to build SVR models.
The coefficients α, α∗ and the bias b are obtained by solving a quadratic programming problem.
In the modular SVR network, assume that α1k, α∗1k, α2k, α
∗
2k, α3k, α
∗
3k, α4k and α
∗
4k denote the
coefficients of SVRs in the transformation layer, b1, b2, b3 and b4 denote the biases, then their
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Figure 6.4: Price domain partition: (a) – target output, (b) – region 1, (c) – region 2, (d) – region 3,
(e) – region 4.
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outputs are written as follows:
fˆ1(t+ 1) =
N∑
k=1
(α∗1k − α1k)K(x(t), xk) + b1
fˆ2(t+ 1) =
N∑
k=1
(α∗2k − α2k)K(x(t), xk) + b2
fˆ3(t+ 1) =
N∑
k=1
(α∗3k − α3k)K(x(t), xk) + b3
fˆ4(t+ 1) =
N∑
k=1
(α∗4k − α4k)K(x(t), xk) + b4 (6.3.4)
fˆ1(t+ 1), fˆ2(t+ 1), fˆ3(t+ 1) and fˆ4(t+ 1) are the outputs from the transformation layer as well
as the input of the prediction layer. Let z = (fˆ1(t+ 1), fˆ2(t+ 1), fˆ3(t+ 1), fˆ4(t+ 1)) indicate the
input of prediction layer, then the final solution of the SVR in prediction layer is given as follows:
fˆ(t+ 1) = gˆ(z) =
N∑
k=1
(α∗5k − α5k)K(z, zk) + b5 (6.3.5)
where α5k and α∗5k denote the coefficients of SVR5, and b5 is the bias of SVR5.
6.4 Simulations
6.4.1 Foreign Exchange (Forex) Prediction
In our simulations, the proposed approach is applied on 5 different Forex time series: US Dol-
lar exchange rates against EURO (EUR/USD), Japanese Yen exchange rates against US Dollar
(USD/JPY), US Dollar exchange rates against Great Britain Pound (GBP/USD), Canada Dollar ex-
change rates against US Dollar (USD/CAD), Australian Dollar exchange rates against US Dollar
(USD/AUD) and their 5 days moving average (MA) data. In order to avoid ignoring some important
information, the selected input includes the past prices of some correlative foreign exchange rates,
the past values of NASDAQ Composite index and the past prices of Light Sweet Crude Oil as input
variables.
In the simulation of predicting the exchange rate of the next day, past 5 days data are used to
train the modular SVR network. The input is represented as x(t) = (f(t), f(t− 1), f(t− 2), f(t−
3), f(t−4), I1(t), I1(t−1), I1(t−2), I1(t−3), I1(t−4), I2(t), I2(t−1), I2(t−2), I2(t−3), I2(t−
4), . . .), where f(t) denotes the price of the Forex time series, and Im(t) denotes the value of the
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Table 6.1: Performance metrics in simulations.
SSE SSE =
P
k(yk − yˆk)2
MAE MAE = 1
N
P
k |yk − yˆk|
CP = 100
P
k dkP
k tk
CP dk =

1 if (yˆk − yˆk−1) > 0, (yk − yk−1)(yˆk − yˆk−1) ≥ 0
0 otherwise
tk =

1 if (yk − yk−1) > 0
0 otherwise
CD = 100
P
k dkP
k tk
CD dk =

1 if (yˆk − yˆk−1) < 0, (yk − yk−1)(yˆk − yˆk−1) ≥ 0
0 otherwise
tk =

1 if (yk − yk−1) < 0
0 otherwise
indicator m, m = 1, 2, . . .. The predicted value f(t+1) is the exchange rate of the next day. Using
the same method, we also predict f(t + 5) and f(t + 10), i.e., next week prediction and next two
weeks prediction.
6.4.2 Evaluation of the Model
The prediction performances of the proposed model is evaluated against 4 widely used statistical
metrics, namely, Sum of Square Error (SSE), Mean Absolute Error (MAE), Correct Up trend (CP)
and Correct Down trend (CD). These criteria are defined in Table 6.1. SSE and MAE measure the
deviation between the actual and predicted values. Smaller values of these metrics indicate that the
model has a higher precision in the prediction. CP and CD measure the correctness of predicted
up and down trend, respectively. In general, it is desirable for a prediction model to attain low
SSE and MAE but high CP and CD. Larger values of these metrics indicate that the model has a
higher accuracy in direction prediction. In practice, sometimes we may have a model that yields
superior SSE and MAE but inferior CP and CD. Some researchers have argued that directional
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Figure 6.5: Forex prediction result.
change metrics may be a better standard for time series prediction. Therefore, we use these 4
metrics to evaluate the proposed approach.
6.4.3 Simulation Conditions
The data show the exchange rates during January 2000 to December 2007. Ignoring the missing
values, we can get 1938 daily data for EUR/USD, GBP/USD, USD/CAD and USD/AUD, and 1865
daily data for USD/JPY. The first 600 daily data are used as the initial training dataset and the
remaining daily data are used to validate the model and update the training dataset.
To build SVR models we should select the kernel type and the value of the parameters C and
². Comparing with other kernels in simulations, the model was build using the simple linear kernel
defined as K(xi, xj) = 〈xi · xj〉 in this study, where 〈·〉 is the inner product operator. Because
over a wide range of value, the parameter c has very little impact on prediction performance for
SVR model, we let c equals 10. In time sires prediction, the value of ² slightly affect the accuracy
and does not cause any drastic degradation in performance, so we keep ² fixed at 0.001 as common
cases. In the simulations, SVR predictors in the proposed approach are also adapted from the SVM-
KMToolbox (in MATLAB) [49].
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Table 6.2: Performance metrics of the currency exchange rates.
Future value Criteria EUR/USD USD/JPY GBP/USD USD/CAD USD/AUD
prediction SVR M-SVRN SVR M-SVRN SVR M-SVRN SVR M-SVRN SVR M-SVRN
SSE 3.321 0.876 6861 1224 6.769 1.771 4.365 0.472 2.081 0.493
next day MAE 0.044 0.022 2.139 0.871 0.066 0.033 0.057 0.018 0.037 0.017
prediction CP 63.4 67.0 61.4 65.0 63.0 65.7 57.2 58.9 63.6 66.5
(t+1) CD 56.8 57.1 56.0 58.2 64.5 64.8 64.9 65.8 55.9 57.1
SSE 4.268 1.048 8026 1316 7.742 1.848 5.182 0.527 2.398 0.521
next week MAE 0.052 0.025 2.349 0.896 0.074 0.036 0.065 0.019 0.042 0.018
prediction CP 58.5 60.4 56.2 59.9 61.5 63.5 59.3 59.6 60.1 60.3
(t+5) CD 59.7 60.7 57.2 61.4 62.1 63.9 61.0 61.7 57.7 58.0
SSE 4.18 1.010 8071 1335 7.150 1.711 5.038 0.530 2.279 0.514
next 2 weeks MAE 0.052 0.025 2.364 0.910 0.073 0.035 0.066 0.020 0.041 0.018
prediction CP 56.3 56.3 60.0 64.7 60.1 62.5 57.6 59.0 59.4 60.4
(t+10) CD 62.8 63.8 60.6 60.9 59.3 61.4 62.1 62.4 58.9 60.1
Lengends: Better results are in bold-type.
Table 6.3: Performance metrics of the moving average data of currency exchange rates.
Future value Criteria MA (EUR/USD) MA (USD/JPY) MA (GBP/USD) MA (USD/CAD) MA (USD/AUD)
prediction SVR M-SVRN SVR M-SVRN SVR M-SVRN SVR M-SVRN SVR M-SVRN
SSE 3.902 1.171 8173 1453 6.743 1.852 5.398 0.654 2.244 0.602
next day MAE 0.041 0.022 2.905 1.139 0.059 0.029 0.054 0.017 0.031 0.016
prediction CP 59.0 62.3 65.5 72.1 62.4 66.8 61.2 67.5 59.1 62.4
(t+1) CD 60.3 62.9 64.3 69.8 66.4 70.1 62.7 69.0 60.6 63.6
SSE 4.933 1.432 9373 1609 7.891 2.081 6.121 0.707 2.590 0.683
next week MAE 0.048 0.025 3.140 1.204 0.066 0.032 0.059 0.019 0.035 0.017
prediction CP 60.1 63.9 62.5 68.6 64.6 68.3 62.4 67.5 59.6 62.9
(t+5) CD 60.6 63.1 63.6 71.1 64.3 68.5 64.1 70.2 60.1 64.3
SSE 5.008 1.433 9485 1611 7.888 2.071 6.115 0.704 2.658 0.705
next 2 weeks MAE 0.048 0.025 3.185 1.217 0.067 0.033 0.060 0.019 0.036 0.017
prediction CP 65.4 70.1 64.1 72.0 65.2 71.6 57.7 66.4 67.0 73.5
(t+10) CD 62.1 64.0 61.8 70.2 61.4 65.7 63.6 75.2 63.3 70.9
Lengends: Better results are in bold-type.
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6.4.4 Results and Discussions
Table 6.2 shows the results of performance metrics for the next day prediction, next week prediction
and next 2 weeks prediction on the 5 different Forex rates, in which M-SVRN is the abbreviation for
the modular SVR network. A comparison of results with conventional SVR model illustrates that
the proposed modular SVR network can predict Forex rates better, both in terms of accuracy (SSE
and MAE) and trend prediction (CP and CD). The average values of CP obtained by M-SVRN on
currency exchange rates (EUR/USD, USD/JPY, GBP/USD, USD/CAD and USD/AUD) are 64.6%,
60.7% and 60.6%, respectively, for the next day, next week and next 2 weeks prediction. Compared
to classical SVR, we obtain an increase of 2.9%, 1.6% and 1.3% of average values of CP. The
average values of CD obtained by M-SVRN on currency exchange rates are 60.6%, 61.14% and
61.7%, respectively, for the next day, next week and next 2 weeks prediction. Compared to classical
SVR, we obtain an increase of 1.0%, 1.6% and 1.0% of average values of CD. As discussed above,
the modular SVR network model produces lower SSE and MAE and higher CP and CD than those
of conventional SVR based model.
As shown in Table 6.2, although the proposed approach can obtain better performances, dither-
ing existing in the daily Forex time series still makes the model difficult to do the trend prediction.
Thus, Moving Average (MA) data of Forex time series are also used to test the proposed approach.
MA data is smoother than the actual daily data, so it is easier to predict its trend. As shown in
Table 6.3, the average values of CP obtained by M-SVRN on MA data of currency exchange rates
(EUR/USD, USD/JPY, GBP/USD, USD/CAD and USD/AUD) are 66.2%, 66.3% and 70.7%, re-
spectively, for the next day, next week and next 2 weeks prediction. Compared to classical SVR,
we obtain an increase of 4.8%, 4.5% and 6.8% of average values of CP. The average values of CD
obtained by M-SVRN on currency exchange rates are 67.1%, 67.5% and 69.2%, respectively, for
the next day, next week and next 2 weeks prediction. Compared to classical SVR, we obtain an in-
crease of 4.3%, 5.0% and 6.8% of average values of CD. Obviously, the proposed approach obtains
much better performances of trend prediction on the MA data of Forex rates.
Figure 6.5 shows the actual and predicted time series by the modular SVR network and the con-
ventional SVR. For example, in the prediction of US Dollar exchange rate against EURO (EUR/USD)
between day 400∼460 which has sudden sharp falls and steep rises, the proposed modular SVR
network model could closely follow the actual rate whereas conventional SVR suffered from gross
deviation. Compared with conventional SVR, the ability of the modular SVR network to closely
follow the actual rate in such a situation will also make a significant difference in the outcome of
financial gain in the trading system.
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6.5 Conclusions
In time series prediction, it is important to build an efficient regression model for reflecting the
potential relationship between the input variables and the output. In this chapter, we introduced a
regression model – the modular SVR network, for solving this problem in the price domain. Dif-
fering from the existing methods, we use the price domain partition of data as the preprocess of
training. The partition is implemented based on the support and resistance levels calculated by Fi-
bonacci Retracement. Several SVRs are built to describe the characters of data and the relationship
between input variables and the sub-targets in price subregions. The outputs of these SVRs are used
as the input of the prediction layer. Using another SVR as a combinator, we can obtain the final
result. Because the whole price domain is partitioned into some subregions and separately dealt
with, the problem caused by the unstable statistical properties of Forex time series in price domain
can be solved to a certain extent. The proposed approach was experimented on 5 different Forex
time series. Experimental results show that our method performs better than the conventional SVR
model.
Chapter 7
Conclusions
7.1 Summary
Pattern recognition techniques have evolved rapidly over the past several years. They have been
used in many real-world applications. With the development of the data mining, image processing,
signal processing and some other techniques in different real-world problems, pattern recognition
techniques have to face some new challenges.
This work is motivated by recent trends which indicate that workloads on pattern recognition
systems have changed dramatically over the past few years, with a greater emphasis on applications
such as gene databases, media processing, communications, and so on.
Size of databases, dimension of samples, and kind of noises are all increased observably in
the real-world applications. In addition, imbalance of data is also a challenge. As an algorithm
with outstanding performances and constructed based on statistical theories, SVMs are widely used
in real-world applications. However, it is still hard to construct an effective and efficient pattern
recognition system for dealing with these real-world problems.
In this thesis, some improved algorithms and architectures of SVMs are proposed to solve these
problems. Multi-SVM systems are constructed based on these improved single SVMs for obtaining
better recognition performances. The following are the main conclusions of this thesis:
• A fast SVM training method based on the separation boundary detection technique is pro-
posed for solving the challenge of large training data.
• A feature selection based on correlation-based feature clustering and SVM-based feature
ranking is proposed for solving the challenge of high dimensional input.
• A classification model using a fuzzy decision-making separation boundary is proposed for
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solving the challenges of noises and interaction.
• A weighted harmonic mean offset is proposed for solving the challenges of data imbalance.
• A multiple SVM classifier system based on piecewise partition and interpolation is proposed
for gaining better performances in classification problems.
• A modular SVR predictor system based on the price domain partition is proposed for solving
time series prediction problems.
7.2 Topics for Future Research
Although a lot of progress has been made, there are still many aspects that need further investiga-
tions.
• The separation boundary detection technique is quite crucial in fast SVM training. More
research can be done in developing novel boundary detection methods in an optimal way.
• The identification of the number of clusters is also important in the proposed feature selection
approach. The identification method might be improved in future research.
• In this thesis, we use correlation coefficient and information gain as the criterion of correlation
analysis. The choice of the criterion or some more effective standards might be studied.
• Although fuzzy decision-making is a flexible separation boundary and has proven to be able
to obtain better performance, an automatically adjustive model is expected. Therefore, the
parameters and offset might be adjusted automatically.
• The use of more prior knowledge, in partition of training data, may give a better performance
in multiple SVM pattern recognition systems.
Appendix A
A Review of Pattern Recognition
Systems
In this appendix, we will give a brief review of pattern recognition systems and some useful defini-
tions in these systems.
A.1 Patterns
Patterns are the means by which we interpret the world. We are performing the task of pattern
recognition at every instant of our lives. The ease with which humans classify and describe patterns
often leads to the incorrect assumption that this capability is easy to automate [2].
Pattern recognition is naturally based on patterns. A pattern can be as basic as a set of measure-
ments or observations, perhaps represented in a vector or matrix notation. The use of measurements
already presupposes some preprocessing and instrumentation system complexity. These measure-
ments could be entities such as blood rate, temperature, volume, age, and the like. Moreover, a
pattern can be converted from one representation to another.
A.2 Features
In general, features are any extractable measurement used. Examples of low-level features are
signal frequency, sample weight. Features can be symbolic (e.g. color), numerical (e.g. length) or
a combination of both. Applying feature extraction to the input data can result in features as well.
Additionally, features may be on a higher level of entities: for example, geometric descriptors, such
as aspect ratio of an ellipse. Features may be represented by binary variables (e.g. yes/no), discrete
(limited values) or continuous variables.
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Figure A.1: Mapping in an abstract representation of pattern classification systems.
A.3 Feature Selection
Feature selection is one of the major tasks in any automatic pattern recognition system. The main
objective of feature selection is to retain the optimum salient characteristic necessary for the recog-
nition process and to reduce the dimensionality of the measurement space, so that effective and
easily computable algorithms can be devised for efficient classification. It is important that the ex-
tracted features are relevant to the particular task at hand. Also note that errors or noise can be
introduced when extracting features.
The problem of feature selection has two aspects: the selection of an optimal subset from the
available features and the formulation of a suitable criterion to evaluate the goodness of a set of
features. In some cases there are mathematical tools that help in feature selection. In other cases,
simulation may aid in the choice of appropriate features.
A.4 Pattern Recognition
Basically, pattern recognition is about information mapping, information labeling or information
reduction [2]. An abstract view of the pattern recognition classification problem is depicted in
Figure A.1.
The class-membership space C denotes an abstract domain for classes c1, c2, c3. Via a relation
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Gi{i = 1, 2, 3}, each class ci is mapped to a subset of patterns in pattern space P , where the i-th
pattern is denoted by pi. These subspaces may overlap, allowing patterns from different classes
to share characteristics. Another relation, F , maps patterns from subspaces of P into features or
measured patterns, denoted by fi. Using this concept, the characterization of pattern recognition
problems is simply that, given measurement fi, we want to invert the mappings F and G for all i.
In practice, however, these mappings are rarely invertible, more often not 1:1 (one-to-one) func-
tions. As illustrated in Figure A.1, identical measurements may result from different subsets of
pattern pi, which in turn correspond to different underlying classes. It should also be noted that
patterns that are generated by the same class (e.g. p1 and p2, from c1) although close in pattern
space P , do not necessarily yield close measurements (f1 and f3 in this case). This is significant
when a clustering of features is used to measure pattern similarity.
A.5 Correct Classification Rate
There are many statistical methods for evaluating and estimating the performance of a classifier.
Some of the best known methods are leave-one-out (loo), N-fold cross validation and bootstrapping
methods [3, 6]. The goal should be to obtain as honest as possible an estimation about the classifi-
cation accuracy of the system. The correct classification rate, or sometimes called accuracy, shows
the proportion of correct classifications to the total number of classification tests. However this test
depends on the assessment setup.
It is always expected that a classifier can reach a performance as high as possible, but overfitting
should be avoided. This problem might occur as the classifier fits too much to the training data, but
cannot generalize well to new data. A common setup to fairly measure classification performance is
by dividing the total number of data into a training set, a validation set and a test set. The classifier
is trained with the training set, while the validation set is used to decide when to stop training (i.e.
when a minimal error on this validation set is reached). The test data are only used after the training
by means of which an independent classification performance can be measured. Figure A.2 depicts
this classification setup.
Unfortunately in real-world problems, it is sometimes very difficult to have a large dataset. With
the limited available number of data, a trade-off should be taken to divide the dataset into a training
set and a test set, e.g. 2/3 of the dataset are used as training data while the rest is used later as test
data.
Sometimes, leave-one-out cross validation also can be used as a method to estimate the classifier
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Figure A.2: The dataset is divided into a training, validation and test set. The validation set is used
in the training process to obtain a good generalization, e.g. to avoid overfitting. The test set is used
to measure the performance of the classifier on the independent/unseen data.
performance in unbiased manner. Here, each step one data point is left out and the classifier is
trained using the rest and then the classifier is applied to the left out data point. This procedure
is repeated such that each data point is left out once. Classification performance is calculated by
taking the average of the number of correct classifications.
A.6 Conclusions
This appendix introduced the terminologies in a typical pattern recognition system. The flow of
information from the observed object, features are extracted and results in recognition. The signif-
icance of classification performance measures are briefly explained. Some basic terms commonly
used in pattern recognition are mentioned as they are used in this thesis.
Appendix B
Linear Classification
In this appendix, we will discuss the binary classification problem which is most common in pattern
recognition, explain the basic idea of linear classification and introduces some approaches for linear
cases.
B.1 Binary Classification Problems
A simple classification task is to categorize a set of objects, classifying them into two groups on
the basis of whether they have some properties or not [15]. This is also called binary classification.
Some typical examples are:
• medical testing to determine if a patient has a certain disease or not (the classification property
is the disease)
• deciding whether an email is a spam or not (the classification property is having (un-)wanted
content, in the simplest case)
• quality control in factories; i.e. deciding whether a new product is good enough to be sold, or
if it should be discarded (the classification property is passing certain criteria)
Suppose we are given a task of classifying a group of 100 people into two classes: healthy
people and unhealthy people. Surely this task is not straightforward as healthiness can be defined in
different ways. A very simple approach will be taken for this example [15].
A first common measurement is the body temperature. Normal body temperature is considered
to be 37 degrees Celsius [101]. Body temperature can vary a half degree Celsius above or below 37
°C. and still be considered “normal”.
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Figure B.1: Example of separating healthy and unhealthy persons based on the body temperature.
If we take as a criterion for an unhealthy person as having a higher body temperature (to have
fever), and assume that starting from 37.5 degrees Celsius a human is considered as unhealthy, then
a line can be drawn to roughly separate these two classes as shown in Figure B.1.
However, body temperature varies with many factors including level of activity. For example,
food, extra clothing, excitement, and anxiety can all raise the body temperature. A womans men-
strual cycle can also elevate temperature by one degree or more. Therefore rather than a crisp border,
a more natural way to describe the problem is by drawing a distribution. Using the measurement
on the population a mean temperature of 37 degree for healthy persons is taken, with half degree
of variation, while for unhealthy persons a mean of 38.5 degree Celsius is taken with 1 degree of
variation.
A histogram as shown in Figure B.2 gives a better view of the classification, but it is still very
difficult to correctly classify a particular person, whose body temperature is located in the range
covered by both histograms.
Additional measurements can be added to improve this. Although there are many possible
signs of illness, e.g. pale face, red eyes, they should be quantifiable, such as body weight changes,
blood pressure or a measure of concentration time. One can take the blood pressure as additional
measurement, and assume a person is healthy for blood pressure up to 120 mmHg, otherwise he/she
is considered abnormal (blood pressure above 120 mmHg). Now, a pair of values (or a vector)
[body temp blood press]T can be used to represent each person as shown in Figure B.3. The
additional element of the vector permits us to draw the classification problem in two-dimensions
(2D). Extending the dimensionality adds a new degree of freedom. Separation can be done not
only by a single threshold point, but by a line. In higher dimensions, it will be called separating
hyperplane.
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Figure B.2: Example of separating healthy and unhealthy persons based on the body temperature
distribution.
B.2 Linear Classification
The simplest form of discriminant function is linear. Linear discriminant function f(x) can be
written as
f(x) = wTx+ b (B.2.1)
where w = [w1, w2, . . . wl]T is known as the weight vector and b as the bias. If x1, x2 are two
points on the decision hyperplane, then the following is valid
0 = wTx1 + b = wTx2 + b⇒ wT (x1 − x2) = 0 (B.2.2)
Since the difference vector x1 − x2 obviously lies on the decision hyperplane for any x1, x2, it is
clear that the vector w is orthogonal to the decision hyperplane. Figure B.4 illustrates this linear
classification.
The distance d and z can be easily calculated by
d =
|b|√
w21 + w
2
2
z =
|f(x)|√
w21 + w
2
2
(B.2.3)
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Figure B.3: Binary classification problem.
In other words, |f(x)| is a measure of Euclidean distance of the point x from the decision
hyperplane. On one side of the plane f(x) has positive values and on the other negative. In the
special case b = 0 the hyperplane passes through the origin.
Some criteria commonly used in classification are distance measure, Bayes decision rule, and
likelihood. In the following those criteria are explained:
• Distance measure is the simplest and most direct approach to classify data points. Basically,
the idea is to classify a data point into the class closest to it. The Euclidean distance and
Mahalanobis distance are the two most common definitions. Suppose we have K classes
with (µi, Si) as the known parameter set of class i, where µi is the reference vector of class i
and Si is the covariance. The Euclidean distance of an observation vector x from class i is
di(x) =
√
‖x− µi‖2 (B.2.4)
while Mahalanobis distance of vector x can be written as
di(x) =
√
(x− µi)TS−1i (x− µi) (B.2.5)
The Euclidean distance is in fact a special case of the Mahalanobis distance.
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Figure B.4: Linear classification. f(x) > 0 above the line, and f(x) < 0 below the line.
• Bayes decision rule is based on the assumption that classification problems can be charac-
terized in probabilistic terms and all of the relevant probabilities are known. An observation
vector will be assigned to the class that has the largest posterior probability p(cj |x). Suppose
there are k classes c1, c2, . . . , ck, and the known a priori probability of each class is denoted
by P (ci), i = 1, 2, . . . , k and the conditional probability density by p(x|ci), i = 1, 2, . . . , k,
then the posteriori probability can be calculated with Bayes rule:
p(cj |x) = p(x|cj)P (cj)
p(x)
=
p(x|cj)P (cj)∑k
i=1 p(x|ci)P (ci)
(B.2.6)
• The likelihood criterion is a special case of Bayes decision rule. Assuming that all of the
a priori probabilities P (ci) are equal and the distribution of the classes are normal (x ∼
N (µi, Si), i = 1, 2, . . . , k. Then p(cj |x) = p(x|cj) and we have
p(x|cj) = 12pi|Si|1/2
exp−
1
2
(x−µi)T (x−µi) (B.2.7)
If the parameters of a class are known, the likelihood is in fact the prob- ability density func-
tion of the class. The logarithm of the likelihood is usually taken to simplify the calculation.
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The log-likelihood is written in the following form:
Pi(x) = −12 ln |Si| −
n
2
ln 2pi − 1
2
(x− µi)TS−1i (x− µi) (B.2.8)
However, in practical applications the class probability densities as well as the prior class prob-
abilities may be unknown. One approach is by estimating the class probability densities from the
training data and use the estimated class probability densities together with the prior class distribu-
tions to construct the decision rule.
Another approach is by assuming that the classes are distributed normally. The major reasons
for the popular use of this Gaussian distribution are its computational tractability and the fact that
it models adequately a large number of cases. The mean and the covariance matrices can then
be estimated from the given data set. If both classes are assumed to have also equal covariance
matrices, a linear discriminant analysis can be applied for this problem.
B.3 Linear Discriminant Analysis (LDA)
The Linear Discriminant Analysis originally designed by Fisher for taxonomic classification [23].
Suppose L represents the linear transformation that maps the original n-dimensional space onto a
m-dimensional feature subspace where normally m ¿ n. The new feature vectors zk ∈ Rm are
defined by zk = LTx, k = 1, . . . , N .
LDA searches for those vectors in the underlying space that best discriminate among classes
(rather than those that best describe the data). More formally, given a number of independent
features relative to which the data is described, LDA creates a linear combination of these which
yields the largest mean differences between the desired classes.
For all samples of the classes, we define two measures [24]. The first one is called within-class
scatter matrix, as given by
Sw =
nC∑
j=1
Nj∑
k=1
(xjk − µj)T (B.3.1)
where xjk is the kth sample of class j, µj is the mean of class j, nC is the number of classes, and Nj
is the number of samples in class j.
The second measure is called between-class scatter matrix
Sb =
nC∑
j=1
(µj − µ)(µj − µ)T (B.3.2)
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where µ represents the mean of all classes.
The goal is to maximize the between-class measure while minimizing the within-class measure.
A common way to do this is by maximizing the ratio det(Sb)det(Sw) . It has been proven that if Sw is a
nonsingular matrix then this ratio is maximized when the column vectors of the projection matrix,
L, are the eigenvectors of S−1w Sb [23]. However, it should be noted that there are at most nC − 1
nonzero generalized eigenvectors and, so, an upper bound on m is nC − 1. We also require at
least n+ nC samples to guarantee that Sw does not become singular. Problems arise when dealing
with high dimensional data. The main difficulty in this case lies in the fact that the within-class
scatter matrix is almost always singular, therefore the standard algorithm cannot be used. Another
disadvantage is a high computational complexity of solving S−1w Sb when working with the high
dimensional input space. To solve this [25, 26] propose the use of an intermediate space. Principal
Component Analysis is performed to reduce the dimensionality of the data, followed by applying
LDA to this data in the reduced dimension. This method was shown efficient by empirical testing
but had no theoretical background upon which it was proven correct [102].
B.4 Principal Component Analysis (PCA)
Principal Component Analysis is one of the simplest and common statistical methods to reduce
high-dimensional data. It consists of a transformation from the original variables into a new set
of uncorrelated variables, called principal components (PCs). These new variables are linear com-
binations of the original ones ranked in decreasing order of importance and the number of PCs is
determined by the cumulative variance explained by the first components. If the original variables
are highly correlated, then the first few PCs will account for most of the variation and the remain-
ing PCs can be discarded with slight loss of information. The more PCs are used the better the
reconstructed data fits the original noisy data.
Basically PCA maps data into an orthogonal space, where the axes of this new coordinate system
lie along the direction of maximum variance of the original data. By this transformation, it allows
the mapping of vectors x ∈ Rn into a lower dimensional vectors z ∈ Rm with m < n. The
covariance matrix can be estimated by
Sˆ =
1
N − 1
N∑
k=1
(xk − µ)(xk − µ)T (B.4.1)
where µ = 1N
∑N
k=1 xk and computes the eigenvalue decomposition
Sˆui = λiui (B.4.2)
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Taking the m largest eigenvalues and their corresponding eigenvectors, the score or transformed
variables can be calculated using
zi = uTi (x− µ), i = 1, . . . ,m (B.4.3)
In signal processing, PCA is expected to eliminate a significant number of dimensions by par-
titioning the feature space into subspaces of signal and noise. This is assuming that most of the
variance in the data set will be explained by the signal and small contribution by the noise. In this
case, taking some PCs which cover a certain amount of variance, e.g. 75%, will significantly reduce
the dimension while keeping most information and filtering out noise.
PCA is a useful method for reducing the dimensionality of spectral data because if often works
well when the underlying dimensionality of the input space is small. However, it is only appropriate
if the underlying relationship between the variables are linear, and most of the variance in the data
corresponds to the signal rather than the noise.
B.5 Conclusions
A common way to categorize data into different classes is by creating a linear classification. How-
ever, in certain practical applications the dimensionality of the data in the problem space may be
very high and it is computationally very expensive. If the underlying relationship between the vari-
ables are linear, PCA can be applied to reduce the dimensionality. Otherwise, for a more complex
problem, a nonlinear mapping is needed to achieve a better classification.
Appendix C
Kernel-based Classification
In this appendix, we will focus on the kernel-based classifiers, especially the idea of SVM. And
some criteria which commonly used are also mentioned.
C.1 Introduction
This section presents the kernel-based classification. The section introduces the idea of maximal
margin classification, optimal separating hyperplane, followed by kernel methods as the basis for
the extension towards nonlinear classification as introduced by Vapnik, which is called Support
Vector Machines (SVM).
C.2 Maximal Margin Classifiers
Consider the class of hyperplanes wTx + b = 0, w ∈ Rn, b ∈ R, corresponding to a decision
function
f(x) = sign(wTx+ b) (C.2.1)
First, we consider the case of linearly separable data. A hyperplane can separate two classes of
data in many possible ways (see Figure C.1 left). There is no unique separating hyperplane, unless
we add a criterion to decide which is the best or the optimal separating hyperplane.
Basically the idea of learning from examples is to recognize the pattern of a class by examining
the training points corresponding to that class. New data points are assumed to lie somewhere
around the known training data. Therefore, a hyperplane should be chosen such that a small shift of
the data does not result in prediction change. If the distance between the separating hyperplane and
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Figure C.1: Linear classification: (left) example of classification problem where the separating
hyperplane is not unique, (right) example of a unique hyperplane which corresponds to a maximal
margin of the closest points to the separating hyperplane.
the training points becomes too small, even test examples very close to the training samples may be
classified incorrectly.
Based on this idea, Vapnik and Chervonenkis presumed that the generalization ability depends
on the distance between the hyperplane and the training points. They introduced the Generalized
Portrait, a learning algorithm for separable problems, by constructing a hyperplane which maxi-
mally separates the classes (maximum margin):
max
w,b
min{‖x− xk‖ : x ∈ Rn, wTx+ b = 0, k = 1, . . . , N} (C.2.2)
To show how this hyperplane can be constructed in an efficient way, we need to start with some
definitions.
Definition C.2.1. (Separability)
A training set D = {(x1, y1), . . . , (xN , yN ) : xk ∈ Rn, yk ∈ {−1,+1}} is called separable by a
hyperplane wTx + b = 0 if there exist both a unit vector w (‖w‖ = 1) and a constant b such that
the following equalities hold:
wTxk + b ≥ +1 for yk = +1 (C.2.3)
wTxk + b ≤ −1 for yk = −1 (C.2.4)
The hyperplane defined by w and b is called a separating hyperplane.
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Definition C.2.2. (Margin)
Consider separating hyperplane H as defined by wTx+ b = 0.
• the margin ζk(w, b) of a training point xk is defined as the distance between H and xk:
ζk(w, b) = yk(wTx+ b) (C.2.5)
• the margin ζD(w, b) of a set of vectors D = x1, . . . , xk is defined as the minimum distance
from H to the vectors in D:
ζD(w, b) = min
xk∈D
ζk(w, b) (C.2.6)
Now consider the unit vector w∗ and the constant b∗ which maximize the margin of the training
set ζ(w, b) and also satisfy the condition (C.2.3) and (C.2.4). This pair of (w∗, b∗) defines the
hyperplane which separates the positive from the negative examples with the largest margin. This
hyperplane is also called maximal margin hyperplane or optimal separating hyperplane.
Definition C.2.3. (Optimal separating hyperplane)
The Optimal hyperplane of a training set D is defined by
(w∗, b∗) = argmax
w,b
ζD(w,b) (C.2.7)
Vapnik proves on the uniqueness of the optimal separating hyperplane in [7]. With a unique w∗ we
can describe b∗ by
b∗ =
1
2
(min
k∈I+
w∗xk −max
k∈I−
w∗xk) (C.2.8)
where I+ = {k|yk = +1} and I− = {k|yk = −1}.
C.3 Construction of the Optimal Hyperplane
Given a training set D = {(x1, y1), . . . , (xN , yN ) : xk ∈ Rn, yk ∈ {−1,+1}}, the optimal sepa-
rating hyperplane is the solution to the optimization problem
max ζD(w, b)
subject to ζD(w, b) > 0 (C.3.1)
‖w‖ = 1
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However, solving (C.3.1) is not straightforward, it involves nonlinear constraints, while the
objective function itself is neither linear nor quadratic. We can rewrite the optimization problem
equivalently as
min
1
2
‖w‖2 (C.3.2)
subject to wTx+ b ≥ +1 for yk = +1
wTx+ b ≤ −1 for yk = −1
Theorem C.3.1. (Vapnik) [7] Vector w0 that solves problem (C.3.2) is related to the vector w∗
solving problem (C.3.1) by the equality
w∗ =
w0
‖w0‖ (C.3.3)
This implies that the construction of the optimal hyperplane first needs to solve problem (C.3.2)
with linear constraints, where the constraints can be simplified as
yk(wTxk + b)− 1 ≥ 0, k = 1, . . . , N (C.3.4)
The Lagrangian for this problem is
L(w, b, e;α) = 1
2
wTw −
N∑
k=1
αk{yk[wTxk + b]− 1} (C.3.5)
with Lagrange multipliers αk ≥ 0 for k = 1, . . . , N . The solution is characterized by the saddle
point of the Lagrangian
max
α
min
w,b
L(w, b;α) (C.3.6)
This leads to {
∂L
∂w = 0→ w =
∑N
k=1 αkykxk
∂L
∂b = 0→
∑N
k=1 αkyk = 0
(C.3.7)
with resulting classifier
y(x) = sign[
N∑
k=1
αkykx
T
k x+ b] (C.3.8)
Elimination of w from (C.3.5) with (C.3.7) gives the following Quadratic Programming (QP)
problem as the dual problem in the Lagrange multipliers αk
max
α
JD(α) = −12
N∑
k,l=1
ykylx
T
k xlαkαl +
N∑
k=1
αk (C.3.9)
such that
N∑
k=1
αkyk = 0
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Note that this problem is solved in α = [α1 . . . αN ], and not in w. This QP problem has a
number of interesting properties [8]:
• global and unique solution:
The matrix related to the quadratic term in α in this quadratic form is positive definite or
positive semidefinite. In the case that the matrix is positive definite (all eigenvalues strictly
positive) the solution α to this QP problem is global and unique [9]. When the matrix is pos-
itive semidefinite (all eigenvalues are positive with some zero eigenvalues) then the solution
is global but not necessarily unique. It may happen that the solution of (w, b) is unique but α
not. In terms of w =
∑
k αkykxk this means that there may exist equivalent expansions of w
which require fewer support vectors.
• sparseness:
An interesting property is that many of the resulting αk values are equal to zero. Hence the
obtained solution is sparse. This means that in the resulting classifier the sum should be taken
only over non-zero αk values instead of all training data points:
y(x) = sign[
#SV∑
k=1
αkykx
T
k x+ b] (C.3.10)
where #SV is the number of support vectors.
• geometric meaning of support vectors: The support vectors obtained from the QP problem
are located close to the decision boundary.
• non-parametric/parametric issues: Note that the size of the solution vector α grows with
the number of data points N . It means, the dual problem actually corresponds to a non-
parametric approach, while in the primal problem it is parametric because the size of w is
fixed independently of the number of data points. As a consequence, for large data sets it
might be advantageous to solve the primal problem but in higher dimensional input space it
is better to solve the dual problem as the size of the solution vector α does not depend on the
dimension n of the input space.
C.4 Optimal Hyperplane for Linearly Nonseparable Case
In the previous subsection the SVM solution of a linearly separable classification problem is ex-
plained. However, in most real life problems we deal with noisy data which will render simple
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linear separation impossible. No feasible solution to the margin maximization problem can be
found, due to the fact that the objective function (i.e. the dual Lagrangian) is growing arbitrarily
large.
To generalize the previous result with this case, we need to relax the separability constraints,
tolerating some misclassifications in the overlapping region. For each violation of the constraints
will be punished with a misclassification penalty.
Cortes and Vapnik in 1995 gave the extension of linear SVM to the nonseparable case [27].
Basically it is done by introducing positive slack variable ξk in the constraints. The inequalities are
transformed to
yk[wTxk + b] ≥ 1− ξk, k = 1, . . . , N (C.4.1)
We are interested in the smallest slack variable satisfying
ξk = max{0, 1− yk[wTxk + b]} (C.4.2)
It measures how many points fail to have a margin of 1/‖w‖. The values of ξk indicate where
xk lies compared to the separating hyperplane.
• ξk ≥ 1: yk[wTxk + b] < 0, misclassification;
• 0 < ξk < 1: xk is classified correctly, but lies inside the margin;
• ξk = 0: xk is classified correctly, and lies outside the margin or exactly on the margin
boundary.
In the primal weight space the optimization problem becomes
min
w,b,ξ
JP = 12w
Tw + c
N∑
k=1
ξk (C.4.3)
such that
{
yk[wTxk + b] ≥ 1− ξk, k = 1, . . . , N
ξk ≥ 0, k = 1, . . . , N
where c is a positive real constant. We should then consider the following Lagrangian
L(w, b, ξ;α, v) = JP(w, ξ)−
N∑
k=1
αk(yk[wTxk + b]− 1 + ξk)−
N∑
k=1
vkξk (C.4.4)
with Lagrange multipliersαk ≥ 0, vk ≥ 0 for k = 1, . . . , N . The second set of Lagrange multipliers
is needed due to the additional slack variables ξk. The solution is given by the saddle point of the
Lagrangian:
max
a,v
min
w,b,ξ
L(w, b, ξ;α, v) (C.4.5)
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One obtains 
∂L
∂w = 0→ w =
∑N
k=1 αkykxk
∂L
∂b = 0→
∑N
k=1 αkyk = 0
∂L
∂ξk
= 0→ 0 ≤ αk ≤ c, k = 1, . . . , N
(C.4.6)
which gives the following dual QP problem after substituting (C.4.6) into (C.4.4):
max
α
JD = −12
N∑
k,l=1
ykylx
T
k xlαkαl +
N∑
k=1
αk (C.4.7)
such that
{ ∑N
k=1 αkyk = 0
0 ≤ αk ≤ c, k = 1, . . . , N
In comparison with the linearly separable case (C.4.1) this problem has additional box constraints.
C.5 Kernel-based Classifiers
In the previous sections we have seen how linear classifiers in the input space can easily be solved
by standard optimization techniques. Although linear classifiers are easy to handle, they sometimes
pose severe restrictions on the learning task. The target concept may be too complex to be expressed
as a linear combination of the given attributes. This problem can be overcome by an approach called
kernel technique, which dates back to the early 1960s and was introduced as the method of potential
functions by Aizerman et al. [28]
Let x ∈ D ⊆ Rn denote a real valued random input vector, and y ∈ {−1,+1} discrete real
valued random output variable and let Ω ⊆ RnH denote a high dimensional feature space. The SVM
method basically maps the input vector x into the high dimensional feature space Ω through some
nonlinear mapping ϕ : D → Ω. In this feature space, one consider the linear function
f(x) = sign[wTϕ(x) + b] (C.5.1)
This linear function may generalize well in solving classification problems, however, it remains
a problem to solve the calculation in the high dimensional feature space. Interestingly, no explicit
construction of the nonlinear mapping ϕ(x) is needed. This is motivated by the following result.
The inner product in the feature space ϕ(xk)Tϕ(xl) can be replaced with the corresponding kernel
K(xk, xl) satisfying Mercer’s condition.
Theorem C.5.1. (Mercer) [29] Let K ∈ L2(C),g ∈ L2(C) where C is a compact subset of Rd. To
guarantee that a continuous symmetric function K has an expansion
K(t, z) =
∞∑
k=1
akφ(t)φ(z) (C.5.2)
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with positive coefficients ak > 0, it is necessary and sufficient that the condition∫
C
∫
C
K(t, z)g(t)g(z)dtdz ≥ 0 (C.5.3)
be valid for all g ∈ L2(C).
Suppose w =
∑N
k=1 αkϕ(xk), and based on the Mercer theorem above, the linear function in
the feature space (C.5.1) has the following equivalent representation in input space
f(x) = sign[
N∑
k=1
αkK(x, xk) + b], b ∈ R, αk ∈ R (C.5.4)
where xk are vectors and K(x, xk) is a given function satisfying Mercer’s condition. While in the
primal space the parameter w may have a range over an “infinite dimensional” parameter set, in the
dual problem the dimension of the parameter vector α grows with the number of data points.
Using Mercer’s theorem to replace the inner product ϕ(xk)Tϕ(xl) with its corresponding kernel
K(xk, xl) is often called the kernel trick. It enables us to work in a huge dimensional feature
space without actually having to do explicit computations in this space. Computations are done in
another space after applying this kernel trick. In the case of support vector machines, one starts
from a formulation in the primal weight space with a high dimensional feature space by applying
transformations ϕ(·). The solution is calculated not in this primal weight space, but in the dual space
of Lagrange multipliers after applying the kernel trick. In this way classification is done implicitly
in a high dimensional feature space rather than in the original input space.
C.6 Nonlinear SVM Classifiers
By combining the idea of an optimal separating hyperplane with a kernel induced mapping to a high
dimensional feature space, we extend the idea from linear to nonlinear classifiers. One can formally
replace x by ϕ(x) and apply the kernel trick where possible. However, notice that ϕ(x) can be
infinite dimensional, and hence also the w vector. While for linear SVM one can in fact equally
well solve the primal problem in w as the dual problem in the support values α, this is no longer
the same for the nonlinear SVM case because in the primal problem the unknown w can be infinite
dimensional.
With slight modification, for the nonlinear case we can write
wTϕ(xk) + b ≥ +1 for yk = +1 (C.6.1)
wTϕ(xk) + b ≤ −1 for yk = −1 (C.6.2)
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which is equivalent to
yk[wTϕ(xk) + b] ≥ 1, k = 1, . . . , N (C.6.3)
in the case of separable data. The classification can be written as
yk = sign[wTϕ(x) + b] (C.6.4)
The optimization problem becomes
min
w,b,ξ
JP = 12w
Tw + c
N∑
k=1
ξk (C.6.5)
such that
{
yk[wTϕ(xk) + b] ≥ 1− ξk, k = 1, . . . , N
ξk ≥ 0, k = 1, . . . , N
The Lagrangian is constructed:
L(w, b, ξ;α, v) = JP (w, ξ)−
N∑
k=1
(αkyk[wTϕ(xk) + b]− 1 + ξk)−
N∑
k=1
vkξk (C.6.6)
with Lagrange multipliers αk ≥ 0, vk ≥ 0 for k = 1, . . . , N . The solution is given by the saddle
point of the Lagrangian:
max
a,v
min
w,b,ξ
L(w, b, ξ;α, v) (C.6.7)
This leads to 
∂L
∂w = 0→ w =
∑N
k=1 αkykϕ(xk)
∂L
∂b = 0→
∑N
k=1 αkyk = 0
∂L
∂ξk
= 0→ 0 ≺ αk ≺ c, k = 1, . . . , N
(C.6.8)
The dual problem becomes
max
α
JD(α) = −12
N∑
k,l=1
ykylK(xk, xl)αkαl +
N∑
k=1
αk (C.6.9)
such that
{ ∑N
k=1 αkyk = 0
0 ≤ αk ≤ c, k = 1, . . . , N
In this quadratic form, the kernel trick is applied
K(xk, xl) = ϕ(xk)Tϕ(xl) (C.6.10)
for k = 1, . . . , N . Finally the nonlinear SVM classifier takes the form
y(x) = sign[
N∑
k=1
αkykK(x, xk) + b] (C.6.11)
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with αk positive real constants which are the solution to a QP problem. The next problem is the
determination of the constant b. Karush-Kuhn-Tucker (KKT) complementarity conditions state that
the product of the dual variables and the constraints should be zero at the optimal solution [9].
Therefore, using the KKT conditions, it yields
∂L
∂w = 0→ w =
∑N
k=1 αkykϕ(xk)
∂L
∂b = 0→
∑N
k=1 αkyk = 0
∂L
∂ξk
= 0→ c− αk − vk = 0
αk{yk[wTϕ(xk)− 1 + ξk]} = 0, k = 1, . . . , N
vkξk = 0, k = 1, . . . , N
αk ≥ 0, k = 1, . . . , N
vk ≥ 0, k = 1, . . . , N
(C.6.12)
From vkξk = 0 we have for the solutions w∗, b∗, ξ∗, α∗, v∗ to this problem that ξ∗k = 0 for
α∗k ∈ (0, c). Hence
yk[wTϕ(xk) + b]− 1 = 0 for αk ∈ (0, c) (C.6.13)
which means that one can take any training data point for which 0 ≤ αk ≤ c and use that equation
to compute the bias term b.
Some properties of the nonlinear SVM classifier and its solution are the following [8]:
• choice of kernel function:
Four common choices of kernels are
1. K(x, z) = xT z (linear SVM))
2. K(x, z) = (τ + xT z)d (polynomial SVM of degree d)
3. K(x, z) = exp(−‖x− z‖22/σ2) (RBF kernel)
4. K(x, z) = tanh(κ1xT z + κ2) (Multilayer Perceptron/MLP)
The Mercer condition holds for all σ values in the RBF kernel case and τ values in the
polynomial case but not for all possible choices of κ1, κ2 in the MLP case.
• global and unique solution:
As in the linear SVM case the solution to the convex QP problem is again global and unique
provided that one chooses a positive definite kernel for K(·, ·). This choice guarantees that
the matrix involved in the QP problem is positive definite as well, and the kernel trick is
applicable. For a positive semidefinite kernel the solution to the QP problem is global but not
necessarily unique.
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• sparseness:
As for the linear SVM classifier case many αk values are equal to zero in the solution vector.
In the dual space the nonlinear SVM classifier takes the form
y(x) = sign[
#SV∑
k=1
αkykK(x, xk) + b] (C.6.14)
where the sum is taken over the non-zero αk values which correspond to support vectors xk
of the training data set.
• geometric meaning of support vectors:
The support vectors obtained from the QP problem are located close to the nonlinear decision
boundary.
• non-parametric/parametric issues:
Both the primal and the dual problem have neural network representation interpretations. The
problem in the primal weight space is parametric, while the dual is non-parametric. Note that
in the dual problem the size of the QP problem is not influenced by the dimension n of the
input space.
C.7 Conclusions
Support Vector Machines (SVM) is a method of calculating the optimal separating hyperplane in
the feature space. Optimal separating hyperplane is defined as the maximum-margin hyperplane in
the higher dimensional feature space.
The use of the maximum-margin hyperplane is motivated by statistical learning theory, which
provides a probabilistic test error bound which is minimized when the margin is maximized.
The parameters of the maximum-margin hyperplane are derived by solving a quadratic program-
ming (QP) optimization problem. There exists several specialized algorithms for quickly solving
the QP problem that arises from SVMs.
The original SVM was a linear classifier. However, Vapnik suggested using the kernel trick
(originally proposed by Aizerman). In the kernel trick, each dot product used in a linear algorithm is
replaced with a non-linear kernel function. This causes the linear algorithm to operate in a different
space. For SVMs, using the kernel trick makes the maximum margin hyperplane be fit in a feature
space. The feature space is a non-linear map from the original input space, usually of much higher
dimensionality than the original input space. In this way, non-linear SVMs can be created. If the
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kernel used is a radial basis function, the corresponding feature space is a Hilbert space of infinite
dimension.
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