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На даний час штучний інтелект проникнув в усі сфери людської діяльності. 
Однак виникає ряд проблем при аналізі об’єктів, а саме присутня апріорна неви-
значеність про стан об’єктів та аналіз відбувається в складній обстановці на 
фоні навмисних (природніх) завад та в умовах невизначеності. Найкращий вихід в 
цій ситуації знаходять в інтеграції з даними аналізу інформаційних систем і 
штучних нейронних мереж. Саме тому, в зазначеній статті розроблено удоско-
налений метод пошуку рішень для нейро-нечітких експертних систем. Запропо-
нований метод дозволяє підвищити оперативність та достовірність прийняття 
рішень про стан об’єкту. Підвищення оперативності досягається за рахунок ви-
користання нейро-нечітких штучних нейронних мереж, що еволюціонують, а та-
кож удосконаленої процедури їх навчання. Навчання нейро-нечітких штучних 
нейронних мереж, що еволюціонують, відбувається за рахунок навчання їх архі-
тектури, синаптичних ваг, виду та параметрів функції належності, а також за-
стосування процедури зменшення розмірності простору ознак. Також при аналізі 
об’єктів враховується ступінь невизначеності про їх стан. В запропонованому 
методі при виконанні пошуку рішення однакові умови обчислюються одноразово, 
що забезпечує прискорення проходження циклу перегляду правил та замість од-
накових умов правил використовуються посилання на них. При цьому досягається 
зменшення обчислюваної складності при прийнятті рішень та не відбувається 
накопичення помилки при навчанні штучних нейронних мереж в результаті обро-
бки інформації, що надходить на вхід штучних нейронних мереж. Проведено ап-
робацію використання запропонованого методу на прикладі оцінки стану радіое-
лектронної обстановки. Зазначений приклад показав підвищення оперативності 
оцінювання на рівні 20–25 % по оперативності обробки інформації. 
Ключові слова: штучний інтелект, радіоелектронна обстановка, інтеле-
ктуальні системи, системи підтримки прийняття рішень. 
 
1. Вступ 
В даний час у багатьох галузях людської діяльності для вирішення важли-
вих практичних завдань використовуються підходи на основі штучного інтеле-
кту. Для розв’язання неформалізованих або погано формалізованих задач, таких 
як навчання, діагностика, прогнозування, управління та вимірювання в склад-
них технічних системах успішно застосовуються експертні системи [1, 2]. 
Для даного класу інтелектуальних інформаційних систем характерно те, 






шення і пояснювати, чому було отримано той чи інший результат. Це досяга-
ється шляхом реалізації процедури логічного висновку на формалізованих 
знаннях про предметну область, про ті процеси, які в ній протікають, про зако-
номірності, яким підкоряються дані процеси [3, 5, 7]. 
Однак виникає ряд труднощів і проблем при аналізі об’єктів: 
1) аналіз відбувається на фоні навмисних та природніх завад; 
2) інтерпретація отриманих результатів залежить від досвіду особи, що 
приймає рішення, повноти додаткової інформації по конкретному завданні 
(умови невизначеності); 
3) висока динамічність зміни стану об’єкту та оточуючої обстановки; 
4) велика кількість ознак, що характеризують об’єкт та оточуючу обстановку; 
5) обмеженість часу на аналіз та прийняття рішень в умовах невизначеності.  
Найкращий вихід в цій ситуації знаходять в інтеграції з даними аналізу і 
штучних нейронних мереж (ШНМ). 
Ці обставини обумовлюють звернення до теорії експертних систем, де од-
ним з важливих обмежень при їх використанні є труднощі формулювання пра-
вил для машинної обробки. У цьому виді в експертній системі для оперативної 
вибірки знань повинна бути розроблена ефективна методологія фіксації, збере-
ження і використання експертних знань [4]. 
Альтернативний метод фіксування експертних знань, не використовуючи 
правила, полягає в застосуванні штучних нейронних мереж, використовуючи їх 
здатність до узагальнення, самонавчання і перенавчання. Їх перевага також по-
лягає в можливості роботи в режимі реального часу, швидкої адаптації до конк-
ретних ситуацій [8, 9]. 
Перераховані обставини зумовлюють появу невизначеності в умовах за-
вдання розпізнавання сигналів і нечітких висловлювань при їх інтерпретації, 
коли залучена додаткова інформація може бути неповною і оператор приймає 
рішення на підставі свого досвіду.  
Враховуючи зазначене, постає актуальним науковим завданням розробка 
удосконаленого методу пошуку рішень для нейро-фаззі експертних систем, з 
наступними властивостями: 
– здатний функціонувати в умовах невизначеності; 
– здатний функціонувати в умовах неповноти інформації; 
– проводити навчання архітектури та параметрів ШНМ. 
 
2. Аналіз літературних даних та постановка проблеми 
В статті [10] запропоновано використовувати нечіткі нейро-фаззі системи 
для прогнозування ефективності будівельних конструкцій. Зазначений підхід 
дозволяє проводити прогнозування ефективності будівельних конструкцій в 
умовах ймовірнісної так і неімовірнісної невизначеності. До недоліків зазначе-
ного підходу слід віднести неможливість здійснювати навчання архітектури та 
параметрів штучної нейронної мережі, а також накопичення помилки в ході ро-
боти системи. Зазначене не дозволяє отримувати достовірні результати після 5–







В статті [11] запропоновано використовувати нечіткі експертні системи для 
оцінки творчих здібностей людини. Зазначений підхід заснований на викорис-
танні апарату нечіткої логіки для оцінки творчих здібностей людини при підбо-
рі персоналу. До недоліків зазначеного підходу слід віднести накопичення по-
милки при проведенні процедур фазифікації та дефазифікації. Також в зазначе-
ному підході не враховується тип невизначеності. Зазначене не дозволяє оціни-
ти адекватність отриманих рішень. 
В статті [12] запропоновано використовувати нечіткі експертні системи для 
прогнозування навантаження на електричні мережі. Для прискорення рішення 
використовується генетичний алгоритм та алгоритм мурашиних колоній. До 
недоліків зазначеного підходу слід віднести накопичення помилки при прове-
денні процедур фазифікації та дефазифікації, а також не відбувається зниження 
розмірності простору ознак. До недоліків зазначеного підходу слід віднести на-
копичення помилки при проведенні процедур фазифікації та дефазифікації. Та-
кож в зазначеному підході не враховується тип невизначеності. Зазначене не 
дозволяє оцінити адекватність отриманих рішень. 
В статті [13] запропоновано інтелектуальну методологію оцінювання, за-
сновану на нечіткій логіці та експертних системах. Принцип цієї методології 
полягає у перетворенні абстрактних концепцій людської експертизи в числово-
му двигуні висновку, застосованому до оцінки. Тому воно відтворює когнітивні 
механізми експертів з оцінки. Наведено приклад здійснення, щоб порівняти цей 
метод із класичним та зробити висновки щодо його ефективності. Крім того, 
завдяки своїй гнучкості можливі різні види розширень шляхом оновлення ос-
новних правил та підлаштування під можливі нові архітектури та нові типи 
оцінювання. До недоліків зазначеного підходу слід віднести накопичення по-
милки при проведенні процедур фазифікації та дефазифікації, а також те, що не 
відбувається зниження розмірності простору ознак. Це в свою чергу вимагає 
проводити розрахунки всіх правил нечітких правил. 
В статті [14] запропоновано застосовувати адаптивну нейро-нечітку систему 
виводу для управління частотою обертів двигуна постійного струму, оптимізова-
ної за допомогою колективної інтелекту рою. Контролер, розроблений за нечіт-
кими правилами, має перевагу в експертних знаннях системи нечітких висновків 
та можливості навчання нейронних мереж. Разом з тим, зазначена нейро-нечітка 
система реалізує механізм навчання тільки за рахунок налаштування синаптичних 
ваг та не враховує невизначеність про стан об’єкту. Зазначений тип навчання при-
зводить до поступового отримання помилкових рішень. 
У статті [15] наводяться результати аналітичного огляду і порівняння най-
більш поширених технологій підтримки прийняття управлінських рішень: метод 
аналізу ієрархій, нейронні мережі, теорія нечітких множин, генетичні алгоритми і 
нейро-нечітке моделювання. Вказані переваги і недоліки цих підходів. Визначено 
сфери їх застосування. Показано, що метод аналізу ієрархій добре працює за умови 
повної початкової інформації, але в силу необхідності порівняння експертами аль-
тернатив і вибору критеріїв оцінки має високою часткою суб'єктивізму. Для задач 
прогнозування в умовах ризику і невизначеності обґрунтованим є використання те-






колективних рішень, яка застосовується як на загальних виборах, так і в групі екс-
пертів. Вона дозволяє скоротити час на погоджувальні наради для досягнення кон-
сенсусу шляхом попереднього аналізу всіх думок, які подаються на площині у ви-
гляді крапок. При цьому узгодженість думок визначається відстанями між ними. 
У статті [16] проведено розробку нечіткої експертної системи діагностики 
муковісцидозу. Результати показали, що запропонована система може використо-
вуватися як сильний діагностичний інструмент з точністю 93,02%, специфічністю 
89,29 %, чутливістю 95,24% та точністю 92,86% для діагностики муковісцидозу. 
Разом з тим, запропонована нечітка експертна система не реалізує механізм нав-
чання та не враховує невизначеність про стан об’єкту. 
У статті [17] проведено розробку методу оцінки ризику інформаційної без-
пеки на основі моделі дерева атаки з нечіткою теорією множин та технологією 
оцінювання ймовірності ризику, яка застосовується в сценарій ризику системи 
управління судном. Нечіткі числа та експертні знання використовуються для 
визначення факторів, що впливають на ймовірність листового вузла, а листкові 
вузли кількісно визначаються для отримання ймовірності інтервалу. До недолі-
ків запропонованого методу відноситься накопичення помилки в ході роботи та 
не врахування невизначеності про стан об’єкту. 
У статті [18] проведено створення нечіткої експертної системи для ранньої 
діагностики інфекцій, у новонароджених. Зазначена нечітка експертна система 
дозволяє проводити діагностування ранньої діагностики інфекцій за багатьма 
показниками. Разом з тим, зазначена система не здійснює зменшення простору 
ознак, що в свою чергу вимагає значних обчислювальних ресурсів системи. 
У статті [19] проведено створення нечіткої експертної системи з м’якою екс-
пертною множиною, що дозволяє перевірити адекватність інформації, що була 
надана експертом та підвищити точність оцінювання. Разом з тим, до недоліків 
зазначеного підходу слід віднести накопичення помилки оцінювання та не враху-
вання невизначеності про стан об’єкту оцінювання. Зазначене може призвести до 
отримання неадекватних рішень та має велику обчислювальну складність. 
Проведений аналіз показав, що відомі методи (методики) [6–19]: 
‒ не проводять корегування результатів з урахуванням помилки оцінювання; 
‒ навчання відбувається лише корегуванням синаптичних ваг; 
‒ вимагають значних обчислювальних ресурсів; 
‒ не зменшують розмірність простору ознак; 
‒ не враховують невизначеність про стан об’єкту оцінювання; 
‒ не здатні адаптувати архітектуру штучної нейронної мережі в залежності 
від кількості інформації, що надходить на вхід штучної нейронної мережі. 
Отже необхідно провести розробку удосконаленого методу пошуку рішення 
для нейро-нечітких експертних систем, що здатний ефективно проводити пошук 
рішення в умовах невизначеності, а також дефіциту обчислювальних ресурсів.  
 
3. Мета і завдання дослідження 
Метою дослідження є розробка методу пошуку рішення для нейро-
нечітких експертних систем, що дозволить підвищити оперативність обробки 







Для досягнення мети встановлюються така ціль:  
– здійснити математичну постановку завдання аналізу об’єктів та оточую-
чої обстановки; 
– провести розробку основних процедур та алгоритму реалізації удоскона-
леного методу пошуку рішень для нейро-нечітких експертних систем;  
– провести апробацію запропонованого методу з оцінкою його ефективності. 
 
4. Математична постановку завдання аналізу об’єктів та оточуючої 
обстановки 
Нехай в результаті класифікації об’єктів по їх характеристиках отримана 
векторна модель. Модель визначає форму досліджуваних параметрів, тобто до-
сліджувані параметрів розділені на елементарні складові за характеристиками, 
що становлять множину V елементарних складових сигналу, що аналізується. 
Також відбувається інтерпретація отриманих сигналів до певного структурного 
підрозділу (угруповання).  
Дані про об’єкт та оточуючу обстановку зберігаються в пам’яті 
комп’ютера в цифровому вигляді у вигляді матриці R розмірності (M×N), та має 
вигляд [2, 4]: 
 
, , i jR r  де 1,..., ; 1,..., . i M j N         (1) 
 
Кожен елемент матриці R є вектором параметрів, що характеризують ко-
жен (i, j)-й елементарний параметр сигналу по деякому m-му (m=1, …, T) набо-
ру тематичних властивостей структурного підрозділу (угрупування): 
 
 1, , ,,..., , Ti j i j i jr r r            (2) 
 
природа компонентів векторів ri, j в загальному випадку принципової ролі не грає. 
Тоді, якщо задається набір тематичних властивостей {Pn}, (n=1, …, K), за 
якими необхідно класифікувати досліджувані сигнали і порогові значення обме-
жень по всьому набору тематичних властивостей, то потрібно для кожного Pn по 
їх пороговим обмеженням поставити у відповідність множину Pn 
  , 1   tV V t M N елементарних складових сигналу, які мають властивість Pn.  
Тоді, показуючи всілякі варіанти значень ознак в рамках порогів обмежень 




u vГ q   , 0,1 ,
kl
u vq           (3) 
 
де відповідь 1 означає, що по набору ознак і їх порогам обмежень виноситься 
рішення про належність до одного з класів належності та 0 – в іншому випадку, 
l – кількість варіантів. 
Разом з тим, навіть при всіх перевагах нейро-нечітких експертних їм на-






– накопичення помилки оцінювання при проведенні процедур фазифікації 
та дефазифікації; 
– архітектура штучної нейронної мережі, що використовуються для фор-
мування баз знань має жорстку архітектуру, та не здатна адаптуватися в ході 
проведення обчислень; 
– навчання штучної нейронної мережі обмежено лише навчання синаптич-
них ваг між нейронами; 
– низька продуктивність роботи методів пошуку рішень навіть при незнач-
ному обсязі правил; 
– велика обчислювальна складність роботи методів пошуку рішень; 
– велика розмірність простору ознак. 
Отже, необхідно провести розробку методу пошуку рішення для нейро-
нечітких експертних систем.  
 
5. Розробка основних процедур та алгоритму реалізації удосконаленого 
методу пошуку рішень для нейро-нечітких експертних систем 
Основою для розробки удосконаленого методу пошуку рішень для нейро-
нечітких експертних систем обрано метод Rete [5, 10, 11]. Основним недоліком 
методу Rete є те, що зазначений метод здатний працювати тільки з чіткими проду-
кціями, що не дозволяє його використовувати при обробці різнотипних даних.  
Алгоритм реалізації запропонованого методу пошуку наведена на рис. 1.  
Дія 1 Введення вихідних даних для аналізу об’єкту та оточуючої обстано-
вки (дія 1 на рис. 1). 
На даному етапі відбувається введення початкових даних про об’єкт та 
оточуючу обстановку.  
Дія 2 Формування бази знань (БЗ) з урахуванням невизначеності. 
На зазначеному етапі відбувається формування БЗ за на підставі виразів 
(4)–(17). При перетворенні значень про об’єкт та оточуючої обстановку в нечіт-
кі правила враховується значення невизначеності про джерела радіовипроміню-
вання, відповідно до виразів (10)–(12) [23]. 
Формальна модель нейро-нечіткої бази правил буде мати вигляд (4) 
 
   Rule ,nP            (4) 
 
де Rule – правило нейро-нечіткої експертної системи. Кожне правило визнача-
ється наступним чином (5) 
 
Rule ,  C S            (5) 
 
де C  – умова правила, S – наслідок правила.  
Оскільки модель повинна забезпечувати подання граматичної структури 
правил з різного виду вкладеними умовами, буде використаний рекурсивний 
механізм опису вузлів і кінцевих вершин дерева умови правила. Параметр C ви-







, , , l rС C R C            (6) 
 
де Cl – лівий вузол умови правила, R – відношення між вузлами правил, Cr –
 правий вузол умови правила. 
Далі розглянемо наведені параметри. 
 
Null ,l lC FC C            (7) 
 
Null ,r rC FC C            (8) 
 
де FCi – ліва кінцева трійка умови правила, FCr – права кінцева трійка умови 
правила. 
Формули (7) та (8) дозволяють описати умови з різним ступенем вкладеності.  
 
, , , lFC L Z W           (9)  
 
, , , rFC L Z W                   (10) 
 
де L – лінгвістична змінна, Z – знак умови  , , , , ,! ;      Z  W – значення 
умови, яке визначається наступним чином (11). 
 
,W L V                    (11) 
 
де L – лінгвістична змінна, V – фіксоване значення (12).  
 
const, iV T                    (12) 
 
де Ti – значення нечіткої змінної з терм-множин лінгвістичної змінної, const –
 константа. Зазначена модель допускає використання не тільки лінгвістичних 
змінних, але й класичних змінних. В цьому випадку їх значення може порівню-
ватися також з константами [5]. R – множина відношень між вузловими верши-
нами   l rR C C  або : .l rR C C  
Аналогічно параметру C визначається параметр S – наслідок правила.  
 
, , , l rS S R S                   (13) 
 
де Sl – лівий вузол наслідку правила, R – відношення між вузлами наслідку пра-
вила, Sr – правий вузол наслідку правила.  
 
Null ,l lS FS S                   (14)  
 






де FSl – ліва кінцева трійка наслідку правила, FSr – права кінцева трійка наслід-
ку правила. Формули (14) та (15) дозволяють описати наслідки з різним ступе-
нем вкладеності.  
 
,Op, , lFS L W                   (16) 
 
,Op, , rFS L W                   (17) 
 






чаткових даних  












Pнавч≤ Pнавч доп? 
6 
Пошук кінцевих 















Рис. 1. Алгоритм реалізації запропонованого методу 
 
Дія 3 Пошук кінцевих трійок та навчання ШНМ (дія 3 на схемі алгоритму). 
На даному етапі роботи методу Rete виконується пошук близьких кінцевих 
трійок у всіх правилах продукційної бази знань. Знайдені відповідності між кінце-







трійки для забезпечення їх одноразової обробки. На відміну від класичних нейро-
нечітких експертних систем, в зазначеній нейро-нечіткій експертній системі в яко-
сті штучної нейронної мережі пропонується використовувати нейро-нечітку ево-
люційну мережу, архітектура якої наведена в працях [3, 10]. Також на зазначеному 
етапі відбувається навчання параметрів та архітектури штучної нейронної мережі 
відповідно до методу навчання, який запропонований в роботі [3]. 
Розглянемо алгоритм пошуку відповідностей кінцевих трійок дерева рі-
шення. 
Вхідні дані: Rule – база правил, представлена у вигляді дерева рішень. 
Вихідні дані: Rule' – скорочена база правил, представлена у вигляді дерева 
рішень. Проміжні дані: FCi та FCj – поточні кінцеві трійки.  
Крок 3. 1. Спочатку роботи алгоритму всі кінцеві трійки не помічені (не 
перевірені), m ‒ кількість кінцевих трійок. Встановити початкове значення i=1.  
Крок 3. 2. Якщо i>m, то до кроку 3.10. 
Крок 3. 3. Якщо FCi помічена, то i=i+1 та до кроку 3. 2. 
Крок 3. 4. Вибрати FCi. Встановити j=j+1.  
Крок 3. 5. Якщо j>m, то помітити FCi, як проглянуту кінцеву трійку та пе-
рейти до кроку 3. 2. 
Крок 3. 6. Якщо FCj помічена, то j=j+1 та до кроку 3.5. 
Крок 3. 7. Обрати FCj. Виконати процедуру перевірки близькості кінцевих 
вузлів та кінцевих трійок FCi та FCj. 
Крок 3. 8. Якщо результат успішний, то додати FCj в список відповіднос-
тей для FCi, та FCj, кінцеву тройку, що була перевірена. 
Крок 3. 9. Визначення помилки навчання. Прийняття рішення щодо нав-
чання ШНМ з урахуванням типу невизначеності. 
Крок 3. 10. Перейти до кроку 3. 2. 
Крок 3. 11. Кінець.  
Дія 4 Зниження розмірності простору ознак (дія 4 на рис. 1). 
Запропонована процедура з агрегування ознак базується працює наступ-
ним чином. Спочатку на підставі вихідного набору характеристик розглянутих 
об’єктів, вихідні характеристики об’єднуються в групи критеріїв, що володіють 
вербальними порядковими шкалами з невеликим числом градацій (3–5). 
Критерії повинні мати такі шкали оцінок, які, з одного боку, будуть відо-
бражати агреговані якості об’єктів, а з іншого боку, будуть зрозумілі при оста-
точному виборі об’єкту або їх класифікації. 
Формально задача зниження розмірності простору ознак має наступний вид:  
 
1 1... ... ,    m nX X Y Y  ,n m                (18) 
 
де X1,…, Xm – вихідний набір ознак, Y1, …, Yn – новий набір ознак, m – розмір-
ність вихідного простору ознак, n – розмірність нового простору ознак. Кожний 
з ознак має свою власну шкалу  1,..., , igі i iX x x  1,..., ,i m   1,..., , ihі i iY y y  






Як об’єкти класифікації виступають всі градації оцінок на шкалах ознак. 
Класами рішень i-го рівня виступають градації оцінок на шкалі складеного кри-
терію. У блоці класифікації (i+1)-го рівня ієрархії складові критерії i-го рівня. 
Критерії вважаються ознаками, множина градацій оцінок яких є нові об’єкти 
класифікації в скороченому просторі ознак, а класами рішень будуть тепер гра-
дації оцінок на шкалі складеного критерію (i+1)-го рівня. Процедура повторю-
ється до тих пір поки не залишиться єдиний складений критерій верхнього рів-
ня, шкала оцінок якого утворює необхідні впорядковані класи рішень C1, ..., Cq.  
Тим самим встановлюється взаємно-однозначне відповідність між класами 
рішень C1, ..., Cq та сукупністю вихідних показників – множиною X1×…×Xm всіх 
можливих комбінацій градацій оцінок на шкалах критеріїв  1,..., , igi i iX x x  
1,..., ,i m  K1, ..., Km та знаходяться межі класів, що дозволяє легко побудувати 
класифікацію реальних альтернатив A1, ..., Ap, оцінених за багатьма критеріями. 
Дія 5. Укрупнення відповідностей та навчання ШНМ (дія 5 на схемі ал-
горитму). 
На даному етапі виконується рекурсивна процедура перевірки близькості 
проміжних вузлів дерев рішень. Дана процедура забезпечує укрупнення відпо-
відностей між умовами в правилах бази знань. Також на зазначеному етапі від-
бувається навчання архітектури та параметрів ШНМ. 
Далі розглянемо алгоритм пошуку укрупнення знайдених відповідностей. 
Вхідні данні: Rule' – скорочена база правил, представлена у вигляді дерева 
рішень, з об'єднаними однаковими кінцевими трійками; Sp – список кінцевих 
трійок, для яких знайдені відповідності; k – кількість елементів у списку Sp. Spi –
 список кінцевий трійки FCi, що містить відповідні їй кінцеві трійки з індекса-
ми; ki – кількість елементів у списку Spi.  
Вихідні данні: Rule'' – скорочена база правил, в якій об'єднані всі однакові 
умови.  
Проміжні дані: FCi та FCj – поточні кінцеві трійки, Ci та Cj батьківські вуз-
ли для FCi та FCj. 
Крок 5. 1. Встановити i=1. 
Крок 5. 2. Вибрати в дереві рішень FCi, що знаходиться на i-му місці в 
списку Sp.  
Крок 5. 3. Встановити j=1. 
Крок 5. 4. Обрати зі списку Spi кінцеву трійку FCj, що знаходиться на j-му 
місці. Вилучити батьківські вузли Ci та Cj для FCi та FCj.  
Крок 5. 5. Виконати рекурсивну процедуру перевірки проміжних вузлів 
Ci та Cj.  
Крок 5. 6. Якщо результат функції успішний, встановити відповідність між 
вузлами Ci та Cj, інакше перейти до кроку 5. 7. 
Крок 5. 7. J=j+1. Якщо j>k, то до кроку 5. 8, інакше до кроку 5. 4. 
Крок 5. 8. I=i+1. Якщо i>k, то до кроку 5. 10, інакше до кроку 5. 2. 
Крок 5. 9. Визначення помилки навчання. Прийняття рішення щодо нав-
чання ШНМ з урахуванням типу невизначеності. 







Дія 6. Перевірка метрики оцінки близькості та визначення помилки нав-
чання ШНМ (дія 6 на рис. 1). 
На зазначеному етапі відбувається визначення метрики близькості отрима-
них рішень та визначення помилки навчання з метою прийняття управлінських 
рішень.  
 
6. Апробація та оцінка ефективності запропонованого методу пошуку 
рішення рішень  
Моделювання роботи запропонованого методу проведено в програмному 
середовищі MathCad 2014 (США). 
Для проведення оцінки ефективності запропонованого методу було прове-
дено моделювання з використанням наступних складових: 
– персонального комп’ютеру з встановленим спеціальним програмним за-
безпеченням та MathCad 2014; 
– аналізатору цифрових потоків Agilent OmniBER 718 (США) з програм-
ним забезпеченням та набором з’єднувальних кабелів, що вимірює параметри; 
– постановника перешкод TRC 274 H/V/UHF Jammer (20-3000 МГц) 
(Франція), що імітував роботу комплексу радіоелектронної боротьби (потуж-
ність передавача – 20 Вт. Смуга частот, що може бути подавлена – 10 МГц; тип 
завади – шумова загороджувальна завада з частотною маніпуляцією; стратегія 
комплексу РЕБ-динамічна); 
– станції широкосмугового радіодоступу MikroTik NetMetal 5 (Латвія) з 
наступними параметрами (128 позиційна квадратурна амплітудна маніпуляція; 
ширина смуги випромінювання 40 МГц, потужність випромінювання 1 Вт; час-
тота випромінювання 2.1–3 ГГц). 
Для вирішення поставленої задачі використовувалися наступні лінгвістич-
ні змінні: 
1. Ймовірність бітової помилки (BER): Діапазон допустимих значень: 10-
3÷10-12; BER=«Ймовірність бітової помилки»={«канал непридатний», «канал 
обмежено придатний», «канал придатний для роботи»}; 
2. Коефіцієнт перекриття каналу: Діапазон допустимих значень: 0÷1; 
KOV=«Коефіцієнт перекриття каналу»={«канал перекритий завадою повністю 
», «канал перекритий завадою частково», «канал без завад»}; 
3. Потужність передавача перешкод: Діапазон допустимих значень: 
1÷20 Вт; PJ=«Потужність передавача перешкод»={«низька потужність», «сере-
дня потужність», «висока потужність»}; 
4. Частота випромінювання передавача перешкод: Діапазон допустимих 
значень: 20÷3000 МГц; 
FJ=«Частота випромінювання передавача перешкод»={«Нижня ділянка сму-
ги частот», «середня ділянка смуги частот», «верхня ділянка смуги частот»}; 
5. Потужність станції широкосмугового радіодоступу: Діапазон допусти-
мих значень: 0÷1 Вт; 
PW=«Потужність станції широкосмугового радіодоступу»={«низька поту-






6. Вид сигнально-кодової конструкції станції широкосмугового радіодоступу: 
Діапазон допустимих значень: 4÷128 позиційна квадратурна амплітудна маніпу-
ляція; SC=«Вид сигнально-кодової конструкції станції широкосмугового радіодо-
ступу»={«низька позиційність», «середня позиційність», «висока позиційність»}; 
7. Частота випромінювання станції широкосмугового радіодоступу: Діапа-
зон допустимих значень: 2100÷3000 МГц; FW=«Частота випромінювання стан-
ції широкосмугового радіодоступу»={«Нижня ділянка смуги частот», «середня 
ділянка смуги частот», «верхня ділянка смуги частот»}; 
8. Невизначеність радіоелектронної обстановки: Діапазон допустимих 
значень: повна невизначеність÷повне знання; UN=«Невизначеність радіоеле-
ктронної обстановки»={«Повна невизначеність», «часткова невизначеність», 
«повне знання»}. 
Для спрощення подальшого запису позначимо нечіткі змінні “нульова” – 
“Z”, “низька” – “L”, “нормальна” – “N”, “висока” – “H”.  
Експерт (оператор станції широкосмугового радіодоступу) виконав пер-
винне налаштування функцій належності терм множини нейрон-нечіткої експе-
ртної системи, оскільки всі джерела радіовипромінювання мають різні характе-
ристиками. Експерт вказав, які значення первинних і розрахункових параметрів 
вважати високими для даної станції широкосмугового радіодоступу, які серед-
німи, а які низькими. Функції належності для аналізу радіоелектронної обста-
новки представляються в зазначеному вигляді згідно з формулою 
 
1) (PJ=“H”) та (KOV=“H”) та (UN=“H”) та (PW=“L”)→(BER=“H”), 
… 
81) (PJ=“L”) та (KOV=“L”) та (UN=“L”) та (PW=“H”)→(BER=“L”), 
82) (FJ=“L”) та (FW =“L”) та (UN=“H”) та (PW=“H”)→(BER=“N”),  
… 
108) (SC=“L”) та (KOV=“L”) та (UN=“H”) та (PJ=“L”)→(BER=“N”), 
 
В даному прикладі наводиться частина бази правил нейрон-нечіткої експе-
ртної системи. В основній базі правил присутні правила не тільки зі зв'язками 
умов з допомогою Т-норм, а й за допомогою Т-конорм і з запереченнями умов. 
У гіршому випадку для пошуку рішення системі слід перевірити всі прави-
ла містяться в базі правил. Тобто необхідно перевірити 405 умов і обчислити 
297 операцій Т-норми. Це неприйнятно тривалий процес, в умовах обмежень 
апаратного забезпечення.  
Вхідними даними для нейро-нечіткої експертної системи є показники по-
тужності передавача станції широкосмугового доступу.  Показники наступні: 
вид сигнально-кодової конструкції станції широкосмугового радіодоступу, не-
визначеність РЕО (частка параметрів яка відома про постановник завад), часто-
та випромінювання станції широкосмугового радіодоступу. Після проходження 
етапу фазифікації система отримала нечіткі оцінки для кожного контрольовано-
го параметра. 








– потужність станції широкосмугового радіодоступу максимальна та скла-
дає 1 Вт; 
– використовується 4 позиційна квадратурна амплітудна маніпуляція; 
– невизначеність РЕО повна; 
– частота випромінювання станції широкосмувого радіо доступу – нижня і 
ці значення фазифікуються для даної станції, як “низькі”. 
Буде виконано правило з бази знань: 
“ Ймовірність бітової помилки – висока, позиційність сигнально-кодової –
 низька, невизначеність РЕО – висока, то потужність передавача постановника 
завад – висока, коефіцієнт перекриття спектру каналу – повний; то постановник 
завад та станція широкосмугового доступу працюють на однаковій частоті”.  
Тому необхідно виконати перестройку частоти випромінювання станції 
широкосмугового радіодоступу=“висока”. Потім була виконана дефазифікація 
значення “висока” лінгвістичної змінної “частота випромінювання станції ши-
рокосмугового радіодоступу”, і до станції широкосмугового радіодоступу пе-
редано нове значення частоти випромінювання, яке необхідно встановити. 
Проведемо оцінку складності  mod Rete , , , , n m k t s  пошуку рішення для ней-
ро-нечіткої експертної системи, що функціонує на основі модифікованого ме-
тоду Rete. Необхідно спочатку сформувати оцінку складності роботи нейро-
нечіткої експертної системи з класичним методом пошуку рішення  Rete , n m  і 
потім оцінити скорочення кількості обчислень. 
Нехай n – кількість правил в нейро-нечіткої експертної системі: 
де mi – кількість умов в i-му правилі (i=1, …, n); 
k – кількість різних лінгвістичних змінних, що беруть участь в умовах 
правил; 
ti – потужність терм-множини i-ї лінгвістичної змінної, що бере участь в 
умовах правил; 
s – кількість відносин між змінними в умовах. 
Необхідно відзначити, що модифікований метод Rete скорочує кількість іте-
рацій при пошуку рішення та скорочує кількість обчислень на кожній ітерації.  
В такому випадку середня складність виконання одного циклу перевірки 
правил при роботі нейро-нечіткої експертної системи з класичним методом ма-
тиме вигляд (19): 
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n m k t s m m t s             (20) 
 
де спочатку обчислюється складність обробки т-норм або т-конорм, а потім об-
числюється мінімальне значення з якої складності всіх умов правил і складності 






Оцінка складності для баз правил (БПi) наводяться в табл. 1.  
Для порівняння оперативності оцінки використовувалися класичний метод 
Rete, Treat та Leaps та запропонований метод [20–22]. 
В цій таблиці наочно показано, що застосування модифікованого методу 
Rete обґрунтовано для баз правил, що містять велику кількість правил і віднос-
но малу кількість лінгвістичних змінних. В цьому випадку модифікований ме-
тод Rete дозволяє прискорити обробку інформації практично в два рази у порі-
внянні з нечіткою експертною системою, та на 20–25 % у порівнянні з класич-
ним методом Rete. 
 
Таблиця 1 
Значення оцінок складності 
 n mcep k tcep s ΞHEC ΞRete ΞTreat ΞLeaps Ξmod Rete 
БП1 20 9 12 5 6 150 150 150 150 150 
БП2 200 9 12 5 6 1500 1420 1550 1580 1140 
БП3 400 9 12 5 6 3450 3300 3500 3550 2660 
БП4 600 9 12 5 6 7000 6560 6600 6690 5050 
БП5 20 9 12 5 6 150 150 150 150 150 
БП6 200 9 12 5 6 1500 1420 1550 1580 1140 
БП7 400 9 12 5 6 3450 3300 3500 3550 2660 
БП8 600 9 12 5 6 7000 6560 6600 6690 5050 
БП9 20 9 12 5 6 150 150 150 150 150 
БП10 200 9 12 5 6 1500 1420 1550 1580 1140 
БП11 400 9 12 5 6 3450 3300 3500 3550 2660 
БП12 600 9 12 5 6 7000 6560 6600 6690 5050 
БП13 20 9 12 5 6 150 150 150 150 150 
БП14 200 9 12 5 6 1500 1420 1550 1580 1140 
БП15 400 9 12 5 6 3450 3300 3500 3550 2660 
БП15 600 9 12 5 6 7000 6560 6600 6690 5050 
 
Результати оцінки стану радіоелектронної обстановки для різних систем 
представлені рис. 2.  
 
7. Обговорення результатів з розробки удосконаленого методу пошуку 
рішення рішень 
Дослідження розробленого методу показало, що зазначений метод забез-
печує в середньому на 20–25 % більшу високу оперативність отримання оцінки 
та не накопичує помилок в ході навчання (табл. 1). Дослідження виконувалися 
при обмеженнях, що викладені в розділі 5 даного дослідження. 
Зазначене пояснюється використанням штучних нейронних мереж, що 
еволюціонують, удосконаленої процедури навчання штучних нейронних мереж, 
одноразовим обчисленням однакових умов при пошуку рішень та використан-
ням посилань на однакові правила.  







– велика кількість параметрів, що аналізуються; динамічна зміна обстановки;  
– функціонування в умовах невизначеності про стан обстановки;  
– постійне оновлення сигнальної бази;  
– функціонування в умовах впливу природних та навмисних завад.  
Разом з тим, в умовах постійного поповнення баз знань використання кла-
сичного методу Rete є неприйнятним з точки зору адекватності та правильності 
обчислень.  
Основними перевагами запропонованого методу оцінки є: 
– не накопичує помилки навчання в ході пошуку рішень за рахунок нав-
чання штучних нейронних мереж (корегування параметрів та архітектури шту-
чної нейронної мережі); 
– менша обчислювальна складність, табл. 1 (20–25 % підвищення операти-
вності прийняття рішення); 
– при виконанні пошуку рішення однакові умови обчислюються одноразо-
во, що забезпечує прискорення проходження циклу перегляду правил; 
– менший обсяг займаної пам’яті, так як замість однакових умов правил 
використовуються посилання на них; 
– дозволяє визначати не тільки окремі однакові умови в базі правил, але й 
блоки однакових умов, що дозволяє додатково збільшити швидкість пошуку 
рішення; 
– дозволяє зменшувати простір ознак при аналізі за рахунок використання 
процедуру зменшення простору ознак; 
– дозволяє працювати з чіткими та нечіткими продукціями; 
– врахування типу невизначеності про стан радіоелектронної обстановки. 
До недоліків запропонованого методу слід віднести: 
– втрата інформативності при оцінюванні за рахунок побудови функції на-
лежності. Зазначена втрата інформативності може бути зменшена за рахунок 
вибору типу функції належності та її параметрів при практичній реалізаціях за-
пропонованого методу в системах підтримки та прийняття рішень. Вибір типу 
функції належності залежить від обчислювальних ресурсів конкретного елект-
ронно-обчислювального засобу. 
– менша точність оцінювання по окремо взятому параметру оцінки стану; 
– втрата точності результатів за час перестройки архітектури штучної ней-
ронної мережі. 
Зазначене дослідження є подальшим розвитком досліджень, проведеними 
авторами, що спрямовані на розробку теоретичних основ підвищення ефектив-
ності систем штучного інтелекту, що опубліковані вже раніше [1–3].  
Що стосується обмежень роботи зазначеного методу, то зазначений метод 
адаптований для аналізу об’єктів та оточуючої обстановки, в умовах її невизна-
ченості та високої динамічності. Разом з тим, запропонований метод здатний 
успішно вирішувати завдання з аналізу даних при відповідній адаптації до пев-
ного виду систем підтримки прийняття рішень. 
Разом з тим, як вже було зазначено, в ході роботи відомі методи накопи-






тання штучних нейронних мереж, що еволюціонують. Результати оцінки ефек-




Рис. 2. Порівняння оперативності отриманої оцінки для різних методів 
 
З рис. 3 видно, що використання штучних нейронних мереж, що еволюціо-
нують, дозволяє вже після 3 епохи не накопичувати помилки навчання та від-
бувається поступове зменшення помилки навчання. 
Розглянемо витрати на навчання штучної нейронної мережі, що еволюціонує. 
Для проведення моделювання використовувалася навчальна вибірка, що 
містить дані про джерело радіовипромінювання. Для моделювання використо-
вувалося база правил із цієї вибірки. 
Для порівняння витрат на навчання ШНМ використовувалися запропоно-
ваний метод, Rete, Treat та Leaps. 






























Кількість умов правил 
що обчислюються 
Кількість 
правил в базі 
даних 
Час, с 
Rete 8 350 100 0.1398 
Treat 8 350 100 0.1501 
Leaps 8 350 100 0.1456 
Запропонований метод 
з ШНМ, що еволюціо-
нує 
8 387 100 0.954 
 
Як видно з табл. 2, для навчання ШНМ необхідно провести обчислювання 
додаткових 37 правил (навчальна вибірка), що складає 10,5 %, що підвищує обчи-
слювальну складність на навчання штучної нейронної мережі складає, проте дає 
































Напрямки подальших досліджень слід спрямувати на зменшення обчислю-
вальних витрат при обробці різнотипних даних в системах спеціального приз-
начення. При цьому при подальшому розвитку зазначеного дослідження мо-
жуть виникнути проблеми з підвищенням ефективності штучних нейронних 
мереж. Це обумовлене використанням в зазначеному дослідженні лише класич-
них функцій належності. Тобто в подальшому необхідно будувати функції на-
лежності з не класичною формою та додати до методу процедуру побудови фу-
нкції належності.  
 
7. Висновки 
1. Проведено математичну постановку завдання аналізу об’єктів та оточу-
ючої обстановки, яка довела можливість наступного: 
– однозначно виділити ознаки і тим самим вже на цій стадії дослідження 
знизити рівень суб’єктивності майбутніх результатів; 
– в мінімальні строки здійснювати статистичну обробку великої кількості 
інформації за рахунок її автоматизації її обробки; 
– багатократно повторювати обчислення при різній вхідній обстановці. 
2. Проведено розробку основних процедур та алгоритму реалізації удоско-
наленого методу пошуку рішень для нейро-нечітких експертних систем. 
Запропонований метод відрізняється від відомих наступними тим, що при 
оцінці радіоелектронної обстановки додатково враховується тип невизначеності, 
а саме: повна поінформованість, повна невизначеність, часткова невизначеність, 
невизначеність “безнадійна”. Врахування типу невизначеності призводить до 
зміни параметрів процесу прийняття рішення можна пояснити рядом факторів: 
– змінюються вихідні дані, на основі яких здійснюється прийняття рішення 
по організації збору, зберігання, обробки і передачі інформації щодо стану 
об’єкту аналізу; 
– змінюються зовнішні умови і поточні вимоги (критерії якості) щодо ор-
ганізації збору, зберігання, обробки і передачі інформації щодо стану об’єкту; 
– змінюються методи та засоби прийняття рішення по організації збору, 
зберігання, обробки і передачі інформації щодо стану об’єкту; 
– для підвищення оперативності обробки інформації використовуються  
штучні нейронні мережі, що еволюціонують, з алгоритмом їх навчання,  яке ві-
дбувається шляхом навчання їх архітектури, синаптичних ваг, виду та парамет-
рів функції належності;  
– можливість роботи як з чіткими так і нечіткими продукціями за рахунок 
використання штучних нейронних мереж, що еволюціонують; 
– можливість зменшувати простір ознак за рахунок застосування процеду-
ри зменшення простору ознак; 
– відсутності накопичення помилки навчання штучних нейронних мереж в 
результаті обробки інформації, що надходить на вхід штучних нейронних ме-
реж за рахунок навчання архітектури та параметрів. 
3. Проведено оцінку ефективності запропонованого методу. Зазначений 
приклад показав підвищення оперативності оцінювання на рівні 20–25 % по 
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