Time series are unstructured data; they are difficult to monitor, summarize and predict. Weather forecasts, stock market prices, medical data (ECG, EEG) are examples of non-stationary time series we wish to clean, classify and index. Segmentation organizes time series into few intervals having uniform characteristics (flatness, linearity, modality, monotonicity and so on). The popular piecewise linear model can determine where the data goes up or down and at what rate. Unfortunately, when the data does not follow a linear model, the computation of the local slope creates overfitting. We propose an adaptive time series model where the polynomial degree of each interval vary (flat, linear and so on). Given a number of regressors, the cost of each interval is its polynomial degree: flat intervals cost 1 regressor, linear intervals cost 2 regressors, and so on. Our goal is to minimize the Euclidean (l2) error. We present an optimal algorithm running in time O(n 2 ) as well as an online (O(n)) top-down heuristic. Over synthetic random walks, historical stock market prices, and electrocardiograms, the adaptive model provides a more accurate segmentation and is a better predictor of missing data points (leave-one-out cross-validation error). In other words, we simultaneously improve the goodnessof-fit and reduce local overfitting.
INTRODUCTION
Time series are ubiquitous in finance, engineering, and science. They are an application area of growing importance in database research [1] . Segmentation is a form of dimensionality reduction over time series used to find frequent patterns [21] or classify time series [26] . Segmentation points divide the time axis into inter-vals behaving approximately according to a simple model. Recent work on segmentation used quasi-flat or quasi-linear intervals [25] , quasi-unimodal intervals [20] or quasi-monotonic intervals [9, 15] . We define overfitting as the computation of superfluous regressors or parameters and we measure it by cross-validation. A segmentation model locally overfits the data if another model, with locally fewer regressors per interval, has a reduced cross-validation error. For example, trying to segment a piecewise flat time series using linear intervals creates local overfitting even if the total number of regressors is small.
An ideal segmentation is accurate, it is conceptually simple and it is computed quickly, ideally in linear time. One of the oldest segmentation model is piecewise linear [6] . Intuitively, a piecewise model tells when the data is increasing, and at what rate, and vice versa. While most time series have clearly identifiable linear trends some of the time, this is not true over all time intervals and therefore, the piecewise linear model may locally overfit the data by computing meaningless slopes (see Fig. 1 ). Global overfitting has been addressed by limiting the number of regressors [40] , but this carries the implicit assumption that time series are somewhat stationary [34] . Some frameworks [42] qualify the intervals where the slope is not significant as being "flat" while others look for flat intervals within upward or downward intervals [9] .
We argue it is not desirable to identify flat intervals a posteriori: we risk misidentifying some patterns including "stair cases" or "steps." Instead, we consider segmentation models where we vary the polynomial degree of the intervals: some intervals have a flat model whereas others have a linear model. For the same model complexity, that is, the same number of regressors, we reduce local overfitting with the adaptive model: this result is analogous to the fact that curve fitting with a high degree polynomial is much more unstable than curve fitting with splines, even when the number of regressors is the same. Not only can adaptive segmentation reduce the leaveone-out cross-validation error, but it provides a richer and more realistic vocabulary for applications: intervals are either linearly increasing, linearly decreasing or flat. In an ECG, for example, we expect a flat interval between each cardiac pulses.
The main contributions of this paper are:
• a novel adaptive polynomial segmentation model addressing the local overfit issue;
• an optimal dynamic programming-based segmentation algorithm in quadratic time;
• a novel linear time adaptive heuristic which is experimentally more accurate than existing heuristics;
• experimental evidence that we reduce fit and cross-validation error simultaneously for a given model complexity with an adaptive polynomial segmentation.
An improved segmentation enables better or simpler indexing, pattern matching and classification algorithms.
RELATED WORK
Except for Pednault who mixed linear and quadratic segments [36] , we know of no other attempt to segment time series using polynomials of variable degrees in the data mining and knowledge discovery literature though there is related work in the spline and statistical literature [18, 31, 33] . The introduction of "flat" intervals in a segmentation model has been addressed previously in the context of quasi-monotonic segmentation [9] by identifying flat subintervals within increasing or decreasing intervals, but without concern for the cross-validation error.
While we focus on segmentation, there are many methods available for fitting models to continuous variables, such as a regression, re-gression/decision trees, Neural Networks [22] , Wavelets [13] , Adaptive Multivariate Splines [18] , Free-Knot Splines [31] , Hybrid Adaptive Splines [33] , etc.
COMPLEXITY MODEL
Our complexity model is purposely simple. The complexity of a segmentation is the sum of the number of regressors over each interval: a flat interval has a cost of 1, a linear interval a cost of 2 and so on. In other words, a linear interval is as complex as two flat intervals.
From a description length perspective, we slightly underestimate the complexity. In our implementation, each regressor counted uses 64 bits ("double" data type in modern C or Java). There are two types of hidden parameters which we discard (see Fig. 2 ): the width or location of the intervals and the number of regressors per interval. The number of regressors per interval is only a few bits and is not significant in all cases. The width of the intervals in number of data points can be represented using κ log m bits where m is the maximum length of a interval and κ is the number of intervals: in the experimental cases we considered, log m < 12 which is small compared to 64. The desired total number of regressors depends on domain knowledge and the application: when processing ECG data, whether we want to have two intervals per cardiac pulse or 20 intervals depends on whether we are satisfied with the mere identification of the general location of the pulses or whether we desire a finer analysis. In some instances, the user has no guiding principles or domain knowledge from which to choose the number of intervals and a model selection algorithm is needed. Common model selection approaches such as Bayesian Information Criterion (BIC), Minimum Description Length (MDL) and Akaike Information Criterion (AIC) suffer because the possible model complexity p is large in a segmentation problem (p = n) [10] . More conservative model selection approaches such as Risk Inflation Criterion [16] or Shrinkage [13] do not directly apply because they assume wavelet-like regressors. Cross-validation [17] , generalized cross-validation [11] , and leave-one-out cross-validation [39] methods are too expensive. However, stepwise regression analysis [8] techniques such as permutation tests ("pete") are far more practical [40] . In this paper, we assume that the model complexity is known either as an input from the user or through model selection.
TIME SERIES, SEGMENTATION ERROR AND LEAVE-ONE-OUT
Time series are sequences of data points (x0, y0), . . . , (xn−1, yn−1)
where the x values, the "time" values, are sorted: xi > xi−1. In this paper, both the x and y values are real numbers. We define a segmentation as a sorted set of segmentation indexes z0, . . . , zκ such that z0 = 0 and zκ = n. The segmentation points divide the time series into intervals S1, . . . , Sκ defined by the segmentation indexes as Sj = {(xi, yi)|zj−1 ≤ i < zj} . Additionally, each interval S1, . . . , Sκ has a model (flat, linear, upward monotonic, and so on).
In this paper, the segmentation error is computed from k j=1 Q(Sj) where the function Q is the square of the l2 regression error. Formally,
where the minimum is over the polynomials p of a given degree. For example, if the interval Sj is said to be flat, then Q(Sj) = z j ≤l≤z j+1 (y l −ȳ) 2 whereȳ is the average,
Similarly, if the interval has a linear model, then p(x) is chosen to be the linear polynomial p(x) = ax + b where a and b are chosen by regression. The segmentation error can be generalized to other norms, such as the maximum-error (l∞) norm [9, 29] by replacing the operators by max operators.
When reporting experimental error, we use the l2 error k j=1 Q(Sj). We only compare time series having a fixed number of data points, but otherwise, the mean square error should be used:
If the data follows the model over each interval, then the error is zero. For example, given the time series (0, 0), (1, 0), (2, 0), (3, 1), (4, 2), we get no error when choosing the segmentation indexes z0 = 0, z1 = 2, z2 = 5 with a flat model over the index interval [0, 2) and a linear model over the index interval [2, 5) . However, the choice of the best segmentation is not unique: we also get no error by choosing the alternative segmentation indexes z0 = 0, z1 = 3, z2 = 5.
We distinguish two types of segmentation problem:
• given a bound on the model complexity, find the segmentation minimizing the segmentation error;
• given a bound on the segmentation error, find a segmentation minimizing the model complexity.
If we can solve efficiently and incrementally one problem type, then the second problem type is indirectly solved. Because it is intuitively easier to suggest a reasonable bound on the model complexity, we focus on the first problem type.
The segmentation error is a data fit error. However, another interesting form of error is obtained by cross-validation: divide your data points into two sets (training and test), and measure how well your model, as fitted over the training set, predicts the test set. We predict a missing data point (xi, yi) by first determining the interval [zj−1, zj ) corresponding to the data point (xz j 1 < xi < xz j ) and then we compute p(xi) where p is the regression polynomial over Sj. The error is p(xi)−yi. We opt for the leave-one-out crossvalidation where the test set is a single data point and the training set is the reminder. We repeat the cross-validation over all possible missing data points, except for the first and last data point in the time series, and compute the mean square error. If computing the segmentation takes linear time, then computing the leave-oneout error in this manner takes quadratic time which is prohibitive for long time series. We limit our investigations to relatively short time series (200 data points).
POLYNOMIAL FITTING IN CONSTANT TIME
To segment a time series into quasi-polynomial intervals in optimal time, we must compute the fit error in constant time. 1). This is true whether we use the Euclidean distance (l2) or higher order norms (lp for ∞ > p > 2).
PROOF. We prove the result using the Euclidean (l2) norm, the proof is similar for higher order norms.
We begin by showing that polynomial regression can be reduced to a matrix inversion problem. Given a polynomial N−1 k=0 a k x k , the square of the Euclidean error is q i=p (yi − N−1 k=0 a k x k i ) 2 . Setting the derivative with respect to a l to zero for l = 0, . . . , N − 1, generates a system of N equations and N unknowns,
where l = 0, . . . , N − 1. On the right-hand-side, we have a N dimensional vector (V l = q i=p yix l i ) whereas on the left-hand-side, we have the N × N Toeplitz matrix A l,k = q i=p x k+l i multiplied by the coefficients of the polynomial (a0, . . . , aN−1). That is, we have the matrix-vector equation N−1 k=0 A l,k a k = V l .
As long as N ≥ q −p, the matrix A is invertible. When N < q −p, the solution is given by setting N = q − p and letting a k = 0 for k > q − p. Overall, when N is bounded a priori by a small integer, no expensive numerical analysis is needed. Only computing the matrix A and the vector V is potentially expensive because they involve summations over a large number of terms.
Once the coefficients a0, . . . , aN−1 are known, we compute the fit error using the formula:
Again, only the summations are potentially expensive.
Hence, computing the best polynomial fitting some data points over a specific range and computing the corresponding fit error in constant time is equivalent to computing range sums of the form When using floating point values, the prefix sum approach causes a loss in numerical accuracy which becomes significant if x or y values grow large and N > 2. In this paper, we are not interested in higher order polynomials and choosing N = 2 is sufficient.
OPTIMAL ADAPTIVE SEGMENTATION
An algorithm is optimal, if it can find a segmentation with minimal error given a model complexity k. Since we can compute best fit error in constant time for arbitrary polynomials, a dynamic programming algorithm computes the optimal adaptive segmentation in time O(n 2 N k) where N is the upper bound on the polynomial degrees.
In the tradition of dynamic programming [ 
with the convention that R r−1−d,p is infinite when r − 1 − d < 0 except for R−1,0 = 0. Because computing Rr,q only requires knowledge of the prior rows, R r ′ ,· for r ′ < r, we can compute R row-by-row starting with the first row (see Algorithm 1). Once we have computed the r × n + 1 matrix, we reconstruct the optimal solution with a simple O(k) algorithm (see Algorithm 2).
PIECEWISE LINEAR OR FLAT TOP-DOWN HEURISTICS
Computing optimal segmentations with dynamic programming is Ω(n 2 ) which is not practical when the size of the time series is large. Many efficient online (O(n)) approximate algorithms are based on greedy strategies. When the desired model complexity is {r scans the rows of the matrices} 7:
for q ∈ {0, . . . , n} do 8:
{q scans the columns of the matrices} 9:
Find a minimum of R r−1−d,p + E(p, q, d) and store its value in Rr,q, and the corresponding d, p tuple in Dr,q, Pr,q for 0 ≤ d ≤ min(r +1, N ) and 0 ≤ p ≤ q +1 with the convention that R is ∞ on negative rows except for R−1,0 = 0. append interval from p to x having degree d to s 9:
x ← p 10: RETURN optimal segmentation s small, a particularly effective heuristic is the top-down linear segmentation which proceeds as follows: starting with a simple segmentation, we further segment the worst interval, and so on, until we exhaust the budget. Keogh et al. [25] report that this algorithm has been independently discovered in the seventies and is known by several name: Douglas-Peucker algorithm, Ramers algorithm, or Iterative End-Points Fits. Algorithm 3 computes the top-down segmentation, using polynomial regression of any degree, in time O(n + kn) where k is the model complexity, by using fit error computation in constant time. The piecewise constant (d = 0) and piecewise linear (d = 1) cases are referred to as the "top-down constant" and "top-down linear" heuristics respectively.
ADAPTIVE TOP-DOWN SEGMENTATION
Our linear time adaptive segmentation heuristic is based on the observation that a linear interval can be replaced by two flat intervals without complexity increase. After applying the top-down linear heuristic from the previous section (see Algorithm 3), we optimally subdivide each interval once with intervals having fewer regressors (such as flat) but the same total complexity. The result is Algorithm 4 as illustrated by Fig. 3 . In practice, we first apply the topdown linear heuristic and then we seek to split the linear intervals into two flat intervals.
Because the algorithm only splits an interval if the fit error can be reduced, it is garanteed to improve the fit error. Improving the fit 
in S with maximum last entry find minimum of E(i, l) + E(l, j) for l = i + 1, . . . , j remove tuple (i, j, ǫ) from S insert tuples (i, l, E(i, l)) and (l, j, E(l, j)) in S b ← b − d S contains the segmentation error is not, in itself, desirable unless we can also reduce the the cross-validation error.
An alternative strategy is to proceed from the top-down flat heuristic and try to merge flat intervals into linear intervals. We chose not to report our experiments with this alternative since, over our data sets, it gives worse results and is slower than all other heuristics.
Intervals are further subdivided into flat intervals.
linear segmentation
Initially, solve for piecewise 
IMPLEMENTATION AND TESTING
Using a Linux platform, we implemented our algorithms in C++ using GNU GCC 3.4. Experiments run on a PC with an AMD Athlon 64 (2 GHZ) CPU and enough internal memory so that no disk paging is observed. Using ECG data and various number of data points, we benchmark the optimal algorithm, using dynamic programming, against the adaptive top-down heuristic: Fig. 4 demonstrates that the quadratic time nature of the dynamic programming solution is quite prevalent making it unusable in all but toy cases, despite a C++ implementation. We observed empirically that the timings are not sensitive to the data source. The difference in execution time of the various heuristics is negligible (under 15%): Our ← (0, n, d, E(0, n, d) 
) in S S contains the segmentation implementation of the adaptive heuristic is not significantly more expensive than the top-down linear heuristic because its additional step, where flat intervals are created out of linear ones, can be efficiently written as a simple sequential scan over the time series. However, our top-down flat implementation is slightly more expensive than the other two because it creates more segments for a given complexity budget. 
RANDOM TIME SERIES AND SEGMEN-TATION
Intuitively, adaptative algorithms over purely random data are wasteful. To verify this intuition, we generated 10 sequences of gaussian random noise (n = 200): each data point takes on a value according to a normal distribution (µ = 0, σ = 1). presented in Table 10 with complexity k = 30. Whereas the adaptive algorithm shows a small gain in accuracy, it has also greater cross-validation error. Both are barely statistically significant.
Many chaotic processes such as stock prices are sometimes described as random walk. Unlike white noise, the value of a given data point depends on its neighbors. We generated 10 sequences of gaussian random walks (n = 200): starting at the value 0, each data point takes on the value yi = yi−1 + N (0, 1) where N (0, 1) is a value from a normal distribution (µ = 0, σ = 1). The average results are presented in Table 10 with complexity k = 30. The adaptive algorithm has simultaneously a reduced leave-one-out error (12%) and a lower approximation error (11%).
STOCK MARKET PRICES AND SEG-MENTATION
Stock Market prices are difficult to predict. Many financial market experts look for patterns and trends in the historical stock market prices, and this approach is called "technical analysis" or "charting" [3, 5, 14] . If you take into account "structural breaks," some stock market prices have detectable locally stationary trends [12] .
Technical analysis patterns are easier to understand when a scenario describes the stock's behavior, but one should not take such scenarios too seriously. Here are some common patterns that can be used to predict stock prices:
• A stock's price has grown several months according to a noticeable linear trend. If the price ever grows above this linear trend, stock analysts may feel that the stock is "overvalued" and sell, thus lowering the prices, and if the price stops growing linearly, analysts may feel that the stock is suddenly undervalued and will buy, thus bringing the prices up. In other words, clearly visible trends may be self-sustained (see Fig. 5 ). The same type of arguments can be given if the "trend" is for the stock prices to oscillate around a fixed price.
• Important fund managers instructs their staff to sell a given stock whenever it grows beyond a fixed price. As the stock prices get past this limit, the sell orders cause the prices to drop slightly, but as the prices drop some investors buy again to benefit from the perceived bargain, thus causing the prices to get past the upper limit once more causing new sell orders and a new drop in prices. After one or two iterations of this process, few investors will be left to buy the stock as the prices drop and the price will fall. This stock pattern is known as "head and shoulders" [23] (see Fig. 6 ).
investors react to the by investing investors react to the increased growth rate by selling reduced growth rate • Reversing the previous case and imagining that fund managers instruct their staff to buy a stock whenever it falls below a fixed price, we get the "double bottom" pattern.
• As in the scenario we made up for the "head and shoulders" pattern, imagine that a fund manager decides to sell a given stock whenever it reaches a given price, but suppose it has a diminishing supply of the stock to sell and other important investors think that the stock is worth more: eventually after some ups and downs, when the fund manager has exhausted its supply, the stock value will raise again. This pattern is called the "ascending triangle" (see Fig. 7 ). Naturally, the reverse pattern also exists ("descending triangle").
Creating, searching and identifying stock market patterns is sometimes done using segmentation algorithms [42] . Keogh and Kasetty suggest [24] that stock market data is undistinguishable from random walks. However, the random walk model has been strongly rejected using variance estimators [32] . Moreover, Sornette [37] claims stock markets are akin to physical systems and can be predicted.
We segmented daily stock prices from dozens of companies and two indexes (NASDAQ and Dow Jones). Ignoring stock splits, we pick the first 200 trading days of each stock or index. The model complexity is set arbitrarily at k = 30 so that the number of intervals can range from 15 to 30. We comput the segmentation error using 3 top-down heuristics: adaptive, linear and flat (see Table 11 for some of the result). As expected, the adaptive heuristic is more accurate than the other two top-down algorithms. Using all of the historical data available, we plot the 3 segmentations for Microsoft stock prices (see Fig. 11 ). The line is the regression polynomial over each interval. While the segmentation error of the adaptive As prices exceed a threshold one fund manager sells
As pricesdrop investors buy
Once the fund manager has sold all his shares, the growth resumes top-down heuristics is only slightly better (less than 10%), we significantly reduced the leave-one-out cross-validation error (see Table 11 ): a 14% gain with the NASDAQ index and 30% gain with Microsoft's stock prices. We observed similar results using other stocks.
ECGS AND SEGMENTATION
Electrocardiograms (ECGs) are records of the electrical voltage in the heart. They are one of the primary tool in screening and diagnosis of cardiovascular diseases. The resulting time series are nearly periodic with several commonly identifiable extrema per pulse including reference points P, Q, R, S, and T (see Fig. 12 ). Each one of the extrema has some importance:
• a missing P extrema may indicate arrhythmia (abnormal heart rhythms);
• a large Q value may be a sign of scarring;
• the somewhat flat region between the S and T points is called the ST segment and its level is an indicator of ischemia [30] .
ECG segmentation models, including the piecewise linear model [38, 41] , are used for compression, monitoring or diagnosis.
We use ECG samples from the MIT-BIH Arrhythmia Database [19] . The signals are recorded at a sampling rate of 360 samples per second with 11 bits resolution. Prior to segmentation, we choose time intervals spanning 600 samples (nearly 2 seconds) and downsample the time series by a factor of 3 to get 200 data points. We select 5000 such intervals by a moving window, with a time step of 250 samples. The model complexity is set at k = 20.
The segmentation error as well as the leave-one-out error are given in Table 12 and they are plotted in Fig. 12 . With the same model complexity, the adaptive top-down heuristic is slightly better than the linear top-down heuristic (11%), but more importantly, we reduce the leave-one-out cross-validation error significantly (30%). As far as segmentation error goes, the flat top-down heuristic is clearly inadequate with an error twice as large, however, it fares Table 3 : Segmentation leave-one-out cross-validation error: lower is better.
considerably closer to the linear top-down algorithm by the leaveone-out cross-validation error. The surprisingly good performance of the top-down flat heuristic in this respect can be explained by the noticeable local overfitting which occurs when trying to apply a linear model to the flat intervals between cardiac pulses (see Fig. 1 ).
CONCLUSION AND FUTURE WORK
Using piecewise linear segmentation requires post-processing to classify nearly flat intervals as flat and nearly linear as linear. We argue that treating flat intervals as first-class citizens from the beginning is more elegant.
Using our data, an adaptive segmentation model where we identify some intervals as flat and others as linear, is more accurate (a 10% gain), and more importantly, we significantly reduce the leaveone-out cross-validation error: an average gain of 10% on gaussian random walks, a gain of up to 30% on stock market prices, and an average gain of 30% over ECG samples. In our experiments, piecewise flat segmentation is not competitive. The adaptive algorithms are not significantly harder to implement nor slower.
Future work will investigate real-time processing for online applications such as high frequency trading [42] and live patient monitoring. An "amnesic" approach should be tested [35] .
A C++ implementation is freely available from the author.
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