Introduction
The starting point of the present paper is the result on the asymptotics of random growth of Young diagrams obtained in 1], 9]. The subject of these articles was a discrete time Markov process with the set of Young diagrams as a state space. At each stage of the process a new random box is attached to the current diagram. The de nition of transition probabilities was motivated by asymptotic problems of representation theory of symmetric groups, see 4] . Taking into account the origins of the process in representation theory, we call it the Plancherel Growth Process.
In the process of growth, the area of a diagram increases to in nity. If a diagram is contracted uniformly, so that its area is normalized to unity, the edge of the diagram looks more and more like a continuous curve. The essential part of the result discovered and proved in 1], 9] is as follows: in the course of Plancherel Growth Process almost all of Young diagrams become uniformly close (assuming the area is normalized) to a common universal curve. In a natural coordinate system, the equation of the curve is During past fteen years the appearance of the curve (1) seemed to be a speci c isolated result. Nowadays the situation has changed: it is known that this very curve arises naturally in various problems of one-dimensional mathematical physics and function theory (see 5], 6], 7]). It was shown in 6] that the curve (1) describes the common asymptotics of interlacing roots for a wide class of orthogonal polynomials (including the classical polynomials of Tchebychef, Hermite and Laguerre). The same curve also determines the typical character of mutual separation of frequencies, when a linear constraint is imposed upon a linear mechanical system (see 6]). We establish in the present paper some new characterizations of the curve (1) , relating the two contexts where it had been identi ed: in the Plancherel Growth Process of random Young diagrams, and in one-dimensional problems of mathematicalphysics.
The main idea is to replace the initial discrete time random growth process by a continuous time deterministic process with the same asymptotical behavior in the limit t ! 1. The elimination of randomness is achieved, roughly speaking, as follows. Assume that in a particular state of Plancherel Growth Process a new box can be attached to a Young diagram at the locations x 1 ; : : : ; x n with probabilities 1 ; : : : ; n . Then, instead of attaching randomly an entire box to one of these locations, we would like to attach simultaneously a fraction of a box (proportional to k ) at each of the locations x k .
In order to implement the idea, we extend considerably the state space, using Young diagrams and the limiting curves of type (1) There is yet another interpretation of the correspondence ! 7 ! ! in terms of partial fraction decompositions.
The history of growth of a general type diagram (analogous to Young tableau)
can be described by a curve !( ; t); 1 < t < 1, in the space D. It is understood that the diagram !( ; t) increases monotonically (in the ordering by the inclusion of subgraphs) as far as t increases. The in nitely thin layer between the graphs of diagrams !(u; t 0 ) and !(u; t 0 + dt) determines a one-dimensional distribution with the density C ! 0 t (u; t 0 ) (where C is the normalization constant). One can think of it as of a tangent vector to the tableau !( ; t) at the point t = t 0 . By equating the tangent and the transition distributions we derive the basic dynamic equation (2) d !( ;t) (u) = C ! 0 t (u; t) dt:
A self-explanatory version of the equation (2) is the formula (4.2.3) below. The equation (2) forces the diagram !( ; t) to grow in the direction of its transition distribution. Hence, one can expect that the asymptotics of solutions of the equation (2) is related to that of random Plancherel growth. Our main result (Theorem 4.5) con rms these expectations completely: the diagram~ in (1) is, up to the change of scale, the only xed point of the equation (2) , and all other solutions tend to this point asymptotically.
In the course of our analysis we rewrite the equation (2) in several equivalent forms. Surprisingly, it appears that one of the equations, equivalent to (2) is the celebrated quasi-linear equation of the rst order (3) R 0 t + RR 0 x = 0; which describes the free motion of one-dimensional medium of non-interacting particles. This is one of the simplest equations implying non-linear phenomena, shock waves in particular. In terms of the equation (3), the solution corresponding to the curve (1) is the automodel solution R(x; t) = r(x= It follows from the main Theorem that if the initial wave front R(x; 1) is analytic at in nity then, in the course of evolution according to the equation (3), its shape (in some neighborhood of the point x = 1) tends, as t ! 1, to that of automodel solution (4) . The plan of the paper is as follows.
In Section 2 we describe the stochastic growth model of Young diagrams, the Plancherel Process, and recall the theorem on the limiting shape of large diagrams. Also, we brie y recall there the connection with the character theory of symmetric groups.
In Section 3 we replace the combinatorial objects, Young diagrams, by function -theoretical ones: continuous diagrams. For most general diagrams we describe transition distributions, generalizing the transition probabilities of the Plancherel Growth Markov process.
In Section 4, the main results of the paper are collected. The continuous analogue of Young tableau is de ned, and the equation controlling the growth of continuous diagrams is introduced. We prove three theorems characterizing the diagram~ . It is shown in Theorem 4.3 that this diagram provides the unique automodel solution of the basic equation. According to Theorem 4.5, this solution is stable, and asymptotically attracts all other solutions. The Theorem 4.4 claims that~ is the only diagram, up to the change of scale, for which the transition distribution coincides with the radial one (de ned in Section 4.4 using simple geometric considerations).
The author is happy to thank A. M. Vershik for numerous helpful discussions on the subject of these notes, which we had since our rst paper 1]. I also thank G. V. Rosenblum, who had explained to me the meaning of the equation (3).
The Plancherel growth of Young diagrams
We describe in this Section a probabilistic model of growth of Young diagrams (the Plancherel Growth Process) and recall the theorem on the asymptotic shape of large Young diagrams. Also, we remark on the relationship between the Plancherel Growth Process, and representation theory of nite symmetric groups and of the in nite group of nite permutations. In what follows, it will be convenient to draw Young diagrams rotated by 45 (see Fig. 3 ). Hence, the border of a diagram can be considered as a graph of a piecewise linear function v = (u). More precisely, let us change the variables as follows: Let the current state be a Young diagram with the extrema at the points x 1 < y 1 < x 2 < : : : < x n?1 < y n?1 < x n . By de nition, the probability to attach a new box over the minimum point x k is 
Multiplying both parts by x, and taking the limit as x ! 1, one can see that 1 = P k . In Section 2.4 below we will explain the origins of the Plancherel Growth Process and its role in the character theory of the group S 1 of nite permutations of the set of natural numbers. Let us now recall the basic facts on its asymptotics.
2.3 The typical shape of large Young diagrams. The Markov chain constructed in Section 2.2 determines the probability measure M in the space T of in nite Young tableaux. Following 1], 3], let us call M the Plancherel measure (for the in nite symmetric group S 1 ). We shall recall below the Law of Large Numbers obtained in 1], 9] ( see also 3]) describing the limiting shape of large Young diagrams for typical, with respect to the measure M, Young tableaux.
In the course of growth process, the area of the subgraph of a Young diagram (equal to the number of boxes) increases. In order to discuss the limiting shape of a growing Young diagram, let us normalize the area of its subgraph to unity by contracting the region (2.1. 2 , and denote by = m its m-th diagram. Then (after its area is normalized) will be close to the graph of the function (2.3.2), with no regards to the shape of the diagram (e.g. can have the shape of a triangle or that of a rectangle). This fact demonstrates the`rigidity' of the function (2.3.2). In the Theorem 4.5 below we shall prove another result of this type.
Continuous diagrams and their transition probabilities
In this Section we extend the set of Young diagrams to obtain the space of continuous diagrams, and de ne the transition probabilities for these general diagrams. As a technical tool, we use the moments of diagrams and those of their transition distributions, and the corresponding generating functions. is taken as a unit) . In what follows we are mostly interested in diagrams with zero center, z = 0.
A diagram ! will be called rectangular, if it is piecewise linear and ! 0 (u) = 1 for almost all (= all except nitely many) u 2 R. Rectangular diagrams are completely determined by their minima x 1 ; : : : ; x n and the interlacing sequence of maxima y 1 ; : : : ; y n?1 (Fig. 4) . We denote the set of such diagrams by D 0 . Young diagrams form a subset Y D 0 , and can be characterized by the following conditions:
1) the center is at zero, z = 0 2) all extrema are at integer points only. For Young diagrams, the area equals the number of boxes. This diagram has the center at zero and unit area.
Proposition. The moments of the diagram~ are equal to Corollary. The It is well known (cf. 10]) that the coe cients in (3.4.4) are related by the identity
where runs through the partitions n = 1 +2 2 +3 3 +: : : of a natural number n.
Hence, if a diagram ! 2 D has the moment sequence fp n g 1 n=1 , then its transition measure can be de ned as the unique distribution with compact support and with the moment sequence (3.4.5). The existence of the measure in this de nition is by no means trivial. It relies on the analysis of the behavior of the function H(x) = exp S(x) in the complex domain, and an application of Riesz{Herglotz type theorems on the integral representations of resolvent functions (see 7, 8] ). In this Section we assemble the main results of the paper. We introduce and rewrite in several equivalent forms a di erential equation describing the dynamics of diagrams. It is proved that the diagram~ is the only xed point, and that it is an attractor for all the solutions of the equation. is a family of diagrams !( ; t) increasing in t. All these diagrams have a common center z(t) = z; without loss of generality we assume that z = 0. The area A(t) increases with t, and it will be convenient to take it as a parameter by assuming that A(t) = t.
Given a tableau !(u; t), denote by (u; t) = (!(u; t) ? juj)=2 the corresponding family of charges. Taking into consideration the choice of parameter t and recalling the way we have normalized the area (see remark after (3.1.1)), we conclude that De nition. The function T(u; t) = 0 t (u; t) is called the tangent density of a tableau f!( ; t)g t t0 at the point !( ; t).
Taking the derivative in t we conclude that T(u; t) is indeed the density of a probability distribution which we call tangent distribution: Lemma. Let p n (t) be the moment of a diagram !(u; t) in the tableau f!( ; t)g t t0 .
Then the moments of the tangent density can be written in the form and the radial density provides a probability distribution. We use the term radial to refer to this distribution, too.
Proposition. Let p n denote the moment (3. (3.4.4) ). Comparing the formula with the decompo-Lemma. Assume that the functions p n (t) where n = 1; 2; : : : satisfy the equations whereR(x) = P 1 n=0 h n x ?(n+1) , and the coe cients h n are related to p n by the formula (3.4.5) Then, by Lemma, lim t!1 R(x; t) = 0; lim t!1 t R 0 x (x; t) = 0: Substituting (4.5.5) in the equation (4.5.4) and taking the limit as t ! 1, we derive that xR?R 2 = const, and the proof can be completed in the same way as in Theorems (4.3), (4.4), namely using the quadratic equationR 2 (x) ? xR(x) + 1 = 0 and the formula (3.4.11) for the generating function of the transition measure of the diagram~ .
