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Abstract
In this letter, we present a novel upper-bound for the hitting time of continuous-time quantum
walks, based on the spectrum and eigenstates of the Hamiltonian. We apply the new bound to the
quantum walk algorithm for the glued-trees problem by Childs et al. (2002), improving their hitting
time upper bound by a polynomial factor. The source of the improvement is that our bound depends
on the energy gap of a single eigenspace from the rest of the spectrum, while the previous bound
depended on the gap between any two eigenstates.
1 Introduction
Quantum walks [1–6] are a quantum computing model analogous to random walks on graphs (i.e., Markov
chains [7]). Quantum walk algorithms were discovered for problems such as element distinctness [8, 9],
searching for a marked state in graphs [10–15], matrix product verification [16], triangle finding [17],
group commutativity [18] and many others, e.g., [19–23]. In some oracle-based problems, quantum walks
exhibit an exponential speedup over their classical counterparts [20,21]. The hitting time is often utilized
for finding an algorithm’s runtime [19, 20, 24, 25].
Continuous-time quantum walks (CTQW) are a computational model in which the standard basis
states correspond to the vertices of the graph, and the Hamiltonian governing the dynamics is equal to
the adjacency matrix of the graph [4]. Namely, Hjk = 1 if there is an edge between vertex j and k;
otherwise Hjk = 0. In a search problem, the system is typically initialized to a state (vertex) x, and then
evolves by H . The solution to a computational problem is encoded in a target vertex/state y, which is
measured with non-negligible probability at the end of the walk. Unlike a random walk, CTQW does
not converge to a limiting distribution over the vertices because unitarity causes the eigenstate to gain
a phase - they do not decay like in a random walk. Furthermore, in a random walk, one can check if the
target state is reached in every step, while frequently applying strong measurements during a quantum
walk will ruin its coherence, thus making the walk classical.
One method to address these issues is to evolve the system by H for a random duration t that is
uniformly distributed between 0 and T , and then to measure in the vertex basis [3,24] (cf. [26]). Formally,
Definition 1 (CTQW). Let H be a Hamiltonian whose matrix form in the computational basis is equal
to the adjacency matrix of a graph. A CTQW in H is performed by initializing the system to a vertex
state |x〉, evolving it by H for a time t uniformly distributed in [0, T ], and finally measuring in the
computational basis.
On a classical random walk, the hitting time is the expected number of steps required to find y at
the first time. Conversely, in quantum walks, testing periodically to find if y is reached would ruin the
coherence of the walk (or freeze it [26]). This problem led to multiple definitions of hitting time; here
we use the following definition:
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Definition 2. Let x, y be vertices on a graph G and let H be the Hamiltonian corresponding to the
CTQW on G. The hitting time τ(y|x) of y by the walk starting at x is defined as follows:
τ(y|x) , min
T>0
T
p¯T (y|x) .
p¯T (y|x) , 1
T
T∫
0
∣∣〈x|e−iHt|y〉∣∣2 dt. (1)
Here p¯T (y|x) is the mean probability that a quantum walk starting at x would end in y when the
evolution time t is uniformly distributed in [0, T ]. By repeating the walk 1/p¯T (y|x) times, we amplify
to 1 the expected number of times y is found. We define the hitting time as the minimal time of the
multiple walks, which satisfies this criterion.
In this letter, we study how p¯T (y|x) depends on T , which determines the hitting time of the walk.
Our Lemma 2 lower bounds p¯T (y|x) by utilizing a single eigenspace V∗ of the walk Hamiltonian, which
has non-neglectable support on both x and y. The lower bound depends on the spectral gap of V∗ alone,
and not on the gap between any two eigenstates as in previous works [20]. Hence, when the spectral
density is not uniform, our result may give a better upper bound for the hitting time.
We apply our result to the quantum walk algorithm for the glued-trees problem, which is one of
the few cases where a quantum algorithm gives an exponential speedup over any classical algorithm
in an oracle setting [20]. Childs et al. bounded the runtime of the algorithm in two methods: first,
by approximating the time evolution of the system (see section C in [20] & [24]), and, secondly, by
upper-bounding the hitting-time using the spectral decomposition of the Hamiltonian. While the first
method is superior and accurately predicts when the probability to find the solution peaks1, it is hard,
in general, to solve Schro¨dinger’s equation with an initial condition. The second method gives a simpler
upper-bound to the hitting time of quantum walks and our Lemma 2 improves that upper bound from
O(n5) to O(n3).
2 Result
Before stating our result, we recall the previous bound for p¯T (y|x) [20]:
Lemma 1 (adapted from Lemma 1 in [20]). Consider the CTQW in H starting at x. The average
probability of finding a vertex y is lower bounded as follows:
p¯T (y|x) ≥
∑
k
|〈x|ΠVk |y〉|2 −
2
T∆E
(2)
wherein Vk are eigenspaces of H , their respective projections are ΠVk , and ∆E is the smallest gap
between any pair of eigenvalues of the Hamiltonian.
Our main result is the following:
Lemma 2 (main). Consider a CTQW in H with t ∈ [0, T ]. Let V∗ be an eigenspace of H with energy
E∗. Then,
p¯T (y|x) ≥ |〈y|ΠV∗ |x〉|2
(
1− 4
T∆E∗
)
(3)
wherein ΠV∗ is a projection on V∗; and ∆E∗ is the smallest gap between E∗ and the other eigenvalues
of the Hamiltonian.
Comparing the two Lemmas, we note that∑
k
|〈x|ΠVk |y〉|2 ≥ |〈x|ΠV∗ |y〉|2 , (4)
1In some sense, the first method yields a one-shot CTQW variant to the glued trees algorithm, with improved runtime,
because there’s no need to randomize the measurement time t. This letter focuses on the hitting time of CTQW according
to Definition 1.
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hence, for T → ∞, Lemma 1 gives a better bound. On the other hand, Lemma 2 depends on ∆E∗
and not on ∆E, and may yield a better bound in shorter time-scales when the spectral density is not
uniform, like in the glued-trees problem. Computationally, Lemma 1 requires knowing the smallest gap
between any two eigenvalues, while Lemma 2 only requires finding one eigenspace with non-negligible
overlap with x, y, and calculating its energy gap with respect to the rest of the spectrum.
Applying Lemma 2 to the glued-trees quantum algorithm, we get the following polynomial improve-
ment:
Corollary 1. The hitting time for the glued trees quantum walk algorithm is O(n3), an improvement
over O(n5), the previous bound proved in [20].
3 Proof of Lemma 2
Lemma 2 relies on a simple observation regarding the dynamics of the walk. By using spectral decom-
position to the eigenstates of the Hamiltonian |Ek〉, the state of the system at time t can be written
as:
e−iHt |x〉 =
∑
k
e−iEkt 〈Ek|x〉 |Ek〉 . (5)
As the system is evolving, the phases of the amplitudes are changing, but their norms remain constant.
Importantly, the eigenstates composing |x〉 have a time-invariant support on |y〉 for any t. The reason
that at t = 0 the projection on |y〉 is zero, despite having nonzero support, is that the eigenstates interfere
destructively at |y〉. Typically, this destructive interference cannot last for long, because the phases of
the amplitudes of the eigenstates rotate at different rates, which depend on their energy Ek.
Proof. (Lemma 2)
For the proof, we first isolate one eigenspace V∗ with energy E∗ from the rest of the eigenstates.
p¯T (y|x) = 1
T
T∫
0
dt
∣∣〈y| e−iHt |x〉∣∣2 = 1
T
T∫
0
dt
∣∣∣∣∣e−iE∗t 〈y|ΠV∗ |x〉 +
∑
k:Vk⊥V∗
e−iEkt 〈y|ΠVk |x〉
∣∣∣∣∣
2
=
1
T
T∫
0
dt
∣∣∣∣∣〈y|ΠV∗ |x〉+
∑
k:Vk⊥V∗
e−i(Ek−E
∗)t 〈y|ΠVk |x〉
∣∣∣∣∣
2
(6)
The time-dependent sum coherently destroys 〈y|Π∗V |x〉 at t = 0, but cannot sustain the destructive
interference for long. Using the inequality |a+ b|2 ≥ |a|2 + 2Re(ab∗), we get
p¯T (y|x) = ... ≥ 1
T
T∫
0
dt |〈y|ΠV∗ |x〉|2 + 2
T
Re
T∫
0
dt
(
〈y|ΠV∗ |x〉
∑
k:Vk⊥V∗
ei(Ek−E
∗)t 〈x|ΠVk |y〉
)
= |〈y|ΠV∗ |x〉|2 + 2
T
Re
∑
k:Vk⊥V∗
〈y|ΠV∗ |x〉 〈x|ΠVk |y〉
ei(Ek−E
∗)T − 1
i(Ek − E∗)
(7)
We bound the second term:
p¯T (y|x) = ... ≥ |〈y|ΠV∗ |x〉|2 − 2
T
∣∣∣∣∣
∑
k:Vk⊥V∗
〈y|ΠV∗ |x〉 〈x|ΠVk |y〉
ei(Ek−E
∗)T − 1
i(Ek − E∗)
∣∣∣∣∣
≥ |〈y|ΠV∗ |x〉|2 − 2
T
∣∣∣∣∣
∑
k:Vk⊥V∗
〈y|ΠV∗ |x〉 〈x|ΠVk |y〉
∣∣∣∣∣ · 2∆E∗ .
(8)
From orthogonality,
〈y|x〉 = 〈y|ΠV∗ |x〉+
∑
k:Vk⊥V∗
〈y|ΠVk |x〉 = 0
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Hence,
p¯T (y|x) = ... ≥ |〈y|ΠV∗ |x〉|2 − 4
T∆E∗
∣∣∣∣∣
∑
k:Vk⊥V∗
〈y|ΠV∗ |x〉 〈x|ΠVk |y〉
∣∣∣∣∣ = |〈y|ΠV∗ |x〉|2
(
1− 4
T∆E∗
)
(9)
4 The glued-trees quantum walk algorithm
In this section, we summarize the relevant results of the glued-trees quantum walk algorithm, and prove
Corollary 1.
Definition 3 (Glued trees problem [20]). Consider two binary trees of depth n such that the roots of
the first and second tree are denoted Entrance and Exit respectively. Following the original notations,
let G′n be the graph composed of the two trees, and of additional edges forming a random cycle, which
alternates between leaves of the two trees. The vertices of G′n are given unique unknown labels. The
input to the problem is the label of the Entrance vertex, and the solution is the label of the Exit
vertex. The access to the G′n is by an oracle, which receives a vertex’s label and returns the labels of its
neighbors.
Entrance Exit
Figure 1: An instance of the graph G′4
Childs et al. [20] solved the problem using a quantum walk on the graph G′n in polynomial time
and proved an exponential speedup of their algorithm to any classical algorithm. For convenience, they
have analyzed G′n−1 instead of G
′
n. From the symmetry of the trees and the initial state at the root,
it is clear that vertices in the same depth of each tree will share the same (time-dependent) amplitude.
Following this observation, [20] defined the column states |col j〉 to be an even superposition of all states
with distance j−1 from Entrance. The walk is bounded to a 2n dimensional subspace spanned by these
column states, and in it, the non-zero matrix elements of H corresponding to G′n−1 are:
〈col j|H | col(j + 1)〉 =
{
1 1 ≤ j ≤ n− 1, n+ 1 ≤ j ≤ 2n− 1√
2 j = n
(10)
Note that the states with j = 1, 2n correspond to Entrance and Exit respectively. The runtime of the
algorithm was bounded using Lemma 1. In order to compare the performances of Lemma 1 and our
Lemma 2, we repeat the essence of the spectral analysis of H ; for full details see [20].
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The eigenstates of H take one of two forms2:
|Ep〉 = αp
n∑
j=1
sin pj |col j〉 ± αp
2n∑
j=n+1
αp sin(p(2n+ 1− j)) |col j〉
αp =
1√
2
∑n
j=1 sin
2(pj)
,
(11)
with the respective eigenvalue Ep = 2 cosp. Here, p is the solution to one of the following two equations:
sin((n+ 1)p)
sinnp
= ±
√
2. (12)
A solution for Eq. 12 with the plus (minus) sign will correspond to an eigenvector with a plus (minus)
sign in Eq. 11.
For gap calculations, [20] proved that the solutions for p corresponding to +
√
2 and −√2 interleave.
The approximated solution corresponding to −√2 are in the form
p =
ℓπ
n
− ℓπ
(1 +
√
2)n2
+O
(
1/n3
)
ℓ = 1, 2, ..., n− 1 (13)
The closest solutions to p from above and below are denoted p′, p′′, where p′ < p < p′′. Both p′, p′′ are
+
√
2 solutions; and their distance to p is bounded:
p− p′ > ℓπ
√
2
(1 +
√
2)n2
+O
(
1/n3
)
, ℓ = 2, 3, . . . , n− 1
p′′ − p > ℓπ
(1 +
√
2)n2
+O
(
1/n3
)
, ℓ = 1, 2, . . . , n− 1.
(14)
Let δp = min {p′′ − p, p− p′}. The spacing around p translates to an energy gap δEp around the
eigenvalue Ep = 2 cosp, when taking δp≪ 1:
Ep = 2 cosp (15)
δEp
δp
= −2 sin p+O((δp2)) (16)
|δEp| = 2|δp sin p|+O
(
(δp)2
)
(17)
We proceed to prove Corollary 1.
4.1 Hitting-time bound using Lemma 1 [20]
By Eqs. 13-14, the minimal energy gap between two energies is at ℓ = 1 as it minimizes both p and δp
in Eq. 17:
∆E ≥ 2 sin
(π
n
+O(n−2)
)
·
(
π
(1 +
√
2)n2
+O(n−3)
)
= Ω(n−3) (18)
Recall that f(n) = Ω(g(n)) iff there are constants N0, c > 0 such that for any n > N0, |f(n)| ≥ c |g(n)|.
Additionally, using Eq. 11 and the Cauchy-Schwartz inequality, [20] proved that
∑
k
|〈x|ΠVk |y〉|2 =
∑
p
|〈Ep|col 1〉|2 |〈Ep|col 2n〉|2 =
∑
p
|〈Ep|col 1〉|4 ≥
(∑
p
1√
2n
|〈Ep|col 1〉|2
)2
=
1
2n
(19)
Hence by Lemma 1,
p¯T (col 2n | col 1) ≥
∑
p
|〈Ep|col 1〉|2 |〈Ep|col n〉|2 − 2
T∆E
≥ 1
2n
−O
(
n3
T
)
(20)
By this bound, T should be Ω(n4) in order to find Exit with probability ≈ 1/n. Hence, the hitting
time according to [20] is O(n5).
2There are two additional eigenstates where sin is replaced by sinh in Eq. 11. But sinh causes |〈col 1|ΠV |col 2n〉| to
be exponentially small for both eigenstates, thus making it useless for our Lemma 2. See Section D in [20].
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4.2 Hitting-time bound using Lemma 2
For Lemma 2, we choose V∗ spanned by the eigenstate |Ep〉 s.t. p is a −
√
2 solution with ℓ = n/2,
namely,
p =
π
2
− π
2(1 +
√
2)n
+O(n−3) (21)
Calculating the gap to the other states:
∆E∗ = 2(p′′ − p) sin p ≥ 2
(
π
(2 + 2
√
2)n
+O(n−3)
)
sin (π/2 +O(1/n)) = Ω(1/n) (22)
The first term of Eq. 2 we get:
|〈col1|ΠV∗ |col 2n〉| = α2p sin2 p = α2p sin2(π/2 +O(1/n)) > α2p/2
αp =
1√
2
∑n
j=1 sin
2(pj)
>
1√
2n
(23)
wherein αp is the normalization factor of |Ep〉. Hence, by Lemma 2:
p¯T (col 2n | col 1) ≥ 1
8n2
(1 −O(n/T )) (24)
One can see that for T ≈ n, the inequality in Eq. 20 is trivial, while by Eq. 24, the probability to find
Exit is ≈ 1/n2. Hence, the hitting time is O(n3), which concludes the proof of Corollary 1.
5 Discussion
We showed a new upper bound for the hitting time of continuous time quantum walks, improving the
previous runtime analysis of the glued trees problem based on the spectrum of the Hamiltonian. The
source of the improvement is our bound’s dependence on the spectral gap of one eigenspace instead of
the gap between any two eigenstates.
Another way of comparing the bounds for the glued trees quantum walk is their prediction of the
time Exit is reached with non-neglectable probability for the first time. By the previous analysis based
on Lemma 1, the walk needs T ≈ n2 for Exit to be found in non-neglectable probability ≈ 1/n. In
contrast, by our Lemma 2, Exit is found with non-neglectable probability ≈ 1/n2 in linear T . This gives
a similar prediction as the exact solution of the walk (section C in [20]) showing that the system reaches
Exit in linear time with probability ≈ n−2/3.
We believe that the methods presented here provide a simple improvement, which is also of a general
nature, hence, hopefully, applicable in other contexts.
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