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According to an increasing number of researchers intelligence emerges from criticality as
a consequence of locality breakdown and long-range correlation, well known properties of
phase transition processes.We study a model of interacting units, as an idealization of real
cooperative systems such as the brain or a flock of birds, for the purpose of discussing
the emergence of long-range correlation from the coupling of any unit with its nearest
neighbors. We focus on the critical condition that has been recently shown to maximize
information transport and we study the topological structure of the network of dynamically
linked nodes. Although the topology of this network depends on the arbitrary choice of
correlation threshold, namely the correlation intensity selected to establish a link between
two nodes; the numerical calculations of this paper afford some important indications on
the dynamically induced topology. The first important property is the emergence of a per-
ception length as large as the flock size, thanks to some nodes with a large number of
links, thus playing the leadership role. All the units are equivalent and leadership moves
in time from one to another set of nodes, thereby insuring fault tolerance. Then we focus
on the correlation threshold generating a scale-free topology with power index ν≈ 1 and
we find that if this topological structure is selected to establish consensus through the
linked nodes, the control parameter necessary to generate criticality is close to the crit-
ical value corresponding to the all-to-all coupling condition. We find that criticality in this
case generates also a third state, corresponding to a total lack of consensus. However, we
make a numerical analysis of the dynamically induced network, and we find that it consists
of two almost independent structures, each of which is equivalent to a network in the
all-to-all coupling condition. This observation confirms that cooperation makes the system
evolve toward favoring consensus topological structures. We argue that these results are
compatible with both Hebbian learning and fault tolerance.
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INTRODUCTION
The issue of defining a robust performance measure (Boccaletti
et al., 2006;Qiang andNagurney,2008) to assess network efficiency
is one of the main problems of the emerging field of complex net-
works. As noted in Qiang and Nagurney (2008), problems akin to
network vulnerability, which are linked to events such as 9/11,
hurricane Katrina and the biggest blackout in North America
(8/14/03), cannot be satisfactorily addressed without a measure
of global network efficiency. Network efficiency was originally
studied in connection with topological structure (Boccaletti et al.,
2006), and more recently with measures capturing the flow of
information to determine the criticality of nodes and links (Qiang
and Nagurney, 2008).
In the last few years increasing attention has been devoted to
discussing the connection between synchronization and topology
(Arenas et al., 2006, 2008; Gómez-Gardeñes et al., 2007; Díaz-
Guilera, 2008; Liang et al., 2009). Using sociological perspective
(Castellano et al., 2009) synchronization can be thought of as a
form of consensus. Consequently the efficiency of a network can
be expressed as a quantity inversely proportional the critical value
of the control parameter KC, at which a phase transition of the
network to an organized state occurs. Herein that organized state
is identified as consensus, where most of the nodes of the network
are found to share the same opinion. Simultaneously, expressing
network efficiency through consensus has the effect of establishing
a close connection between network topology and the ubiquitous
natural phenomenon of synchronization. In this way a number
of investigators have concluded that topology plays an important
role in biology, ecology, climatology, and sociology (Pikovsky et al.,
2001; Arenas et al., 2008; West et al., 2008; Castellano et al., 2009).
Some investigators (Arenas et al., 2006) employ a local order
parameter to determine that synchronization can be used to detect
communities. More recent work (Liang et al., 2009) follows a
similar path, using the response of the surrounding nodes to
a weak signal generated by a given node of the network. The
paper of Gómez-Gardeñes et al. (2007) uses synchronization as
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a way to compare the efficiency of a scale-free network to the
random network of Erdos and Renyi. All this is extensively dis-
cussed in an excellent review paper byArenas et al. (2008) showing
very interesting comparisons of Erdos–Renyi networks and scale-
free networks as a function of the control parameter K. The
influence of complex network topology on synchronization has
been studied (Restrepo et al., 2006) and these authors found that
although theheterogeneousnetwork is less efficient than the all-to-
all coupled network, the phase transition remains sharp, thereby
qualitatively confirming the results of earlier work (Moreno and
Pacheco, 2004). The latter authors studied the Kuramoto model
(Kuramoto, 1984) embedded in a scale-free network and found
that, quite surprisingly, a phase transition emerges at a critical
value of the control parameter K with no need to use all-to-all
coupling. Another interesting result (Moreno and Pacheco, 2004)
is that single nodes, with k links, regress to synchronization with
the mean time 〈τ〉∝ 1/k, thereby making the hubs very stable. This
observation led those authors to conjecture that the scale-free con-
dition may be a consequence of an optimization mechanism. As a
main result of this paper, we substantiate this conjecture with an
example where the hubs have a dynamical origin.
A limitation of the earlier work on the connection between
global efficiency and topological complexity, with one exception
(Moreno and Pacheco, 2004), is that the dynamical origin of topo-
logical complexity is not addressed. We examine this connection
between topology and dynamics herein as follows: (a) We distin-
guish between a resting and a dynamic network; the former being
the network where the constitutive units are at rest, and the latter
being the network generated by the self-organization of the units
located on the structure of the resting network. (b) We explore
the possible benefits of the dynamic network by using it as a rest-
ing network on which to activate our cooperation model. (c) We
argue that these results establish a connection between critical-
ity and the famous Donald Hebb’s neurophysiological postulate
(Hebb, 1949).
MATERIALS AND METHODS
We adopt a decision making model (DMM; Bianco et al., 2008;
Turalska et al., 2009), which uses a social paradigm of decision
makers who choose between “yes” (+) and “no” (−) at each point
in time. Note that the DMM is expected to have a range of appli-
cation that is not limited to social processes. In fact, the DMM is
usefully applied to account for the phenomenon of intermittency
of colloidal quantum dots (Frantsuzov et al., 2009). In DMM the
dynamics of each node si is determined by the following master
equation
d
dt
p1 = −g12p1 + g21p2
d
dt
p2 = −g21p2 + g12p1
(1)
The cooperation among the units in the network is realized by
setting the coupling coefficients to the time-dependent form
g12(t ) ≡ g eK
M2(t )−M1(t )
M (2)
and
g21 (t ) ≡ g e−K
M2(t )−M1(t )
M (3)
Here M denotes the total number of nearest neighbors, and M 1(t )
and M 2(t ) are the count of nearest neighbors who are making the
decision“yes”and“no,” respectively. The single individuals change
opinion, and as a consequence M 1(t ) and M 2(t ) are fluctuating
in time variables, while, of course, the total number of nearest
neighbors is conserved: M 1(t )+M 2(t )=M. The single unit in
isolation, K= 0, would fluctuate between “yes” and “no,” with the
rate g. Once the value of the coupling increases,K> 0, single in the
state “yes” (“no”) is less and less independent and makes transi-
tion to the state “no” (“yes”) faster or slower according to whether
M 2 >M 1 (M 1 >M 2) or M 2 <M 1 (M 1 <M 2), respectively. We
define the global fluctuation ξ(t )≡ (N 1(t )−N 2(t ))/N, where N
is the total number of nodes, and N 1(t ) and N 2(t ) are the units in
the state “yes” and “no” at time t, respectively. Additionally, we use
the time average ξeq =〈|ξ(t )|〉 as a measure of the global majority.
It is important to note that the master equation of each site is a
fluctuating master equation. This property emerges from the fact
that the transition rates g 12(t ) (g 21(t )) depend on the stochastic
evolution of each unit’s environment. Only in the thermodynam-
ical condition when the number of nodes creating the network
is infinite, N=∞, and all nodes are directly connected with each
other, M=∞, the ratios M 1(t )/M and M 2(t )/M are equivalent
to the probabilities p1(t ) and p2(t ) (Turalska et al., 2009). How-
ever, this correspondence is violated once the number of nodes
is finite or the structure of the network departures from all-to-all
coupling. Both those conditions introduce randomness into the
dynamic evolution of a single unit. In the most general case this
stochastic fluctuations can be realized as a difference between the
estimate of a random walker position after finite number of steps
(what corresponds to given number of neighbors each node has)
and the position obtained after an infinite time.
Here we consider a topology of a simple two-dimensional
regular lattice, where each node is coupled to four nearest neigh-
bors, thereby setting M= 4. We call this structure a resting net-
work. The numerical calculations were performed on a lattice of
N= 100× 100 nodes with periodic boundary conditions. At the
initial time, t= 0, the state of each node was assigned randomly
to be either +1 or −1, symbolizing decision in “yes” and “no,”
respectively. Next, in a single time step a run over the whole lattice
is performed and for every unit si the transition rate of Eqs 2 or
3 is calculated according to which a node is given the possibility
to change its state. After initial 106 time steps the time average is
taken over the same number of consecutive steps of the model to
evaluate the global majority measure ξeq.
RESULTS
As expected, the global order parameter ξeq shows a transition to
the organized state with the respect to the coupling constant K.
The critical value of the coupling constant KC can be found ana-
lytically in the case of N=∞ (McCoy and Wu, 1973) and yields
KC = 2 ln(1+
√
2) ≈ 1.76.On Figure 1 wepresent the phase tran-
sition curve obtained for a finite square lattice of 10,000 nodes.We
observe that the transition into the organized phase occurs at the
Frontiers in Physiology | Fractal Physiology March 2012 | Volume 3 | Article 52 | 2
Turalska et al. Cooperation-induced topological complexity
FIGURE 1 |The phase diagram for global variable ξeq. Solid blue line
corresponds to the equilibrium states obtained in the case of fully
connected, infinite network N=∞. Red line corresponds to the global
states observed for two-dimensional regular lattice (N=100×100) and
setting g=0.01.
critical value of KC ≈ 1.70, which is significantly larger than the
value of the all-to-all coupling case with an infinite number of
units (Bianco et al., 2008; Turalska et al., 2009), KC = 1.
To study the dynamically induced network topology, we con-
sider the DMM with the critical value of the coupling, KC = 1.70.
After initial 106 time steps, we record lattice configurations over
2000 time step windows, registering the dynamics of each node
{si(t )} over that time interval. In the next step we evaluate the
linear correlation coefficient between the i-th and the j-th node
(Fraiman et al., 2009):
r
(
i, j
) =
〈
si (t ) sj (t )
〉 − 〈si (t )〉 〈sj (t )〉√〈
s2i (t )
〉 − 〈si (t )〉2
√〈
s2j (t )
〉
− 〈sj (t )〉2
(4)
where 〈. . .〉 denotes time average. If the correlation intensity
between nodes i and j of the square lattice is larger than the
arbitrarily chosen threshold value Θ= 0.61, we consider them
connected by a link in the dynamically induced topology. The
Figure 2 serves as an illustration of this process.
This newly created topology clearly depends both on selected
value of the coupling and the threshold value applied to the set
of obtained correlation coefficients. If one would consider the
dynamics of the system in the subcritical phase,K<KC, where the
randomness dominates over the cooperation between units, as a
result observed values of r(i, j) would be small, as expected for two
independent variables. In the opposite case, when K>KC, strong
coupling reduces the variability of a state of a single unit in time,
and due to the definition of r(i, j) also leads to small correlation
values. In both cases, the distribution created froma set of obtained
r(i, j) values is centered at zero, and has very fast decreasing tails.
However, once the dynamics approaches criticality, K ≈KC, the
coupling between units is just enough to balance the stochasticity.
This condition leads to dynamical coupling between units that are
not directly connected, and results in much wider distribution of
values of r(i, j) than in two previous cases.
In all discussed cases adoption of a low thresholdwould include
most of the correlation pairs r(i, j) and would result in highly con-
nected networks, where almost all nodes are connected to each
other. As the threshold Θ increases less and less pairs of nodes
would be included in the newly created topology. Since for K<KC
and K>KC the distribution of correlations decreases much faster
than for K ≈KC, the increase of Θ leads to the destruction of the
giant component, thus no new structure can be identified. Close
to the criticality, the transition between the fully connected struc-
ture obtained for low threshold and its destruction into separate
modules is more subtle. In this condition, the Dirac-like degree
distribution, obtained for lowΘwhen almost all nodes are directly
connected, starts to present a tail once Θ is increased, signifying
that some links are eliminated and nodes with degree smaller than
the average appear. Even further increase in the value of threshold
eliminates enough links to distribute nodes degree as an inverse
power law. The inclusion of correlations even higher than this
special value leads to the disruption of the giant component.
As mentioned in the previous paragraph, above prescription
generates a scale-free network, with the inverse power index ν≈ 1,
as shown in Figure 3, thereby supporting the observation of
Moreno and Pacheco (2004), that the scale-free structure is the
result of an optimization process, which is, in the case of this Let-
ter, the realization of a consensus condition. We also evaluate the
distribution density p(l) of the Euclidian distance l between two
linked nodes and find that the average distance is of the order of
50, namely, of the size of the two-dimensional network 100× 100.
This average distance implies the emergence of long-range links,
essential to realize the fast transfer of information over a complex
network (Kleinberg, 2000; Boguñá and Krioukov, 2009; Boguñá
et al., 2009; Li et al., 2010).
Now let us turn the dynamically induced network into a rest-
ing network, called a dynamically generated resting (DGR) network
and let us study its efficiency running the DMM on it. We find
it convenient to compare its cooperative behavior with another
seemingly equivalent scale-free networks with the same ν≈ 1. We
realize this latter scale-free network using the probabilistic algo-
rithm (Kalisky et al., 2004) and we refer to it as an ad hoc network,
and run the DMM on it as well as on the DGR network. The
phase transition diagrams of the DGR and ad hoc networks are
illustrated in Figure 4, and Figure 5B, respectively. We see that the
phase transition occurs on both networks at K = 1, namely, at the
same critical value corresponding to the all-to-all coupling condi-
tion. However, in Figure 4 a new phenomenon is observed, that
being the emergence of both a consensus and a non-consensus
state. The new state emerges because the self-organization process
generates two weakly coupled identical clusters (Figure 4B), each
cluster being equivalent to an ad hoc network with ν≈ 1. These
two networks are virtually independent from one another, thereby
yielding the states ++; −−; +−; −+ with equal probability. The
states +− and −+ are the non-consensus state. To support this
interpretation we generate two identical ad hoc networks with
ν= 1 and couple them with a single link. The resulting phase dia-
gram, shown in Figure 5A, is very similar to that depicted on
the Figure 4, thereby establishing that DGR networks may lead to
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FIGURE 2 | Consecutive steps that lead to the dynamical topology.Top
panel shows time evolution of three randomly selected nodes of the square
lattice. Arrows denote time intervals over which the correlation index of Eq. 4
is calculated. Middle panel illustrates the fragment of an adjacency matrix of
the dynamically created network. It originates by the application of a
threshold Θ to the values of correlation all nodes of square lattice. Full size of
this adjacency matrix is N2 ×N2. White squares denote the case when the
correlation between unit i and j is larger than threshold and they correspond
to the link between node i and j in the dynamical network. Lower panel
presents fragment of the dynamical topology that arises from above
adjacency matrix. Here a single square is a node of the dynamical network.
Full dimension of this matrix is N×N. The color scheme denotes the degree
of a node. As in the case of the adjacency matrix, this representation
confirms that the dynamical network is very sparse when overlaid on the
original square lattice (white squares represent nodes of the square lattice
that are not a part of the dynamical network). The clarity of figures presented
on middle and bottom panels are the only reason for showing fragments of
matrices, rather them whole.
coexistence of communitieswith conflicting opinions, reminiscent
of recent results obtained by others (Shao et al., 2009).
DISCUSSION
Note that the scale-free network generated by the mechanism of
cooperation is observed in the brain dynamics of neuronal net-
works (Fraiman et al., 2009). Although these authors use the
two-state nodes of the Ising model to explain the source of the
scale-free neuronal network, the Ising and the DMM model are
essentially equivalent as far as dynamically generated scale-free
topology is concerned.This paper, inspired inpart by Fraimanet al.
(2009), yields the additional discovery that the emergence of con-
sensus produces long-rage links as well scale-free topology, thereby
establishing a possible connectionbetween the brain dynamics and
the navigation in complex networks (Kleinberg, 2000; Boguñá and
Krioukov, 2009; Boguñá et al., 2009; Li et al., 2010).
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FAULT TOLERANCE
Let us address the problem of network efficiency and vulnerabil-
ity. The scale-free topologies are universally judged to be robust
against an external random attack, since the key nodes (hubs) are
rare and their annihilation is expected to be highly improbable.
However, if a unit with a large number of links is annihilated,
the efficiency of the network is drastically reduced. Thus, a scale-
free network is robust against a random attack but not against an
intelligent attack whose targets are the hubs of the network (Albert
et al., 2000; Cohen et al., 2000; Gallos et al., 2005).
Now, as illustrated on Figure 4, if we consider the emergence of
consensus on a DGR scale-free topology two scenarios arise: one
FIGURE 3 |The degree distribution for correlation network created by
examining the dynamics of nodes placed on two-dimensional, regular
lattice. Examined network had N=6740 nodes and the parameters of
DMM were g=0.01 and K=1.70.
in which the evaluation of DMM leads to a state of non-consensus
and one in which the consensus depends on the structure of the
DGR network. An annihilation of a hub in the latter case would
cause disruption of network dynamics and could affect the con-
sensus state. This paper shows that it may be convenient to run the
DMM on the original regular network,withM= 4, even if the self-
organization process would require a higher critical parameter,
KC = 1.70 rather than KC = 1.00. The regular network, although
dynamically less efficient, is less vulnerable than the scale-free net-
work, either the one dynamically generated or the ad hoc network.
To substantiate this prediction, let us imagine an intelligent attack
annihilating a highly connected hub in the dynamical topology,
which action affects the organization state. Since targeted node
simultaneously is one of the units of regular lattice, we observe
the consequence of the attack also in the regular network, from
which dynamical topology emerge. In this case the damage pro-
voked by the intelligent attack is the generation of a defect, and
consequently of a network of N− 1 nodes, with all of them having
four links but four of them that have three links. We expect that
for N →∞ the self-organization process is not severely damaged.
To paraphrase, if the flag bearer, guiding a large number of fight-
ers, falls in the battle another fighter will pick up the fallen flag
and carry it forward. According to Singer (2005) this property is
shared by the brain and is depicted by him as an orchestra with no
conductor.
HEBBIAN LEARNING
Hebb (1949) proposed the following neurophysiological postu-
late: “When an axon of cell A is near enough to excite a cell B and
repeatedly or persistently takes part in firing it, some growth process
or metabolic change takes place in one or both cells such that A’s effi-
ciency, as one of the cells firing b, is increased,” according to which
persistence or repetition of neural activity induces lasting cellular
changes. We interpret the results of this paper in the light of this
fundamental postulate.
FIGURE 4 | (A) Shows the phase diagram for global variable ξeq. Solid
blue line corresponds to the equilibrium states obtained in the case of
fully connected, infinite network (N=∞). Dots correspond to the
equilibrium states obtained by evaluating the dynamics of the decision
making model on the DGR correlation network with g=0.01. (B)
Presents graphic depiction of the dynamical network prepared with the
help of open-source graph visualization software, Gephi (Bastian et al.,
2009).
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FIGURE 5 |The phase diagram for global variable ξeq. Solid blue line
corresponds to the equilibrium states obtained in the case of fully connected,
infinite network (N=∞). (A) Dots show the phase diagram for a scale-free
ad hoc network with N=2000 nodes and scaling exponent of degree
distribution ν=1. (B) Dots correspond to the equilibrium states obtained by
evaluating the dynamics of the decision making model on a system of two
scale-free ad hoc networks, each having N=1000 nodes and scaling
exponent ν=1. Those networks are coupled with only one randomly created
link. In both cases scale-free ad hoc networks were generated according to
the probabilistic algorithm of Kalisky et al., 2004.
First, we notice that at criticality the system of cooperating
units reaches consensus but the consensus time duration is finite
(Turalska et al., 2011). Vanni et al. (2011) have proved that the
function of a system of cooperating units benefits from the occur-
rence of organizational collapses, allowing single units to recover
the free-will condition that they have in the absence of cooper-
ation. The consensus time duration TC is the distance between
two consecutive organizational collapses. Using the same proce-
dure as that adopted in the recent work of Turalska et al. (2011),
Vanni et al. (2011) find that TC is proportional to the size of the
system. Thus, since dynamically induced links are established on
the basis of a temporal measure (Eq. 4), we assume that they
correspond to cellular changes lasting for an extended, but not
infinite time. Consecutively, we make the conjecture that accord-
ing to Hebb’s postulate, after a number of organizational collapses,
reoccurring dynamical links are turned into resting links. This
leads to an iterative procedure; where the initial resting network
evolves into a dynamical structure (DGR1) which after certain
time is used as the resting topology. Evaluation of the DMM
on this new topology leads to the generation of a new dynami-
cal network (DGR2), which then can be considered as a starting
point.
It is worth noticing that this model for evolutionary net-
work is rather crude, since the DGR2 network is established
dynamically only on the basis of positive correlations between
the units of the DGR1 network. A more realistic model would
imply a random growth of connections, with a selection dri-
ven not purely by reinforcing Hebb’s rule. However, from the
results of this paper, we eventually expect the emergence of
a complex network out of any evolution scheme. If we make
the plausible hypothesis that increasing the complexity of the
network also the dynamics becomes more complex, this evo-
lution has been experimentally established by a recent paper
(Smit et al., 2011) by looking at how scale-free indexes in elec-
troencephalograms evolve with brain maturation in children and
adolescent.
Herein we proved that, while dynamically induced links evolve
into resting links, the thermodynamics of the system change,
and the critical coupling significantly decreases. When a resting
scale-free network evolves, with the topology herein studied, the
coupling coefficient becomes indistinguishable from the minimal
possible value, corresponding to all-to-all coupling. This means
that the system (the brain) has efficiently decreased the resources
necessary to keep working at criticality, both in terms of wiring
(number of synapses) and coupling (amount of neurotransmit-
ters). We may conjecture that the hypothesis that the brain works
at criticality (Allegrini et al., 2010; Chialvo, 2010; Werner, 2010),
or, better, that remains critical while exploring a continuity of
different critical states (Longo and Montévil, 2011) is more funda-
mental than the Hebb’s rule itself. In other words,Hebb’s rule may
havebeen evolutionary selecteddue to the cost-savingmechanisms
herein suggested.
What about fault tolerance? Apart from the fault tolerance
properties exposed in the previous subsection, that characterize
the scale-free structure evolving from the Hebb’s rule, Hebb’s rule
also provides network plasticity, so that even hub-oriented attacks
can be effectively dealt with.Within our crude evolutionarymodel,
due to the probabilistic nature of the process, it is expected that
the links generated dynamically by DGRn do not coincide with its
resting nodes, althoughmanyDGRn leadersmay remain leaders at
the DGR(n + 1) level. Thus we conclude that the discovery of this
paper that topological complexity may be dynamically generated
is not incompatible with fault tolerance. This is again in accor-
dance with Hebb and his followers, who prevent all synapses from
increasing indefinitely by assuming that synaptic effectiveness is
reduced when the simultaneous firing of post-abs pre-synaptic
impulse does not occur.
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