Graph decompositions
Treewidth (by Robertson and Seymour) is the most well-known and widely studied graph decomposition.
Treewidth describes how much a graph looks like a tree.
A large number of graph problems can be solved efficiently (in FPT time) for low treewidth. (Courcelle's theorem) Many equivalent definitions (e.g. cops-and-robber games, minimum fill-in, elimination orderings).
Digraph decompositions
Treewidth is generally considered the right measure for undirected graphs.
Treewidth can usually be employed for digraph problems as well: take the tree decomposition of the underlying undirected graph.
This solution is not perfect. E.g. ignoring the direction of edges on a DAG may lead to a clique (large treewidth). But the problem may be trivial on DAGs (e.g. Hamiltonian Cycle).
Known results
An O(n k ) algorithm for Hamiltonian Cycle where k is the directed treewidth. [Johnson et al., 2001] An O(n k ) algorithm for parity games where k is the DAG-width [Obdrzálek, 2006] A O(n k ) algorithms for both where k is the kelly-width [Hunter and Kreutzer, 2007] No FPT algorithms are known!
Our results

MaxDiCut is NP-complete when restricted to DAGs
Hamiltonian Cycle is W [2]-hard when the parameter is the cycle rank of the input graph.
Implication:
Both problems are intractable for all considered complexity measures.
Hamiltonian cycle
Reduction from Dominating Set.
We are given an undirected graph G and a number k. Does G have a dominating set of size k?
Construct a digraph G . G will be Hamiltonian iff G has a dominating set of size k. 
