proposed that the Big Five personality traits showed a higher-order structure with 2 factors he labeled ␣ and ␤. These factors have been alternatively interpreted as heritable components of personality or as artifacts of evaluative bias. Using structural equation modeling, the authors reanalyzed data from a cross-national twin study and from American cross-observer studies and analyzed new multimethod data from a German twin study. In all analyses, artifact models outperformed substance models by root-mean-square error of approximation criteria, but models combining both artifact and substance were slightly better. These findings suggest that the search for the biological basis of personality traits may be more profitably focused on the 5 factors themselves and their specific facets, especially in monomethod studies.
Stability and ␤ as Plasticity and proposed neurobiological bases for them. Jang et al. (2006) reported behavior genetic analyses of domain scales from the Revised NEO Personality Inventory (NEO-PI-R; in Canadian, German, and Japanese samples that suggested that ␣ and ␤ might be heritable, although in the German and Japanese samples, ␣ was defined only by low N and high C. The presence of genetic associations seems to imply that ␣ and ␤ are substantive factors of personality, although Jang et al. pointed out that these genetic effects so far have been demonstrated in only one instrument, the NEO-PI-R.
However, the view that ␣ and ␤ are substantive constructs at a higher order than the Big Five has also been challenged. An alternative is that they are method artifacts and that the five factors are themselves orthogonal. In support of that position, McCrae and Costa (1989) showed that there is slightly greater cross-observer agreement between orthogonal factor scores than between oblique factor scores or raw domain scores. Similarly, Biesanz and West (2004) compared self-reports, peer ratings, and parental ratings on an adjective measure of the Big Five and concluded that "observed correlations among Big Five traits are the product of informant-specific effects" (p. 870); that is, different domains were correlated within each data source but were unrelated across sources.
Such informant-specific effects are generally interpreted as method artifacts, biases that contribute to observed scores because of the method used rather than as a reflection of the true score. Two accounts of the nature of these artifacts have been proposed. McCrae and Costa (1995) reported a joint factor analysis of the NEO-PI-R and Tellegen, Grove, and Waller's (1991) Inventory of Personal Characteristics #7 (IPC7). The IPC7 includes versions of the Big Five factors along with scales assessing positive valence (PV; flawless, outstanding vs. ordinary, unremarkable) and negative valence (NV; sick, immoral, deceitful vs. fair-minded, unselfish). In a five-factor solution, PV showed strong loadings on the E and O factors, whereas NV had a positive loading on the N factor and negative loadings on the E, A, and C factors. McCrae and Costa (1999) subsequently argued that ␤ could reflect the operation of PV bias: People who are inclined to describe themselves in glowing terms may exaggerate their standing on E and O, creating a spurious correlation between them. Because different raters would presumably not share PV biases, E and O would appear to be orthogonal in cross-observer studies.
1 Similarly, ␣ could be due to (low) NV. Paulhus and John (1998) have also argued that the intercorrelation of Big Five scales "suggests the intrusion of two evaluative superfactors" (p. 1040), which they labeled Moralistic and Egoistic Biases, the former corresponding roughly to Digman's (1997) ␣ and the latter to his ␤ (although N does not clearly define either superfactor). Although Paulhus and John described these as biases in self-perception, the informant-specific effects noted by Biesanz and West (2004) suggest that the same biases may operate in observers.
Other researchers, however, have argued that PV and NV are, at least in part, substantive factors (Benet-Martínez & Waller, 2002; Durrett & Trull, 2005) , so it is probably wise to distinguish them from the within-informant biases to which they may be related. DeYoung (2006) identified both across-informant and withininformant sources of correlations among the Big Five, which might be interpreted as substance and artifact, respectively. In most of DeYoung's samples, the within-informant effects, or uniquenesses, formed two factors, one related to A, C, and low N and the other related to E and O; he also found that these two factors were themselves correlated, consistent with a global evaluative dimension. In the present study, we designate these as latent variables A-bias and B-bias, respectively, and we allow them to be correlated.
Comparing Models
To compare substantive and artifactual interpretations of ␣ and ␤, it is necessary to have at least two independent but related assessments of the five factors. The cross-observer design of Biesanz and West (2004) is one obvious approach, but it is also possible to compare substance and artifact models in behavior genetic samples, where we can determine the extent to which traits independently assessed in different twins are heritable and whether their correlation is attributable to a shared genetic basis or to artifact (see Jang, 2005 , for a full description). This makes it possible to reanalyze the data of Jang et al. (2006) , who provided evidence for a substantive interpretation but did not explicitly model an artifactual interpretation, and to estimate the relative contributions of both substance and artifact. Here, we present results of such a comparison.
In Study 1, we compare four models: a baseline model that assumes that the five factors are orthogonal, a substance model that includes heritable ␣ and ␤, an artifact model that includes correlated A-and B-bias, and a full model with both substance and artifact. Comparisons of model fit allow an assessment of how well these competing hypotheses explain the observed data. In terms of the observed correlations of E and O, the baseline model implies that they are uncorrelated, the substance model implies they are correlated both within and across twins and to the same degree, the artifact model implies that they are correlated only within twins, and the full model assumes that they are correlated both within and across twins but more strongly within twins.
These four models are illustrated in Figure 1 , a set of path diagrams representing possible influences on observed E and O scores in pairs of monozygotic (MZ) twins. On the right in each panel are possible genetic causes. In Panel A, the baseline model is presented, in which there are independent genetic causes (Eg and Og) of observed E and O scores; the remaining variance in observed scores is attributed to uncorrelated error 1 McCrae and Costa (1995) conducted moderated regression analyses that failed to show a moderating effect of PV or NV on agreement of self-reports with peer ratings of personality. This has been interpreted to mean that they cannot be biases (DeYoung, 2006; McCrae & Costa, 1995) . Unfortunately, moderated regression is useful for evaluating measures of random error, such as acquiescent responding, but not measures of systematic bias (see Piedmont, McCrae, Riemann, & Angleitner, 2000) . Because McCrae and Costa did not report the appropriate analyses, in which the cross-method validity of scores was examined with PV or NV partialed out of self-reports, it cannot be determined whether PV or NV functioned as systematic biases in that study.
terms (E 1 e to O 2 e) on the left. Panel B represents the substance model, in which ␤ is added and is hypothesized to influence both E and O scores and thus cause their covariation. This model suggests that E and O scores will covary both within and across twins. Panel C depicts the artifact model, in which the covariation of E and O scores is attributed to B-bias and is found only within twins; B-bias for Twin 1 is uncorrelated with B-bias for Twin 2. However, B-bias for each twin is allowed to correlate with A-bias for that twin, the correlation representing a general evaluative bias. 2 The latent variables on the left include both error of measurement and any influences on true scores that are not shared by twins. It is important to note that this model assumes that there is no shared environmental influence, an assumption justified both by analyses of this data set and by the broader literature on the behavior genetics of personality (Bouchard & Loehlin, 2001; Plomin & Daniels, 1987) , where both twin and adoption studies have consistently failed to find shared environmental effects for personality traits in adults.
A similar diagram can be constructed for N (reflected to represent the emotional stability component of ␣), A, and C. We estimate latent variables contributing to all five factors in each model together, with the assumption that all latent variables are independent (except for A-and B-bias). For simplicity, Figure 1 represents the case for MZ twins, but by specifying that dizygotic (DZ) twins share half their genes, it is also possible to include DZ twin data in a combined model.
The Study 1 design, in which self-reports from twins are analyzed, provides a clear test of the relative roles of substance and artifact if, as the model suggests, the genetic effect is substantive and the nonshared environmental effect (which includes error) is artifactual. Those are straightforward and plausible assumptions, but they are not necessarily true. An alternative hypothesis for ␤ is that twins inherit a shared tendency toward B-bias. Such a shared bias would inflate the E and O scores of both twins. Thus, the latent variable in Figure 1 labeled ␤g could also be labeled B bias g. Similarly, it is possible to propose an alternative hypothesis for B-bias: Instead of being an unshared bias, it may reflect unique life experiences that have contributed substantively to both E and O, but separately for each twin. Thus, the latent variables labeled B bias e could also be interpreted as ␤e. Monomethod twin studies separate genetic from environmental effects, but they do not unambiguously separate substance from artifact.
To separate substance from artifact more clearly, in Study 2 we examine cross-observer data using a parallel design. Self-reports and observer ratings were available for two samples (adult and adolescent), and cross-observer agreement can be interpreted as evidence of substantive influences. In Figure 2 , which illustrates the full model, influences on the true scores (as operationally defined by cross-observer agreement in these data) are given on the right; these include those that affect E and O separately across methods and ␤, which is hypothesized to affect both domains across methods. In this design, the underlying causes of traits (genetic, shared environmental, or nonshared environmental) are not distinguished: Whatever the causes are, if they affect the true score of the traits, then they should appear in both self-reports and observer ratings. If influences on true scores are on the right, then variables on the left must influence error, both random and systematic. Systematic error that is informant specific and that contributes to both E and O scores is labeled B bias . This design yields information on the relative contributions of substance and artifact to the covariation of Big Five scores but does not explain their origins. A stronger design would used data from three or more raters from different categories (e.g., self-reports, spouse ratings, peer ratings; see Cole, Ciesla, & Steiger, 2007) .
Study 3 combines aspects of both these designs and is correspondingly more informative (see Bartels, Boomsma, Hudziak, van Beijsterveldt, & van den Oord, 2007 , for other genetically informative multirater designs). Both self-reports and observer ratings on the German NEO-PI-R were available for a sample of MZ and DZ twins. The basic model for ␤ is shown in Figure 3 for MZ twins, with Twin 1 data represented in the top four boxes and Twin 2 data in the bottom four boxes. The variables on the right reflect true score influences (as operationalized by cross-observer agreement) shared by both twins, which include genetic influences on E and on O and, through ␤, on both E and O. The variables on the left contribute to correlations between E and O that are not shared across method or across twins and thus can reasonably be interpreted as artifact. Not shown in Figure 3 are latent variables representing the nonshared environment plus error.
2 There are empirical grounds for introducing a correlation between Aand B-bias (DeYoung, 2006; Sneed et al., 1998) , whereas Digman (1997) stated that his higher-order factors "are substantially orthogonal" (p. 1248). Nevertheless, we conducted preliminary analyses of Study 1 and Study 2 data in which we compared models where there were no correlated latent variables, where only ␣ and ␤ were correlated, where only A-and B-bias were correlated, and where both ␣ and ␤ and A-and B-bias were correlated. The general pattern of results with respect to the comparison of the four models was the same in all these analyses. When ␣ and ␤ were allowed to correlate, root-mean-square error of approximation (RMSEA) decreased trivially in the substance model and full models (with and without correlated A-and B-bias), ⌬RMSEA ϭ .00 to .05, Mdn ϭ .02. By contrast, when A-and B-bias were allowed to correlate, RMSEA showed appreciable decreases in the artifact and full models (with and without correlated ␣ and ␤), ⌬RMSEA ϭ .02 to .22, Mdn ϭ .09. Final analyses were therefore conducted with correlated A-and B-bias terms only. Two variations on this model are also informative. In the first, we add new latent variables reflecting possible genetic influences on the artifacts of A-and B-bias. These variables would affect the self-reports of both twins but not observer ratings. (Note that because different observers rated the twins in each pair, latent variables reflecting rater bias cannot be estimated.) In the second variation, we consider the possibility of substantive nonshared environmental effects. These latent variables would affect both self-reports and ratings of a twin but would not affect assessments of the other twin. Significant effects for these variables would demonstrate consensually validated nonshared environmental effects.
Substance and Artifact Reconsidered
To this point, we have assumed that cross-observer agreement is evidence of the consensual validation of traits and their associations. However, researchers concerned with social perception (see Funder & West, 1993) have pointed out that consensus among raters may be attributable instead to shared but unfounded cognitive schemas. In particular, we might hypothesize that all people share the mistaken assumption that extraverts are open to experience and open people are extraverted. An individual who accurately perceived that a target was high in E would then exaggerate the target's O score, and vice versa. A similar schema might relate perceptions of N, A, and C. We can label these schemas as ␣Ј and ␤Ј.
There is indirect evidence that such shared schemas exist. Sneed, McCrae, and Funder (1998, Study 1) asked several groups of students to rate how well 30 adjectives served as indicators of each factor. Students gave the highest rating to the correct factor in 29 of 30 cases, suggesting that they understood the constructs represented by the factors. However, there was also evidence of poor discrimination among the five factors. For example, on a scale from -1.0 to 1.0, the mean rating for enthusiastic as an indicator of E was .90, but its rating as an indicator of O was .64; reliable was deemed a good indicator of C (.86) but also of N (-.52) and A (.64). A factor analysis of mean ratings for the five factors showed one large evaluative factor (corresponding to the general evaluative factor identified by DeYoung, 2006), but if two factors were extracted and rotated, the first was defined by N (-.84), A (.75), and C (.92) and the second by E (.94) and O (.85). Thus, ␣Ј and ␤Ј can be found in students' explicit conceptions of traits. Such preconceptions might easily color their ratings of a real target's personality.
The same logic would apply to self-reports, and twins who in fact shared personality traits and accurately perceived them would be led to the same biased assessment of other traits, making ␣Ј and ␤Ј in the self-reports of twins appear to be heritable. This hypothesis proposes that there is a universal tendency to confound Big Five traits at a higher-order level, akin to the implicit personality theory that operates at the level of the FFM (see McCrae, Jang, Livesley, Riemann, & Angleitner, 2001 ). In the same way, unfounded schemas shared between self-reporters and observers could give the appearance that ␣Ј and ␤Ј are consensually validated.
In the language of structural equation modeling (SEM), these are mediated models in which, for example, latent E and O influence the latent mediator ␤Ј and thus have indirect influences on observed E and O scores in addition to their direct influences (see Figure 4 ). In this model, ␤Ј does not represent a source of true-score variance in personality; instead, it represents a feature of person perception (a cognitive schema) that influences personality ratings. ␤ represents the true source of covariation between E and O (if any). Such indirect paths can be included in an SEM analysis of correlations, but, unfortunately, this model is underidentified and thus the paths can assume any values consistent with the principle that the sum of squared path coefficients to ␤Ј must equal 1.0. Further, if paths a and c are constrained to be equal, then the fit of all these mediated models is identical to that of the unmediated model shown in Figure 2 . Whether higher-order factors are due to accurate perception or to shared schemas, or to some combination of these elements, cannot be determined statistically from our data. This must be borne in mind when considering the substance models.
Artifact models, too, merit a caveat. When two sets of raters assess the same targets, it is usually assumed (as it will be here) that the influence of the true score on both sets of ratings is reflected in the magnitude of their correlation. However, the observed agreement is actually limited by the less accurate set of ratings. Consider the case in which self-reports are compared with ratings made by perfect strangers. The resulting cross-method
Figure 3. Path diagram of influences on self-reported and observer-rated Extraversion (E) and Openness (O) domains in monozygotic twins, full model with correlated A bias and B bias . Variables with subscript "S" refer to self-reports; those with subscript "R" refer to observer ratings. Variables with subscript "1" refer to the first twin; those with subscript "2" refer to the second twin. The letter e designates systematic bias. Error specific to twin, domain, and method of measurement is not shown in the model. B bias ϭ within-informant bias; ␤ ϭ Digman's (1997) personal growth factor. correlations should be near zero, and if such data were analyzed by the model shown in Figure 2 , then the paths from E, O, and ␤ would be near zero and the variance in each observed variable would be allocated to the error and bias terms on the left side of the figure. This would lead to a correct interpretation of the stranger's ratings, but the error and bias terms for the self-reports would be some combination of true score and error. In particular, B biasS e might reflect the real covariation of E and O as accurately perceived by self-reporters. Given that the raters in the present study know the targets well, this is an unlikely scenario.
Study 1
In Study 1, we reanalyze data from combined Canadian, German, and Japanese twin studies (Jang et al., 2006) . In addition to a model testing substantive, heritable ␣ and ␤ factors, we examine an alternative model seeking to explain correlations among NEO-PI-R domains in terms of artifacts of A-and B-bias. We also consider the possibility that both these explanations are needed to model the data adequately.
Method
Participants. As detailed in Jang et al. (2006) , participants were 1,207 MZ and 698 DZ twin pairs from Japan (n ϭ 646), Canada (n ϭ 453), and Germany (n ϭ 806); 2,688 of the twins were female. Zygosity was determined by questionnaire and color photographs; in the Japanese sample, ambiguous cases were resolved by DNA fingerprinting. Age ranged from 14 to 86 years (M ϭ 28.4, SD ϭ 12.6 years).
Measure. All participants completed a self-report version of the NEO-PI-R in English or in authorized German or Japanese translations. The NEO-PI-R uses a 5-point Likert response scale, from 1 ϭ strongly disagree to 5 ϭ strongly agree. Its 240 items assess 30 traits, or facets, 6 for each of the 5 factors. Domain scores are the sum of these six facet scales. Evidence on the reliability and validity of the NEO-PI-R is summarized elsewhere Ostendorf & Angleitner, 2004; Yoshimura et al., 1998) . Yamagata et al. (2006) showed that the phenotypic structures of the three versions were equivalent, with factor congruence coefficients for the five factors across pairs of cultures ranging from .96 to .99. Raw scores for each individual were regressed on age, sex, and culture (coded as two dummy variables), and the residuals were used in all analyses.
Analyses. Data from the combined sample were analyzed using SEM from Mx (Neale, Boker, Xie, & Maes, 2004) , with maximum likelihood (ML) estimation. These analyses are modifications of standard behavior genetic models, in which individuals are randomly assigned to be first or second twin. The program analyzed covariances among the five domain scores for MZ and DZ twins.
The intent of these analyses was not to present the usual complete decomposition of twin data into genetic and environmental components but to focus on terms of direct relevance to the covariances among domain scores. Further, the models did not attempt to explain fully the covariances among all the NEO-PI-R domain scores, only those related to ␣ and ␤; there is, for example, typically a small negative correlation between NEO-PI-R N and E domains that is ignored in these analyses. Thus, the absolute fit of the model is not the focus of interest. Instead, the relative fit of the competing models is used to test a series of hypotheses about substance and artifact in the higher-order factors of the domains. For this purpose, highly simplified models are examined in which the covariances among all latent variables (except A-and B-bias) are fixed at zero and in which all path coefficients for a given latent variable are constrained to be equal. For example, in Figure 1 , the path coefficients from Eg to E 1 and E 2 were constrained to be equal; the path coefficients from ␤g to E 1 , O 1 , E 2 , and O 2 were constrained to be equal; and the path coefficients from B bias1 e and B bias2 e to E 1 and O 1 and to E 2 and O 2 , respectively, were constrained to be equal.
3 Because previous studies (see Jang et al., 2006) have shown that an additive genetic and nonshared environmental model best fits these data, no attempt was made to include a shared environmental component.
Four models were tested. The full model is depicted in Figure  1D for E and O; the remaining are nested models in which some of the parameters in the full model are constrained to zero. The baseline model (assuming independence among the Big Five) is represented in Figure 1A , the substance model in Figure 1B , and the artifact model in Figure 1C . The models tested also included N, A, and C domains not represented in Figure 1 .
Experts disagree on how the fit or relative fit of SEM models ought to be assessed (see Vernon & Eysenck, 2007 , for recent views on this topic), although some fit indices are commonly adopted. To evaluate fit and the importance of latent variables, we 3 Because A was not a clear definer of ␣ in the German and Japanese data, we also examined models in which the path coefficients from ␣ and A-bias to A were not constrained to equal those to N and C. This yielded better fits-in the full model, RMSEA decreased from .092 to .075 for the MZ twins and from .085 to .066 for all twins-but did not change the overall pattern of results. consider chi-square tests, Bentler's (1990) comparative fit index (CFI), root-mean-square error of approximation (RMSEA; which takes model parsimony into account), and path coefficients. Because the sample size is large, modest improvements in fit may be significant by the chi-square test. A more conservative approach requires that two models be considered different only if the 90% confidence intervals for RMSEA do not overlap. This approach is particularly useful because it can be used to compare models that are not nested. It is important to note, however, that overlapping confidence intervals does not necessarily imply that the difference between the models is nonsignificant (Cumming & Finch, 2005) . The importance of effects can also be evaluated by considering the relative magnitude of path coefficients.
For this and the following studies, RMSEA was calculated as , 2003) , and the upper and lower bounds of its confidence interval were calculated using the SAS CNONCT function. These values differ slightly from those reported by the Mx and Statistica (Steiger, 1995) programs, but the pattern of results was the same. In all analyses reported, the models converged normally; there were no anomalous statistics. (2) ϭ 70.3, p Ͻ .001, models. However, the confidence intervals for RMSEA for the artifact and full models overlap, whereas neither of these overlaps with the RMSEA confidence interval for the substance model. In the full model, path coefficients for ␣ and ␤ are similar to those for A-and B-bias, which suggests that substantive and artifactual influences are about equal contributors to the observed domain scores.
Results and Discussion
The last four columns of Table 1 analyze data from both MZ and DZ twins, by stipulating that the DZ twins share one half the genetic influences. Results of chi-square tests replicate those for the MZ twins alone, and RMSEA confidence intervals show the same pattern of overlap. By the usual rules of thumb for the interpretation of RMSEA (Browne & Cudeck, 1992) , the baseline and substance models show poor fit, whereas the artifact and full models are marginal. By the usual CFI criteria, even the full model fits poorly, indicating that there are sources of covariation among the domains that are not accounted for in these models.
In these analyses, as in earlier analyses of the same data (Jang et al., 2006) , there is support for a substance model in which heritable influences affect correlations among NEO-PI-R domains across twins. However, when the data are used to test the alternative hypothesis that correlations among domains are evaluative artifacts that operate chiefly within each twin, a considerably better fit is obtained. The best fit is found for a model with both kinds of influence, but it is only slightly better than a simpler artifact model.
Recall, however, that this does not necessarily mean that the correlations are actually influenced by artifact. An alternative Note. Data from 1,207 MZ twin pairs and 698 dizygotic twin pairs from Yamagata et al. (2006) . These are analyses of covariances from data corrected for age, sex, and culture. All exogenous variables except A-and B-bias are uncorrelated; all path coefficients for each latent variable were constrained to be equal. All path coefficients are significant, p Ͻ .001. N ϭ Neuroticism; E ϭ Extraversion; O ϭ Openness; A ϭ Agreeableness; C ϭ Conscientiousness; CFI ϭ comparative fit index; RMSEA ϭ root-mean-square error of approximation; CI ϭ confidence interval. a Variable reversed.
interpretation holds that nonshared environmental influences generate true correlations between NEO-PI-R domains like E and O. Such effects cannot be separated from error in this design because there is no way to determine whether E and O in fact covary within twins or merely seem to because of shared evaluative bias. To distinguish these, it is necessary to have an external criterion by which to evaluate the veridicality of the associations. For this purpose, a multimethod design is needed.
Study 2
In Study 2, we examine cross-observer data in an attempt to distinguish true from spurious associations among domains in a modified version of the NEO-PI-R, the NEO Personality Inventory-3 (NEO-PI-3; McCrae, . Selfreports are analyzed in conjunction with observer ratings by informants well acquainted with the targets. This analysis is based on the assumptions that effects shared across method reflect true scores, and those solely within method are method biases. Both of these assumptions might be disputed: Two sources could share the same view of the target but both be mistaken; again, reports from one source might be accurate but not be confirmed by the second because of the second's ignorance (see Funder & West, 1993 ). Nevertheless, cross-method analyses are a source of plausible evidence on the question of substance versus artifact.
Method
Participants. Data for these analyses were previously reported in studies on the development and generalizability of the NEO-PI-3, a more readable version of the NEO-PI-R. In one study , 532 adults (341 women) aged 21 to 91 years (M ϭ 44.7, SD ϭ 16.2 years) described themselves and were independently rated by a knowledgeable informant, whom they in turn rated. In most cases, these pairs were spouses. In the second study , 180 adolescents (103 girls) aged 14 to 20 years (M ϭ 16.8, SD ϭ 1.82 years) described themselves and were described by a sibling. Cross-observer correlations for the five domains ranged from .38 to .65 (Mdn ϭ .55), values considerably higher than those reported by Biesanz and West (2004; Mdn ϭ .28) , perhaps because the raters in the present study were better informed or because the NEO-PI-3 is a more reliable instrument than the adjective scales used by Biesanz and West. In either case, the present data may be more sensitive to cross-method correlations of higher-order factors, if any exist.
Measure. The NEO-PI-3 (McCrae, ) is a modification of the NEO-PI-R in which 37 items were replaced to improve readability and internal consistency. Analyses in adult and adolescent samples suggested that the NEO-PI-3 is essentially equivalent to the NEO-PI-R; in particular, correlations between the domain scores on the two instruments (based on a combined administration) ranged from .98 to .99. Other psychometric properties, including factor structure, were preserved in the development of the NEO-PI-3. Data were z standardized within sample.
Analyses. Domain scores from self-reports and observer ratings were analyzed using the SEM program of Statistica (Steiger, 1995) . The default estimation procedure (ML after an initial generalized least squares estimation) was used to estimate variances and covariances among the five NEO-PI-3 domain scores. Four models paralleling those in Study 1 were analyzed; the full model for the E and O components is depicted in Figure 2 . As in Study 1, all latent variables (except A-and B-bias) were constrained to be independent, and all paths from each latent variable were constrained to be equal. In all analyses reported, the models converged normally; there were no anomalous statistics. Table 2 summarizes results from analyses in both age groups. As in Study 1, among adults the substance model offers an improvement over the baseline model, ⌬ 2 (2) ϭ 259.5, p Ͻ .001, and the artifact model shows a larger improvement, ⌬ 2 (3) ϭ 583.3, p Ͻ .001. By the chi-square test, the full model is significantly better than either alternative. None of the RMSEA confidence intervals overlap, suggesting progressive improvement across the models. Analyses of the adolescent sample (last four columns of Table 2 ) show a similar pattern of results with respect to chi-square tests of nested models, but RMSEA confidence intervals are wider in this smaller sample. The substance model overlaps with both the baseline and the artifact models; the artifact model overlaps with the full model. As in Study 1, path coefficients for ␣ and ␤ were comparable with those for A-and B-bias. In an absolute sense, the overall fit is reasonable for the full model in the adult sample but poor for all models in the adolescent sample. 4 In these models, the A-bias paths (and B-bias paths) were constrained to be equal for self-report and observer rating data. The path coefficients and improvement in fit imply that this is a reasonable model and thus that similar evaluative biases are found in observer ratings as in self-reports. This is consistent with the findings of Biesanz and West (2004) , who reported informantspecific A-and B-bias-like factors in parent and peer ratings as well as self-reports.
Results and Discussion
Study 2 is complementary to Study 1. The interpretation of Aand B-bias effects in Study 1 was ambiguous: They might represent evaluative artifacts, but they might also represent real effects of the nonshared environment. That alternative interpretation of A-and B-bias is not applicable in Study 2 because true nonshared environmental effects would have affected both self-reports and observer ratings and would have contributed to the substance model in Study 2. The fact that A-and B-biases are found in Study 2 makes it likely that evaluative biases do operate in monomethod correlations among Big Five traits, and if so, then some, and possibly all, of the A-and B-bias effects seen in Study 1 must have been artifacts.
Study 3
The piecemeal inferences that can be drawn from Studies 1 and 2 can be directly tested if multimethod data are available in a twin 4 In an effort to improve the absolute fit of the model, we conducted supplementary analyses in which the paths from ␣ and A-bias to N, A, and C and from ␤ and B-bias to E and O were allowed to differ. The pattern of results was the same, with modest improvements in fit in the adult sample (RMSEAs for the substance, artifact, and full models ϭ .151, .081, and .047, respectively) but no improvement in the adolescent sample (RMSEAs ϭ .161, .118, and .121). In the full adolescent model, the three path coefficients for ␣ were nonsignificant. design, and that is the case for the German study analyzed here. For a sample of twins, self-reported NEO-PI-R scores and one or two peer ratings on the observer-rating version of the NEO-PI-R were available; ratings were averaged to best estimate traits from the observer's perspective. The basic model contrasting substance and artifact is presented in Figure 3 for the analysis of MZ twins; variations in the model provide information on whether there are genetic contributions to A-and B-bias and whether there are true nonshared environmental effects on the covariation of Big Five domains.
Method
Participants. Data from the Bielefeld Longitudinal Study of Adult Twins (BILSAT; Spinath, Angleitner, Borkenau, Riemann, & Wolf, 2002) and the Jena Twin Study of Social Attitudes (JeTSSA; Stö␤el, Kämpfe, & Riemann, 2006) were combined. The BILSAT data used here were from the third measurement occasion, whereas the data used in Study 1 were from the second wave of the same sample.
Because participants in BILSAT and JeTSSA partially overlapped, we kept the data from BILSAT and removed the overlapping data collected for JeTSSA unless additional self-or peerreport data were available in the latter study. This provided a large sample of 1,525 individuals from 838 twin pairs for a single measurement occasion (486 from BILSAT, 352 from JeTSSA). Participants ranged in age from 17 to 82 years (M ϭ 36.1, SD ϭ 13.2 years); 1,174 of them were female. Peer ratings were collected by the twins, who were instructed to ask peers who knew them very well (but not their twin sibling) to provide the peer reports. Raters ranged in age from 13 to 88 years (M ϭ 36.3, SD ϭ 13.4 years) and had known the twin between 1 and 69 years (M ϭ 11.6, SD ϭ 10.2 years). Most of the raters were friends, colleagues, spouses, or relatives. Peer reports were available for 1,492 twins, 92.4% based on two independent peers. The ratings were returned either by the twins in a sealed envelope or directly by the peers. It is important to note that the use of different peer raters for different twins may underestimate twin resemblance (cf. Campbell & O'Connell, 1982) .
Measures. Twins completed the German version of the NEO-PI-R among other inventories. Peers completed the German version of Form R of the NEO-PI-R, in which the selfreport items have been rephrased in the third person. Evidence on the reliability and validity of the American and German versions of Form R are reported in the manuals Ostendorf & Angleitner, 2004) . In the present sample, coefficient alphas for the five domains ranged from .84 to .93 (averaged across subsamples and twin siblings). Averaged peer-peer correlations for N, E, O, A, and C were .44, .53, .49, .47, and .45, respectively; the corresponding self-mean peer correlations were .50, .63, .58, .49, and .54.
Analyses. Because of missing data, two analytic approaches were used. The first analyzed correlations among NEO-PI-R domains based on pairwise deletion; the second, reported in Table 3 , used a version of full information ML estimation available in Mx to analyze the complete data set. The pattern of results was the same. These analyses are variations of standard behavior genetic analyses. ML estimation was used. As in Study 1, and consistent with previous analyses of these data, the models assumed that there Note. Adult data from McCrae, Martin, and , N ϭ 532; adolescent data from McCrae, , N ϭ 180. These are analyses of covariances. All exogenous variables except A-and B-bias are uncorrelated; all path coefficients for each latent variable were constrained to be equal. All path coefficients are significant, p Ͻ .001. N ϭ Neuroticism; E ϭ Extraversion; O ϭ Openness; A ϭ Agreeableness; C ϭ Conscientiousness; CFI ϭ comparative fit index; RMSEA ϭ root-mean-square error of approximation; CI ϭ confidence interval. a Variable reversed.
were no shared environmental effects. In all analyses reported, the models converged normally; there were no anomalous statistics.
Results and Discussion
As in Study 1, SEM analyses were conducted on MZ twins and in a complete model in which genetic contributions were set to 0.5 for DZ twins. Results were similar; Table 3 reports analyses of the full sample. The first four data columns of Table 3 report analyses similar to those in Tables 1 and 2 but based on multimethod ratings of twin pairs, as illustrated in Figure 3 . Adding ␣ and ␤ produces a significant reduction in the chi-square value, ⌬ 2 (2) ϭ 263.6, p Ͻ .001, and an improvement in RMSEA. Adding A-and B-bias improves fit markedly, ⌬ 2 (3) ϭ 1,257.9, p Ͻ .001, with a larger reduction in RMSEA. Adding both substance and artifact produces a further improvement over the artifact model, ⌬ 2 (2) ϭ 71.8, p Ͻ .001, but RMSEAs for the artifact and full models overlap. By RMSEA rules of thumb, model fit is poor for baseline and substance models but reasonable for artifact and full models; CFI values suggest that even the full model omits significant sources of covariation between domains.
To exploit the multimethod possibilities of these data, we considered two other models. In the genetic bias model, we examined the possibility that (correlated) A-and B-bias are to some degree heritable; that is, that self-reports from twins would be similarly biased. In Figure 5A , such a model is represented by adding a latent variable that affects self-reports of E and O by both twins but is unrelated to observer ratings of E and O. Because observers of different twins were unrelated, there was no corresponding latent variable for ratings and thus error terms for the self-reports and observer ratings were necessarily allowed to differ. The fifth column of Table 3 shows that adding genetic bias to the full model makes a significant improvement in fit, ⌬ 2 (3) ϭ 21.0, p Ͻ .001, but RMSEA confidence intervals are almost completely overlapping and the path coefficients for genetic bias are small.
The last column of Table 3 addresses the possibility that some portion of ␣ and ␤ may be the consequence of true nonshared environmental effects. In Study 1, it was not possible to distinguish such effects from error, but in Study 3, they would appear as influences on both self-reports and observer ratings of each twin but not across twins (see Figure 5B ). Adding these terms to the full model makes a significant improvement, ⌬ 2 (2) ϭ 49.1, p Ͻ .001, but RMSEA confidence intervals overlap and the path coefficients for the nonshared environment are rather small.
General Discussion
Results from three studies with different designs and data from different countries converged in their descriptions of the higherorder factors of the Big Five. The factors identified by Digman (1997) as ␣ and ␤ can reliably be found in NEO-PI-R domain scores, and they can be seen as the result of influences that operate across twins and observers (substance), as influences that operate within twins and observers (artifact), or as some combination of these; by RMSEA criteria, the artifact models are better than the substance models and the full models are better still. Note. Data from 516 monozygotic twin pairs and 322 dizygotic twin pairs. These are analyses of covariances from data corrected for age and sex. All exogenous variables except A-and B-bias and Genetic A-and B-bias are uncorrelated; all path coefficients for each latent variable are constrained to be equal. All path coefficients are significant, p Ͻ .001. N ϭ Neuroticism; E ϭ Extraversion; O ϭ Openness; A ϭ Agreeableness; C ϭ Conscientiousness; NSE ϭ nonshared environment; CFI ϭ comparative fit index; RMSEA ϭ root-mean-square error of approximation; CI ϭ confidence interval. a Variable reversed.
However, moving from this description to an interpretation of the data is much more difficult because it depends crucially on assumptions that were not testable here. Of particular importance is whether agreement across observers is necessary, or sufficient, to infer accuracy in assessments. Although personality psychologists usually interpret agreement as evidence of accuracy and disagreement as evidence of method bias, neither of these is necessarily the case: Agreement may be false consensus, and disagreement may reflect unique knowledge. As a result, there are alternative interpretations for the present data.
A first interpretation is that ␣ and ␤ are real phenomena that shape the intercorrelations of Big Five traits. They appear to be both heritable and consensually validated, and they contribute to model fit regardless of whether measurement artifact is included in the model. From this perspective, further research on the correlates, genetics, and brain physiology of ␣ and ␤ is warranted, as is the search for their expression in personality theories (Digman, 1997) . However, it would be prudent for researchers pursuing these topics to use multimethod assessment to minimize any confounding of ␣ and ␤ with A-and B-bias.
A second view, however, is that all the evidence presented here might be accounted for by widely shared schemas concerning the covariation of traits. As illustrated in Figure 4 , people perceived to be high in E might falsely be assumed to be high in O, and vice versa. Such shared schemas could mimic consensual validation and heritability. Falsifying that hypothesis would be possible, but only by assessing personality in ways that avoid the kinds of human judgments that are susceptible to this bias. Analyses of behavior counts (Borkenau, Riemann, Angleitner, & Spinath, 2001 ) might prove useful here. Clearly, if ␣ and ␤ result merely from shared cognitive schema, then the search for their genetic or physiological basis would be futile.
A third view is more pragmatic. It holds that ␣ and ␤ may have some real basis but notes that the influence of ␣ and ␤ is at least equaled by A-and B-biases, which are most parsimoniously interpreted as sources of measurement error. There are practical, theoretical, and strategic implications of this third view.
Practically, these findings speak to the question of how personality inventories are best scored. To the extent that correlations among domain scores are due to artifacts, orthogonalization ap- Figure 5 . Path diagram of influences on self-reported and observer-rated Extraversion (E) and Openness (O) domains in monozygotic twins. Variables with subscript "S" refer to self-reports; those with subscript "R" refer to observer ratings. Variables with subscript "1" refer to the first twin; those with subscript "2" refer to the second twin. The letter e designates systematic bias. Error specific to twin, domain, and method of measurement and correlations of A-and B-bias are not shown in the model. Panel A: Genetic bias model, in which covariance of E and O in self-reports of twins is influenced by heritable bias, B bias g. Panel B: Nonshared environment (NSE) model, in which environmental influences on the covariation of E and O, NSE␤s, are seen in both self-reports and observer ratings but are unrelated across twins. B bias ϭ within-informant bias; ␤ ϭ Digman's (1997) personal growth factor. pears to be a legitimate as well as useful strategy for assessing phenotypic traits (cf. Hendriks, Hofstee, & De Raad, 2002) . Orthogonalization in essence subtracts the shared artifactual variance from each of the domains, leaving purer measures of the substance. For example, in the case of the NEO-PI-3 in the adult sample, the cross-observer convergent correlations for the five raw domains are .55, .65, .57, .58, and .52 for N, E, O, A, and C, respectively, and the discriminant correlations range from .02 to .26 (Mdn ϭ .09). If the domains are orthogonalized by computing five varimax-rotated factor scores from principal-components analyses in self-reports and observer ratings, then the corresponding convergent correlations are .57, .67, .57, .58, and .55 and the discriminant correlations range from .00 to .07 (Mdn ϭ .02). Orthogonalization thus markedly improves discriminant validity while maintaining or slightly improving convergent validity.
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The use of orthogonal factor scores to assess the Big Five, however, effectively eliminates consideration of ␣ and ␤ because there is no higher-order structure with an orthogonal solution. However, our chi-square tests consistently showed that the inclusion of ␣ and ␤ improved the fit of the model, suggesting that some portion of the intercorrelation of Big Five domains may be due to a real and heritable influence. It is tempting to conclude from this that assessing ␣ and ␤ by summing the relevant domain scores would lead to meaningful new measures of personality at a higher level-measures that would show distinctive properties of heritability and cross-observer validity.
In fact, the line of research summarized in this article began by a consideration of some of the properties of higher-order factors. If ␤ is a meaningful higher-order factor, then the sum of E and O (E ϩ O) ought to show higher heritability and cross-observer validity than the difference between E and O (E Ϫ O) because in the former combination, variance associated with ␤ is reinforced and in the latter, it is cancelled out. However, these two composite variables showed similar levels of heritability (.54 vs. .57 in Study 1 data) and cross-observer validity (.61 vs. .63 in Study 2 adult data), with slightly larger values for the difference variable. For both composites, the heritability and validity appear to be merely a consequence of the heritability and validity of the component domains. We found similar results for the sums and differences of pairs of N, A, and C domains.
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Additional research on the psychometric properties of domain composites is needed, but it appears that if there is a latent variable that reflects a real substantive influence on E and O, then it is not well captured by summing the observed variables because that sum also and inevitably compounds the influence of artifact and the added true-score variance is masked by the added error. In the typical monomethod study, these two effects are inextricably confounded, and the Big Five are in practice the highest accessible level of the personality trait hierarchy.
Implications for Personality Psychology
The importance of artifact at the higher-order level has been demonstrated only for the NEO-PI-R and the adjective measures used by Biesanz and West (2004) . However, if these two instruments are affected by two evaluative superfactors (Paulhus & John, 1998) , then it is likely that other instruments will be too. In consequence, all schemes based on combinations of Big Five factors (e.g., Becker, 1999) must deal with the possibility that they are chiefly the result of artifact. Lexical researchers (e.g., Saucier & Goldberg, 2001) have recognized that description is confounded with evaluation at the highest levels of the trait hierarchy, but questionnaire researchers have sometimes ignored the role of evaluative bias. For example, the higher-order hierarchical models of normal and abnormal traits offered by Markon, Krueger, and Watson (2005) takes on a quite different interpretation if higherorder structure is determined chiefly by artifact. Those authors had argued that alternative structures such as the Big Two (Krueger, 1999) and Big Three (Eysenck, 1992) could be seen as different hierarchical levels, "each of which becomes more or less appropriate depending on the theoretical and empirical context" (Markon et al., 2005, p. 153) . To the extent that the higher-order factors are chiefly the product of A-and B-biases, however, their theoretical and practical utility is suspect.
Our findings also have implications for studies of the neuroscience and molecular genetics of personality. DeYoung and colleagues (2002; DeYoung, 2006) have proposed a neurobiological model for Stability and Plasticity, their terms for ␣ and ␤. There is some evidence in our studies that a true ␤ exists, and, if so, it is likely that it has some basis in the brain. However, the influence of ␤ is subtle, and it cannot at present be assessed with precision, especially in monomethod studies. Surely it would make more sense to concentrate on finding the neurobiological bases for the robust factors of E and O themselves (e.g., Canli et al., 2001) . The same argument could be made with regard to behavior genetics, and, a fortiori, molecular genetics. The search for genes responsible for ␣ and ␤, which may turn out to be largely response bias, does not seem well advised. Arguably, it would make better sense to proceed by the analysis of specific facets. High E scores, for example, might result from average gregariousness and high positive emotions in one person and from high gregariousness and merely average positive emotions in another. These two individuals will presumably differ in the particular alleles that contribute to their high E scores. As Livesley and Jang (2008) 5 With the NEO-PI-R, orthogonalization is usually accomplished by applying the factor scoring weights given in the manual Table 2 ) to standardized facet scores. Using this procedure, convergent correlations in the NEO-PI-3 data ranged from .56 to .67.
6 This is not the case when facets are aggregated to form domains. As a test, five composite scales were created by subtracting the last three facets from the sum of the first three facets for each domain in self-report and observer ratings in the Study 2 adult sample. Because NEO-PI-R facet scales have consensually validated specific variance that is unrelated to the five factors , these composites would be expected to show some cross-observer agreement. In fact, they correlated .37, .51, .50, .31, and .37 for N, E, O, A, and C composites, respectively. Correlations of the correctly scored domains were, however, substantially higher: . 55, .65, .57, .58, and .52. Similarly, Jang, McCrae, Angleitner, Riemann, and Livesley (1998) reported that heritabilities for the five domains (Mdn ϭ .49) were consistently higher than heritabilities for the 30 facets (Mdn ϭ .40). This effect is not likely to be due entirely to the greater reliability of the longer domain scales. The sum of E and O is more reliable than the difference, but it is not more heritable. Aggregating up to the level of the Big Five increases validity in a way that aggregating beyond the Big Five does not. argued, the search for genes at the more homogenous facet level may make better sense.
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One of the most appealing aspects of Digman's (1997) proposal was the idea that higher-order traits would map more readily onto classic theories of personality and thus bridge the gap between the ideas taught in introductory personality courses and the variables studied by contemporary personality researchers. To the extent that Digman was correct about a ready mapping, it is probably because classic personality theories are broad and often highly evaluative, like ␣ and ␤.
A better way to unite theory and research may be by crafting new theories of personality that are informed by contemporary findings. Relatively grand theories have recently been proposed (McAdams & Pals, 2006; McCrae & Costa, 2008) ; equally important will be theories and conceptualizations focused on the understanding of individual factors (e.g., Lucas & Baird, 2004; Robinson, Solberg, Vargas, & Tamir, 2003) .
