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1Introduccio´
L’aprenentatge automa`tic d’auto`mats a partir de dades e´s un problema cla`ssic
en computacio´, amb aplicacions a processament del llenguatge natural, veu i
imatge, processament de sequ¨e`ncies biolo`giques, motors de cerca, entre d’al-
tres.
Un auto`mat e´s un conjunt d’estats amb transicions. Segons el tipus d’auto`mat
pot tenir un o diversos estats inicials, i a mesura que llegeix s´ımbols de l’entra-
da va transitant d’un estat a altre. Els auto`mats tambe´ tenen estats finals, de
manera que una paraula de l’entrada e´s acceptada per l’auto`mat si, i nome´s
si, l’estat on es troba l’auto`mat despre´s de llegir la paraula e´s un estat final.
Segons les seves caracter´ıstiques els auto`mats es poden classificar en diferents
famı´lies. La me´s senzilla seria el cas d’auto`mats finits deterministes (Determi-
nistic Finite Automata, DFA) que tenen un nombre finit d’estats, un u´nic estat
inicial, i cada s´ımbol de l’entrada defineix una u´nica transicio´ desde cada estat.
El nom determinista prove´ del fet que l’estat on es troba l’auto`mat despre´s
d’haver llegit una sequ¨e`ncia d’entrada esta` un´ıvocament determinat. Aixo` no
passa amb els auto`mats indeterministes (Non-deterministic Finite Automata,
NFA), on poden haver-hi diversos estats inicials i diverses transicions d’un
estat al llegir un s´ımbol. Una generalitzacio´ del NFA so´n els auto`mats finits
amb pesos (Weighted Finite Automata, WFA), on les transicions tenen pesos,
i cada estat te´ assignat un cert pes de ser estat inicial i final.
Una variacio´ dels auto`mats so´n els transductors. Aquestes ma`quines es com-
porten igual que els auto`mats pero`, a me´s a me´s, a cada transicio´ d’un estat
a un altre es pot generar un o me´s s´ımbols. Un cas particular de transductor
anomenat transductor alineat esdeve´ quan imposem que cada transicio´ generi
exactament un s´ımbol. Com en el cas d’auto`mats podem parlar de transduc-
tors finits deterministes (Deterministic Finite Transducer, DFT), transductors
finits indeterministes (Non-deterministic Finite Transducer, NFT) i transduc-
tors finits amb pesos (Weighted Finite Transducers, WFT). En aquest u´ltim
cas cada transicio´ te´ assignat un per a cada s´ımbol de sortida.
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Entrada g u e s s a p p l e e n a b l e
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Figura 1.1: Exemple de sequ¨e`ncies d’entrada i de sortida d’un transductor que
obte´ la transcripcio´ fone`tica de paraules angleses.
Aix´ı doncs, usarem te`cniques d’aprenentatge automa`tic per aprendre auto`mats
i transductors que posteriorment farem servir per tasques de prediccio´. L’a-
prenentatge automa`tic e´s una branca de la intel·lige`ncia artificial on s’estudien
te`cniques que permeten generalitzar comportament a partir d’exemples. Un
exemple d’aplicacio´ que fa servir l’aprenentatge automa`tic e´s el detector de
correu spam en el nostre correu electro`nic, usant diferents te`cniques l’apli-
cacio´ acaba aprenent a distingir un correu spam d’un que no ho e´s. Segons
l’objectiu dels algorismes d’aprenentatge aquests es poden classificar en apre-
nentatge supervisat o aprenentatge no supervisat. En el cas d’aprenentatge
supervisat les dades d’aprenentatge so´n exemples d’entrades i les seves res-
pectives sortides de manera que l’objectiu e´s produir una funcio´ capac¸ de fer
correspondre a una entrada la seva sortida. En el cas de no supervisat les
dades d’aprenentatge so´n nome´s dades d’entrada de manera que l’objectiu e´s
descobrir l’estructura d’aquestes dades.
En aquest projecte farem servir algorismes que entren dins el camp d’apre-
nentatge supervisat. En concret, ens centrarem en l’aprenentatge d’auto`mats
amb pesos (WFA) i transductors amb pesos (WFT). Un exemple d’aplicacio´
de transductors el podem trobar a la figura 1.1, on donada una paraula de
l’angle`s com entrada generem la seva transcripcio´ fone`tica.
Per l’aprenentatge ens centrarem en me`todes espectrals, que es basen en pro-
pietats algebraiques de certes matrius que obtenim de les dades. Aquests
me`todes so´n escalables a grans quantitats de dades i permeten fer ana`lisi
teo`rica.
1.1 Context del PFC
Abans de l’inici d’aquest projecte l’autor va estar treballant com a becari
de col·laboracio´ a la recerca amb en Xavier Carreras, Borja Balle i Ariadna
Quattoni. Aquest equip de recerca ha estat treballant en me`todes espec-
trals amb importants publicacions com [BQC11], [BQC12] i [BCLQ13]. Aix´ı
doncs, aquest projecte neix de la necessitat de tenir bones implementacions
dels me`todes amb els quals s’estava treballant. Fins al moment no hi ha llibre-
ries estables d’acce´s lliure que permetin experimentar amb aquests me`todes, i
per tant la llibreria implementada en aquest projecte podria ser la primera.
1.2. Objectius 7
Per l’elaboracio´ del projecte el Ministerio de Educacio´n, Cultura y Deporte
(MEC) ha concedit una beca de col·laboracio´ en departaments universitaris al
seu autor.
1.2 Objectius
L’objectiu d’aquest projecte e´s l’elaboracio´ d’un entorn d’aprenentatge d’auto`-
mats basats en me`todes algebraics que permeti i faciliti l’estudi dels models i
me`todes ja existents i la recerca de nous. Com a tasca principal es dissenyara`
i s’implementara` una llibreria de software en C++ que permetra` experimen-
tar amb aquests algorismes. Pre`viament a la construccio´ de la llibreria sera`
necessari estudiar i entendre els me`todes i algorismes que es faran servir. Un
cop implementada la llibreria realitzarem experiments per avaluar i comparar
els me`todes implementats.
El treball contempla dos problemes que ens permetran realitzar diferents tas-
ques. El primer, l’aprenentatge d’auto`mats finits amb pesos que farem ser-
vir per realitzar prediccions del segu¨ent s´ımbol de les sequ¨e`ncies d’entrada.
Aquests models tambe´ so´n u´tils per recone`ixer sequ¨e`ncies d’un llenguatge. El
segon, l’aprenentatge de transductors alineats que so´n u´tils per transformar
sequ¨e`ncies d’entrada de cert llenguatge a sequ¨e`ncies d’un altre llenguatge.
Aquests models es fan servir molt en processament del llenguatge natural, un
exemple e´s predir la funcionalitat sinta`ctica de cada paraula d’una oracio´.
Veurem que els dos me`todes que farem servir per solucionar el primer problema
tambe´ ens serviran pel segon. El primer dels dos me`todes planteja l’aprenen-
tatge com una descomposicio´ en valors singulars (Singular Value Descompo-
sition, SVD) de certa matriu que anomenarem matriu de Hankel. El segon
me`tode planteja l’aprenentatge com un problema d’optimitzacio´ convexa on
la funcio´ objectiu te´ dos termes, el primer valora l’aproximacio´ del model a
les dades mentre que el segon mesura la complexitat del model en termes
de norma nuclear. Per realitzar l’optimitzacio´ farem servir diferents me`todes
iteratius basats en subgradients i operadors proximals.
1.3 Planificacio´ i estimacio´ del cost
En aquesta seccio´ presentem la planificacio´ de les tasques a realitzar per com-
pletar el projecte. Tambe´ farem una estimacio´ econo`mica del cost que tindria
el projecte.
Com es pot veure en el diagrama de Gantt al final de la seccio´ la durada del
projecte e´s de 14 setmanes. Es preveu una setmana i mitja per la correcta de-
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Ca`rrec Hores dedicades Preu per hora Cost total
Expert 30 60 1800
Analista 200 30 6000
Programador 288 20 5760
Becari 96 12 1152
Total 14712
Figura 1.2: Taula de costos del projecte.
finicio´ del projecte. Durant les segu¨ents cinc setmanes es realitzara` un estudi
dels coneixements teo`rics necessaris. Un cop es tingui prou coneixement en el
tema, s’iniciara` el disseny i implementacio´ de la llibreria. En acabar es realit-
zaran experiments amb els me`todes implementats. Finalment es realitzara` la
documentacio´ de la feina feta.
Per l’ana`lisi econo`mica suposarem que el projecte e´s realitzat per un equip de
persones amb diferents perfils. El personal d’aquest equip e´s el segu¨ent:
Expert: Te´ un ampli coneixement del tema. S’encarrega de facilitar a
l’analista l’aprenentatge dels coneixements necessaris. Tambe´ organitza
i supervisa el treball de l’equip.
Analista: S’encarrega del disseny de la llibreria. Per fer aixo` necessita
haver estudiat i ente`s els coneixements teo`rics que intervenen. Tambe´
interpreta els experiments realitzats amb la llibreria.
Programador: La seva tasca e´s implementar i testejar la llibreria.
Becari: S’ecarrega de la realitzacio´ dels experiments.
A la taula de la figura 1.2 mostrem els costos associats a cada ca`rrec. El cost
total del projecte e´s de 14712 e.
. .
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1.4 Organitzacio´ de la memo`ria
Aquesta memo`ria s’organitza en cinc cap´ıtols.
Al segon i tercer cap´ıtol, “Aprenentatge” i “Prediccio´”, s’explica la base teo`rica
necessa`ria per elaborar el projecte. En el cap´ıtol “Aprenentatge” ens centrem
en els me`todes i algorismes usats per realitzar l’aprenentatge dels models men-
tre que en el cap´ıtol “Prediccio´” s’explica com usar aquests models per predir
noves dades.
Al quart cap´ıtol, “Llibreria”, es descriuen les caracter´ıstiques de la llibreria i
es do´na un detall de les seves funcionalitats i del disseny que s’ha implementat.
Tambe´ es mostra un exemple de codi que en fa u´s.
Al cinque` i u´ltim cap´ıtol, “Experimentacio´”, mostrem gra`fiques generades amb
la llibreria implementada en el projecte. Aquestes gra`fiques descriuen i com-
paren els models que s’han presentat en el segon cap´ıtol. Tambe´ presentem
una comparativa anal´ıtica del cost en memo`ria i temps dels me`todes.
2Aprenentatge
En aquest cap´ıtol descriurem els dos me`todes treballats en aquest projecte per
l’aprenentatge d’auto`mats i transductors finits amb pesos. Aquests me`todes
entren dins el camp de me`todes espectrals i estan basats en propietats alge-
braiques de les dades. L’objectiu general de l’aprenentatge e´s aprendre un
auto`mat que defineixi una distribucio´ de probabilitat sobre les paraules d’un
llenguatge. Aquesta funcio´ en qu¨estio´ do´na per cada paraula del llenguatge la
probabilitat de que` aquesta aparegui. Un auto`mat que defineixi aquesta fun-
cio´ podria usar-se per predir l’acabament de prefixos de paraules o detectar si
certes paraules so´n del llenguatge o no.
Els me`todes d’aprenentatge que veurem actuen sobre certa matriu constru¨ıda
a partir d’exemples de paraules del llenguatge que descriu la funcio´ que volem
aprendre. Aquesta matriu, que anomenem matriu de Hankel, esta` indexada
per prefixos en una dimensio´ i sufixos en l’altra, i cada component e´s un
valor real entre 0 i 1 que expressa la probabilitat de la paraula resultant de
concatenar el prefix amb el sufix. Amb aquesta matriu els me`todes permeten
aconseguir l’auto`mat que estem buscant i que posteriorment farem servir per
tasques de prediccio´.
Pre`viament al desenvolupament dels me`todes introdu¨ım notacio´ que farem
servir me´s endavant.
2.1 Conceptes ba`sics i notacio´
L’estructura i contingut d’aquesta seccio´ segueix els treballs de [BQC12].
2.1.1 Auto`mats d’estats finits amb pesos
Un auto`mat d’estats finits amb pesos o WFA (“Weighted Finite Automata”)
e´s una ma`quina d’estats no determinista on les transicions entre estats tenen
pesos associats. Donat un alfabet Σ podem representar un WFA A com una
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tripleta 〈α1, α∞, {Aσ}〉 on, si n = |A| e´s el nombre de estats, α1 ∈ Rn i
α∞ ∈ Rn so´n els vectors de pesos d’inici i final, i {Aσ} amb Aσ ∈ Rn×n e´s
el conjunt de matrius de transicio´, una matriu per cada s´ımbol de l’alfabet.
D’aquesta manera A indueix una funcio´ fA : Σ
? → R tal que, si tenim u =
u1u2 . . . u|u| ∈ Σ? llavors fA(u) = α>1 Au1Au2 . . . Au|u|α∞. Usarem la notacio´
Au per referir-nos al producte de matrius Au1Au2 . . . Au|u| .
Una propietat interessant sobre WFA e´s la invaria`ncia per canvis de ba-
se. E´s a dir, donat un WFA A = 〈α1, α∞, {Aσ}〉 amb n estats que defi-







defineix la mateixa funcio´, i escriurem
B = M−1AM .
2.1.2 Matriu de Hankel
Usarem Σ per referir-nos a un alfabet qualsevol i σ per un element de Σ
qualsevol. Usarem d per referir-nos al tamany de l’alfabet, d = |Σ|. El conjunt
de totes les paraules que es poden formar amb Σ es denota com Σ?, i la paraula
buida es representa amb λ. Observem que Σ? e´s infinit.
Donada f : Σ? → R, una funcio´ sobre paraules, la Matriu de Hankel de la
funcio´ f e´s l’aplicacio´ Hf : Σ
? × Σ? → R tal que Hf (u, v) = f(uv) ∀u, v ∈
Σ?, on uv significa la concatenacio´ de les paraules u i v. Notem que per-
que` aquesta aplicacio´ estigui ben definida s’ha de complir que Hf (u, v) =
Hf (u
′, v′) ∀u, v, u′, v′ ∈ Σ? tals que uv = u′v′. Suposant que tenim una idexa-
cio´ de les paraules de Σ? podem entendre Hf com una matriu bi-infinita.
A la pra`ctica ens haurem de conformar a treballar amb submatrius finites de
la Matriu de Hankel. Siguin P i S subconjunts qualssevol de Σ?, definim una
base de Σ? × Σ? com el parell B = (P,S). Donada una base quelsevol B
definim HB ∈ R|P|×|S| com la submatriu de Hf corresponent a agafar les files
i columnes indexades pels elements de P i S respectivament. Tambe´, donada
una base (P,S), definim com a Hσ la submatriu de Hf definida per la base
(Pσ,S), i HΣ ∈ Rd·|P|×|S| la concatenacio´ de totes les Hσ per cada σ ∈ Σ. A
partir d’ara direm les matrius de Hankel per referir-nos al conjunt de matrius
{H} ∪ {Hσ}σ∈Σ i matriu de Hankel original per referir-nos a la matriu de
Hankel teo`rica.
2.1.3 Relacio´ entre WFA i Hankel
Al treballar amb submatrius finites de la matriu de Hankel original estem per-
dent informacio´. Com e´s natural voldrem treballar amb submatrius finites que
perdin el mı´nim d’informacio´ possible. A continuacio´ veurem que aixo` esta`
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molt relacionat amb els rangs de les matrius. Concretament, com me´s gran si-
gui el rang de les matrius de Hankel amb les que treballem (sabent que sempre
sera` inferior o igual que el de la matriu original) millor seran els resultats dels
WFA apresos. A [CP71] trobem el segu¨ent teorema que relaciona els WFA
amb les matrius de Hankel:
Teorema Una funcio´ f : Σ? → R pot ser definida per un WFA si, i nome´s si,
rang (Hf ) e´s finit, i en aquest cas rang (Hf ) e´s el mı´nim nombre d’estats d’un
WFA A tal que f = fA.
Aix´ı doncs, si definim el rang d’una funcio´ de les paraules als reals com
rang(f) = rang(Hf ), llavors direm que un WFA A e´s mı´nim per f si fA = f i
|A| = rang (f).
Per aquest motiu, a l’hora de construir el Hankel voldrem triar una base tal
que la matriu de Hankel resultant tingui rang semblant al rang de la matriu
original. E´s a dir, si Hf te´ rang r voldrem escollir una base B que defineixi
una matriu de Hankel HB amb rang r. En aquest cas direm que HB e´s una
submatriu completa de Hf .
2.1.4 Transductors d’estats finits
Un transductor d’estats finits e´s un auto`mat que treballa amb dues sequ¨e`ncies,
t´ıpicament una d’entrada i una de sortida. Aix´ı com un auto`mat es fa servir
per recone`ixer cadenes d’un conjunt o generar-ne, un transductor transforma
el contingut de la primera cadena a una altra cadena que pot ser d’un altre
llenguatge. Un u´s este`s dels transductors d’estats finits e´s el processament de
llenguatge natural, com poden ser tasques com l’ana`lisi morfolo`gica o sinta`ctic.
En aquest projecte ens centrarem en casos de transduccio´ alineada, e´s a dir,
transduccions on la longitud de la cadena de sortida e´s la mateixa que la
de la cadena d’entrada. Aquesta simplificacio´ ens permet considerar les dues
sequ¨e`ncies com una de sola i treballar sobre l’espai de bi-s´ımbols on el primer
s´ımbol e´s del llenguatge d’entrada i el segon del de sortida. Aixo` ens permet
aplicar les te`cniques que fem servir per auto`mats. D’aquesta manera, per tal
d’aconseguir la transduccio´ d’una cadena d’entrada buscarem la bi-sequ¨e`ncia
amb probabilitat ma`xima tal que tingui la sequ¨e`ncia d’entrada com a primera
sequ¨e`ncia. L’inconvenient principal d’aquest me`tode e´s que la mida de l’alfabet
creix considerablement.
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Figura 2.1: Esquema dels me`todes d’aprenentatge.
2.2 Visio´ general del me`tode
El diagrama de la figura 2.1 mostra el flux de l’aprenentatge. En primer lloc
hem d’escollir una base de prefixos i sufixos, per fer-ho disposem de diver-
ses estrate`gies que comentem a les segu¨ents seccions. Un cop tenim la base,
constru¨ım les matrius de Hankel amb les dades d’aprenentatge. Per l’apre-
nentatge de l’auto`mat disposem de dos me`todes: el me`tode basat en SVD i
el me`tode basat en optimitzacio´ convexa. En cas de fer servir el segon cal
decidir quin algorisme d’optimitzacio´ volem fer servir, el FISTA (Fast Ite-
rative Shrinkage-Thresholding Algorithm) o l’ADMM (Alternating Direction
Method of Multipliers).
A les segu¨ents seccions entrem en detall en les etapes d’aquest proce´s, els
me`todes d’aprenentatge i els algorismes d’optimitzacio´.
2.3 Construccio´ de les matrius de Hankel
Com ja hem comentat, els me`todes que estudiem en aquest projecte treballen
amb les matrius de Hankel de la funcio´ que volem aprendre. En general aquesta
matriu e´s infinita i per tant hem de treballar amb submatrius. A me´s a me´s,
la funcio´ en qu¨estio´ no la coneixerem de forma expl´ıcita, sino´ a partir d’un
conjunt de dades. En aquesta seccio´ comentarem els me`todes utilitzats per la
generacio´ de la submatriu de Hankel de forma aproximada que posteriorment
farem servir per aprendre els auto`mats.
2.3. Construccio´ de les matrius de Hankel 15
2.3.1 Definicio´ de la base
Les submatrius de Hankel venen definides per la base de prefixos i sufixos que
escollim. Ja hem dit que ens interessa que aquestes matrius de Hankel perdin
la mı´nima informacio´ de la matriu de Hankel original, per tant e´s important
triar bases que ajudin a que` aixo` es compleixi.
Existeixen diferents estrate`gies per escollir la base. Una possibilitat simple
e´s considerar que la base de prefixos i sufixos esta` formada per totes aquelles
cadenes del llenguatge de longitud menor o igual a cert llindar. No gaire me´s
complicat seria agafar un subconjunt aleatori de cadenes del llenguatge. Pero`
segurament no siguin les millors estrate`gies, ja que no intenten agafar aquells
prefixos i sufixos que ens donen me´s informacio´. Una altra opcio´ me´s elaborada
e´s prendre com a base aquelles subcadenes que apareixen amb me´s frequ¨e`ncia
en un conjunt de cadenes del llenguatge, per exemple el mateix que farem
servir per la construccio´ de la matriu. Al cap´ıtol d’experiments es comentaran
resultats referents a aquestes estrate`gies.
2.3.2 Aproximacio´ de la matriu
Volem aproximar la matriu de Hankel de certa funcio´ que assigna probabilitats
a les sequ¨e`ncies o cadenes d’un llenguatge. Suposem que tenim un conjunt de
cadenes d’aquest llenguatge tal que les cadenes amb me´s probabilitat so´n les
que apareixen amb me´s frequ¨e`ncia, ja siguin completes o com a subcadenes.
Llavors, l’aproximacio´ de la matriu de Hankel original es basara` en el fet que
la probabilitat d’una cadena u e´s igual a la seva frequ¨e`ncia (com a subcadena)
en el corpus de dades dividit pel nombre d’aparicions de subcadenes de la
mateixa longitud. E´s a dir,
P (u) ≈ freq(u)
#{Subcadenes de longitud |u| del corpus}
Definint n = “Nombre total de s´ımbols del corpus” i m = “Nombre total de
cadenes del corpus” i suposant que la longitud de les cadenes e´s prou llarga,
podem usar que
#{Subcadenes de longitud |u| del corpus} = n− (|u| − 1) ·m
I per tant,
P (u) ≈ freq(u)
(n− (|u| − 1) ·m)
A la figura 2.2 hi ha descrit el pseudocodi per generar les matrius de Hankel.
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(P,S)← Base
H ← Matriu nul·la de #P files i #S columnes
Ha ← Matriu nul·la de #P files i #S columnes ∀σ
D ← Corpus
for all w ∈ D do
for all (p, s) ∈ (P,S) tal que ps e´s substring de w do
H(p, s) = H(p, s) + 1/(n− (|p|+ |s| − 1) ·m)
end for
for all (p, s) ∈ (P,S) i σ ∈ Σ tal que pσs e´s substring de w do
Hσ(p, s) = Hσ(p, s) + 1/(n− (|p|+ |s|) ·m)
end for
end for
Figura 2.2: Algorisme per generar les matrius de Hankel donada una base i
un corpus de sequ¨e`ncies.
2.3.3 Projeccions aleato`ries
Com ja hem dit anteriorment, la dimensio´ de la matriu de Hankel depe`n de
la mida de la base escollida. Com e´s natural ens interessara` treballar amb
bases grans per perdre el mı´nim d’informacio´ de la matriu de Hankel original,
pero` un augment en la mida de la matriu provoca un augment en el cost
temporal i espai al dels me`todes d’aprenentatge. Per tant, en certs casos sera`
necessari aplicar te`cniques per reduir les dimensions de la matriu sense perdre
informacio´. En el nostre cas hem experimentat amb projeccions aleato`ries.
Suposem que tenim la matriu de Hankel H de p files i s columnes. Suposem
tambe´ que tenim Φp i Φs matrius de dp×p i s×ds respectivament tal que H˜ =
ΦpHΦs compleix rang(H˜) = rang(H) = n. Llavors, la teoria de projeccions
aleato`ries ens diu que si dp i ds so´n suficientment grans (en funcio´ de p, s i n)
llavors, amb alta probabilitat, es conservaran les propietats que necessitem.
Fent u´s d’aquesta teoria podem usar la matriu H˜ en comptes de la H per
l’aprenentatge conservant els bons resultats obtinguts. Aixo` e´s molt u´til, ja
que podem triar dp i ds prou petits per tal d’accelerar els me`todes i disminuir
la memo`ria necessa`ria.
Existeixen diferents te`cniques per escollir les matrius Φp i Φs. Les me´s senzilles
es basen en escollir cada element de la matriu usant una distribucio´ fixada. En
aquest projecte hem usat la distribucio´ de Rademacher, e´s a dir, a cada element
de la matriu se li assigna +1 amb probabilitat 12 i -1 amb probabilitat
1
2 . Una
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2.4 Me`tode basat en SVD
En aquesta seccio´ presentem un me`tode d’aprenentatge d’auto`mats que formu-
la l’aprenentatge com una descomposicio´ de matrius. El me`tode fou presentat
per [HKZ09].
2.4.1 Ana`lisi
Aquest me`tode es basa en una dualitat entre WFA mı´nims i factoritzacions
de rang de la matriu de Hankel que descrivim a continuacio´.
Sigui A = 〈α1, α∞, {Aσ}〉 un WFA amb n estats que defineix la funcio´ f : Σ? →
R, i Hf la Matriu de Hankel associada. Observem que A indueix una facto-
ritzacio´ de Hf : si prenem P ∈ R|Σ?|×n tal que la fila corresponent a u ∈ Σ? e´s
el vector fila α>1 Au, i S ∈ Rn×|Σ
?| tal que la columna corresponent a v ∈ Σ?
e´s el vector columna Avα∞, llavors e´s trivial demostrar que H = PS. Aixo`
tambe´ e´s cert si tenim una submatriu HB de Hf definida per un base qualsevol
B = (P,S), prenent les submatrius de P i S, PB i SB, amb files i columnes
corresponents a elements de P i S respectivament. A me´s a me´s, podem
factoritzar Hσ, submatriu de HB, com Hσ = PBAσSB.
Un resultat immediat e´s que si A e´s un WFA mı´nim per f tenim que rang(f) =
n i per tant Hf = PS e´s una factoritzacio´ de rang. En el cas d’agafar HB,
nome´s e´s cert que tenim una factoritzacio´ de rang si HB e´s una submatriu
completa de Hf .
Al segu¨ent lema, demostrat a [BCLQ13], veiem que l’invers tambe´ e´s cert. E´s
a dir, donada una factoritzacio´ de rang d’una submatriu completa de Hf es
pot computar un WFA mı´nim per f .
1 Lema Sigui HB una submatriu completa de Hf definida per la base B =
(P,S) i Hσ la submatriu corresponent a la base (Pσ,S). Sigui hP,λ ∈ R|P| el
vector amb coordenades hP,λ(u) = f(u), i hλ,S ∈ R|S| el vector amb coordena-
des hλ,S(v) = f(v). Si HB = PS e´s una factoritzacio´ de rang i denotem per P+
i S+ les matrius pseudo-inverses de P i S, llavors el WFA A = 〈α1, α∞, {Aσ}〉
amb α>1 = h>λ,SS
+, α∞ = P+hP,λ, i Aσ = P+HσS+, e´s mı´nim per f .
2.4.2 Descripcio´ del me`tode
Implementant de forma eficient aquest lema obtenim el me`tode espectral que
detallem a continuacio´. El me`tode fa u´s d’un tipus de descomposicio´ espectral
anomenat Singular Value Descomposition (SVD), d’aqu´ı ve el seu nom. Una
propietat interessant d’aquest me`tode e´s la robustesa a petites variacions de les
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Entrada: H, {Hσ}, hP,λ, hλ,S
Entrada: n← Nombre d’estats de l’auto`mat a aprendre〈
U,Λ, V >
〉← SVD(H)
V ← Primeres n columnes de V
α>1 ← h>λ,SV
α∞ ← (HV )+hP,λ
for all σ ∈ Σ do
Aσ ← (HV )+HσV
end for
Figura 2.3: Pseudocodi del me`tode basat en SVD.
dades d’entrada, que s’aconsegueix en aplicar l’SVD sobre la matriu de Hankel
H. D’aquesta manera, el WFA que obtenim amb unes dades aproximades e´s
molt similar al que obtindriem amb les dades exactes. Aquesta e´s una propietat
important, ja que la matriu H s’obtindra` de forma aproximada.
Suposem que existeix una funcio´ f : Σ? → R de rang n i volem computar un
WFA mı´nim per ella. Suposem que coneixem una base completa B = (P,S)
per f i que coneixem el valor de f sobre, almenys, les paraules del conjunt
PΣS ∪ P ∪ S, de manera que podem calcular les submatrius H i Hσ
corresponents a la base B i tambe´ els vectors hλ,S i hP,λ. Donada aquesta
informacio´ d’entrada l’algorisme aplica l’SVD sobre H que recordem que e´s
una matriu de tamany p × s, on p = |P| i s = |S|, i e´s de rang n. Per tant,
obtenim la descomposicio´ H = UΛV >, on U ∈ Rp×n i V ∈ Rs×n so´n matrius
ortogonals, i Λ ∈ Rn×n e´s una matriu diagonal amb els valors singulars de
H. De cara a l’algorisme fem servir l’ortogonalitat de V , V >V = I, per
reescriure la descomposicio´ de la manera H = (HV )V >. Aix´ı doncs el WFA




α∞ = (HV )+hP,λ
Aσ = (HV )
+HσV
A nivell pra`ctic executarem el me`tode amb les matrius H i Hσ, i els vectors
hP,λ i hλ,S calculats de forma aproximada, de manera que no coneixerem el
rang de f , ja que podria no ser el mateix que el de H a causa del soroll.
En aquest cas caldra` donar un n d’entrada a l’algorisme de manera que es
computara` l’SVD de H truncat a dimensio´ n. Aquest para`metre que pren
valors naturals ens permet regular el nombre d’estats del WFA.
A la figura 2.3 podem veure el pseudocodi del me`tode que es dedueix directa-
ment de les equacions.
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2.5 Me`tode basat en optimitzacio´ convexa
En aquesta seccio´ veurem una alternativa al me`tode basat en SVD vist pre`via-
ment proposada a [BQC12]. Aquest me`tode es basa en reduir el problema
d’aprenentatge a un problema d’optimitzacio´ d’una funcio´ convexa en un do-
mini convex. E´s important remarcar que volem propietats de convexitat, ja
que aquestes asseguren que els algorismes que es fan servir per l’optimitzacio´
troben l’o`ptim global.
2.5.1 Ana`lisi
Siguin H i {Hσ} el conjunt de matrius de Hankel definides anteriorment, sigui
H = PS i Hσ = PAσS les factoritzacions de rang indu¨ıdes per un cert WFA A
amb n estats. E´s fa`cil veure que Bσ = PAσP
+ ∈ Rp×p e´s una matriu de rang
menor o igual a n i que satisfa` que BσH = Hσ. A me´s a me´s, usant la propietat
que els WFA so´n invariants per canvi de base tenim que el WFA 〈β1, β∞, {Bσ}〉
amb β>1 = α>1 P+, β∞ = Pα∞ i Bσ = PAσP+ defineix la mateixa funcio´ que
A. Aix´ı doncs, constru¨ım els segu¨ents problemes d’optimitzacio´ tal que els
o`ptims s’assoleixen amb les {Bσ} que busquem.
min
Bσ
||BσH −Hσ||2F + τ ||Bσ||?
on L(X) = ||XH −Hσ||2F e´s la funcio´ de pe`rdua (de l’angle`s loss function)
i ||·||? e´s la norma nuclear que actua com a regularitzador. La funcio´ del
regularitzador e´s evitar que el model apre`s sigui massa complex, fins al punt
de sobre-ajustar-se a les dades d’aprenentatge i perdre precisio´ amb dades
noves. Considerant la concatenacio´ de les matrius Bσ en una sola matriu BΣ




||BΣH −HΣ||2F + τ ||BΣ||?
El valor de τ controla el compromı´s entre ajustar-se a les dades i la complexitat
de l’auto`mat obtingut. Valors petits de τ permeten que la norma nuclear
prengui valors me´s grans i per tant obtenen models me´s complexos, mentre
que valors grans forcen que el model tingui una norma nuclear baixa i per tant
siguin me´s simples. Als experiments mostrem el comportament de models
obtinguts amb diferents τ i com aquest para`metre afecta la norma nuclear.
Aix´ı doncs, gra`cies a la convexitat de la funcio´ de pe`rdua i de la norma nuclear
hem transformat el problema d’aprenentatge en un problema de minimitzacio´
convexa pel qual existeixen una varietat d’algorismes per solucionar-lo.
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2.5.2 Optimitzacio´ convexa. Operadors proximals
Per solucionar aquesta optimitzacio´ convexa no ens serveixen les te`cniques
convencionals per optimitzar sobre funcions diferenciables com el Me`tode del
gradient, ja que la norma nuclear no e´s diferenciable. Per aquest motiu farem
servir Me`todes de gradient proximal. Aquests me`todes es basen en separar la
funcio´ objectiu en diverses components i aplicar l’operador proximal correspo-
nent sobre cada component. Aquests me`todes so´n molt populars en el camp
de l’aprenentatge, per les seves bones propietats de converge`ncia, la facilitat
d’implementacio´, i pels bons resultats que donen.
A continuacio´ definirem el concepte d’operador proximal i explicarem els dos
me`todes de gradient proximal que hem usat en aquest projecte, el FISTA
[BT09] i l’ADMM [BPC+10].
2.5.2.1 Operadors proximals







Quan f e´s prou simple o te´ certes propietats aquests operadors so´n coneguts
i existeixen me`todes ra`pids per calcular-los. Per exemple, en el cas que la
funcio´ f e´s diferenciable, llavors y = proxf (x) compleix que x− y e´s paral·lel
a ∇f(y). O be´, si f e´s una funcio´ indicadora d’un conjunt convex C, llavors
proxf (x) = argmin
y∈C
||x− y||2 = projC(x)
e´s a dir, x si x ∈ C i la projeccio´ de x al conjunt C altrament.
2.5.2.2 FISTA
L’algorsime FISTA (Fast ISTA) [BT09] e´s una millora de l’algorisme ISTA
(Iterative Shrinkage-Thresholding Algorithm). L’ISTA esta` considerat un al-
gorisme d’optimitzacio´ lent pero` fa`cil d’implementar, mentre que el FISTA
mante´ la simplicitat i aporta una millora significativa a la velocitat de co-
verge`ncia. El FISTA e´s un algorisme per fer minimitzacio´ no restringida de la
suma de dues funcions f + g. Aquestes funcions han de ser convexes i la f (o
la g per simetria) ha de ser diferenciable i amb primera diferencial L-Lipschitz
continua.
Una iteracio´ de l’algorisme FISTA consisteix a fer primer un pas de gradient de
la funcio´ f , que e´s diferenciable, i posteriorment aplicar l’operador proximal de




for all k ≥ 0 do















Figura 2.4: Pseudocodi de l’algorisme FISTA.
la funcio´ g. Tant en fer el pas de gradient com en aplicar l’operador proximal
interve´ un para`metre per controlar la longitud de pas, tal com passa amb els
algorismes convencionals de descens pel gradient. Aqu´ı n’hi diem γk, on k e´s
el nu´mero d’iteracio´.
El problema que te´ e´s que aplicar l’operador proximal de la funcio´ g pot ser una
tasca d’optimitzacio´ costosa que no ens podem permetre fer a cada iteracio´.
Per aquest motiu e´s necessari que g sigui suficientment simple perque` aquest
ca`lcul es pugui fer de forma ra`pida.
En el nostre cas la funcio´ f i g seran les funcions de pe`rdua i el regularitzador.
Concretament, si BΣ i HΣ so´n les concatenacions horitzontals de les Bσ i Hσ
respectivament,
f(BΣ) = τ ||HBΣ −HΣ||2F
g(BΣ) = ||BΣ||?
i per tant,






on shrη(BΣ) e´s l’operador de contraccio´ (“Shrinkage operator”) definit sobre
les matrius de la segu¨ent manera
shrη(M) = Ushrη(Λ)V
>
on M = UΛV > e´s la descomposicio´ SVD i shrη(Λ) e´s la matriu diagonal amb
elements (max{s1 − 1η , 0}, . . . ,max{sr − 1η , 0}).
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for all k ≥ 0 do
xk+1 = argminx
(




g(z) + ρ2 ||Ax+Bz − c+ uk||22
)
uk+1 = uk +Axk+1 +Bzk+1 − c
end for
Figura 2.5: Pseudocodi de l’algorisme ADMM.
2.5.2.3 ADMM
L’algorisme ADMM (Alternating Direction Method of Multipliers) e´s un me`tode
basat en el me`tode de descomposicio´ dual i el me`tode dels multiplicadors de
Lagrange. L’ADMM aconsegueix les propietats de descomposicio´ que te´ el
me`tode de descomposicio´ dual, i a la vegada conserva la robustesa del me`tode
dels mutliplicadors de manera que les condicions de converge`ncia so´n relaxa-
des. Com en el cas del FISTA aquest algorisme te´ la caracter´ıstica de ser
relativament fa`cil d’implementar.
Aquest algorisme es fa servir per problemes d’optimitzacio´ on tenim dues




subject to Ax+Bz = c
on, per assegurar la converge`ncia, es demana que f i g siguin convexes, tan-
cades i amb domini no buit.
Cada iteracio´ del me`tode consisteix en minimitzar la primera variable deixant
la segona fixada, minimitzar la segona deixant la primera fixada i despre´s
actualitzar la variable dual. A la figura 2.5 veiem l’esquema de l’algorisme
ADMM.
Per realitzar aquestes minimitzacions fem servir operadors proximals de mane-
ra que desitjarem que f i g siguin prou simples o que es puguin descompondre
en diverses funcions simples.
Semblant al FISTA, en el nostre cas les funcions f i g seran la funcio´ de pe`rdua
i el regularitzador. Concretament, en aquest cas considerarem les matrius BΣ
i HΣ formades de la concatenacio´ vertical de les Bσ i Hσ respectivament. I
per tant tindrem que,
f(BΣ) = ||BΣH −HΣ||2F
g(BΣ) = τ ||BΣ||?
A = 1, B = −1, c = 0
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i el ca`lcul per obtenir xk+1 i zk+1 es fa usant operadors proximals de f i g.
Me´s detalls del me`tode es poden trobar a [BPC+10].
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3Prediccio´
En aquest cap´ıtol comentarem l’aplicacio´ dels models apresos per fer prediccio´
i veurem les te`cniques usades per estudiar la bondat d’aquestes prediccions.
3.1 Prediccio´ amb auto`mats
Amb els me`todes d’aprenentatge hem apre`s WFA que reprodueixen una dis-
tribucio´ de probabilitats f sobre les sequ¨e`ncies de s´ımbols d’un llenguatge.
Volem usar aquests auto`mats per fer tasques de predicco´ del segu¨ent s´ımbol
en una sequ¨e`ncia. Per fer aquesta prediccio´, el que farem sera` triar aquell
s´ımbol que maximitzi la probabilitat de que la sequ¨e`ncia resultant sigui prefix
d’alguna paraula me´s llarga o decidir que la sequ¨e`ncia actual ja e´s una pa-
raula completa. En aquesta seccio´ expliquem com fer aixo` usant els auto`mats
apresos.
Recordem que estem treballant amb un WFA, e´s a dir un auto`mat indeter-
minista amb pesos. Aix´ı doncs, una sequ¨e`ncia w ∈ Σ? defineix un vector que
indica el pes assignat a estar a cada estat de l’auto`mat despre´s d’haver llegit
la sequ¨e`ncia. E´s a dir, inicialment tenim el vector d’inici α1 que indica el pes
d’estar a cada estat sense haver llegit cap s´ımbol. En llegir el primer s´ımbol
de w hem d’avanc¸ar als segu¨ents estats segons ens defineix la matriu de tran-
sicio´ del s´ımbol, per fer aixo` multipliquem el vector actual per la matriu de
transicio´ per obtenir un nou vector. D’aquesta manera, si fem aixo` per cada
s´ımbol de w, al final obtindrem un cert vector d’estats, que correspondra` a la
sequ¨e`ncia w.
La puntuacio´ assignada per l’auto`mat a aquesta sequ¨e`ncia w com a paraula
completa s’obte´ al multiplicar aquest vector pel vector de final α∞. E´s a dir,
f(w) = α>1 Awα∞
on Aw = Aw1Aw2 · · ·Awt amb |w| = t i w = w1w2 · · ·wt.
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w ← Sequ¨e`ncia de la qual volem predir el segu¨ent s´ımbol
〈α1, α∞, {Aσ}〉 ← Model de l’auto`mat que reconeix f
〈α1, α˜∞, {Aσ}〉 ← Model de l’auto`mat que reconeix fp
α← α1
for all wi ∈ w do
α← αAwi
end for





Figura 3.1: Algorisme per predir el segu¨ent s´ımbol usant un auto`mat amb
pesos.
A part de saber la probabilitat d’una certa paraula, tambe´ necessitarem saber
la probabilitat de que` una sequ¨e`ncia de s´ımbols sigui prefix d’una paraula. Per










ja que f(w) ens do´na la probabilitat de que` w sigui una paraula completa i
fp(wσ) la probabilitat de que` wσ sigui prefix d’una paraula me´s llarga. Tre-
ballant amb auto`mats aquesta equacio´ no es compleix exactament, ja que les
funcions que defineixen els auto`mats so´n aproximacions de f i fp.
Per computar fp de forma senzilla fem u´s del lema 1 de [BCLQ13], on es
demostra que donat un auto`mat A que reconeix f podem trobar fa`cilment
un altre auto`mat Ap que reconeix fp. Concretament ens diu que si A =
〈α1, α∞, {Aσ}〉, llavors Ap = 〈α1, α˜∞, {Aσ}〉 on α˜∞ =
(
I −∑σ∈ΣAσ)−1 α∞.
Per tant, per predir el segu¨ent s´ımbol de w nome´s ens cal agafar l’alternativa
me´s probable entre que la sequ¨e`ncia w sigui una paraula completa o que la
segueixi cert s´ımbol σ. Aixo` es tradueix a comparar les |Σ| + 1 possibilitats
amb probabilitats f(w) en el cas de paraula completa i fp(wσ) si creiem que
el segu¨ent s´ımbol e´s σ. A la figura 3.1 hi ha descrit el pseudocodi d’aquest
algorisme.
3.2. Prediccio´ amb transductors alineats 27
3.2 Prediccio´ amb transductors alineats
Els transductors ens permeten predir la sequ¨e`ncia de sortida d’una sequ¨e`ncia
d’entrada. En particular, els transductors alineats consideren el cas en que` la
sequ¨e`ncia de sortida e´s exactament de la mateixa longitud que la d’entrada.
Com ja hem comentat, podem considerar l’espai de bi-s´ımbols per tractar
aquestes dues sequ¨e`ncies com una de sola i, per tant, poden realitzar tasques
de prediccio´. E´s a dir, si hem observat l’inici d’una sequ¨e`ncia d’entrada i l’inici
de la seva respectiva sequ¨e`ncia de sortida podr´ıem usar un algorisme semblant
al de prediccio´ amb auto`mats per predir el segu¨ent s´ımbol d’entrada juntament
amb el de sortida. Pero`, t´ıpicament els transductors es fan servir per predir
tota la sequ¨e`ncia de sortida suposant coneguda la sequ¨e`ncia d’entrada, una
aplicacio´ d’aixo` seria trobar la funcio´ sinta`ctica de cada paraula d’una oracio´.
L’objectiu de la prediccio´ de la sequ¨e`ncia de sortida y d’una sequ¨e`ncia d’en-
trada x e´s trobar aquella y que maximitzi el pes que el transductor assigna a
la bi-sequ¨e`ncia (x, y). Per tal de fer aixo` no e´s possible comprovar totes les
y ∈ Σ′∗, on Σ′ e´s l’alfabet de sortida, ja que aquest espai creix exponencialment
amb la longitud de la sequ¨e`ncia, en concret hi ha |Σ′||x| possible sequ¨encies
de sortida de les quals hem de triar la millor. Hem de trobar, per tant, una
manera de trobar la millor y sense haver d’explorar tot l’espai.
Fixada una sequ¨e`ncia d’entrada x de mida T i essent s : Σ′T → R la funcio´ que
volem maximitzar, el cost d’explorar tot el domini e´s exponencial i, per tant,
inviable. Aix´ı doncs, simplificarem el problema suposant que podem separar
la funcio´ s en T funcions de la segu¨ent manera:




on s0(i, a, b) ens do´na la puntuacio´ del fet que a la posicio´ i − 1 de y hi hagi
el s´ımbol a i a la i el s´ımbol b. Perque` estigui ben definit cal dir que y0 e´s un
s´ımbol especial que indica l’inici de sequ¨e`ncia.
Amb aquesta simplificacio´ i suposant que coneixem s0 podem aplicar l’algo-
risme de Viterbi per trobar la y que maximitza s. Si suposem que podem
computar s0 amb temps constant el cost total de la prediccio´ e´s O(T · |Σ′|2)
que ve determinat pel cost de l’algorisme de Viterbi. Falta pero`, dir com
calcular s0.
Donats i, a i b, i essent f la funcio´ computada pel transductor donada una
bi-sequ¨e`ncia tenim que,





f(x1 . . . xT , y1 . . . yi−2abyi+1 . . . yT )








← Model del transductor
α(0)← α1
for all i > 0 do
α(i)← α(i− 1)∑y1...yi−1 Ay1...yi−1x1...xi−1
end for
β(T )← α1
for all i < T do
β(i)←∑yi+1...yT Ayi+1...yTxi+1...xT β(i+ 1)
end for
s0(1, b)← α(0)Ay1x1β(1) ∀a ∈ Σ′
s0(i, a, b)← α(i− 1)Ayi−1xi−1Ayixiβ(i) ∀i ∈ {2, . . . T} i a, b ∈ Σ′
δa1 ← s0(1, a) ∀a ∈ Σ′
for all i ∈ {2, . . . T} i a ∈ Σ′ do
δai ← maxb∈Σ′ δbi−1 + s0(i, b, a)
end for
Bactracking per recuperar la y que maximitza δaT ∀a ∈ Σ′
Figura 3.2: Algorisme per predir la sequ¨e`ncia de sortida d’una sequ¨e`ncia d’en-
trada usant Viterbi.
i usant que,
f(u · u′, v · v′) = α1AvuAv
′
u′α∞
podem reescriure la fo´rmula anterior com,














i traient factor comu´ arribem a,













Escrit d’aquesta manera veiem que els dos sumatoris no depenen de a i b i per
tant els podem precalcular una sola vegada pre` viament.
A la figura 3.2 hi ha l’esquema de l’algorisme per la prediccio´ de la sequ¨e`ncia
de sortida usant l’algorisme de Viterbi i els detalls explicats.
3.3 Testeig
Un cop tenim un model, ja sigui d’un auto`mat o d’un transductor, capac¸ de
predir voldrem cone`ixer la correctesa del model. E´s a dir, volem comprovar que
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el model e´s capac¸ d’aplicar els “coneixements” apresos d’un conjunt d’apre-
nentatge a altres conjunts de dades noves pel model. E´s important remarcar
que pel testeig e´s bo usar dades diferents a aquelles que s’han fet servir per l’a-
prenentatge, si no ho fe´ssim d’aquesta manera podria esdevenir que un model
sobreajustat a les dades tingui un percentatge d’encert en les prediccions molt
elevat. E´s a dir, si no regularitzem la complexitat del model i permetem que
aquest tingui massa estats en comparacio´ a la complexitat del llenguatge e´s
molt possible que el model resultant de l’aprenentatge esdevingui sobreajustat
a les dades d’aprenentatge, i per tant sigui molt capac¸ de treballar amb aques-
tes dades, pero` tingui molt d’error a l’hora de treballar amb dades noves. En
altres paraules, ens interessa la capacitat de generalitzar la funcio´ a entrades
no vistes durant l’aprenentatge.
Per poder testejar la bondat d’un model necessitarem un conjunt de dades
“solucionades”. Amb solucionades ens referim al fet que necessitem cone`ixer
la prediccio´ correcta per tal de poder comprovar la correctesa de la prediccio´
del model. En el cas d’auto`mats sera` suficient tenir un corpus de sequ¨e`ncies
completes de manera que per testejar podrem considerar diferents prefixos
d’una mateixa sequ¨e`ncia i predir el segu¨ent s´ımbol. Al tenir tota la sequ¨e`ncia
podrem comprovar si la prediccio´ e´s correcta o no. En el cas de transductors
ens caldra` tenir tant les sequ¨e`ncies d’entrada com la seva respectiva sequ¨e`ncia
de sortida.
En aquest projecte hem treballat ba`sicament amb el Word Error Rate (WER)
o rao´ d’error per paraula. Pero` existeixen altres me`todes per determinar la
correctesa d’un model com per exemple la perplexitat.
3.3.1 Word Error Rate (WER)
Ba`sicament mesura el percentatge de prediccions encertades sobre el nombre
total de prediccions. En el cas d’auto`mats prediem el segu¨ent s´ımbol de tots els
prefixos de cada sequ¨e`ncia del conjunt de sequ¨e`ncies de testeig i el comparem
amb el s´ımbol que precedeix al prefix al corpus. D’aquesta manera, si els
s´ımbols coincideixen diem que la prediccio´ e´s correcte i no en cas contrari. La
rao´ entre el nombre de prediccions correctes i el nombre total de prediccions
ens do´na el WER del model.
WordErrorRate(WER) =
Nombre de prediccions correctes
Nombre total de prediccions
En el cas de transductors, donada una sequ¨e`ncia d’entrada considerem la pre-
diccio´ de la corresponent sequ¨e`ncia de sortida i la comparem s´ımbol a s´ımbol
amb la sequ¨e`ncia de sortida correcta. Aix´ı doncs, es podria dir que conside-
rem cada s´ımbol de la sequ¨e`ncia de sortida com una prediccio´ independent
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dels altres s´ımbols i calculem el WER de la mateixa manera que ho fem amb
auto`mats.
3.3.2 Perplexitat
La perplexitat d’un model e´s un valor real que indica la bondat del model amb
les dades. Tambe´ es pot interpretar com la confusio´ del model a l’hora de fer
una prediccio´. Aquesta mesura nome´s la farem servir en cas d’auto`mats.
Sigui X el conjunt de sequ¨e`ncies de testeig, sigui q : X → R la funcio´ determi-
nada per l’auto`mat sobre el conjunt de testeig i sigui p˜ : X → R la distribucio´
emp´ırica del conjunt de testeig (p˜(x) = n/N si x apareix n vegades en un
corpus de mida N). La perplexitat es defineix com el valor:
2H(p˜,q) = 2−
∑
x∈X p˜(x) log2 q(x)
L’exponent H(p˜, q) es pot interpretar com el nombre mitja` de bits necessaris
per codificar una sequ¨e`ncia x ∈ X usant una codificacio´ o`ptima basada en q. O
sigui, un model amb baixa perplexitat sera` un model que assigni probabilitats
altes a les sequ¨e`ncies me´s frequ¨ents del conjunt de testeig.
4Llibreria
En aquest cap´ıtol analitzarem les caracter´ıstiques, les funcionalitats i l’es-
tructura que volem que tingui la llibreria. Tambe´ comentarem com ha estat
implementada finalment i mostrarem un exemple de com fer-la servir.
4.1 Ana`lisi de les caracter´ıstiques
En primer lloc cal tenir en compte que l’objectiu e´s l’experimentacio´ i recer-
ca de diferents me`todes d’aprenentatge d’auto`mats i transductors. E´s a dir,
sera` important donar la ma`xima llibertat a l’usuari a l’hora de decidir els
para`metres dels me`todes i algorismes implicats. A la vegada, haura` de ser
possible i relativament fa`cil la implementacio´ de nous me`todes d’aprenentatge
reusant codi de la llibreria.
Per altra banda, els me`todes usats per l’aprenentatge so´n, en general, costosos
en espai i en temps. Aix´ı doncs, sera` important no perdre eficie`ncia a la
implementacio´.
Un altre fet a tenir present e´s que l’usuari sera` un expert en el tema, tindra`
coneixement espec´ıfic dels me`todes i sabra` com treballar amb ells. Aixo` ens
permetra` centrar els esforc¸os a maximitzar les funcionalitats i el rendiment de
la llibreria a canvi de, potser, perdre usabilitat.
4.2 Ana`lisi de les funcionalitats
Com ja hem dit anteriorment, la llibreria ha de ser un entorn d’experimenta-
cio´ de me`todes algebraics d’aprenentatge d’auto`mats i transductors. Aquests
me`todes requereixen d’un preprocessament de les dades per obtenir les ma-
trius de Hankel. Aquestes matrius s’aconsegueixen de manera aproximada, i
per tant la llibreria ha de permetre definir criteris per poder treballar amb
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diferents aproximacions. Aixo` implicara`, entre altres coses, tenir llibertat per
escollir la base de prefixos i sufixos amb la qual construir les matrius.
Donades les matrius de Hankel, la llibreria permetra` dur a terme l’aprenen-
tatge d’auto`mats o transductors usant diferents me`todes. Aquests me`todes,
com e´s natural, tindran para`metres que l’usuari podra` ajustar amb llibertat
per aconseguir un o diversos models.
Una altra funcionalitat sera` aplicar els models apresos sobre noves sequ¨e`ncies,
e´s a dir, en cas d’auto`mats fer prediccio´ i en cas de transductors aconseguir la
sequ¨e`ncia de sortida me´s probable donada una sequ¨e`ncia d’entrada.
Finalment, ja que l’objectiu e´s experimentar i comparar diferents models, la
llibreria tindra` eines per testejar els models apresos i poder fer comparacions
entre ells. Haurem de tenir en compte que existeixen diferents tipus de mesura
de correctesa d’un model.
4.3 Casos d’u´s
De l’ana`lisi feta podem deduir quatre casos d’u´s ba`sics: construccio´ de les
matrius de Hankel, aprenentatge del model, aplicacio´ del model i testeig del
model. En el nostre cas estem treballant amb dos problemes diferents, i per
tant cadascun d’aquests casos d’u´s tindra` una versio´ per auto`mats i una per
transductors alineats.
Com ja hem comentat anteriorment, per tractar amb el problema de trans-
ductors alineats considerem l’espai de bi-s´ımbols per simplificar el problema al
cas d’una sola sequ¨e`ncia. Aixo` fa que la construccio´ de les matrius de Hankel
i l’aprenentatge del model sigui molt similar en el cas d’auto`mats i de trans-
ductors alineats. La u´nica diferencia entre els dos problemes en aquests casos
d’u´s e´s l’estructura de dades que fan servir per emmagatzemar la informacio´.
4.3.1 Construccio´ de les matrius de Hankel
La sortida d’aquest cas d’u´s so´n, com diu el nom, les matrius de Hankel d’un
llenguatge aconseguides a partir d’un conjunt de sequ¨e`ncies d’aquest llenguat-
ge. L’entrada consistira` en: el nombre de s´ımbols del llenguatge en qu¨estio´, un
corpus de sequ¨e`ncies d’aprenentatge, instruccions per indicar com construir la
base de prefixos i sufixos i, finalment, para`metres extres per la construccio´ de
les matrius.
Per a la construccio´ de la base cal especificar el nombre de s´ımbols del llen-
guatge amb el qual s’esta` treballant, aix´ı com l’estrate`gia per construir-la.
Aquesta pot ser o be´ la lectura directa d’un fitxer, a partir de les x primeres
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subsequ¨e`ncies en ordre alfabe`tic on x e´s un para`metre, o be´ les x primeres
subsequ¨e`ncies de mida menor o igual que n ordenades segons la frequ¨e`ncia
d’aparicio´ en un corpus, on x i n so´n para`metres de l’estrate`gia.
Els para`metres extres per la construccio´ de les matrius de Hankel so´n: un
indicador per determinar si usar o no el prefix buit i l’opcio´ d’usar projeccions
aleato`ries per tal de reduir les files i columnes de les matrius al p%, on p e´s
un para`metre donat.
4.3.2 Aprenentatge del model
La sortida d’aquest cas d’u´s e´s un model apre`s usant les matrius de Hankel
especificades. Aix´ı doncs, a part de les matrius de Hankel tambe´ cal definir
el me`tode d’aprenentatge a fer servir, cadascun dels quals requereix un cert
nombre de para`metres.
Per usar el me`tode basat en SVD cal determinar el nombre d’estats que ha de
tenir el model.
En cas d’usar el me`tode basat en optimitzacio´ convexa amb l’algorisme FISTA
cal especificar τ i el nombre ma`xim d’iteracions de l’optimitzacio´, on τ esta`
definida en el cap´ıtol d’aprenentatge.
En el cas d’usar el me`tode d’optimitzacio´ convexa amb un algorisme basat en
l’ADMM cal especificar τ i el nombre ma`xim d’iteracions de l’optimitzacio´,
pero` tenint en compte que τ esta` definit d’una altra manera (veure cap´ıtol
d’aprenentatge). En el cas de l’ADMM amb SVD truncat cal especificar tambe´
el rang ma`xim amb el qual fer l’SVD.
4.3.3 Aplicacio´ del model d’un auto`mat
Un cop apre`s el model d’un auto`mat, aquest es pot usar per tasques de predic-
cio´. E´s a dir, donat un model i una sequ¨e`ncia la llibreria et permet obtenir la
prediccio´ que el model fa del segu¨ent s´ımbol de la sequ¨e`ncia. De forma simi-
lar, donat un model i una sequ¨e`ncia la llibreria et permet obtenir la puntuacio´
assignada pel model a aquesta sequ¨e`ncia.
4.3.4 Aplicacio´ del model d’un transductor alineat
Com ja hem comentat, si considerem l’espai de bi-s´ımbols i bi-sequ¨e`ncies un
transductor alineat pot actuar com un auto`mat, i per tant pot dur a terme
tasques de prediccio´ del segu¨ent bi-s´ımbol en una bi-sequ¨e`ncia. Per aquest
motiu la llibreria permet realitzar aquestes tasques de la mateixa manera que
ho permet amb els auto`mats.
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L’u´s natural dels transductors e´s determinar la sequ¨e`ncia de sortida donada
una sequ¨e`ncia d’entrada. Per tant, donat un model d’un transductor i una
sequ¨e`ncia del llenguatge d’entrada la llibreria et permet obtenir la sequ¨e`ncia
de sortida me´s probable segons el model.
4.3.5 Testeig del model
Aquest cas d’u´s permet obtenir informacio´ de la correctesa del model. L’en-
trada so´n un model, un conjunt de dades de testeig i una indicacio´ de quins
me`todes de ca`lcul de la bondat d’un model es volen fer servir. El conjunt de
dades es recomana que sigui diferent del conjunt usat per entrenar el model
per tal d’evitar valoracions erro`nies en casos de models sobre-ajustats. En el
cas d’auto`mats la llibreria disposa de dos me`todes de ca`lcul de la bondat d’un
model que so´n el Word Error Rate (WER) i la perplexitat explicats al cap´ıtol
de prediccio´. En el cas de transductors nome´s hi ha disponible el Word Error
Rate (WER).
4.4 Diagrama de classes
En aquesta seccio´ mostrem el diagrama de classes de la llibreria. Aquest
diagrama permet implementar tots els casos d’u´s descrits a la seccio´ anterior.
Recordem que la llibreria esta` pensada per realitzar experiments amb els
me`todes que implementa, pero` tambe´ vol permetre implementar-ne de nous
de forma senzilla. El diagrama de classes intenta aconseguir un disseny amb
bona escalabilitat pero` sempre i quan permeti una implementacio´ eficient de
la llibreria. Ja hem dit que aquests me`todes so´n molt costosos en espai i temps
i no ens interessa que l’eficie`ncia quedi afectada.
Un altre fet a tenir en compte e´s que hem decidit separar completament les
estructures per tractar el problema d’aprenentatge d’auto`mats i el d’apre-
nentatge de transductors alineats. Tot i ser cert que tenen moltes coses en
comu´ i, de fet, els transductors alineats es poden veure com un cas parti-
cular d’auto`mats on treballem sobre un espai de bi-s´ımbols, hem considerat
que separar les estructures permet una implementacio´ me´s eficient i senzilla.
D’aquesta manera tindrem dues classes separades, una per auto`mats i les al-
tres per transductors, dues classes que representaran el concepte de matriu
de Hankel i dues per representar les dades, sequ¨e`ncies en el cas d’auto`mats i
bi-sequ¨e`ncies en el cas de transductors.
En la figura 4.1 podem veure la part del diagrama de classes que involucra
aquelles classes dedicades a l’aprenentatge. Els diferents me`todes d’aprenen-
tatge hereten l’estructura de la classe gene`rica “Learner”. Aquesta defineix el
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Figura 4.1: Diagrama de classes: Part que involucra les classes d’aprenentatge.
me`tode pu´blic “learn” que fara` tasques comunes de tots els me`todes d’apre-
nentatge com per exemple cronometrar el temps, i cridara` a la implementacio´
concreta de cada me`tode, “learn impl”. Aquesta implementacio´ pot ser deli-
cada i per tant no ens interessa repetir-la per cada model de dades. Per aquest
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motiu les classes d’aprenentatge defineixen el me`tode privat “learn core” per
independitzar el nucli dels me`todes del tipus de model. Aix´ı, abans de dur a
terme l’aprenentatge hi ha un preproce´s per unificar el format de les dades en
un de sol.
En les figures 4.2 i 4.3 podem veure la part del diagrama de classes que in-
volucra aquelles classes que defineixen les estructures de dades necessa`ries pel
problema d’auto`mats i el de transductors alineats. Com ja hem comentat, hem
decidit no unificar les dues parts per tal de no perdre eficie`ncia i simplificar la
implementacio´.
4.5 Detalls de la implementacio´
En aquesta seccio´ comentarem detalls de la implementacio´ que creiem prou
importants per ser destacats.
Com ja hem definit anteriorment, les matrius de Hankel ve´nen indexades per
prefixos i sufixos. Aixo` requereix tenir una indexacio´ de sequ¨e`ncies. En par-
ticular, aquesta indexacio´ la farem servir per generar les matrius de Hankel
mitjanc¸ant el comptatge del nombre d’aparicions de cada subsequ¨e`ncia en un
corpus. Pensant en aquesta tasca hem decidit usar un Trie per dur a ter-
me aquesta indexacio´. El Trie ens permet un acce´s ra`pid i un u´s redu¨ıt de
memo`ria. La implementacio´ s’ha templetitzat perque` pugui usar-se tant amb
sequ¨e`ncies com amb bi-sequ¨e`ncies.
Hem templetitzat els operadors proximals dels me`todes d’aprenentatge basats
en optimitzacio´ convexa. Aixo` ens permet modificar els operadors proximals
usats en els me`todes. Aquests operadors so´n l’operador proximal de la fun-
cio´ de pe`rdua i el de la funcio´ que fa el paper de regularitzador del model.
D’aquesta manera aconseguim una mica me´s de llibertat perque` l’usuari de la
llibreria pugui experimentar.
En el cas de transduccio´, on considerem l’espai de bi-s´ımbols, hem observat
que molts dels bi-s´ımbols de l’alfabet no apareixen al corpus d’aprenentatge.
El motiu e´s que moltes de les parelles de s´ımbol d’entrada i s´ımbol de sortida
no tenen sentit. Per exemple, suposant que estem fent transcripcio´ fone`tica de
l’angle`s, o sigui, estem treballant amb paraules de l’angle`s i volem aprendre un
transductor capac¸ d’obtenir la seva transcripcio´ fone`tica. En aquest conjunt
de bi-sequ¨e`ncies mai observarem la parella < ’a’, ’t’ >, e´s a dir, no existeix
cap paraula en angle`s on una ’a’ es pronuncii com una ’t’. Aquest fet fa que
moltes de les matrius de transicio´ del transductor apre`s siguin nul·les. Com
que no ens interessa malgastar memo`ria per guardar zeros hem implementat
una classe matriu que en cas de ser tota zero no reserva espai en memo`ria.
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Figura 4.2: Diagrama de classes: Part que involucra les estructures de dades
per auto`mats.
Per la implementacio´ dels me`todes hem usat la llibreria de codi obert Eigen
[Eig], una llibreria d’a`lgebra lineal en C++.
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Figura 4.3: Diagrama de classes: Part que involucra les estructures de dades
per transductors.
4.6 Exemple d’u´s de la llibreria
En aquesta seccio´ mostrarem un codi C++ d’exemple de com usar la llibreria.
Com e´s natural aquest codi no explora totes les opcions i configuracions de
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para`metres que es poden usar, pero` s´ı que do´na una idea de com fer-ho. De
fet, aquest codi apre`n un auto`mat a partir d’un conjunt de sequ¨e`ncies d’un
llenguatge de 12 s´ımbols (1, 2, ... 12), el testeja amb un conjunt diferent del
d’aprenentatge i finalment prediu el segu¨ent s´ımbol de les paraules que es van
introduint.
s t r i n g symbols [ 1 2 ] = {” . ” , ”ADJ” , ”ADP” , ”ADV” , ”CONJ” ,
”DET” , ”NOUN” , ”NUM” , ”PRON” , ”PRT” , ”VERB” , ”X” } ;
s t r i n g in t to symbo l ( int a ) { return symbols [ a − 1 ] ; }
int symbo l to in t ( s t r i n g pos ) {
for ( int i = 0 ; i < 12 ; ++i )
i f ( symbols [ i ] == pos ) return i + 1 ;
return 12 ;
}
int main ( ) {
cout << ”Learning tha automaton . . . ” << endl ;
//Training and t e s t i n g s e t s
Data t r a i n s e t (12 , ” . . / data/ptb−un i v e r s a l / t r a i n ” ) ;
Data t e s t s e t (12 , ” . . / data/ptb−un i v e r s a l / va l ” ) ;
//Basis : the 50 most f r e quen t ngrams o f s i z e <= 4
Bas i s ba s i s (12 , true ) ;
b a s i s . setPTN(4 , 50 , &t r a i n s e t ) ;
//Hankel
Hankel hankel ;
hankel . bu i ld ( t r a i n s e t , bas i s , true ) ;
//SVD method
Model svdModel ;
Learner ∗ svdLearner = new SVDLearner ( 2 5 ) ;
svdLearner−>l e a rn ( hankel , svdModel ) ;
//Test the model
Test svdTest ( t e s t s e t , svdModel ) ;
cout << setw (40) << l e f t << svdModel . g e t I n f o ( ) << ” −> ” ;
cout << ”wer= ” << svdTest . getWER() << ” %” << endl << endl ;
// Pred i c t i on game : Write the f i r s t symbols o f a word
// and the model w i l l p r e d i c t the f o l l ow i n g one
cout << ”Please , ente r your sequences : ” << endl ;
cout << ”Let me remind you the 12 symbols o f the a lphabet : ” ;
for ( int i = 0 ; i < 12 ; ++i ) cout << symbols [ i ] << ’ ’ ;
cout << endl << endl ;
s t r i n g s ;
while ( g e t l i n e ( cin , s ) ) {
s t r ing s t r eam ss ( s ) ;
s t r i n g pos ;
vector<wchar t> v ( 0 ) ;
while ( s s >> pos ) v . push back ( symbo l to in t ( pos ) ) ;
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svdModel . i n i t ( ) ;
cout << ”The next symbol w i l l be . . . ” ;
cout << i n t to symbo l ( svdModel . p r ed i c t ( v ) ) << endl ;
}
}
A continuacio´ mostrem la sortida que do´na el programa si l’executem:
Learning the automaton . . .
svd (d= 12 , n= 25 ) nn 22.94318 −> wer= 62.7515 %
Please , ente r your sequences :
Let me remind you the 12 symbols o f the alphabet :
. ADJ ADP ADV CONJ DET NOUN NUM PRON PRT VERB X
DET NOUN VERB ADJ CONJ
The next symbol w i l l be . . . ADJ
PRON VERB ADJ
The next symbol w i l l be . . . NOUN
Aquest exemple es pot executar fa`cilment seguint les segu¨ents instruccions:
Descomprimim la llibreria.
Ens situem a la carpeta “pfc-amayo/src”.
Compilem amb la comanda “make example”.
Executem amb la comanda “./example”.
Uns requisits suficients perque` funcioni so´n estar en una ma`quina amb sistema
operatiu Ubuntu(Linux) i disposar de la versio´ 4.6 o posterior del gcc.
5Experiments
En aquest cap´ıtol mostrarem els experiments que s’han dut a terme usant la
llibreria. Aquests experiments tenen com a objectiu comparar els me`todes
d’aprenentatge i veure el seu comportament amb diferents configuracions dels
para`metres que intervenen. En general, aquests experiments il·lustrem un u´s
intensiu de la llibreria implementada, fent servir la metodologia esta`ndard en
recerca per dur a terme experiments.
En la primera seccio´ ens centrarem en el problema d’aprenentatge d’auto`mats
i posteriorment estudiarem l’aprenentatge de transductors alineats. Per aques-
tes dues seccions usarem les matrius de Hankel que han donat millors resultats,
de manera que en una tercera seccio´ mostrarem proves emp´ıriques on s’ob-
serva que altres matrius obtingudes amb bases diferents o usant projeccions
aleato`ries no milloren els resultats.
5.1 Auto`mats
En aquesta seccio´ mostrarem la bondat dels models d’auto`mats apresos usant
el me`tode basat en SVD i els me`todes basats en optimitzacio´ convexa. En pri-
mer lloc observarem el comportament de cada me`tode per separat i finalment
veurem una comparacio´ entre ells.
La hipo`tesi inicial e´s que els me`todes d’optimitzacio´ convexa ens permetran
trobar millors models pel fet de disposar d’un regularitzador continu, mentre
els me`todes basats en SVD usen com a regularitzador el nombre d’estats de
l’auto`mat, que e´s discret. E´s clar, pero`, que el temps d’aprenentatge sera`
major en el cas de me`todes basats en optimitzacio´ convexa.
5.1.1 Descripcio´ de les dades i matrius de Hankel
Com ja hem comentat usarem les mateixes dades i les mateixes matrius de
Hankel en tots els me`todes per tal de que` els resultats siguin comparables. En
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Estad´ıstic Valor
Nu´mero de s´ımbols 12
Nu´mero de sequ¨e`ncies d’aprenentatge 39832
Nu´mero de sequ¨e`ncies de testeig 1700
Longitud mitjana de sequ¨e`ncies d’aprenentatge 23.85
Longitud mitjana de sequ¨e`ncies de testeig 23.60
Figura 5.1: Descripcio´ dels conjunts de dades d’aprenentatge i testeig usats
per l’elaboracio´ dels experiments d’auto`mats.
particular, en aquest cas farem servir sequ¨e`ncies d’etiquetes sinta`ctiques. A la
taula 5.1 es poden veure els detalls del corpus de sequ¨e`ncies d’aprenentatge i
de testeig. A la figura 5.2 mostrem algunes de les sequ¨e`ncies que trobem en
aquest corpus, juntament amb les oracions reals de les quals s’han obtingut.
here are three cases to illustrate .
ADV VERB NUM NOUN PRT VERB .
he has good control .
PRON VERB ADJ NOUN .
indeed , the government is taking a calculated risk .
ADV . DET NOUN VERB VERB DET ADJ NOUN .
i looked at my watch .
PRON VERB ADP PRON NOUN .
Figura 5.2: Exemples de sequ¨e`ncies d’etiquetes sinta`ctiques del corpus d’apre-
nentatge, juntament amb les oreacions de les quals s’han obitngut.
Donades les dades d’aprenentatge hem generat les matrius de Hankel usades
pels experiments. En particular hem usat bases de diferents mides pero` sempre
escollint com a prefixos i sufixos aquelles subsequ¨e`ncies de mida menor o igual
a 4 que apareixen amb me´s frequ¨e`ncia al corpus d’aprenentatge, juntament
amb la subsequ¨e`ncia buida. Tot i no ser necessari hem fet servir bases amb
el mateix nombre de prefixos i de sufixos. Concretament, hem experimentat
amb bases de p× p, per p = 12, 25, 50, 100, 300 i 500. Aixo` defineix la mida
dels problemes d’optimitzacio´.
5.1.2 Me`tode basat en SVD
Les segu¨ents gra`fiques mostren la bondat dels models apresos usant el me`tode
basat en SVD sobre les matrius de Hankel descrites anteriorment. Aquest
me`tode te´ un para`metre que descriu el nombre d’estats de l’auto`mat que vo-
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lem aconseguir, aquest para`metre pren valors enters entre 1 i el nombre de
columnes de la matriu de Hankel, que en aquest cas correspon al nombre de
sufixos que hem fet servir per construir-la. Per aquests experiments hem apre`s


















































Figura 5.3: Bondat dels models d’auto`mats apresos amb el me`tode basat en
SVD usant bases de diferents mides (p). La primera gra`fica mostra el Word
Error Rate en funcio´ del nombre d’estats, mentre que la segona mostra la
norma nuclear del model en funcio´ del nombre d’estats.
A la figura 5.3 veiem el comportament dels diferents models apresos amb el
me`tode basat en SVD a mesura que prenem diferents bases. Observem que
usar bases me´s grans millora els resultats obtinguts. Aquest fet e´s lo`gic, ja que
una base major permet aconseguir una aproximacio´ de la matriu de Hankel
original me´s precisa. Observem tambe´ que el model amb menys error no
s’aconsegueix maximitzant el nombre d’estats. Aixo` e´s produ¨ıt pel fet que un
auto`mat amb massa estats resulta en un sobreajustament a les dades, e´s a dir,
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aquest auto`mat seria capac¸ de replicar les dades de les quals ha apre`s amb
alta precisio´ pero` e´s incapac¸ d’obtenir bons resultats amb dades noves.
Si ara ens fixem amb les dues gra`fiques a la vegada, podem veure que el model
amb menor error coincideix aproximadament amb el punt on la norma nuclear
comenc¸a a cre´ixer me´s ra`pidament. E´s a dir, s’intueix certa relacio´ entre el
sobreajustament a les dades i la norma nuclear del model.
5.1.3 Me`todes basats en optimitzacio´ convexa
Com ja s’ha comentat anteriorment aquests me`todes requereixen de me´s para`-
metres. Tots tenen com a para`metres el nombre ma`xim d’iteracions per l’op-
timitzacio´ i la τ que trobem a la funcio´ objectiu. A me´s a me´s la versio´
de l’ADMM que usa SVD truncat necessita uns para`metres addicionals. Cal
notar que la τ es fa servir de manera diferent del FISTA que als algorismes
basats en l’ADMM, recordem que en el primer cas la τ acompanya a la funcio´
de pe`rdua mentre que en el segon al regularitzador.
En aquests experiments ens centrarem en 2 me`todes: el me`tode d’optimitzacio´
convexa que fa servir FISTA i el que fa servir ADMM no modificat. Per cada
me`tode, en primer lloc observarem les gra`fiques de converge`ncia per tal de
fixar un nombre ma`xim d’iteracions pels experiments.
5.1.3.1 ADMM
A la figura 5.4 podem veure que l’optimitzacio´ convergeix, i me´s o menys amb
100 iteracions ha assolit un punt dif´ıcil de millorar. Observem tambe´ que a
mesura que augmentem la mida de la base pitjor e´s la converge`ncia, a me´s a
me´s hem de tenir en compte que augmentant la mida del Hankel augmentem
tambe´ el cost de les operacions i per tant l’optimitzacio´ e´s me´s lenta en temps.
Un cop hem observat que el me`tode convergeix de forma satisfacto`ria decidim
fixar el nombre ma`xim d’iteracions a 100 per estudiar la bondat dels models
aconseguits usant diferents valors del para`metre τ .
A la figura 5.5 observem que el comportament de la gra`fica e´s semblant al que
hem vist amb el me`tode basat en SVD pero` no igual. Fins a bases de mida
300 usar bases me´s grans millora els resultats obtinguts i si no donem prou
importa`ncia al regularitzador (la norma nuclear) el model empitjora a causa
del sobreajustament a les dades. Pero` observem que el model apre`s amb una
base de mida 500 e´s lleugerament pitjor al que hem apre`s amb una base de
300, pel fet que les estad´ıstiques de la matriu de Hankel per bases grans no so´n














































































































Figura 5.4: Gra`fiques de la converge`ncia del me`tode d’optimitzacio´ convexa
que usa l’algorisme ADMM amb diferents mides de base aplicat al problema
d’auto`mats.
tambe´ passa, ja que voldria dir que augmentar la mida de la base no sempre
e´s bo.
A la gra`fica de la norma nuclear es pot veure el comportament esperat, com
menor e´s τ (que multiplica la norma nuclear a la funcio´ objectiu) major e´s
la norma nuclear. E´s a dir, τ ens permet regular la complexitat del model,
evitant aix´ı problemes de sobreajustament a les dades.
5.1.3.2 FISTA
A la figura 5.6 podem veure que l’optimitzador te´ un bon comportament, e´s
a dir, a cada iteracio´ redueix l’objectiu. Tot i aixo`, la converge`ncia e´s lenta i
amb 1000 iteracions encara no sembla que estigui prou aprop del mı´nim.
Com que permetre me´s iteracions faria que l’aprenentatge sigui molt lent i
els experiments costosos hem usat 1000 com a ma`xim nombre d’iteracions
permeses a l’optimitzador per estudiar la bondat dels models aconseguits.


















































Figura 5.5: Bondat de models d’auto`mats apresos amb el me`tode basat en
optimitzacio´ convexa amb ADMM usant bases de diferents mides (p). La
primera mostra el Word Error Rate en funcio´ de τ , mentre que la segona
mostra la norma nuclear del model en funcio´ de τ .
A la figura 5.7 observem que les gra`fiques so´n molt planes, aparentment tenim
poc control del resultat modificant el para`metre τ (que multiplica la funcio´
de pe`rdua a la funcio´ objectiu). Tambe´ podem veure que no es produeix
sobreajustament a les dades tot i donar poc pes al regularitzador. Aquest fet
e´s causat, possiblement, pel fet que l’optimitzacio´ no convergeix, i per tant no
e´s capac¸ d’aprendre un model sobreajustat tot i no tenir regularitzador. E´s a
dir, el fet de que l’optimitzacio´ no s’acosti prou a l’o`ptim afavoreix a evitar el
sobreajustament.
La lentitud de la converge`ncia fa que els models obtinguts siguin poc precisos


































































































Figura 5.6: Gra`fiques de la converge`ncia del me`tode d’optimitzacio´ convexa
que usa l’algorisme FISTA amb diferents mides de base.
5.1.4 Comparativa
L’objectiu d’aquest apartat e´s comparar els resultats obtinguts pels diferents
me`todes. No nome´s ens interessa comparar la bondat dels models, sino´ tambe´
el temps dedicat per aprendre’ls i la quantitat de memo`ria que ha necessitat
l’aprenentatge.
5.1.4.1 Correctesa
Per comparar la bondat dels me`todes hem considerat diferents mides de base.
Per cada base hem agafat els valors dels para`metres que aconsegueixen el
model amb menor error, suposant que el nombre ma`xim d’iteracions esta` fixat
a 100 per l’ADMM i 1000 pel FISTA com hem comentat anteriorment. A la
taula 5.8 hi ha detallat quin e´s aquest valor del para`metre. Podem observar que
aquest valor o be´ sempre creix o be´ sempre decreix a mesura que augmentem
la mida de la base.
A la figura 5.9 observem que el me`tode basat en optimitzacio´ convexa que
















































Figura 5.7: Bondat de models d’auto`mats apresos amb el me`tode basat en
optimitzacio´ convexa amb FISTA usant bases de diferents mides (p) en funcio´
de τ . La primera gra`fica mostra el Word Error Rate en funcio´ de τ , mentre
que la segona mostra la norma nuclear del model en funcio´ de τ .
Estad´ıstic 12 25 50 100
SVD n = 6 n = 10 n = 24 n = 31
ADMM τ = 10−7 τ = 10−7 τ = 10−11 τ = 10−12
FISTA τ = 10000 τ = 10000 τ = 10000 τ = 10000
Figura 5.8: Para`metres que aconsegueixen el model d’auto`mat amb me´s encert
per cada me`tode i mida de base.
fa servir l’algorisme ADMM per l’optimitzacio´ e´s el que troba models amb
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Figura 5.9: Comparacio´ entre el models apresos amb diferents me`todes i dife-
rents mides de base.
tant dista`ncia trobem el me`tode basat en optimitzacio´ convexa que fa servir
l’algorisme FISTA. Ja hav´ıem observat que el FISTA no convergia suficient-
ment ra`pid i per tant e´s natural que els seus resultats siguin me´s dolents que
els dels altres me`todes. En el cas de l’SVD i l’ADMM esdeve´ quelcom que
ja espera`vem: el me`tode d’optimitzacio´ convexa disposa d’un regularitzador
continu que ens permet una exploracio´ me´s exhaustiva de l’espai d’auto`mats.
D’aquesta manera e´s capac¸ de trobar un model que s’ajusta millor a les nostres
necessitats.
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5.1.4.2 Memo`ria
El cost en memo`ria d’aquests me`todes e´s significatiu, sobretot si volem tre-
ballar amb alfabets de mida considerable. Un exemple e´s el cas de considerar
totes les paraules d’un diccionari com elements de l’alfabet i intentar predir
la segu¨ent paraula d’una oracio´. Per aquest motiu ens interessen me`todes que
requereixin poca memo`ria. A continuacio´ fem una ana`lisi de la quantitat de
memo`ria necessa`ria pels me`todes que hem estudiat en aquest projecte. Supo-
sarem que tots els valors que intervenen ocupen el mateix nombre de bytes, 4
o 8 segons la ma`quina on s’estiguin executant els me`todes.
Com e´s natural cada me`tode necessita espai per emmagatzemar el model de
l’auto`mat que intenta aprendre i tambe´ les matrius de Hankel. Farem les
mateixes suposicions que hem fet per analitzar el temps: una mida d’alfabet
d, una base de p prefixos i p sufixos, i que el nombre d’estats del model e´s
n. Per tant, l’espai necessari per emmagatzemar el model e´s O(dn2) i per les
matrius de Hankel es necessita O(dp2).
En el cas del me`tode basat en SVD es necessita una quantitat addicional
de memo`ria molt inferior a la necessaria pel model i les matrius de Hankel.
Aquesta informacio´ so´n dues matrius de n× p cadascuna. El nombre d’estats
del model n ve determinat per l’usuari, per facilitar els nu´meros suposarem
que e´s p. Llavors l’espai total necessari e´s de l’ordre de O(2dp2).
En el cas del me`tode basat en optimitzacio´ convexa que fa servir l’ADMM
l’hem programat usant quatre matrius addicionals de la mateixa mida que
totes les matrius de Hankel concatenades. E´s a dir, un total de 4 matrius de
dp2. El nombre d’estats del model e´s p, i per tant l’espai total necessari e´s de
l’ordre de O(6dp2).
El FISTA l’hem programat usant cinc matrius addicionals de la mida de les
matrius de Hankel concatenades, e´s a dir, 5 matrius de dp2. El nombre d’estats
del model e´s p, i per tant l’espai total necessari e´s de l’ordre de O(7dp2).
SVD ADMM FISTA
O(2dp2) O(6dp2) O(7dp2)
Figura 5.10: Quantitat de memo`ria necessa`ria per l’aprenentatge d’auto`mats
usant diferents me`todes.
5.1.4.3 Temps
E´s cert que el me`tode basat en optimitzacio´ convexa aconsegueix millors re-
sultats que el me`tode basat en SVD, pero` sabem que l’aprenentatge e´s me´s
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lent. En aquesta seccio´ farem una ana`lisi del nombre d’operacions necessa`ries
per cada me`tode.
Per fer els ca`lculs suposem un alfabet de mida d, una base de p prefixos i p
sufixos, de manera que les matrius de Hankel so´n quadrades de mida p × p i
que el nombre d’estats del model e´s n. Per simplificar els ca`lculs suposarem
que n = p tot i que en el me`tode basat en SVD aquest e´s un para`metre que
pot prendre valors entre 1 i p.
Farem servir que el cost d’invertir una matriu n× n e´s O(n3), fer SVD d’una
matriu m× n e´s O(km2n + k′n3) on k = 4 i k′ = 22 si fem servir l’algorisme
R-SVD i fer el producte de dues matrius de mida n×k i k×m e´s O(nmk). Pels
me`todes basats en optimitzacio´ convexa suposarem que necessitem el nombre
d’iteracions que hem marcat anteriorment per convergir. E´s a dir, l’ADMM
suposarem que fa 100 iteracions i el FISTA 1000.
El me`tode basat en SVD ha de fer un SVD de la matriu de Hankel H que
e´s de mida p × p, invertir una matriu de p × p i fer 2d productes de matrius
de p × p cadascuna. Per tant, el cost total e´s de O((k + k′)p3) + O(2dp3) =
O((4 + 22 + 2d)p3) = O((26 + 2d)p3).
La complexitat dels me`todes basats en optimitzacio´ convexa esta` dominada
per l’SVD a una matriu de la mida de concatenar totes les matrius de transicio´,
per tant de mida dp×p. El cost d’aquest SVD e´s O(k(dp)2p+k′p3) = O((4d2+
22)p3). Aquest temps ja e´s major que el necessari per el me`tode basat en SVD,
pero` a me´s a me´s l’hem de multiplicar pel nombre d’iteracions.
SVD ADMM FISTA
O((26 + 2d)p3) O(100(4d2 + 22)p3) O(1000(4d2 + 22)p3)
Figura 5.11: Temps necessari per l’aprenentatge d’auto`mats usant diferents
me`todes.
A la taula 5.11 veiem un resum de l’ana`lisi temporal dels me`todes.
Com a refere`ncia en segons, dur a terme un SVD d’una matriu de 300 × 300
tarda aproximadament 9 segons en un Intel Core i7-2600.
5.2 Transductors
En aquesta seccio´ mostrarem la bondat dels models de transductors apresos
usant el me`tode basat en SVD i els me`todes basats en optimitzacio´ convexa.
En primer lloc observarem cada me`tode per separat i finalment veurem una
comparacio´ entre ells. Com en el cas d’auto`mats, la hipo`tesi inicial e´s que els
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me`todes d’optimitzacio´ convexa ens permetran trobar millors models pel fet
de disposar d’un regularitzador continu.
Com que en el problema de transduccio´ treballem en l’espai de bi-s´ımbols, la
mida de l’alfabet augmenta considerablement. Aix´ı com en el cas d’auto`mats
hem experimentat amb alfabets de mida 12, en aquest cas treballarem amb un
alfabet d’entrada de mida 26 i un de sortida de mida 51. Aixo` fa que tinguem
un total de 26 · 51 = 1326 bi-s´ımbols, tot i que observarem que molts d’ells
no apareixen al corpus d’aprenentatge perque` so´n combinacions de s´ımbol
d’entrada i de sortida sense sentit.
Recordem que en el cas de transductors prediem la sequ¨e`ncia sencera de sortida
usant l’algorisme de Viterbi i despre´s comparem el resultat s´ımbol a s´ımbol.
5.2.1 Descripcio´ de les dades i matrius de Hankel
Estad´ıstic Valor
Nu´mero de s´ımbols d’entrada 26
Nu´mero de s´ımbols de sortida 51
Nu´mero de bi-s´ımbols teo`rics 1326
Nu´mero de bi-s´ımbols diferents en el corpus d’aprenentatge 137
Nu´mero de bi-s´ımbols en el corpus de testeig 108
Nu´mero de bi-sequ¨e`ncies d’aprenentatge 5000
Nu´mero de bi-sequ¨e`ncies de testeig 1034
Longitud mitjana de bi-sequ¨e`ncies d’aprenentatge 7.43
Longitud mitjana de bi-sequ¨e`ncies de testeig 5.42
Figura 5.12: Descripcio´ dels conjunts de dades d’aprenentatge i testeig usats
per l’elaboracio´ dels experiments de transductors.
Com ja hem comentat usarem les mateixes dades i les mateixes matrius de
Hankel en tots els me`todes per tal que els resultats siguin comparables. En
particular, en aquest cas farem servir bi-sequ¨encies de paraules en angle`s i la
seva transcripcio´ fone`tica codificada amb 51 cara`cters de la taula ASCII. A la
taula 5.12 es poden veure els detalls del corpus de sequ¨e`ncies d’aprenentatge i
de testeig, i a la figura 5.13 mostrem algunes de les bi-sequ¨e`ncies que trobem
en aquest corpus. Observem que hi ha 10 vegades me´s bi-s´ımbols teo`rics
que bi-s´ımbols observables en el corpus d’aprenentatge. E´s a dir, la mida
de l’alfabet amb el qual estem treballant usant aquest conjunt de sequ¨e`ncies
d’aprenentatge e´s de 137.
En comparacio´ al conjunt de dades usat pel cas d’auto`mats hem multiplicat
per 10 el nombre total de s´ımbols de l’alfabet, cosa que augmentara` la mida
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s e a m s t r e s s
s i - m s t r x s -
p u n c h
p ˆ n C -
c o s m o n a u t
k a z m x n c - t
c a p i t u l a t e
k x p I C x l e t -
Figura 5.13: Exemples de bi-sequ¨e`ncies de paraules en angle`s i la seva trans-
cripcio´ fone`tica codificada amb 51 cara`cters de la taula ASCII.
de base necessaria per obtenir bons resultats. Augmentara` tambe´ el cost
temporal de realitzar la prediccio´, ja que tenim me´s opcions per escollir, i
el cost en memo`ria d’emmagatzemar el model, ja que tenim 10 vegades me´s
matrius de transicio´.
Donades les dades d’aprenentatge hem generat les matrius de Hankel usades
pels experiments. En particular hem usat bases de diferents mides pero` sempre
escollint com a prefixos i sufixos aquelles subsequ¨e`ncies de mida menor o igual
a 4 que apareixen amb me´s frequ¨e`ncia al corpus d’aprenentatge, juntament
amb la subsequ¨e`ncia buida. Tot i no ser necessari hem fet servir bases amb el
mateix nombre de prefixos i de sufixos.
5.2.2 Me`tode basat en SVD
Les segu¨ents gra`fiques mostren la bondat dels models apresos usant el me`tode
basat en SVD sobre les matrius de Hankel descrites anteriorment.
A la figura 5.14 veiem el comportament dels diferents de models de transduc-
tors apresos amb el me`tode basat en SVD a mesura que prenem diferents bases.
El comportament e´s molt similar al que hem vist amb els auto`mats. Bases
me´s grans milloren els resultats obtinguts, ja que tenim matrius de Hankel
que aproximen millor el Hankel original. Tambe´ podem observar el fenomen
de sobreajustament a les dades, en aquesta gra`fica es veu clarament en el cas
de les bases me´s petites on a partir d’un cert nombre d’estats l’error del model
augmenta.
5.2.3 Me`todes basats en optimitzacio´ convexa
Com ja hem comentat la mida de l’alfabet ha augmentat considerablement,
i per tant tambe´ ho ha fet el cost temporal de dur a terme experiments i


















































Figura 5.14: Bondat dels models de transductors apresos amb el me`tode basat
en SVD usant bases de diferents mides (p). La primera gra`fica mostra el Word
Error Rate en funcio´ del nombre d’estats, mentre que la segona mostra la
norma nuclear del model en funcio´ del nombre d’estats.
generar aquestes gra`fiques. Com que en el cas d’auto`mats ja hem observat
que el me`tode basat en optimitzacio´ convexa que fa servir el FISTA te´ una
converge`ncia lenta, no el farem servir en el cas de transductors. Aix´ı doncs
ens centrarem en el me`tode d’optimitzacio´ convexa que fa servir l’ADMM. Per
aquest me`tode hem decidit no fer proves amb bases tan grans com en el cas
del me`tode basat en SVD, ja que el temps d’execucio´ e´s elevat.
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5.2.3.1 ADMM
El me`tode ADMM disposa de dos para`metres: el nombre ma`xim d’iteracions
per l’optimitzacio´ i la τ que trobem a la funcio´ objectiu que multiplica la norma
nuclear. Aix´ı doncs, en primer lloc observarem les gra`fiques de converge`ncia
per tal de fixar un nombre ma`xim d’iteracions pels experiments i posteriorment


































































































Figura 5.15: Gra`fiques de la converge`ncia del me`tode d’optimitzacio´ convexa
que usa l’algorisme ADMM amb diferents mides de base aplicat al problema
de transductors.
A la figura 5.15 podem veure que l’optimitzacio´ convergeix, i me´s o menys
amb 100 iteracions ha assolit un punt dif´ıcil de millorar. Observem tambe´ que
en el cas d’una base de mida 25, per τ = 0.01 la funcio´ de pe`rdua oscil·la entre
dos valors sense convergir. Dit aixo`, hem fixat el nombre ma`xim d’iteracions
a 100 per estudiar la bondat dels models aconseguits per diferents valors de τ .
A la figura 5.16 observem que el comportament de la gra`fica e´s semblant al
que hem vist amb el me`tode basat en SVD. Usar bases me´s grans millora els
resultats obtinguts i si no donem prou importa`ncia al regularitzador (la norma
nuclear) el model empitjora a causa del sobreajustament a les dades.












































Figura 5.16: Bondat de models de transductors apresos amb el me`tode basat
en optimitzacio´ convexa amb ADMM usant bases de diferents mides (p). La
primera gra`fica mostra el Word Error Rate en funcio´ de τ , mentre que la
segona mostra la norma nuclear del model en funcio´ de τ .
Tal com passava en el cas d’auto`mats, a la gra`fica de la norma nuclear es
pot veure el comportament esperat, com menor e´s τ (que multiplica la norma
nuclear a la funcio´ objectiu) major e´s la norma nuclear. E´s a dir, τ ens permet
regular la complexitat del model.
5.2.4 Comparativa
L’objectiu d’aquest apartat e´s comparar els resultats obtinguts pels diferents
models. Com en el cas d’auto`mats estem interessats en la correctesa dels




Estad´ıstic 25 50 100
SVD n = 4 n = 11 n = 25
ADMM τ = 10−4 τ = 10−6 τ = 10−6
Figura 5.17: Para`metres que aconsegueixen el model de transductor amb me´s
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Figura 5.18: Comparacio´ entre els models apresos amb diferents me`todes i
diferents mides de base.
Per comparar la bondat dels me`todes hem considerat diferents mides de base.
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Per cada base hem agafat el valor dels para`metres que aconsegueixen el model
amb menor error, suposant que hem fixat el nombre d’iteracions de l’ADMM
a 100. A la taula 5.17 hi ha detallat quin e´s aquest valor del para`metre. E´s
molt possible que per valors de τ que no hem explorat s’aconsegueixin models
millors, tot i aix´ı, gra`cies al τ que s´ı hem explorat ens fem una idea de la forma
de la gra`fica i d’on podria ser el mı´nim absolut.
A la figura 5.18 veiem que per les bases petites els dos me`todes obtenen models
igual de bons, pero` quan augmentem la base a mida 100 llavors el me`tode
d’optimitzacio´ convexa amb ADMM obte´ resultats lleugerament millors. La
intuicio´ ens diu que si augmente´ssim la base, aquesta difere`ncia tambe´ aniria
augmentant.
5.2.4.2 Temps i memo`ria
Com ja hem comentat en cap´ıtols anteriors, per l’aprenentatge hem considerat
els transductors com auto`mats que treballen en un espai de bi-s´ımbols. Per
tant, el temps i la memo`ria usats pels me`todes e´s la mateixa que en el cas
d’auto`mats tenint en compte que ara tenim me´s s´ımbols. Teo`ricament, si
l’alfabet d’entrada te´ d1 s´ımbols i el de sortida en te´ d2 tenim un total de
d1 · d2 bi-s´ımbols, pero` ja hem comentat que a la pra`ctica molts d’aquests
bi-s´ımbols no apareixen en les dades i per tant ens podem estalviar alguns
ca`lculs trivials i l’emmagatzematge de les matrius de transicio´ i altres matrius
nul·les que apareixen en els me`todes.
5.3 Matrius de Hankel alternatives
L’estrate`gia que hem usat per construir les matrius de Hankel dels experiments
de les seccions anteriors ha sigut sempre la mateixa. Aquesta estrate`gia ha
sigut calcular les matrius a partir de bases formades per les subsequ¨e`ncies me´s
frequ¨ents en el conjunt d’aprenentatge. En aquesta seccio´ veurem que altres es-
trate`gies no milloren els resultats obtinguts, pero` confirmen que les estrate`gies
usades so´n bones. En particular tractarem amb projeccions aleato`ries i amb
bases formades per les primeres sequ¨e`ncies ordenades alfabe`ticament.
5.3.1 Projeccions aleato`ries
En general, com me´s gran e´s la mida de la base usada per aproximar la matriu
de Hankel original me´s bona e´s l’aproximacio´. El problema e´s que l’augment
de la mida de la base provoca un augment en la mida de les matrius obtingu-
des. L’objectiu de les projeccions aleato`ries e´s poder treballar amb bases me´s
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grans sense augmentar la mida de les matrius de Hankel. Aixo` s’aconsegueix
projectant de forma aleato`ria les matrius obtingudes de manera que la mida
es redueixi pero` no el rang de la matriu i per tant, en certa manera, conservi


















































Figura 5.19: Bondat d’auto`mats apresos amb SVD usant projeccions aleato`ries
amb bases de 100 i 1000. NO-RP e´s el model que no ha usat projeccions
aleato`ries i RP-X so´n models que han projectat les matrius de Hankel al X%
de la seva capacitat.
Els segu¨ents experiments comparen models obtinguts amb una base de mida
p i per tant matrius de Hankel de p×p amb altres models que fan servir bases
majors pero` projectant de manera que les matrius de Hankel resultants siguin
de mida p× p. Els resultats que voldr´ıem obtenir e´s que usar bases me´s grans
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i projectar obtingui models amb me´s encert que no pas usar bases petites.
Si fos aix´ı, aixo` ens permetria aprendre models amb bases me´s grans sense
augmentar el temps d’aprenentatge, ja que el temps be´ marcat per la mida de
les matrius de Hankel utilitzades.
A la figura 5.19 observem que els models que fan servir bases me´s grans i
projeccions aleato`ries no milloren el model que no projecta. De fet, amb la
base de mida 100 es veu que els models projectats so´n lleugerament pitjors. A
la figura 5.20 trobem un comportament semblant pel cas de transductors, en
aquest cas el model no projectat te´ lleugerament menys percentatge d’error
























































Figura 5.20: Bondat de transductors apresos amb SVD usant projeccions ale-
ato`ries amb bases de 50 i 500.
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En el cas d’usar me`todes d’optimitzacio´ convexa amb l’ADMM el resultat e´s
similar, veure figura 5.21. Tot i que la gra`fica de la corba que no fa servir
projeccions aleato`ries estigui desplac¸ada horitzontalment, podem veure que
el mı´nim de la corba e´s inferior al de la resta, i per tant troba un model
amb menys error. El fet que estigui desplac¸ada ve provocat pel fet que les


























Figura 5.21: Bondat d’auto`mats apresos amb optimitzacio´ convexa amb
l’ADMM usant projeccions aleato`ries amb base de mida 100.
Aix´ı doncs, els experiments no mostren cap signe de millora al treballar amb
bases me´s grans i projectar. La conclusio´ que en traiem e´s que la informacio´
addicional que aconseguim fent servir bases me´s grans la perdem en projec-
tar aleato`riament. A continuacio´ veurem que si usem altres estrate`gies per
aconseguir la base s´ı que aconseguim millores amb les projeccions aleato`ries.
5.3.2 Bases alternatives
Fins ara hem constru¨ıt les matrius de Hankel usant bases formades a partir
de les subsequ¨e`ncies me´s frequ¨ents en el corpus d’aprenentatge. En aquesta
seccio´ posem en dubte aquesta estrate`gia. Comparem alguns dels models
aconseguits fins ara amb altres models aconseguits usant bases formades a
partir de les primeres p subsequ¨e`ncies ordenades de menor a major longitud,
i a igual longitud ordenades alfabe`ticament. La hipo`tesi e´s que triar les p
subsequ¨e`ncies me´s frequ¨ents e´s una eleccio´ me´s intel·ligent i per tant obtindra`
aproximacions de la matriu de Hankel me´s bones.
En les figures 5.22, 5.23 i 5.24 veiem que els models apresos usant bases for-




















Figura 5.22: Bondat d’auto`mats apresos amb SVD usant bases de mida 100





















Figura 5.23: Bondat d’auto`mats apresos amb SVD usant bases de mida 300
diferents. TOP e´s la base formada pels me´s frequ¨ents i FIRST la base formada
pels primers.
mades per les p sequ¨e`ncies me´s frequ¨ents sempre obtenen millors resultats que
no pas si usem les primeres p sequ¨e`ncies. Observem tambe´ que a mesura que
augmentem la mida de la base aquesta difere`ncia es redueix, de fet sembla que
l’estrate`gia d’agafar les primeres subsequ¨e`ncies obte´ millores significatives en




















Figura 5.24: Bondat d’auto`mats apresos amb SVD usant bases de mida 500
diferents. TOP e´s la base formada pels me´s frequ¨ents i FIRST la base formada
pels primers.
augmentar la base i en canvi agafant les me´s frequ¨ents no es nota tant. L’ex-
plicacio´ a aquest fet e´s que agafant les me´s frequ¨ents de seguida obtenim tota
la informacio´ que podem aconseguir, i afegir altres subsequ¨e`ncies a la base no
ens aporta res me´s. Aix´ı doncs, quan la base e´s prou gran les dues estrate`gies
treballen amb aproximacions de la matriu de Hankel dif´ıcils de millorar.
Amb aquests experiments hem observat que usant subsequ¨e`ncies me´s frequ¨ents
aconseguim millors resultats perque` som capac¸os d’obtenir me´s informacio´ de
la matriu de Hankel. A me´s a me´s hem vist que en el cas d’agafar les primeres
subsequ¨e`ncies necessitem bases me´s grans per obtenir la mateixa informacio´.
Tambe´, en l’apartat anterior, hem vist que en el cas de les subsequ¨e`ncies
me´s frequ¨ents les projeccions aleato`ries de bases majors no aportaven prou
informacio´, ja que aquesta la perd´ıem quan projecta`vem. Dit aixo`, decidim
que pot ser un bon experiment aplicar projeccions aleato`ries a bases formades
per les primeres subsequ¨e`ncies. La idea e´s que en aquest cas la informacio´
addicional que aconseguim en augmentar la base e´s prou gran com per notar-
se fins i tot despre´s de projectar.
A la figura 5.25 observem que en aquest cas les projeccions aleato`ries s´ı que
aconsegueixen millorar els resultats. De fet, si comparem amb la figura 5.22
veiem que a mesura que agafem bases me´s grans la corba s’aproxima a la corba
que obten´ıem en el cas de fer servir les subsequ¨e`ncies me´s frequ¨ents. E´s a dir,
les projeccions aleato`ries so´n u´tils en cas de que la base que estem usant no
sigui prou bona, pero` si hem escollit una base prou intel·ligentment, aquestes


























Figura 5.25: Bondat d’auto`mats apresos amb SVD usant projeccions aleato`ries
amb base de les 100 primeres subsequ¨e`ncies. NO-RP e´s el model que no ha
usat projeccions aleato`ries i RP-X so´n models que han projectat les matrius
de Hankel al X% de la seva capacitat.
no aporten millores als models.
6Conclusio´
L’objectiu principal d’aquest projecte era l’elaboracio´ d’una llibreria en C++
per dur a terme tasques d’aprenentatge d’auto`mats usant me`todes espectrals.
Hem complert amb aquest objectiu i, de fet, hem usat la llibreria per generar
una bateria d’experiments que ens ha perme`s comparar i treure conclusions
dels me`todes d’aprenentatge que hem implementat. Molts d’aquests experi-
ments no s’havien pogut realitzar fins ara pel grup de recerca de’n Xavier
Carreras, en Borja Balle i l’Ariadna Quattoni perque` nome´s es disposava d’u-
na implementacio´ dels me`todes amb MATLAB, usant el paquet d’alt nivell
CVX. Aquesta implementacio´ no era escalable a grans volums de dades i per
tant nome´s permetia experimentar amb conjunts de dades petits.
En l’a`mbit personal aquest projecte m’ha introdu¨ıt en el mo´n de l’aprenentatge
automa`tic treballant en un grup de recerca. L’assiste`ncia a les reunions del
grup m’han donat una perspectiva de com treballa el personal de recerca de la
universitat, fet que em sera` molt u´til a l’hora de decidir que` fare´ en un futur.
A me´s a me´s, he pogut aplicar molts dels coneixements apresos a la carrera, he
apre`s a fer servir la llibreria matema`tica Eigen i he apre`s a escriure en LATEX.
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