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Рисунок 2 – Стрелки напряженности  
и эквипотенциальные линии электрического поля 
для сенсора с b=1 мм и r = 4 мм 
 
Рисунок 3 – Зависимость нормированной емкости  
от относительного расстояния z 
Точное значение глубины проникновения 
электрического поля определить невозможно [1, 
2]. Для FEF sensors эмпирически связь между глу-
биной проникновения h и пространственным пе-
риодом электродов  2r примерно принимается [2]: 
h=2r/4  ͂  2r/3, где h-эффективная глубина проник-
новения электрического поля, r – размер секции. 
Контролировалась двуслойная среда: масло 
(ε2=3) – воздух (ε3=1). Глубина зоны контроля 
для сенсора открытого типа оценивалась из 
зависимости нормированной емкости С(z)  от 
относительного расстояния z = h/r  до плоскости, 
в которой лежат электроды рисунок.3.  
Глубина зоны контроля соответствует положе-
нию z0, когда различие между емкостью в поло-
жении z0 и максимальной емкостью Cmax(z = ∞) 
равно 3 % от различия между самой максималь-











Кривые 1, 2, 3 построены для сенсоров с ме-
таллизацией поверхности 0,25, 0,5 и 0,75 соответ-
ственно и относятся к случаю увеличения слоя 
жидкого диэлектрика, кривые 4,5, 6 к его умень-
шению. Анализ кривых говорит о совпадение  
глубин зоны контроля независимо от металлиза-
ции поверхности сенсоров. Глубина зоны 
контроля для сенсора открытого типа лежит в том 
же диапазоне, что и глубина зоны контроля для 
(FEF) sensors. 
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Измерения магнитных характеристик магни-
томягких материалов проводятся при синусои-
дальной форме магнитного потока в испытуемом 
образце [1]. Однако при значительной величине 
магнитного поля он претерпевает искажения, вы-
званные нелинейностью основной кривой намаг-
ничивания, а также активно-реактивным характе-
ром нагрузки намагничивающей системы. Вели-
чина этих искажений непосредственно влияет на 
измеренное значение такой важной характери-
стики, как удельные магнитные потери. 
Задача синусоизации магнитного потока ре-
шается разными методами (аналоговыми, цифро-
выми или комбинированными), формирующими 
такой намагничивающий сигнал, при котором 
магнитный поток синусоидален. Наиболее эффек-
тивными являются цифровые и комбинированные 
методы. Однако такие методы производят коррек-
цию сигнала итерационно в процессе задания ре-
жима перемагничивания, что приводит к немоно-
тонности движения в магнитных координатах, 
что сказывается на магнитном состоянии образца 
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и приводит к снижению точности и повторяемо-
сти измерений. 
От этих недостатков можно избавиться если 
построить модель, предсказывающую для уста-
новленного режима перемагничавания форму 
сигнала генератора, при которой сигнал на изме-
рительной обмотке будет иметь синусоидальную 
форму. Для построения такой модели использо-
ваны искусственные нейронные сети прямого 
распространения, так как они позволяют с высо-
кой точностью моделировать зависимости с силь-
ной нелинейностью, как в данном случае.  
На вход нейронной сети подается форма иска-
женного сигнала напряжения на измерительной 
обмотке испытуемого образца при синусоидаль-
ном сигнале генератора, на выходе ожидается 
форма сигнала генератора, которая синусоизи-
рует сигнал на измерительной обмотке при дан-
ном режиме перемагничивания. Синусоизирую-
щие сигналы генератора для обучения нейросете-
вой модели получены с помощью цифровой 
итерационной синусоизации [2]. Для создания и 
обучения модели использована открытая нейро-
сетевая библиотека Keras [3] на основе 
фреймворка TensorFlow [4]. 
Всего получено 500 пар сигналов для ампли-
туд напряженностей магнитного поля от 25 до 200 
А/м. Пары были случайным образом разбиты на 
три категории: обучающая выборка (300 пар), вы-
борка для верификации модели (100 пар), тесто-
вая выборка (100 пар).  
Ошибка предсказания нейросетевой моделью 
синусоизирующей формы сигнала генератора ?̂?𝑔 
рассчитывалась как средняя квадратичная 










где 𝑈𝑔 – синусоизирующий сигнал, полученный 
цифровой итерационной синусоизацией; ?̂?𝑔 – си-
нусоизирующий сигнал, предсказанный нейросе-
тевой моделью; 𝑈𝑔(𝑖) и ?̂?𝑔(𝑖) – 𝑖-е отсчеты сигна-
лов 𝑈𝑔 и ?̂?𝑔 соответственно. Погрешность δ мо-
дели оценивалась как наибольшая ошибка 
предсказания MSE в тестовой выборке. Соответ-
ственно, макропараметры нейросетевой модели 
(архитектура сети, оптимизатор и др.) выбирались 
для минимизации данного показателя. 
Для представления сигналов на входе и вы-
ходе нейронной сети вместо непосредственно от-
счетов использовался их гармонический состав, 
где каждая гармоника представлена значениями 
амплитуды и фазы (полярные координаты). В раз-
работанной модели входные и выходные сигналы 
представлены 15-ю гармониками. Использованы 
нечетные гармоники, так как только они присут-
ствуют в намагничивающем сигнале [5]. 
Для упрощения обучения нейронной сети все 
данные должны принимать небольшие значения 
(как правило, в диапазоне 0-1) [6]. Для этого вве-
дена процедура нормализации параметров. Все 
фазовые значения гармоник сигнала разделены на 
2𝜋, амплитудные – на значение базовой гармо-
ники. Также данная процедура позволяет отстро-
ится от абсолютных значений электрических па-
раметров и оперировать лишь величинами высших 
гармоник относительно базовой, что достаточно 
для выражения несинусоидальности сигнала. 
Другой проблемой является стремительное 
убывание амплитуд высших гармоник, что приво-
дит к тому, что при обучении параметры с крайне 
низкими значениями игнорируются. Для избавле-
ния от этого эффекта амплитудное значение каж-
дой гармоники увеличивалось в 𝑘2 раз, где 𝑘 – но-
мер гармоники. Для отражения уменьшения вли-
яния не только амплитуд, но и фаз высших 
гармоник, фазовое значение гармоники дополни-
тельно уменьшалось в √𝑘 раз. При таком подходе 
значения амплитуд и фаз гармоник снижаются 
одинаково плавно. Нормализованные значения 














Процесс предсказания требуемой формы сиг-
нала генератора протекает следующим образом: 
искаженный сигнал напряжения на измеритель-
ной обмотке с помощью быстрого преобразова-
ния Фурье переводится в частотную область, его 
гармоники из комплексного представления пере-
водятся в полярное, выбирается нужное их коли-
чество. Затем значения гармоник нормализуются 
и передаются в искусственную нейронную сеть 
прямого распространения. Гармоники, получен-
ные на выходе сети масштабируются (операция, 
обратная нормализации), преобразовываются в 
комплексную форму и с помощью обратного пре-
образования Фурье переводятся во временную 
область. 
Архитектура нейронной сети представляет со-
бой три слоя: 1) 1500 нейронов с активационной 
функцией 𝑟𝑒𝑙𝑢; 2) прореживающий слой с коэф-
фициентом прореживания 0,1; 3) выходной слой 
из 30 нейронов с функцией активации 𝑠𝑖𝑔𝑚𝑜𝑖𝑑. 
Ключевым в архитектуре является наличие слоя с 
нелинейной функцией активации. Функция по-
терь рассчитывалась как средняя абсолютная 
Секция 2. Методы исследований и метрологическое обеспечение измерений 
163 
ошибка (𝑀𝐴𝐸), в качестве оптимизатора наиболь-
шую эффективность показал 𝐴𝑑𝑎𝑚𝑎𝑥 [7]. 
Для проверки предсказательной способности 
полученной модели было проведено сравнение 
коэффициента нелинейных искажений (КНИ) 
сигнала напряжения на измерительной обмотке 
во время проведения измерений в диапазоне ам-
плитуд напряженности магнитного поля 𝐻𝑚 =
25…200 А/м. Без синусоизации КНИ принимает 
значения от 2,5 до 15,5 % соответственно для 
нижней и верхней границ. Сравнение эффектив-
ности цифровой итерационной и нейросетевой 
синусоизации приведены на рис. 1. Граница допу-
стимых значений КНИ (1 %) обозначена штрихо-
вой линией. 
 
Рисунок 1 – Результаты применения итерационной 
(серый) и нейросетевой (черный) синусоизации 
Как видно из приведенного графика, исполь-
зование созданной нейросетевой модели для си-
нусоизации магнитного потока имеет ту же сте-
пень эффективности, что и применение итераци-
онной синусоизации, используемой для обучения 
модели. Это позволяет использовать синусоиза-
цию, основанную на методах глубокого обучения, 
при проведении измерений магнитных характери-
стик магнитомягких материалов. 
Таким образом, представленная модель позво-
ляет проводить синусоизацию с такой же резуль-
тативностью, как и метод, на котором она осно-
вана. Вместе с этим нейросетевая синусоизация 
лишена таких побочных эффектов цифровых ите-
рационных методов, как нестабильность и немо-
нотонность намагничивающего процесса, кото-
рые влияют на магнитную историю испытуемого 
образца, что способно негативным образом отра-
жаться на точности и повторяемости результатов 
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Одними из основных потребителей электро-
энергии, примерно 40% всей производимой 
электростанциями, являются асинхронные элект-
родвигатели [1], что определяет необходимость 
повышения их качества. В процессе эксплуатации 
могут возникать повреждения элементов элект-
родвигателя, что в свою очередь приводит к 
преждевременному выходу его из строя. До 90 % 
всех отказов асинхронных электродвигателей со 
всыпными обмотками приходится на витковые 
замыкания [2], другие дефекты являются следст-
вием их развития. 
Испытание обмоток асинхронных электро-
двигателей на витковые замыкания состоит из 
двух задач: создание между витками необходи-
мого испытательного напряжения и обнаружение 
дефектов, приведших к пробою изоляции. 
На распределение напряжения вдоль обмотки, 
контролируемой на витковое замыкание, влияет 
фронт испытательного сигнала. Контроль им-
пульсами низкого напряжения не обеспе-чивает 
полную достоверность при испытаниях, так как 
при низких напряжениях не пробиваются 
воздушные промежутки любой толщины, сле-
довательно, дефекты не будут выявлены даже в 
случаях, когда витковая изоляция полностью 
разрушена и витки разделяются только воздуш-
ным зазором. 
