This paper studies reduced-order modeling of dynamic networks with strongly connected topology. Given a graph clustering of an original complex network, we construct a quotient graph with less number of vertices, where the edge weights are parameters to be determined. The model of the reduced network is thereby obtained with parameterized system matrices, and then an edge weighting procedure is devised, aiming to select an optimal set of edge weights that minimizes the approximation error between the original and the reduced-order network models in terms of H2-norm. The effectiveness of the proposed method is illustrated by a numerical example.
network models are then directly determined by the projection framework, while the freedom to construct a reduced-order network model with higher accuracy is overlooked.
In this paper, we will explore the latter freedom and provide a novel method for reduced-order modeling of directed networks. We do not aim to find an optimal clustering. Instead, we assume that the clustering of a network is given, which leads to a quotient graph. A parameterized reduced-order model is established based on this quotient graph, in which the edge weights are free variables to be optimized. Then, the major problem in this paper follows: How to tune the edge weights in the parameterized reduced-order model to minimize the approximation error?
This problem can be formulated as an optimization problem with the objective to minimize the H 2 -norm of the reduction error between original and reduced network systems, in which the edge weights of the reduced network are variables to be optimized. This edge weighting problem is subject to a bilinear matrix inequality (BMI) constraint, which is computationally expensive. Therefore, we devise a novel edge weighting algorithm based on the convex-concave decomposition, which linearizes the nonconvex constraint as a convex one in the form of a linear matrix inequality (LMI). An iterative scheme is implemented to search for a set of optimal weights. The convergence of this algorithm is theoretically ensured, and thus at least a local optimum can be reached. Moreover, we initialize the edge weights as the outcome of clusteringbased projection, such that the obtained reduced-order network model is guaranteed a better approximation accuracy than the clustering-based projection methods.
The rest of this paper is organized as follows. In Section II, we recap some preliminaries on graph theory and introduce the problem setup. In Section III, the parameterized reduced-order model is formulated, and an edge weighting algorithm is proposed to minimize the approximation error. In Section IV, the proposed method is illustrated by an example, and Section V finally makes some concluding remarks.
Notation: The symbol R and R + denote the set of real numbers and positive real numbers, respectively. Let S n be the set of real symmetric matrices of size n × n. I n is the identity matrix of size n, and 1 n represents the vector in R n of all ones. The cardinality of a set S is denoted by |S|. For a real matrix A, the columns of A ⊥ form a basis of the null space of A, that is, AA ⊥ = 0.
II. PRELIMINARIES AND PROBLEM SETTING
This section provides necessary definitions and concepts in graph theory used in this paper, and we refer to [21] for more details. The model of a dynamical network is then introduced and the model reduction problem is formulated.
A. Graph Theory
A directed graph G := (V, E) consists of a finite and nonempty node set V := {1, 2, · · · , n} and an edge set E ⊆ V × V. Each element in E is an ordered pair of V, and if (i, j) ∈ E, we say that the edge is directed from vertex i to vertex j. A directed graph G is called simple, if G does not contain self-loops (i.e., E does not contain any edge of the form (i, i), ∀ i ∈ V), and there exists only one edge directed from i to j, if (i, j) ∈ E.
Next, we introduce several important matrices for characterizing a directed simple graph. Let m := |E|, the incidence matrix B ∈ R n×m is defined by
If each edge is assigned a positive value (weight), then the weighted adjacency matrix of G, denoted by A, is defined such that A ij ∈ R + denotes the weight of edge (j, i) ∈ E, and A ij = 0 if (j, i) / ∈ E. In the case of a simple graph, A is a binary matrix with zeros on its diagonal. Then, the Laplacian matrix L ∈ R n×n of the graph G is defined as
Clearly, L1 = 0. The diagonal entries of L are strictly positive, and the off-diagonal entries are non-positive. Alternatively, we can characterize the Laplacian matrix using the incidence matrix of G as
where B 0 is a binary matrix obtained by replacing all "−1" entries in the incidence matrix B with zeros, and
and w k the positive weight associated to the k-th edge, for all k ∈ {1, 2, · · · , |E|}. For a vertex in a weighted graph, the indegree and outdegree of the vertex are computed as j∈V A ij and i∈V A ij , respectively. A strongly connected graph G is called balanced if the indegree and outdegree of each vertex in G is equal. From (1), the following lemma is immediate. Lemma 1. A weighted strongly connected graph G is balanced if and only if one of the following conditions hold.
1) The edge weights of G satisfies Bw = 0.
2) The Laplacian matrix of G satisfies ker(L) = ker(L ) = span (1) .
The strong connectivity implies that there is only one zero eigenvalue of L [21] , and the balance of G then indicates that both the row and column sums of L are zero. Remark 1. Undirected graphs can be viewed as special balanced directed graphs with bidirectional edges. The Laplacian matrix of an undirected graph is L = BW B , where B is an incidence matrix obtained by assigning an arbitrary orientation to each edge of the undirected graph, and W is a positive diagonal matrix representing edge weights.
Next, we recapitulate the notion of graph clustering, whose concept can be found in e.g., [12] - [17] . Definition 1. Let G := (V, E) be a directed graph. Then, a graph clustering is a partition of V into r nonempty disjoint subsets C 1 , C 2 , · · · , C r covering all the elements in V, where C i is called a cluster of G.
Let {C 1 , C 2 , · · · , C r } be a clustering of G with n vertices. This graph clustering can be characterized by a binary characteristic matrix Π ∈ R n×r , whose rows and columns are corresponding to the vertices and clusters, respectively:
Remark 2. Note that all the clusters are nonoverlapping, i.e., each vertex can be not assigned to distinct clusters. Therefore, each row of the characteristic matrix Π only has one nonzero element. Specifically, we have
B. Problem Setup
In this paper, we consider a network system evolving over a directed graph G, which is simple, weighted and strongly connected. The dynamics of each vertex is governed bẏ
where x i (t) ∈ R is the state of vertex i, and A ij is the (i, j)-th entry of the adjacency matrix of G, representing the strength of the coupling between vertices i and j. u k (t) ∈ R is the external input, and f ij ∈ R is the gain of the j-th input acting on vertex i, which is zero if and only if u j has no effect on vertex i. Let F ∈ R n×p be the matrix such that F ij = f ij . We then present the dynamics of the overall network in a compact form as Σ :
with x(t) := [x 1 , x 2 , · · · , x n ] ∈ R n and u := [u 1 , u 2 , · · · , u p ] ∈ R p . The vector y ∈ R q collects the outputs of the network, and H is the output matrix.
This paper aims for structure-preserving model reduction of diffusively coupled networks in form of (5) , and the reducedorder model not only approximates the input-output mapping of the original network system with a certain accuracy but also inherits an interconnection structure with diffusive couplings. To this end, we adopt graph clustering to build up a reducedorder network model. Specifically, the problem addressed in this paper is as follows.
Problem 1. Given a network system Σ as in (5) and a graph clustering {C 1 , C 2 , · · · , C r }, find a reduced-order model
withx ∈ R r , r n, such thatL is the Laplacian matrix of a reduced directed graph, and the reduction error Σ −Σ H2 is minimized.L ∈ R r×r ,F ∈ R r×p ,Ĥ ∈ R q×r are matrices depending on the graph clustering.
It is worth emphasizing that Problem 1 does not aim to find an appropriate graph clustering of the network G. Instead, we focus on how to establish a "good" reduced-order model with given clusters. Thus, it is an essentially different problem from e.g., [14] , [15] , [17] , [19] , and we do not apply the Petrov-Galerkin projection framework.
III. MAIN RESULT
In this section, a novel model reduction approach for network systems is presented with two steps. In the fist step, a parameterized model of a reduced network is constructed on the basis of graph clustering. Then, the second step computes a set of parameters in an optimal fashion such that the H 2 -norm of approximation error is minimized.
A. Parameterized Reduced-Order Network Model
Given a graph clustering of the original network, we present a parameterized model for the reduced network, whose interconnection topology is determined by the clustering. An important property of this parameterized model is that it guarantees the boundedness of the reduction error Σ −Σ H2 for all positive edge weights.
To derive a parameterized reduced-order network model with such a property, we first convert the system (5) to its balanced graph representation as follows.
Lemma 2. If the underlying graph of Σ in (5) is strongly connected, then there exists a diagonal M ∈ R n×n with positive diagonal entries such that Σ is equivalent to
where F b = M F and L b = M L is the Laplacian of a balanced graph.
The proof follows directly from [19] . Next, we establish a reduced-order model using the representation (7) to guarantee a bounded reduction error Σ −Σ H2 .
Let G b be the balanced graph of G. Note that G and G b have the same incidence matrix B. Given a graph clustering {C 1 , C 2 , · · · , C r }, the quotient graphĜ b is r-vertex directed graph obtained by aggregating all the vertices in each cluster as a single vertex, while retaining connections between clusters and ignoring the edges within clusters. Specifically, if there is an edge (i, j) in G b with vertices i, j in the same cluster, then it will not be presented as an edge inĜ b . If there exists an edge (i, j) with i ∈ C k and j ∈ C l , then there is an edge (k, l) inĜ b .
LetB be the incidence matrix of the quotient graphĜ b . Algebraically, it can be verified thatB is obtained by removing all the zero columns of Π B, where B is the incidence matrix of G b (or G). Furthermore, we denotê
as the edge weight matrix of G b , whereŵ k ∈ R + , and m is number of edges inĜ b . In order to maintainĜ b as a balanced graph, we impose the constraint on its edge weights aŝ
according to Lemma 3. Thereby, the dynamics on the balanced quotient graphĜ b is then obtained as
with the reduced matriceŝ
whereB 0 is the binary matrix obtained by replacing all the "−1" entries with zeros inB, andM b ∈ R r×r ,F b ∈ R r×p , andĤ ∈ R q×r are reduced matrices determined by the given clustering of G b . Since the graph clustering is given, i.e., Π is known, the only parameters to be decided are the weights in W , which satisfy the constraint (9) . From the reduced graph balanced representation (10), we immediately construct a parameterized reduced-order model in the form of (6) with the reduced matriceŝ
whereL represents a reduced weighted graphĜ. In (12) , only the weight matrixŴ is to be determined, which is selected from the following set
In the following example, we demonstrate the parameterized modeling of a simplified dynamic network. Example 1. Consider an network example in vehicle formation [1] , where the formation topology G is depicted in Fig. 1a . Clearly, G is balanced, i.e., G = G b , with the incidence matrix
Suppose that each vehicle is modeled as a first-order integrator which has the identical mass, i.e., M = I 6 . An external control u is applied on vertex 4, and the vertex 1 is measured as the output signal y. Then, the network model is obtained in the form of (7) with
, which leads to the characterization matrix as
The topology of the quotient graphĜ b is shown in Fig. 1b with the incidence matrix
All the edge weights ofĜ b are positive parameters to be determined, as labeled in Fig. 1b , which leads to the parameterized Laplacian matrix aŝ
The weights satisfy the constraintBŵ = 0, namely,ŵ 3 =ŵ 1 − w 2 ,ŵ 4 =ŵ 2 , such thatĜ b is balanced. The other matrices in the reduced-order model (10) are computed aŝ
Then, in the parameterized reduced-order model 6, we havê
The corresponding reduced graph is depicted in Fig. 1c , which is no longer balanced. cluster C k of G b is controlled by an external input, then vertex k inĜ b is also controlled. Analogously,Ĥ indicates that a vertex k inĜ b is measured if there is a measurement taken from a vertex in C k .
With the reduced matrices in (12) and the constraint in (9), an important property of the reduced-order network modelΣ is that it guarantees the H 2 reduction error between the original system Σ in (5) andΣ is always bounded.
The computation of the reduction error amounts to find the H 2 norm of the following error system:
where
Note that A e is not Hurwitz, since L andL are both Laplacian matrices containing zero eigenvalues. Thus, G e (s) H2 cannot be calculated directly using the state space representation (14) .
Here, we employ the following matrices
which are independent of system dynamics and satisfy S n 1 n = 0, and S r 1 r = 0.
Let their left pseudo inverses be
Then, using the matrices in (15), we show the following result.
Lemma 3. Consider the network system Σ in (5) and the reduced-order network modelΣ in (6) with matrices in (12) . Then, Σ −Σ ∈ H 2 holds for allŴ ∈ M.
Proof. With S n and S r in (15), we construct a nonsingular (n + r) × (n + r) matrix as
where σ M := 1 n M 1 n = 1 r Π M Π1 r = 1 rM 1 r . The inverse of U e is given as
are the Laplacian matrices of balanced graphs, satisfying 1 n L b = 0, L b 1 n = 0, and 1 rLb = 0,L b 1 r = 0. Using these properties, we obtain
It follows from (3) that 1 rFb = 1 n F b , andĤ1 r = H1 n , which yieldC eBe = σ −1 M (H1 n 1 n F b −Ĥ1 r 1 rFb ) = 0. Thus, (17) becomes
It is not hard to verify that both the matrices −S + n L b M −1 S n and −S + rLbM −1 S r are Hurwitz. Consequently, G e (s) in (20) is asymptotically stable, i.e., Σ−Σ ∈ H 2 , for allŴ ∈ M.
Next, we discuss the consensus property of the reducedorder network (6) with the matrices in (12) . Consensus is a typical property of diffusively coupled networks, and it implies the nodal states converge to a common value in the absence of the external input. More precisely, the network system in (5) 
holds for all i, j ∈ V and all initial conditions. Proposition 1. Consider the network system Σ in (5) which reaches consensus. Then, the reduced-order modelΣ in (6) also reaches consensus, for any clustering Π andŴ ∈ M.
Proof. It can verified that the parameterized Laplacian matrix L defined in (12) characterizes a strongly connected graph. Thus,L has only one zero eigenvalue. Then, the proof immediately follows from [19] , [21] .
The parameterized modeling of the reduced dynamic network using the graph balanced representation in (7) guarantees the stability of the error system (14) , whose H 2 norm can be evaluated via the transfer function (20) with the Hurwitz matrix A e . Note that in (20) , the matrices S n and S r in (15) is only dependent on the sizes of the networks, and Π is known for a given graph clustering, then the weights inŴ become the only unknown parameters to be determined in the followup procedure. In the following section, we aim for an optimal selection of the edges weights in the reduced network.
B. Optimal Edge Weighting
In this section, we aim for an optimization scheme for determiningŴ ∈ M that minimizes the approximation error G e (s) H2 . Thereby, the following problem is addressed.
Consider the original network system Σ in (5) . Given a graph clustering Π, find aŴ ∈ M such that G e (s) H2 is minimized, whereΣ is the reduced network model defined in (6) with the matrices (12).
To solve this problem, we apply an optimization technique based on the convex-concave decomposition, which can be implemented to search for a set of optimal weights iteratively. A fundamental step toward the implementation is to develop a necessary and sufficient condition for characterizing G e (s) H2 , which leads to suitable constraints for the optimization problem. Theorem 1. Given the network system Σ in (5) . There exists a reduced-order network modelΣ in (6) such that G e (s) 2 H2 < γ if and only if there exist matricesQ =Q > 0 with dimensionQ ∈ R (n+r−2)×(n+r−2) ,R =R > 0 with dimension R ∈ R q×q ,Ŵ ∈ M, andδ ∈ R + , such that the following inequalities are satisfied,
Qδ C ê δCeR > 0, (22) tr(R) <γ, (23) where B e , C e are defined in (18) , and
Proof. Consider the error system G e (s) in (20) , which is asymptotically stable. Following e.g., [22] , we have G e (s) 2 H2 < γ, with γ ∈ R + , if and only if there exist matrices Q = Q > 0 and R = R > 0 such that
where A e , B e , C e are defined in (18) . In the following, we prove that the three inequalities are equivalent to (21) , (22) , and (23), respectively. First, it is not hard to verify that (25) is equivalent to 
for a sufficiently large scalar δ ∈ R + , where E is defined in (24) . Consider a nonsingular matrix
Pre-and post-multiplying by T and T , respectively, (28) then becomes (21) , where the equation A e =Ā + EĀ r , and the substitutionsδ = 1 δ > 0,Q = 1 δ Q > 0 are used. Next, we observe that the following implications hold.
withR =δR andγ =δγ. As a result, (22) and (23) whereR =δR with a givenδ ∈ R + . Note that the constraint (22) can be solved efficiently using standard LMI solvers, while (21) , due to the nonlinearity termĀ rĀr , is a bilinear matrix inequality, which causes the major challenge in solving the problem (29). To handle the bilinear constraint (21), we adopt the technique called psd-convex-concave decomposition [23] .
Definition 2.
A matrix-valued mapping Φ : R n → S is called positive semidefinite convex concave (psd-convex-concave) if Φ can be expressed as Φ = Φ 1 −Φ 2 , where Φ k , with k = 1, 2, are positive semidefinite convex (psd-convex), i.e.,
holds for all λ ∈ [0, 1] and w 1 , w 2 ∈ R n . The pair (Φ 1 , Φ 2 ) is called a psd-convex-concave decomposition of Φ.
Consider the bilinear inequality (21) , and define the following matrix-valued mapping:
Then, the following lemma shows that the pair (ψ, −ϕ) is a psd-convex-concave decomposition of Φ.
Lemma 4. The matrix-valued mapping Φ(Q,δ,Ŵ ) in (31) is psd-convex-concave.
Proof. Note that the matrix ψ(Q,δ) in (31) is linear with respect toQ andδ. Thus, it is immediate that ψ(Q,δ) is psdconvex. Then, the claim holds if −ϕ(Ŵ ) in (31) is psd-convex.
With the structure ofĀ r in (24), the only nonlinear submatrix in −ϕ(Ŵ ) can be expressed as
with ϕ a (Ŵ ) := S rM −1BŴB
Then, showing the psd-convexity of −ϕ(Ŵ ) in (33) is equivalent to prove that ϕ a (Ŵ ) is psd-convex.
Let W 1 , W 2 ∈ M, and denote W λ = λŴ 1 + (1 − λ)Ŵ 2 . For any λ ∈ [0, 1], we have
which implies that the mapping ϕ a (Ŵ ) is psd-convex from (30), i.e., −ϕ(Ŵ ) is psd-convex. As a result, it follows from Definition 2 that the matrix-valued mapping Φ(Q,δ,Ŵ ) in (31) is psd-convex-concave.
The psd-convex-concave decomposition in (31) allows us to linearize the optimization problem (29) at a stationary pointŴ ∈ M. To simplify the optimization procedure, we introduce a new optimization variable µ to eliminate the equality constraintBŵ = 0 in (13), whereŴ = Diag(ŵ), and m is the number of edges in the reduced network.
LetB ∈ Rr ×m be a full row rank matrix obtained by removing linearly independent rows of theB ∈ R r×m , and it still holds thatBŵ = 0. Then, there exists a column permutation matrix P ∈ R m×m such that
whereB a ∈ Rr ×r is full rank. µ ∈ Rm + , andm = m −r, is defined as the new optimization variable. Note that
which projects the weightsŵ into ker(B). Thereby, we rewrite the constraintŴ ∈ M as µ ∈ Rm + (36). Now, we redefine the matrix-valued mapping ϕ(Ŵ ) in (31) as Solve (39) to obtain the optimal solution µ * . 6: k ← k + 1, and µ (k) ← µ * . 7: until |f (µ (k+1) ) − f (µ (k) )| ≤ ε. 8: Computeŵ * using (36), and returnŴ * ← Diag(ŵ * ).
which remains psd-convex due to the linear relation in (36). The derivative of the matrix-valued mapping φ(µ) at µ is a linear mapping Dφ : Rm + → S , with = n + 2r + p + pq − 3, which is defined as
Given a point µ (k) ∈ Rm + , the linearized formulation of the problem (29) at µ (k) is formulated as
where the derivative of φ(µ (k) ) is given as
with j = 1, · · · ,m. Notice that the optimization problem (39) is convex, of which the global optimum can be solved efficiently using standard SDP solvers e.g., SeDuMi [24] . Based on Lemma 4 and (39), we are now ready to present an algorithmic approach for solving the minimization problem in (29) in an iterative fashion, see Algorithm 1, in which ε ∈ R + is a prefixed error tolerance determining whether to terminate the iteration loop. The initial condition µ (0) can be chosen as an arbitrary vector with all strictly positive entries. With (36), it will guaranteeŴ 0 ∈ M, i.e., the reduced graph is balanced. Furthermore, we can also initialize µ using the outcome of graph clustering projection in [18] , [19] . Specifically, from a given clustering Π, we construct an initial reduced Laplacian matrix in (11) asL The convergence analysis of Algorithm 1 follows naturally from [23] , and it means that a local optimum can be obtained. More importantly, if we select the initial condition from the clustering-based projection, it is guaranteed that, through iteration, the approximation accuracy of reduced-order network model with the weights obtained by Algorithm 1 will be improved. In this sense, the approximations obtained by the proposed method is at least better than the ones obtained by clustering-based projection methods in e.g., [18] , [19] . We will show this merit from a numerical example in the next section.
IV. ILLUSTRATIVE EXAMPLE
To illustrate the effectiveness of the proposed edge weighting approach, we implement it to a sensor network example from [3] , [18] . The topology of the this network is shown in Fig. 2 , which consists of 14 strongly connected vertices, and all the edge weights are 1. In this example, two external input signals are injected into the network via vertices 2 and 7, respectively, and the states of vertices 9 and 10 are measured.
Suppose that 5 clusters are given for this directed network as C 1 = {1, 3, 4, 5}, C 2 = {2}, C 3 = {6, 8, 9}, C 4 = {7}, and C 5 = {10, 11, 12, 13, 14}, which leads to the quotient network in Fig. 3 , with incidence matrix
There are 8 edges in the quotient graph, and each edge is assigned with a symbolic weight as labeled in Fig. 3 . These variables, determining the reduction error, are to be determined by our optimization approach. First, the parameterized reduced model in (10) of the quotient graph is generated with matriceŝ , and the weight vectorŵ in (8) satisfy the following constraints for a balanced graph:ŵ 1 =ŵ 3 ,ŵ 2 =ŵ 4 +ŵ 8 ,ŵ 6 = w 8 ,ŵ 5 =ŵ 7 . Next, we implement Algorithm 1 to solve the optimization problem (29) with µ = [ŵ 1 ,ŵ 2 ,ŵ 5 ,ŵ 6 ] ∈ R 4 + as the optimization variable. Particularly, the SeDuMi solver [24] is adopted to solve the convex problem (39). We choose the initial edge weights obtained by the clustering-based projection [18] , [19] , which givesŵ (0) = [0.6803, 0.2268, 0.6803, 0.0756, 0.0756, 0.1512, 0.0756, 0.1512] and the approximation error G e (s) H2 = 0.0322. Withδ = ε = 10 −5 , Algorithm 1 stops after 72 iterations. The convergence trajectory of the resulting H 2 reduction error is shown in Fig. 4 . The final solution of the edge weights are given asŵ * = [0.6826, 0.2394, 0.6826, 0.0948, 0.0537, 0.1446, 0.0537, 0.1446], which provides the approximation error G e (s) H2 = 0.0187. Through iteration, the edge weighting method further reduces the error by 41.93%, compared to the clustering-based projection. Therefore, our method can provide a reduced network systems with a better H 2 approximation error. 
V. CONCLUSIONS
In this paper, the H 2 model reduction problem for dynamical networks consisting of diffusively coupled agents has been formulated as a minimization problem, in which the edge weights in the reduced network are parameters to be chosen. Necessary and sufficient conditions have been proposed for constructing a set of optimal edge weights. An iterative algorithm has been provided to search for the desired edge weights such that the H 2 norm of the approximation error is small. Finally, compared with the projection-based method in [12] , the feasibility of this method is illustrated by an example. The advantage of this proposed model reduction method is that not only the structure of the original network has been preserved but also the approximation error has been optimized. For future works, we will improve the effectiveness of the iterative algorithm such that the obtained solution is not restricted to a local optimum. Moreover, an extension to networked high-order linear subsystems are also of interest.
