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Abstract: We tabulate various properties of the ‘language’ of N = 6 Chern-Simons
Theory, in the sense of Polyakov. Specifically we enumerate and compute character
formulas for all syllables of up to four letters, i.e. all irreducible representations of
OSp(6|4) built from up to four fundamental fields of the ABJM theory. We also present
all tensor product decompositions for up to four singletons and list the (cyclically
invariant) four-letter words, which correspond to single-trace operators of length four.
As an application of these results we use the two-loop dilatation operator to compute
the leading correction to the Hagedorn temperature of the weakly-coupled planar ABJM
theory on R× S2.
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1. Introduction
It is difficult to overstate the importance of the role that maximally superconformal
field theories have played in deepening our understanding of string and field theories,
and the relations between them. To date the vast majority of work has focused on four-
dimensional gauge theories describing the worldvolume of D3-branes, but much progress
has recently been made on three-dimensional theories describing the worldvolume of
M2-branes. This progress has been made possible by the discovery [1] (see also [2])
of highly supersymmetric conformal theories in three dimensions, extending earlier
attempts [3] with superconformal Chern-Simons theories.
This paper is concerned with the conformal N = 6 supersymmetric Chern-Simons
matter theory constructed by ABJM [4] (see also [5], and [6] for related earlier work).
The ABJM theory is a three-dimensional U(N)×U(N) gauge theory with four complex
scalars and their fermionic partners in the bi-fundamental representation and gauge
fields with Chern-Simons levels +k and −k. The theory has a ’t Hooft limit in which
N, k →∞ with λ = N/k fixed, similar to the story in N = 4 Yang-Mills theory (SYM).
Indeed the strong similarity to SYM has allowed many tools, such as the language of
spin chains and methods from integrability (such as [7, 8, 9, 10]) which have been so suc-
cessful in exploring the structure of planar SYM, to be applied to the ABJM theory as
well. In particular the anomalous dimensions of local operators in the theory are appar-
ently encoded in an integrable spin chain Hamiltonian (see [11, 12, 13, 14, 15, 16, 17, 18]
for related recent work), and an exact magnon S-matrix for this spin chain has been
proposed in [19] (see also [20]). In several respects however the story of integrability
in the ABJM theory is slightly more complicated than that in SYM, one of which (see
also [21]) is the fact that anomalous dimensions first show up at two loops. The full
two-loop dilatation operator, which has recently been constructed in [22, 23], has both
nearest-neighbor and next-to-nearest neighbor interactions, making it necessarily more
complicated than the nearest-neighbor one-loop dilatation operator [24] of SYM.
There is a very beautiful and useful analogy [25] between the counting of local
gauge-invariant operators in gauge theories such as SYM and linguistics. The elemen-
tary fields (and their derivatives) are thought of as ‘letters’ which are strung together
inside single trace operators as ‘words’, products of which can then be thought of as
‘sentences’. Since the ABJM elementary fields transform in either the (N,N) or the
(N,N) bi-fundamental representations they must appear in alternating order inside
any single-trace operator. If we wish to extend the linguistic analogy to this case we
could perhaps say that the ABJM alphabet is divided into consonants and vowels,
comprising the respectively the two OSp(6|4) singleton representations (which are con-
jugate to each other). Every word in the ABJM language has even length and consists
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of alternating vowels and consonants.
One of the purposes of this paper is to lay some groundwork for detailed spectro-
scopic analysis of the ABJM theory through two loops using the results of [22, 23].
To this end we first review in section 2 the oscillator construction for OSp(6|4). Then
in section 3 we enumerate all syllables of up to four letters (i.e. all irreducible repre-
sentations of OSp(6|4) built from up to four generations of superoscillators) and also
calculate their characters (these may also be found in the exhaustive reference [26]).
In section 4 we present all tensor product decompositions for products of up to four
singletons. These tensor product results are useful for analysis of the two-loop dilatation
operator since its building block, the “Hamiltonian density” D2, is an operator which
acts simultaneously on three adjacent sites of the spin chain, alternately occupied by
the two singletons V1 and V1. Due to OSp(6|4) symmetry the Hamiltonian density can
be written in block-diagonal form with no mixing between irreducible representations
of different quantum numbers in the tensor product decomposition of V1 ⊗ V1 ⊗ V1.
For the four-site tensor products we also calculate the irreducible representations in
the tensor product decomposition of (V1⊗V1)2 which are symmetric under interchange
of the two V1 ⊗ V1 factors. This representation content corresponds to the physical
spectrum of gauge invariant operators of length four in the ABJM theory—i.e. they are
the four-letter words in the ABJM language. For completeness we include section 5 in
which all of the abovementioned results are tabulated for the OSp(4|2) subsector.
We defer more detailed spectroscopy for later work, only mentioning it here as
one motivation for this work. However in section 6 we present a concrete result which
follows rather easily from the explicit form of the two-loop dilatation operator and the
information presented in this paper: a calculation of the two-loop correction to the
Hagedorn temperature TH of the planar ABJM theory on S
2, with the result δ log TH =
2λ2(
√
2 − 1). Our results might also be useful for studying higher spin symmetry in
the free ABJM theory, following for example [27, 28].
2. Oscillator Construction for OSp(6|4)
In this section we review the oscillator construction for the OSp(6|4) supergroup due to
Gunaydin and Hyun [29], together with the particular notations which are convenient
for our purposes1. We begin with the bosonic Sp(4,R) and SO(6) subgroups before
building up to the full OSp(6|4).
1An alternative approach, using the method of Kac, may be found in [30].
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2.1 Sp(4,R) ≃ SO(3, 2)
The Sp(4,R) ≃ SO(3, 2) generators can be expressed in terms of a set of f = 2p + ǫ
(ǫ = 0, 1) “generations” of bosonic annihilation operators ai(r), bi(r), ci, (i = 1, 2, r =
1, 2, ..., p) and their hermitian conjugate creation operators ai(r) = a†i(r), b
i(r) =
b†i (r), c
i = c†i , transforming respectively covariantly and contravariantly under U(2).
The number of a and b oscillators p can be any integer greater or equal to zero, whereas
we only have either zero or one c oscillators, according to the value of ǫ. The oscillators
obey the usual commutation commutation relations, the only nonvanishing ones being[
ai(r), a
j(s)
]
= δji δrs ,
[
bi(r), b
j(s)
]
= δji δrs ,
[
ci, c
j
]
= δji . (2.1)
The Sp(4,R) generators are then given as
P ij = ~ai ·~bj + ~aj ·~bi + ǫ cicj = ,
Kij = ~ai ·~bj + ~aj ·~bi + ǫ cicj = (P ji)† ,
I ij = ~a
i · ~aj +~bj ·~bi + ǫ
2
(
cicj + cjc
i
)
= (Ij i)
† ,
(2.2)
where we have adopted the vector notation ~ai = (ai(1), ai(2), ..., ai(p)) implying ~ai ·~bj =∑p
r=1 ai(r)bj(r) and so on. The association of P
ij with the Young tableau (YT) is
included here for convenience and will be explained shortly.
In this particular basis the Sp(4,R) algebra is[
Kij, P
kl
]
= δljI
k
i + δ
k
i I
l
j + δ
k
j I
l
i + δ
l
iI
k
j ,[
I ij, P
kl
]
= δkjP
il + δljP
ik ,[
I ij, Kkl
]
= −δikKjl − δilKjk ,[
I ij, I
k
l
]
= δkj I
i
l − δilIkj ,
(2.3)
and we can immediately recognize the I ij as generators of the maximal compact sub-
group U(2) ⊂ Sp(4,R). In terms of the bosonic number operators which we define
as
NBi = ~a
i · ~ai +~bi ·~bi + ǫ cici (no sum on i) ,
NB = NB1 +NB2 ,
(2.4)
the diagonal entries of the U(2) generators may be rewritten as
I11 = NB1 +
1
2
f , I22 = NB2 +
1
2
f . (2.5)
The form of the commutators (2.3) is essentially the same as that of the three-
dimensional conformal group in the spinor basis (see for example [26]) with the identi-
fication of
∆ =
1
2
I ii =
1
2
(NB + f) (2.6)
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as the dilatation operator2 and Lij = I
i
j − δij ∆, P ij, and Kij as the generators of
rotations, translations, and special conformal transformations respectively.
We are interested in representations of Sp(4,R) for which the spectrum of ∆ is
bounded from below. Each such representation can be characterized by its lowest-
weight state (LWS) |Ω〉, a state within the multiplet that
1. is annihilated by all Kij , and
2. transforms irreducibly under the U(2) subgroup.
Of course the “vacuum” |0〉, defined as usual as the state which is annihilated by
all lowering operators ai(r), bi(r), ci is a suitable LWS, but not the only one. The
first condition implies that there exist additional lowest-weight states which can be
expressed as linear combinations of raising operators acting on |0〉. Since the raising
operators transform in the fundamental two-dimensional representation of U(2), the
irreducible representations arising from combinations ofM raising operators are related
to representations of the permutation group SM , and the second condition implies that
we simply have to symmetrize and antisymmetrize the combinations of raising operators
appropriately in order to get a LWS.
In this manner the U(2) YT description of a LWS arises naturally in conjunction
with the actual symmetrization and antisymmetrization of raising operators, and only
differs from the proper SU(2) YT in that we do not need to discard two-box columns, as
they provide information for the U(1) charge which corresponds to the scaling dimension
∆. If (m1, m2) denote the number of boxes in the (first,second) rows of a U(2) YT,
then the scaling dimension ∆ and the SU(2) spin j of the corresponding LWS are given
by
(∆, j) = (
1
2
(m1 +m2 + f),
1
2
(m1 −m2)) . (2.7)
As an example, it can be shown that for f = 2 the only inequivalent Sp(4,R) lowest-
weight states are of the form
ai1ai2 · · · aik |0〉 =
k︷ ︸︸ ︷· · · (∆, j) = (1 + k
2
,
k
2
) k = 0, 1, 2, . . . ,
(aibj − ajbi)|0〉 = (∆, j) = (2, 0) ,
(2.8)
2The observant reader may worry that ∆ is a compact generator, and that in general we construct
states that have definite U(2) ≃ SO(2)×SO(3) charges instead of SO(1, 1)×SO(1, 2) ones. However
it has been proven in [31] that there exists a rotation which maps the eigenstates of one subgroup to
those of the other while preserving their eigenvalues, similarly to what happens for the four-dimensional
conformal group which had been proven earlier in [32].
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where we have also indicated the corresponding Young tableaux and the Cartan charges
(∆, j) of the LWS.
Given the LWS |Ω〉 of any representation, a basis R for the entire representation is
generated by acting on it with the various P ij,
R = {|Ω〉, P ij|Ω〉, P lmP ij|Ω〉, . . .} . (2.9)
There is no restriction on how many times we can act with P ij, hence we produce an
an infinite-dimensional representation (a manifestation of the noncompact nature of
Sp(4,R)). If we are interested in the U(2) content of each of the basis vectors, this can
be determined by considering symmetric tensor products of P ij, due to the fact that
the P ij commute with each other. Using the identification of P ij with the YT as
indicated above in (2.2) we have for example
P ij = , (P ij)2+ = + , (P
ij)3+ = + , etc, (2.10)
where the subscript + indicates that only the totally symmetric representations in the
tensor product decomposition contribute. In this manner one can obtain the full U(2)
content of the multiplet by tensoring arbitrarily high symmetric powers of with the
YT of the LWS, following the usual decomposition rules.
2.2 SO(6) ≃ SU(4)
The oscillator construction we will be describing here is a particular realization for
n = 3 of the general method for SO(2n) groups, however since the fundamental fields
of the ABJM theory transform in the complex 4 and 4¯ representations rather than
the real 6 representation, the language of the locally isomorphic SU(4) will be more
suitable for the presentation.
This time the building blocks for the generators will be fermionic oscillators. We
again have f = 2p+ǫ, (ǫ = 0, 1) annihilation operators αµ(r), βµ(r), γµ, (µ = 1, 2, 3, r =
1, 2, ..., p) and their hermitian conjugate creation operators αµ(r) = α†µ(r), β
µ(r) =
β†µ(r), γ
µ = γ†µ transforming in the conjugate fundamental and fundamental of U(3)
respectively. The only nonvanishing anticommutation relations are
{αµ(r), αν(s)} = δνµδrs , {βµ(r), βν(s)} = δνµδrs , {γµ, γν} = δνµ . (2.11)
With respect to these oscillators the SU(4) generators are given by
Aµν = ~αµ · ~βν − ~αν · ~βµ + ǫ γµγν = ,
Aµν = ~αµ · ~βν − ~αν · ~βµ + ǫ γµγν = (Aνµ)† ,
Uµν = ~α
µ · ~αν − ~βν · ~βµ + ǫ
2
(γµγν − γνγµ) = (Uνµ)† ,
(2.12)
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from which the corresponding algebra in this particular basis follows:
[Aµν , A
ρσ] = −δσµUρν + δρµUσν − δρνUσµ + δσνUρµ ,
[Uµν , A
ρσ] = δρνA
µσ + δσνA
ρµ ,
[Uµν , Aρσ] = −δµρAνσ − δµσAρν ,
[Uµν , U
ρ
σ] = δ
ρ
νU
µ
σ − δµσUρν .
(2.13)
It is evident evident from the last line that the Uµν are generators of a U(3) subgroup.
The relations (2.13) are the so-called split form of the commutation relations be-
cause one U(3) is singled out. They can be recast into the standard SU(4) form by
defining
Rµν = U
µ
ν − 1
2
δµνU
λ
λ , R
µ
4 = +
1
2
ǫµρσAρσ ⇒ Aµν = ǫµνρRρ4 ,
R44 =
1
2
Uλλ , R
4
µ = −1
2
ǫµρσA
ρσ ⇒ Aµν = ǫµνρR4ρ ,
(2.14)
which as a consequence of (2.13) obey
[Rαβ, R
γ
δ] = δ
γ
βR
α
δ − δαδ Rγβ , where here α, β, γ, δ = 1, . . . , 4 , (2.15)
with Rαα = 0, (R
β
α)
† = Rαβ as required for SU(4).
For future use we mention here the forms of the diagonal U and R generators in
terms of the fermionic number operators
NFµ = ~α
µ · ~αµ + ~βµ · ~βµ + ǫ γµγµ (no sum on µ) ,
NF = NF1 +NF2 +NF3
(2.16)
which are
Uµµ = NFµ −
1
2
f (no sum on µ) ,
Rµµ = NFµ −NF +
1
4
f (no sum on µ) ,
R44 = NF − 3
4
f .
(2.17)
As the oscillator method for the construction of representations is very general and
applies to a variety of groups and supergroups, see for example [29, 33], the essential
features of the SU(4) case are similar to what we saw for the Sp(4,R) representations
in the previous section. In a nutshell, after we define the “vacuum” |0〉 as the state
annihilated by all lowering operators αµ(r), βµ(r), γµ, we look for lowest-weight states
|Ω〉 that are annihilated by Aµν and transform irreducibly under U(3). These are
expressed in terms of properly symmetrized and antisymmetrized creation operators,
– 7 –
described naturally in terms of U(3) Young tableaux, whose only difference from the
proper SU(3) Young tableaux is that we no longer discard three-box columns.
Then by acting repeatedly on a LWS with various Aµν we build a basis for an
irreducible representation of SU(4), and the U(3) content of each of the representation
may be found by tensoring the symmetric powers of Aµν ,
Aµν = , (Aµν)2+ = , (A
µν)3+ = , (2.18)
and so on, with the YT of the LWS.
The only major difference compared to the Sp(4,R) case is that since we have 3f
fermionic oscillators, (Aµν)k = 0 for k > 3
2
f and hence the representations will now be
finite-dimensional, reflecting the compactness of SU(4). Therefore each representation
has a highest-weight state (HWS) which is annihilated by all Aµν , transforms irreducibly
under U(3), and is related to the LWS by unitarity. We will make use of this relation,
as the labels of a representation are related to the weights of its HWS. In particular,
we will use SU(4) Dynkin labels to characterize representations3, and as we’ll see later
on these are related to the labels (l1, l2, l3) denoting the number of boxes in the first,
second and third rows of the U(3) LWS YT by
[d1, d2, d3] = [f − l1 − l2, l2 − l3, l1 − l2] . (2.19)
We should mention that in the literature another labeling convention is also widely
used (for example in [34, 26]) which is based on eigenvalues under rotations in three
orthogonal planes in R6 (hence more suited to the SO(6) description of the algebra),
known as SO(6) Gelfand-Zetlin labels (r1, r2, r3) . A basic property they obey is that
r1 ≥ r2 ≥ |r3|, and in our conventions they are related to the SU(4) Dynkin labels by
(r1, r2, r3) = (d2 +
1
2
(d3 + d1),
1
2
(d3 + d1),
1
2
(d3 − d1)) . (2.20)
We illustrate the basic steps of the procedure described above with an example. For
f = 1 the only possible lowest-weight states and Young tableaux are4
|0〉 = 1 [d1, d2, d3] = [1, 0, 0] (r1, r2, r3) = (1
2
,
1
2
,−1
2
) ,
γµ|0〉 = [d1, d2, d3] = [0, 0, 1] (r1, r2, r3) = (1
2
,
1
2
,
1
2
) ,
(2.21)
where we have also indicated both the Dynkin and Gelfand-Zetlin labels of the corre-
sponding representations.
3SU(4) and SO(6) have the same Dynkin diagram with just the ordering of the first two roots
switched, which translates into the relation [d1, d2, d3]
SU(4) = [d2, d1, d3]
SO(6) for their Dynkin labels.
4We use “1” to denote the singlet of the U(3) subgroup, not the singlet of the full group.
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2.3 OSp(6|4) and Super-Young Tableaux
For the full OSp(6|4) superalgebra one needs to combine the Sp(4,R) and SO(6) os-
cillators described in the previous sections into U(2|3) contravariant and covariant
superoscillators as follows:
ξA(r) =
(
ai(r)
αµ(r)
)
, ξA(r) = ξA(r)
† =
(
ai(r)
αµ(r)
)
= upslope,
ηA(r) =
(
bi(r)
βµ(r)
)
, ηA(r) = ηA(r)
† =
(
bi(r)
βµ(r)
)
= upslope,
ζA =
(
ci
γµ
)
, ζA = ζA
† =
(
ci
γµ
)
= upslope,
(2.22)
where the super-index A takes the values 1, 2|1, 2, 3 and r = 1, . . . , p. The nonvanishing
super-commutation relations are[
ξA(r), ξ
B(s)
}
= δBAδrs ,
[
ηA(r), η
B(s)
}
= δBAδrs ,
[
ζA, ζ
B
}
= δBA , (2.23)
where the super-commutators are defined as[
ξA(r), ξ
B(s)
}
= ξA(r)ξ
B(s)− (−1)(degA)(degB)ξB(s)ξA(r) , (2.24)
etc., with degA = 0 (degA = 1) if A is a bosonic (fermionic) index.
The OSp(6|4) generators can then be realized as bilinears of these superoscillators:
SAB = ~ξA · ~ηB + ~ηA · ~ξB + ǫ ζAζB = upslopeupslope,
SAB = ~ξA · ~ηB + ~ηA · ~ξB + ǫ ζAζB = (SBA)† ,
MAB = ~ξ
A · ~ξB + (−1)(degA)(degB)~ηB · ~ηA
+
ǫ
2
(
ζAζB + (−1)(degA)(degB)ζBζA
)
= (MBA)
† .
(2.25)
Of course by restricting to purely bosonic or fermionic indices we recover the generators
of the bosonic subgroups
(M ij = I
i
j , Sij = Kij , S
ij = P ij) ↔ Sp(4,R) ,
(Mµν = U
µ
ν , Sµν = Aµν , S
µν = Aµν) ↔ SO(6) . (2.26)
Whenever the indices take specific integer values we will use the notation of the previous
sections for these bosonic generators.
The odd generators have one bosonic and one fermionic index, and we will use
the relation (MAB)
† = MBA to always display the bosonic index to the left and the
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fermionic index to the right. The anticommutators among the odd generators are
explicitly given by
{Siµ, Sjν} = δνµIji − δjiUνµ , {Siµ,M jν} = −δjiAµν ,
{M iµ,M jν} = δνµI ij + δijUνµ , {Siµ,Mjν} = δνµKij ,
(2.27)
together with others obtained by hermitian conjugation. Finally, the commutators
between even and odd oscillators are[
I ij ,M
k
µ
]
= δkjM
i
µ ,
[
Uµν ,M
k
λ
]
= −δµλMkν ,[
I ij ,Mk
µ
]
= −δikM jµ ,
[
Uµν ,Mk
λ
]
= δλνMk
µ ,[
I ij , Skµ
]
= −δikSjµ , [Uµν , Skλ] = −δµλSkν ,[
I ij , S
kµ
]
= δkj S
iµ ,
[
Uµν , S
kλ
]
= δλνS
kµ ,[
Kij ,M
k
µ
]
= δki Sjµ + δ
k
jSiµ ,
[
Aµν ,M
λ
k
]
= −δλµSνk + δλνSµk ,[
Kij , S
kµ
]
= δkiM j
µ + δkjM i
µ ,
[
Aµν , S
kλ
]
= −δλµMkν + δλνMkµ ,
(2.28)
where we have again omitted commutators which can be obtained from these by her-
mitian conjugation. From the above relations we can easily determine the dilatation
charges of the odd generators,
[∆, J ] = C(J) J , (2.29)
where C(J) = 1
2
for J = Mkµ, S
kµ and C(J) = −1
2
for Mk
µ, Skµ, indicating that these
correspond respectively to the 6 supersymmetry and 6 superconformal generators.
The procedure for the construction of OSp(6|4) representations is a refinement of
what we saw for the bosonic sectors. We define the vacuum |0〉 of the Fock space of
states to be the state which is annihilated by the covariant oscillators ξA(r), ηA(r), ζA,
and then consider lowest-weight states which are annihilated by SAB and transform
irreducibly under U(2|3). A non-exhaustive list of states that satisfy the first condition
is given by [35]
[ζA]k0[ξB(1)]k1 · · · [ξC(r)]kr [ηD(r + 1)]kr+1 · · · [ηE(p)]kp|0〉 (2.30)
and
(ξA(r)ηB(r)− ηA(r)ξB(r))|0〉 , (2.31)
where r = 1, 2, . . . , p, k0 = 0, 1 and the other ki are nonnegative integers. As we’ll see in
the next section, there exist a few more possibilities for states that can be annihilated
by SAB, but these two types capture the great majority of possible lowest-weight states.
The new elements when we look at supergroups come from the condition of irre-
ducibility, and from the fact that we are promoting the oscillators to superoscillators. In
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particular, in order for linear combinations of superoscillators to transform irreducibly
under U(2|3), it is necessary to demand that if the superindices are symmetrized for
bosonic values, they have to be antisymmetrized for fermionic values, and vice versa.
This can be seen heuristically by convincing oneself that ξAξB transforms irreducibly,
but when both indices are bosonic (fermionic) it is automatically (anti-) symmetrized.
Thus we define graded symmetrization or “supersymmetrization”
ξ(AηB) ≡ ξAηB + ηAξB = ξAηB + (−1)(degA)(degB)ξBηA , (2.32)
and graded antisymmetrization or “superantisymmetrization”
ξ[AηB] ≡ ξAηB − ηAξB = ξAηB − (−1)(degA)(degB)ξBηA , (2.33)
with the obvious extensions of these definitions to products of more than two super-
oscillators. Products of superoscillators with all their indices either supersymmetrized
and/or superantisymmetrized will form irreducible representations of U(2|3) [36], and
these can categorized in terms of super-Young tableaux (SYT) in the same manner
that symmetrizations and/or antisymmetrizations of U(N) oscillators are categorized
by ordinary Young tableaux.
There exists a rich literature on super-Young tableaux [36, 37, 38, 39, 40, 41] and
their applications (see for example [42, 35, 29, 32, 33]), so here we’ll just mention a
few intuitive examples. To any contravariant superoscillator, namely the ones of the
second row of (2.22), there corresponds single (slashed) SYT upslope. For the two graded
symmetrized (2.32) and antisymmetrized (2.33) oscillators we have the SYT upslopeupslope and upslopeupslope
respectively. Consequently k oscillators of the same kind ξA1 · · · ξAk will be described by
a SYT with a single row of k boxes, upslope· · ·upslope, and for mixed products we first supersym-
metrize all superoscillators corresponding to each row, and then superantisymmetrize
with respect to the columns. All of these properties are analogous to ordinary Young
tableaux, however a major difference is unlike ordinary Young tableaux a SYT can
have any number or rows as a consequence of the fact that graded antisymmetriza-
tion corresponds to symmetrization of fermionic indices, and hence can be carried out
indefinitely.
Returning to our discussion of OSp(6|4) representations, the lesson is that we can
obtain all states of a multiplet by tensoring the SYT of its LWS with arbitrary super-
symmetrized powers of SAB = upslopeupslope. The SYT for the latter just follows by comparing its
oscillator form in (2.25) with (2.32). Since each U(2|3) representation decomposes into
a set of “component” representations of the bosonic subgroup U(2)×U(3), one way to
proceed with the tensoring is to first perform the decomposition and then tensor the
ordinary Young tableaux according to the usual rules.
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We defer the details of the decomposition of U(2|3) states to the appendix and
we provide information about the tensoring procedure in section 3.2. Furthermore, in
section 3.1 we will give the explicit relation between the SYT labeling of supermultiplets
and other widely used conventions.
2.4 Serre-Chevalley Basis
In this section we study the structure of theOSp(6|4)
α1 α2 α3
α4
α5
Figure 1: The OSp(6|4)
Dynkin diagram.
algebra and determine the Cartan charges of each state
in the oscillator construction. As a useful application we
also provide the representation labels for each class of so-
lutions of the ABJM theory’s two-loop Bethe ansatz [11],
a result also presented in [23] in a slightly different man-
ner.
The OSp(6|4) Dynkin diagram in the distinguished
basis is shown in figure 1, from which the Cartan matrix5
K =


2 −1
−1 +1
−1 +2 −1 −1
−1 +2
−1 +2

 (2.34)
follows. It is evident both from the Dynkin diagram and the Cartan matrix that the
roots α3, α4, α5 belong to the SO(6) ⊂ OSp(6|4) subgroup while α1 corresponds to the
SU(2) ⊂ Sp(4,R) ⊂ OSp(6|4) subgroup.
We would like to express the OSp(6|4) superalgebra in a Serre-Chevalley basis (see
for example [43]), which is defined by the relations
[Hi, Hj] = 0 ,[
Hi, E
±
j
]
= ±KijE±j ,[
E+i , E
−
j
}
= Hiδij ,
{E±i , E±j } = 0 if Kii = 0 ,
(adE±i
)1−K˜ijE±j = 0 ,
(2.35)
where Kij are the matrix elements of the Cartan matrix K, K˜ = (K˜ij) is deduced
from K by replacing all its positive off-diagonal entries by −1, and the last line means
(1− K˜ij) times the adjoint action of E±i on E±j , which in turn is defined as
(adx)y = [x, y} , (adx)2y = [x, [x, y}} , etc. (2.36)
5We use the standard convention where the nonzero diagonal elements are always equal to 2. In
many cases where the Cartan matrix appears in relation to the Bethe ansatz, an alternative convention
is also used where the rows corresponding to the fermionic and conformal Cartan generators have their
signs flipped, see for example [8, 11]. This is permissible due to the invariance of the Bethe ansatz
under this inversion.
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The type of the Dynkin diagram also requires supplementary conditions to be
imposed around the fermionic root α2 [43],
(adE±2 )(adE
±
3
)(adE±2 )E
±
1 = (adE±2 )(adE
±
1
)(adE±2 )E
±
3 = 0 . (2.37)
Starting from (2.3), (2.13), (2.27) and (2.28), the second and third relations of (2.35)
together with the Cartan matrix information (2.34) are essentially sufficient for deter-
mining Hi and E
±
i , and then the remaining relations of (2.35) and (2.37) can be readily
verified. In this way we find that the Cartan charges are given by
H1 = I
2
2 − I11 = NB2 −NB1 ,
H2 = I
1
1 + U
3
3 = NB1 +NF3 ,
H3 = U
3
3 − U22 = NF3 −NF2 ,
H4 = U
2
2 − U11 = NF2 −NF1 ,
H5 = U
2
2 + U
1
1 = NF1 +NF2 − f ,
(2.38)
whereas the corresponding raising/lowering operators are
E+1 = I
2
1 , E
−
1 = I
1
2 ,
E+2 = M
1
3 , E
−
2 = M1
3 ,
E+3 = U
3
2 , E
−
3 = U
2
3 ,
E+4 = U
2
1 , E
−
5 = U
1
2 ,
E+5 = A
21 , E−4 = A12 ,
(2.39)
and we see that by construction (E+i )
† = E−i . As an independent check on this result
we considered the Chevalley bases of Sp(4,R) and SU(4) separately and obtained the
fermionic Cartan charge from them according to [44], finding agreement with the above
straightforward calculation.
Once we have the Serre-Chevalley basis it is easy to establish the relation between
the weight of any given state and its excitation numbers (i.e., the numbers of each type
of raising operators needed to reach it from a LWS). In particular, given that the LWS
annihilated by all E−i is
|Ω〉 ≡ (|0〉 ⊗ γ1|0〉)L , (2.40)
then an arbitrary state
(E+1 )
Kw(E+2 )
Ks(E+3 )
Kr(E+4 )
Kv(E+5 )
Ku|Ω〉 (2.41)
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(the choice of notation for the K’s here anticipates the connection with that of [11])
will have number operator eigenvalues
NB1 = Ks −Kw , H1 = 2Kw −Ks ,
NB2 = Kw , H2 = Kr −Kw ,
NF1 = L+Ku −Kv , H3 = 2Kr −Ku −Kv −Ks ,
NF2 = Ku +Kv −Kr , H4 = 2Kv −Kr − L ,
NF3 = Kr −Ks , H5 = 2Ku −Kr − L .
(2.42)
The right-hand sides of the above relations give us the weights of a state with exci-
tation numbers {Kw, Ks, Kr, Kv, Ku}. In particular H1 is twice the SU(2) ⊂ Sp(4,R)
spin and [H4, H3, H5] are the SU(4) weights in the Dynkin basis. Furthermore if we
assume their values refer to the the LWS of a certain OSp(6|4) supermultiplet, then by
unitarity the labels of the corresponding HWS will simply be6 j = −H1/2 = (NB1 −
NB2)/2 and [d1, d2, d3] = [−H5,−H3,−H4] = [f − NF1 − NF2 , NF2 − NF3, NF1 − NF2 ].
Together with the scaling dimension (2.6) and the number of generations f , these com-
prise the Dynkin labels of the supermultiplet in question, and we have shown that they
are related to the excitation numbers of the LWS as
∆ = L+
1
2
Ks , j =
1
2
Ks −Kw , f = 2L ,
d1 = L+Kr − 2Ku , d2 = Kv +Ku − 2Kr +Ks , d3 = L+Kr − 2Kv ,
(2.43)
in exact agreement with [23]. Since the excitation numbers K are the same quantities
that appear in the theory’s Bethe ansatz [11] (denoting the number of Bethe roots of
each type which appear in a solution of the Bethe equations) this formula is useful in
identifying which symmetry multiplet any particular solution belongs to.
3. Representations and their Partition Functions
3.1 Notational Conventions
We have seen that each OSp(6|4) supermultiplet can be characterized by the number
f of generations of superoscillators used in realizing the generators, see (2.25), and the
SYT of its LWS. We will use Vf to denote the representation with f generations whose
LWS is |0〉. For a more general OSp(6|4) supermultiplet whose LWS transforms in a
6These expressions of the representation labels in terms of number operators also make contact
with and explain (2.7) and (2.19). The value of j is determined by the state whose U(2) YT has
only oscillators with index 1 on the first row and only oscillators with index 2 on the second row. An
analogous statement holds for the SU(4) labels.
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non-trivial representation of U(2|3) we indicate the SYT of that U(2|3) representation
as a subscript on Vf . Thus the representation with f = 2 and LWS ξA · · · ξB|0〉 =
upslopeupslope· · ·upslopewill be denoted V2upslopeupslope···upslope, and so on.
The information provided graphically by the SYT can equally well be encoded in
labels (k1, k2, . . .) which indicate the number of boxes in the (first, second, . . .) row of
the tableau. Note that since the number of rows is not fixed, as we saw in section 2.3,
the number of labels will also vary for a given f . For example we can have Vfupslopeupslope = Vf2 ,
Vfupslopeupslopeupslope
upslopeupslope
= Vf3,2, etc.
More conventionally, a multiplet may alternatively be described by the eigenvalues
of some set of states within the multiplet under the action of the generators of the
Cartan subalgebra. The simplest choice is to use the labels of the bosonic subgroup
Sp(4,R)×SO(6) we saw earlier, namely the scaling dimension ∆, the spin in a particular
axis in SO(3) ⊂ SO(3, 2), denoted by j, and the SU(4) Dynkin labels [d1, d2, d3]. As far
as choosing a particular state whose charges will be used to label the entire multiplet, we
pick a primary state, defined as a state annihilated by the superconformal generators,
or alternatively as a state with the lowest scaling dimension in the multiplet. In order
to have positive labels we also demand that the state is of highest-weight type with
respect to both SO(3) ⊂ SO(3, 2) and SU(4). However as we saw in section 2.4 all the
information can be obtained by the appropriate LWS by unitarity.
So the translation between the SYT labeling and the Cartan labeling of OSp(6|4)
supermultiplets simply consists of finding the Sp(4,R)× SO(6) submultiplet with the
smallest number of U(2) ⊂ Sp(4,R) boxes in the respective decomposition (see the
appendix) and calculating its Cartan labels with the help of (2.7) and (2.19). We
mention them here combined for convenience:
[∆, j; d1, d2, d3] = [
1
2
(m1 +m2 + f),
1
2
(m1 −m2); f − l1 − l2, l2 − l3, l1 − l2] . (3.1)
We will use Vf(∆,j)[d1,d2,d3] to denote the representation with the given labels. We will also
use a bar to denote the ‘conjugate’ of a representation, which is obtained by exchanging
two of the SU(4) labels: Vf(∆,j)[d1,d2,d3] = Vf(∆,j)[d3,d2,d1].
The procedure of finding the Sp(4,R)×SO(6) submultiplet with the lowest scaling
dimension that we described above can in fact be performed for an arbitrary SYT, thus
yielding a general formula to relate the Cartan labels of supermultiplet and its SYT
labels (k1, k2, . . . , kn). The result is that, for kn ≤ . . . ≤ k3 ≤ 3,
V fk1,k2,...,kn = Vf(∆,j)[d1,d2,d3] (3.2)
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with
∆ =
1
2
(max(k1 − 3, 0) + max(k2 − 3, 0) + f) ,
j =
1
2
(max(k1 − 3, 0)−max(k2 − 3, 0)) ,
d1 = f −
n∑
i=1
min(ki, 2) ,
d2 =
n∑
i=1
δki,2 ,
d3 =
n∑
i=1
δki,1 .
(3.3)
For more information about the relation between SYT and Dynkin labels see [39].
Finally we will also make use of characters for OSp(6|4) representations. We define
the characters to weigh states according to the Cartan charges (3.1), specifically
χV(x, y, u, r, v) = TrV [x
∆yjud1rd2vd3 ] , (3.4)
given by the trace over all states of a particular OSp(6|4) representation V. Explicit
formulas for all OSp(6|4) characters may be found in [26], so in order to save space we
will for the most part only display explicit formulas for the ‘partition functions’
V (x) = TrV [x
∆] = χV(x, 1, 1, 1, 1) (3.5)
which count the number of states within the multiplet V for each value of the classical
scaling dimension ∆.
3.2 Calculating Characters: An Example
In this section we demonstrate by a a particular example the steps for calculating the
character of a general OSp(6|4) representation using the oscillator construction. At the
end of the day we will focus on the partition functions defined in (3.5), and show how
the general formulas reduce to those. The reader interested in the final answer may
jump to the next section, where the most relevant partition functions are summarized.
The basic computational strategy exploits the fact that an OSp(6|4) supermultiplet
decomposes into multiplets of the bosonic subgroup in order to express its character in
terms of a sum of Sp(4,R)×SO(6) characters. Due to the noncompactness of Sp(4,R)
we also reduce the calculation of its character to a sum of the characters of its maximal
compact subgroup U(2). For simplicity we initially sum over the U(2) multiplets that
don’t contain spacetime derivatives (generated by P ij), and account for the missing
states only at the very end.
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Finding the bosonic lowest-weight states is a two-step process. First, we decompose
the LWS of the supermultiplet according to the rules tabulated in the appendix. The
occurring states are annihilated by all of the SAB, so they certainly are lowest-weight
states of the Sp(4,R) × SU(4) bosonic subgroup as well, but there are additional
Sp(4,R)× SU(4) lowest weight states which are annihilated by all of the Kij and Aµν
but not by all of the SAB.
We find the remaining Sp(4,R) × SU(4) lowest-weight states by acting on the
supermultiplet LWS with the odd generators Siµ. Once we have obtained all the lowest-
weight states of the bosonic subgroup with this method we can then find the labels
[∆, s; d1, d2, d3, f ] of their corresponding submultiplets with the help of (3.3).
As far as the action of the odd raising operators on the supermultiplet LWS is
concerned, we use the fact that the Siµ transform in the (fundamental,fundamental) of
the U(2)×U(3) subgroup of Sp(4,R)×SO(6), with corresponding YT ( , ). Also, since
the Siµ generators anticommute with each other we can have nonvanishing products
of no more than six of them, and those products will transform in antisymmetrized
powers of ( , ). We can thus write
Siµ = ( , ) ,(
Siµ
)2
− =
(
,
)
+
(
,
)
,(
Siµ
)3
− =
(
,
)
+
(
,
)
,(
Siµ
)4
− =
(
,
)
+
(
,
)
,(
Siµ
)5
− =
(
,
)
,(
Siµ
)6
− =
(
,
)
,
(3.6)
and the Sp(4,R)×SO(6) multiplets arising from the action of the Siµ generators on the
OSp(6|4) supermultiplet may be deduced with the help of (3.6), the decompositions of
the appendix and the usual rules for tensor products of U(2)× U(3) Young tableaux.
Finally, a subtlety that sometimes arises is that the U(3) Young tableaux resulting
from the tensor products may lead to SU(4) Dynkin labels where one of the entries
is negative, due to the formula d1 = f − l1 − l2. These representations may either
vanish, or be mapped to representations with positive labels, after reflecting the roots
of the SU(4) group. The action of root reflections is encoded in the corresponding
Weyl group, which for SU(n) groups is Sn, the symmetric group on n elements. In the
case of SU(4) we have S4, which is of order 24 and is generated by three elementary
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reflections which act on the Dynkin labels as
σ1([d1, d2, d3]) = [−d1, d1 + d2, d3] ,
σ2([d1, d2, d3]) = [d1 + d2,−d2, d2 + d3] ,
σ3([d1, d2, d3]) = [d1, d2 + d3,−d3] ,
(3.7)
with the remaining elements given by various products of these, e.g. σ1σ3, σ1σ2σ1, etc.
What is relevant in our case is the so-called “shifted action” of the elements of the
Weyl group, defined as
[d1, d2, d3]
σi = σi([d1 + 1, d2 + 1, d3 + 1])− [1, 1, 1] , (3.8)
yielding
[d1, d2, d3]
σ1 = [−d1 − 2, d1 + d2 + 1, d3]
[d1, d2, d3]
σ2 = [d1 + d2 + 1,−d2 − 2, d2 + d3 + 1]
[d1, d2, d3]
σ3 = [d1, d2 + d3 + 1,−d3 − 2],
(3.9)
In order to determine whether a negative-labeled representation contributes or not,
we act on them with the “shifted action” (3.9) of all of the elements of the Weyl group.
At most one of the elements, which can be expressed as a product of k elementary
reflections, may render all the Dynkin labels positive. If such an element exists then
this representation contributes to the tensor product with the transformed labels and
an overall sign (−1)k.
If no Weyl group element can turn all the labels positive then the representation
does not contribute7. One can explicitly check that a representation will vanish if any
of the following conditions on the initial labels holds:
d1 = −1 , d2 = −1 , d3 = −1 ,
d1 + d2 = −2 , d2 + d3 = −2 , d1 + d2 + d3 = −3 .
(3.10)
We will now illustrate how this procedure works by an explicit calculation of the
character for V21 . The supermultiplet LWS is
ξA|0〉 = upslope= (1/2, 101 ) + (01, 15) , (3.11)
7This “filtering” of negative-label representations to vanishing and contributing ones with the
combined action (−1)k[d1, d2, d3]σi is what is more generally defined as the alternating Weyl sum,
and it plays an essential part of the Racah-Speiser algorithm for decomposing tensor products into
irreducible representations. See [45] for a general discussion, and the appendix of [46] for the particular
application to SU(4). Here we have to consider this step for d1 separately as the U(3)-invariant method
of tensoring Siµ with the LWS does not address it automatically.
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where we have also included the corresponding SU(2) Cartan charge j on top of the
U(2) YT and the corresponding SU(4) multiplet on top of the U(3) YT8. Acting with
one odd raising operator yields
Siµ ξA|0〉 = [( , ) + ( , )]⊗ [( , 1) + (1, )]
= (
1
,
15
) + (
0
,
15
) + (
1/2
,
10
) + (
1/2
,
6
) .
(3.12)
Continuing with a second odd raising operator we find
(Siµ) 2 ξA|0〉 = ( 3/2 ,
6
) + (
1/2
,
6
) + (
1/2
,
10
) + (
1
,
1
)
+
✘
✘
✘
✘✘( , ) +
✘
✘
✘
✘( , ) +
✘
✘
✘
✘✘( , ),
(3.13)
where the three last terms vanish because they all have d1 = f − l1 − l2 = −1. From
now on we will suppress such vanishing representations in all tensor products.
Moving on we find that the Sp(4,R)×SO(6) lowest-weight states arising from the
action of more odd raising operators are
(Siµ)3 ξA|0〉 = ( 2 ,
1
) + (
1
,
1
) + (
1/2
,
−6
) + (
1/2
,
−10
) ,
(Siµ)4 ξA|0〉 = (
1
,
−1
) + (
1/2
,
−6
) + (
0
,
−1
) + (
0
,
−15
) ,
(Siµ)5 ξA|0〉 = (
1
,
−1
) + (
0
,
−1
) ,
(Siµ)6 ξA|0〉 = (
0
,
1
) ,
(3.14)
where in the SU(4) dimensionality we have also included the overall sign (−1)k coming
from the action of the Weyl group elements. In more detail, we have for the particular
negative-labeled U(3) Young tableaux
: [d1, d2, d3] = [−2, 2, 0]⇒ [d1, d2, d3]σ1 = [0, 1, 0], (−1)k = −1 ,
: [d1, d2, d3] = [−2, 1, 2]⇒ [d1, d2, d3]σ1 = [0, 0, 2], (−1)k = −1 ,
: [d1, d2, d3] = [−2, 1, 0]⇒ [d1, d2, d3]σ1 = [0, 0, 0], (−1)k = −1 ,
: [d1, d2, d3] = [−3, 2, 1]⇒ [d1, d2, d3]σ1 = [1, 0, 1], (−1)k = −1 ,
: [d1, d2, d3] = [−3, 0, 1]⇒ [d1, d2, d3]σ3σ1 = [0, 0, 0], (−1)k = 1 .
(3.15)
8For compactness we indicate just the dimensionality of the representation as a proxy for its Dynkin
labels: 10 = [2, 0, 0],10 = [0, 0, 2],15 = [1, 0, 1],6 = [0, 1, 0],1 = [0, 0, 0].
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Now summing all contributions (3.11)-(3.14) we find that the trace (3.4) (still
restricted to the states in V21 that do not contain any derivatives P ij) is
χ˜21 = x
3/2χ(1/2)(χ[200] + χ[002])
+
(
(x+ x2 − x3)χ(0) + x2χ(1)
)
χ[101]
+
(
(x3/2 − x7/2)χ(1/2) + x5/2χ(3/2)
)
χ[010]
+
(− x3χ(0) + (x2 − x4)χ(1) + x3χ(2))χ[000] ,
(3.16)
where
χ(y)(j) =
y−j(1− y1+2j)
1− y (3.17)
is the character of the SU(2) ⊂ Sp(4,R) representation with spin j and χ[d1d2d3](u, r, v)
is the character of the SU(4) representation with Dynkin labels [d1, d2, d3]. The latter
can be obtained by a slight modification of the U(4) character [36],
χ(u, r, v)[d1d2d3] =
det(ǫnl+4−li )
det(ǫ4−li )
(3.18)
where i and l label the rows and columns of a 4× 4 matrix, the U(4) YT labels nl are
written in terms of the Dynkin labels according to
nl =
3∑
i=l
di for l = 1, 2, 3 , n4 = 0 (3.19)
for SU(4), and the variables ǫi are given by
ǫ1 = u , ǫ2 =
r
u
, ǫ3 =
v
r
, ǫ4 =
1
v
(3.20)
so as to count units of the Cartan charges in the Dynkin basis. We notice that some
powers of x in the character (3.16) have negative coefficients as a result of including the
Weyl-transformed negative-label representations in (3.15). As explained in [46] these
negative contributions are necessary to properly account for states which vanish due to
equations of motion or due to conservation equations. A nice feature of including these
states in the counting is that the full character, when states involving the spacetime
derivatives P ij are included, can be calculated naively with derivatives treated as if
they acted freely. Since the derivatives have ∆ = 1 and belong to the spin j = 1
representation, summing over the set of states that arise by acting on an initial state
with any number of derivatives introduces a multiplicative factor of 1/((1 − xy)(1 −
x)(1− x/y)) into the character.
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Finally then we arrive at the full character for V21 ,
χ21 =
χ˜21
(1− x)(1− xy)(1− x/y) , (3.21)
with χ˜21 given in (3.16). In order to obtain the partition functions defined in (3.5) all
we need to do is set u, r, v and y to 1, in which case the SU(2) and SU(4) characters
reduce to the dimension formulas of the respective representations,
χ(1)(j) = 2j + 1
χ(1, 1, 1)[d1d2d3] =
1
12
(d1 + 1)(d2 + 1)(d3 + 1)(d1 + d2 + 2)(d2 + d3 + 2)(d1 + d2 + d3 + 3) .
(3.22)
3.3 All Irreducible Multiplets with up to 4 Sites
For a fixed value of f there exist only certain states that can be annihilated by all of the
SAB and hence serve as lowest-weight states for irreducible OSp(6|4) representations.
In this section we tabulate all possible representations with f ≤ 4 together with their
partition functions, obtained with the method described in the previous section. We
have checked that all of the partition functions presented here are consistent with the
general formulas presented in [26].
At f = 1 we have only the two fundamental representations of OSp(6|4), called
the ‘singletons’, which are conjugate to each other:
V1 = V1
( 1
2
,0)[1,0,0]
V1upslope = V11 = V1( 1
2
,0)[0,0,1]
= V1

 V 1 = V 1 = 4
√
x
(1−√x)2 . (3.23)
As is well known, V1 includes the scalars of the ABJM theory and their supersymmetric
partners, transforming respectively in the 4 and 4 of SU(4). Note that obviously two
conjugate representations will always have the same multiplicity of states at each energy
level ∆, and hence will have equal partition functions.
Tables 1 and 2 display the possible multiplets for f = 2 and f = 3 respectively.
The partition functions of these representations are given by
V 2 = V 21,1 =
2x(5− x)
(1−√x)3 ,
V 21 =
x(15 + 7
√
x− 3x− 3x 32 )
(1−√x)3 ,
V 2k = x
k−1
2
(1 +
√
x)3
(1−√x)3
(
k − 2 + 6√x− (k + 2)x) k ≥ 2 ,
(3.24)
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1 V2 = V2(1,0)[2,0,0]
upslope
upslope V21,1 = V2(1,0)[0,0,2] = V
2
upslope V21 = V2(1,0)[1,0,1]
upslopeupslope V22 = V2(1,0)[0,1,0]
k≥ 3︷ ︸︸ ︷
upslopeupslope · · · upslope V2k = V2(k−1
2
, k−3
2
)[0,0,0]
1 V3 = V3
( 3
2
,0)[3,0,0]
upslope
upslope
upslope
V31,1,1 = V3( 3
2
,0)[0,0,3]
= V3
upslope V31 = V3( 3
2
,0)[2,0,1]
upslope
upslope V31,1 = V2( 3
2
,0)[1,0,2]
= V31
upslopeupslope V32 = V3( 3
2
,0)[1,1,0]
upslopeupslope
upslope V32,1 = V3( 3
2
,0)[0,1,1]
= V32
k≥ 3︷ ︸︸ ︷
upslopeupslope · · · upslope V3k = V3(k
2
, k−3
2
)[1,0,0]
k≥ 3︷ ︸︸ ︷
upslopeupslope
upslope
· · · upslope V3k,1 = V3(k
2
, k−3
2
)[0,0,1]
= V3k
Table 1: The f = 2 OSp(6|4) multiplets. Table 2: The f = 3 OSp(6|4) multiplets.
and
V 3 = V 31,1,1 =
4x
3
2 (5 + 3
√
x)
(1−√x)3 ,
V 31 = V
3
1,1 =
4x
3
2 (9 + 11
√
x+ 4x)
(1−√x)3 ,
V 3k = V
3
k,1 =
4x
k
2 (1 +
√
x)3 (k − 2 + (3 + k)√x)
(1−√x)3 k ≥ 2 .
(3.25)
The analysis for f = 4 is slightly more complicated since here the number of boxes
in the second row of the SYT can be arbitrarily large. The possible representations are
shown in table 3, while their partition functions are
V 4 = V 41,1,1,1 =
x2(35 + 35
√
x+ 9x+ x
3
2 )
(1−√x)3 ,
V 41 = V
4
1,1,1 =
2x2(35 + 59
√
x+ 36x+ 9x
3
2 + x2)
(1−√x)3 ,
V 41,1 =
x2(84 + 156
√
x+ 111x+ 39x
3
2 + 9x2 + x
5
2 )
(1−√x)3
(3.26)
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1 V4 = V(2,0)[4,0,0]
upslope
upslope
upslope
upslope
V41,1,1,1 = V4(2,0)[0,0,4] = V
4
upslope V41 = V4(2,0)[3,0,1]
upslope
upslope
upslope
V41,1,1 = V2(2,0)[1,0,3] = V
4
1
upslopeupslope V42 = V4(2,0)[2,1,0]
upslopeupslope
upslope
upslope
V42,1,1 = V4(2,0)[0,1,2] = V
4
2
k≥ 3︷ ︸︸ ︷
upslopeupslope · · · upslope V4k = V4(k+1
2
, k−3
2
)[2,0,0]
k≥ 3︷ ︸︸ ︷
upslopeupslope
upslope
upslope
· · · upslope V4k,1,1 = V4(k+1
2
, k−3
2
)[0,0,2]
= V4k
upslope
upslope V41,1 = V4(2,0)[2,0,2]
k≥ 3︷ ︸︸ ︷
upslopeupslope
upslope
· · · upslope V4k,1 = V4(k+1
2
, k−3
2
)[1,0,1]
upslopeupslope
upslope V42,1 = V4(2,0)[1,1,1]
k≥ 3︷ ︸︸ ︷
upslopeupslope
upslopeupslope
· · · upslope V4k,2 = V4(k+1
2
, k−3
2
)[0,1,0]
upslopeupslope
upslopeupslope V42,2 = V4(2,0)[0,2,0]
k1≥k2︷ ︸︸ ︷
upslope
upslope · · · upslopeupslope︸ ︷︷ ︸
k2≥3
· · · upslope V4k1,k2 = V4(k1+k2−2
2
,
k1−k2
2
)[0,0,0]
Table 3: The f = 4 OSp(6|4) multiplets.
and
V 4k = V
4
k,1,1 = x
k+1
2
(1 +
√
x)3
(1−√x)3 [10(k − 2) + (k + 1)(15
√
x+ 6x+ x
3
2 )] ,
V 4k,1 = x
k+1
2
(1 +
√
x)3
(1−√x)3 [15(k − 2) + 2(13k + 6)
√
x+ 2(8k + 1)x+ 6kx
3
2 + kx2] ,
V 4k,2 = x
k+1
2
(1 +
√
x)3
(1−√x)3 [6(k − 2) + 4(4k − 3)
√
x+ (k − 1)(20x+ 15x 32 + 6x2 + x 52 )] ,
V 4k1,k2 = (k1 − k2 + 1)x
k1+k2−2
2
(1 +
√
x)9
(1−√x)3 ,
(3.27)
where k ≥ 2 and k1 ≥ k2 ≥ 3.
4. Tensor Product Decompositions
In this section we compute tensor product decompositions for products of up to four
copies of the OSp(6|4) singletons V1, V1 = V11 . Before proceeding let us mention that
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although some of the results here are not immediately obvious, the correctness of all
of the decompositions tabulated here can be verified with certainty using OSp(6|4)
characters and the relation χVa⊗Vb = χVaχVb . We have performed this check using
characters constructed according to the procedure outlined in section 3.2 or equivalently
the expressions presented in [26].
4.1 Digraphs and Syllables of the ABJM Language
Continuing the linguistic analogy mentioned in the introduction we can think of the
irreducible representations arising in the tensor product of two singletons as the ‘di-
graphs’ (see also [47]) of the ABJM language, groups of two successive letters whose
phonetic value is a distinct sound, such as aw in saw or qu in question. We have found
the consonant-vowel digraphs of the ABJM language to be
V1 ⊗ V1 =
∞∑
m=0
V22m+1 = V2(1,0)[1,0,1] +
∞∑
n=0
V2(n+1,n)[0,0,0] , (4.1)
and we also mention the decomposition of a singleton squared, the consonant-consonant
digraphs:
V1 ⊗ V1 =
∞∑
m=0
V22m = V2(1,0)[2,0,0] + V2(1,0)[0,1,0] +
∞∑
n=0
V2
(n+ 3
2
,n+ 1
2
)[0,0,0]
, (4.2)
with V1 ⊗ V1 simply being given by the conjugate of the latter.
Taking the analogy with linguistics further we can refer to the multiplets appearing
in triple singleton products, on which the Hamiltonian density acts, as syllables, being
the building blocks of words. Of most interest are the consonant-vowel-consonant
syllables given by
V1 ⊗ V1 ⊗ V1 =
∞∑
m=0
(m+ 1)
(V32m+1 + V32m+2,1)
= V3
( 3
2
,0)[2,0,1]
+ V3
( 3
2
,0)[0,1,1]
+
∞∑
n=0
(n+ 2)(V3
(n+ 3
2
,n)[1,0,0]
+ V3
(n+2,n+ 1
2
)[0,0,1]
) (4.3)
and we also mention the decomposition of a singleton cubed
V1 ⊗ V1 ⊗ V1 =
∞∑
m=0
(m+ 1)
(V32m + V32m+3,1)
= V3
( 3
2
,0)[3,0,0]
+ 2V3
( 3
2
,0)[1,1,0]
+
∞∑
n=0
[
(n+ 3)V3
(n+2,n+ 1
2
)[1,0,0]
+ (n + 1)V3
(n+ 3
2
,n)[0,0,1]
]
,
(4.4)
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again with the results for V1 ⊗ V1 ⊗ V1 and V1 ⊗ V1 ⊗ V1 obviously obtained by
conjugation.
4.2 Four-Fold Tensor Products
Although the three-fold tensor product decompositions presented above are sufficient
for analyzing the two-loop Hamiltonian density, physical states of the ABJM spin chain
must have an even number of sites to be gauge invariant so the shortest nontrivial
‘words’ of the ABJM language have length four.
The study of how these four-letter words arrange themselves into irreducible multi-
plets of the theory’s OSp(6|4) therefore deserves inquiry in its own right. This decom-
position is more involved and we proceed by splitting the calculation into three steps.
First we perform the decomposition of only three out of the four sites,
V1 ⊗ V1 ⊗ V1 ⊗ V1 = (V1 ⊗ V1 ⊗ V1)⊗ V1
=
∞∑
m=0
(m+ 1)
(
V32m+1 ⊗ V1 + V32m+2,1 ⊗ V1
)
,
(4.5)
and then we perform the decomposition between the f = 3 irreducible multiplets V3k
and V3k,1 with V
1
, for which we find
V32n+1 ⊗ V1 =
∞∑
m=0
n∑
j=0
V42n+2m+2,2j + V42n+2m+1,2j+1 ,
V32n ⊗ V1 =
∞∑
m=0
(
n∑
j=0
V42n+2m+1,2j +
n−1∑
j=0
V42n+2m,2j+1
)
,
V32n+1,1 ⊗ V
1
=
∞∑
m=0
(
V42n+2m+1 +
n∑
j=1
V42n+2m+1,2j +
n+1∑
j=1
V42n+2m+2,2j−1
)
,
V32n,1 ⊗ V
1
=
∞∑
m=0
(
V42n+2m +
n∑
j=1
(V42n+2m,2j + V42n+2m+1,2j−1)
)
.
(4.6)
One can also combine the results for odd and even multiplet indices if desired,
V3k ⊗ V
1
=
∞∑
m=0

 [ k2 ]∑
j=0
V4k+2m+1,2j +
[ k−1
2
]∑
j=0
V4k+2m,2j+1

 ,
V3k,1 ⊗ V
1
=
∞∑
m=0

V42n+k +
[ k
2
]∑
j=1
V42n+k,2j +
[ k+1
2
]∑
j=1
V42n+k+1,2j−1

 .
(4.7)
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Finally we have to extract the overall coefficient of each V 4k1,k2 appearing in (4.5), which
is facilitated by the fact that the coefficients of all the multiplets appearing in the direct
sums (4.6) are all equal to one. A closer inspection reveals that V42j,2p and V42j−1,2p−1
appear respectively in
• V32n+1 ⊗ V1 for p ≤ n ≤ j − 1 and p− 1 ≤ n ≤ j − 1, and
• V32n+2,1 ⊗ V1 for p− 1 ≤ n ≤ j − 1 and p− 1 ≤ n ≤ j − 2.
It is clear from (4.5) that each f = 4 multiplet in question will receive a contribution
of (n+ 1) to its coefficient for each particular V32n+1 ⊗V1 or V32n+2,1 ⊗V1 in which it is
contained, yielding in total the coefficients
V42j ,V42j :
j−1∑
n=0
(n+ 1) =
1
2
j(j + 1) ,
V42j,2p :
j−1∑
n=p
(n+ 1) +
j−1∑
n=p−1
(n + 1) = j2 + j − p2 ,
V42j−1,2p−1 :
j−1∑
n=p−1
(n + 1) +
j−2∑
n=p−1
(n+ 1) = j2 − p2 + p .
(4.8)
So putting everything together we find the following decomposition for the four-fold
product of most interest,
V1 ⊗ V1 ⊗ V1 ⊗ V1 =
∞∑
j=1
1
2
j(j + 1)
(
V42j + V42j
)
+
∞∑
j=1
j∑
p=1
{[
j(j + 1)− p2]V42j,2p + [j2 − p(p− 1)]V42j−1,2p−1} . (4.9)
For completeness we also mention the remaining four-fold product decompositions,
which can be calculated in a similar fashion:
V1 ⊗ V1 ⊗ V1 ⊗ V1 =
∞∑
j=1
1
2
j(j + 1)
(
V42j−1 + V
4
2j+1
)
+
∞∑
j=1
j∑
p=1
{[
(j + 1)2 − p2]V42j+1,2p + [j(j + 1)− p(p− 1)]V42j,2p−1} , (4.10)
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and
V1 ⊗ V1 ⊗ V1 ⊗ V1 =
∞∑
j=1
1
2
j(j + 1)
(
V42j−2 + V42j+2
)
+
∞∑
j=1
j∑
p=1
{[
j(j + 1) + 1− p2]V42j,2p + [j2 − 1− p(p− 1)]V42j−1,2p−1} . (4.11)
Notice that the very last term of the last relation actually has a vanishing coefficient
for j = p = 1, but we have written it like this to coincide with the previous term’s
summation range. All other four-fold products may be obtained from (4.9), (4.10)
or (4.11) by conjugation.
4.3 Four-Letter Words of the ABJM Language
In the spin chain description of gauge theories only cyclically invariant spin chain states
correspond to gauge-invariant, single-trace operators. For an ABJM spin chain with
f = 2L sites the physical states are those in the +1 eigenspace of the projection operator
P = 1
L
(1 + T + T 2 + · · ·+ TL−1) = 1
L
L−1∑
k=0
T k , (4.12)
expressed in terms of the translation operator T which sends site i to site i+ 2,
T |A1B1A2 · · ·ALBL〉 = (−1)deg(A1B1) deg(A2B2···ALBL)|A2B2 · · ·ALBLA1B1〉 , (4.13)
and obviously satisfies TL = 1.
If we focus on the simplest nontrivial case f = 2L = 4, then P = 1
2
(1+ T ) and the
physical subspace simply corresponds to the +1 eigenspace of T , which in turn consists
of states |w〉 which are symmetric in the permutation of next-to-adjacent sites,
T (|A1B1A2B2〉+ s|A2B2A1B1〉) = +1(|A1B1A2B2〉+ s|A2B2A1B1〉) , (4.14)
where s = (−1)deg(A1B1) deg(A2B2). Hence the set of physical states will be given by the
symmetric square of V1 ⊗ V1, which can further be expressed as
(V1 ⊗ V1 ⊗ V1 ⊗ V1)+ = (V1)2+ ⊗ (V1)2+ + (V1)2− ⊗ (V1)2− , (4.15)
in terms of symmetric and antisymmetric 2-fold tensor products of V and V.
To proceed with the calculation of the symmetric and antisymmetric squares we
use the general character formula (see for example [48])
χ(V)2
±
(g) =
1
2
[(χV(g))
2 ± χV(g2)] . (4.16)
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As pointed out in [36] this formula still holds for supergroups if we use supercharacters,
defined by including (−1)F inside the trace,
χSV(g) = TrV((−1)F g) . (4.17)
The oscillator construction makes clear a simple relation between χSV and χV for any
V. This hinges on the observations that (−1)F is (perhaps confusingly) just (−1)NB ,
where NB is the total boson number operator of (2.4), and that the bosonic and
fermionic fields have ∆ equal to 1
2
and 1 respectively. Therefore from (2.6) we see
that
(−1)Fx∆ = (−1)2∆−fx∆ = (−1)f (−√x)2∆ (4.18)
so that
χSV(x
∆) = χSV((
√
x)2∆) = (−1)fχV((−
√
x)2∆) . (4.19)
This relation gives a general prescription for obtaining all supercharacters from the
partition functions that we have already calculated in section 3.39.
Thus it is straightforward to apply the character formula (4.16) in order to calculate
the symmetric and antisymmetric squares of V1, for which we find
(V1)2+ =
∞∑
m=0
V24m , (V1)2− =
∞∑
m=0
V24m+2 , (4.20)
with the respective relations for V1 obtained from these by conjugation (note that
V22j = V22j unless j = 0). Clearly the next step involves decomposing tensor products
of the form V22l ⊗ V
2
2m, for which we find
V20 ⊗ V20 =
∞∑
p=0
∞∑
j=p
V42j+1,2p+1 ,
V20 ⊗ V22m =
∞∑
p=0
∞∑
j=p+m
V42j+1,2p+1 + V42j,2p ,
V22l ⊗ V22m =
∞∑
j=l+m
(V42j + V42j) ,
+
m∑
p=1
∞∑
j=l+m−p
c(j − l −m− p)V42j,2p + c(j + 1− l −m− p)V42j+1,2p−1
+
∞∑
p=m+1
∞∑
j=l+p−m
c(j − l −m− p)(V42j,2p + V42j−1,2p−1) ,
(4.21)
9Note that in (4.19) x denotes whatever is argument of the character that is exponentiated by ∆.
When for example the argument is x2, we would have to replace x→ −x.
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where l ≥ m ≥ 1 and
c(k) = 1 + Θ(k) =
{
1 if k < 0 ,
2 if k ≥ 0 ,
(4.22)
and we use Θ(k) to denote the unit step function.
Combining all of these intermediate steps we deduce that the set of physical states
for the f = 2L = 4 spin chain decomposes into irreducible OSp(6|4) multiplets as
follows:
(V1 ⊗ V1)2+ =
∞∑
j=1
j(j + 1)(V44j + V44j + V44j+2 + V44j+2) + [2j(j − 1) + 1]V44j−3,1
+
∞∑
j=1
j∑
p=1
{
2
[
j(j + 1)− p2] (V44j,4p + V44j+2,4p)
+ 2
[
j2 − p(p− 1)] (V44j−1,4p−1 + V44j−1,4p−3)
+
[
2j2 − 1− 2p(p− 1)] (V44j−2,4p−2 + V44j,4p−2)
+
[
2j(j + 1) + 1− 2p2] (V44j+1,4p−1 + V44j+1,4p+1)} .
(4.23)
5. The OSp(4|2) Subsector
In this section we tabulate for completeness various results from the previous two
sections for the case of the OSp(4|2) ⊂ OSp(6|4) subgroup. This is of particular interest
since the two-loop dilatation operator has been constructed explicitly in terms of its
action on the fundamental fields in this subsector of the ABJM theory by Zweibel [22].
The oscillator construction we reviewed in section 2 may be restricted to the
OSp(4|2) subsector simply by restricting the bosonic and fermionic oscillator indices
to i = 1 and µ = 1, 2 respectively, which gives the bosonic subgroup Sp(2,R)×SO(4).
The Sp(2,R) ≃ SU(2) ≃ SO(3) content of a LWS is characterized just by its scaling
dimension ∆ = 1
2
(NB1 + f), and the SO(4) ≃ SO(3)× SO(3) content is characterized
by the Dynkin labels [p, q] which are simply the Cartan charges of each of the two
SO(3)s. In each Sp(2,R) multiplet there exists now only a single state for each value
of ∆, whereas the dimensionality of an SO(4) multiplet [p, q] is (p+1)(q+1). Similarly
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to (3.3), the OSp(4|2) multiplet with SYT labels (k1, ..., kn) will have Cartan labels
∆ =
1
2
(max(k1 − 2, 0) + f) ,
p = f −
n∑
i=1
min(ki, 2) ,
q =
n∑
i=1
δki,1 .
(5.1)
5.1 Partition Functions
The SYT labeling of supermultiplets is convenient here as well, and it turns out that for
each value of f ≤ 3 we get the precisely the same type of multiplets as in the OSp(6|4)
cases considered above. The partition functions for all of the f ≤ 3 multiplets are
V 1 = V 11 =
2
√
x
1−√x ,
V 2 = V 21,1 =
x(3 +
√
x)
1−√x , V
3 = V 31,1,1 =
2x
3
2 (2 +
√
x)
1−√x ,
V 21 =
x(4 + 3
√
x+ x)
1−√x , V
3
1 = V
3
1,1 =
2x
3
2 (3 + 3
√
x+ x)
1−√x ,
V 2k =
x
k
2 (1 +
√
x)3
1−√x , V
3
k = V
3
k,1 =
2x
k+1
2 (1 +
√
x)3
1−√x k ≥ 2 .
(5.2)
When we move to f = 4 however, the smaller number of superoscillator components
compared to OSp(6|4) reduces the number of possible supercovariant symmetrizations
and antisymmetrizations, leaving us with only a subset of the types of multiplets which
appeared above. Specifically, only those multiplets whose lowest-weight states have
k2 ≤ 2 boxes in the second row of their super-Young tableaux are now allowed. The
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partition functions of these multiplets are
V 4 = V 41,1,1,1 =
x2(5 + 3
√
x)
1−√x ,
V 41 = V
4
1,1,1 =
x2(8 + 9
√
x+ 3x)
1−√x ,
V 41,1 =
x2(9 + 11
√
x+ 4x)
1−√x ,
V 4k = V
4
k,1,1 =
3x
k+2
2 (1 +
√
x)3
1−√x ,
V 4k,1 =
4x
k+2
2 (1 +
√
x)3
1−√x ,
V 4k,2 =
x
k+2
2 (1 +
√
x)3
1−√x ,
(5.3)
where k ≥ 2. We notice that the last three partition functions are actually proportional
to each other, however the SO(4) content of the corresponding representations is not
the same.
5.2 Tensor Products
As far as the tensor products are concerned, due to the one-to-one correspondence of
multiplets for f ≤ 3 we find identical results (when the multiplets are expressed in SYT
notation) to those presented in (4.1) through (4.4). For f = 4, the existence of fewer
multiplets simplifies the decompositions slightly to
V1 ⊗ V1 ⊗ V1 ⊗ V1 =
∞∑
j=1
1
2
j(j + 1)(V42j + V42j) + (j2 + j − 1)V42j,2 + j2V42j−1,1 ,
V1 ⊗ V1 ⊗ V1 ⊗ V1 =
∞∑
j=1
1
2
j(j + 1)(V42j−1 + V
4
2j+1) + j(j + 2)V42j+1,2 + j(j + 1)V42j,1 ,
V1 ⊗ V1 ⊗ V1 ⊗ V1 =
∞∑
j=1
1
2
j(j + 1)(V42j−2 + V42j+2) + j(j + 1)V42j,2 + j(j + 2)V42j+1,1 .
(5.4)
It is evident that the OSp(4|2) four-fold relations above can be obtained from the
respective OSp(6|4) ones (4.9) through (4.11) by restricting the summation on p to
p ≤ 1 or equivalently to k2 ≤ 2, which is reasonable as OSp(4|2) does not contain any
representations with k2 > 2. Another way to see it is that if we tried to take the linear
combinations of superoscillators corresponding to an OSp(6|4) LWS with k2 > 2 by
using just the subset of OSp(4|2) oscillators, we would get a vanishing result.
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Finally the symmetrized self-conjugate 4-fold product analogous to the OSp(6|4)
result (4.23) is now
(V1 ⊗ V1)2+ =
∞∑
j=1
⌊ j+1
2
⌋(⌊ j+1
2
⌋+ 1)(V42j+2 + V42j+2)
+ (2⌊ j+1
2
⌋2 − 1)V42j,2 + ⌊ j
2+1
2
⌋V42j−1,1
=
∞∑
j=1
j(j + 1)(V44j + V44j + V44j+2 + V44j+2)
+ (2j2 − 1)(V44j−2,2 + V44j,2)
+ (2j(j − 1) + 1)V44j−3,1 + 2j2V44j−1,1 ,
(5.5)
where ⌊m⌋ denotes the integer part of m. Again the OSp(4|2) result (5.5) follows from
the OSp(6|4) one (4.23) by simply restricting to k2 ≤ 2.
6. A First Peek at the Two-Loop Dilatation Operator
Much of this paper has been rather encyclopedic in nature so before concluding we
present here an example of a result which follows relatively easily from information
tabulated in the preceding sections. Specifically, we use the explicit form of the two-
loop dilatation operator [22, 23] to calculate a certain trace 〈D2(x)〉 of the Hamiltonian
density. This quantity enters into the formula [47] for the (in this case) two-loop
correction to the partition function of planar ABJM theory on S2. It is known [49]
that, like planar SYM on S3 [50, 51], the theory has a Hagedorn temperature TH, which
is a non-trivial function of the ’t Hooft coupling λ, and the two-loop correction to TH
at weak coupling is determined by 〈D2(−1/ log TH)〉. See [52, 34, 53, 54] for other work
on partition functions for M2-brane theories.
6.1 The Trace 〈D2(x)〉 of the Hamiltonian Density
The two-loop dilatation operator acting on a spin chain state of length 2L in the ABJM
theory takes the form [22, 23]
∆2 = λ
2
2L∑
i=1
(D2)i,i+1,i+2 (6.1)
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where the Hamiltonian density D2 acts simultaneously on three adjacent sites of the
chain according to
(D2)123 =
∞∑
j=0
h(j)P(j)12
+
∞∑
j1,j2,j3=0
(−1)j1+j3 (1
2
h(j2 − 12) + log 2
) (P(j1)12 P(j2−1/2)13 P(j3)12 + P(j1)23 P(j2−1/2)13 P(j3)23 ) ,
(6.2)
where h(j) are harmonic numbers and P(j)ab is the projection operator whose image is
spanned by states with OSp(6|4) spin j (see [22] for details) in the tensor product space
of sites a and b.
The trace we are interested in computing is
〈D2(x)〉 = TrV1⊗V1⊗V1[x∆D2] . (6.3)
As a consequence of OSp(6|4) symmetry we can make use of the tensor product de-
composition (4.3), rewritten slightly here as
V1 ⊗ V1 ⊗ V1 =
∞∑
n=0
⌊n+1
2
⌋V(n) , V(n) ≡
{
V3n for n odd ,
V3n,1 for n even .
(6.4)
to conclude that D2 can be brought to the block-diagonal form
D2 =
∞∑
n=0
Mn ⊗ Pn (6.5)
where Pn is the projection operator whose image consists of the union of the ⌊n+12 ⌋
copies of V(n) appearing in (6.4) and Mn is an ⌊n+12 ⌋×⌊n+12 ⌋ matrix. This form makes
it clear that the desired trace can be calculated as
〈D2(x)〉 =
∞∑
n=0
Tr[Mn]V (n) (6.6)
in terms of the characters which may be read off from (3.25)—note in particular that
V (n) = V 3n = V
3
n,1 for n ≥ 2. From (6.2) we obtain the values
Tr[Mn] =


2
(n−2)/2∑
j=0
h(2j + 1), n even ,
2
(n−1)/2∑
j=0
h(2j) n odd ,
(6.7)
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which in turn lead to the result
〈D2(x)〉 = 8
√
x
(1 +
√
x)2
(1−√x)6
[√
x+ x+ (1− 6√x+ x) log(1−√x)] . (6.8)
6.2 The Two-Loop Hagedorn Temperature
At zero ’t Hooft coupling and infinite N the partition function Z of the ABJM the-
ory with gauge group U(N) × U(N) on an S2 of radius 1 can be expressed (see for
example [52, 34, 49, 54]) as
logZ(x)
∣∣∣
λ=0
= log Tr[x∆]
∣∣∣
λ=0
= −
∞∑
n=1
log[1− z(ωn+1xn)2] , x = e−1/T , (6.9)
where the trace is taken over the full Hilbert space of the ABJM theory, z(x) = 4
√
x
(1−√x)2 is
the singleton partition function and ω = e2pii is a convenient bookkeeping device which
is defined to take the value
√
ωm = +1 (−1) if m is even (odd). The expression (6.2) is
valid in the low-temperature phase x < xH, where the Hagedorn value xH = 17− 12
√
2
is the smaller solution of z(x) = 1.
The two-loop correction follows from the general analysis of [47] (see also [55, 56]
for other applications) and takes the form10
1
2
∂2
∂λ2
log Tr[x∆]
∣∣∣
λ=0
∼ −log x
∞∑
n=1
n
〈D2(ωn+1xn)〉z(ωn+1xn)
1− z(ωn+1xn)2 (6.10)
where ∼ denotes that we have omitted some additional terms which are negligibly
small as we approach the pole in the partition function x→ xH from below. It follows
from (6.10) that the O(λ2) correction δTH to the Hagedorn temperature is
δTH
TH
=
λ2√
2
〈D2(xH)〉 = 2λ2(
√
2− 1) , (6.11)
using (6.8).
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A. Decomposition of OSp(6|4) Super-Young Tableaux
As we mentioned in section 2.3, the LWS of each OSp(6|4) multiplet belongs to a
certain U(2|3) representation, which can be conveniently labeled by its SYT. In turn,
each U(2|3) representation can be decomposed into a set of U(2)×U(3) representations
labeled by their respective ordinary Young tableaux.
In terms of superoscillators, this decomposition (called branching) simply amounts
to restricting their superindices to taking either only bosonic or fermionic values in all
possible ways with distinct symmetrization and antisymmetrization properties. This
way one can immediately perform the decompositions of the first few cases,
upslope= ( , 1) + (1, ) ,
upslope
upslope=
(
, 1
)
+ ( , ) + (1, ) ,
upslopeupslope= ( , 1) + ( , ) +
(
1,
)
,
k≥ 3︷ ︸︸ ︷
upslopeupslope · · ·upslope= (
k︷ ︸︸ ︷· · · , 1) + ( k−1︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , ) + ( k−3︷ ︸︸ ︷· · · , ) ,
(A.1)
which account for all the possible lowest-weight states which can appear for f = 1
and f = 2, as one can see in section 3.3. For more complicated cases one needs
to use the general formulas arising from the one-to-one correspondence between the
SU(N +M) and SU(N |M) decompositions to SU(N) × SU(M) × U(1) established
in [38], or alternatively use the set of SYT decomposition rules mentioned in [35].
Here we provide a detailed list of the the additional SYT that appear for f = 3, 4
lowest-weight states, together with their U(2) × U(3) decompositions. In particular,
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for f = 3 we can have in addition to (A.1) the super-Young tableaux
upslope
upslope
upslope
=
(
,
)
+ ( , ) + (1, ) ,
upslopeupslope
upslope =
(
, 1
)
+ ( , ) +
(
,
)
+
(
,
)
+ ( , ) +
(
1,
)
,
upslopeupslopeupslope
upslope =
(
, 1
)
+ ( , ) +
(
,
)
+
(
,
)
+
(
,
)
+ ( , ) +
(
,
)
+
(
,
)
+
(
1,
)
,
k≥ 4︷ ︸︸ ︷
upslopeupslope
upslope
· · · upslope = (
k︷ ︸︸ ︷· · · , 1) + ( k︷ ︸︸ ︷· · · , ) + ( k−1︷ ︸︸ ︷· · · , ) + ( k−1︷ ︸︸ ︷· · · , )
+ (
k−1︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , )
+ (
k−3︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , ) + ( k−3︷ ︸︸ ︷· · · , ) ,
(A.2)
while for f = 4 we can also have
upslopeupslope
upslopeupslope=
(
, 1
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
1,
)
,
upslopeupslopeupslope
upslopeupslope = ( , 1) + ( , ) + ( , ) + ( , ) + ( , ) + ( , )
+ ( , ) + ( , ) + ( , ) + ( , ) + ( , ) + (1, ) ,
k≥4︷ ︸︸ ︷
upslopeupslope
upslopeupslope
· · · upslope = (
k︷ ︸︸ ︷· · · , 1) + ( k−1︷ ︸︸ ︷· · · , ) + ( k︷ ︸︸ ︷· · · , ) + ( k︷ ︸︸ ︷· · · , )
+ (
k−2︷ ︸︸ ︷· · · , ) + ( k−1︷ ︸︸ ︷· · · , ) + ( k−1︷ ︸︸ ︷· · · , ) + ( k−1︷ ︸︸ ︷· · · , )
+ (
k−2︷ ︸︸ ︷· · · , ) + ( k−1︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , ) + ( k−3︷ ︸︸ ︷· · · , )
+ (
k−2︷ ︸︸ ︷· · · , ) + ( k−3︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , ) + ( k−3︷ ︸︸ ︷· · · , )
(A.3)
– 36 –
and
upslopeupslopeupslope
upslopeupslopeupslope=
(
, 1
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
1,
)
,
upslopeupslopeupslopeupslope
upslopeupslopeupslope = ( , 1) + ( , ) + ( , ) + ( , ) + ( , )
+ ( , ) + ( , ) + ( , ) + ( , ) + ( , )
+ ( , ) + ( , ) + ( , ) + ( , ) + ( , ) + ( , ) ,
k≥5︷ ︸︸ ︷
upslopeupslopeupslope
upslopeupslopeupslope
· · · upslope = (
k︷ ︸︸ ︷· · · , 1) + ( k−1︷ ︸︸ ︷· · · , ) + ( k︷ ︸︸ ︷· · · , ) + ( k︷ ︸︸ ︷· · · , )
+ (
k−2︷ ︸︸ ︷· · · , ) + ( k−1︷ ︸︸ ︷· · · , ) + ( k−1︷ ︸︸ ︷· · · , ) + ( k︷ ︸︸ ︷· · · , )
+ (
k−1︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , ) + ( k−3︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , )
+ (
k−1︷ ︸︸ ︷· · · , ) + ( k−1︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , ) + ( k−3︷ ︸︸ ︷· · · , )
+ (
k−2︷ ︸︸ ︷· · · , ) + ( k−2︷ ︸︸ ︷· · · , ) + ( k−3︷ ︸︸ ︷· · · , ) + ( k−3︷ ︸︸ ︷· · · , ) .
(A.4)
In the last lines of (A.3) and (A.4) it should be understood that a representation should
be omitted from the right-hand side if the number of boxes in the first row is less than
the number in the second. Also, we have omitted the SYT of multiplets which can be
obtained from the ones shown by conjugation, such as and so on.
Finally, it can be shown that U(2|3) representations with k2 = 3 +m boxes in the
second row of their SYT have identical decompositions as representations with k2 = 3
except that they have m additional two-box columns in their respective U(2) Young
tableaux, or alternatively in terms of quantum numbers only the scaling dimension
changes as ∆→ ∆+m. For example, compare the decomposition of upslopeupslopeupslopeupslopeupslopeupslope above with
upslopeupslopeupslopeupslope
upslopeupslopeupslopeupslope=
(
, 1
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
+
(
,
)
,
(A.5)
which evidently differs only by the addition of a single two-box column to the U(2)
part of the decomposition. With this rule one can easily obtain the decompositions of
the remaining f = 4 SYT with k2 > 3 from the results given in (A.4).
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