Introduction
This paper is motivated by the desire to use global bifurcation theory to study quasilinear elliptic boundary value problems with a real parameter λ. Such where A is a nonlinear elliptic operator and B is a boundary operator, and T is regarded as a mapping from a Sobolev space X to another space Y which is the product space of L p and a trace space. For nonlinear Fredholm mappings with zero index, Fitzpatrick, Pejsachowicz and Rabier ([15,16,30] and references therein) have recently discovered the concepts of parity and a "base point degree" (one that is as useful as the Leray-Schauder degree), and established a global bifurcation result that allows us to tackle (1.1) directly. In particular, according to [30] , with a crucial parity condition near a suspect bifurcation value of λ, a global bifurcation occurs if T is C
-smooth and if the Fredholm index of D u T (in u)
is zero. The works of Fitzpatrick, Pejsachowicz and Rabier have provided concrete ways to check the parity condition in applications of their abstract theory; however, this is not the case for the Fredholm index of the mappings stemming from nonlinear elliptic problems. Moreover, when studying reaction-diffusion equations/systems, we often desire positive solutions, and thus we need, in the new framework, a theorem about "unilateral" global bifurcation (the global property of the positive solution branch) in the spirit of Theorem 1.27 of Rabinowitz [35] .
The purpose of this paper is to build a bridge between the abstract global bifurcation theory and second order quasilinear elliptic systems on bounded domains that often appear in applications as steady state reaction-diffusion systems. For such systems with general nonlinear boundary conditions, we provide some user-friendly sufficient conditions for zero Fredholm index, as well as the C 1 -smoothness in the L p setting. We also prove an abstract unilateral global bifurcation theorem in the new framework. Finally, we supply two examples of reaction-diffusion systems (one involving cross-diffusion, the other chemotaxis with nonlinear boundary conditions) to illustrate the point we are making: global bifurcation analysis can be carried out directly on the quasilinear systems with nonlinear boundary conditions. (However, these examples are not chosen to represent the full potential of Fitzpatrick-Pejsachowicz-Rabier theory and our results.) There have been some papers that explicitly address the Fredholmness of nonlinear elliptic boundary value problems. Fitzpatrick and Pejsachowicz [16] had a part on higher order fully nonlinear single equations on bounded domains in both the L 2 and Hölder settings; Rabier and Stuart [34] dealt with second order quasilinear single equations in whole R n , and subsequently Gebran and Stuart [18] studied systems of such equations with homogeneous Dirichlet boundary condition on bounded and unbounded domains. [16] The papers [16, 18, 34] do not offer sufficient conditions for the index of D u T (u 0 ) being zero, in general or in their specific problems, except Lemma 10.11 of [16] which assumes the surjectivity of the boundary operator in the L 2 setting. (However, we mention a recent progress by Rabier [33] at the linear level on the Fredholm index of elliptic operators in whole R n .) Thus there is a need for a linear theory. In the L p setting on bounded spatial domains, this linear theory should address two Agranovich-Vishik's "direct method" [6] ) proved that (A + σ I, B) is an isomorphism (hence of index zero) and the parameter-dependent L p estimates, where I is the embedding map from W 2,p to L p , and σ is a complex constant along the "Agmon angle" and with large norm. Since I is compact, we have that (A, B) is Fredholm of index zero. The regularity assumptions on the coefficients in these papers are good enough for (b ) (the regularity assumption in [19] is stronger than the one in [5, 12] ). The isomorphism and the parameter-dependent L p estimates are also stated in Theorem 2.3 of Amann [7] under the weak regularity assumption on the coefficients (especially of the boundary operator), which is the correct assumption for (a ). However, Amann did not supply technical details in his proof. In (ii) of our Theorem 2.7, we prove the isomorphism and the parameter-dependent L p estimates under Amann's regularity assumption, by modifying the arguments of [5, 12] . Although, as mentioned before, (ii) of our Theorem 2.7 is not necessary for (b ), it is of independent interest: the result in [7] is playing an important role in applications and his fundamental Theorem 2.3 deserves an independent investigation; moreover, it gives rise, at the linear level, to criteria (see our Corollaries 2.10 and 2.11) for zero index under the weakest regularity assumption which may find applications elsewhere.
The main condition in all the isomorphism results mentioned above is Agmon's condition. Amann [7] offers several concrete and user-friendly ways to verify this condition, some of which we summarize in Remark 2.5.5.
Crandall-Rabinowitz's theorem [9] on local bifurcation from "a simple eigenvalue" is perhaps the simplest and most frequently used result to study bifurcation. As pointed out in [15] , the main condition ("transversality condition," a term used in [15] ) in that theorem implies the parity condition needed in the global bifurcation theorem of [30] (see Theorem 4.1 in this paper). Thus the local bifurcation is actually a global one if we merely add a Fredholm condition; see Theorem 4.3. Based on this, we establish a unilateral bifurcation result; see Theorem 4.4, which is our main contribution to the abstract theory.
The linear theory

Ellipticity, complementing and Agmon's conditions
Let Ω be a bounded domain in R n (n 2) with C 2 smooth boundary ∂Ω. ∂Ω may have more than one but finitely many connected components. Denote by C the set of components of ∂Ω. Let the following be N × N real matrix-valued functions:
where each δ i (x) is continuous and assumes only values 0 and 1 on ∂Ω.
Consider the second order linear operator on Ω: (2.1) and the linear boundary operator
2)
and the summation convention is and will be used.
Definition 2.1. We say that A is elliptic (in the sense of Petrovskii) on Ω if for every x ∈ Ω and every
whereÅ(x, ξ) is the principal symbol of the operator A:
Definition 2.2. We say that B satisfies the complementing condition (Lopatinskii-Shapiro) with respect to A if for every x ∈ ∂Ω, every ξ ∈ R n \ {0} tangent to ∂Ω at x, the only exponentially decaying solution v(t) of the following initial value problem is v ≡ 0:
is the unit outer normal vector to ∂Ω at x, and 
}, where σ = 0 or arg σ = θ , we have:
2. for every x ∈ ∂Ω and every ξ ∈ R n \ {0} tangent to ∂Ω at x, the only exponentially decaying solution v(t) of the following initial value problem is v ≡ 0: for a positive constant M independent of x and ξ . For N = 1, i.e. the scalar equation case (so each a ij is a scalar), this is the usual uniform ellipticity condition.
2. As summarized by Amann [7] , there are other classical notions of ellipticity, each of which being stronger than (2.3). For fixed i, j, let a rs ij be the entry of the matrix a ij located at rth row and sth column. Then the strong ellipticity is defined as
and the very strong ellipticity is defined as
When N = 1, ellipticity, strong ellipticity and very strong ellipticity are equivalent.
3. Sometimes the complementing condition is expressed in an algebraic way (see [4, p. 42] ). That algebraic version is equivalent to the ODE version presented here, by Theorem 3.2 in [4] . 4 . In the scalar case, i.e., N = 1, when B is the Dirichlet, or Neumann or Robin boundary operator, B satisfies the complementing condition with respect to any elliptic operator A (see [40, pp. 160-161] ). This is not the case for systems.
5. Amann [7] , whose main concern is the sectorial property of A in a parabolic equation setting, defines normal ellipticity of (A, B) (see [7, p. 21 
is a nonvanishing and outward pointing vector field on ∂Ω, b(x) and c(x) are real N × N nonsingular matrix-valued functions defined on ∂Ω. Theorem 4.2 of [7] requires the continuity of b, c and β; however, since Agmon's condition (or normal ellipticity) is a property at each fixed point x, the continuity in x is not needed.
Case 2.
A is very strongly elliptic,
Note that in the scalar case N = 1, since ellipticity is equivalent to both strong and very strong ellipticity, we just need the ellipticity in Cases 1 and 2. 
with the norm
We shall find the following Gagliardo-Ladyzhenskaya-Nirenberg inequalities useful (see Theorem 2.2 and Remark 2.1 in [22] ). If q > n p > 1, then
and if p > n, then 
10)
where K 1 > 0 is a constant independent of u.
Part (ii) is just Theorem 10.5 of [4] specialized when the order of A is 2; part (i) follows from applying part (ii) to the principal part of A, and then using the fact that the L p -norm of the lower order terms is dominated by
where the constant ε can be taken as small as we wish (Lemma 14.1 of [3] ).
For our purpose, the smoothness assumptions on the coefficients of (A, B) are too stringent. We shall need, under a relaxed smoothness assumption, an injectivity and surjectivity result for the op- 
is an isomorphism for every σ with arg σ = θ 0 and large |σ |, and for such
where K 3 is a constant independent of σ and u,
Remark 2.8. It is still possible to weaken the smoothness assumption. For example, if p < n, we just need to assume that b i , b 0 and c can be extended into Ω so that they are continuous on Ω,
Remark 2.9. Part (ii) is originated from Agmon's 1962 paper [2] , where he left out the proof of surjectivity. [5, 12] contain (ii) under the same regularity condition as in Theorem 2.6. The regularity assumption in this theorem is the same as the one in Theorem 2.3 of [7] .
(ii) and further arguments now imply the original statement of Theorem 2.3 of [7] (except the second inequality in (ii) of that theorem which is not used in the rest of [7] ): (1) if Agmon's condition holds for all angles in a closed sector S on the complex plane with vertex at the origin, then there exists ω > 0 such that our (ii) holds for all σ ∈ S with |σ | > ω (this is already observed in [5, 12] ); (2) it is well known that the set of Agmon angles is open and thus Amann's normal ellipticity implies Agmon's condition in the sector mentioned in Theorem 2.3 of [7] ; (3) as will be seen in the proof below, the lower order coefficients 
, and so by the compactness of π(B) assumed by Amann, the constants ω and κ are independent of the elements in U in Theorem 2.3 of [7] .
Proof of Theorem 2.7. First we prove part (i) in two steps.
Step 1. We show that it is sufficient to prove (2.10) for the principal part of (A, B). (Note that the principal part of B is obtained by dropping the b 0 term.)
Consider first the case p n (recallp > n). From Hölder inequality, (2.7) and (2.9), we find that
and
Now the contribution to the right-hand side of (2.10) from the lower order terms in A and B is controlled by
so that if (2.10) holds for the principal part of (A, B), it does so too for the full (A, B).
In the case of p > n (sop = p), from (2.8), we obtain
This completes the proof of Step 1.
From now on, assume (A, B) has only the principal part.
Step 2. The inequality (2.10) is proved in [4] by establishing the interior estimate (Theorem 10.3), then the boundary estimate (Theorem 10.4), and finally an argument involving partition of unity (pages 704-705 in [3] for N = 1). In our current situation, no change needs to be made for the interior estimates because it involves only a ij . In the final stage ("partition of unity stage"), some lower order terms appear, but the estimates involved are similar to the ones we have in Step 1. So we need to worry only about the boundary estimates, and in this scenario, according to pages 702-703
in [3] , we only need to show that for a fixed point x 0 ∈ ∂Ω, 
Now (2.13) follows if U is taken to be small. This completes Step 2. We turn to the proof of (ii) now, and again we divide it into two steps.
Step 1. We prove that if (ii) holds for the principal part (A 0 , B 0 ) of (A, B), then it does so for (A, B).
To this end, we use the estimates in Step 1 of the previous proof, as well as the following:
where the constant K 4 is independent of u and ρ (see Proposition 2.2 in [5] 
Step 1 is completed.
Step 2. From now on, we drop the lower order terms from A and B. If we follow [12] and [5] , all we have to do here is to show that for any fixed x 0 ∈ ∂Ω,
for all σ with large |σ | and arg σ = θ 0 , and for all u ∈ W 2,p (Ω) with support in a small neighborhood U of x 0 , where ε is a small constant. The first and third terms above have been estimated in the proof of (i). On the other hand, the sum of the second and fourth terms is dominated by (from (2.14)), for large |σ |,
In the next to last line, we use the inequality 2|σ | 
N is Fredholm with zero index.
Quasilinear second order elliptic operators
Let the following be real N × N matrix-valued functions:
and N-dimensional real column-vector-valued functions:
where λ ∈ (a, b), z ∈ R N , q ∈ R nN , and x ∈ Ω (x ∈ ∂Ω for g and h).
Consider the quasilinear second order operator in Ω with a parameter λ:
which is associated with a quasilinear boundary operator
We define
We assume the following regularity conditions on the coefficient functions in A and B:
where the partial derivatives in x ∈ ∂Ω are understood as the ones in the tangent space of ∂Ω. 
with the partial derivatives given by
Here Gebran and Stuart [18] proved that for fixed λ, 
(ii)f satisfies the same regularity condition on R
is the open unit ball B in R n with the center at the origin,
be a partition of unity subordinate to the
where P is the projection from R n to R n−1 :
i.e., (i) holds.
(ii) follows from the fact that 
Here λ * = tλ + (1 − t)λ 0 and u * = tu + (1 − t)u 0 . We estimate the terms I i one by one.
we have, uniformly with respect to t ∈ [0, 1]:
because ∇ (x,z) ∂b i /∂λ is continuous and the C 1 norm of u * is bounded;
Leth(λ, x, z) be the extension of h(λ, x, z) given in Lemma 3.2. Then
N , and the smoothness of ∂h/∂λ.
because b i ∈ C 1 and u * → u 0 .
Combining these estimates, we conclude that B is differentiable at (λ 0 , u 0 ), and the arguments above actually yield the continuity of (D λ B, D A(λ 0 , u 0 ), D u B(λ 0 , u 0 ) 
N . Then under weaker regularity conditions, we have the analogues of Proposition 3.1 and Theorem 3.3 for A(λ, u). More specifically, we assume the regularity conditions weaker than (3.1):
and we assume ∂Ω is C 2 smooth only. 
2. In Proposition 3.1 and Theorem 3.3, we only need ∂Ω to be C 2 if B is linear in u.
Application to global bifurcation theory
Abstract theory
Let X and Y be real Banach spaces, let K (X, Y ), GL( X, Y ) and Φ 0 (X, Y ) be the sets of compact linear operators, invertible linear operators and linear Fredholm operators of index 0, respectively. Let
, and let I − P (a), I − P (b) be invertible. Define the parity of I − P by 
The existence of N, P , and the independence of σ (A) on N, P are reviewed in [30] .
The following global bifurcation theorem is proved in [30, Theorem 6.1].
Theorem 4.1. Let V be an open connected subset of
which is equivalent to 
Thus when m is odd, the conclusion of Theorem 4.1 holds. We mention the well-known fact that under the transversality condition the oddness of m is also necessary for local bifurcation. 3. When the transversality condition is lacking, we may use a formula in [15] involving the "eigenvalue crossing number" to compute the parity in Theorem 4. [20] and the global bifurcation theorem of Rabinowitz [35] are recovered. The eigenvalue crossing number of A(λ) at λ 0 is one of the several versions of "generalized algebraic multiplicity of λ 0 in A(λ)" (see [15] for a summary). Another user-friendly version of generalized multiplicity is the one advocated by Rabier in [32] ; it can be characterized as the dimension of the null space of an operator constructed from A(λ) and its derivatives at λ 0 , and thus potentially it is computable in applications. 4 . It seems that the transversality condition (4.1) first appeared in [9] with m = 1, under which Crandall and Rabinowitz proved the well-known local bifurcation theorem [9, Theorem 1.7] . We now know, according to part 2 of this remark, that the local bifurcation is actually a global one, provided that all the conditions in Theorem 4.1 and part 2 of this remark are satisfied. The global version of the Crandall-Rabinowitz bifurcation theorem from a simple eigenvalue is most important in applications, so we rephrase it here: Another extension of the Crandall-Rabinowitz bifurcation theorem from simple eigenvalue was recently proved in Liu, Shi and Wang [23] .
the partial derivative D λu F(λ, u) exists and is continuous in
Near the bifurcation point (λ 0 , u 0 ), the connected component C is in the form of a smooth curve. Indeed the portions of C with s ∈ (0, ) and s ∈ (− , 0) respectively could each be contained in a connected component of C \ {(λ 0 , u 0 )}, and either component could be non-compact in V . Such "unilateral" global bifurcation results are very useful in studying elliptic PDEs when only positive solutions are desired. Theorems 1.27 and 1.40 of Rabinowitz [35] are the pioneering ones in this direction. (However, as pointed out by Dancer [11] and López-Gómez [24, p. 180] , the proofs of these theorems contain gaps, the original statement of Theorem 1.40 of [35] is not correct, and the original statement of Theorem 1.27 of [35] is stronger than what one can actually prove so far (see Theorem 6.4.3 of [24] ).) Here we prove a unilateral global bifurcation result for Fredholm operators based on López-Gómez's interpretation of Rabinowitz's Theorem 1.27 and our Theorem 4.3: 
Let C + (resp. C − ) be the connected component of C \ Γ − which contains Γ + (resp. the connected component of C \ Γ + which contains Γ − ). Then each of the sets C + and C − satisfies one of the following: (i) it is not compact; (ii) it contains a point (λ * , u 0 ) with λ * = λ 0 ; or (iii) it contains a point (λ, u 0 + z), where z = 0 and z ∈ Z .
Proof. Recall that Z is a subspace of X which complements span{w 0 }. From Hahn-Banach Theorem, there exists l ∈ X * such that Z = {u ∈ X: l, u = 0}, l and w 0 are normalized so that w 0 = 1 and
Without loss of generality, we assume that u 0 = 0. For ξ > 0 and η ∈ (0, 1), we define
We fix some ξ > 0 and η ∈ (0, 1). By the formula of u(s) in Theorem 4.3, the connected component C satisfies that there exists δ 0 > 0, such that for all 0 < δ < δ 0 ,
where B δ ((λ 0 , 0)) is a ball in V centered at (λ 0 , 0) and with radius δ; and for any (λ,
We rewrite the nonlinear mapping F(λ, u) = F u (λ, 0)u + H(λ, u), and we define a new mapping in V :
where g : R → R is a continuously differentiable increasing function satisfying g(0) = 0, g(1) = 1 and g (1) = 0. We can easily verify that F is continuous on V . We prove that F is C 1 for any (λ, u) ∈ V as follows. Since the definition of F is for fixed λ, the partial derivative in λ exists and is continuous.
We only need to show that the partial derivative in u exists and is continuous. This is apparently true when l, u < −η u , and F is C 1 when 0 > l, u > −η u since g is C 1 and the norm function is C 1 when u = 0; the derivative is continuous when l, u = −η u and u = 0 since g(1) = 1 and g (1) = 0; when l, u = 0 the function is extended oddly with respect to the hyperplane Z thus F is , 0) and the continuity of F u at (λ, 0). This also implies that F u (λ, 0) is a Fredholm operator with index zero.
We show that F u is still Fredholm for all (λ, u) ∈ V . This only requires a proof when 0 l, u > −η u . In this case, from direct calculation, 1] , and so F u (λ, u) is a compact perturbation of a Fredholm operator, thus still a Fredholm operator (see for example [17] ). Hence F is Fredholm for all (λ, u) ∈ V . 
Example: predator-prey system with cross-diffusion
In 1979, Shigesada, Kawasaki and Teramoto [38] proposed a reaction-diffusion model with crossdiffusion and self-diffusion in addition to the passive Fickian diffusion, and this more general model incorporates the attraction/repulsion between the species. Existence/non-existence of steady state solutions for cross-diffusion systems have been investigated in [25, 26] , see also the survey [28, 29] for more results. Here we consider a predator-prey system with cross-diffusion but not self-diffusion, and the surrounding environment of the habitat is hostile, so homogeneous Dirichlet boundary condition is imposed,
Here the constants α, β, λ, b, c > 0, μ ∈ R, and Ω is a bounded domain of R n with C 2+α boundary.
Nakashima and Yamada [27] considered the existence of positive solutions of (4.2) via fixed point index method; Kuto and Yamada [21] obtained further results for certain parameter ranges. Bifurcation theory is used in [21] in the following way: make a change of variables U = (1 + αv)u and V =
(1 + βu)v, then the equations of (U , V ) are semilinear but the nonlinearity part becomes complicated.
Here we deal directly with the quasilinear system (4.2).
In the following, we fix α, β, λ, b, c, and let μ be a bifurcation parameter. We now cast (4.2) into the framework discussed in the previous section. We rewrite the equations as
Define 2 × 2 matrix:
and for 1 i, j n,
where δ ij is the Kronecker symbol. Then (4.3) is equivalent to
Here we drop the Dirichlet boundary operator Bu = u but restrict the domain of A to a subspace of (W 2,p (Ω)) 2 with zero boundary condition since the boundary condition is linear. We take p > n. Because a ij (μ, u) = A 1 δ ij , we can conveniently write (4.4) as
We remark that any nonnegative solution u ∈ X of (4.5) is a C 2+α solution of (4.5) and hence of (4.2): we can multiply both sides of (4.5) by the inverse of A 1 (u) and then apply the elliptic regularity theory for single equations.
The linearization of A(μ, u) at u is given by (w = (w 1 ,
, and J is the Jacobian
For a small ε > 0, we define Our bifurcation analysis will be based on bifurcation from semitrivial steady states of (4.5), which we now turn to. Denote by λ 1 (q) the principal eigenvalue of
where q(x) is a continuous function in Ω. And we also use the notation λ 1 = λ 1 (0). Notice that λ 1 (q) is an increasing function in q in the sense: if
is well known that for the scalar equation 
On the other hand, by part 2, if μ is large enough, we have on Ω
This and the monotonicity of λ 1 (q) contradict (4.7). 2
We now come back to the two semitrivial solution branches:
and identify potential bifurcation points on them.
The necessary condition for bifurcation is that D u A(μ, u) is degenerate. First we let u = (θ λ , 0).
Simplifying the equations, we obtain
If we set D u A(μ, (θ λ , 0))[w] = 0, then the equation of w 2 is equivalent to
where
. Since we look for positive solutions of (4.2), the bifurcation should take place at the principal eigenvalue so that the eigenfunction is positive. Thus the possible bifurcation point μ 1 is the one such that 
Thus the possible bifurcation point is μ 2 such that
Since θ μ is differentiable with respect to μ, then A is also C 1 from earlier discussions. The bifurcation analysis for A is essentially the same as A, details can be found in, for example, [8, 13] . Proof. Define N (D u A(μ 1 , (θ λ , 0) )) = span{(w 1 , w 2 )} with w 2 > 0. For the transversality condition, Let C * = C ∩ (R × P ). Let C + and C − be the sub-continua in Theorem 4.4 (conditions 1-3 in that theorem can be easily verified). By definition, C * ⊂ C + . By the elliptic regularity theory (see the comment below (4.5)), the first alternative in Theorem 4.4 for C + is equivalent to "the closure of C + intersects ∂ V or is unbounded in the norm of R × X ." On the other hand, by Proposition 4.5, the positive solutions (u, v) of (4.5) are bounded in L ∞ norm, and the range of μ for existence of such solutions is also bounded. Thus by the elliptic regularity theory again, C * cannot be unbounded in R × X norm. Now we see that if the first alternative in Theorem 4.4 occurs, then C * ∩ (R × ∂ P ) contains a point (μ * , u * , v * ) other than (μ 1 , θ λ , 0). This is obviously true if the other alternatives The argument about the connectedness of two components first appeared in [8] , and it holds for many other predator-prey systems, see survey [14] [21] that the solution set of (4.2) possesses a component which is an unbounded or bounded curve, and the curve can be S-shaped. Our analysis can also be carried over to an analysis with parameter λ. By using the formula in [9, 37] 
Example: Chemotactic diffusion system
Here we apply our approach to the following quasilinear elliptic system from the theory of chemotaxis, which describes the situation of a single bacterial population in a one-dimensional medium with finite length, with growth limited by a nutrient diffusing from an adjacent phase not accessible to the bacteria: 
