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Abstract
In this note, we supply the details of the proof of the fact that if a1, . . . , an+(n) are integers, then there exists a subset M ⊂
{1, . . . , n + (n)} of cardinality n such that the equation∑
i∈M
aixi ≡ 0 (mod n)
admits a solution (xi)i∈M ∈ (U(Z/nZ))n, where U(Z/nZ) stands for the multiplicative group modulo n.
© 2006 Elsevier B.V. All rights reserved.
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For a positive integer n, we write (n) and (n) for the number of prime divisors, and the number of prime power
divisors (> 1) of n, respectively. We also write U(Z/nZ) for the multiplicative group modulo n.
Here, we prove the following result.
Theorem 1. If A = {a1, . . . , an+(n)} is a set of integers, then there exists a subset M ⊂ {1, . . . , n + (n)} of
cardinality n such that the equation∑
i∈M
aixi ≡ 0 (mod n) (1)
has a solution (xi)i∈M ∈ (U(Z/nZ))n.
Theorem 1 settles a conjecture from [1].
Writing n = p1, . . . , pk with (not necessarily distinct) prime numbers pi for i = 1, . . . , k, the example
0, 0, . . . , 0︸ ︷︷ ︸
n−1 times
, 1, p1, p1p2, . . . , p1 · · ·pk−1
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shows that the number n+(n) cannot be replaced by n+(n)− 1 in the hypothesis of Theorem 1 without affecting
its conclusion.
From now on, we write
n =
k∏
i=1
p
i
i ,
wherep1, . . . , pk are distinct primes and 1, . . . , k are positive integers.Given amulti-set (setwith repetitions allowed)
A= {ai : i = 1, . . . , m} of length m of integers and a prime p we write
Ap = {1 im : pai}.
Lemma 1. LetA be a multi-set of integers of cardinality m.
(i) Assume that n is odd and that
#Ap2 for all p | n. (2)
Then for all integers x, the equation
m∑
i=1
aixi ≡ x (mod n) (3)
admits a solution (xi)mi=1 ∈ (U(Z/nZ))m.
(ii) Assume that n is even, that condition (2) is satisﬁed for all prime factors of n, and that further
#A2 ≡ 0 (mod 2). (4)
Then for all even integers x, Eq. (3) admits a solution (xi)mi=1 ∈ (U(Z/nZ))m.
Proof. For each prime p | n select ip = jp ∈ {1, . . . , m} such that paipajp . This is possible because of condition (2).
Given x ∈ Z, and p | n, assume that p‖n, and let xp =(x1,p, . . . , xm,p) be a vector inZm such that xi,p ≡ 1 (mod p)
for all i /∈ {ip, jp}, and
aipxip,p + ajpxjp,p +
∑
i =ip,jp
ai ≡ x (mod p).
Note that one may choose both xip,p and xjp,p above in U(Z/pZ). Indeed, write
y = x −
∑
i =ip,jp
ai .
Assume ﬁrst that p is odd. Putting xjp,p ≡ 1 (mod p), we get
aipxip,p ≡ y − ajp (mod p).
The above equation has a unique solution xip,p modulo p−1 (because p does not divide aip ), and this solution is
actually unique modulo p and in U(Z/pZ), unless p divides y − ajp . In this last case, put xjp,p ≡ −1 (mod p),
and then get
aipxip,p ≡ y + ajp (mod p).
As before, the above equation has a unique solution xip,p modulo p−1, and this solution is unique modulo p and in
U(Z/pZ), unless p divides y + ajp . But note that it is not possible that p divides both y − ajp and y + ajp , since
it then divides their difference 2ajp , which is not possible because p > 2 does not divide ajp . Hence, it is possible to
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choose both xip,p and xjp,p in U(Z/pZ) when p is odd. When p is even, the condition (4) that #A2 is even together
with the fact that x is even shows that y is also even. Hence, putting xj2,2 ≡ 1 (mod 2), we get the equation
ai2xi2,2 ≡ y − aj2 (mod 2)
and y − aj2 is odd. Hence, the solution xi2,2 of the above equation is in U(Z/2Z). In conclusion, both in the case (i)
and (ii), the vector xp that we have constructed is in (U(Z/pZ))m. Making p run through the values p11 , . . . , pkk ,
we get vectors xpi = (x1,pi , . . . , xm,pi ) ∈ (U(Z/pii Z))m such that
m∑
j=1
ajxj,pi ≡ x (mod pii ) for i = 1, . . . , k.
We now apply the Chinese Remainder Lemma to construct a vector x = (x1, . . . , xm) ∈ Zm such that
x ≡ xpi (mod pii ) for i = 1, . . . , k.
Here, the above congruence at i = j means that
xs ≡ xs,pj (mod pjj ) for s = 1, . . . , m.
It is now clear, from the construction, that x ∈ (U(Z/nZ))m and that congruence (3) holds in both cases (i)
and (ii). 
The following result comes in handy for an induction argument.
Lemma 2. Let n be a positive integer. Assume that Theorem 1 is true for all proper divisors m of n and thatA= {ai :
i = 1, . . . , n + (n)} is such that there exist  distinct prime factors of n, let us denote them by p1, . . . , p, such that
#
(
⋃
i=1
Api
)
. (5)
Then, congruence (1) has a solution x ∈ (U(Z/nZ))n.
Proof. It is clear that (n)(n). Let t = (n) − . If t = 0, then n = p1, . . . , p. Further, condition (5) shows
that there are at most (n) values of i for which ai is not a multiple of n. Hence, there are at least n values of i for
which ai is a multiple of n, and the assertion of the lemma is clear in this case with any x ∈ (U(Z/nZ))n.
Assume now that t > 0. Let d = p1 · · ·p and n1 = n/d > 1. Note that t =(n1). By relabeling the elements ofA,
we may assume that the indexes in
⋃
i=1Api are the last ones. We eliminate from A the last  elements, and from
the remaining multi-set we divide each one of its members by d (note that all such elements indeed divisible by d),
obtaining a multi-setA1 with n + t integer elements. We now apply the induction hypothesis to deduce that from the
ﬁrst n1 + t elements there exist n1 of them such that some linear combination of them with coefﬁcients in U(Z/n1Z)
is a multiple of n1. We put these n1 elements in a listM1. There are n − n1 + t = n1(d − 1) + t elements left inA1.
From the ﬁrst n1 + t remaining elements, there exist another sublist with n1 elements, denotedM2, such that some
linear combination of its contents with coefﬁcients in U(Z/n1Z) is zero modulo n1. Proceeding in this way, we end up
with disjoint sublistsM1, . . . ,Md−1 ofA1, such that each one has n1 elements, and for each one of them there exists
a linear combination of its elements with invertible coefﬁcients modulo n1 which is zero modulo n1. After removing⋃d−1
i=1Mi fromA1, we are still left with n − (d − 1)n1 + t = n1 + (n1) elements, and we can apply the induction
hypothesis one more time to constructMd , disjoint fromMi for i < d, with the same properties as above. Clearly,
M= d
(
d⋃
i=1
Mi
)
has exactly n elements all of them which are multiples of d, and there exists a linear combination of all its elements
with coefﬁcients in U(Z/n1Z) which is zero modulo dn1 = n. Here, for a multi-setB and a number x, we use xB for
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the multi-set obtained by multiplying every element in B by x. Since every element in U(Z/n1Z) can be lifted to an
element in U(Z/nZ), we may assume that these coefﬁcients are in U(Z/nZ). Further, it is clear thatM is a sublist of
our originalA, which completes the proof of this lemma. 
To illustrate the usefulness of Lemmas 1 and 2 above, let us ﬁrst prove two particular cases of Theorem 1.
Lemma 3. Theorem 1 holds when n = p is a prime power.
Proof. We use induction over the parameter . Assume = 1. If p= 2, then n+(n)= 3, and from the three elements
of A, two of them have the same parity. The sublistM formed by these two elements has the required property. If
p > 2, then n+(n)=p+1, so either there exist at least p elements which are divisible by p, in which case the sublist
M formed by any p of them will have the required property (with any x ∈ ((Z/pZ)∗)p), or #Ap2. In this last case,
we letM be any sublist ofA of p > 2 elements containing two elements fromAp, and then Lemma 1 guarantees the
existence of a solution x ∈ ((Z/pZ)∗)p of Eq. (1).
Assume that > 1, and that the lemma has been proved for anym=p′ with ′ < .Assume that p is odd. If #Ap1,
then we apply Lemma 2 with  = 1 to conclude. If #Ap2, we choose a sublistM ofA of cardinality p containing
two elements whose indexes are fromAp, and we apply Lemma 1(i) with n=p to deduce the existence of a suitable
solution x ∈ (U(Z/nZ))n to Eq. (1). Assume now that p = 2. If #Ap1, we apply again Lemma 2 with  = 1 to
conclude. So, assume that #Ap2. Suppose that #Apn. We then choose any sublistMwith indexes fromAp with
precisely n elements, and note that #Mp = n is even and > 2. Here and in what follows, we setMp =M∩Ap. Thus,
we may apply Lemma 1 to conclude.Assume now that #Ap =k <n. Clearly, k2. Up to re-indexing, we may assume
that a1, . . . , ak are all odd and ak+1, . . . , an+ are all even. If k is even, we takeM= {a1, . . . , an}, and if k is odd, we
takeM= {a2, . . . , an+1}. In either case, #M= n, #Mp2, and #Mp = 2
k/2 is an even number, therefore we may
apply Lemma 1(ii) to conclude. 
Lemma 4. Theorem 1 holds when n is odd.
Proof. We use again induction over (n). When (n) = 1, the result follows from Lemma 3. By the same Lemma 3,
we may assume, in fact, that (n) = k2, and that Theorem 1 holds for all proper divisors m of n. Now let n and
A be as in the hypotheses of Theorem 1. Let p1, . . . , pk be all the distinct prime factors of n. If #Api 1 for some
i = 1, . . . , k, we then apply Lemma 2 with  = 1 and induction to conclude. Thus, we may assume that #Api 2 for
all i = 1, . . . , k. We then select a sublistM ofA with n elements which contains (at least) two elements with indexes
from Api , for each i = 1, . . . , k. This is possible because n2(n). By Lemma 1, the sublistM has the property
required by the conclusion of Theorem 1, which completes the proof of this lemma. 
Proof of Theorem 1. We use again induction.Assuming that Theorem 1 is not true, let n be the minimal counterexam-
ple. LetA be list of n+(n) integers for which Eq. (1) does not have any suitable solutionM ⊂A, and x= (xi)i∈M.
By Lemmas 3 and 4, we may assume that (n)2 and that n is even. If #Ap1 for some p | n, we apply Lemma 2
with  = 1 and the induction hypothesis and get a contradiction. Thus, #Ap2 for all p | n.
For any subset I ofT = {1, . . . , n + (n)}, we putA↓I = {ai : i ∈ I} for the restriction ofA to the subset of
indexes I.
Let I be a subset of indexesT such that
#(I ∩Ap)2 holds for all p | n (6)
and which has at most 2(n)n − 2 elements (this last inequality holds because (n)2).
Assume that there exist two indexes k and  inT\I such that ak is even and a is odd.We then take the setI∪{k, }
with at most 2(n) + 2n elements and extend it in some way to a setJ with precisely n elements. LetN=A↓J.
It is clear that #Np2 for all p | n. IfN contains an even number of odd elements, we apply Lemma 1 toM=N,
and we get a contradiction. IfN contains an odd number of odd elements, we then take any r /∈J and compute ar
modulo 2. If ar is even, we letM be the sublist obtained fromN by replacing a with ar , and if ar is odd, we then let
M be the subset obtained fromN by replacing ak with ar . Note that in this way,M still has n elements, #Mp2 for
all p | n, andM has an even number of odd elements. Thus, we may again apply Lemma 1 to get a contradiction.
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From now on, we assume that all elements ai for i ∈T\I have the same parity.
Case 1: Assume that all of them are odd.
It follows that if we let E = {i : ai ≡ 0 (mod 2)}, then E ⊂ I. Without restricting the generality, we may assume
that E= {1, . . . , k}. It is clear that k2(n), therefore there exist at least n + (n) − 2(n) odd elements. Suppose
that there exists ik such that
whenever p | n is such that i ∈Ap, then #Ap3. (7)
It is then easy to see that we can choose a set I1 of at most 2(n) elements satisfying (6) avoiding i; i.e., such that
i /∈I1. Indeed, if p | n and i /∈Ap, we then put any two indexes fromAp in I1, while if i ∈ Ap, then we put any
two indexes fromAp distinct from i (which exist by condition (7)) in I1. This shows that it is possible to choose I1
such that A↓T\I1 contains at least one even element. We now show that it contains at least one odd element also.
Indeed, if not, all odd elements will be in I1. Since there are at least n + (n) − 2(n) such elements, we get
n + (n) − 2(n)#I12(n),
therefore
n4(n) − (n)3(n),
which is possible only when n = 6 and all the inequalities are equality, in particular whenA↓I1 has four elements all
of which are odd, and all the remaining four elements inA↓T\I1 are even. But in this case, the setI1 can be extended
to a setJ with n= 6 elements, such that inM=A↓J exactly four of them are odd and the condition #Mp2 holds
for both p = 2 and 3, and now Lemma 1 leads to a contradiction. So, unless we are in the last mentioned instance,
A↓T\I1 contains both odd and even elements, and now the argument used previously leads again to a contradiction.
So, from now on, we assume thatA↓I contains all the k even elements in E, and that condition (7) does not hold
for any ik. In particular, for each ik, there exists a prime p | n such thatAp = {i, j} for some j = i. Assume that
k is even. Since k2(n)n− 2, it follows easily thatI can be extended to a setJ with n elements, and the number
of odd elements inM=A↓J is n− k2, and is even. Since #Jp2 for all p | n, Lemma 1 leads to a contradiction.
From now on, we assume that k is odd.
We now deﬁne a graph in the following way. The vertexes of this graph are the points ofT. To deﬁne the edges, we
proceed in the following way. For each 2 put
P = {p | n : #Ap = }.
It is clear that⋃
2
P
is a partition of the set of the prime factors of n.
Call a prime p ∈ P an edge at level 1. We label each edge by the prime it represents. Note that the graph has no
loops, but it might have multiple edges (for the fact that this is not so, see below). The fact that condition (7) fails for
each ik says that each ik is connected with some other j ∈T. Let us stop and show that the non-trivial connected
components of this graph containing some ik are all trees. Indeed, assume that there exists a non-trivial connected
component which is not a tree. It then has u2 vertexes and at least u edges (when u = 2, we mean a double edge).
Let p1, . . . , pm, with mu, be all the primes (necessarily distinct) which are edges in this component. Then
#
(
m⋃
i=1
Api
)
= um,
so we may apply Lemma 2 with  = m and get a contradiction. We now add higher level edges in the following way.
Let again G be some connected component with u2 vertexes. Let p /∈P2. We then claim that it is not possible
that all vertexes ofAp are contained in G. Indeed, since G is connected, it has u − 1 edges corresponding to primes
F. Luca / Discrete Mathematics 307 (2007) 1672–1678 1677
p1, . . . , pu−1 in P2. Assuming that all the vertexes ofAp are also in G, it follows that if we put pu = p, then
#
(
u⋃
i=1
Api
)
u,
so we may again apply Lemma 2 with =u and arrive at a contradiction. However, it could be quite possible that there
exists p ∈ P, for some 3, such that exactly  − 1 of the points inAp are in G. We then add the last point ofAp
to G, connect it with one of the other points in G ∩Ap, and label this new edge p = pu. Call the new graph G1. It is
still a tree with u + 1 vertexes. If there exists a prime q different from p1, . . . , pu, such thatAq is contained in the set
of vertexes of G1 for some prime q different from p1, . . . , pu, we can write q = pu+1, note that
#
(
u+1⋃
i=1
Api
)
= u + 1
and use Lemma 2 with  = u + 1 to get a contradiction. Thus, this is not possible. However, it might exist a prime q,
such that all vertexes of Aq except for one of them are in G1. We then add this remaining vertex ofAq to G1, connect
this new vertex with one of the vertexes of G1 ∩Aq , and assign the label q = pu+2 to this new edge. Proceeding in
this way, at some point we can no longer add new vertexes. Let G be the maximal (in terms of vertexes) component
obtained in this way starting from G. It is a tree, say with v edges denoted G = {p1, . . . , pv}, and all its edges are
labeled with distinct prime factors of n. LetVG be the set of vertexes of G. A moment of reﬂection shows thatVG as
well as G are uniquely determined in terms of G (but not necessarily the positions of the edges). If i ∈ E\VG, then
ai is a multiple of p, for every prime p in G, and if p is a prime not in G, then there exist at least two vertexes in
Ap\VG. It is clear that v(n). Let us show that, in fact, v(n)− 1. Indeed, for if not, then 2 appears as an edge.
In particular, all odd elements are inVG. Since there are 2(n) even elements, but an odd number of them, we get
that in fact there are 2(n) − 1 even elements, so at least n +(n) − 2(n) + 1 odd elements.Since this number is
v + 1(n) + 1, we get
n + (n) − 2(n) + 1(n) + 1,
therefore n3(n) − (n)2(n), which is impossible. Thus, #VGv + 1(n).
We now take G1, . . . ,Gs be all the components at level 1 containing {1, . . . , k}. Start with G1 and create G1. This
graph G1 is connected, and it is clear from the construction that if it has non-empty intersection with Gi for some i > 1,
then it contains it. Assume that G1 contains G2, . . . ,Gt , and is disjoint from Gt+1, . . . ,Gs . We then relabel Gt+1 as
G2, and construct G2 by the above procedure. Note that since all points outside VG1 correspond to elements ai such
that p | ai for all p ∈ G1 , and the same is true for G2, it follows that while the graphs G1 and G2 might not be disjoint,
their sets of (levels for) edges are. Continue in this way, until we have created G1, . . . ,Gw, such that E is covered by
the union of their vertexes. As we have seen, 2 is not an edge in any of these graphs.We now take look at the connected
components.An appropriate use of Lemma 2 together with the observation that Gi are disjoint for i=1, . . . , w, shows
that each connected component is itself a tree. Since k is odd, there must be one connected component containing an
odd number among the members of E. Let G be such a component. We saw that k1 = #VG(n). We then takeI to
be a subset ofT\VG which contains all the k − k1 even elements of E\VG. The number of such even elements is
even. We may then extendI to a setJ with n elements inT\VG, such that it has the further property that if p /∈ G,
then #(J ∩Ap)2. To see that this can be done, note that n has at most k2 = (n) − (k1 − 1) prime factors not in
G, so we only need that
(k − k1) + 2k2n.
But
k − k1 + 2k2k − k1 + 2((n) − (k1 − 1)) = 2(n) + k − 3k1 + 2
2(n) + k − 12(n) + (2(n) − 1) − 1
= 4(n) − 2n
(here, we used the fact that k11). Equality can be obtained only if k1 = 1 and k2 = (n) − (k1 − 1) = (n) = 3,
which is absurd because G must contain at least one edge. Thus, if we putM=A↓J, thenM has the properties that
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every element inM is a multiple of p for all p ∈ G, it has an even number of odd elements, and ﬁnally #Mp2 if
p /∈ G. By Lemma 1 with n1 =n/d , where d =
∏
p∈Gp, we get that there exists xM ∈ (Z/n1Z)
n such that (3) holds.
It is clear that this x can be lifted to an element, denoted still x, which is in (Z/nZ)n, and it is also clear now that (1)
holds for such choices ofM and x, which is a contradiction.
Case 2: Assume that all of them are even.
Here, we will only brieﬂy sketch the argument since it is similar to the one used in Case 1. Assume now that
O = {1 in + (n) : ai ≡ 1mod 2} is the set of indexes of odd values, and put k = #O. Clearly, k2(n). We
may assume that O= {1, . . . , k}. The only interesting case is when k is odd, and for each i ∈ O there exists p | n with
i ∈ Ap and #Ap = 2. We now construct again the connected graphs Gi for i = 1, . . . , s, the union of whose sets
of vertexes contains {1, . . . , k} as in the preceding case with the only amendment that only odd primes are taken into
account (as labels of edges). As before, we may assume that each Gi is an tree. If s > 1, there exists Gi which contains
an odd number (but not all) of the vertexes from O. Let i = 1. As in the concluding argument from Case 1, we may
then construct a setJ of n vertexes disjoint from the vertexes of G1 satisfying conditions (2) and (3) from Lemma 1,
to insure the existence of a suitable solution x to Eq. (1) forM =A↓J. Finally, when s = 1, we then note that G1
contains the #VG1 − 1 odd primes (as edges), and furtherA2 ⊂VG1 , therefore we may apply Lemma 2 to = #VG1
to get the contradiction.
The theorem is therefore completely proved. 
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