Abstract-This paper proposes a technique to extend the lifetime of a wireless sensor network through a combination of energy management and information control. Each sensor node locally decides its own network involvement as a result of balancing available energy resources with the information content of each packet. The information content is ascertained through a system of rules which describe prospective events in the sensed environment. These rules specify when reporting should occur, and the importance of each packet. While energy management and information content have been individually considered elsewhere, our technique utilizes a combination of both to incur greater benefits. Results obtained from a simulation depicting an industrial Wireless Sensor Network (WSN) monitoring a water pumping station have shown that a considerable increase in lifetime and connectivity can be obtained. In addition, when coupled with energy harvesting, our technique permits sustained operation.
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I.
INTRODUCTION
A Wireless Sensor Network (WSN) typically consists of a number of small, inexpensive, locally powered sensor nodes that communicate detected events wirelessly via multihop routing [1] . WSNs are continuing to receive an increasing research interest, largely due to the wide range of suitable applications, including environmental monitoring [2] , military [3] , and education [4] . A 1-4244-0376-6/06/$20.00 }2006 IEEE requesting data from a subset of the nodes [10] . The third method is for the sensor node to decide locally when events should be reported. This is the method that RMR uses.
Before deploying a network, the designer creates a set of rules describing differing events that can be detected in the sensed environment. These rules include threshold rules (the sensed value crosses a preset value), differential rules (the change in the sensed value is larger or smaller than a preset value), feature rules (a pattern or feature is noticed in the sensed value), periodic rules (periodically, every t time), and routine rules (a packet of that importance or higher has not been sent for a period of time fig. 1 ). In the simulated scenario, each pump operates once daily for a random period of time, with an ambient temperature of 25°C, and an operating temperature of 50°C [12] . Sensors are duty cycled, inspecting the pump every five minutes. The simulation is run over a period of five days. During pump operation, mechanical vibrations occur locally, allowing 0. 1mW of harvested power to supplement the nodes' batteries (calculated from a pump vibrating at 25 milli 'g' -where g is 9.81m/S2 [12] ). While the pump is inactive, no energy is harvested. The energy figures used equate to the nodes being powered from a 1.2F super-capacitor, and consuming around 35mW to transmit. The network was simulated using an in-house simulator (WSNsim) developed as part of this research ( fig. 1) fig. 2 .). The routing algorithm currently implemented in WSNsim is flooding, due to its inherent simplicity. We believe that advantages proposed by IDEALS/RMR can be applied to a wide range of different routing algorithms, and this is a direction of future investigation. A low-power receive radio transceiver is used to limit effects of packet flooding. Energy harvesting can be modeled in WSNsim using a mathematical representation, tabulated data, or a combination of both.
When IDEALS/RMR is active, reporting rules are defined as shown in table 1. These rules were created by inspecting the normal operating conditions of the pump, and anticipating various possible faults of varying importance. 1-4244-0376-6/06/$20.00 }2006 IEEE While successful operation relies on the careful selection of parameters such as reporting rules and MP/PP thresholds, we believe that it should be a simple process to a designer having knowledge of the target application. fig. 1 ) is monitored, as it plays a critical role in network communications, and has the average number of neighboring nodes (four). By looking at an individual sensor node as opposed to the average of all nodes, we can inspect how the localized algorithms operate.
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IV. SIMULATION RESULTS
A. Normal Operating Conditions
The normal operation data represent the case where all pumps and nodes are operating correctly. The data were generated using random pump on times and durations, with exponential growth and decay. These data were simulated to investigate the lifetime extension that is possible through the use of IDEALS/RMR, under normal conditions. 1) Node Energy Levels. Fig. 3 shows the energy levels of node-08 for the duration of the simulations, where '1' means that the node's energy reserve is full, while '0' means it is depleted. It can be seen that in simulation 'a', node-08 depletes its energy reserve after around nine hours, as it is sending a packet every five minutes. When energy harvesting is enabled (simulation 'b"), the node receives sporadic energy increases. In simulation 'c', the energy level of node-08 does not deplete in a linear fashion. This is because of the threshold/priority system that IDEALS introduces, and is explained in greater detail in the controlled simulations of [ 1] . RMR has provided a significant extension in the lifetime as it has differentiated between events and redundant data. Finally, in simulation 'd' IDEALS/RMR has been enhanced by energy harvesting, and suggests the possibility of sustained operation. 2) Packet Success. Fig. 4 shows the packet success statistics for node-08. This graph shows the packets (depicted by grey dots) that were transmitted from node-08 and successfully received by the base station. Packets that were sent by the node, but not received by the base station (due to a lack of network connectivity) are not shown. In simulation 'a' packets are generated every five minutes for 5 hours 25 minutes, after which no more packets are received by the base station. This short lifetime is due to the sending of regular (often redundant) data. Simulation 'b' sees packets received sporadically for the duration of the simulation due to intermittent energy harvesting. The sporadic nature does not provide a reliable and dependable network -for example, the pump turning on and off during days three and four are not reported. At the beginning of the simulation c), node-08 has a full energy reserve, and so any event is reported (this can be seen as many packets are sent during the first 12 hours). However, towards the end of the simulation, the energy in the node's reserve has significantly reduced, and the node is operating in power priority 1 (PP1). Because of this, only the most important packets (of MP1) are transmitted and successfully received by the base station. In simulation 'd', an abundance of packets have been successfully received for the entire duration of the simulation. IDEALS/RMR has balanced the node's energy resources and the information content of packets to convey an accurate representation ofthe pump to the base station.
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B. Fault Conditions
The fault data is used for the case where multiple pump and sensor faults occur during the simulation. Faults (shown in table 2) were added to a basic set of data (generated in the same way as normal conditions) to determine how the network reacts to an influx of packets, and if RMR accurately portrays the events to the base station.
1) Node Energy Levels. Fig. 5 shows the energy levels of node-08 for the duration of the fault simulation. The simulations featuring IDEALS/RMR demonstrate that the nodes adapt energy usage depending on occurring events, and so a greater energy depletion occurs around areas of faults to ensure that the base station is notified. In particular, the overheating pumps have caused a 50o drop in energy level in simulation 'd' because everv reserve. In 'b', the ability to report events is random, dependant on sporadic energy increases from harvesting. In simulations 'c' and 'd', IDEALS/RMR has managed the network to allow both faults to be reported, while harvesting in 'd' has permitted reporting with greater resolution.
V. CONCLUSIONS
In this paper, we have introduced IDEALS/RMR, which operates locally upon a combination of information control (assessed through a custom set of rules describing the sensed environment) and energy management (balancing residual energy and energy harvesting with packet importance). We believe this has not been considered before. The results obtained from simulating a scenario where a WSN is used for temperature monitoring in a water pumping station have highlighted the ability of IDEALS/RMR to control the degradation of the network (providing an extension in the lifetime), and to report specific faults. IDEALS/RMR has provided a significant increase in the lifetime, and when coupled with energy harvesting, permits perpetual operation.
