This paper proposes a new approach for classifying ground moving targets captured by pulsed Doppler radar. Radar echo signals express the Doppler effect that moving targets produce. A learned feature representation extracted from spectrogram images using a transfer learning paradigm is proposed. A discrimination power analysis that derives highly discriminative features used to train a robust classifier was conducted. The extensive experiments performed on the public RadEch dataset show that the proposed method produces a significant boost in performance when compared to other state-of-the-art methods.
I. INTRODUCTION
Target classification is one of the most demanding tasks of radar signal processing. This classification task can help radar operators understand the nature of a target: its source and activity [1] . Originally, to classify targets, a radio operator listened to the audio signals that the radar received. Audio signals are formed due to the Doppler frequency shifts of moving targets, producing unique sounds that trained operators can recognize. However, this approach introduces inconsistent and slow classification, unsuitable for real-time operations [2] . Thus, radar-using organizations, especially the military, need robust, reliable, and modular target recognition and classification algorithms to improve classification efficacy and efficiency. Automatic Target Recognition (ATR) algorithms are now gradually replacing human-based target recognition, providing not only reliable and objective knowledge-based classification but also a cost-effective alternative by reducing human involvement in such tasks.
Doppler radar is widely used to detect, track, and classify moving targets, because radar suppresses stationary targets and minimizes clutter. Moving targets introduce frequency The associate editor coordinating the review of this manuscript and approving it for publication was Wei Liu .
shifts due to the time-varying delay between the target and the radar. The main frequency changes resulting from the targets' main movement are called Doppler shifts [1] . Other, smaller moving parts of the target introduce additional frequency shifts. These additional shifts create micro-Doppler signatures that can record unique characteristics about the targets' nature and activity. As a result, these micro-Doppler signatures can be an effective feature for classification [3] .
For example, human activities, such as walking, running, and crawling, have unique micro-Doppler patterns. Torso movements produce the main Doppler shifts, while arm and leg movements produce micro-Doppler shifts. This results in periodic patterns that radar operators can analyze and then classify [4] , [5] . Rotational blades in helicopters, rotational antennas on ships, and vibrational engines in vehicles also create classifiable micro-Doppler signatures [3] , [6] . To analyze and visualize these signatures, several researchers have used time-frequency analyses, which spectrograms usually illustrate [7] , [8] . Thus, spectrograms can clearly represent time-varying micro-Doppler changes.
Most proposed ATR approaches are based on conventional handcrafted features extracted from echo signals. Examples of handcrafted features include the central Doppler frequency and the width of the spectral band [7] , cepstrum VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ coefficients [9] , [10] , cadence frequency [11] , cadencevelocity diagrams (CVDs) [12] , and time-velocity diagrams [13] . For the last method, [14] , Perisco et al. proposed a computationally efficient variant by using Krawtchouk moments. The authors also proposed, in the same work, a more elaborated approach, integrating the Gabor filters, and assuring a better trade-off between the accuracy and the computational load. In a subsequent work, the method in [13] was validated on target recognition applications related to ballistic targets [15] and in-home walking activities [16] .
In [17] , an image-based approach was used with time-frequency domain signals. By treating those signals as images and by applying Gabor filters, edge features were extracted and used for classification. Similarly, [18] applied Log-Gabor filters to extract features from time-frequency domain signals. Researchers also used features based on higher-order spectral processing extracted from Doppler echo signals [19] , [20] .
One of the main drawbacks of conventional methods is the significant domain knowledge required to extract meaningful features, and the low scalability of these features in different domains. Convolutional neural networks (CNNs) are stateof-the-art computer vision and speech recognition applications [21] , [22] . A CNN is a deep-learning architecture that comprises several layers, and applies convolution filters on input images in a sliding window style to extract and learn features. Those learned features allow a CNN to be an endto-end classification approach that outperforms conventional handcrafted feature-based classification approaches.
The use of CNNs to learn features has overcome the issues of scalability and generality, as CNNs learn features automatically, in a layer wise fashion, and with different levels of abstraction. CNN-based approaches have been proven to perform outstandingly in radar target classification [23] , [24] . In [23] , a pre-trained CNN approach was 97.6% accurate in classifying radar signals of humans among other targets, such as dogs, horses, and cars. The approach was also 90.9% accurate in classifying human activities, such as walking, running, crawling, and boxing. Another approach used the pre-trained GoogleNet model, reaching 100% accuracy when classifying two types of drones via Ku-band radar; the images used for the CNN were a merger of spectrograms and CVDs, as each can provide valuable features [25] . In [26] , a finetuned pre-trained CNN classified echo signals of human aquatic activities via Doppler radar, providing classification accuracy of 80.3% for five aquatic activities. That paper also reported 45.1% accuracy when using the feature-based approach and 66.7% accuracy when using the CNN trained from scratch with the radar dataset.
In [24] , a simple CNN was trained by simulated and augmented high range resolution profiles to distinguish between eight targets in multistate radars. The paper compared the performance of the CNN with a conventional handcrafted features approach to show that the CNN was better, even at low Signal-to-noise ratios.
In [27] , Seyfiouglu et al. compared the performance of two CNN initialization approaches: transfer learning with VGG and GoogleNet, and unsupervised pre-training. For the latter, they proposed a deep learning architecture, consisting of a three-layer deep convolutional autoencoder (CAE). The authors proposed the elegant idea of performing unsupervised pretraining of the network for better feature learning, in the first stage, then substituting the deconvolution part with two fully connected layers and Softmax to boost the classification accuracy. The methods were applied on an in-house micro-Doppler dataset of human gait activities spanning 12 different classes of human activities. The transfer learning approach outperformed the unsupervised pre-training and a randomly initialized CNN by 10% and 25%, respectively. In this work, they also use the spectrogram images as an input in CNNs. In a subsequent work and on the same dataset [28] , they confirmed the performance superiority of the proposed CAE over conventional classifiers employing hand-crafted features. In a recent work, Seyfioglu et al. [29] addressed the problem of data scarcity of radio frequency signals, caused by the costly resources required to obtain such signals. In this work, the authors proposed a new scheme for generating diversified radar micro-Doppler signatures using Kinect-based motion capture simulations. With the residual transfer learning, this approach also has the merit of allowing the use of deeper neural networks without compromising accuracy. This paper proposes a deep learning approach for ground moving target classification based on transfer learning. Our approach uses a pre-trained CNN model for feature extraction only. This was done by extracting the features from one CNN layer and then training a standard classifier. The main motivation for using a transfer learning approach rather than designing and training a CNN from scratch was the huge datasets and computational power required to train a CNN from scratch to develop a good solution. Transfer learning is perfect for applications with limited annotated datasets, which is the case with public radar datasets [29] . Transfer learning uses the knowledge learned in pre-trained CNNs by transferring their weights and parameters to be used with targeted datasets [30] . The scope of the present work is closer to [27] , [28] . However, the focus is on the usage of CNNs as feature extractors given their generalization capacity for different recognition tasks as pointed out in [31] , and on the investigation of the feature selection scheme based on an extensive discriminative analysis of the set features derived from the various network layers.
The following original aspects distinguish this contribution:
• Using pre-trained CNN models for feature extraction from radar spectrogram images. The proposed method is the first attempt to classify signals in the RadEch database [7] using CNN-based features representation.
• Elaborating discriminative analysis to select the best-learned features while reducing the representations dimensionality.
• Validating the proposed method with all 8 classes in the RadEch database, contrary to published work, [13] , [32] , [33] , which used a selected number of classes in their validations. Preliminary studies of this work appeared in [34] , [35] . The present paper provides an extensive elaboration of all the research aspects, including the approach, the methodology, and the experimentation in which validation schemes are reviewed and a full ablation analysis is provided.
The remainder of this paper is organized as follows: Section 2 is an overview of the approach; Section 3 explains the methodology; Section 4 presents the dataset used. Section 5 discusses the experimental results. Section 6 concludes the paper.
II. APPROACH OVERVIEW
The proposed approach, illustrated in Fig. 1 , can be divided into three main stages: 1) data pre-processing, 2) feature extraction, and 3) classification. During data pre-processing, the echo signals received by the radar were transformed from time-domain to time-frequency domain signals (Section. III-A). Then, time-frequency domain signals in the form of spectrograms were used as input images for the CNN model (see spectrogram image in Fig. 1 ). In the approach, standard CNNs (i.e., AlexNet, VGG16, and VGG19) were used as feature extractors. This method falls under the transfer learning paradigm (Section. IV-A), in which CNNs pre-trained on large image datasets (thus, have their weights initialized) are used in another domain application not as a classifier but as features extractors. In this process (see Fig. 2 ), CNN operates in forward propagation, in which the spectrogram image propagates across the different layers of the network allowing features to be derived at any layer. These features exhibit different levels of abstraction depending on the layer depth. Features from the first (shallow) layers tend to be generic, whereas their counterparts extracted from the end (deep) layers tend to be more specific to the training dataset. The set of features derived from a given layer for the domain application dataset are used afterward to train a standard classifier (Section IV-D). The proposed approach used the support vector machine (SVM) and Softmax classifiers.
III. METHODOLOGY A. DATA PRE-PROCESSING
In ATR, the main goal of radar signal processing is identifying the desired target signal information and minimizing the presence of clutter and noise in the received echo signal. Fig. 1 shows an example of a generic radar signal processing flow. After passing through the receiver and the Analog/digital converter, the received signal gets to the beamforming stage. Beamforming is the process of combining different phase centers produced by antenna array elements to form a directive gain pattern. Then, the signal gets to the pulse compression stage that combines the high energy of a long pulse width with the high resolution of a short pulse width, resulting in a higher range resolution and a higher signal-tonoise ratio (SNR). Clutter filtering and Doppler processing are similar stages in which the signals are filtered based on the Doppler effect. In the clutter filtering stage, stationary signals are considered as undesired clutter, and they get filtered out. In Doppler filtering, the velocities of moving objects are estimated, which can help separate targets from one another. All the previous stages are considered to be signal conditioning stages, as they prepare the signal for the most challenging stage of radar signal processing, which the target recognition. However, the echo signal in its time-domain representation does not reveal much about the characteristics of the signal and its Doppler shifts. The the time-domain echo signals are converted into compact and informative representation, namely the spectrogram. The spectrogram is a time-frequency representation that embeds distinctive micro-Doppler signatures of different targets. Encoding the spectrogram in an appropriate image format, as we will describe later, allows the use of a pre-trained convolution neural network in the classification stage (see Fig. 3 ). A spectrogram is represented in a two-dimensional structure: One axis represents time, and the other axis represents frequency. Using a 2D array format, the amplitude of a particular frequency at a particular time can be mapped to a gray level or to an RGB color map, thus obtaining an image representation of the spectrogram. To generate spectrograms, the short-time Fourier transform (STFT) must be computed for the discrete time-domain signal (x[r]). The STFT is obtained as follows:
where n is the discrete time index, k is the discrete frequency index, R is the number of signal samples, N is the number of points to calculate the discrete STFT, and w[n] is the window function. The spectrogram function is the squared magnitude of the STFT. Thus, the spectrogram is obtained by breaking the discrete echo signal into overlapping intervals centered at the instant n, and then the Fourier transform is applied to each interval to calculate the amplitude of the frequency spectrum. Each interval corresponds to a vertical line in the spectrogram image, representing a measurement of magnitude versus frequency for a specific moment in time (n).
In the proposed approach, some of the parameters of the spectrograms' computation were kept the same as the RadEch documentations parameters: A sampling frequency f s = 4 kHz, a number of samples R = 16000, a signal duration of 4 s. For the window function, Kaiser window was used with a length of 256 samples and 50% overlap. The number of points is set to N = 1024. Fig. 3 shows an echo signal and its corresponding spectrogram. The vertical axis of the spectrogram represents the Doppler frequency, while the horizontal axis represents the time. The amplitude is illustrated with a color map, in which the dark red represents the highest intensity. The spectrogram is saved, however, as a gray-level image. Each spectrogram image is duplicated across the three channels of the CNN after scaling it to the corresponding input size, namely, 227 × 227 for AlexNet and 224 × 224 for VGG16/VGG19.
IV. CONVOLUTIONAL NEURAL NETWORKS
A CNN is a multi-layered artificial neural network that can function as an end-to-end classifier. Basically, a CNN applies convolution filters to an input to automatically extract features that are used to train and test the CNNs. The main goal of a CNN is to understand the relations between the inputs and outputs, and to adjust the filters' weights and parameters accordingly, using backpropagation algorithms [36] . Backpropagation is an iterative process of initializing and adjusting the weights in the training process to minimize the cost function in feedforward neural networks [37] . Furthermore, a CNN comprises four main layers: convolution, activation, pooling, and fully connected layers. In the convolution layer, a convolution filter is applied to the input image by sliding the filter over the image spatially. At each window slide, element-wise multiplication occurs between the filter values and the image pixel values. The values are then summed, leading to one value that takes a place in the created activation map. Thus, the activation layer usually follows the convolution layer. This layer applies a non-linear activation function to the activation maps to introduce non-linearity to the CNN. The rectified linear unit [38] is mostly used in the activation layer. Next, the pooling layer is a downsampling layer that operates over each of the activation maps independently to create smaller activation maps spatially. Finally, at the backend, the fully connected layer is a multi-layer perceptron network with neurons that connect to the entire input volume. The fully connected layer takes the feature map from the previous layer and creates an output of an N -dimensional vector, where N is the number of classes.
A. TRANSFER LEARNING
Transfer learning is the process of transferring knowledge from one domain to another. Transfer learning can be very effective when used with a large dataset in a certain domain that facilitates a successful training process for the classification model. In this experiment, the training gained in this model was exploited in a different domain that did not necessarily have a large enough training dataset [39] . In the CNN context, transfer learning can be used in two ways: fine-tuning or feature extractor. With fine-tuning, minute adjustments are performed on the parameters of a pre-trained CNN model to achieve better performance with the newly targeted dataset. These adjustments can be performed on either all the layers of the pre-trained CNN or only the last layers (keeping the first layers fixed). Using a CNN as a feature extractor (also known as the reuse mode) is to access the features of a given layer, then using them to train a classifier (e.g., SVM or Softmax).
We explored three standard architectures-AlexNet [40] , VGG-VD16 (VGG16), and VGG-VD19 (VGG19) [41] in a reuse mode rather than a fine-tuning mode, using features extracted from CNN architectures as a starting point for the subsequent classification task. This option ensured a full relief of any training that the fine-tuning would need. 
B. AlexNet
AlexNet has eight layers: five of which are convolution layers; three are fully connected layers (see Fig. 4 ). We used AlexNet as a feature representation network by extracting features from the convolution layers (i.e., Conv1, Conv2, Conv3, Conv4, and Conv5) and the fully connected layers (i.e., FC6, FC7, and FC8). The Softmax classifier followed the last fully connected layer, and the input was 227 ×227 RGB images.
C. VGG
VGG takes the fixed size of a 224 × 224 RGB image as the input. Two versions of VGG are mainly used: VGG16, which has 16 layers, and VGG19, which has 19 layers, as illustrated in Fig. 4 . VGG19 is considered a deeper network, with more convolution layers. The size of the convolution filters in the VGG network was fixed at 3×3. The Softmax classifier followed the last fully connected layer of the two VGGs. Features can be extracted from any of the 16 layers of VGG16 or the 19 layers of VGG19. In this work, features were extracted from the layers Conv4 i and Conv5 i (i = 1:4), as well as the layer FC i (i = 1:3).
D. CLASSIFICATION
After the features were extracted from the CNNs, the next step involved training a classifier with these features. Two standard classifiers (i.e., SVM and Softmax) were used for each of the CNNs' selected layers. The goal was to discover which classifier performed better with the dataset and which layer-classifier combination was optimal, resulting in the best classification accuracy.
1) SVM
For each class in the RadEch dataset, a discriminative model was learned. For this purpose, a simple binary SVM classifier (i.e., 1 vs. rest) was trained. Specifically, to learn the model parameters of one class, feature encoding for that class was considered the positive class, whereas the encodings of the remaining classes were considered as the negative class. A binary SVM classifier was then trained to learn the hyperplane that optimally discriminates the two classes:
where t = {1,-1}, x represents the feature vector, w is the vector defining the parameters of the separation hyperplane, and C corresponds to the penalty parameter. This last parameter controls the trade-off between the speed of the training and the number of support vectors. Following this procedure, a set of model parameters, w i : i = 1 . . . m, were learned, where m is the number of classes (i.e., eight). These were then combined into a multiple-binary SVM.
2) SOFTMAX
Softmax is the most commonly used classifier with CNNs. Most CNNs add Softmax as the last layer in their structure to perform the classification task. Softmax takes the raw class scores and normalizes them to sum to 1, resulting in normalized class probabilities. Softmax uses the cross-entropy loss function, in which the loss looks at the ground truth class in the training set and tries to make the corresponding probability of that class as high as possible. The cross-entropy between the true class distribution (p X ) and the estimated class distribution (q x ) can be defined as follows:
where m is the number of classes. The probability of each class is defined as follows:
where q x is the unnormalized class scores from the layer before Softmax. Compared to the SVM classifier, Softmax gives more intuitive outputs, as it provides probabilities for each class rather than scores.
V. EXPERIMENTS
The effectiveness of the proposed approach was demonstrated through extensive experiments conducted with the RadEch database. This database was chosen for documentation clarity, and for the various publications that have been used and validated it.
A. RADECH DATASET
The Military Academy, Belgrade, Serbia, published the RadEch database [7] . The instrument used to collect information was a Ku-band pulsed Doppler ground surveillance radar that operated at 16.8 GHz. Automatic target detection and tracking had been performed on the radar returns. The RadEch dataset has, in total, 452 records of eight ground moving classes: a person walking, a person running, a person crawling, a group walking, a group running, wheeled, truck, and clutter. For each of the moving target classes, two directions of movements occurred: toward or away from the radar. Table 1 presents the number of database records for each class. Fig. 5 shows the hierarchy of the dataset and the number of records available for each class and sub-class. The dataset comprises 452.MAT files of radar echo records. Each record has a duration of 4 s and can be played as an audio file to analyze the Doppler effects of different targets. The amplitude of the records varies between −1 V and +1 V, with a sampling rate of 4 kHz.
B. ABLATIVE ANALYSIS
We conducted an ablative analysis to investigate the following: (i) the discrimination capacity of the learned features across the different network layers; (ii) the performance comparison between AlexNet, VGG16, and VGG19; and (iii) the performance of the SVM vs. Softmax classifier.
To compare the discrimination capacity of the features of the different layers in the network architecture (point (i) above), we used a Fisher's linear discriminant-like criterion. Given a feature vector (V) of length n V , derived from a layer (L) in the trained CNN, the discrimination power of feature ξ L r , r = 1 : n V was defined as follows: (5) where N C is the number of classes in the RadEch dataset, and (µ i , µ j ) and (σ i , σ j ) are the mean and standard deviation, respectively, of feature ξ L r computed for a pair of classes:
i and j. The larger the criterion J , the higher the discrimination capacity of feature ξ L r . For a given layer in the network and for each RadEch class, all the output feature vector samples were computed. Then, for each element (i.e., feature ξ L r ) in the vector, criterion J was computed according to Eq. (5). The different criteria computed for each feature were then ranked and displayed together for the different layers to be visually and quantitatively compared. This task was performed for the AlexNet and VGG19 networks only, as VGG19 encompasses all VGG16 layers. In addition, for the AlexNet and VGG19 networks, many elements in the feature vectors were expected to have a zero value due to the large sparsity of the weights in the network layers [42] . Therefore, these zero-valued features were detected and removed from each feature vector before criterion J was computed. Fig. 6 depicts criterion J for the top 1000 features, plotted in decreasing order, for the different tested layers in the AlexNet and VGG19 networks. For AlexNet, the plots in Fig. 6 clearly show two separate clusters reflecting disparate discrimination powers. The first cluster, which was higher than the second, included three convolution layers (i.e., Conv3, Conv4, and Conv5) and two fully connected layers (i.e., FC6 and FC7). The second cluster contained two convolutions layers (i.e., Conv1 and Conv2) and one fully connected layer (i.e., FC8). This result indicates that the middle layers (i.e., Conv3-FC7), which composed the first cluster, achieved the best trade-off between the generality and high transferability of the basic features and the specificity of the advanced features. In the second cluster, the shallow layers (i.e., Conv1 and Conv2) seemed to be too generic, while the last fully connected layer (i.e., FC8), showing the lowest discrimination power, seemed to be too specific to the original training dataset, and thus, had little applicability to target classification in the RadECh database.
A question might be raised why all the layers are considered in the ablative analysis, knowing that, generally, features at the deepest layers tend to be more discriminative [31] . Most, if not all, the studies that analyzed the performance of the CNNs as featured extractors considered photometric image datasets representing classes of objects (e.g., the Ima-geNet dataset). The spectrograms represent a different category of images that incarnate a feature representation (the outcome of the convolution operations, see (1) ), rather than a piece of object information. Therefore, considering all the layers in our ablative analysis seemed more methodological.
Referring to the AlexNet results, the shallow layers were discarded in the subsequent analysis for the VGG network, and the focus was on the middle and deep layers, starting at Conv4 1 . The plot of the J criterion did not show clear clustering, as it did for AlexNet. This was expected, as the lower layers were excluded. However, the last fully connected layer (i.e., FC8) showed the least discrimination power, being below the other layers. The upper J criterion of the other layers formed nearly a continuous spectrum, stretching from the top-performing layer, Conv5 2 , down to FC7. In addition, all the fully connected layers (i.e., FC6 and FC7) performed the worst.
Furthermore, for both AlexNet and VGG19, the plots of the J criterion showed that the layers, discriminative capacities seemed to be stabilizing by the 1000th feature. This incites to consider the first best 1000 features from each layer to improve the training efficiency of the subsequent classifiers.
To provide exposure on the correlation aspect between the inter-class samples and the intra-class samples for the layers features, we report in Fig. 8 the correlation coefficients matrix (top) and the T-distributed stochastic neighbor embedding (t-SNE; bottom) visualization for the AlexNet FC6 features. We can notice the distinction between the diagonal blocs(intra-class) and the off-diagonal blocs(inter-class) in the correlation matrix. The t-SNE is a nonlinear dimensionality reduction technique used for embedding high-dimensional data for visualization in a low-dimensional space of two or three dimensions, in which the distribution of the classes in this space reflects the extent to which they are similar or dissimilar. Fig. 8 (bottom) reports the t-SNE visualization in a two-dimensional space. We can notice that the clusters of the different classes exhibit compactness and separation to some extent.
To further investigate the features effectiveness, we conducted a series of experiments assessing the classification accuracy of the layers in conjunction with the SVM and Softmax classifiers. A multi-class SVM classifier with a polynomial kernel of order 3 was used. The SVM and Softmax classifiers were trained using the features extracted from the chosen CNN layers. The experimentation protocol was 10-fold cross-validation: The dataset was divided into 10 different folds, with 1 fold selected for testing and the rest selected for training 10 times. The classification accuracies obtained in the 10 trials were averaged to get the final classification accuracy of the chosen layer. When needed, each class was augmented by a few samples to bring the number of samples per class to a multiple of 10. The augmentation techniques that affect the shape and color of the spectrogram, such as rotation and cropping, were discarded as these transformations corrupt the semantics of the radar signal. Instead, new samples were generated by performing one vertical flip and circular shifts of the original echo signals in the time domain, then adding Gaussian noise. These transformations produce a signal representation embedding a genuine human activity and preserving the human motion integrity within their kinematic constraints. Afterward the spectrograms of the signals were converted into RGB images, where each color channel was normalized and reduced to the input size of each CNN used. Fig. 7 shows the spectrograms of an augmented signal. Table 2 depicts a compilation of the different classification rates for AlexNet, VGG16, and VGG19. The results show that, in general, Softmax performed better than the SVM classifier did with the CNN-extracted features. The classification results align to a great extent with the previous feature discrimination analysis. The middle layers showed the best classification results (e.g., Conv3 and Conv5 in AlexNet; Conv4 2 and Conv4 3 in VGG16, Conv4 3 and Conv5 2 in VGG19), while the fully connected layers (e.g., FC7 across the three networks) experienced a drop in classification accuracy. As mentioned, there is a trade-off between the basic transferable features at the shallow layers and the advanced, less transferable features at the deep layers. The experiment showed that the shallow features did not always give the best results, especially with the SVM classifier, as reflected in the poor performance of the AlexNet layers Conv1 and Conv2 with the SVM and the Softmax classifiers.
C. COMPARISON WITH OTHER METHODS
The proposed approach was compared with state-of-theart methods that used the same database and provided a full description of the processing pipeline from the feature extraction to the decision [13] , [32] , [33] . Not all methods experimented with all the datasets' eight classes. Across the methods, the validation schemes also exhibited some differences. For the sake of fair comparison, we report the experimentation protocols adopted in each method.
In [32] , three signal characteristics were used as descriptors: the energy, variance, and entropy derived from the time-frequency and time-scale analysis of the Doppler signals. Four classes were tested: 114 samples of a person performing different activities (i.e., walking, running, and crawling), 90 samples of a group performing different activities (i.e., walking and running), 48 samples of vehicles (i.e., trucks and wheeled), and 11 samples of clutter. They used an SVM classifier, with the dataset decomposed to 65% for training and 35% for testing. They reported a best classification rate of 93%, but the statistical validation of the classifier was not reported.
In [43] , a novel feature extraction algorithm based on the minimum covariance determinant (MCD) and robust principal component analysis was used to improve the classification performance. Five classes were tested: 60 samples of a person walking, 60 samples of a person running, 18 samples of a person crawling, 50 samples of a group walking, and 50 samples of a group running. In their validation scheme, the authors adopted a split of 70% and 30% for training and testing, respectively, using the Monte Carlo technique for the statistic evaluation of an SVM classifier. Their average classification result was 94%.
In [13] , a variety of pseudo-Zernike moment-based features were used with an SVM classifier. Five classes were tested: 99 samples of a person walking, 71 samples of a person running, 18 samples of a person crawling, 124 samples of a group walking, and 50 samples of a group running. They adopted an experimental validation and protocol identical to [43] , and they reported a classification accuracy of 95.8%.
In [33] , two feature extraction techniques were used: The first was time-frequency distribution-direction features (TFD-DF); the second was time-frequency distribution/singular values decomposition/Fourier transform (TFD-SVD-FT). They used a Bayesian-like classifier based on the Gaussian mixture model (GMM) and an SVM classifier. They also used all eight classes of the RadEch database, and adopted a 10-fold cross-validation scheme. With the GMM classifier, they obtained an average classification accuracy of 93% and 95.69% for TFD-DF and TFD-SVD-FT, respectively, versus 92.63% and 95.97% with the SVM classifier for TFD-DF and TFD-SVD-FT, respectively.
For this experiment, all 8 RadEch classes were considered, and we adopted 10-fold cross-validation, which provides a nearly unbiased estimate of classifier performance when compared to the Monte Carlo technique [44] . This allowed to compare our method with [33] . To compare with [13] , [32] , [43] , we conducted another trial with a 70% training, 30% testing protocol (as in [13] , [43] ), assuming that the 65% training, 35% testing protocol in [32] was similar. Table 3 provides a comparative summary of the proposed method with previous methods in terms of classes, features, classifiers, protocols, and the results together with those obtained in this paper. In the last column we reported the computation time for the different methods. This information could not be found for methods [32] and [13] . The results showed that our method achieved the best performance in both protocols, reaching a top accuracy of 98.51% and 98.43% with VGG19-Conv5 2 -Softmax for the 10-fold cross-validation and 70%-30%, respectively. Regarding the computation time, the proposed method scored better than [33] yet it is far below its counterpart in [43] . As we will explain later in the next section, the main reason of the low computation performance of the proposed method is due to modest computing platform used in the experimentation, and which is not meant for real-time processing.
D. EFFICIENCY PERFORMANCE
Real-time deployment for target classification is a key component of radar-based systems. In this section, some light on the capacity of the proposed networks to meet this condition is shed. In a deep learning network(DNN), the efficiency performance is measured in terms of the inference time, also referred as a latency defined by the network's end-to-end response time. Recently, several works [45] , [46] analyzed different computational cost aspects of DNNs, including among others, the latency. The study in [46] assessed the performance of a large number of DNN architectures (including AlexNet, Vgg16, and VGG 19) on two hardware platforms with very different computational capacities: a workstation equipped with an NVIDIA Titan X and an embedded system based on an NVIDIA Jetson TX1. Interesting findings came out from this study: i) The recognition accuracy does not increase as the number of operations increases. ii) There is not a linear relationship between model complexity and accuracy. iii)Almost all models are capable of super real-time performance on a high-end GPU, while only some of them can guarantee it on an embedded system. Table 4 depicts the latency figures for the (AlexNet, Vgg16, and VGG 19) on these two platforms, as reported from in [46] , together, for comparison purposes, with those obtained with the machine used in the present stufy(HP Z840, Intel, 2 × Xeon CPU E5-2620, 2.1GHz, 32 GB RAM). Considering that real-time deployment requires a latency time below 200 ms, the proposed method with the current computing platform does not meet this requirement. This limitation makes our approach not competitive, in terms of real-time deployment, with other Table 3 , and two hardware platforms NVIDIA Titan X, and NVIDIA Jeston TX1, for AlexNet, VGG16, and VGG19).
methods, such as [29] , [43] . However, this issue can be addressed via several measures. In addition to increasing the computational power (e.g., by using dedicated GPU cards), we can use pruning techniques to accelerate the performance of the deep learning networks further. Pruning reduces, on average, 10 × the number of parameters for the AlexNet and Vgg-16 [47] . Referring to the finding mentioned above, i) and ii) this reduction is not expected to compromise the accuracy of the proposed method. This aspect will be investigated in a future work.
VI. CONCLUSION
In this paper, a novel paradigm for target detection in micro-Doppler radar signals was presented. The use of AlexNet, VGG16, and VGG19 CNNs in a transfer learning mode was proposed to extract learned feature representations from micro-Doppler radar signals spectrograms. An extensive ablative analysis was conducted and revealed the performance behavior of the extracted features across the different layers of the CNNs. This analysis also allowed for a discrimination-based selection of the best features to reduce the representation dimensionality while enhancing target detection accuracy. Moreover, a comprehensive comparison with other state-of-the-art methods using the same RadEch databases was performed. The proposed method performed the best, reaching a maximum classification rate of 99.95%. The main aspects contributing to this superior performance are as follows: 1) the great capacity of the learned features to generalize to different application tasks; and 2) the coupling of the proposed discrimination-selection scheme with the powerful Softmax classifier.
In future work, we plan to refine the proposed scheme and explore the extent to which it can perform the most fine-grained classifications, as represented by the 12 leafnodes in the database tree ( Fig. 5 ). Investigating also, how the proposed transfer learning approach can accommodate other types of targets such as warheads and confusing objects released by a missile during its flight [15] , and different recognition scenarios (such as distinguishing between aided and unaided gaits), will also be part of future work.
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