Abstract One of the most consequential impacts of anthropogenic warming on humans may be increased heat stress, combining temperature and humidity effects. Here we examine whether there are now detectable changes in summertime heat stress over land regions. As a heat stress metric we use a simplified wet bulb globe temperature (WBGT) index. Observed trends in WBGT (1973WBGT ( -2012) are compared to trends from CMIP5 historical simulations (eight-model ensemble) using either anthropogenic and natural forcing agents combined or natural forcings alone. Our analysis suggests that there has been a detectable anthropogenic increase in mean summertime heat stress since 1973, both globally and in most land regions analyzed. A detectable increase is found over a larger fraction of land for WBGT than for temperature, as WBGT summertime means have lower interannual variability than surface temperature at gridbox scales. Notably, summertime WBGT over land has continued increasing in recent years-consistent with climate models-despite the apparent 'hiatus' in global warming and despite a decreasing tendency in observed relative humidity over land since the late 1990s.
Introduction
sunlight on heat stress (Epstein and Moran) . T w alone has also been used as a simpler index of human heat stress in previous studies. For climate warming, a human health concern is that the core body temperature of humans is a fixed threshold (37°C or 98.6°F), whereas climate warming tends to elevate measures of heat stress, such as WBGT, over time. For WBGT, there is a resulting reduced differential between the ambient WBGT and the human skin temperature. During periods of heat stress, the smaller this differential, the more difficult it becomes for the human body to cool itself during periods of exertion, or in extreme cases even while the body is at rest (Yaglou and Minard 1957) .
As practical illustrations of this issue, Epstein and Moran (2006; Appendix) present a review of health guidelines for working or exercising under various WBGT conditions. For example, U.S. military studies with heat-acclimated soldiers indicate that for a WBGT range of 25.6-27.7°C, sustained hard work performance for at least 4 h can be maintained using a cycle of 40 min work, 20 min of rest. However, if WBGT is~6°C higher (>32.2°C) the guidelines are much more stringent: cycles of 10 min work, 50 min rest. The American College of Sports Medicine (1984) recommends delaying/rescheduling distance running events, if WBGT exceeds 28°C. Physical activity and health for members of the general population, including the elderly, infirm, etc. would presumably be affected to an even greater degree.
The WBGT, wet bulb temperature, and dewpoint temperature all include both temperature and moisture influences on heat stress, similar to the heat index or apparent temperature indices (Steadman 1984) . The WBGT, wet bulb temperature, and dewpoint temperature are indices which, as they approach the human body skin temperature, signify increasing difficulty for the body to cool itself down. The apparent temperature or heat index is, in contrast, a Bfeels-like^index, where the temperature index is elevated above the regular air temperature to reflect the effect that moisture has in making the temperature feel hotter than it actually is.
A number of studies point to a growing concern over increasing heat stress in the 21st century as a result of human-caused global warming, particularly when moisture, as well as temperature, effects are considered. Delworth et al. (1999) found that the greenhouse gasinduced increases in heat index, or apparent temperature, substantially exceed the increases in temperature alone, particularly in humid regions of the tropics and subtropics. Sherwood and Huber (2010) proposed that heat stress imposes an upper bound on how much global warming humans can adapt to, since with large global warming, T w in some regions can approach levels (35°C) that should induce hyperthermia in humans. Willett and Sherwood (2012) , in a study of past and future-projected WBGT trends in 15 regions, found positive historical trends in almost all regions studied. Their statistical model suggested that, assuming a uniform 2°C warming above present levels, a 35°C WBGT threshold would be exceeded during at least some extreme events in almost all 15 regions. In a study of future heat stress projections for WBGT, Dunne et al. (2013) estimated that under the Representative Concentration Pathway (RCP) 8.5 scenario, global labor capacity could be reduced by 60 % by the year 2200 in peak heat stress months. Pal and Eltahir (2015) identified parts of the Arabian Gulf region as an area where a T w threshold of 35°C could be reached soon this century under business-as-usual emission scenarios. Fischer and Knutti (2013) found that for future climate change projections, uncertainties in heat stress metrics that include both temperature and humidity jointly are typically smaller than the uncertainties in the two variables analyzed independently. Though not including moisture effects on heat stress, future projections of increasing heat wave occurrence and intensity have also been reported associated with rising temperatures (Meehl and Tebaldi 2004; Fischer and Schär 2010, for Europe; Lau and Nath 2012, for North America; and Cowan et al. 2014 , for Australia).
Despite their likely importance for future health impacts, relatively little analysis has been reported on the detection/attribution of increases in heat stress metrics that include humidity effects. Gaffen and Ross (1998) and Grundstein and Dowd (2011) documented significant increasing trends in apparent temperature extremes over much of the continental US since 1949. Though not an attribution study, Schär (2016) notes an occurrence of T w of 34.6°C in Bandar Mahshahr (Iran) on 31 July 2015.
There is much more previous work on detection/attribution of anthropogenic contributions to heat stress increases due to temperature alone. Examples include observed increases in high temperature extremes (Fischer and Knutti 2015) , or to the probability of occurrence of extreme heat wave events such as the 2003 European heat wave (Stott et al. 2004) , the Russian heat wave of 2010 (Rahmstorf and Coumou 2011 ; but see also Dole et al. 2011 and Otto et al. 2012) , the Australian heat waves during summer of 2012/2013 ), or extreme seasonal or annual Australian temperatures (e.g., Lewis and Karoly 2013; Knutson et al. 2014) .
A detectable increase in observed surface specific humidity due to anthropogenic influences on climate has been reported (Willett et al. 2007 ) based on a land/ocean combined observational dataset. Recently, a decrease in surface relative humidity over land regions has been reported (Simmons et al. 2010; Willett et al. 2014a) , which, together with the ongoing global warming 'hiatus' (e.g. Fyfe et al. 2013) , raises questions on whether there has been any detectable anthropogenic influence on summertime heat stress.
In this study, we expand on previous climate change detection studies, based on temperature, heat waves, or specific humidity, to ask whether there is a detectable anthropogenic influence on a WBGT, which includes both temperature and humidity influences. We focus on land regions during summer months-June-August in the northern hemisphere and December-February in the southern hemisphere-typically the season of maximum climatological heat stress.
Methodology
Heat stress indices have been reviewed in Epstein and Moran (2006) . Aside from behavioral factors (clothing and activity levels), the key environmental factors affecting human heat stress include ambient temperature, the amount of radiation (e.g., direct sunlight adds to heat stress), environmental humidity, and windspeed. The WBGT formulation from the classic heat casualties study of Yaglou and Minard (1957) was given as WBGT = 0.7T w + 0.3T g, where T w is the wet bulb temperature as measured by a sling psychrometer, and T g is the globe temperature measured by a thermometer placed inside a 6-inch (15 cm) diameter copper globe with a black matte painted exterior. WBGT is sometimes defined as WBGT = 0.7T w + 0.1T a + 0.2T g , where T a is the dry bulb temperature measured by standard thermometer (e.g. Epstein and Moran 2006, Eq. 3). As they noted, for indoor conditions, T g~Ta , and the even simpler approximation WBGT = 0.7T w + 0.3T a can be used, regardless of which of the above original expressions for WBGT is used. Here we use the simplified form (WBGT = 0.7T w + 0.3T a ), and therefore our analysis applies to mean heat stress levels for fully shaded/sheltered conditions, neglecting solar insolation or wind effects, and does not address peak heat stress levels which are amplified by the diurnal cycle of temperature, solar insolation, etc. This simplified index approach reflects our focus on changes in heat stress changes associated with well-established anthropogenically induced changes in large-scale environmental factors (surface temperature and specific humidity). We do not consider potential anthropogenically induced changes in solar radiation, windspeed, or diurnal cycles of temperature and specific humidity. Further, we do not assess several localized heat stress influences caused by humans such as urban heat island effects, black pavement, or other land surface modifications that can locally affect heat stress. Regarding the diurnal cycle of temperature, Hartmann et al. (2013) assess only medium confidence in reported decreases in the diurnal temperature range, with potential for biases to affect previously reported results. They note that the reported changes in diurnal temperature range are much smaller than mean temperature changes, and from this we infer that diurnal cycle changes would likely have only a secondary impact on heat stress trends. Nonetheless, an extension of our analysis to the case of daily maximum heat stress levels would be a worthwhile future study.
We use surface specific humidity from the HadISDH observational data set version HadISDH.1.0.0.2012p (Willett et al. 2014b (Willett et al. ) covering 1973 (Willett et al. -2012 (http://www.metoffice.gov. uk/hadobs/hadisdh/) primarily over land regions. Willett et al. discuss a number of sampling issues with the humidity data. As we will show, trends in WBGT appear to be dominated by temperature (warming) trends as opposed to changes in relative humidity, from which we propose that humidity data quality issues are unlikely to have an important influence on our main findings. Using such a short record ) is a limitation for detection/attribution studies. For example, in an earlier similar study for surface temperature trends alone, Knutson et al. (2013) find that the percent of analyzed global area with a detectable trend (ending in 2010) is about twice as great for trends beginning around 1900 as for trends beginning around 1970. However, the short record limitation is necessary in our study due to the limitations of long-term surface humidity data over land regions.
We analyze a simplified WBGT index derived from monthly mean specific humidity and temperature data from either HadISDH or climate models. Before creating WBGT anomalies, we combine the observed anomalies of temperature and specific humidity with climatological values of specific humidity and temperature from HadISDH to create WBGT absolute values. We also use surface pressure climatological and monthly values from the NCEP/ NCAR Reanalysis (Kalnay et al. 1996) for our calculations. The same procedures are followed for the climate models: combining monthly mean temperatures, specific humidity, and surface pressure to create monthly mean WBGT time series.
The T w component of the WBGT requires further method description. The specific formulas used for computing T w, and sample T w calculations, are documented in Supplemental Material. Since T w is a nonlinear function of temperature and moisture, using monthly mean values of temperature and specific humidity to compute a monthly mean T w is an approximation compared to averaging high frequency (sub-monthly-scale) T w data directly. In supplemental material, we show that the effects of our approximations on T w trends are relatively minor compared to the long-term trends, justifying the use of the simplified WBGT index derived from monthly mean temperature and moisture data.
Our trend assessment methodology follows that used for surface temperature by Knutson et al. (2013) . We use a subset of available Coupled Model Intercomparison Project 5 (CMIP5) models (Taylor et al. 2012) . We selected the eight CMIP5 models which had both surface humidity data and historical forcing experiments available through 2012 for combined anthropogenic and natural forcings (i.e., BAll-Forcing^) and natural forcings only (i.e., BNatural-Forcing^). We use long BControl runs^, with forcings held constant at preindustrial levels, to simulate internal climate variability. Forced responses of the models were estimated from the ensemble mean across models of the available ensembles of the forced simulations. Figure S1 (Supplemental Material) indicates the eight CMIP5 models used, the control run lengths, and the number of All-Forcing and Natural-Forcing ensemble members. While we selected the eight models based on the availability of natural forcing runs to 2012, a broad assessment of the performance of the models based on Fig. 9 .7 of IPCC AR5 (Flato et al. 2013) suggests that these eight models have a mixture of above-and below-average performance in simulating the observed seasonal cycle climatology of a representative set of large-scale atmospheric variables.
In our study, we attempted to use the same analysis methods for the model and observed data as far as practical, including use of monthly mean temperature, specific humidity and surface pressure to compute monthly mean T w . For example, we subsampled the monthly mean model data according to the observed (monthly mean) missing data mask (which varies in space and time), after regridding the model data onto the observed grid. Trends were based on standard least-squares regression. Further details on methodology are given in the results section.
Simulated variability of summertime WBGT
The interannual variability of modeled and observed WBGT is compared in Fig. 1 , as variability is particularly important for trend detection tests. Similar maps of summertime mean WBGT are contained in Supplemental Material. In Fig. 1 , we compare an estimate of the intrinsic or internal variability from observations with variability from unforced control runs. We first adjust the observations by subtracting an estimate of the forced response (the CMIP5 multimodel All-Forcing ensemble anomalies over the 1973-2012 base period), and then compute the standard deviation of the residuals. The standard deviations of WBGT for each of the eight CMIP5 model control runs (Supplemental Fig. S4 ) are averaged to create a multimodel mean standard deviation (Fig. 1b) . The fractional difference between observed and modeled internal variability, [(model -obs)/obs], shown in Fig. 1c , has a global mean value of +0.20, suggesting a modest overestimation of internal variability by the models on average. All eight individual models have a positive bias in the global mean of this metric (Fig. S4) . The comparison maps in Fig. S4 show a mix of over-and underestimated internal variability regionally by the models, but with more regions where the models apparently overestimate internal variability. As a sensitivity test, we recomputed Fig. 1 but without removing any forced response from observations (Supplemental Material, Fig. S5 ). This test again shows a positive bias in interannual variability for the models, suggesting the positive bias in variability is relatively robust to the method of estimating the forced response in observations. In addition to simulation deficiencies, differences between observed and simulated internal variability could be due to errors in observations or to the limited length (40 years) of observational record for sampling internal climate variability (e.g., Fig. S1 ).
Estimated biases in simulated climatological means and internal variability ( Fig. 1 ; Supplemental Figs. S1-S4) bear on the reliability of trend assessments in our report. For example, model-simulated internal variability that is too large (small) in a region will tend to make our climate change detection results overly conservative (not conservative enough). Conversely, simulated internal variability that is too large (small) makes it too easy (difficult) for the model All-Forcing runs to be consistent with observations. While there is room for improvement in the models and forcing estimates, the current simulations seem appropriate to use, with these caveats, for our trend assessment.
Analysis of global trends
Global (land) summertime WBGT and related temperature and humidity anomaly time series are compared between observations and models in Fig. 2 (Fig. 2a) has increased since 1973, and the All-Forcing ensemble shows a similar rise not seen in the Natural Forcing runs. Observations indicate a temporary global land summer cooling following the Mt. Pinatubo eruption (1991) . Simulated cooling responses to prominent volcanic forcing events are apparent for both the Mt. Pinatubo and El Chichon (1982) eruptions in the All-Forcing and Natural-Forcing series. Observations do not show a pronounced cooling event for El Chichon, perhaps due to the concurrent 1982-83 El Niño event. Of note, for this landcentric, summertime heat-stress metric, there is little evidence in the observations for a global 'hiatus' in the observed increase since 2000-a period during which global temperatures, averaged over relatively well-observed regions, show a pronounced slowing of the warming compared to models (Fyfe et al. 2013 ) and compared to the warming rate over the previous several decades.
Similar results are found for global land summertime surface air temperature (Fig. 2b ). Multidecadal changes in the All Forcing ensemble are similar to observed, with global land summer temperatures rising since 2000. Previous analyses have found that observed hot temperature extremes (Seneveratne et al. 2014 ) and summertime mean temperatures (Ying et al. 2015) over land regions in recent decades do not show the 'hiatus' seen in global mean temperature, consistent with our findings. Global mean surface specific humidity during (Fig. 2c , averaged over these same regions) shows more of a hiatus-like behavior, with little increase since 2000, contrasting with the increase in the All-Forcing ensemble over that time. This different behavior for observed specific humidity partly reflects a decrease in average summertime relative humidity over land since the late 1990s (Fig. 2d ). This can be seen by comparing the distinct hiatus in observed specific humidity with the more distinct increase in a hypothethical specific humidity over the same period in which we assume a constant relative humidity at the 1973-1992 summer climatological value (Fig. 2c , black solid vs. black dashed). The relative humidity decrease in the observed climate data over land in recent decades is not well-captured in the All-Forcing ensemble (Fig. 2d) . This observed decrease has been previously documented (Simmons et al. 2010; Willett et al. 2014a ); its cause remains unclear, although one possibility is that the reduction arises from a limited moisture supply over land as ocean warming has not kept pace with land warming over the period. To illustrate the limited effect of the decreasing relative humidity on the WBGT trends since the 1990s, the dashed curve in Fig. 2a shows variations in WBGT assuming relative humidity remained fixed over time. This indicates that to first order the WBGT increases have been driven by the surface temperature increase alone, assuming a fixed relative humidity, with the observed decrease in relative humidity having limited impact. Figure 2 indicates that a typical increase in summer-mean surface air temperature was about 1°C (1973-2012) whereas a typical decrease in relative humidity was about 0.6 %. A 1°C warming at constant relative humidity produces about 0.8°C increase in WBGT, while a relative humidity decrease of 0.6 % at constant temperature decreases WBGT by only about 0.08°C, confirming that the direct temperature effect is dominant over the relative humidity change influence. We use a sliding trend analysis (Knutson et al. 2013 ) to assess causes of observed trends in WBGT and surface air temperature (Fig. 3) . The black curve in Fig. 3a depicts observed linear trends in the global summertime surface WBGT series (Fig. 2a) for various starting years, all trends ending in 2012. The color-shaded envelopes in Fig. 3 depict CMIP5 modeled trend distributions (5th to 95th percentiles ranges of the multi-model distributions) for the AllForcing (red) and Natural Forcing (blue) runs. These illustrate two alternative hypotheses (AllForcing vs. Natural Forcing) about the climate system-the latter excluding any anthropogenic forcing. Where the black curve (observed trend) lies outside of the blue (Natural Forcing) envelope, we interpret as a detectable trend compared to Natural Forcing only. Where the black curve lies within the red region, we interpret as an observed trend consistent with the AllForcing ensemble. Cases where the observations are both inconsistent with Natural Forcing and consistent with (or above) the All-Forcing distribution, we interpret as model-based evidence of a detectable anthropogenic influence.
The red-shaded region in Fig. 3a is constructed by pooling the different ensemble mean responses of different models, and samples of internal variability trends of different models, together to create a Bgrand multi-model distribution^encompassing the All-Forcing models (Knutson et al. 2013) . This 5th to 95th percentile range then contains some spread due to internal variability and some spread due to differences in forced responses among the eight models. Alternative forms of a modeled distribution could be used instead, such as a multimodel grand ensemble mean bounded by a spread based on the average of the 5th and 95th percentiles obtained from the individual model control runs. Though not used here, this latter approach provides a distribution of trends from a hypothetical single model having the average characteristics of the eight individual models.
According to our multi-model tests, the increasing trends in global WBGT are detectable for start years ranging from 1973 to about 1987 (all trends ending in 2012). For all of these cases the observed global trends are attributable at least in part to anthropogenic forcing, since they are detectable (i.e., inconsistent with Natural-Forcing), but also consistent with AllForcing experiments (within the red envelope). There is not strong evidence for a significant inconsistency of global mean land trends for summer WBGT over land in these results: the observed trends are consistent with the All-Forcing trends (though not necessarily detectable) for all start years through at least 2002. The lack of general detectability of the observed trends for start years later than 1987 is not unexpected, as longer records are advantageous for separating trend signals from noise in surface temperature observations (e.g. Knutson et al. 2013) , and surface temperature trends beginning in 1988 and later are relatively short for climate change detection purposes. Since the observations also have errors due to station and sampling uncertainties (discussed in detail in Willett et al. 2014b) , some of the discrepancy between modeled and observed WBGT trends could also be due to observational errors, discussed further below.
The global WBGT trend assessment results for the eight individual CMIP5 models are shown in Fig. 3c . For the individual model case there is no ambiguity about how to construct modeled trend distribution (ensemble mean of forced run bounded by the 5th to 95th percentile range of that model's control run). The results are fairly similar to the multi-model ensemble results in Fig. 3a , with the notable exception of the CCCma model, where the simulated AllForcing trend shows a significantly stronger warming than observed, and thus the CCCma model is inconsistent with observations (too much warming) for the WBGT 1973-2012 trend. Figure 3b , d shows the same analysis as (a, c) but for global land summertime mean surface air temperature rather than WBGT. The temperature trends are slightly more consistently detectable across various start years than the WBGT trends, but otherwise the global assessment results are similar. The excessive increasing trend for WBGT in the CCCma assessment is also apparent in the CCCma temperature assessment.
Analysis of geographical distribution of trends
Maps of trends in surface summertime WBGT are compared for observations and the CMIP5 ensemble All-Forcing and Natural-Forcing trends in Fig. 4 . Increasing trends are found in nearly in all locations with sufficient data coverage, except for a few outlier gridboxes with negative trends (a). The observed trend map features are well-represented in the All-Forcing ensemble (b). The Natural-Forcing ensemble (c) gives a poor representation of observed trend behavior, as expected from the global analysis (Fig. 3) . Figure 4d shows the difference between the All-Forcing and observed trends maps. The observed increasing WBGT trend is stronger than the All-Forcing ensemble mean over Europe and parts of Asia, and less than the All-Forcing trend over parts of eastern Asia, North America, South America, and Australia. The trends assessment discussed for Fig. 3 can be adapted into a map-based regional assessment (Fig. 5) . For each gridpoint we compare the observed trend in summer WBGT (1973 WBGT ( -2012 with the All-Forcing and Natural-Forcing aggregate distributions of trends from the eight CMIP5 models. For example, for the All-Forcing comparison, an aggregate model distribution of 1973-2012 trends is created by combining the eight individual model trend distributions. Each individual model distribution is created from that model's ensemble mean trend from its All-Forcing ensemble members combined with randomly sampled 40-yr trends from the model's control run. Based on this, we assess whether the observed trend is Bdetectable^(outside the 5th to 95th percentile range of the Natural Forcing distribution), or Bconsistent with modeled^(meaning within the All-Forcing 5th to 95th percentiles). Cases of particular interest are where the observed trend is both inconsistent with Natural Forcing and either consistent with, or greater than, the All-Forcing 5th to 95th percentile range: this we interpret as having a detectable anthropogenic increase. According to our model-based analysis and these criteria, there is a detectable increase in summer WBGT over 72 % of the analyzed area, no detectable change over 27 % and a detectable decrease for 2 %. There is detectable anthropogenic increase over 69 % of the global analyzed area. The observed increase in WBGT exceeds the 95th percentile of the All-Forcing distribution (i.e., the models, as a group, underestimate the magnitude of the increase) in 2 % of the analyzed area. For 83 % of the analyzed area, observed trends are consistent with the All-Forcing runs.
A similar analysis for surface air temperature (Fig. 5b) indicates no detectable change over 51 % of the analyzed area, compared to 27 % for WBGT, indicating a greater level of detectability for summertime WBGT than for air temperature alone, at least at the gridpoint scale. The smaller fraction of area with detectable increases for temperature, compared to WBGT, is consistent with the relatively higher variability of summer surface temperature the grid point scale (Supplemental Fig. S6 ), which makes detection of observed trends, of given magnitude, less likely for temperature than for WBGT. Areas where non-detection occurs for temperature are generally also areas with non-detection for WBGT, as 23 % of the analyzed area did not have a detectable change for both temperature and WBGT, which is close to the percent area with non-detection for temperature alone. Attributable anthropogenic increases were identified over 47 % of the analyzed area for temperature, or somewhat less than for WBGT (69 %). The All-Forcing historical runs show about the same percent of analyzed area consistent with observations for temperature (84 %) as for WBGT (83 %).
We analyzed the 1973-2012 trends of the eight individual CMIP5 models separately, to explore the robustness of our aggregated multimodel ensemble results. The results, summarized in Fig. 5c-f , depict the number of models out of eight at each gridpoint that either have detectable and consistent anthropogenic increases, or are consistent with observations for that gridpoint. For WBGT (c, d) the detectable or consistent finding typically occurs for half or more of the models, though rarely for all eight models. The fewest number of individual models showing a detectable or consistent trend occurs for temperature for the case of detection of an anthropogenic increase (Fig. 5e ). Over much of the globe fewer than half of the models support the finding of a detectable anthropogenic increase in surface temperature since 1973 when assessed at the gridpoint scale (Fig. 5e ). This is not unexpected given the relatively short record being analyzed, and the expected reduction of signal-to-noise ratios when examining individual gridpoints as opposed to larger regions where effects of internal variability tend to be partially averaged out. Versions of Fig. 5 a, b for individual models are shown in Supplementary Material (Figs. S9, S10); these indicate that regional detection and attribution results for some of the individual models can differ from the multi-model ensemble results.
Concluding remarks
Overall, our results suggest than a detectable anthropogenic increase in summertime WBGT has emerged over many land regions since 1973. This increase is consistent with, and has been primarily driven by, the increase in surface air temperature, and has occurred despite a decrease in average relative humidity over land regions in recent decades. Owing to smaller levels of interannual summertime variability for WBGT, compared to air temperature, the observed WBGT increases since 1973 are relatively more detectable than temperature increases, particularly at the gridpoint scale. Our findings suggest that mean levels of heat stress during Number of models summer have been elevated as well, as a consequence of the narrowing, on average, of the differential between summertime environmental WBGT and the human body temperature (which is a critical fixed threshold in the problem).
Our analysis provides a quantitative assessment of this possible anthropogenic influence on summertime heat stress. Our findings cannot be used as absolute conclusive evidence of an anthropogenically driven increase in heat stress, since there are a number of important caveats that apply to this study. For example, we have used a simplified heat stress index and do not consider possible changes in solar insolation, wind, urbanization, or diurnal cycle effects, though some of these neglected effects (e.g., urbanization) are apparently further increasing heat stress levels in some areas. An important remaining question is whether the CMIP5 models provide an adequate estimate of trend possibilities due to natural variability. For example, if internal climate variability were underestimated substantially by the models (i.e., by more than a factor of two for the global mean) or if the response to natural forcings were strongly underestimated, our global mean detection result could be compromised. Further, the attribution of the observed increase in WBGT at least partly to anthropogenic forcing assumes that the modeled response to anthropogenic forcing, and the specifications of the forcing agents, are realistic enough to be adequate for this conclusion. Gaining further confidence in model simulations of internal climate variability, or better constraining models and forcings with observations, are challenging research problems for which innovative future detection/attribution techniques and expanded use and availability of paleoclimate proxy data may be promising approaches. Among further assumptions are that the trends in the observational data represent real climate trends rather than artifacts (e.g. data inhomogeneities). In that regard, the spatial coherence of features in the observed trend maps (Fig. 4a) and the overall similarity of the observed trend pattern to the forced pattern (Fig. 4b) together suggest that the main trend features seen in observations are real climate changes and not data homogeneity artifacts.
Despite these uncertainties, our model-based assessment overall strongly suggests that the observed increase in summertime WBGT over land regions is detectable compared to natural variability, and is partly attributable to anthropogenic forcing. Summertime WBGT has continued to increase in recent years-consistent with climate models-despite the apparent 'hiatus' in global mean temperature and a slight reduction in observed relative humidity over land regions. Our results support the plausibility of CMIP5 model projections showing a pronounced continued increase of summertime WBGT during the 21st century, implying increases in heat stress levels, and likely consequences for human health, particularly in relatively warm regions and seasons.
