We develop a tree method for multidimensional q-Hahn polynomials. We define them as eigenfunctions of a multidimensional q-difference operator and we use the factorization of this operator as a key tool. Then we define multidimensional q-Racah polynomials as the connection coefficients between different bases of q-Hahn polynomials. We show that our multidimensional q-Racah polynomials may be expressed as product of ordinary one-dimensional q-Racah polynomial by means of a suitable sequence of transplantations of edges of the trees. Our paper is inspired to the classical tree methods in the theory of Clebsch-Gordan coefficients and of hyperspherical coordinates. It is based on previous work of Dunkl, who considered two-dimensional q-Hahn polynomials. It is also related to a recent paper of Gasper and Rahman: we show that their multidimensional q-Racah polynomials correspond to a particular case of our construction.
Introduction
The tree method is a powerful procedure to construct systems of multidimensional orthogonal polynomials that are expressible in terms orthogonal polynomials in one variable. Its origin is in the theory of Clebsch-Gordan coefficients [1, 10, 14, 20] and in the theory of hyperspherical coordinates [11, 14] . In a previous paper [18] we used this method to construct multidimensional Hahn polynomials as intertwining functions on the symmetric group, extending some results of Dunkl [6] . The aim of the present paper is to develop a tree method for multidimensional q-Hahn polynomials and to show that the connection coefficients between different bases of multidimensional q-Hahn polynomials can be naturally interpreted as multidimensional q-Racah polynomials. In this way we extend Dunkl's results in the paper [5] .
A family of multidimensional q-Racah polynomials has been recently introduced also by Gasper and Rahman [8] , generalizing previous results of Tratnik [19] in the q = 1 case; they also discuss q-Hahn and other polynomials as limiting cases. We show that their polynomials may be obtained as particular cases of our construction. More precisely, their multidimensional q-Hahn polynomials correspond to the polynomials that we associate to a tree in which every right subtree has only one branch. Their multidimensional q-Racah polynomials correspond to the connection coefficients between the multidimensional q-Hahn polynomials associated respectively to the binary tree in which every left subtree has only one branch and to the binary tree in which every right subtree has only one branch.
In contrast to [18] , in the present paper we do not use group theoretical methods nor we give group theoretical interpretations of our results. We use a purely analytic approach, mainly based on the manipulation of finite q-difference operators. Indeed, in the q-setting a group theoretical approach should be based on the representation theory of the finite general linear group, which is not developed nor manageable as the representation theory of the symmetric group (that we used in [18] ); see [2, 4, 13] for the one dimensional case. Another possible group theoretical approach to multidimensional q-Hahn polynomials is through the representation theory of quantum groups: see [15] . This is the plan of the paper. In Section 2 we introduce a multidimensional q-Hahn operator and derive its spectral analysis by means of a suitable factorization method. In Section 3 we derive the basic properties of the one-dimensional q-Hahn polynomials using the factorization method. In Section 4 we use the factorization method and some properties of the q-Hahn polynomials to establish a basic recursive procedure. In Section 5 we use such recursive procedure to define the multidimensional q-Hahn polynomials and to derive their basic properties. We also give three examples, one of which coincides with the q-Hahn polynomials in [8] . In Section 6 we reproduce Dunkl's proof of the fact that the q-Racah polynomials are connection coefficients between two bases of bidimensional q-Hahn polynomials. In Section 7 we show that the result in the previous section may be used to perform the basic operation of transplantation of an edge, that is to express the q-Hahn polynomials associated to the tree T in terms of the polynomials associated to the tree S if T is obtained from S by means of the transplantation of an edge. Actually, we have arranged the normalization constants in order to get the formulas for transplantations from right to left as simple as possible at the cost that the coefficients for a transplantation from left to right are more complicated. In Section 8 we define the multidimensional q-Racah polynomials as the connection coefficients between bases of multidimensional q-Hahn polynomials associated to different trees. We also show that the result in the previous section may be used to obtain explicit formulas for the multidimensional polynomials in terms of one dimensional q-Racah polynomials when the trees may be connected by a sequence of right transplantations of edges. In Section 9 we analyze the multidimensional q-Racah polynomials in [8] .
Our paper is quite self-contained since our construction naturally gives many properties of q-Hahn and q-Racah polynomials even in the one-dimensional case. Just in two cases, to get the standard 3 φ 2 (resp. 4 φ 3 ) expression for the q-Hahn (resp. q-Racah) polynomials, we will use nontrivial identities from the theory of basic hypergeometric series. We refer to [7] for those identities and also for unexplained terminology on q-shifted factorials (but we will use nonstandard normalizations for one-dimensional qHahn and q-Racah polynomials).
The multidimensional q-Hahn operator and its factorization
We introduce here several notation that will be used throughout the paper. We use boldface letters to denote ordered sequences of nonnegative integers (the variables): x = (x 1 , x 2 , . . . , x h ) means that each x i is a nonnegative integer. If N is a positive integer, an h-parts composition of N is an ordered sequence x = (x 1 , x 2 , . . . , x h ) of nonnegative integers such that x 1 + x 2 + · · · + x h = N . We denote by [h; N ] the set of all h-parts compositions of N and by V h,N the vector space of all complex valued functions defined on [h; N ]. We will also use two specific notation: we set ǫ ± j (x 1 , . . . , x j , . . . , x h ) = (x 1 , . . . , x j ± 1, . . . , x h ) and, for a couple of positive integers i, j, we set [
Now fix a real number 0 < q < 1, a positive integer h and real numbers α 1 , α 2 , . . . , α h (the parameters) satisfying the conditions 0 < α i < q −1 , i = 1, 2, . . . , h, or the conditions α i > q −N , i = 1, 2, . . . , h. We will use the following notation for the variables and the parameters: we set
We introduce a scalar product on V h,N by setting
It is easy to see that if we set h = s + 1 and α i = a i , i = 1, 2, . . . , s + 1, the weight in (1) coincides with (3.17) in [8] multiplied by the factor
The multidimensional q-Hahn operator
for all x ∈ [h; N ]. We associate to D N a raising operator R N : V h,N → V h,N +1 and a lowering operator
We also denote by I N the identity operator on V h,N . Now we prove a series of identities for those operators. At the end we will get the spectral analysis of D N .
Lemma 2.1. The raising and lowering operators satisfy the identities:
and the commutation relation:
Proof. If f ∈ V h,N and x = (x 1 , . . . , x h ) ∈ [h; N ] we have:
and therefore (3) is proved (the terms −[i < j] appears after the second equality because if i < j then X j−1 must be replaced by X j−1 − 1). The proof of the (4) is similar but slightly more complicated: now we have
In third equality most of the terms in the four summations cancel each other giving −A h q N +h − q −N −1 + A h q N +h−1 + q −N as the final result. Finally, (5) follows immediately from (3) and (4).
Proof. We have
The selfadjointness of D N may be obtained as a consequence of (6) and (3).
Lemma 2.3. For N > n ≥ 0, we have:
Proof. For N = n + 1 it coincides with (5). The general case can be proved by induction on N − n:
where the first equality follows from (5) and the second equality from the inductive hypothesis (and an elementary algebraic calculation).
Proof. For m = N − 1 it is an immediate consequence of (7); the general case follows by induction on
where the first equality is just (7) and the second equality follows from the inductive hypothesis.
Proof. It is an immediate consequence of (6) and (8), noting also that (6) implies that RanR m−1 ⊥KerL m .
Corollary 2.6. Suppose that N ≥ n ≥ 0. Then for all f ∈ KerL n we have
In particular, the linear map
Now we can give the complete spectral analysis of the q-Hahn operator D N .
Theorem 2.7. The following
is the orthogonal decomposition of V h,N into eigenspaces of D N . The eigenvalue associated to the eigenspace R N −1 R N −2 · · · R n KerL n is equal to
Proof. For f ∈ KerL n we have
where the first equality follows from (4) and the second equality from (7) (or (8)) (and an elementary calculation). Therefore the R N −1 R N −2 · · · R n KerL n is an eigenspace of D N and the corresponding eigenvalue is q −n (1 − q n )(1 − A h q n+h−1 ). The decomposition (11) may be obtained by induction on N − n, using the linear algebra identity V h,m = RanR m−1 KerL m and taking into account (9) (the orthogonality also follows from the selfadjointness of D N ).
The preceding Theorem gives the complete spectral analysis of the operator D N but in the multidimensional case h ≥ 3 the eigenspaces are not one-dimensional. In the following sections we will examine the case h = 2, when the eigenspaces are one-dimensional, and we will show the well known fact that the eigenfunctions are the one variable q-Hahn polynomials. In Sections 4 and 5 we will show that the tree method is a natural way to construct orthogonal bases of eigenfunctions of D N in each eigenspace when h ≥ 3.
One-dimensional q-Hahn polynomials
In this Section we set h = 2 and we use the following notation: α = α 1 , β = α 2 , x = x 1 and x 2 = N − x 1 . We write a function f ∈ V 2,N in the form f (x) rather than f (x, N − x). Now the scalar product (1) has the form
and using the transformation formula
it is easy to check that it coincides with the usual scalar product for the q-Hahn polynomials (see [7, 9, 12] )) multiplied by q N (N +3)/2 α N (βq;q)N (q;q)N . Moreover, the q-Hahn operator now has the usual form
for f ∈ V h,N and all x = 0, 1, 2, . . . , N , where
We will need the following transformation formula.
Proof. The proof is by induction on N . For N = n it is trivial; it is also easy to check that for N = n + 1 it coincides with the definition of R n (when h = 2). Assume that (13) is true. Then using the elementary
and the definition of R N we get:
Now we are ready to derive the one dimensional q-Hahn polynomials as an explicit complete orthogonal system of eigenfunctions for the q-difference operator D N . The results that we give are well known and the method of proof is just a purely analytic version of the group theoretical methods developed by Delsarte [3] , Dunkl [4] and Stanton [16] (a recent account is in Chapter 8 of the monograph [2] ; see also [13] ). Therefore we just sketch the proof. On the other hand, we need to illustrate our methods also in the case h = 2 because such case form the basis of the recursion procedure in the tree method. We first give a non standard formula and then we derive the classical 3 φ 2 expression.
where
Then the q-polynomials Q n satisfy the following q-difference equations:
have the following special values:
and satisfy the following orthogonality relations:
(21) In particular, the polynomials Q n , n = 0, 1, . . . , N , form a complete orthogonal system of eigenfunctions for the q-difference operator D N .
Proof. The function ϕ(x) is the unique solution of the first order equation L n ϕ = 0 satisfying the initial condition ϕ(0) = q −n 2 /2 (q; q) n . Moreover, using the scalar product (12) we get:
where the second equality follows from the transformation formulas (β
, and the fourth equality from the q-Vandermonde identity (formula (1.5.2) in [7] , with b = β −1 q −n and c = αq). Finally, using (10), (14) and the elementary transformation formulas
1−αβq 2n+1 , one can get easily the expression for the norm of Q n in (21).
The first order q-difference equation (16) follows immediately from (14) , while (17) requires an application of (7) (or (8)):
Finally, (18) may be deduced from (16), (17) and (3) but it is also a particular case of the spectral analysis in Theorem 2.7.
Now we derive the classical 3 φ 2 -expression for Q n .
Proposition 3.3. The q-Hahn polynomials have the following classical 3 φ 2 expression:
Proof. From (13), (14) and (15) we get easily
; q, αβq
and then the Proposition follows from an application of formula (3.2.5) in [7] , with a = q
Remark 3.4. Usually, in the literature the q-Hahn polynomials are denoted by Q n (q −x ; α, β, N |q) and are equal precisely to 3 φ 2 q −n , αβq
; q, q . We use a different normalization (and also a slightly different notation) in order to get simpler expression for the action of the lowering and raising operators and for the connection coefficients between two-dimensional q-Hahn polynomials. Note also that the norm in (21) coincides with the usual norm for the q-Hahn polynomials multiplied by
. In [8] another different notation (and normalization) is used for the q-Hahn polynomials, namely they are denoted by the symbol h n (x; a, b, N, ; q) (formula (3.16) in [8] ); since we must compare our results with those in [8] , we state explicitly the relation with our notation:
In our recursive definition of the multidimensional q-Hahn polynomials we will use the following x 1 , x 2 -notation for the one-dimensional case:
In particular, (16) and (17) have the following explicit expressions:
Note that (24) and (25) coincide respectively with i) and ii) in [4] , Proposition 2.4.
We end this section with a simple identity that will be used in Section 6.
Lemma 3.5. We have:
Proof. Using (15) and the transformation formula (q;
Then (26) follows from an application of the q-Vandermonde identity (1.5.2) in [7] (with n = j, b = β −1 q −n and c = αq).
Building the tree method on the factorization method
In this section we give some preliminary but fundamental results involving raising and lowering operators that we will subsequently use to develop the tree method. First of all, we need to introduce (and explain progressively) some particular notation. We fix two positive integers t, h, with 1 ≤ t ≤ h − 1, and for any h-parts composition x = (x 1 , x 2 , . . . , x h ) we set x ′ = (x 1 , x 2 , . . . , x t ) and x ′′ = (x t+1 , x t+1 , . . . , x h ). We have the following decomposition (where means disjoint union):
obtained simply by writing x = (x ′ , x ′′ ). From (27) we deduce the following decomposition of V h,N :
, replacing M with X t and N − M with X h − X t . This more intrinsic notation may be used also for f : we can write f X h (x), allowing N ≡ X h to vary. Note also that f ′ Xt and f X h −Xt are determined up to a multiplicative constant that depends only on (X h , X t − X h ). Therefore we may consider functions f X h of the form
where f Xt and f X h −Xt are defined respectively on V t,Xt and V h−t,X h −Xt , for certain values of X t and X h − X t , and ψ will be a function of the two (numerical) variables (X h , X t − X h ).
We denote by
) the lowering and raising operators defined on V t,M with parameters α 1 , α 2 , . . . , α t (respectively defined on V h−t,N −M with parameters α t+1 , α t+2 , . . . , α h ).
In the degenerate case t = 1 we take f
Then we have
and
for all x = (x ′ , x ′′ ).
Proof. From the definitions of L N and R N we get immediately
Proposition 4.2. Suppose that f X h is as in (29) and that similarly g X h has the form
. Then we have:
Proof. Indeed, since
, from the expression of the scalar product (1) we get
The expressions in curly brackets coincides respectively with
Now we make a precise choice of the function ψ(X t , X h − X t ) and give some recursive results for the action of the lowering and raising operators and for the scalar product. We give a purely analytic version of Theorem 4.19 in Dunkl's paper [4] ; see also Section 2.3 of our paper [18] for the case q = 1. Theorem 4.3. Suppose that i, j, n are nonnegative integers satisfying i + j ≤ n and in (29) take ψ(X t , X h − X t ) = q −jXt ψ n−i−j (X t , X h − X t ), where
If t = 1 we always take i = 0 while if t = h − 1 we always take j = 0.
If the functions f ′
Xt and f ′′ X h −Xt satisfy the first order q-difference identities
Xt and f ′′ X h −Xt satisfy the first order q-difference equations
Proof.
We have
where we have applied (30) in the first identity and (25) in the second identity. 
Similarly, applying (31) and (24) we have
Proof. It is an immediate consequence of (3) (or of (4)). 
where the constant Γ ′ and Γ ′′ do not depend on M . Let n, m be two nonnegative integers satisfying the conditions i + j ≤ n ≤ N and i + j ≤ m ≤ N . Let ψ n−i−j be as in (33) (with x ′ + x ′′ = N ) and set
for all x ∈ [h; N ] such that i ≤ X t ≤ N − j; for all the other values of x set f (x) = g(x) = 0. Then we have:
(and therefore Γ does not depend on N ).
where in the first equality we have used (32) and the hypothesis (36), (37), in the second equality we have used the orthogonality relations (21) (and we have also rearranged the powers of q and A t ) and in the final equality we have used (39) and the identity
5 The tree method for multidimensional q-Hahn polynomials A rooted binary tree T is a tree with a distinguished vertex V (the root) of degree 2 and all the remaining vertices of degree 3 or 1. The vertices of degree 1 are called leaves, all the other vertices (including the root) are called internal vertices, or branch points. The l-th level of a tree T , denoted by T l , is formed by the vertices at distance l from the root. The height of T is the greatest L such that there exists a vertex in T at distance L from the root. If U ∈ T l is an internal vertex, then there exist exactly two vertices X, Y ∈ T l+1 connected with V ; they are called the sons of U , while U is the father of X and Y . We think of T as a planar tree, and therefore U has a left son and a right son. In the figure below, X is the left son and Y is the right son.
For a tree T , we denote by T ′ (resp. T ′′ ) the subtrees formed by the left (resp. right) descendants of the root. We always denote by V the root of T and by W and Z respectively its left and right son. Then W is the root of T ′ and Z is the root of T ′′ . There is a basic recursive procedure that we will use many times: if something has been proved/defined for T ′ and T ′′ , then we can use this fact to prove/define the same thing for T (see also our previous paper [18] ).
Proposition 5.1. In a rooted binary tree with h leaves, the number of internal points is equal to h − 1.
Proof. The Proposition is obvious for h = 2. We may prove the general case by induction, observing that if T ′ has t leaves and t − 1 internal vertices and T ′′ has h − t leaves and h − t − 1 internal vertices then T has t + (h − t) = h leaves and (t − 1) + (h − t − 1) + 1 = h − 1 internal vertices. Now suppose that T has h leaves and fix a set of parameters α 1 , α 2 , . . . , α h satisfying the conditions 0 < α i < q −1 , i = 1, 2, . . . , h, or the conditions α i > q −N , i = 1, 2, . . . , h. Let x 1 , x 2 , . . . , x h be a set of variables. The associated parameters labeling is constructed in the following way: we label the root V with (α 1 , α 2 , . . . , α h ); then if t is the number of leaves of T ′ , we label W with (α 1 , α 2 , . . . , α t ) and Z with (α t+1 , α t+2 , . . . , α h ):
and then we can iterate this procedure. Similarly, we can construct an an associated variables labeling: we label V, W, Z respectively with x, x ′ , x ′′ and we proceed recursively. This way every internal vertex is labeled with a sequence of consecutive α's (or x's) while every leaf is labeled with a single α (or x). The following is an example with h = 4. Figure 1 A coefficients labeling c for T is defined by assigning a nonnegative integer to each internal vertex, 0 to each leaf. If U ∈ T , c(U ) is the coefficient associated to U . We denote by CL(T , n) the set of all coefficients labellings c of T such that U∈T c(U ) = n. The following is an example of a coefficients labeling.
The following proposition is an immediate consequence of Proposition 5.1. x l+1 , x l+2 , . . . , x m )) is the parameters label of U (resp. its variables label), we set p(U ) = α l+1 α l+2 · · · α m q m−l (resp. v(U ) = x l+1 + x l+2 + · · ·+ x m ). If X and Y are respectively the left and the right son of U , we set lp(U ) = p(X), rp(U ) = p(Y ), lv(U ) = v(X) and rv(U ) = v(Y ). We also denote by lcs(U ) (resp. rcs(U )) the sum of all the coefficients of the left (resp. right) descendants of U (lcs=left coefficients sum, while rcs=right coefficients sum) and we set cs(U ) = c(U ) + lcs(U ) + rcs(U ) (that is, cs(U ) is the sum of the coefficients of all the vertices of the subtree rooted at U ). Now we are in position to define the multidimensional q-Hahn polynomials associated to a rooted tree T . Suppose that c ∈ CL(T , n) and that i (resp. j) is the sum of the labels of the vertices in T ′ (resp. T ′′ ). Then n − i − j is the label of the root, and we denote by c ′ (resp. c ′′ ) the coefficients labeling of T ′ (resp. T ′′ ). Then the multidimensional q-Hahn polynomials associated to T (n) is defined in the following recursive way:
If t = 1 we set
Moreover, if h = 2 then necessarily i = j = 0, t = 1 and (41) coincides with (23). Note also that we must have X h ≥ n, X t ≥ i and X h − X t ≥ j; applying recursively these conditions we find that (41) is defined for those x ∈ [h; N ] such that:
For the values of x that do not satisfy the conditions (42), we set Q c (x; α 1 , . . . , α h , x|q) = 0. Finally, we define a real valued function Γ by setting, for every internal vertex U ∈ T ,
and Γ(U ) = 1 if U is a leaf. Clearly, Γ(U ) is modeled on (39). Now we can state the first fundamental result of the present paper, in which we give the main properties of the multidimensional q-Hahn polynomials. 1. The set {Q c (·; α 1 , . . . , α h , N |q) : 0 ≤ n ≤ N, c ∈ CL(T , n)} is an orthogonal basis for V h,N .
2. For 0 ≤ n ≤ N , the set {Q c (·; α 1 , . . . , α h , N |q) : c ∈ CL(T , n)} is an orthogonal basis for
that is for the eigenspace of D N corresponding to the eigenvalue q −n (1 − q n )(1 − A h q h+n−1 ).
We have
4. The polynomials Q c (·; α 1 , . . . , α h , N |q), c ∈ CL(T , n), satisfy the following recurrence relation:
Proof. These results follows form our recursive definition of Q c , taking the function f n,x1+x2 in (23) as the basis of the induction. First of all, note that for h = 2 the expression (44) becomes It is possible to characterize the members of our orthogonal basis for V h,N as the common eigenfunctions of a set of q-difference operators. We need to introduce other notation and definitions. Suppose again that U is an internal vertex of T and that (α l+1 , α l+2 , . . . , α m ) (resp. (x l+1 , x l+1 , . . . , x m )) is its parameter label (resp. variable label). We associate to U the multidimensional q-Hahn operator D U defined as in (2) but acting on functions of the variables x l+1 , x l+2 , . . . , x m , with parameters α l+1 , α l+2 , . . . , α m ans x l+1 + x l+2 + · · · + x m in place of N . Then our recursive definition of Q c together with 2. in Theorem 5.3 give immediately the following proposition.
Proposition 5.4. The polynomial Q c is an eigenfunction of D U and the corresponding eigenvalue is equal to λ c,U = q −cs(U) (1 − q cs(U) )(1 − p(U )q cs(U)−1 ). Moreover the set {λ c,U : U is an internal vertex of T } characterizes Q c .
Example 5.5. Consider the tree in Figure 1 and denote by c the labeling in Figure 2 . The associated three-dimensional q-Hahn polynomial is given by:
Example 5.6. Consider now the following tree with the parameters, variables and coefficients labellings depicted below.
Set j k = m k+1 +m k+2 +· · ·+m h−1 , for k = 0, 1, . . . , h−2. Then the associated (h−1)-dimensional q-Hahn polynomial, that we denote by ξ m1,m2,...,m h−1 (x; α 1 , . . . , α h , X h |q), is given by the following formula:
For this polynomial the conditions (42) become simply x k +x k+1 +· · ·+x h ≥ j k−1 , k = 1, 2, · · · , h−1, and their norm may be obtained applying (44):
Example 5.7. Consider now the following tree with the parameters, variables and coefficients labellings depicted below.
s(the domain of dependence of (x 1 , x 2 ); Figure 3b ). Therefore the value f (k, 0) has the set {( (Figure 3c ). 
Figure 3c
Now we translate in our setting Proposition 2.5 in [5] , which gives an explicit representation for functions in V 3,N ∩ KerL N .
Then every function f ∈ V 3,N ∩ KerL N may be represented in the form
Proof. For k = 0, 1, . . . N we have:
Hence the right hand side of (48) belongs to V 3,N ∩ KerL N and is equal to f on each point (k, 0), k = 0, 1, 2, . . . , N . Therefore it coincides with f .
Note also that the support of f N,k is precisely the domain of influence of (k, 0) ( Figure 3c ) and that this is a consequence of (49).
From Theorem 5.3, Examples 5.6 and 5.7 we know that the sets ξ n−j,j , j = 0, 1, 2, . . . , n and θ n−i,i , i = 0, 1, 2, . . . , n are two different bases for R N −1 R N −2 · · · R n KerL n . The main goal of this section is to find the connection coefficients between these two bases. As in [5] , it suffices to find these coefficients in the case N = n, since we can invoke 4. in Theorem 5.3 to translate the results for N = n to the case N > n. We introduce the following notation for the functions ξ's and θ's in the case N = n:
The functions ξ n−j,j , θ n−i,i , ξ n−j,j and θ n−i,i correspond respectively to the functions ψ rk , φ rm , ψ rk and φ rm in [5] ; this may be proved using formulas (2.4) and (2.9) in [5] (see also Section 2 in [4] ).
Now we give our version of Theorem 3.1 in [5] , with a minor simplification in the proof (in Dunkl's notation, we take y = r − m). Theorem 6.2. Suppose that f ∈ KerL n and that f = n i=0 a i θ n−i,i . Then we have
Proof. Set
On one hand, S i may be seen as the scalar product of f with Q i (x 1 ; α 1 , α 2 , i|q), along the line x 1 + x 2 = i. Hence using the orthogonality relations (21) for Q i (·; α 1 , α 2 , i|q) and the formula Q n−i (0; α 1 α 2 q 2i+1 , α 3 , n− i|q) = q −(n−i) 2 /2 (q; q) n−i (see (19)) we get:
On the other hand, applying (48) and then (26) we get
Comparing the two expressions for S i one gets immediately (50).
Now we introduce the q-Racah polynomials giving them a particular normalization. More precisely, we set:
With respect to the standard definition (see [7, 9, 12] ) we have just added the factor q −n(N −n) (βδq,q N −n+1 ;q)n (αβq n+1 ,q;q)n (in the notation of [9, 12] , we also suppose that γq = q −N ). If we denote by r n the q-Racah polynomial in [8] then we have:
We are ready to give the main result of this section, which is our version of Theorems 3.2 and 4.1 in [5] . Theorem 6.3. For j = 0, 1, 2, . . . , n we have:
Proof. In virtue of 4. in Theorem 5.3, it suffices to prove that
Suppose that ξ n−j,j = n i=0 a ij θ n−i,i . Formulas (15) and (19) yields
Therefore from (50) we get
Consider the following sequence of transplantations, that starts with the tree in Example 5.6 for h = 5:
The associated multidimensional q-Racah polynomials is the following:
We note that taking the limit α 5 → 0 and using the known relation between q-Racah and q-Hahn polynomials [7, 8, 12] , the three dimensional q-Racah polynomial (56) becomes a multiple of the three dimensional q-Hahn polynomial in Example 5.5. If we take (56) for 0 ≤ u 3 ≤ n, u 1 , u 2 ≥ 0 and u 1 + u 2 ≤ u 3 , we get a complete family of orthogonal polynomials on the set {(m 1 , m 2 , m 3 , m 4 ) :
. From (54) we know that the weight in the orthogonality relations is just the reciprocal of (46) for N = n and h = 5, while the square of the norm is equal to the reciprocal of the square of the norm of the q-Hahn polynomials associated to the last tree (with n = N ), and therefore from (44) is given by:
(A 4 q 2u3+4 ; q) n−u3 (α 1 α 2 q 2u1+2 ; q) u3−u1−u2 (α 1 q; q) u1 (q, A 5 q n+u3+4 , α 5 q; q) n−u3 (q, A 4 q u1+u2+u3+3 , α 3 α 4 q 2u2+2 ) u3−u1−u2 (q, α 1 α 2 q u1+1 , α 2 q; q) u1 (q, α 3 α 4 q u2+1 , α 4 q; q) u2 q −(2u3+3)(n−u3)−(2u1+1)(u3−u1)+2u1u2−u2+(n 2 −3n)/2 .
The polynomials of Gasper and Rahman
In this section we compute the connection coefficients between the q-Hahn polynomials in Examples 5.6 and 5.7 and show that they coincide with the multidimensional q-Racah polynomials in [8] . A sequence of transplantations that leads from the labeled tree in Example 5.6 to the labeled tree in Example (5.7) is the following: −→ t t tt t tn h−3 α h−2 α h−1 α h t t tn 2 α h−3
It is convenient to list explicitly the coefficients of these transplantations: 
where i k = n 2 + n 3 + · · ·+ n k−1 and j k = m k+1 + m k+2 + · · ·+ m h−1 . If we take (57) for n 2 , n 3 , . . . , n h ≥ 0, n 2 +n 3 +· · ·+n h = n we get a complete family of orthogonal polynomials on the set {(m 1 , m 2 , . . . , m h−1 ) : m 1 + m 2 + · · · + m h−1 = n, m i ≥ 0, i = 1, 2, . . . , h − 1}. The weight is the reciprocal of (46) (for N = n) while the square of the norm is given by the reciprocal of (47) (again for N = n).
Now we consider the q-Racah polynomials in [8] . We use the notation of Gasper and Rahman except that we denote by r n their q-Racah polynomial (see (51)) and that we set A k = a 1 a 2 · · · a k (we recall also that N k = n 1 + n 2 + · · · + n k and x s+1 = N ). Using the symmetry property (2.2) in [8] , the q-Racah polynomials (2.6) in the same paper may be written in the form: R n (x; a 1 , a 2 , . . . , a s+1 , b, N 
replacing n k with n k+1 and then k with k − 1 (58) becomes:
where i k and j k are as above. In virtue of (57) and the conversion formula (51) we get that (60) is equal to (57) multiplied by:
Similarly, using the transformations (59) of the parameters, one can see (after a lot of elementary calculations) that the weight (2.16) in [8] is equal to our weight (the reciprocal of (46) for N = n) multiplied by:
