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Abstract. The U-Net was presented in 2015. With its straight-forward
and successful architecture it quickly evolved to a commonly used bench-
mark in medical image segmentation. The adaptation of the U-Net to
novel problems, however, comprises several degrees of freedom regard-
ing the exact architecture, pre-processing, training and inference. These
choices are not independent of each other and substantially impact the
overall performance. The present paper introduces the nnU-Net (”no-
new-Net”), which refers to a robust and self-adapting framework on the
basis of 2D and 3D vanilla U-Nets. We argue the strong case for taking
away superfluous bells and whistles of many proposed network designs
and instead focus on the remaining aspects that make out the perfor-
mance and generalizability of a method. We evaluate the nnU-Net in the
context of the Medical Segmentation Decathlon challenge, which mea-
sures segmentation performance in ten disciplines comprising distinct
entities, image modalities, image geometries and dataset sizes, with no
manual adjustments between datasets allowed. At the time of manuscript
submission, nnU-Net achieves the highest mean dice scores across all
classes and seven phase 1 tasks (except class 1 in BrainTumour) in the
online leaderboard of the challenge.
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1 Introduction
Medical Image Segmentation is currently dominated by deep convolutional neu-
ral networks (CNNs). However, each segmentation benchmark seems to require
specialized architectures and training scheme modifications to achieve competi-
tive performance [1,2,3,4,5]. This results in huge amounts of publications in the
field that, alongside often limited validation on only few or even just a single
dataset, make it increasingly difficult for researchers to identify methods that live
up to their promised superiority beyond the limited scenarios they are demon-
strated on. The Medical Segmentation Decathlon is intended to specifically ad-
dress this issue: participants in this challenge are asked to create a segmentation
algorithm that generalizes across 10 datasets corresponding to different entities
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of the human body. These algorithms may dynamically adapt to the specifics
of a particular dataset, but are only allowed to do so in a fully automatic man-
ner. The challenge is split into two successive phases: 1) a development phase in
which participants are given access to 7 datasets to optimize their approach on
and, using their final and thus frozen method, must submit segmentations for
the corresponding 7 held-out test sets. 2) a second phase to evaluate the same
exact method on 3 previously undisclosed datasets.
We hypothesize that some of the architectural modifications presented re-
cently are in part overfitted to specific problems or could suffer from imperfect
validation that results from sub-optimal reimplementations of the state-of-the-
art. Using the U-Net as a benchmark on an in-house dataset, for example, re-
quires the adaptation of the method to the novel problem. This spans several
degrees of freedom. Even though the architecture itself is quite straight-forward,
and even though the method is quite commonly used as a benchmark, we believe
that the remaining interdependent choices regarding the exact architecture, pre-
processing, training, inference and post-processing quite often cause the U-Net
to underperform when used as a benchmark. Additionally, architectural tweaks
that are intended to improve the performance of a network can rather easily
be demonstrated to work if the network is not yet fully optimized for the task
at hand, allowing for plenty of headroom for the tweak to improve results. In
our own preliminary experiments, these tweaks however were unable to improve
segmentation results in fully optimized networks and thus most likely unable
to advance the state of the art. This leads us to believe that the influence of
non-architectural aspects in segmentation methods is much more impactful, but
at the same time also severely underestimated.
In this paper, we present the nnU-Net (”no-new-Net”) framework. It resides
on a set of three comparatively simple U-Net models that contain only minor
modifications to the original U-Net [6]. We omit recently proposed extensions
such as for example the use of residual connections [7,8], dense connections [5] or
attention mechanisms [4]. The nnU-Net automatically adapts its architectures
to the given image geometry. More importantly though, the nnU-Net framework
thoroughly defines all the other steps around them. These are steps where much
of the nets’ performance can be gained or respectively lost: preprocessing (e.g.
resampling and normalization), training (e.g. loss, optimizer setting and data
augmentation), inference (e.g. patch-based strategy and ensembling across test-
time augmentations and models) and a potential post-processing (e.g. enforcing
single connected components if applicable).
2 Methods
2.1 Network architectures
Medical images commonly encompass a third dimension, which is why we con-
sider a pool of basic U-Net architectures consisting of a 2D U-Net, a 3D U-Net
and a U-Net Cascade. While the 2D and 3D U-Nets generate segmentations
at full resolution, the cascade first generates low resolution segmentations and
subsequently refines them. Our architectural modifications as compared to the
U-Net’s original formulation are close to negligible and instead we focus our
efforts on designing an automatic training pipeline for these models.
The U-Net [6] is a successful encoder-decoder network that has received a lot
of attention in the recent years. Its encoder part works similarly to a traditional
classification CNN in that it successively aggregates semantic information at the
expense of reduced spatial information. Since in segmentation, both semantic as
well as spatial information are crucial for the success of a network, the missing
spatial information must somehow be recovered. The U-Net does this through
the decoder, which receives semantic information from the bottom of the ’U’
and recombines it with higher resolution feature maps obtained directly from
the encoder through skip connections. Unlike other segmentation networks, such
as FCN [9] and previous iterations of DeepLab [10] this allows the U-Net to
segment fine structures particularly well.
Just like the original U-Net, we use two plain convolutional layers between
poolings in the encoder and transposed convolution operations in the decoder.
We deviate from the original architecture in that we replace ReLU activation
functions with leaky ReLUs (neg. slope 1e−2) and use instance normalization [11]
instead of the more popular batch normalization [12].
2D U-Net Intuitively, using a 2D U-Net in the context of 3D medical im-
age segmentation appears to be suboptimal because valuable information along
the z-axis cannot be aggregated and taken into consideration. However, there
is evidence [13] that conventional 3D segmentation methods deteriorate in per-
formance if the dataset is anisotropic (cf. Prostate dataset of the Decathlon
challenge).
3D U-Net A 3D U-Net seems like the appropriate method of choice for 3D
image data. In an ideal world, we would train such an architecture on the entire
patient’s image. In reality however, we are limited by the amount of available
GPU memory which allows us to train this architecture only on image patches.
While this is not a problem for datasets comprised of smaller images (in terms
of number of voxels per patient) such as the Brain Tumour, Hippocampus and
Prostate datasets of this challenge, patch-based training, as dictated by datasets
with large images such as Liver, may impede training. This is due to the limited
field of view of the architecture which thus cannot collect sufficient contextual
information to e.g. correctly distinguish parts of a liver from parts of other
organs.
U-Net Cascade To address this practical shortcoming of a 3D U-Net on
datasets with large image sizes, we additionally propose a cascaded model. There-
fore, a 3D U-Net is first trained on downsampled images (stage 1). The segmen-
tation results of this U-Net are then upsampled to the original voxel spacing and
passed as additional (one hot encoded) input channels to a second 3D U-Net,
which is trained on patches at full resolution (stage 2). See Figure 1.
up/downsampling croppingfull res. image low res. seg. full res. seg.
stage 1 stage 2
skip conn.
Fig. 1. U-Net Cascade (on applicable datasets only). Stage 1 (left): a 3D U-Net pro-
cesses downsampled data, the resulting segmentation maps are upsampled to the orig-
inal resolution. Stage 2 (right): these segmentations are concatenated as one-hot en-
codings to the full resolution data and refined by a second 3D U-Net.
Dynamic adaptation of network topologies Due to the large differences
in image size (median shape 482 × 512 × 512 for Liver vs. 36 × 50 × 35 for
Hippocampus) the input patch size and number of pooling operations per axis
(and thus implicitly the number of convolutional layers) must be automatically
adapted for each dataset to allow for adequate aggregation of spatial information.
Apart from adapting to the image geometries, there are technical constraints like
the available memory to account for. Our guiding principle in this respect is to
dynamically trade off the batch-size versus the network capacity, presented in
detail below:
We start out with network configurations that we know to be working with
our hardware setup. For the 2D U-Net this configuration is an input patch size of
256×256, a batch size of 42 and 30 feature maps in the highest layers (number of
feature maps doubles with each downsampling). We automatically adapt these
parameters to the median plane size of each dataset (where we use the plane
with the lowest in-plane spacing, corresponding to the highest resolution), so
that the network effectively trains on entire slices. We configure the networks to
pool along each axis until the feature map size for that axis is smaller than 8 (but
not more than a maximum of 6 pooling operations). Just like the 2D U-Net, our
3D U-Net uses 30 feature maps at the highest resolution layers. Here we start
with a base configuration of input patch size 128× 128× 128, and a batch size
of 2. Due to memory constraints, we do not increase the input patch volume
beyond 1283 voxels, but instead match the aspect ratio of the input patch size
to that of the median size of the dataset in voxels. If the median shape of the
dataset is smaller than 1283 then we use the median shape as input patch size
and increase the batch size (so that the total number of voxels processed is the
same as with 128× 128× 128 and a batch size of 2). Just like for the 2D U-Net
we pool (for a maximum of 5 times) along each axis until the feature maps have
size 8.
For any network we limit the total number of voxels processed per optimizer
step (defined as the input patch volume times the batch size) to a maximum of
2D U-Net 3D U-Net 3D U-Net lowres
BrainTumour
median patient shape 169x138 138x169x138 -
input patch size 192x160 128x128x128 -
batch size 89 2 -
num pool per axis 5, 5 5, 5, 5 -
Heart
median patient shape 320x232 115x320x232 58x160x116
input patch size 320x256 80x192x128 64x160x128
batch size 33 2 2
num pool per axis 6, 6 4, 5, 5 4, 5, 5
Liver
median patient shape 512x512 482x512x512 121x128x128
input patch size 512x512 128x128x128 128x128x128
batch size 10 2 2
num pool per axis 6, 6 5, 5, 5 5, 5, 5
Hippocampus
median patient shape 50x35 36x50x35 -
input patch size 56x40 40x56x40 -
batch size 366 9 -
num pool per axis 3, 3 3, 3, 3 -
Prostate
median patient shape 320x319 20x320x319 -
input patch size 320x320 20x192x192 -
batch size 26 4 -
num pool per axis 6, 6 2, 5, 5 -
Lung
median patient shape 512x512 252x512x512 126x256x256
input patch size 512x512 112x128x128 112x128x128
batch size 10 2 2
num pool per axis 6, 6 4, 5, 5 4, 5, 5
Pancreas
median patient shape 512x512 96x512x512 96x256x256
input patch size 512x512 96x160x128 96x160x128
batch size 10 2 2
num pool per axis 6, 6 4, 5, 5 4, 5, 5
Table 1. Network topologies as automatically generated for the seven phase 1 tasks
of the Medical Segmentation Decathlon challenge. 3D U-Net lowres refers to the first
stage of the U-Net Cascade. The configuration of the second stage of the U-Net Cascade
is identical to the 3D U-Net.
5% of the dataset. For cases in excess, we reduce the batch size (with a lower-
bound of 2).
All network topologies generated for the phase 1 datasets are presented in
table 2.1.
2.2 Preprocessing
The preprocessing is part of the fully automated segmentation pipeline that
our method consists of and, as such, the steps presented below are carried out
without any user intervention.
Cropping All data is cropped to the region of nonzero values. This has no effect
on most datasets such as liver CT, but will reduce the size (and therefore the
computational burden) of skull stripped brain MRI.
Resampling CNNs do not natively understand voxel spacings. In medical im-
ages, it is common for different scanners or different acquisition protocols to
result in datasets with heterogeneous voxel spacings. To enable our networks
to properly learn spatial semantics, all patients are resampled to the median
voxel spacing of their respective dataset, where third order spline interpolation
is used for image data and nearest neighbor interpolation for the corresponding
segmentation mask.
Necessity for the U-Net Cascade is determined by the following heuristics:
If the median shape of the resampled data has more than 4 times the voxels
that can be processed as input patch by the 3D U-Net (with a batch size of
2), it qualifies for the U-Net Cascade and this dataset is additionally resampled
to a lower resolution. This is done by increasing the voxel spacing (decrease
resolution) by a factor of 2 until the above mentioned criterion is met. If the
dataset is anisotropic, the higher resolution axes are first downsampled until
they match the low resolution axis/axes and only then all axes are downsampled
simultaneously. The following datasets of phase 1 fall within the set of described
heuristics and hence trigger usage of the U-Net Cascade: Heart, Liver, Lung,
and Pancreas.
Normalization Because the intensity scale of CT scans is absolute, all CT
images are automatically normalized based on statistics of the entire respective
dataset: If the modality description in a dataset’s corresponding json desccriptor
file indicates ‘ct’, all intensity values occurring within the segmentation masks
of the training dataset are collected and the entire dataset is normalized by
clipping to the [0.5, 99.5] percentiles of these intensity values, followed by a z-
score normalization based on the mean and standard deviation of all collected
intensity values. For MRI or other image modalities (i.e. if no ‘ct’ string is
found in the modality), simple z-score normalization is applied to the patient
individually.
If cropping reduces the average size of patients in a dataset (in voxels) by
1/4 or more the normalization is carried out only within the mask of nonzero
elements and all values outside the mask are set to 0.
2.3 Training Procedure
All models are trained from scratch and evaluated using five-fold cross-validation
on the training set. We train our networks with a combination of dice and cross-
entropy loss:
Ltotal = Ldice + LCE (1)
For 3D U-Nets operating on nearly entire patients (first stage of the U-Net
Cascade and 3D U-Net if no cascade is necessary) we compute the dice loss for
each sample in the batch and average over the batch. For all other networks we
interpret the samples in the batch as a pseudo-volume and compute the dice loss
over all voxels in the batch.
The dice loss formulation used here is a multi-class adaptation of the variant
proposed in [14]. Based on past experience [13,1] we favor this formulation over
other variants [8,15]. The dice loss is implemented as follows:
Ldc = − 2|K|
∑
k∈K
∑
i∈I u
k
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k
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k
i +
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i
(2)
where u is the softmax output of the network and v is a one hot encoding
of the ground truth segmentation map. Both u and v have shape I × K with
i ∈ I being the number of pixels in the training patch/batch and k ∈ K being
the classes.
We use the Adam optimizer with an initial learning rate of 3 × 10−4 for
all experiments. We define an epoch as the iteration over 250 training batches.
During training, we keep an exponential moving average of the validation (lvMA)
and training (ltMA) losses. Whenever l
t
MA did not improve by at least 5× 10−3
within the last 30 epochs, the learning rate was reduced by factor 5. The training
was terminated automatically if lvMA did not improve by more than 5 × 10−3
within the last 60 epochs, but not before the learning rate was smaller than
10−6.
Data Augmentation When training large neural networks from limited train-
ing data, special care has to be taken to prevent overfitting. We address this prob-
lem by utilizing a large variety of data augmentation techniques. The following
augmentation techniques were applied on the fly during training: random rota-
tions, random scaling, random elastic deformations, gamma correction augmen-
tation and mirroring. Data augmentation was done with our own in-house frame-
work which is publically available at github.com/MIC-DKFZ/batchgenerators.
We define sets of data augmentation parameters for the 2D and 3D U-Net
separately. These parameters are not modified between datasets.
Applying three dimensional data augmentation may be suboptimal if the
maximum edge length of the input patch size of a 3D U-Net is more than two
times as large as the shortest. For datasets where this criterion applies we use
our 2D data augmentation instead and apply it slice-wise for each sample.
The second stage of the U-Net Cascade receives the segmentations of the
previous step as additional input channels. To prevent strong co-adaptation we
apply random morphological operators (erode, dilate, open, close) and randomly
remove connected components of these segmentations.
Patch Sampling To increase the stability of our network training we enforce
that more than a third of the samples in a batch contain at least one randomly
chosen foreground class.
2.4 Inference
Due to the patch-based nature of our training, all inference is done patch-based
as well. Since network accuracy decreases towards the border of patches, we
weigh voxels close to the center higher than those close to the border, when
aggregating predictions across patches. Patches are chosen to overlap by patch
size / 2 and we further make use of test time data augmentation by mirroring
all patches along all valid axes.
Combining the tiled prediction and test time data augmentation result in
segmentations where the decision for each voxel is obtained by aggregating up
to 64 predictions (in the center of a patient using 3D U-Net). For the test cases
we use the five networks obtained from our training set cross-validation as an
ensemble to further increase the robustness of our models.
2.5 Postprocessing
A connected component analysis of all ground truth segmentation labels is per-
formed on the training data. If a class lies within a single connected component
in all cases, this behaviour is interepreted as a general property of the dataset.
Hence, all but the largest connected component for this class are automatically
removed on predicted images of the corresponding dataset.
2.6 Ensembling and Submission
To further increase the segmentation performance and robustness all possible
combinations of two out of three of our models are ensembled for each dataset.
For the final submission, the model (or ensemble) that achieves the highest mean
foreground dice score on the training set cross-validation is automatically chosen.
3 Experiments and Results
We optimize our network topologie using five-fold cross-validations on the phase
1 datasets. Our phase 1 cross-validation results as well as the corresponding
submitted test set results are summarized in Table 2. - indicates that the U-Net
Cascade was not applicable (i.e. necessary, according to our criteria) to a dataset
because it was already fully covered by the input patch size of the 3D U-Net. The
model that was used for the final submission is highlighted in bold. Although
several test set submissions were allowed by the platform, we believe it to be
bad practice to do so. Hence we only submitted once and report the results of
this single submission.
As can be seen in Table 2 our phase 1 cross-validation results are robustly
recovered on the held-out test set indicating a desired absence of over-fitting.
The only dataset that suffers from a dip in performance on all of its foreground
classes is BrainTumour. The data of this phase 1 dataset stems from the BRATS
challenge [16] for which such performance drops between validation and testing
are a common sight and attributed to a large shift in the respective data and/or
ground-truth distributions.
4 Discussion
In this paper we present the nnU-Net segmentation framework for the medi-
cal domain that directly builds around the original U-Net architecture [6] and
dynamically adapts itself to the specifics of any given dataset. Based on our hy-
pothesis that non-architectural modifications can be much more powerful than
BrainTumour Heart Liver Hippoc. Prostate Lung Pancreas
label 1 2 3 1 1 2 1 2 1 2 1 1 2
2D U-Net 78.60 58.65 77.42 91.36 94.37 53.94 88.52 86.70 61.98 84.31 52.68 74.70 35.41
3D U-Net 80.71 62.22 79.07 92.45 94.11 61.74 89.87 88.20 60.77 83.73 55.87 77.69 42.69
3D U-Net
stage1 only
(U-Net Cascade)
- - - 90.63 94.69 47.01 - - - - 65.33 79.45 49.65
3D U-Net
(U-Net Cascade)
- - - 92.40 95.38 58.49 - - - - 66.85 79.30 52.12
ensemble
2D U-Net+
3D U-Net
80.79 61.72 79.16 92.70 94.30 60.24 89.78 88.09 63.78 85.31 55.96 78.26 40.46
ensemble
2D U-Net+
3D U-Net
(U-Net Cascade)
- - - 92.64 95.31 60.09 - - - - 61.18 78.79 45.46
ensemble
3D U-Net+
3D U-Net
(U-Net Cascade)
- - - 92.63 95.43 61.82 - - - - 65.16 79.70 49.14
test set 67.71 47.73 68.16 92.77 95.24 73.71 90.37 88.95 75.81 89.59 69.20 79.53 52.27
Table 2. Mean dice scores for the proposed models in all phase 1 tasks. All experiments
were run as five-fold cross-validation. The models that we used for generating our test
set submission are highlighted in bold. The dice scores of the test sets are shown at
the bottom of the table. Test dice scores in bold denote that at the time of manuscript
submission these scores were the highest in the online leaderboard of the challenge
(decathlon.grand-challenge.org/evaluation/results).
some of the recently presented architectural modifications, the essence of this
framework is a thorough design of adaptive preprocessing, training scheme and
inference. All design choices required to adapt to a new segmentation task are
done in a fully automatic manner with no manual interaction. For each task
the nnU-Net automatically runs a five-fold cross-validation for three different
automatically configures U-Net models and the model (or ensemble) with the
highest mean foreground dice score is chosen for final submission. In the con-
text of the Medical Segmentation Decathlon we demonstrate that the nnU-Net
performs competitively on the held-out test sets of 7 highly distinct medical
datasets, achieving the highest mean dice scores for all classes of all tasks (ex-
cept class 1 in the BrainTumour dataset) on the online leaderboard at the time of
manuscript submission. We acknowledge that training three models and picking
the best one for each dataset independently is not the cleanest solution. Given
a larger time-scale, one could investigate proper heuristics to identify the best
model for a given dataset prior to training. Our current tendency favors the
U-Net Cascade (or the 3D U-Net if the cascade cannot be applied) with the sole
(close) exceptions being the Prostate and Liver tasks. Additionally, the added
benefit of many of our design choices, such as the use of Leaky ReLUs instead of
regular ReLUs and the parameters of our data augmentation were not properly
validated in the context of this challenge. Future work will therefore focus on
systematically evaluating all design choices via ablation studies.
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