We consider the use of random search for high dimensional optimization problems where the objective function to be optimized can only be computed with error . Random search is easy to carry out, but extraction of information concerning the objective function is not so straightforward. We propose fitting a statistical model to the objective function values obtained in such a search, and show how the fitted model can be used to estimate the best value obtained when the search effort is limited and how this value compares with the unknown true optimum value. A possible use of this approach is in combinatorial optimization problems. The dimension in such a problem is not usually considered, but if a dimension can be associated with it, then it is likely to be high. We illustrate our method with a numerical example involving a travelling salesman problem. 
We include the suffix n as a reminder that ] [ Var i ζ depends on n. The important point to note is that because the i θ are randomly sampled, the i X are also random variables which are independent of the i ζ .
There are thus two sources of variation: the search induced variability of the i X and the simulation induced variability of the i ζ . In all that follows we shall use the notation ) (θ X when we are regarding X as a deterministic function of θ , and the notation ) ( i θ X To date published theoretical work has focussed on the situation where d is known and where the minimum observed value of the i W is used to estimate min x . We shall write this smallest value as W (m,n) to indicate that its distribution depends on both m and n. Chia (2005) and Chia and Glynn (2007) 
as ∞ → c , with r an arbitrary but fixed positive constant. Essentially the same problem has also been considered by Yakowitz et al. (2000) who however employ a search on a low dispersion set of points, but yielding a result very similar to that of (8).
We shall also consider this problem under the same quadratic assumption for ) (θ X , but for the case where the dimension d is to be regarded as being large, and possibly not even precisely known.
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Our approach is to fit a statistical model to the observations (5). To completely specify a statistical model for the observations (5) we note that Y ij is simply the sum of X i and ij ε . Thus all we need to do is specify ) (⋅ X F the distribution of X and ) (⋅ ε F the distribution of ε . The distribution of Y is then the convolution of these two distributions. For the situation where d is large we show that we do not need to consider any definite value for d but can assume that a central limit theorem applies to the distribution of X so that we can assume it to be normally distributed. Moreover we shall only consider the situation where the errors are normally distributed. The distribution of Y is then also normally distributed.
One of the advantages of using a statistical model is that it allows one to study quantities of interest other than W (m,n) . We shall therefore study not simply the distribution of W (m,n) , but estimation of the unknown optimum value x min , and also the distribution of the value of the performance measure actually obtained when the search point i θ corresponding to W (m,n) is selected. This last is perhaps the quantity of most interest in a random search. We also consider the calculation of confidence intervals (CI) for these quantities using resampling. We also suggest a modified Anderson-Darling goodness of fit test, again using bootstrap resampling, to test the adequacy of the fitted statistical model.
In our numerical example the precise form of the distribution of X i is completely know so that the optimum solution is known. We are therefore able to make definitive comparisons of the results of the RSO with this solution.
In the next section we discuss in more detail our normal model of the observations (5). The practical approach of fitting this model to data is described in Section 3. In Section 3 we also discuss the use of bootstrapping to calculate CIs and a goodness of fit test of such a model. A numerical example is given in Section 4 and a brief summary is given in Section 5.
THE NORMAL MODEL
Consider the use of RSO, as described in Section 1, to estimate the optimum expected performance min x as given in (1), with the individual observations of the form (5).
We consider first the situation where, for a given search point θ , ) (θ X can be observed without error. Consider the following assumption. 
Assumption
for some
Proof With no loss of generality assume the components of θ are taken in standardized units so that the contour where
, with x constant, is the boundary of the hypersphere 
where we have written
. We are actually interested in the case where d is large. In this situation the gamma distribution actually converges to a normal form that is not apparent if we retain the parametrization of (10). Cheng and Iles (1990) call such a model an embedded model obtainable at an infinite limit. They show that if
in such a way that ω µ and remain fixed (with 0 → λ ), then the gamma distribution converges to the normal distribution with mean µ and standard deviation ω .
There are two implications of this result. Firstly, when d is large, we can approximate the distribution of X i in its left tail by the normal model
where ) (⋅ Φ is the CDF of the standard normal distribution. Secondly, it might appear that this representation does not then include an explicit parameter for the minimum γ that we are interested in estimating. This is a consequence of the form of (11) which indicates that γ is likely to be large and negative. The behavior of any estimate of γ is likely therefore to be unstable and unreliable. We are therefore better off in using (12) for the distribution of X i , and rather than trying to estimate γ we should estimate a low quantile of (12) instead. We will adopt this approach and estimate
where q z is the qth quantile of the standard normal distribution and with q = 0.05 say. Thus q δ in (13) is estimated simply by estimating ω µ and .
Our statistical model of the observations (5) is completed by specifying the distribution of ε , the random simulation induced error arising from the within-run stochastic variation. We shall simply assume that this is normal, i.e.
where 2 σ is unknown but constant. Normally distributed errors would seem a reasonable assumption in many contexts. For example in the simulation of a continuous production process the output of interest is typically an average output rate or cost.
The discussion just given is appropriate where this left-tail of the distribution of i X is well approximated by the power-law form given in Lemma 2.1. In view of our discussion, this indicates that a proportion of the smaller i W values might reasonably be assumed to be the sum of two independent and approximately normally distributed random variables. We therefore make the following assumption.
be the observed averaged observations given in (6), only now taken in ranked order. Given m, ρ can be found with 1 0 < < ρ for which each of the averaged observations in the subsample
where
takes the form 
In the next Section we show how to estimate the parameters σ ω µ and , under Assumption B.
FITTING THE NORMAL MODEL
We consider estimation of the parameters σ ω µ and , of the normal model given in Assumption B. It is easiest to estimate σ first separately from ω µ and .
Estimation of σ
As observations are replicated at each search point, an easy immediate, quite efficient, estimate of 2 σ is obtainable using
where We assume that σˆ is as given in (20). Using Assumption B we shall apply the method of maximum likelihoo to a subsample to estimate the other two parameters ω µ and . This type of method is used in estimating the value at risk of a financial portfolio (see Pickands 1975, for example) . From now on we shall assume that the sample (6) 
in probability, where ρ z is the ρ th quantile of the standard normal distribution and ˆ2 1 2
Using this condition the loglikelihood is easily shown to be:
We can obtain the maximum likelihood (ML) estimate of ψ explicitly in this case:
with the ML estimate of µ given by
The distribution of X thus has estimated CDF:
is an indication that the variance of the error term in (5) is so large that the effect of the performance index variance is lost. In this case the results of the entire search are probably suspect and cannot be relied on.
There is an issue concerning the choice of the value of ρ . Making it too large might result in a poor fit because normality of the X i cannot be guaranteed over the entire range of its distribution, but too small a choice would result in unnecessary loss of estimator efficiency and accuracy. We dealt with this simply by fitting the model over a range of ρ values, 9 . 0 ,..., 2 . 0 , 1 . 0 = ρ in our case, and then selecting a value where the estimates were reasonably stable.
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Confidence Intervals for Quantities of Interest
In the numerical example to be presented in Section 4 we examine the distributional properties of three quantities of particular interest The first two are:
(i)
, the estimate of q δ given in (13).
(ii) 1 W , the smallest observed average performance measure appearing in (6).
We shall assess the effectiveness of q δˆ and W 1 as estimators of q δ and x min by examining their distributional properties using the parametric bootstrap . The method is described for example by Cheng (2006) . The underlying idea is that if the assumptions concerning the distributions of i X and ij ε in the original observations (5) are correct then they will be well approximated by
respectively. We therefore take these estimated distributions as being the true distributions and sample from them to generate B parametric bootstrap (BS) replicates
, where an asterisk denotes a bootstrapped quantity. Bickel and Freedman (1981) , the empirical distribution function (EDF) formed from this BS sample is a consistent estimate of the CDF of t . We can therefore use the BS sample to construct a CI for the unknown true q δ or x min value being estimated. In the numerical examples described in Section 4 the } ,..., 2 , 1 ), ( { * B k k t = sample is both skewed and biased. We used the following CI based on the conventional normal approximation CI as described by Davison and Hinkley (1997 We consider one other quantity of particular practical interest: (iii) ) 1 ( X , the performance measure actually achieved when the search point corresponding to W 1 is selected as being the best. We write this as
Each of the B BS replicates in (27) has exactly the same form as (5). Thus t,
+ = . Let ) 1 /( ) ) ( ( ), 1 /( ) ) ( (s z t p t p t p U L 2 / * * * )) ( ), ( ( ± = ,(28)1 ) 1 ( 1 ζ + = X W .(29)
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We have used a bracketed subscript in X (1) as a reminder that the actual performance measure corresponding to W 1 may not be the lowest actual performance measure that has been obtained amongst all the search points examined in the RSO. The quantity X (1) is not observable in a real RSO. It can be estimated from the model but this is quite complicated. Instead we estimated it using the BS sample mean
We can in this case also directly calculate a CI of the form (28) . It can of course be regarded as a CI for E(X (1) ), but it would be much more interesting to regard it, unconventionally, as a CI for the actual unknown X (1) . the quantity of real interest, even though this is random.Though we do not give a justification here in detail it turns out that this is reasonable because the distribution of the BS observations in (27) tend to those of the original observations. We find that under suitable regularity conditions 
These latter are estimated from the BS CI (28) for X (1) . Inversion of (31) in the usual way then gives a CI for X (1) .
3.4
Goodness of Fit Test
An obvious concern is whether the fitted distribution of X i , is correct or not. The AndersonDarling (AD) statistic, A 2 , goodness of fit test with its critical values calculated by parametric resampling can be used for this as discussed by Cheng (2006) . The only change needed is that the AD statistic has to be modified to allow it to be applied to the subsample (15). In analogy to the standard AD statistic (see Anderson and Darling, 1952) we define this as
is the fitted distribution and W F is the empirical distribution function (EDF) of the subsample (15). Written out explicitly we find that (32) is equivalent to 
AN EXAMPLE OF A COMBINATORIAL OPTIMIZATION PROBLEM
A situation where our model of Section 3 might be appropriate occurs in combinatorial optimization. In such problems the set of solutions is usually discrete but typically has very large cardinality. Thus it seems reasonable to assume that the distribution of the objective function values obtained in a random search of points drawn from the solution set can adequately be approximated by a continuous distribution. The dimensionality in combinatorial problems is not usually considered. We argue however that if the dimension can be defined at all, it will typically be large. These considerations suggest that our statistical model given in Assumption B might be appropriate in such problems. We demonstrate this in this Section by applying the method of the previous Section to a travelling salesman problem (TSP) containing a stochastic element. Table 1 gives the x,y coordinates of nine randomly generated points in the unit square. We define a tour as a path that starts and ends at a given point, visiting each other point just once. The TSP problem is to find the tour with the shortest total length, X, assuming the Euclidean distance is used for the distance from one point to the next on a tour. The length of each tour is the sum of nine distances, so that though a dimension is not usually associated with such a problem, it seems not unreasonable to regard each tour as associated with a point in 8-dimensional space, assuming the starting point to be fixed. The search space therefore comprises the 8!/2=20160 distinct points in this space corresponding to the distinct tours of the nine original points. The problem thus has a reasonable number of points in the search space, but sufficiently small to enable all tour lengths to be evaluated.
For simplicity of presentation we reduced all tour lengths by the amount of the shortest tour length, so that the minimum transformed tour length corresponds to x min = 0. If we select tours at random, each being equally likely, then we have the RSO problem where the distribution of the tour lengths has CDF depicted in Figure 1 . It will be seen that even in this relatively small example the left tail does have a shape one might associate with a normal tail, even if only superficially.
In our problem we assume tour lengths cannot be evaluated accurately and have added a standard normal error. Thus in our problem observed tour lengths are as in (5) Three metaexperiments were carried out, each with a different value of c: 100, 1,000 and 10,000, in order to encompass a representative range of c values that might be used in practice. Each metaexperiment was made up of 100 independent but otherwise identical experiments. In each experiment an RSO as described in Section 3 was carried out using one of the c values. From (8) it is clear that with d large we should take m much larger n. We thus took m = c/4 and n = 4 to provide 3c/4 degrees of freedom to estimate σ as described in Subsection 3.1. The RSO produced a set of observations of the form (5), with, in each observation, i X randomlyselected from the 20160 tours, all tours being equally likely to be selected, and with the ij ε all standard normal variables. We then fitted the model of Assumption B. The three quantities of interest described in Subsection 3.3, namely. , δ 1 W and X (1) were then calculated. A set of parametric bootstrap versions of the RSO was then obtained, exactly as described in Subsection 3.3 to produce the three )% 1
. These were used as CIs for 05 . 0 δ , so that q = 0.05 in Equation (13), x min = 0 and X (1) respectively. We used 90% CI's so that p = 0.05.
In a real RSO study none of these quantities are known. However in our experiments all are known, with 0 = γ , 05
. 0 δ = 1.303, and with X (1) easily obtained from the observations (5). Thus in all three cases we can check if the CI covers the true value or not. The metaexperiment simply replicates the entire experiment just described a number of times, N say, to allow estimation of the true coverage by seeing how often each CI covers its true value.
We also carried out the goodness of fit test of Subsection 3.4 in each experiment of each metaexperiment, with the test returning the result either as 'reject' or 'not reject' the fitted statistical model, and with probability of not rejecting a correct model set at 90%.
In all experiments the number of bootstraps, B was set at 100. The number of replicates, N, in a metaexperiment was also set at 100. Even though these are relatively low settings the results obtained provide a reasonably clear picture of the overall performance of the method over a range of conditions. Table II summarizes the results obtained for the 3 metaexperiments carried out. The Table  gives , for each metaexperiment, ρ , the proportion of the main RSO sample used in fitting the model, and GoF p , the proportion of the experiments for which the model was not rejected as a bad fit by the goodness of fit test. The rows M and SD are the sample mean and sample standard deviation of these samples, which therefore estimate the true behavior of each quantity. Each experiment also produced 100 BS samples of each quantity of interest giving a BS sample mean for each. The mean of these BS sample means, taken over the 100 experiments for each quantity, i.e. the grand mean for each quantity taken over all BS samples and all experiments in the metaexperiment, is given in row BM. The 100 BS values of each quantity in each experiment are also used to calculate a 90% CI. The half-width was recorded in each experiment giving a sample of 100 half-widths. The sample mean of these half widths is recorded in the CI/2 row. The final row, PCI gives the proportion of the 100 experiments that the true value of the quantity of interest is covered by its CI.
The GoF p values in Table 2 indicate that the model fit was satisfactory in the experiments. The sample means and sample standard deviations in rows M and SD behave generally as one would expect, showing improved accuracy as c increases.
Comparison of the bootstrap means of row BM with those in row M gives an indication of the general reliability of the bootstrap process. The BM values for δˆ and W 1 are not otherwise of particular interest, as the true values of these latter quantities, as given in the M row, are always observable in an RSO. The BM value, (30), for the quantity X (1) is however of more interest, as it is a point estimate of the true X (1) value, which will be unknown in a practical RSO. So it is of interest see how its mean value compares with its known true value in our experiments.
For each quantity of interest, the CI half width in the CI/2 row is a direct measure of the spread in its BS sample. One would expect this to be roughly twice the sample SD value, which in most cases they are.
Perhaps of most interest in Table 2 are the PCI values, giving the observed coverages of the true values of each quantity. The nominal confidence level used in calculating the CIs is 90%. The PCI values for 05 . 0 δ and X (1) seem satisfactory. The PCI values for W 1 are erratic suggesting that W 1 is not a particular good estimator of the true minimum x min which is as we expected, indicating that our strategy of estimating 05 . 0 δ a low quantile for X (1) is preferable. 
