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Summary
There is a large drive to reduce the cost of energy of wind energy generators. Various tracks are
being considered such as enhanced O&M strategies through condition monitoring, increased
manufacturing efficiency through higher production volumes and increased automation, improved
resource assessment through turbine-mounted real-time site assessment technologies, improved
components reliability by increased laboratory testing, increased number of prototype test tur-
bines before serial production, larger rotor and tower concepts for both onshore and offshore
installations, advanced drive train designs, advanced load alleviation control systems, extensive
industrialization and modularization of components, cost-out programs, increased components
redundancies where possible, etc [Schwabe, P., Lensink, S., Hand, 2011] . Twenty five years
ago an offshore wind turbine consisted of 2{3 of the total capital cost (excluding foundations),
today this value has dropped down to roughly 30 40% [IRENA, 2012, CleanEnergyPipeline,
2014]. Wind turbine manufacturers and researchers have indeed delivered on the promise of cost
reduction, but the question remains: can we do more?
The research in this thesis aimed to contribute to the larger objective of reducing cost of en-
ergy through the implementation and application of uncertainty quantification and probabilistic
methodologies on specific areas of design of wind turbines, namely: (a) aerofoil aerodynamic
lift and drag, (b) load alleviation control features and (3) fusion of output from multi-fidelity
aero-servo-elastic simulators. Why uncertainty quantification and probabilistic methodologies?
Because such methodologies provide tools that makes it possible to design a wind turbine to
a specific probability of failure, which means wind turbines are as strong as necessary, but no
stronger [Veldkamp, 2006].
The original contributions of this research were:
• A comprehensive list of sources of uncertainties affecting the prediction of extreme loads
on a wind turbine. Such a list is indeed subjective and subject to scrutiny and updat-
ing depending on a researcher’s, scientist’s and engineer’s background, know-how and
experiences.
• A fully encompassing stochastic model of aerofoil aerodynamic lift and drag coefficients,
followed by a quantification of the effect of aerodynamic uncertainties on the extreme
loads and an optimization of the partial safety factors.
• An in-depth analysis of how advanced load alleviation control features such as cyclic
pitch, individual pitch, static thrust limiter, condition based thrust limiter and an active
tower vibration damper affect the structural reliability of a multi-megawatt wind turbine
blade and tower when the extreme turbulence model is uncertain. The novelty is in the
subsequent cost and reliability based optimization of the load partial safety factor, turbine
geometry, controller failure rate and structural reliability metrics of a large multi-megawatt
wind turbine equipped with advanced load alleviation control features. The objective here
– iii –
was to investigate how the load partial safety factors are affected by the performance of
various configurations of advanced load alleviation control features to limit the excursion
of extreme loads above a certain threshold.
• A review, implementation and demonstration of 5 analytical methods for fusing output from
multi-fidelity aero-servo-elastic simulators with application to extreme loads on a wind
turbine. Analysts and designers increasingly use multiple commercial and research-based
aero-servo-elastic simulators such as FLEX, FAST, BLADED, HAWC2, Cp-Lambda, etc.
to compare the predicted coupled dynamic loads and response of the system. This review
attempts to demonstrate the potential to fuse (combine) the output of various multi-fidelity
aero-servo-elastic simulators to predict the most likely response and the corresponding
model uncertainty.
• A detailed implementation of a model fusion technique called co-Kriging to predict the
extreme response in the presence of non-stationary noise in the output (i.e. the magnitude of
noise varies as a function of the input variables) in the case when the low and high-fidelity
aero-servo-elastic simulators of the same wind turbine are implemented by two independent
engineers (i.e. human error and uncertainty in the modelling and input assumptions are
implicitly included). We demonstrate the co-Kriging methodology to fuse the extreme
blade root flapwise bending moment of a large multi-megawatt wind turbine by using two
aero-servo-elastic simulators, FAST [Jonkman and Buhl, 2005] and BLADED ([Bossanyi,
2003b], [Bossanyi, 2003a]).
The main findings of the work and their implications were:
• The assessment of uncertainties in the aerodynamic lift and drag were done through a
heuristic based stochastic model which replicates the uncertainties in airfoil characteristics
by parameterizing the lift and drag coefficients polar curves. In the IEC61400-1 design
standard for wind turbines, a value of 10% for the coefficient of variation (COV) on
the uncertainty related to the assessment of the aerodynamic lift and drag coefficients is
used. The findings in this research indicate that while this value is appropriate for certain
structural components such as blade tip flapwise and main shaft tilt and yaw moments, it is
conservative for components such as blade root flapwise, edgewise and tower. An overall
assessment of uncertainties in the aerodynamic static lift and drag coefficients showed (a)
a tangible reduction in the load partial safety factor for a blade and (b) generally a larger
impact on extreme loads during power production compared to stand-still. Therefore, the
way forward is for wind turbine manufactures to further update the stochastic model by
integrating their own data to assess the impact of the aerodynamic uncertainty on their
specific wind turbine. The stochastic model can also be used as a tool for a probabilistic
design and risk mitigation in the early stages of the aerodynamic design of a wind turbine
rotor.
• Large uncertainties in the extreme turbulence model can be significantly mitigated through
the use of advanced load control features. The magnitude, scatter and shape of the annual
maximum distribution of the loads is dependent on the performance of the load alleviation
control features such as individual pitch control and condition based thrust limiter to limit
the excursion of extreme loads above a certain threshold. The reduction in the mean of
the annual maximum load distribution and the coefficient of variation due to the action
of advanced load alleviation control features in turn translated into a higher structural
reliability level in the face of uncertainties in the extreme turbulence model.
– iv –
• The probabilistic cost and reliability based optimization methodology showed that a
tangible reduction in the load partial safety factors can be achieved when advanced load
alleviation control features are used while maximizing the benefits versus costs and while
maintaining acceptable target probability of failure. However, some configurations of
advanced load alleviation control features yield annual maximum load distribution with
very low coefficient of variation (i.e. on the order of 2 3%); in this case the model and
statistical sources of uncertainties dominate the reliability analysis resulting in higher load
partial safety factors. It was shown that the benefits were maximized when the annual
failure rate of advanced load alleviation control features is around 103. A key finding is
that the overall probability of failure of the structure-control system is by far dominated by
the annual failure rate of the control system. This means that decreasing the annual failure
rate of the control system would have a larger impact than improving the reliability of the
structure.
• Assuming that the output of the high-fidelity (BLADED) and low-fidelity (FAST) aero-
servo-elastic simulators follow similar trends as a function of an independent variables (i.e.
bending moment as a function of wind speed), the co-Kriging based methodology fused the
"noisy" extreme flapwise bending moment at the blade root of a large wind turbine from a
low fidelity and a high-fidelity aero-servo-elastic simulators; the co-Kriging predictions
compared well with validation data. Therefore, the way forward is to fuse output from
multiple aero-servo-elastic simulators in order to reduce model uncertainties and refine the
probability of failure of the wind turbine structure.
Finally, the findings and contributions are presented in a series of publications including:
• Abdallah et al. [2015] Impact of uncertainty in airfoil characteristics on wind turbine
extreme loads. / Abdallah, Imad; Natarajan, Anand; Sørensen, John Dalsgaard. Published
In: Renewable Energy, Vol. 75, 2015, p. 283-300.
• Abdallah et al. [2015] Influence of the control system on wind turbine loads in power
production in extreme turbulence: structural reliability. / Abdallah, Imad; Natarajan,
Anand; Sørensen, John Dalsgaard. Submitted to: Renewable Energy, 2015.
• Abdallah et al. [2015] Influence of the control system on wind turbine loads in power
production in extreme turbulence: Cost and reliability-based optimization of partial load
factors. / Abdallah, Imad; Natarajan, Anand; Sørensen, John Dalsgaard. To be submitted
to: Renewable Energy, 2015.
• Abdallah et al. [2015] Co-Kriging: fusing simulation results from multifidelity aero-
servo-elastic simulators - Application to extreme loads on wind turbines. / Abdallah,
Imad; Sudret, Bruno; Lataniotis, Christos; Sørensen, John Dalsgaard; Natarajan, Anand.
Accepted for publication in: ICASP12 - Proceedings of the 12th International Conference
on Applications of Statistics and Probability in Civil Engineering: Vancouver, Canada,
July 12-15, 2015.
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Resumé
Forskningen i denne Ph.d. afhandling har til formål at bidrage til det overordnede mål at reducere
energi omkostningerne (Cost of Energy) ved at gennemføre og anvende usikkerhed kvantificering
og probabilistiske metoder for specifikke områder ved design af vindmøller, nemlig: (a) aerofoil
aerodynamisk løft og drag, (b) kontrol algoritmer til last reduktion og (3) fusion af output fra
multi-fidelity aero-servo-elastiske simulatorer.
De originale forskningsbidrag er:
• En omfattende liste over kilder til usikkerhed der påvirker forudsigelse af ekstreme belast-
ninger på en vindmølle.
• En stokastisk model af aerofoil aerodynamiske løft og drag koefficienter, efterfulgt af
en kvantificering af effekten af aerodynamisk usikkerhed på den ekstreme belastning
og optimering af last partialkoefficienter. En samlet vurdering af usikkerheder for de
aerodynamiske statiske løft og drag koefficienter viste en mærkbar reduktion i last par-
tialkoefficient for en vinge og generelt en større betydning på ekstreme belastninger under
produktion af el i forhold til stand-still. Den stokastiske model kan også bruges som et
redskab ved probabilistisk design og risiko reduktion i de tidlige faser af det aerodynamiske
design for en vindmølle rotor.
• En grundig analyse af, hvordan forskellige konfigurationer af avancerede lastreduktions kon-
trol funktioner påvirker den strukturelle pålidelighed for en multi-megawatt vindmøllevinge
og tårn når den ekstreme turbulens model er usikker. Nyskabelsen er i den tilhørende
bestemmelse af optimale last partialkoefficienter ved hjælp af modeller for omkostninger
og pålidelighed, turbine geometri, styresystem svigtrater og strukturel pålidelighed når der
anvendes forskellige konfigurationer af avancerede last reduktions kontrolfunktioner. En
central pointe er, at den samlede sandsynlighed for svigt af konstruktion-styresystem er
domineret af den årlige svigtrate af styresystemet.
• En detaljeret implementering af flere analysemetoder til fusion af output fra flere aero-
servo-elastisk simulatorer. Designere bruger i stigende grad flere kommercielle og forskn-
ingsbaserede aero-servo-elastiske simulatorer til at sammenligne de estimerede koblede
dynamiske belastninger og respons af systemet. Formålet var således at anvende disse
analysemetoder til at forudsige det mest sandsynlige respons og de tilsvarende model
usikkerheder, når output fra forskellige multi-fidelity aero-servo-elastiske simulatorer er
tilgængelige.
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1 Introduction
1.1 Relevance
Technical perspective The size of wind turbines is reaching dimensions which are starting
to test the limits of the aero-servo-elastic simulators. Wind farms are reaching utility scale
size, wind turbines are being installed in large clusters and in a variety of locations (offshore,
onshore, flat terrain, near shore, complex terrain, forests, mountains, etc.) resulting in large
variations of climates and inflow conditions experienced by wind turbines. Furthermore, advanced
load alleviation control features are being deployed on modern large wind turbines resulting in
significant load reductions. All the above makes it difficult to establish and abide by a relevant
deterministic standard for the design of wind turbines. In order to improve the competitiveness of
wind energy, researchers and industrialists shall systematically quantify each and every source of
uncertainty in the design of wind turbines and assess its impact. Equation 1.1 depicts the ultimate
load LULT and the various uncertainties associated with the prediction of LULT :
LOAD  LULTXdynXstXextXsimXexpXaeroXstr (1.1)
The uncertainties (stochastic) variables are defined as multiplicative factors to LULT to take into
account the model and statistical sources of uncertainties. Xdyn accounts for model uncertainty
due to the modelling of the wind turbine dynamic response. Xst accounts for the statistical
uncertainty of wind climate assessment. Xext is associated with the uncertainty in the extrapolated
load model. Xsim accounts for statistical uncertainties caused by the limited number of loads
simulations. Xexp accounts for the model uncertainties related to modelling the terrain and
roughness. Xaero accounts for the model uncertainties related to the assessment of aerodynamic
– 1 –
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lift and drag coefficients. Finally the uncertainties related to the computation of the stresses on
components from the loads are considered through Xstr.
Economic perspective Offshore wind energy has just started to become competitive against
various sources of energy. The offshore wind market, however, relies heavily on massive
governmental subsidies of various sorts. Several tracks for reducing the cost of wind energy have
been suggested[Schwabe, P., Lensink, S., Hand, 2011] such as enhanced O&M strategies through
condition monitoring, increased manufacturing efficiency through higher production volumes
and increased automation, improved resource assessment through turbine-mounted real-time
site assessment technologies, improved components reliability by increased laboratory testing,
increased number of prototype test turbines before serial production is launched, larger rotor and
tower concepts for both onshore and offshore installations, advanced drive train designs, advanced
load alleviation control systems, extensive industrialization and modularization of components,
cost-out programs, increased components redundancies where possible, etc [Schwabe, P., Lensink,
S., Hand, 2011].
This thesis takes a stab at reducing the levelized cost of energy from a slightly different perspective;
by assessing and quantifying specific uncertainties in the aero-servo-elastic simulations and
prediction of extreme loads. Uncertainty quantification is a largely ignored field in the context of
reducing the levelized cost of energy of wind turbines. Why uncertainties matter? as of today, the
single largest cost component for offshore wind farms is still the wind turbine, accounting for
30% 40% of the total capital cost [IRENA, 2012]. So, any savings due to uncertainty analyses
in the turbine design translate, possibly, into not so insignificant capital cost savings.
1.2 Aims and motivations
The idea of using uncertainty quantification approaches and probabilistic methods in the design
and analysis of aero-elastic predictions of wind turbine loads is nothing new. The approaches,
however, have always been generalistic, the conclusions generally wide, and the rationale behind
how the sources of uncertainty are modelled has always been ambiguous. What is different
here? we take a deep dive into very specific sources of uncertainty and assess their impact on
the extreme loads. All analysis are done on multi-megawatt wind turbines with industrial grade
control systems. There are an extensive number of uncertainties, three of which have been chosen
in this thesis:
Uncertainty in aerodynamic lift and drag: The aim is to quantify the uncertainty in airfoil
static lift and drag coefficients based on field and wind tunnel data, aero-servoelastic calculations
and engineering judgement. Subsequently assess the effect of the uncertainty in airfoil static lift
and drag coefficients on the prediction of extreme loads, structural reliability and optimization of
the load partial safety factor of large wind turbines. Motivation: Various studies have tackled
several aspects of airfoil aerodynamic uncertainty. Results are presented in the form of examples
usually too theoretical in nature with limited applicability in a wind turbine design practice. In
this thesis we establish a stochastic model for the static lift and drag coefficients by tapping into a
wealth of publicly available aerodynamic tests, measurements and simulations on various aspects
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of aerodynamic uncertainties. The motivation for this research is based on the following scenario:
when an arifoil section is placed in four different wind tunnels, the result is four different lift
coefficient curves as a function of angle of attack. In a deterministic context, a wind turbine blade
designer will have to choose one of the lift curves (or a blend of said lift curves) and base his/her
blade design on that choice (see Figures 1.1a and 1.1b).
Research questions
What are the sources of uncertainties that contribute to the variation in the static
lift and drag coefficients of an airfoil section? and what is the effect of this uncertainty on
structural reliability and the load partial safety factor in extreme operating conditions?
Wind
Speed
Pitch
Angle
Relative
Wind
Speed
 
 


AOA
Lift
Drag
Rotor PlaneRotational Speed
(a) Lift and drag on an airfoil.
(b) Lift coefficient of an airfoil in four different wind
tunnels.
Figure 1.1: Large variation in the lift coefficient when the same aifoil section is measured in four different
wind tunnels.
Effect of advanced load alleviation control features on structural reliability: The aim is to
show that despite large uncertainty in the inflow and turbulence models, advanced load alleviation
control systems yield both a reduction in magnitude and scatter of the extreme load which in turn
translates in a change in the shape of the annual maximum load distribution function resulting
in improved structural reliability. This is followed by a cost and reliability-based optimization
of the load partial safety factor for a large multi-megawatt wind turbine in power production in
extreme turbulence when various configurations of advanced load alleviation control features of
varying performance are used. Motivation: Sophisticated load alleviation control systems are
increasingly being designed, implemented and deployed on large wind turbines to specifically
reduce the adverse effects of extreme load events resulting in a lighter structural design. The
load alleviation control features, which are an integral part of the design of large wind turbines,
not only affect the magnitude of the extreme load level but also the scatter and the shape of the
probability distribution function of the extreme loads (see Figures 1.2a and 1.2b). Consequently,
it is not clear how the control features affect the overall structural reliability and safety factors in
the presence of uncertainty in the extreme inflow such as turbulence. It is also not clear how the
failure rate of the control features affects the overall structural reliability of the wind turbine.
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Research questions
How does the structural reliability of the wind turbine change if the extreme turbulence
model is uncertain? In the presence of such uncertainty how does the structural reliability
change with/without advanced load alleviation control features or various load alleviation
control strategies? Can wind turbine designers leverage the load limiting effects of the
advanced load alleviation control features to optimize the load partial safety factor (and
how)?
(a) Reduction in extreme load level. (b) Extreme loads density functions.
Figure 1.2: When turned on, advanced load alleviation control features not only reduce the extreme load
level but also modify the extreme load distribution and its tail.
Fusing the output of multi-fidelity aero-servo-elastic simulators: The aim is to fuse the
extreme response from multiple aero-servo-elastic simulators of various fidelity and complexity
to predict "the most likely" extreme response of a wind turbine. Motivation: Analysts and
designers increasingly use multiple commercial and research-based aero-servo-elastic simulators
to compare the prediction of wind turbines’ structural response. The aero-servo-elastic simulators
are of varying fidelity and have different underlying assumptions. As a result, the aeroservo-elastic
response may vary amongst simulators even if the external inflow condition is the same. The sub-
models with the largest impact on the aero-servo-elastic response variability are aerodynamic,
structural, control systems and wind inflow. The aero-servo-elastic simulators are validated using
test measurements from prototype wind turbines. The current practice is to cover the discrepancy
amongst the simulators by imposing safety factors resulting in a safe design. It is reasonable
to assume that model uncertainty is of the epistemic type and can be estimated at the design
stage with (usually) decreasing uncertainty when more simulations from multiple sources are
available. As a result of model uncertainty, discrepancy amongst models predictions can easily
be up to 20%. The current practice is to select the peak response from one particular simulator
and impose a "large enough" safety factor resulting in a "safe" and "conservative" design peak
response (see Figure 1.3). This practice, however, may prove to be overly conservative.
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Research questions
Does it make any sense to fuse the output from various multi-fidelity aero-servo-elastic
simulators Mi? What analytical methods can be used to predict the most likely response
when output from various multifidelity aero-servo-elastic simulators are available? What
is the uncertainty associated with the aggregated (fused) response?
Figure 1.3: Peak load response and their corresponding variations from three different simulation models.
The measured response is also shown.
1.3 Scope
• This work focuses on extreme loads only.
• Only variable speed pitch controlled wind turbines are considered.
• Only large multi-megawatt wind turbines are considered. Two turbines are used; in one
instance a large commercial multi-megawatt offshore wind turbine is considered with
nominal power ¡ 5MW and rotor diameter ¡ 130m. In other cases the turbine considered
has a nominal power 2MW and 110m in rotor diameter.
• Industrial grade control systems with various load alleviation features are used.
• In order to keep the loads evaluations simple, DLC1.1NTM (power production in normal
turbulence model) and DLC1.3ETM (power production in extreme turbulence model) are
used to evaluate the aero-servo-elastic extreme loads simulations.
• The optimization of the safety factors is solely limited to the load partial safety factor.
1.4 Outline
In chapter 2 we give an overview of the concept of aero-servo-elastic simulations and a definition
of loads and design load cases.
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In Chapter 3 we present an overview of the sources of uncertainty affecting the prediction of the
extreme loads on a wind turbine. We discuss some probabilistic methods most commonly used
in structural reliability. Then we detail the steps necessary to derive a cost and reliability-based
safety factors and we illustrate that with a simple example. We finish Chapter 3 by describing
how the safety factors in the IEC61400-1 ed.3 design standard are derived. We get an outlook
of possible developments in future editions of the IEC61400-1 design standard. Chapter 3 can
be considered as the theoretical supporting material for the research done in the subsequent
publications.
In Chapter 4 we review 5 analytical methods for fusing (aggregating) the output from multi-
fidelity simulators with application to extreme loads on wind turbines. Chapter 4 should be
consider as a theoretical foundation for the understanding of the research in Chapter 8.
In Chapter 5 we look at the impact of uncertainty in aerofoil lift and drag on wind turbine extreme
loads, structural reliability and load partial safety factors. We derive a stochastic model for the
static lift and drag coefficients by tapping into publicly available aerodynamic tests, measurements
and simulations on various aspects of aerodynamic uncertainties.
In Chapter 6 we look at the influence of various configurations of load alleviation control features
on a wind turbine structural reliability in power production when the extreme turbulence model is
uncertain. In Chapter 7 we expand on the previous chapter’s work to optimize the load partial
safety factor and other structural, control and reliability metrics when various configurations of
load alleviation control features are used.
In Chapter 8 we present and demonstrate the co-Kriging technique to predict the extreme response
in the presence of non-stationary noise in the output (i.e. the magnitude of noise varies as a
function of the input variables) in the case when the low and high-fidelity aero-servo-elastic
simulators of the same wind turbine are implemented by two independent engineers (i.e. human
error and uncertainty in the modelling and input assumptions are implicitly included).
Final conclusions and recommendations are found in Chapter 9.
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lators and design load cases
The first aim in this chapter is to give a brief description of the concept of aero-servo-elastic loads
in the context of wind turbines design. The second aim is to introduce some of the design load
cases which are used as input to the aero-servo-elastic simulators. Both topics are discussed at
length in the IEC61400-1 ed.3 design standard , [Hansen, 2000], [DNV/Risø, 2002], [Hau and
von Renouard, 2005], and [Manwell et al., 2010].
2.1 Aero-servo-elastic simulators
The design of a modern wind turbine involves solving the differential equation of motion
M:y   D 9y   Ky  Fext (2.1)
by means of a computer simulator based on an aero-servo-elastic calculation procedure. Aero-
servo-elastic is a term that refers to the coupling of aerodynamics, structural dynamics and
controls under the stochastic external forcing of the turbulent wind field including wakes in
the time domain [Rasmussen et al., 2003]. For offshore wind turbines, additional external
hydrodynamic forcing is included to model the effects of waves, currents and ice on the support
structure and tower (aero-hydro-servo-elastic ). The main modules of an aero-hydro-servo-elastic
simulator are shown in Fig. 2.1 and an illustration is made in Fig. 2.2. The computational models
are categorized into modules representing external conditions, modules representing the loads
and modules representing the wind turbine structure and controls. An example of time series
output of an aero-servo-elastic simulation is shown in Fig. 2.3.
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A list of industry and research based aero-servo-elastic simulators includes FLEX5, FAST,
HAWC2, Bladed, Cp-Lambda, BHawC. On most (if not all) simulators, the aerodynamics are
generally assumed to be based on the Blade Element Momentum method (modified, corrected
and calibrated with engineering models). The structural dynamic methods found in these sim-
ulators can be generally classified into three approaches: multibody dynamics, finite element
methods, and the assumed-modes approach. Most of these codes, however, are being modified
to accommodate large and flexible wind turbines in order to include the torsional degrees of
freedom, aeroelastic stability, large blade deflections, prediction of aerodynamic modal damping,
inclusion of 3D computational aerodynamics and fluid dynamics, wake effects, floating offshore
installations, hydrodynamics, etc.
2.2 Design load cases
Wind turbines are designed to operate and produce power for a period of upto 30 years. Over its
lifetime a wind turbine is subjected to various operating conditions and failure modes. As a result,
a wind turbine must be analysed for all possible design load cases. Load cases are constructed by
combining wind turbine operating conditions (or failure modes) with external conditions.
A wind turbine operating conditions and operating modes can be generally grouped into the
following categories:
• Normal operation and power production
• Start (cut-in) and stop (cut-out)
• Idling and stand-still
• Transportation
• Installation and assembly
• Testing and commissioning
• Maintenance and repair
• Faults such as control faults, sensor faults or grid faults
• Large yaw error during power production or stand-still or idling or start/stop
The external conditions could include (but not constrained to):
• Normal wind profile and normal turbulence
• Extreme wind profile (i.e. extreme shear)
• Extreme turbulence
• Coherent gust and direction change
• Extreme operating gust
• Extreme wind
Indeed, a designer can choose to combine any operating condition, failure mode and external
condition and analyse the ensuing loads, their effect on the structural integrity and stability of a
wind turbine. However, a designer shall always keep in mind the return period of the combined
events; one can always find a design load case which will result in the failure of a wind turbine.
Constructing such a wind turbine, however, would be very expensive.
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Structural Dynamics:
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Figure 2.1: The major modules of a wind turbine aero-servo-elastic simulator.
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Figure 2.2: A wind turbine. Mb is the flapwise bending moment at the blade root. UpZq is the mean wind
speed at height Z. Vertical wind shear (dotted grey line) and turbulence (thick black line).
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Figure 2.3: An example of time series output of an aero-servo-elastic simulation in FAST.
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3 Review: Some aspects of uncer-
tainty quantification and probabilistic
methods in the design of wind tur-
bines
The first aim in this chapter is to propose a list containing the sources of uncertainties related
to variations in the prediction of extreme design loads. The second aim is to expose the reader
to multiple probabilistic methods (far from exhaustive) that could be employed in the design of
wind turbines. Where necessary illustrative examples are provided. The probabilistic methods
described herein are invariably used at various stages of this research. Finally we treat a small
example showing how to optimize safety factors given reduced uncertainties.
3.1 The uncertainty quantification framework
Three essential parts that are required in order to quantify uncertainties and assess their impact
are:
• A computational model or meta-model that describes the physics of the problem and
computes some quantities of interest.
• Sources of uncertainty in the inputs and parameters with possible time- and/or space
variability, and their dependence structure.
• The output (quantity of interest) can be described by statistical quantities such as mean,
standard deviation, distribution, quantiles and probability of failure.
A generalized framework for uncertainty quantification can thus be represented as in Fig. 3.1
[Sudret, 2007b]:
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Step A
Model(s) of the system
Assessment criteria
Analytical
formula, Finite element
model, Computational
workflow (aero-servo-elastic),
meta-model, etc.
Step C
Uncertainty propagation
Model response
y =M(X)
Step C'
Sensitivity analysis
Step B'
Model calibration
Step B
Quantification of
sources of uncertainty
Vector of input
parameters X:
Geometry, Material
properties, etc.
Figure 3.1: A generalized framework for uncertainty quantification [Sudret, 2007b].
Step A consists in defining the computational model M of the physical system; in the context
of design and simulations of wind turbines the computational model could be the so-called
aero-servo-elastic model coupling the aerodynamic to the elastic response of the wind turbine
under the influence of a control system. Furthermore, the computational model could be a finite
element of a blade or a multi-body dynamics model of a gearbox.
Step B consists in defining the inputsX in a probabilistic context and identifying any dependency
structure amongst the inputs. It could be that the inputs display possible time- and/or space
variability which then requires the introduction of random fields and random processes.
Step C consists in propagating the uncertain inputs (random vectorX) through the computational
model M and characterizing the probabilistic content of the random response Y MpXq. The
probabilistic content can be described through second moment methods or maximum likelihood
to infer parameters of the underlying distribution of the response such as the mean and variance,
through Monte Carlo method or structural reliability methods (FORM/SORM [Ditlevsen and
Madsen, 2007]) to compute the probability of failure, and through Monte Carlo or spectral
methods to describe the full probability density function of the response [Sudret, 2007b].
3.2 Methods for quantification of sources of uncertainty
In the context of uncertainty quantification and probabilistic engineering, one might devise
accurate and precise computational models and simulators of physical systems/events (aero-servo-
elastic simulator of a wind turbine, or a finite element model of a blade or a meta-model of some
response, etc.), but if the probabilistic model of the uncertain inputs are not properly specified
then the probabilistic assessment of those uncertain inputs on the system response will be flawed
and any conclusions based on such analysis will be erroneous. There are two cases which can be
envisaged; (1) building probabilistic models of the inputs when data is available and (2) building
probabilistic models of the inputs when very limited or no data is available. When large amount
of data is available, the tools of statistical inference may be used in order to setup a probabilistic
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model of the inputs, but when limited amount of data are available one can resort to Bayesian
inference. Alternatively, gathering data about a variable may prove difficult and/or expensive
and/or impossible.
3.2.1 Building probabilistic models of the inputs when data is available
Given a unidimensional data set of input parameter X  tx1, x2, ..., xnu which is a set of
independent random realizations of random variable X  fXpx;θq, where fX is a density
function with hyperparameters θ. The first step is to look at descriptive statistics such as the
ordered set x1 ¤ x2... ¤ xn, range , median, sample mean, variance, coefficient of variation,
skewness and kurtosis, quantiles, rank, box plots, scatter plots, histograms, and emprical CDF.
The second step is to look at statistical inference, i.e. infer the marginal distribution fXpx;θq of
random variable X . The hyperparameters of parametric distributions can be estimated from a
sample set of observations X  tx1, x2, ..., xnu using the method of moments or the maximum
likelihood estimation. In the context of extreme loads on wind turbines, parametric distributions
of interest could include Lognormal, Weibul (2 and 3 parameters), and Gumbel. Alternatively a
non-parametric distribution can be fitted such a kernel density estimation. The third step is to look
at goodness-of-fit criteria when several density functions are possible candidates to fit a sample
set of observations X  tx1, x2, ..., xnu. One can employ the Akaike Information Criterion
[Akaike, 1974], the Bayesian Information Criterion [Raftery, 1995], the Kullback-Leibler index,
the Kolmogorov-Smirnov test or the Chi-squared test to test for goodness of fit of the density
functions [Noh et al., 2009, Evren and Tuna, 2012]. One can also visualize the goodness-of-fit
qualitatively through QQ-plots for instance. In case where the available sample set of observations
X  tx1, x2, ..., xnu is small/limited, we can use a Bayesian inference approach where a prior
distribution f
1
Θpθq is assigned to the vector of hyperparameters. The Bayes theorem states that a
posterior distribution f
2
Θpθq of hyperparameters Θ can be defined as:
f
2
Θpθq 
f
1
ΘpθqLpθ | x1, x2, ..., xnq³
DΘ f
1
ΘpθqLpθ | x1, x2, ..., xnqdθ
(3.1)
where L is the likelihood function. The predictive distribution of random variable X becomes:
f
2
Xpxq 
»
DΘ
fXpx | θqf 2Θpθqdθ (3.2)
3.2.2 Building probabilistic models of the inputs when limited or no data are
available
When very limited or no data are available to characterize the inputs, one may resort to expert
judgement based on general knowledge on similar inputs or expert knowledge on bounds and
most probable values (such as mode or mean). Furthermore, we can find recommendations for
probabilistic models in the literature or through recommendations of committees such as the
Joint Committee on Structural Safety (JCSS). Alternatively we can use the principle of maximum
entropy. Some literature related to the practical application of the principle of maximum entropy
can be found here: von Collani et al. [2008], Ahooyi et al. [2014], Li et al. [2012], Carta et al.
[2009], Akpinar and Akpinar [2007], Ramirez and Carta [2006], Win [2015]. The principle of
maximum entropy, stated most briefly: "when we make inference on random variables based on
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incomplete information (data), we should draw them from that probability distribution that has
the maximum entropy permitted by the information we have"[Jaynes, 1982]. The principle states
that the most unbiased estimate of a probability distribution is that which maximizes the entropy
subject to constraints supplied by the available information, e.g., moments of a random variable.
The maximum entropy method of estimating fXpxq is expressed as [Pandey and Ariaratnam,
1996]:
maximize H rfXs def 
»
R
fXpxqln pfXpxqq dx
subject to
»
R
fXpxqdx  1»
R
gpiqpXqfXpxqdx  µpiqX
(3.3)
where H is the entropy of density function fX , µ
piq
X is the i
th moment of the random variable X
and gpiqpXq  pX  µxqi. The first constraint simply sums the probabilities to 1, and the second
constraint sets a value for a higher order moment of the distribution. Hence, the predicted fXpxq
should have the highest level of uncertainty amongst all possible density functions satisfying
the constraints. In other words, this method does not impose any prior assumptions beyond
the available constraints and as a result the selected fXpxq has the minimum bias possible.
Constraints could be the mean value of the random variable; for instance, following one wind
tunnel test the measured value of the lift coefficient CL of the clean aerofoil section can be set
to the expected value of the distribution describing the variations of the lift coefficients under
various operating conditions. One classical way to solve the optimization problem in Equation
3.3 is by introducing Lagrange multipliers such as:
L pf, λjq 
»
R
fXpxqln pfXpxqq dx 
m¸
i0
λi
»
R
gpiqpXqfXpxqdx µpiqX


(3.4)
where λi are the Lagrange multipliers. The problem is thus transformed to find the extrema of
the function L pf, λjq:
BL
Bf  0

»
R

ln pfXpxqq   1 
m¸
i0
λig
piqpXq
ﬀ
dx
(3.5)
therefore,
ln pfXpxqq   1 
m¸
i0
λig
piqpXq  0 (3.6)
which leads to the closed form solution for fXpxq:
fXpxq  exp

1 λ0 
m¸
i1
λig
piqpXq
ﬀ
(3.7)
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The coefficients λi are then determined as solutions of the system of equations with respect to
the constraints:
Gpλq 
»
R
gpiqpXq exp

1 λ0 
m¸
i1
λig
piqpXq
ﬀ
dx  µpiqX (3.8)
An application of the maximum entropy distribution of the extreme tower bottom bending moment
is shown in Fig. 3.2 and 3.3. In Fig. 3.2 the extreme tower bottom bending moments are simulated
in aero-servo-elastic simulator FAST using 48 seeds with mean wind speed of 4m{s and the
turbulence standard deviation equals to 1m{s. In Fig. 3.3 the extreme tower bottom bending
moments are simulated in aero-servo-elastic simulator FAST using 48 seeds with mean wind
speed of 10m{s and the turbulence standard deviation equals to 3m{s. The loads are first fitted
to a 3-parameter Weibull distribution and then compared to the maximum entropy distribution
with only the first 2 moments and the first 3 moments. The moments of the 3-parameter Weibull
distribution are derived using the maximum likelihood method.
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Figure 3.2: The extreme tower bottom bending moments are simulated in aero-servo-elastic simulator
FAST using 48 seeds with mean wind speed of 4m{s and the turbulence 1m{s.
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Figure 3.3: The extreme tower bottom bending moments are simulated in aero-servo-elastic simulator
FAST using 48 seeds with mean wind speed of 10m{s and the turbulence 3m{s.
Such an approach is of relevance when considering the stochastic model of lift and drag coeffi-
cients (Chapter 5) and in deriving the loads annual maximum distributions through probabilistic
loads extrapolations (Chapters 6 and 7).
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3.3 Dependence structures amongst input random variables
Once the marginal probabilistic models of the random variables have been defined as described
above, we turn our attention to the dependence structure and correlations amongst the random
variables. Correlations and dependence structures are of relevance when considering the parame-
ters of the stochastic model of lift and drag coefficients (Chapter 5) and in the topic of fusing the
output from multiple aero-servo-elastic simulators as discussed in Chapter 4 (i.e. how to describe
the correlation amongst the output from multiple aero-servo-elastic simulators?).
3.3.1 Correlations: Pearson, Spearman and Kendall
The correlation between a two dimensional sample set Z  tpxi, yiq, i  1, ..., nu can be
expressed through the sample Pearson correlation coefficient as:
ρP 
°n
i1 pxi  x¯q pyi  y¯qb°n
i1 pxi  x¯q2
b°n
i1 pyi  y¯q2
 1
n 1
°n
i1 pxi  x¯q pyi  y¯q
σxσy
(3.9)
The Pearson correlation coefficient characterizes the linear dependence between two random
variables. On the other hand, the Spearman rank correlation coefficient describes the dependence
between two variables through a monotonic function which is not necessarily linear. Given
a sample set X  tx1, x2, ..., xnu the rank rX of each point is defined as the ordinal number
of that point in the ordered sample set (i.e. if X  t10, 3, 2, 45, 21, 30u then the rank rX 
t3, 2, 1, 6, 4, 5u). The Spearman correlation coefficient can be practically computed as [Lebrun
and Dutfoy, 2009a]
ρS  1 6
n
°n
i1 prX ,i  rY,iq2
n2  1 (3.10)
Another approach is to use the Kendall τ rank correlation coefficient. Consider a two dimensional
sample set Z  tpxi, yiq, i  1, ..., nu and pairs ttpxi, yiq , pxj , yjqu , 0 ¤ i, j ¤ 1u. A pair is
concordant if xi   xj and yi   yj (resp. xi ¡ xj and yi ¡ yj). The number of concordant pairs
is assigned Nc. A pair is discordant if xi   xj and yi ¡ yj (resp. xi ¡ xj and yi   yj). The
number of discordant pairs is assigned Nd. The the Kendall τ coefficient is then given by:
τ  Nc Nd
npn 1q{2 (3.11)
3.3.2 Random vectors and joint distributions
For multi-dimensional data sets of size n and dimension d, the dependence can be represented
by a sample correlation matrix (symmetrical squared d d matrix) containing the Pearson, or
Spearman or Kendall coefficients. Random vectors are used to model multi-dimensional data
sets, especially in the presence of dependence amongst the components. Random vector may be
defined by their joint probability density function. If random vectors X and Y are independent,
then the joint distribution can simply be defined as the product of the marginals:
fX,Y px, yq  fX pxq  fY pyq (3.12)
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If the occurence of event Y  y affects the probability of X , then the random variables are
dependent and the joint density function can be expressed as:
fX,Y px, yq  fX|Y px | Y  yq  fY pyq (3.13)
where fX|Y px | Y  yq is the conditional distribution of X given Y  y. So, modelling the
dependence amongst random vectors, in the most general case, is the determination of the joint
distribution of these random vectors. However, in most practical applications the marginal
distributions are derived first, and then the dependence structure amongst the input random
variables is investigated. If the marginals are given by normal distributions and the dependence
structure is only described in terms of the correlation coefficient or correlation matrix, then there
is only one possible multivariate distribution that fits with this information, that is the multivariate
normal distribution [Embrechts et al., 1999].
In Fig. 3.6 we show two different joint probability model for a set of 1000 pX1, X2q data points.
In both models, X1 follows a Weibull distribution X1  WBL pa  11.28, k  2.0q and X2
follows a Lognormal distributionX2  LN pµ  0.451, σ  0.127q and with a linear correlation
coefficient between them ρ  0.8. It is clear from Fig. 3.6 that the dependence between X1
and X2 is quite different even though they are governed by the same correlation coefficient. In
particular, the correlation does not inform about the dependence in the tail of the underlying joint
distribution; note how extreme values of X1 and X2 occur together/simultaneously resulting in
a pronounced tail dependence in the Gumbel distribution (Copula). Tail dependence is rather
weak in the Gaussian distribution; extreme values of X1 and X2 do not necessarily occur
simultaneously. This tail dependence is especially relevant in the context of extreme loading on
wind turbines. Another issue which is often overlooked when describing correlations: [Embrechts
et al., 1999] and [Lebrun and Dutfoy, 2009a] show - following the Frechet-Hoeffding theorem
- that for specific choices of marginal distributions, there exist correlation values in the range
r1, 1s that cannot be reached whatever the Copula we choose: these values are simply not
compatible with the chosen marginal distributions. Furthermore, several studies of probability
uncertainty treatment propose sensitivity studies which consist of considering a set of different
marginal distributions without changing the linear correlation coefficients, and without verifying
the constraints expressed by Frechet-Hoeffding theorem.
3.3.3 Copulas
The term "Copula" was introduced in the previous section. As discussed above, the correlation
does not necessarily inform about the dependence in the tail of the underlying joint distribution.
This is where the Copula theory [Nelsen, 2010] becomes very handy. The Copula theory allows
one to represent a random vectorX  tX1,X2, ...,Xnu as a set of marginals and a function (the
Copula) that "couples" them to form a joint probability density function. We start with the Sklar
theorem [Sklar, 1959] which states that given an n-dimensional joint distribution function F
with marginals FX1 ,FX2 ,...,FXn , then there exists a unique function C which we will call Copula,
which satisfies:
F pX1,X2, ...,Xnq  C rFX1px1q, FX2px2q, ..., FXnpxnqs (3.14)
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In the case of continuous marginal distributions and a known joint distribution F , the Copula C
is unique and reads:
C pu1, u2, ..., unq  P rFX1px1q ¤ u1, FX2px2q ¤ u2, ..., FXnpxnq ¤ uns
 P rx1 ¤ F1X1 pu1q, x2 ¤ F1X2 pu2q, ..., xn ¤ F1Xn punqs
 F rF1X1 pu1q, F1X2 pu2q, ..., F1Xn punqs
(3.15)
By differentiating the joint cumulative distribution function F in Equation 3.14 we get the joint
density function f (using the chain rule):
f  B
nF
Bx1Bx2 . . . Bxn
 B
nC
Bu1Bu2 . . . Bun 
dFX1px1q
dx1
 dFX2px2q
dx2
. . .
dFXnpxnq
dxn
 c rFX1px1q, FX2px2q, ..., FXnpxnqs
n¹
i1
fXipxiq
(3.16)
where the joint PDF f is the product of the marginals fXi and the Copula density function c. In
other words, the value taken by a joint probability density function is the value taken by a Copula,
once the effect of the marginal density functions has been taken into account [Lebrun and Dutfoy,
2009a]. There are several classes of bi-variate Copulas including the Archimedean Copulas such
as the Frank, Clayton and Gumbel Copulas. The class of Elliptical Copulas such as the Gaussian
and student-t Copulas. From here, there are two paths for practical engineering applications of
the Copula formalism: (1) given a set of marginal distributions FXi , simulate a joint distribution
via a Copula OR (2) identify the joint distribution of a random vectorX from a data sample X .
Given a set of marginal distributions FXi , simulate a joint distribution via a Copula
• Step 1: Simulate a sample U with Copula C and uniform margins on r0, 1s
• Step 2: Transform the sample U to X by applying the marginals such as xpkqi  F1Xi pu
pkq
i q,
i  1, ...n and k  1, ..., N where N is the sample size (number of data points in X ).
The data in Fig. 3.6 have been generated with a Gaussian and a Gumbel Copula.
Identify the joint distribution of a random vectorX from a data sample Xi
• Step 1: Identify the marginal distributions for each of the components Xi
• Step 2: Identify the Copula structure (dependence structure amongst the Xi)
The identification of the marginals is described in Section 3.2.1. Identification of the Copula
structure consists in erasing the effect of the marginals so that only the Copula is preserved. This
is done by normalizing the rank r
x
pkq
i
of the data in each Xi by N . In Fig. 3.4 we show how
the bivariate distribution of pX1, X2q corresponding to the Gumbel Copula are transformed into
their corresponding normalized ranks. We can then use the Kendall plots to identify the most
appropriate Copula structure that fits the normalized ranks in the dependogram in Fig. 3.5. The
Kendall plots compare the empirical quantiles calculated from the data:
Hi,obs  1
N  1NQ (3.17)
to the theoretical quantiles of a selected Copula. NQ  #
!
k  j,Xk1 ¤ Xj1 , Xk2 ¤ Xj2 ,
)
. In
Fig. 3.5 we compare the empirical quantiles to both a theoretical Calyton and Gumbel Copula
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quantiles. The Kendall plot indeed indicates that the Gumbel Copula fits best the observed data.
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Figure 3.4: the bivariate distribution of pX1, X2q corresponds to the Gumbel Copula are transformed into
their corresponding normalized ranks.
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Figure 3.5: Kendall plots comparing the empirical (observed) quantiles to both a theoretical Calyton and
Gumbel Copula quantiles.
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Figure 3.6: 1000 data points generated for two multivariate distributions with identical marginals X1 
WBL pa  11.28, k  2.0q and X2  LN pµ  0.451, σ  0.127q and identical correlation ρ  0.8,
but different dependence structures. The dependence between X1 and X2 in the two models cannot be
distinguished on the basis of correlation alone.
3.4 Sources of uncertainties in the prediction of a wind turbine’s
extreme loads
The aim in this section is to collect all possible sources of uncertainty influencing the variation of
extreme design loads on wind turbines.
3.4.1 Types of uncertainties
Uncertainties can be classified as either Aleatoric and Epistemic. Aleatoric or physical uncer-
tainties are unknowns that differ each time the same experiment is ran. Aleatoric uncertainties
can not be suppressed by more accurate measurements. They are irreducible. An example of
aleatoric uncertainties include wind speed, materials data, wave and wind loading. Epistemic or
systematic uncertainties are due to lack of knowledge of a system and its environment. Epistemic
uncertainties are reducible if better models and data are available. This may be because a quantity
has not been measured sufficiently, or because a numerical model neglects certain effects. In
engineering applications, both kinds of uncertainties are often present. The distinction between
aleatory and epistemic uncertainties is determined by our modeling choices [Kiureghian and
Ditlevsen, 2009]. Uncertainties are divided into the following groups: (a) Physical uncertainties
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are related to the natural randomness of a quantity such as the uncertainty in the yield stress due to
production variability. Physical uncertainties are of the aleatoric type. (b) Model uncertainties
such as imperfections and assumptions made in the aero-structural representation of a wind
turbine versus real life. Model uncertainties are of the epistemic type. (c) Statistical uncer-
tainties such as scatter in materials test data, limited number of measurements, limited number
of simulations for loads extrapolations, etc. Statistical uncertainties are of the epistemic type.
(d) Measurement uncertainties such as sensor calibration, sensor noise, etc. Measurement
uncertainties are of the epistemic type. (e) Gross errors such as human errors.
3.4.2 Sources of uncertainties
This is an exposé of uncertainties affecting the variations in the extreme design loads through
aero-servo-elastic simulations of wind turbines. An overview of the uncertainties categories
are presented in Fig. 3.7; the process begins with the specifications describing the technical
details of the wind turbine, which are interpreted by the engineer and converted into a set of
model inputs (e.g. airofoil lift and drag coefficients, blade stiffness distribution, tower geometry,
control system DLL, etc.). The engineering inputs are then used to run various design load
cases in a time domain aero-servo-elastic simulator. The output time series are post-processed to
extract statistical information such as maximum/minimum loads, rainflow counting to compute
equivalent fatigue loads and power spectral densities of the time series to verify modal frequencies
and stability. The final two steps–before the final extreme design loads are certified–include the
aero-servo-elastic load model verification through test measurements on a wind turbine prototype,
followed by measurements on a number of "zero-series" prototypes where site specific loads
admission is also performed. Certain external factors may introduce additional uncertainties such
as human error or out-of-control production processes. Fig. 3.8-3.13 show the details of the
sources of uncertainties for each of the categories listed in Fig. 3.7.
Aero-servo-elastic
Model &
Load cases
External
Factors
Load Model
Verification
Output
Extreme
Load
Site Specific
Loads
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Post-processing
of extreme
loads
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Engineer
interpreting
specifications
Model
Inputs
Figure 3.7: Overview of the sources of uncertainties in the process of determining the extreme design
loads of a wind turbine.
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3.5 Some structural reliability methods
Here we explore some concepts of probabilistic methods in structural reliability that link steps A-
C in the uncertainty quantification framework presented in Fig. 3.1. In Chapter 5 the uncertainty
of the lift and drag coefficients is propagated through the aero-servo-elastic simulations using the
Monte Carlo technique. In Chapters 5, 6, and 7 the probability of failure and structural reliability
is assessed using the First Order Reliability Method.
3.5.1 The probability of failure
The probability of failure pf of any designed structure can be interpreted as the integral of the
joint distribution of all its random variables over the failure domain Df delimited by a limit state
function (LSF) gpxq  R L. R is the resistance of the structure and L the loading.
pf 
»
Df
fXpxqdx
Df  tx P DX : gpxq ¤ 0u
(3.18)
where fXpxq is the joint probability density function of the random vector X . A simple
illustrative interpretation is shown in Fig. 3.14a. X1 and X2 are normally distributed with means
t1, 1u and covariance matrix Σ  r 0.25 0.330.33 0.9 s. The pf is evaluated as the volume of the joint
probability density function on the failure domain. The failure domain is delimited by the dashed
line corresponding to the limit state function gpX1, X2q  0. The resulting probability of failure
(Equation 3.18) is in fact a multidimensional integral over the failure domain whose dimension is
equal to the number of basic input variables. The main difficulty lies in the fact that the failure
domain is implicitly defined by tx P DX : gpxq ¤ 0u. Evaluating this integral is a problem when
the random variables are not normal and dependent or the limit state function is not linear, which
is often the case. There are simulation based methods and optimization based methods that can
be employed to solve the above integral.
(a) (b)
Figure 3.14: (3.14a) Illustration of the contour lines of the joint probability density function of random
variables X1 and X2, and the limit state function gpX1, X2q which delimits the failure domain in the
physical space. (3.14b) illustrates the equivalent joint probability density function and limit state function
transformed in the standard normal space (i.e. u-space).
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3.5.2 Simulation based methods: Monte Carlo
One way to approximate the probability of failure (Equation 3.18) is through simulation based
methods. Simulation based methods to assess the probability of failure involves a large number of
evaluations of the limit state function gpxq. Such methods include crude Monte Carlo sampling
[Metropolis and Ulam, 1949]
pf 
»
DX
1Df pxqfXpxqdx  E

1Df pxq

 1
N
¸
1Df pxpjqq 
nfail
N
(3.19)
where N is the total number of simulated samples
 
xp1q, ...,xpNq
(
from the random vectorX .
For each sample, the limit state function gpxjq is then evaluated; 1Df pxpjqq take value 1 if
gpxpjqq ¤ 0 and 0 if gpxpjqq ¡ 0. nfails is the number of gpxpjqq samples in the failure domain.
[Sudret, 2007b] shows how for a target probability of failure pf  10k and a coefficient of
variation of 5% on the estimation of pf , the total number of samples N should be N ¡ 4  10k 2.
Such number of samples (and the corresponding evaluations of gpxpjqq) becomes infeasible
when pf is small (say  104) and gpxpjqq is expensive to evaluate. Additional Monte Carlo
based methods include: Latin HyperCube sampling, Sobol series sampling, importance sampling,
asymptotic sampling, directional sampling, stratified Monte Carlo sampling (splitting of the
integration space into k regions), adaptive Monte Carlo methods and hierarchical Monte Carlo
methods[Helton and Davis, 2003, Bucher, 2009, Naess et al., 2009, Sichani et al., 2011] . All
the listed methods have the common feature that the sampling density is modified in order to
obtain more failure outcomes per number of trials. Those and various classical methods can be
found in the textbooks by [Ditlevsen and Madsen, 2007, Melchers, 1999, Lemaire et al., 2009].
An alternative could be found in metamodelling where an expensive to evaluate computational
model is replaced by a simple surrogate model (metamodel). The metamodel is determined
through a small number of support points (n    N ) defined by a design of experiments. The
metamodel is thus fast to evaluate and may be used in place of the original model to evaluate the
probability of failure. Two of the more popular metamodelling techniques include Polynomial
Chaos Expansions (PCE) and Kriging (Gaussian Processes) or a combination thereof [Sudret,
2007a, 2012, Schöbi and Sudret, 2014].
3.5.3 Optimization based method: The First Order Reliability Method
The First Order Reliability Method (FORM) is an optimization based method, where gpxpjqq are
nonetheless still required, albeit a much lower number of evaluations of the limit state function
compared to Monte Carlo simulations. The first step when using FORM is to transform the
original random variables X  tx1, x2, ..., xnu to the independent standard normal variables
U  tu1, u2, ..., unu by using the well-known Nataf or Rosenblatt transformations (see Appendix
A), which we denote by T , i.e. X Ñ U  T pXq. The probability of failure in Equation 3.18
becomes after the transformation:
pf 
»
Df
fXpxqdx 
»
gpT 1puq¤0q
φU puqdu (3.20)
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where φ is the standard multinormal probability density function, centered at the origin. In
standard normal space, Equation 3.20 is recast into an optimization problem to search for the
shortest distance from the origin to the failure hyperplane g
 T 1puq  0:
minimize ‖u‖
subject to g
 T 1puq  0 (3.21)
The second step is thus to solve the optimization problem. The optimum point u derived from
the optimization scheme above is called the design point or the most probable point. One way to
approach this optimization problem is to introduce Lagrange multipliers, which would then cast
Equation 3.21 as:
L puq  12}u}
2   λg puq (3.22)
where λ is the Lagrange multiplier, and 1{2 is added for convenience of latter expressions.
Optimality is found by setting the gradient of the Lagrange function L to zero:
∇L puq  }u}   λ∇g puq  0 (3.23)
A possible solution is found as:
λ  }u}}∇g puq } (3.24)
Substituting in Equation 3.23 we get:
u
}u}  
∇g puq
}∇g puq }  0 (3.25)
which is indeed satisfied if vector u is parallel to the gradient at the trial point on the limit state
function and of opposite direction. We can then deduce that the shortest distance from the origin
to the limit state function can be depicted by vector u that fulfils the following relation:
u  ∆ ∇g pu
q
}∇g puq } (3.26)
where ∆ is the length of the vector u. For a point u0 on the limit state function, we first consider
the first approximation of g puq in u0 using a Taylor expansion:
g puq  gpu0q  ∇gpu0qT  pu  u0q (3.27)
Or, u0 is a point very close to u:
u  u0  ∆u (3.28)
replacing Equation 3.26 and 3.28 into 3.27 we get:
g puq  gpu0q  ∇gpu0qT  pu  u0q
 gpu0q  ∇gpu0qT 

∆
∇g  u0
}∇g pu0q }  u0

 (3.29)
Since u is a point on the limit state hyperplane, then g puq  0:
gpu0q  ∇gpu0qT 

∆
∇g  u0
}∇g pu0q }  u0


 0 (3.30)
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from which we determine ∆ as:
∆
}∇g pu0q } 
∇gpu0qTu0  gpu0q
∇gpu0qT∇gpu0q (3.31)
An iterative scheme to solve the FORM optimization problem is presented in Appendix C.
3.6 From uncertainty to safety factors
So far we have explored methodologies to build probabilistic methods of the random variables
based on available data. We have also reviewed some correlation and dependence structures to
link the random variables. In the previous section we have seen how to compute the probability
of failure. In this section we illustrate how uncertainties in random variables translate in terms
of safety factors. The First Order Reliability Method is employed as the main driver for the
derivation of the safety factors satisfying a target reliability level.
3.6.1 Cost and reliability-based optimization of safety factors
This is a general account on how to determine and optimize safety factors (not calibration).
g  Rpzq  L (3.32)
The design equation corresponding to the limit state function (Equation 3.32) is:
G  Rc
γm
 Lcγl (3.33)
where z is some design variable such as diameter, thickness, surface area, etc. R is the resistance
of the structure and L is the loading. Rc and Lc correspond to the characteristic values of the
resistance and load, usually set to the 5th and 98th percentile, respectively. γm and γl are the
material and load safety factors. Analysis by FORM leads to determination of z in order to meet
a target structural reliability level β corresponding to a probability of failure pf . At the limit state
surface, the design equation can be set to zero:
Rc
γm
 Lcγl  0 ñ Rc  Lcγlγm  0 (3.34)
Given a value for z, the safety factors read:
γm  γl  Rcpzq
Lc
(3.35)
γm  γl satisfy the target probability of failure. Now, given one random variable for resistance,
one random variable for load and one failure mode for the structure (i.e. one LSF), then the safety
factors can be directly derived in FORM as:
γm  Rc
R
, γl  L

Lc
(3.36)
where L and R are the design points of the load and resistance respectively as computed in
FORM. However, in case of multiple design variables, multiple load and resistance random
variables for the structure, then the process is more involved and iterative:
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a. Initial guess of γl and γm
b. Solve for the design variable z s.t. G pXc, z, γq  0
c. z Ñ FORM/SORM/Monte Carlo
• Compute reliability index β
d. Is β ¥ β?
• if yes, then exit
e. Make new guess of γlγm
f. Repeat steps b e
In case of multiple failure modes and/or multiple structures, the above optimization process is
repeated for every structure and failure mode. In order to ensure a more or less uniform reliability
index across all sets of structures considered in the design; the deviation of the reliability index
for each of the structures and the overall desired (target) reliability index is minimized such
that err  °Ni1 ωipβi  βq2, where β is the target reliability index, ωi are weighting factors
indicating the relative importance of the various structures and failure modes. The difference
between the reliability index for each of the structures βi and the desired (target) reliability
index β reaches an error threshold err. Hence the chosen safety factors result in a more or less
uniform reliability across all N structures and failure modes. The above procedure can be further
augmented as described in the JCSS procedure [Fris Hansen and Sørensen, 2002, Vrouwenvelder,
2002] to take into account in addition the cost of the designed structure:
a. Initial guess of γl and γm
b. Solve for the design variable z as follows:
maximize
z
W pz, γq  BCD
s.t. G pXc, z, γq  0
zl ¤ z ¤ zu
c. z Ñ FORM/SORM/Monte Carlo
• Compute reliability index β
d. Is β ¥ β?
• if yes, then exit
e. Make new guess of γlγm
f. Repeat steps b f
In the above, B are the benefits such as the annual energy production of a wind turbine, C
are the costs of research, development, manufacturing and installation, and D are the costs of
failure and replacement. A wind turbine, unlike civil engineering structures, is active under
the influence of a control system. Hence, the design variable z can include control variables
in addition to structural/geometric/mechanical properties. Advanced load alleviation control
features reduce the mean and variation of the annual maximum distribution of the load. We will
show in the following simple example how a reduction in the mean and variance affect the safety
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factors. This example is inspired from [Sørensen, 2004], page 141. The Limit State Function
g  zR  G  Q, where z is a design variable, R is a resistance, G is the gravitational load
and Q is the variable load such as the annual maximum wind load. The random variables are
described in Table 3.1, where COV is the coefficient of variation. The characteristic values of
the random variables are chosen as in Table 3.2, where R, G, Q are the design points (most
likely failure points) where the limit state is reached (i.e. where failure occurs). These points
are computed in FORM. Fig. 3.15 shows the PDF of the resistance and the load. The following
tables present the calculated safety factors for various scenarios where the mean and COV of
the load Q is reduced simulating the load limiting effects of the load alleviation control features.
First the safety factors are computed when the coefficient of variation of the variable load Q
is varied from 0.4 to 0.2. From the results in Table 3.3 we observe that reducing the scatter of
the loads (COV) reduces the load safety factor from 1.61 to 1.28 while maintaining a reliability
level of β  3.8. That is also accompanied by a reduction in the design variable z from 15.6 to
11.3 indicating a lighter design of the structure. The safety factors are then computed when the
coefficient of variation of the variable load Q is kept constant at 0.4 while varying the mean from
3 to 2.2. From the results in Table 3.4 we observe that reducing the mean of the loads results in a
marginal reduction of the load safety factor from 1.61 to 1.58 while maintaining a reliability level
of β  3.8. However, the design variable z drops from 15.6 to 12.2 indicating a lighter design
of the structure. Finally the safety factors are computed when the coefficient of variation and
the mean of the variable load Q are varied. From the results in Table 3.5 we observe a reduction
of the load safety factor from 1.61 to 1.24 while maintaining a reliability level of β  3.8. The
design variable z exhibits a significant drop from 15.6 to 9.1 in this case. The main conclusions
can be stipulated as follows: (1) reducing the scatter of the loads has a significant impact on the
reduction of the safety factors while maintaining an acceptable reliability level, and (2) reducing
the mean of the load has a marginal impact on the safety factor while resulting in a lighter design
structure at an acceptable reliability level. For a mean of 3 and COV  0.3, the safety factor
drops from 1.61 to 1.47, a reduction of  10% while the design becomes  16% lighter. Now,
when the mean also drops from 3 to 2.8, the design variable further drops by another  5% while
the safety factor remains unchanged. This is an interesting result for the design and performance
evaluation of load alleviation control features. The wind energy industry almost exclusively uses
the latter potential of the load alleviation features and rarely the former, i.e. leverage the reduction
in scatter to optimize the safety factors.
0 5 10 15 20 25
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Load Q, mean = 3, COV = 0.40
Load Q, mean = 3, COV = 0.20
Figure 3.15: the probability density functions of the resistance and the load.
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Table 3.1: Parameters of the stochastic model.
Random Variable Distribution Expected Value COV
R Lognormal 1 0.15
G Normal 2 0.10
Q Gumbel 3 0.40
Table 3.2: Parameters of the stochastic model.
Random Variable Quantile Characteristic value Safety
factor
R 5% quantile Rc  0.77 γR  Rc{R
G 50% quantile Gc  2 γG  G{GC
Q 98% quantile Qc  6.11 γQ  Q{QC
Table 3.3: Safety factors as a function of the coefficient of variation of the load Q. The mean of the load Q
is kept constant.
mean Q COV Q γR γG γQ z β
3 0.4 1.02 1.02 1.61 15.6 3.8
3 0.3 1.05 1.03 1.47 13.4 3.8
3 0.2 1.10 1.04 1.28 11.3 3.8
Table 3.4: Safety factors as a function of the mean of the load Q. The COV is kept constant.
mean Q COV Q γR γG γQ z β
3 0.4 1.02 1.02 1.61 15.6 3.8
2.8 0.4 1.02 1.02 1.60 14.7 3.8
2.6 0.4 1.02 1.02 1.59 13.9 3.8
2.2 0.4 1.03 1.03 1.58 12.2 3.8
Table 3.5: Safety factors as a function of the mean of the load Q. Both the mean and COV are varied.
mean Q COV Q γR γG γQ z β
3 0.4 1.02 1.02 1.61 15.6 3.8
2.8 0.3 1.05 1.03 1.46 12.7 3.8
2.6 0.3 1.05 1.03 1.46 11.98 3.8
2.6 0.2 1.11 1.04 1.27 10.2 3.8
2.2 0.2 1.12 1.05 1.24 9.1 3.8
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ing results from multiple simulators -
Application to extreme loads on wind
turbines
The first aim in this chapter is to expose the reader to the fundamental thesis of information fusion
from multiple sources, and lay out the main uncertainties in aero-servo-elastic simulators (model
uncertainties). The second aim is to review 5 analytical methods for fusing (aggregating) output
results from multi-fidelity simulators with application to extreme loads on wind turbines. Simple
numerical examples are given to demonstrate each of the analytical methods.
This chapter attempts to address the following design scenarios:
• A designer computes the loads for the same wind turbine geometry and technical spec-
ifications in 3 aero-servo-elastic simulators (FLEX5, Bladed, HAWC2). The designer
then derives the annual maximum distribution of the loads from the 3 simulators, and
observes some discrepancies in the mean and coefficient of variation of the distributions.
The designer would like to know what is the most likely load level to design the wind
turbine structure for.
• A designer has conducted a long term (¥ 1 year) loads test and measurement campaign on
5 wind turbines (same mark, same geometry, and same technical specifications) located
on various sites. Given the scatter and discrepancy of the turbines’ loads measurements
from the various sites, the designer is interested in knowing how to combine all these
measurements from the 5 test sites in order to compare to the simulated loads.
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4.1 Introduction
4.1.1 The current practice of comparing loads and response estimates from mul-
tiple aero-servo-elastic simulators
Multiple commercial and research based aero-servo-elastic simulators are available to compute
the coupled dynamic loads and response of the wind turbine (e.g. Flex, FAST, GH Bladed,
HAWC2, CP-Lambda, etc.). As depicted in Fig. 4.1 analysts and designers compute and compare
the output from multiple simulators [Buhl et al., 2000, 2001, Simms et al., 2001, Schepers et al.,
2002, Buhl and Manjock, 2006, Jonkman et al., 2008, Jonkman and Musial, 2010]. Differences in
predictions are reported and possible root causes are described. No attempts are usually made to
combine the results from multiple simulators. The models uncertainty are assumed to be covered
by safety factors as shown in Fig. 4.2.
Traditionally, wind turbine designers would validate and verify a model using the prototype
verification data. The model is more or less validated and verified (and calibrated) for every
new wind turbine design. The model is then assumed to be capable of predicting "correct" aero-
servo-elastic responses of current and future turbines. Given the very low number of structural
failures in the field, it is fair to assume that the aero-servo-elastic models are biased to be on
the "conservative side". Other reasons include the benign climatic conditions in which the wind
turbine operates compared to the design climatic conditions or overly conservative safety factors
(hidden safety). There are issues with this approach, such as:
• Once the prototype stage has been reached, all main components of the wind turbine have
already been designed and built, and very little room is available for major changes (unless
done at a significant cost).
• A large jump in wind turbine dimensions is being undertaken at the moment with increasing
uncertainty in the suitability of calibrated aero-servo-elastic simulators to predict the correct
design loads and dynamic responses, as very little experience is available with large offshore
wind turbines.
• Sometimes large variations in the predicted responses are exhibited amongst the simulators;
it is not clear if these variations are fully covered by the loads partial safety factor.
• The model verification, validation and calibration is done through prototype tests under
"controlled" conditions in very well studied sites. Future turbines in the field, however,
operate in widely varying conditions such as climate and terrain conditions.
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Figure 4.1: A depiction of how multiple aero-servo-elastic simulators are used to compute the response of
a wind turbine.
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As a result of model uncertainty, discrepancy amongst models predictions can easily be up to
20%. The current practice is to select the peak response from one particular simulator and impose
a "large enough" safety factor resulting in a "safe" and "conservative" design peak response as
shown in Fig. 4.2. This practice, however, may prove to be overly conservative.
Figure 4.2: Peak load response and their corresponding variations from three different simulation models.
The measured response is also shown.
4.2 Model uncertainty in aero-servo-elastic simulators
4.2.1 Sources of model uncertainty
Mathematical models of reality implemented in computer codes contain many different sources
of uncertainty. Among these are parameter uncertainty, residual variability, parametric variability,
observation error, code uncertainty, and model discrepancy [Kennedy and O’Hagan, 2001].
Following [Kennedy and O’Hagan, 2001], parameter uncertainty relates to uncertainty associated
with the values of model inputs; residual variability relates to the variation of a particular process
outcome even when the conditions of that process are fully specified, parametric variability results
when certain inputs require more detail than is desired (or possible) and are thus left unspecified
in the model; observation error involves the use of actual observations in a model calibration
process; code uncertainty results when a code is so complex or computationally involved that it
may not be possible to execute the code at every possible input configuration of interest, thus there
is some additional uncertainty related to regions of the input space that have not been interrogated;
and model discrepancy relates to the fact that no model is perfect, and thus some aspects of
reality may have been omitted, improperly modeled, or contain unrealistic assumptions [Allaire
and Willcox, 2014]. The choices made in the physics and implementation of the submodels
drive the model uncertainty. Another aspect, generally overlooked, is the validation (calibration)
process of the parameters of such simulators. The validation is generally based on few test data
from turbines of varying size. The validation process from simulator to simulator may have not
necessarily employed the same data, which creates some scatter amongst the simulators. The
sources of model uncertainty listed in Figure 4.3 are based on [Allaire and Willcox, 2014] and
[Alvin et al., 1998].
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4.3 The case for data fusion
The simulators are considered as individual (and maybe correlated) information sources. We
are thus able to maintain the output response from each aero-servo-elastic model and fuse these
estimates rather than discard information from lower fidelity models [Allaire et al., 2010]. Fusing
simulations predictions in the early stages of the concenptual design of a wind turbine results in
risk mitigation and reduction in model uncertainty.
Wind turbine aero-servo-elastic simulators of varying fidelities exhibit similarities and dependence
in terms of the input variables and the underlying physical models (aerodynamic, structural,
control systems and wind inflow). The dependence amongst various simulators may not be
quantified by a single scalar number; it may well be that the dependence varies as a function of
the design and input space [Christensen, 2012].
Thus, we ask the fundamental question: Does it make any sense to fuse information from
multifidelity aero-servo-elastic simulators Mi?
• To a great extent, simulators {Mi, i=1,...,n} share similar (type and structure) often
identical inputs and describe similar (often identical) underlying modelling and physics
assumptions.
• The output of the various aero-servo-elastic simulators is generally smooth with respect to
small variations in the inputs.
• The various simulators may have been calibrated using the same test measurements.
• The higher fidelity simulators may simply be an expansion of the lower fidelity simulation
model by inclusion of additional physics. The sub-models can differ from simulator to
simulator either fully different (such as modal versus FEM) or partially different (such as
simplified FEM formulation with some assumptions).
• Let us assume that for a given set of inputs X  rxp1q, ...,xpNqs, simulators Mi predict
responses Y  rM1
 
xp1q

, ...,MN
 
xpNq
sT . For instance, given the same wind turbine
specifications, various engineers can interpret, build and use the same aero-servo-elastic
simulators while predicting different response tyi, i  1...Nu. Then, Yi generally share
the same trend and do not differ significantly from each other. In addition, the simulators
Mi do not exhibit clear bias in the predicted response Y i.
• The various aero-servo-elastic simulators may have been coded by the same or cooperating
engineers, scientists and research institutes, and the same experts may have given their
inputs/reviews/recommendations during the development and validation of the various
simulators Mi resulting in similar assumptions, biases and even possibly gross errors
being used.
• The various simulators Mi are certified by accredited institutes for use in the industry
to design wind turbines. The certification process involves a lengthy validation and
verification against measurements. Hence, no particular simulator Mi is deemed better
than the other.
The implication of the argumentation above is that rather than treating the aero-servo-elastic
numerical simulators as parts of a hierarchy, they are considered as individual (but correlated)
information sources. Furthermore, the simulators are assumed to be black boxes and we focus on
the output quantity of interest (response) Yi.
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4.4 Analytical method 1: Co-Kriging
4.4.1 Problem setup
Several high fidelity wind turbine aero-servo-elastic numerical simulators are complex and
expensive to run especially when multi-dimensional Design of Experiments (DoE) are required for
uncertainty quantification, feasibility studies, optimizations, etc. Surrogate modelling (response
surface) is one approach to address computationally expensive problems. In particular, variable-
fidelity (also known as multi-fidelity) surrogate modelling techniques have proven to improve
building a surrogate model for the output of a computer code; the strategy entails combining
approximate but cheap simulations with sophisticated but expensive simulations for improving
the precision of surrogate models without significantly impacting computational time.
Kriging is one such surrogate modelling technique. The mathematical fundamentals of Kriging
and Co-Kriging are expanded below.
4.4.2 Kriging theory
Kriging is a method of interpolation for which the interpolated values are modeled by a Gaussian
process. In this section we present a brief theoretical description of Kriging and Co-Kriging
based on work by Sacks et al. [1989], Kennedy and O’Hagan [2000], Jones [2001], Forrester
et al. [2007], Dubourg [2011], Han et al. [2012] , Picheny et al. [2012], Sudret [2012] and Schöbi
and Sudret [2014].
The main assumption behind Kriging is that the system response (model output) is a realization of
a (unknown) Gaussian process. The Gaussian process is described by an autocorrelation function
whose parameters are fitted from the experimental design [Schöbi and Sudret, 2014]. The Kriging
surrogate modelling is a stochastic interpolation technique which assumes that the "true" model
output (response) Y is a realization of a Gaussian process:
Y pxq  µpxq   Zpxq (4.1)
where µpxq is the mean value of the Gaussian process (trend) and Zpxq is a zero-mean stationary
Gaussian process with variance σ2Y and a Covariance of the form:
C
 
x,x1
  σ2YRx x1 | θ	 (4.2)
where θ gathers the hyperparameters of the autocorrelation function R. From a design of
experiments X , one can build the correlation matrix with terms Rij  R

xpiq,xpjq | θ	
representing the correlation between the sampled (observed) points. In the case of simple Kriging
µpxq is assumed to be a known constant. In the case of ordinary Kriging µpxq is assumed to be
an unknown constant. In the case of universal Kriging µpxq is cast as °mj0 βjfjpxq, i.e. a linear
combination of unknown (to be determined) linear regression coefficients βj , j  1, ...,m and a
set of preselected basis functions fjpxq, j  1, ...,m (usually predefined polynomial functions).
The autocorrelation function R may be a generalized exponential kernel:
R
 
x,x1
  exp


M¸
i1
θi
 
xi  x1i
pi , θi ¥ 0, pi P p0, 2s (4.3)
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where M is the number of dimensions of the input space and θi and pi are unknown parameters
to be determined. Other choices for R is a Gaussian kernel, or a Matérn kernel, etc. In order
to establish a Kriging surrogate model, a design of experiments is formed X  rxp1q, ...,xpNqs
and a corresponding set of computer simulations are performed. The output is gathered in a
vector Y  rM  xp1q , ...,M  xpNqsT . The Kriging estimator (predicted response given the
design of experiments) at a new point x P DX is a Gaussian variable Yˆ pxq with mean µYˆ and
variance σ2
Yˆ
defined as (Best Linear Unbiased Estimator):
µYˆ pxq  E

Yˆ pxq |Mxpiq	
 fT βˆ   rTR1

Y  F βˆ
	 (4.4)
σ2
Yˆ
pxq  Var

Yˆ pxq |Mxpiq	
 σˆ2Y

1 rTR1r   uT  F TR1F 1 u (4.5)
where the optimal Kriging variance σˆ2Y and optimal Kriging trend coefficients βˆ pθq are given by:
σˆ2Y 

Y  F βˆ
	T
R1

Y  F βˆ
	
N
(4.6)
βˆ   F TR1F 1 F TR1Y (4.7)
and u, r and F are given by:
u  F TR1r  f (4.8)
r 


R

x  xp1q; θˆ
	
...
R

x  xpNq; θˆ
	
ﬁ
ﬃﬃﬃﬂ (4.9)
F 

fj

xpiq
	



f0
 
xp1q

. . . fm
 
xp1q

...
f0
 
xpNq

. . . fm
 
xpNq

ﬁ
ﬃﬂ (4.10)
Note that r is the correlation matrix between the sampled points and the point where a prediction
is to be made. In the general case of a-priori unknown correlation parameters θˆ, the optimal values
can either be estimated through Bayesian inference, maximum likelihood estimate [Dubourg
et al., 2011] or a leave-one-out cross-validation estimate (CV) [Bachoc, 2013]. Figure 4.4 shows
an example of simulated blade root flapwise bending moment as a function of wind speed and
the corresponding Kriging interpolation model. The Kriging is performed in the Maltab tool
UQLab[Marelli and Sudret, 2014].
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4.4.3 Kriging for noisy data
In case the outputs of the computer experiments contain "noise", the Kriging model should
regress the data in order to generate a smooth trend. The Kriging thus amounts to conditioning
Yˆ pxq on noisy observations M  xpiq  i. The Kriging estimator mean µYˆ pxq and variance
σ2
Yˆ
pxq are given by Equations 4.4 and 4.5, respectively by replacing the correlation matrix
R with R   λ2I , where λ2 is the estimated variance of the noise term i. Figure 4.5 shows
an example of simulated blade root flapwise bending moment as a function of wind speed and
the corresponding Kriging model in noisy data. The Kriging is performed in the Maltab tool
UQLab[Marelli and Sudret, 2014].
4.4.4 Co-Kriging theory
We now consider how to build a surrogate model of a highly complex and expensive to run
aero-servo-elastic response that is enhanced by data from cheaper and approximate analyses of
the response. Variations to the traditional Co-Kriging Kennedy and O’Hagan [2000] have been
proposed under various names such as: "Hierarchical Kriging", "multifidelity surrogate mod-
elling", "variable fidelity surrogate modelling", "data fusion", "multistage surrogate modelling"
"Recursive Co-Kriging", etc. We present a brief theoretical definition of Co-Kriging based on
work by Han [2012]: We consider l sets of response data obtained by running l aero-servo-elastic
numerical simulators of varying fidelity and computational expense. We denote by level s the
response data of the highest level of fidelity. For any given level 1 ¤ l ¤ s, co-Kriging can be
written as:
µ
plq
Yˆ
 βˆµpl1q
Yˆ
  rTR1

Y  F βˆ
	
(4.11)
where βˆ is a scaling factor with a similar expression as in Equation 4.7, indicating how much the
low- and high-fidelity responses are correlated to each other. µpl1q
Yˆ
is the trend in the Kriging
of the data at level l and the expression R1

Y  F βˆ
	
depends only on the sampled data at
level l. An appealing feature of the above formulation is that it entails very little modifications
to an existing Kriging code if the latter is sufficiently modular. Figure 4.6 shows an example
of simulated blade root flapwise bending moment as a function of wind speed in a high fidelity
simulator and the corresponding Co-Kriging mode. The trend is based on the low fidelity Kriging
model shown in Figure 4.4. The Co-Kriging is performed in the Maltab tool UQLab[Marelli and
Sudret, 2014]. We see that based on only three high fidelity observations, the Co-Kriging model
shows an improved prediction capability compared to the Kriging model.
One may argue that few additional high fidelity data points would result in a superior Kriging
predictions (i.e. Kriging and Co-Kriging would yield the similar prediction errors) without the
need to run multiple additional low fidelity simulations. This is probably a valid argument if
the purpose is to only get a surrogate model for the high fidelity response; in such a case the
analyst is better off with directly performing HF simulations at the appropriately sampled space.
However, this argument is valid for a low dimensional problem, it becomes far more difficult in
high dimensional problems. In this research both the high fidelity and low fidelity responses are
needed to perform model uncertainty quantification; hence, the low fidelity response is being
simulated anyway so might as well make use of this additional data to built the high fidelity
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surrogate model at, presumably, a lower cost. Another point worth making is that the Kriging
and Co-Kriging surrogate models shown above would differ had the high fidelity observations
(green circles) been sampled differently. The high fidelity observations were chosen such that
they correspond to the wind turbine cut-in wind speed speed, cut-out wind speed and rated wind
speed where the peak load occurs.
4.4.5 Demonstration of Co-Kriging in UQLab
UQLab [Marelli and Sudret, 2014] is a software framework for uncertainty quantification (UQ)
written in Matlab, based on the global theoretical framework developed by [Sudret, 2007a].
Example 1: Co-Kriging of one dimensional analytical functions: The analytical function of
the low fidelity simulations is given by (Forrester 2007 and Le Gratiet 2013):
y1pxq  0.5p6x 2q2 sinp12x 4q   10px 0.5q  5 (4.12)
The analytical function of the high fidelity simulations is given by:
y2pxq  2y1pxq  20x  20 (4.13)
The experimental design set of the low fidelity simulations is D1  t0 : 0.1 : 1u, and the
experimental design set of the high fidelity simulations is D2  t0, 0.4, 0.6, 1u. Figure 4.7
shows a comparison between the ordinary Kriging using only the high fidelity data and the
co-Kriging using high and low fidelity data. The Kriging in both Figure 4.7(a) and (b) are done
using ordinary Kriging with a Gaussian autocorrelation function type.
Example 2: Co-Kriging of one dimensional analytical functions: The analytical function of
the low fidelity simulations is given by (Le Gratieti 2013 and Forrester 2007):
y1pxq  0.5p6x 2q2 sinp12x 4q   10px 0.5q  5 (4.14)
The analytical function of the high fidelity simulations is given by:
y2pxq  2y1pxq  20x  20  sinp10 cosp5xqq (4.15)
The experimental design set of the low fidelity simulations is D1  t0 : 0.1 : 1u, and the
experimental design set of the high fidelity simulations is D2  t0, 0.4, 0.6, 1u. Through the
term sinp10 cosp5xqq, the high fidelity simulations have high frequency content which are is not
captured by the low fidelity simulations. Figure 4.8 shows a comparison between the ordinary
Kriging using only the high fidelity data and the co-Kriging using high and low fidelity data.
The high frequency content are not predicted since they are not captured by the low fidelity
simulations nor is the size of the experimental design sufficient enough to detect them either.
The Kriging in both Figure 4.8(a) and (b) are done using ordinary Kriging with a Gaussian
autocorrelation function type.
– 45 –
Chapter 4. Review: Analytical methods for fusing results from multiple simulators -
Application to extreme loads on wind turbines
4 6 8 10 12 14 16 18 20 22 24 26
1000
2000
3000
4000
5000
6000
7000
Wind Speed [m/s]
M
y 
[kN
m]
 
 
Kriging
LF Observations: Mean of max
Figure 4.4: Kriging model of simulated (observations) blade root flapwise bending moment as a function
of wind speed. A Universal Kriging model is fitted to the response using a Gaussian correlation function
R and a 3rd-order polynomial basis.
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Figure 4.5: Kriging model of simulated (observations) blade root flapwise bending moment as a function
of wind speed with noisy data. The mean of the 24 samples is calculated and represented by the black dots
(mean of max). The mean of max in this figure are the same as in Figure 4.4. A Universal Kriging model
with a nugget (noise) is fitted to the response using a Gaussian correlation function R and a 3rd-order
polynomial basis. The noise is represented by the variance of the response scatter at each wind speed.
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Figure 4.6: Response of the high-fidelity simulator at 3 wind speeds (black squarres). The Kriging model
is the dashed green line. The Co-Kriging model is the dotted red line. The trend of the Co-Kriging model
is based on the low fidelity Kriging model shown in Figure 4.4.
Figure 4.7: plots of the Kriging and Co-Kriging surrogate models. The Co-Kriging model represents well
the high fidelity validation data compared to ordinary Kriging.
Figure 4.8: The Co-Kriging model represents better the high fidelity validation data. The Co-Kriging
surrogate model is unable to capture the high frequency content in the high fidelity simulations.
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4.5 Analytical method 2: the multivariate normal aggregation ap-
proach
Here we present a theoretical description of the multivariate normal aggregation approach based
on [Winkler, 1981, Clemen and Winkler, 1999, Allaire et al., 2010, Allaire and Willcox, 2014].
4.5.1 Theory of the the multivariate normal aggregation approach
The objective of this method is to combine the output from various numerical simulators while
taking into account any correlation (dependence) amongst the numerical simulators. The multi-
variate normal aggregation approach is based on a Bayesian formulation. This approach was first
proposed by [Winkler, 1981]. Suppose that the fused/combined quantity of interest is denoted
by random variable Y. Numerical simulation model Mi predicts a mean and variance value
of Y given by µi and σ2i , respectively. We define a vector of errors (discrepancies) between
the true value of Y and its model estimates   pµ1  Y, µ2  Y, ..., µN  Yq.  is thus
multivariate normal such that  follows a multivariate Normal distribution   MVNp0,Σq
where Σ is the covariance matrix. We note that  can vary throughout the input space. Using a
Bayesian formulation, we write:
P

Y | µi
	
9P pYqP pµ1  Y, µ2  Y, ..., µN  Yq (4.16)
where P pµ1  Y, µ2  Y, ..., µN  Yq is the likelihood function. Assuming an improper
and noninformative flat prior P pYq then:
P

Y | µi
	
9P pµ1  Y, µ2  Y, ..., µN  Yq (4.17)
Given the noninformative prior and a multivariate normal distribution for  MVNp0,Σq, then
the posterior density for Y is:
P

Y | µi
	
 1a
2piV arrYsexp

pY
  ErYsq2
2V arrYs

(4.18)
where
ErYs  e
1Σ1µ
e1Σ1e
V arrYs  1
e1Σ1e
(4.19)
where e is a vector of 1, e  r1...1s. The covariance matrix Σ is written as a function of the
individual model predictions variances σ2i and the correlation between models Mi and Mj :
Σ 


σ21 ρ12σ1σ2 ... ρ1Nσ1σN
ρ21σ2σ1 σ22 ... ρ1Nσ1σN
. . ... .
. . ... .
ρN1σNσ1 ρN2σNσ2 ... σ
2
N

 (4.20)
For example, if two numerical simulation models are used to predict the fused/combined quantity
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of interest Y, then the expected value and variance of Y become:
ErYs  pσ
2
2  ρ12σ1σ2qµ1   pσ21  ρ12σ1σ2qµ2
σ21   σ22  2ρ12σ1σ2
V arrYs  p1 ρ
2
12qσ21σ22
σ21   σ22  2ρ12σ1σ2
(4.21)
A main assumption is to consider the quantity Y as normally distributed, which is not necessarily
the case.
4.5.2 Toy examples on the multivariate normal aggregation approach
Figure 4.9 shows how this method is used to aggregate predictions from three numerical models.
The plots in (a1, a2 and a3) demonstrate how aggregation is performed when the predictions of
the numerical simulation models are similar to each other in terms of mean and variance. The
output mean and variance of the three simulators are:
µ  t21500 22100 23500u σ2  t110000 75000 140000u (4.22)
The outputs are assumed to be normally distributed. In a1 the output of the simulators are
assumed independent with correlation matrix R1. As a result, the aggregated prediction has a
mean which is the average of the three numerical simulation models and a variance smaller than
the three numerical simulation models (σ2agg  3.34  104). In the absence of correlation there is
no overlapping of information from the various simulators, resulting in low aggregated model
variance. In a2 the output of the simulators are assumed dependent with correlation1 matrix
R2. In this case the variance of the aggregated prediction increases to (σ2agg  6.45  104) and
pushes the aggregated prediction mean towards the model with the lowest variance. In a3 the
output of the simulators are assumed highly correlated with correlation matrix Σ3. In this case
the variance of the aggregated prediction increases to (σ2agg  6.45  104). As the correlation
amongst the models increases, the aggregated model becomes more spread, intuitively this means
that less information is available when dependence amongst simulators is higher. In addition, as
the correlation increases considerably (a3), the aggregated prediction tends to the left of all three
models. This is explained by the fact that highly correlated model predictions will tend to be on
the same side of the "true" model prediction. Note that in all cases presented above, the variance
of the aggregated prediction is still lower than the output variance of any of the three simulators.
R1 

1 0 00 1 0
0 0 1

 , R2 

 1 0.6 0.50.6 1 0.4
0.5 0.4 1

 , R3 

 1 0.9 0.90.9 1 0.9
0.9 0.9 1

 (4.23)
The plots b1, b2 and b3 in Figure 4.9 demonstrate how aggregation is performed when the output
of the numerical simulators are dissimilar to each other in terms of variance; the variance of the
output of simulator 2 is considerably smaller compared to the variance of the output of simulators
1 and 3. This could be the case if for instance simulator 2 is of high fidelity while simulators 1
and 3 and of lower fidelity:
µ  t21500 22100 23500u σ2  t250000 75000 1000000u (4.24)
1The covariance Σ  DRD, where D is a diagonal matrix containing the standard deviations and R is the
correlation matrix.
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a1. b1.
a2. b2.
a3. b3.
Figure 4.9: Plots depicting an application to the multivariate normal aggregation approach. a1, a2, and
a3 demonstrate the aggregation of three outputs from three simulators with close variances. In a1 the
three simulators outputs are independent while in a3 the outputs are highly correlated. b1, b2, and b3
demonstrate the aggregation of three outputs from three simulators with one of the variances significantly
larger than the other two. In b1 the three simulators outputs are independent while in b3 the outputs are
highly correlated.
– 50 –
4.6. Analytical method 3: Adjustment Factor Approach
In b1 the output of the simulators are assumed uncorrelated, and as we move to the plot in b3 the
correlation amongst the output of the simulators are assumed to increase considerably. In b1, b2
and b3, the aggregated model prediction will tend to be close to the output of the simulator with
the lowest variance (discrepancy). The aggregated prediction will also tend to have a smaller
variance compared to the three simulators output. Unlike in plot a3, as the model correlation
increases considerably in (b3), the aggregated prediction variance decreases considerably to
(σ2agg  2.40  104), which is explained by the fact that a diffuse model (output of simulator 3)
and low variance model (output of high fidelity simulator 2) are highly correlated which suggests
that the high variance model contribution is under-estimated, i.e. the high variance simulator
is providing us with more valuable information than its high variance (low fidelity) leads us to
believe, since it is highly correlated to a high fidelity simulator [Allaire et al., 2010].
4.6 Analytical method 3: Adjustment Factor Approach
4.6.1 Theory of the Adjustment Factor Approach
In the absence of any empirical experimental data of the system at the design stage, we must
resort to alternative methods in order to quantify the model uncertainty of the quantities of interest
([Mosleh and Apostolakis, 1986], [Zio and Apostolakis, 1996], [Riley, 2007], [Park et al., 2010],
and [Riley and Grandhi, 2011]). The Adjustment Factor Approach makes use of an adjustment
factor that is added (or multiplied) to the best model amongst all models considered. The best
model is assigned a probability by expert opinion. The adjustment factor may represent aleatory
or epistemic uncertainties.
Let P pMiq be the probability of simulator tMi, i  1...Nu:
N¸
i1
P pMiq  1 (4.25)
It should be noted that the simulator probabilities P pMiq are assigned by expert judgement
based on the merit and accuracy of each individual simulator. The probabilities reflect a degree
of belief that a simulator is the best approximating model among a set of models. The expert
judgement however could be biased or correlated; expert talk to each other, probably share the
same information, etc. Let Y be the output (quantity of interest) of the simulator with the highest
probability assigned by expert opinion. The simulator output Y can be expressed as a function of
Y and an adjustment factor:
Y  Y   a (4.26)
where a is the so called "additive adjustment factor". 

a is assumed to be normally distributed
with an expected value and variance:
Eras 
N¸
i1
P pMiqpYi  Yq
V arras 
N¸
i1
P pMiqpYi  ErYsq2
(4.27)
where Yi is the prediction of the quantity of interest from model Mi and P pMiq represents the
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model probability of model Mi.
The expected value and variance of a simulator’s output can now be written as:
ErYs  Y   Eras
V arrYs  V arras
(4.28)
Alternative, instead of the additive adjustment factor, a multiplicative adjustment factor can be
proposed:
Y  Y  m (4.29)
where m is the so called multiplicative adjustment factor. If we assumed 

m to be lognormally
distributed with first and second moments:
Erms 
N¸
i1
P pMiqpLNpYiq  LNpYqq
V arrms 
N¸
i1
P pMiqpLNpYiq  ErLNpYqsq2
(4.30)
Similarly, the expected value and variance of a simulator’s output become:
ErYs  LNpYq   ErLNpaqs (4.31)
V arrYs  V arrLNpaqs (4.32)
The above derivation of the adjustment factor approach assumes Y and Y to be deterministic.
However, the responses could be stochastic in nature (i.e. due to input parameters uncertainty):
fYi  N pµi, σiq@i  1...N (4.33)
The model response can then be written as:
Y  ErYs   a (4.34)
where Y is stochastic and hence the use of the expectation Ers. The first and second moments
of the additive adjustment factor become:
Eras 
N¸
i1
P pMiqpErYis  ErYsq
V arras 
N¸
i1
P pMiqpErYis  ErYsq2
(4.35)
Finally, the expected value and variance of model predictions become:
ErYs  ErYs   Eras
V arrYs  V arraslooomooon
Within model variance
 
N¸
i1
P pMiqpV arrYisq2loooooooooooomoooooooooooon
Between model variance
(4.36)
The above probabilistic adjustment factor approach can similarly be written in terms of the
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multiplicative adjustment factor. The probabilistic adjustment factor approach can also be written
if fYi follows a Beta distribution or a lognormal distribution for instance.
Deriving the adjustment factor approach relies on P pMiq which are mostly based on expert
opinion at the design phase of the system. So far P pMiq is assigned a deterministic value. It is
interesting to check the sensitivity of the model response Y on the uncertainty due to P pMiq. As
such, P pMiq becomes a random variable:
P pMiq  N pP pMiqexp, σiq@i  1...N (4.37)
where σi  minr0.05, 0.25 P pMiqexps . TheN probability distributions are then independently
sampled m times using Monte Carlo sampling resulting in a set of modified adjusted models
tYpjqadj , j  1...mu. The individual adjusted models are then sampled k times. Using the k samples
from the m adjusted models, a new aggregate adjusted model Ymafa can then be constructed by
fitting a distribution to the samples.
4.6.2 Demonstration of the Adjustment Factor Approach
Three aeroelastic simulators are used to predict an extreme bending moment response for the same
wind turbine geometry and structure, terrain, inflow conditions and turbulence. The simulators’
output and the probabilities assigned by expert judgement are shown in Table 4.1.
In table 4.1 we see up to 10% variation in the prediction of the extreme bending moment. Since
all three aeroelastic simulators are based on sound physics it is difficult for an analyst to decide
which extreme load level is "most correct". Thus, all three values are used to quantify the model
uncertainty while predicting the most likely extreme load level at the design stage. Using the
values in Table 4.1 and using the adjustment factor approach and the modified adjustment factor
approach, the expected value and standard deviation of the bending moment are shown in Table
4.2. The additive adjustment factor and modified adjustment factor yield a normal uncertainty
distribution around the expected value of the load level as shown in Figure 4.10. Both methods
yield similar results indicating that in this case the uncertainty model is not sensitive to the models
probabilities assigned by the expert judgement.
Table 4.1: Simulators predictions of bending moments and Model probabilities.
Simulator Load [kNm] P pMiqexp
Aeroelastic Simulator 1 21500 0.45
Aeroelastic Simulator 2 23500 0.20
Aeroelastic Simulator 3 22100 0.35
Table 4.2: Distribution parameters of the adjustment factor approach.
Method Mean [kNm] STD [kNm]
Additive Adjustment Factor 22110 744
Modified Adjustment Factor 22099 693
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Figure 4.10: Load level prediction by the adjustment factor approach.
4.7 Analytical method 4: copula models for aggregation of multi-
model simulations
Dependence amongst the numerical simulation models in the multivariate normal aggregation
approach is introduced through the covariance matrix. A natural extension to the previous method
is to use the Copula formalism to capture the dependence amongst the simulators. A Copula is
a function that links/"glues" the marginals of the quantity of interest (output of the simulator).
The quantity of interest is described by its marginal distributions (one marginal distribution per
simulator), and dependence among the marginals is embedded into the Copula function, which
joins the marginal distributions into a single multivariate distribution. The structure and type of
the Copula can be either be derived through expert opinion or through fitting to the output of
simulators.
4.7.1 Theory of the Copula models for aggregation
The theory originally proposed by [Jouini and Clemen, 1995] uses Copulas as the basis for
modelling dependence among the experts’ opinions; here the experts’ opinions are substituted for
the output of n simulators tsi,@i  1...nu. Suppose that the quantity of interest is denoted by
random variable Y and simulators si provide their estimate of Y . The objective is to determine
the posterior distribution of Y given the estimates made by si, formally this can be written in
Bayesian format as:
p

Y | s1, s2, ..., sn
	
9 p pYqlomon
prior
l

s1, s2, ..., sn | Y
	
looooooooooomooooooooooon
likelihood
(4.38)
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The prior density function can be interpreted as the prior belief of an analyst about Y; in the
context of wind turbine loads this could for instance represent former measurements on similar
turbines or estimation of the loads based on some scaling rules. The likelihood function assesses
the probability of Y arising from simulators si, it can also be interpreted as the analyst’s belief
about the quality/ability of simulators si to estimate and predict Y and dependence amongst them.
If the analyst believes that numerical simulation model si is very accurate, then the estimates of
si will be expected to fall near Y . On the other hand, if the numerical simulation model is thought
to be inaccurate or biased, then the estimates of si will be expected to fall substantially above
or below Y . In addition, the likelihood density function l is also expected to capture aspects of
dependence amongst the numerical simulation models.
The conditional likelihood can thus be given by the conditional version of the Sklar’s Theorem;
thus an expression equivalent to Equation 3.14 is given by [Jouini and Clemen, 1995, Smith,
2011]:
L

s1, s2, ..., sn | Y
	
 Cn

L1

s1 | Y
	
, L2

s2 | Y
	
, ..., Ln

sn | Y
	
(4.39)
The conditional likelihood L is constructed as an n-dimensional joint CDF in terms of n marginal
distributions and a copula that captures the dependence among the individual random variables2.
Cn is a unique n-dimensional Copula. Taking the nth mixed derivative of L with respect to
s1, s2, ..., sn generates the likelihood function l such as:
l  B
nL
Bs1...Bsn
 B
nC
Bu1...Bun 
dL1
ds1
 dL2
ds2
...  dLn
dsn
 Cn

L1

s1 | Y
	
, L2

s2 | Y
	
, ..., Ln

sn | Y
	
 l1  l2...  ln
(4.40)
where l1...ln are the marginals given by l1  l1

s1 | Y
	
, ..., ln  ln

sn | Y
	
. Finally, the
posterior distribution of the quantity of interest Y becomes:
p

Y | s1, ..., sn
	
9p pYqCn

L1

s1 | Y
	
, L2

s2 | Y
	
, ..., Ln

sn | Y
	
l1 l2...ln (4.41)
When more than two simulators are involved (si, i ¡ 2), then multi-dimensional Copulas are
required. Recent research in the copula literature has focused on building copulas in i ¡ 2
dimensions, including ’Vines’ [Clemen and Winkler, 1993, Joe, 1996, 1997, Bedford and Cooke,
2002], [Brechmann et al., 2013], ’Pair-Copulas’ [Schirmacher and Schirmacher, 2008] and [Aas
et al., 2009] and ’Hierarchical Archimedean Copulae’ [Ristig, 2014]. Recent overviews are given
by [Hobæk et al., 2010] and [Czado, 2010]. It can be easily shown that the Copula aggregation
approach is equivalent to the multivariate normal aggregation approach when the marginals are
normal and the Copula is Gaussian.
4.7.2 Demonstration of the Copula Aggregation Method
Say that the marginals are defined as s1  LN pµ  21500kNm, σ2  110000kNmq and
s2  LN pµ  23500kNm, σ2  1000000kNmq, and say we establish that the dependence
2An alternative is given by [Clemen and Winkler, 1993].
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structure between the output of simulator s1 and the output of simulator s2 fit a Gumbel Copula
with a Kendall’s τ  0.5, then the joint (multivariate) likelihood density function is derived as
shown in Figure 4.11.
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Figure 4.11: (4.11a) Samples from a Gumbel copula and (4.11b) joint pdf of loads from numerical
simulation models s1 and s2. s1  LN pµ  21500kNm, σ2  110000kNmq and s2  LN pµ 
23500kNm, σ2  140000kNmq.
Having derived the joint (multivariate) likelihood density function l

s1, s2 | Y
	
, the next step is
to determine the posterior distribution p

Y | s1, s2
	
of the quantity of interest (as in Equation
4.41), namely the load as shown in Figure 4.12, 4.13 and 4.14.
In Figure 4.12 the aggregation of the Lognormal distributions is done through a Gumbel Copula
with Kendall’s τ  0.5. In Figure 4.13 the aggregation of the Lognormal distributions is done
through a Frank Copula with Kendall’s τ  0.5. In Figure 4.14 the aggregation of the Lognormal
distributions is done through a Gaussian Copula with Kendall’s τ  0.5. For each case, we
also show how the aggregated posterior distribution of the load output varies as a function of
the Kendall’s τ values. We see that with increasing correlation amongst the simulators (larger
Kendall’s τ ) the aggregated posterior distribution moves closer and to the left of simulator 1
which has a lowest variance. In addition, with increasing correlation amongst the simulators
(larger Kendall’s τ ) the variance of the aggregated posterior distribution decreases (less spread).
Furthermore, whether the dependence structure is described by a Gaussian, Gumbel or Frank
Copula, we see that the aggregated models are not significantly different. This indicates that
predicting the most likely load level might not be affected by the choice of the dependence
structure amongst the simulators. The reason for this is the large difference in the predictive
spread (variance) of the output between simulator 1 and simulator 2, as a result of which the
aggregated model does not differ significantly from the output of simulator 1. Contrast that
with the results in Figures 4.15 to 4.17 where the variance of the output of the three simulators
are similar. Here the distributions are: s1  LN pµ  21500kNm, σ2  110000kNmq,
s2  LN pµ  22100kNm, σ2  75000kNmq, and s3  LN pµ  23500kNm, σ2 
140000kNmq.
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Figure 4.12: (4.12a) Aggregation with the Gumbel copula of loads outputs from 2 simulators and (4.12b)
shows how the aggregated distribution changes with various Kendall τ values.
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Figure 4.13: (4.13a) Aggregation with the Frank copula of loads outputs from 2 simulators and (4.13b)
shows how the aggregated distribution changes with various Kendall τ values.
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Figure 4.14: (4.14a) Aggregation with the Gaussian copula of loads outputs from 2 simulators and (4.14b)
shows how the aggregated distribution changes with various Kendall τ values.
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Figure 4.15: (4.15a) Aggregation with the Gumbel copula of loads outputs from 3 simulators and (4.15b)
shows how the aggregated distribution changes with various Kendall τ values.
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Figure 4.16: (4.16a) Aggregation with the Frank copula of loads outputs from 3 simulators and (4.16b)
shows how the aggregated distribution changes with various Kendall τ values.
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Figure 4.17: (4.17a) Aggregation with the Gaussian copula of loads outputs from 3 simulators and (4.17b)
shows how the aggregated distribution changes with various Kendall τ values.
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4.8 Analytical method 5: Bayesian Model Averaging (BMA)
The above methods are useful in the absence of any empirical test data. However, in the presence
of empirical test data the Bayesian Model Averaging technique can be used to (1) update the
individual model predictions to include the predictive uncertainty associated with each models
prediction of the points included in the empirical data set D (let D denote data from available
measurements on the system) and (2) update the model probabilities P pMjq by means of the
model likelihoods evaluated given the data set D using Bayes Theorem. An appealing feature of
BMA approach is that it permits the assessment of mathematical model uncertainty, as distinct
from parameter uncertainty [Alvin et al., 1998].
4.8.1 Theory of the Bayesian model averaging (BMA)
The basic idea of BMA is to combine the predictions from several models (simulators) through a
model averaging procedure [Gibbons et al., 2008]. The final predictions are a weighted average
of the set of model predictions. The weights (or probabilities) can be purely subjective (e.g. equal
weights) or may begin with assumed subjective probabilities (e.g. expert judgement) which are
then updated quantitatively using relevant existing data [Alvin et al., 1998]. Note that the models
under consideration are supported by expert knowledge, and available experimental data and
differ in their implementation and predictive capability. [Madigan and Raftery, 1994] show that
averaging over all the models provides better average predictive ability than using any single
model, empirical evidence now exists to support this claim [Hoeting et al., 1999]. The weighting
factors for averaging are essentially related to the model performance (according to an exert
opinion or diagnostic data); in a Bayesian framework the weighting factors become Posterior
Model Probabilities (PMP) as described below. Several approximations are available to calculate
the posterior model probabilities, among which are AIC, BIC, DIC, Laplace, Bayes Factors, and
Markov Chain Monte Carlo (MCMC) method (Metropolis - Hastings) [Raftery, 1993, Hoeting
et al., 1999]. Say Y is a quantity of interest (i.e. a simulator output), then the posterior distribution
of Y given observed data D is
P

Y | D	  J¸
j1
P

Y |Mj ,D
	
loooooooomoooooooon
Predictive dist.
P

Mj | D
	
loooooomoooooon
PMP
(4.42)
The BMA PDF is a weighted average of the conditional PDFs given each of the individual models,
weighted by their posterior model probabilities. This is an average of the posterior predictive
distribution for Y under each of the simulators Mj considered, weighted by the corresponding
posterior model probability given observed data D. Equation 4.42 has its own computational
difficulties. The predictive distribution P

Y |Mj ,D
	
requires integrating out the model
parameters (in case they are stochastic). The posterior model probabilities P

Mj | D
	
similarly
involves the calculation of a likelihood function [Volinsky et al., 1997]. The posterior model
probability (PMP) can be given by pure subjective (qualitative) knowledge [Alvin et al., 1998]:
P

Mj | D
	
 P pMjq (4.43)
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with the constraint:
J¸
j1
P pMjq  1 (4.44)
Another approach is to use observational data to assess the posterior model probability such as:
P

Mj | D
	
 P pMjq
P

D |Mj
	
°J
j1 P pMjqP

D |Mj
	 (4.45)
The posterior predictive distribution for Y under each of the models Mj reads (assuming model
Mj is stochastic):
P

Y |Mj ,D
	

»
P

Y | θj ,Mj ,D
	
P

θj |Mj ,D
	
(4.46)
The posterior predictive distribution determines the prediction statistics for model output Y given
uncertainty in the parameters of the model θj , conditional on the data D and a particular model
structure Mj . The BMA then extends this to the space of models M using the probability
weights P

Mj | D
	
[Alvin et al., 1998]. Finally the posterior mean and variance of the quantity
of interest Y are as follows [Draper, 1995, Hoeting et al., 1999, Duan et al., 2007]:
E

Y | D  » YP Y | D	 dY  » Y J¸
j1
P

Y |Mj ,D
	
P

Mj | D
	
dY

J¸
j1
»
YP

Y |Mj ,DqdY
	
P

Mj | D
	

J¸
j1
YˆjP

Mj | D
	
(4.47)
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where Yˆj  E

Y | D,Mj

.
V ar

Y | D  » Y  E Y | D	2 P Y | D	 dY

» 
Y2  2YE

Y | D  E Y | D2
P Y | D	 dY

»
Y2P

Y | D	 dY   » E Y | D2 P Y | D	 dY  » 2YE Y | DP Y | D	 dY

»
Y2P

Y | D	 dY   E Y | D2 » P Y | D	 dYlooooooooomooooooooon
=1
2E

Y | D » YP Y | D	 dYloooooooooomoooooooooon
E

Y|D


»
Y2
J¸
j1
P

Y |Mj ,D
	
P

Mj | D
	
dY  E

Y | D2

J¸
j1
»
Y2P

Y |Mj ,D
	

loooooooooooooomoooooooooooooon
E

Y2|Mj ,D

P

Mj | D
	
dY  E

Y | D2

J¸
j1

V ar

Y |Mj ,D

  E

Y |Mj ,D
2

P

Mj | D
	
 E

Y | D2

J¸
j1

V ar

Y |Mj ,D

  Yˆ2j
	
P

Mj | D
	
 E

Y | D2
(4.48)
Let us next look a bit more in detail at the derivation of the Posterior Model Probability given
experimental dataset D, P

Mj | D
	
, and the Posterior Predictive Distribution of the quantity
of interest given simulator Mj and experimental dataset D, P

Y |Mj ,D
	
.
Solving the posterior model probability distribution P pMj | Dq
The posterior model probability distribution reads:
P

Mj | D
	
 P pMjq
P

D |Mj
	
°J
j1 P pMjqP

D |Mj
	 (4.49)
where, ppMjq is the prior model distribution before observing data D, P

D |Mj
	
represents
the likelihood of observed data D given the model Mj and
°J
j1 P pMjqP

D |Mj
	
is a
normalizing factor. Given that the normalizing factor is a constant, one can write:
P

Mj | D
	
9P pMjqP

D |Mj
	
(4.50)
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where D  tdk,@k  1, ...,mu. The question is, how to solve the likelihood distribution
P

D |Mj
	
? we may use a simple formulation as follows: assume that the model response Yj
can be expressed as a combination of a deterministic prediction term fj and j :
Yj  fj   j (4.51)
where fj can be thought of as the mean value of output simulator Mj , and j is an i.i.d normal
random variable with zero mean  N p0, σjq. Consequently Yj  N pfj , σjq. The likelihood
function then becomes (assuming data dk are independent):
P

D |Mj
	
 P

d1, ..., dm | fj , σj
	

m¹
k1
P

dk | fj , σj
	
(4.52)
But since Yj  N pfj , σjq, then P

dk | fj , σj
	
can be expressed as:
P

dk | fj , σj
	
 1
σj
?
2pi
exp

pdk  fjq
2
2σ2j

(4.53)
Substituting the expression for P

dk | fj , σj
	
shown in Equation 4.53 into Equation 4.52 yields:
P

D |Mj
	

m¹
k1
P

dk | fj , σj
	


1
σ2j 2pi
m{2
exp


m°
k1
pdk  fjq2
2σ2j

 (4.54)
dk is the empirical test data and fj takes the value of model prediction. All is left is to estimate
σj using the Maximum Likelihood Estimation (MLE) approach. In this context, it simply means
differentiating the logarithm of Equation 4.54 with respect to σj and setting it equal to 0, which
yields:
σ2j 
m°
k1
pdk  fjq2
m
(4.55)
Thus the likelihood function P

D |Mj
	
is fully defined and the posterior model probability
of model Mj given the empirical data D can now be computed. However, if the normality
and independence assumptions stated above are not valid and if model Mj is stochastic, then
P

D |Mj
	
reads:
P

D |Mj
	

»
P

D | θj ,Mj ,D
	
P

θj |Mj
	
dθj (4.56)
which could be intractable to solve. Other solutions should be pursued, namely Markov Chain
Monte Carlo (MCMC) method (Metropolis - Hastings) to solve the integrals.
Solving the posterior predictive distribution ppY|Mj ,Dq
Assuming model Mj yields a deterministic model predictions fj , then as stated above Yj 
N pfj , σjq. This then leads to the predictive distribution for Y:
P

Y |Mj ,D
	
 N pfj , σjq (4.57)
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on the other hand, if model Mj is stochastic, then the predictive distribution for Y reads:
P

Y |Mj ,D
	

»
P

Y | θj ,Mj ,D
	
P

θj |Mj ,D
	
dθj (4.58)
which does not have a closed form and shall be computed using MCMC. According to (Volinsky
1996) an excellent approximation can be written as:
P

Y |Mj ,D
	
 P

Y |Mj , θˆj ,D
	
(4.59)
where θˆj are the maximum likelohood estimates of the model parameters. Bayesian techniques
and BMA is a vast topic, and what we present here is nothing but a taste of how BMA can be
used to predict the most likely load output from various aero-servo-elastic simulators.
4.8.2 Demonstration of the Bayesian Model Averaging
Say that empirical test data of a blade’s bending moment in normal production are extrapolated
to a value of D  t23100u kNm (verifying observation). Using this experimental data point and
Bayesian Model Averaging, the model probabilities are first updated as shown in Table 4.3 and
second the BMA predictive distribution is computed. Figure 4.18 shows the BMA predictive
PDF. This PDF (shown as the thick curve) is a weighted sum of three normal PDFs [Raftery et al.,
2005]. The predictive BMA distribution is bimodal, reflecting the fact that there are two groups
of forecasts that disagree with one another. The right mode is centred around the cluster of one
higher forecast (23500kNm), while the left mode is centred around the cluster of two lower
forecasts. In Figure 4.18 the BMA distribution which fuses the output load distributions from
three simulators have in this case a larger variance than the estimates from the individual models.
However, if further observational data are available D  t23100 23300 23150 23200u
from three additional test wind turbines say located in three different sites, the predictive BMA
distribution becomes as shown in Figure 4.19, with less spread compared to the BMA distribution
in Figure 4.18.
Table 4.3: Predicted load level by simulator Mj and the Posterior Model Probability P pMj | Dq. The
empirical test data of a blade’s bending moment (verifying observation) is 23100 kNm.
Simulator Load prediction from simulator P pMjqprior P pMj | Dqposterior
M1 21500kNm 1{3 0.1515
M2 22100kNm 1{3 0.2424
M3 23500kNm 1{3 0.6061
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Figure 4.18: BMA predictive PDF (thick curve) for the blade root bending moment. Also shown are the
load prediction from three simulators (solid horizontal line and bullets) and the one experimental verifying
observation (solid vertical line).
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Figure 4.19: BMA predictive PDF (thick curve) for the blade root bending moment. Also shown are the
load prediction from three simulators (solid horizontal line and bullets) and four experimental verifying
observations (solid vertical line).
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a b s t r a c t
Wind tunnel test measurements to characterize the static lift and drag coefﬁcients of airfoils used in
wind turbine blades are shown to possess large uncertainties, which leads to uncertainties in the
aerodynamic loads on the rotor. In this paper a rational stochastic model is proposed to quantify the
uncertainty in airfoil static lift and drag coefﬁcients based on ﬁeld and wind tunnel data, aero-servo-
elastic calculations and engineering judgment. The stochastic model is subsequently used to assess
the effect of the uncertainty in airfoil static lift and drag coefﬁcients on the prediction of extreme loads
and structural reliability of large wind turbines. It is shown that the uncertainty in the static airfoil data
has a signiﬁcant impact on the prediction of extreme loads effects and structural reliability depending on
the component, operating conditions (stand-still versus power production) and the correlations of
aerodynamic variables along the span of the blades.
© 2014 Elsevier Ltd. All rights reserved.
1. Introduction
Considerable effort and capital is invested in predicting the
static aerodynamic lift and drag coefﬁcients of airfoils as accurately
as possible. The lift and drag coefﬁcients are then used by the wind
turbine designers as input to aero-servo-elastic simulations to
predict extreme and fatigue loads in addition to stability margins in
normal and extreme operating and stand still conditions. An air-
foil's static aerodynamic data are almost exclusively derived from
measurements acquired in wind tunnel tests. However, an airfoil
section on the wind turbine rotor operates in 3-dimensional, un-
steady and turbulent inﬂowunder the guidance of a control system,
none of which are accounted for in static wind tunnel tests. Some
aspects of uncertainty in airfoil data (surface roughness, 3D cor-
rections, effect of Re numbers, wind tunnel measurements or
geometric distortions) have been studied in Refs. [1e7]. The general
consensus is that uncertainties in airfoil data do affect a wind tur-
bine's performance and structural loading. Aerodynamic un-
certainties are widely acknowledged in the industry; this is
demonstrated by cross validating wind tunnel measurements with
CFD or cross validating wind tunnel measurements with full scale
test data or performing wind tunnel measurements under various
inﬂow conditions. Manufacturers also try to mitigate aerodynamic
uncertainties by ensuring tight controls on the tolerances of blade
geometry duringmanufacturing and handling. In addition, awidely
performed practice is to tune the static airfoil data used in the aero-
servo-elastic simulations using measurements from a prototype
wind turbine. The tuning of aerodynamic data is usually done
indirectly through performance metrics such as power production
or structural loading. In wind turbine structural reliability analysis
[8], an overall value of 10% is used as the coefﬁcient of variation
(COV) for airfoil uncertainty as affecting the structural loads. With
the advent of advanced wind tunnel testing, computational ﬂuid
dynamics and full scale testing it is deemed necessary to review
this value. In this paper we establish a stochastic model for the
static lift and drag coefﬁcients by tapping into publicly available
aerodynamic tests, measurements and simulations on various as-
pects of aerodynamic uncertainties. The stochastic model is
developed by (1) replicating the physical variations in airfoil char-
acteristics by parameterizing the lift and drag coefﬁcients curves,
(2) allowing selected points on the lift and drag curves to be
distributed randomly around the measured values and (3) simu-
lating their impact on extreme loads using a Monte Carlo scheme
with varying degree of correlation among the aerodynamic prop-
erties along the span of the blade. The proposed stochastic analysis
* Corresponding author. Tel.: þ45 22833005.
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quantiﬁes the model, statistical and measurement uncertainties of
blade aerodynamics and its effects on the extreme structural loads.
The stochastic model is ﬁrst used in structural reliability optimi-
zation against extreme loading of a wind turbine tower in stand-
still in a 50-year storm, then for evaluating the structural reli-
ability index and optimization of the partial load safety factors of a
blade in power production. A commercial multi-megawatt offshore
wind turbine is considered in the calculations of the extreme loads
effects (nominal power>5 MW and rotor diameter>130 m).
2. Airfoils database
A database of airfoils lift and drag polars measurements is
collected for this study and is presented herein. The database is
largely built upon publicly available wind tunnel tests and 3D full
scale measurements.
2.1. Wind tunnels
Table 1 lists the wind tunnels that have historically been widely
used for testing airfoils for the wind turbine and aerospace in-
dustries. Publicly available data from these wind tunnels are
collected and used as a basis for the stochastic model of the airfoils
static lift and drag coefﬁcients.
2.2. Full scale measurements
Table 2 presents a list of 3D wind turbine rotor measurement
campaigns that are widely reported in the literature. Publicly
available data from these tests are also collected and used as basis
for the stochastic model.
2.3. Airfoil families
Table 3 shows an exhaustive list of airfoils used in this study as a
basis for the stochastic model. The airfoils lift and drag curves for
the airfoils listed in Table 3 are collected and categorized with
regards to their fundamental sources of uncertainty studied in the
referenced literature.
3. Airfoil aerodynamics
The rate of change of the lift coefﬁcient with angle of attack, dCL/
da, can be inferred from thin airfoil theory to be 2p per radian
change of angle of attack and slightly lower when taking the effects
of airfoil thickness and ﬂuid viscosity into account. Deviation from
the linear slope is the start of the progressive movement of the
turbulent ﬂow separation point from the trailing edge (TE) towards
Nomenclature
2D two-dimensional
3D three-dimensional
CL,max max lift coefﬁcient
AoAmax angle of attack where CL,max occurs
CL,TES lift coefﬁcient where trailing edge separation starts
AoATES angle of attack corresponding to CL,TES
CL,SR lift coefﬁcient where stall recovery starts
AoASR angle of attack where stall recovery starts
CL,90 lift coefﬁcient at 90 angle of attack
CD,90 drag coefﬁcient at 90 angle of attack
TES trailing edge separation
COV coefﬁcient of variation
Re reynolds number
t/c thickness to chord ratio
RootMyb1 blade root ﬂap bending moment
Spn4MLyb1 blade ¾ span ﬂap moment
RootMxb1 blade root edge bending moment
Spn4MLxb1 blade ¾ span edge moment
OoPDeﬂ1blade out of plane deﬂection
LSSTipMzs low speed shaft yaw moment
LSSTipMys low speed shaft tilt moment
LSShftMxa low speed shaft driving moment (torque)
TwrBsMyt for-aft tower bottom bending moment
TwHt4MLyt for-aft ¾ height bending moment
Table 1
List of wind tunnels and their characteristics.
Wind tunnel Characteristics
Delft wind tunnel (Netherlands) Max speed 120 m/s, max Re 3.5
million, Ti<0.02%, test section
1.25  1.80 m
Velux wind tunnel (Denmark) Max speed 40 m/s, max Re 1.6
million, Ti~1%, open jet test section
7.5  7.5 m
LM wind power wind tunnel
(Denmark)
Max speed 105 m/s, max Re 6.0
million, Ti~0.1%, test section
1.35  2.70 m
Stuttgart wind tunnel LWK
(Germany)
Max speed 90 m/s, max Re 5.0
million, 0.0002% < Ti<0.0005%, test
section 2.73  0.73 m
NASA Langley LTPT wind tunnel
(USA)
Max speed 130 m/s, Max Re 6
million at Mach 0.3, Ti is N/A, test
section 0.91  2.29 m,
Large scale low speed wind tunnel
facility (LLF) of the German
Dutch wind tunnel organization
(Germany)
Max speed 80 m/s, open jet test
section 9.5  9.5 m
Max speed 152m/s, closedwall test
section 6.0  6.0 m
Max Re 6 million at Mach 0.45,
Ti<0.4%,
The NASA-AMES wind tunnel
(USA)
Max speed 50 m/s, Ti<0.4%, test
section 24.4  36.6 m
Table 2
List of 3D full scale wind turbine measurements campaigns.
Test Description Reference
literature
DANAERO project NM80 variable
speed pitch
regulated wind
turbine (80 m rotor
diameter)
[9]
NREL unsteady aerodynamics
experiment phase VI
NASA/AMES wind
tunnel test of an
experimental two
blades rotor
with10 m rotor
diameter stall
regulated
[2]
MEXICO project Wind tunnel test of
a three bladed
rotor of 4.5 m
diameter including
a speed controller
and pitch actuator.
[10]
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the leading edge. As the separation point begins tomove upstream
along the suction side, the lift coefﬁcient (CL) reaches the point of
maximum lift (CL,max) as depicted in Fig. 1. The angle of attack at
maximum lift is termed the static stall angle of attack (AoA). The
drag coefﬁcient is constant or slightly increasing. Beyond the stall
angle of attack, the lift coefﬁcient starts to decrease; the stalled
region on the suction side of the airfoil continues to grow as the
separation point continues its progression upstream to the airfoil
leading edge. When leading edge separation (also called deep
stall) is reached, increasing the angle of attack further often results
in a neutral or even slightly increasing lift (stall recovery) while
the drag is steadily increasing at a much faster rate until a 90
angle of attack.
4. Sources of uncertainty in the static airfoil lift and drag
polars
The static airfoil data utilized as an input to the aero-servo-
elastic simulations are not unique and exhibit variations which
are driven by physical uncertainty (aleatory) or simply driven by
lack of evidence (model, measurement and statistical uncertainty)
as shown in Table 4.
4.1. Variations among wind tunnel measurements
Many factors contribute to the uncertainty in themeasurement
of airfoils static lift and drag polar curves in wind tunnels ([5,15]).
The focus herein will be on the results obtained when measuring
the same airfoil geometry in various wind tunnels. The lift curves
shown in Fig. 2 depict the lift coefﬁcients of the same airfoil section
measured in four different wind tunnels at Re ¼ 3million. One can
easily notice the variation in the maximum lift coefﬁcient, the
offset in the linear part of the lift coefﬁcient curve and the post stall
characteristics as measured in the various wind tunnels. Based on
this example and the references in Table 3 it can be shown that
wind tunnel measurement uncertainty can result in a COV of the
order of 6e9% on the maximum lift coefﬁcient, 3e9% on the angle
of attack corresponding to the maximum lift coefﬁcient, 3e9% on
the lift coefﬁcientwhere stall recovery starts, 3e10% on the angle of
attack corresponding to where stall recovery starts, 5e12% on the
lift coefﬁcient where trailing edge separation starts and 4e10% on
the angle of attack corresponding towhere trailing edge separation
starts. These values may depend on the type of airfoil. For a given
airfoil geometry and Re andMach numbers, the factors that explain
the scatter amongst wind tunnel measurements either in theTa
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Fig. 1. Lift and drag coefﬁcients.
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attached ﬂow region or the separated ﬂow region of the lift coefﬁ-
cient curve can be explained by (but not conﬁned to):
- Difference in the airfoil model geometry when constructed by
the wind tunnel operator.
- Differences in the surface roughness of the airfoil model when
constructed by the wind tunnel operator.
- Wall effect corrections could differ from one wind tunnel
operator to another.
- Difference in the turbulence level from wind tunnel to wind
tunnel affects the transition from laminar to turbulent boundary
layer.
- Difference in the measurement method from wind tunnel to
wind tunnel, i.e. wall pressure taps versus airfoil pressure taps
versus force balance.
- Tunnel blockage affects the wind tunnel walls boundary and
how they interact with the ﬂow over the airfoil section.
4.2. 3D rotational correction
Several empirical models exist to correct 2D wind tunnel mea-
surements of the lift coefﬁcient to include 3D rotational effects and
in some instances also correct the drag coefﬁcient. Models are
developed by Bak et al., Snel et al., Du and Selig, Chaviaropoulos and
Hansen, and Lindenburg ([16] and [30]). Fig. 3 displays the variation
in CL on the NREL/NASA AEMS rotor at a section corresponding to
30% of the blade length. The designer's choice of the 3D correction
model can result in large variations in the lift coefﬁcient [16]. In the
Fig. 2. Static lift coefﬁcient curve for the same airfoil in 4 wind tunnels. Airfoil name
and wind tunnels are not speciﬁed for proprietary reasons.
Fig. 3. Three dimensional corrected lift coefﬁcient compared to measurements at a
section corresponding to 30% of the blade length.[16].
Fig. 4. CL of an airfoil with three roughness conditions. Zig-zag tape is used to simulate
the roughness in the wind tunnel. Airfoil name and wind tunnel are not speciﬁed for
proprietary reasons.
Table 4
Sources of uncertainties included in this study.
Type of uncertainty
Inherent or
physical
Modela,b Measurement Statistical
Variations in wind
tunnels
measurements
x
3D rotational
correction
x
Surface roughness x
Geometric
distortions of
the blade
sections during
manufacturing
and handling
x
Effect of reynolds
number
x x
Geometric
distortions of
the blade under
loading
x
Extending airfoil
data to post stall
x x
Validation of
airfoil data by
full scale wind
turbine
measurements
in the ﬁeld or
wind tunnel
x x
a Not included in this study are the uncertainties in the numerical model of the
loads simulations such as aero-servo-elastic models, or Extreme Turbulence Model
or Extreme Wind Model, or dynamic stall and dynamic wake models, etc.
b A widely performed practice is to tune the airfoil data used in the aero-servo-
elastic simulations at the design stage using test data from a full scale prototype
wind turbine. The tuning of aerodynamic data is usually done indirectly through
performance metrics such as power production or structural loading. The same
numerical models used at the design stage are used again at the tuning stage (using
the measured inﬂow times series); This way the effect of uncertainty in airfoil data
can be distinguished from the uncertainty in the numerical model such as dynamic
wake, dynamic stall, BEM, etc.
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outer part of the blade, the choice of the 3D correction model can
result in 6% COV for the maximum lift coefﬁcient, which can go up
to 14% close to the root of the blade. These values may depend on
the type of airfoil.
4.3. Surface roughness
The blades' surface conditions vary over a wind turbine's life-
time. The surface roughness variation is due to paint condition,
surface ﬁnish, dust accretion, insects sticking to the surface and by
surface erosion. Leading edge roughness is simulated in wind
tunnel tests. For any given section along the span of the blade a
designer can choose to use clean, rough or moderate roughness
airfoil characteristics. As shown in Fig. 4, each has its own lift co-
efﬁcient curve characteristics: a clean airfoil exhibits an abrupt stall
and a higher maximum lift compared to a rough airfoil. Loads could
be calculated with a clean airfoil while the turbine operates in
rough conditions in the ﬁeld or vice-versa. Consequently, it is
estimated that roughness can result in a COV of the order of 4e12%
on themaximum lift coefﬁcient depending on how the roughness is
simulated, 4e12% on the angle of attack corresponding to the
maximum lift coefﬁcient, 4e12% on the lift coefﬁcient where stall
recovery starts, 6e10% on the angle of attack corresponding to
where stall recovery starts, 5e10% on the lift coefﬁcient where
trailing edge separation starts and 4e10% on the angle of attack
corresponding to where trailing edge separation starts. These
values may depend on the type of airfoil.
4.4. Geometric distortions of the blade during manufacturing and
handling
The static lift and drag coefﬁcients used by the blade designer
are based on predeﬁned geometry of the airfoils sections. However,
manufacturing, handling, transportation and installation introduce
geometric distortions to the blade sections, resulting in discrep-
ancies between the design CL and CD and the “real” CL and CD [31].
Appendix A shows some of the distortions observed during
manufacturing and handling. A combination of these distortions
can occur anywhere along the span of the blade. The impact of
geometric distortions on CL,max are quantiﬁed in a Monte Carlo
simulations whereby the CL and CD of synthetically distorted NACA
63418 and Risø B15 airfoils are computed in XFOIL [32] up to the
maximum lift coefﬁcient and show a COV of the order of 3% on the
maximum lift coefﬁcient and less than 1% on the slope of the lift
coefﬁcient curve. In the Monte Carlo simulations all geometric
distortions are assigned speciﬁc distributions and are assumed to
be fully uncorrelated (see Appendix A for more details).
4.5. Effect of reynolds number (Re)
The Re number varies along the span of the blade but the wind
tunnel measurements are usually performed at a limited range of
Re numbers; the static airfoil lift and drag coefﬁcients are then
corrected to the actual Re number for each section along the span of
the blade [23]. Fig. 5 depicts the variation of lift as a function of the
angle of attack at two different Re numbers [24]. With increasing
rotor diameters, the operating Re numbers are expected to rise
above 20 million and few wind tunnels exist to perform mea-
surement at such high values. Consequently, increased reliance on
numeric Re number corrections is expected. Based on this and other
such measurements (the references in Table 3) it can be shown that
the Re number effects can result in a COV up to 10% on the
maximum lift coefﬁcient, up to 9% on the angle of attack corre-
sponding to the maximum lift coefﬁcient, up to 11% on the lift co-
efﬁcient where stall recovery starts, up to 15% on the angle of attack
corresponding to where stall recovery starts, up to 13% on the lift
coefﬁcient where trailing edge separation starts and up to 8% on the
angle of attack corresponding to where trailing edge separation
starts. These values may depend on the type of airfoil, roughness
conditions and Mach number.
4.6. Geometric distortions of the blade under loading
The blade deforms due to aerodynamic and inertial loading,
centrifugal stiffening, and gravitational effects, resulting in
discrepancy between the static CL and CD in the aero-servo-elastic
model and the “real” CL and CD of the deformed blade. In Ref. [3]
airfoil geometry distortion due to blade deﬂection is treated as a
combination of uncertainty in max camber, camber position and
thickness to chord ratio. This approach assumes that these three
parameters are sufﬁcient to model geometric distortions of airfoils
sections when the blade deﬂects under loading. The uncertain
Fig. 5. Variation of lift with Re number in both wind tunnel test and numerical
simulations.[24].
Fig. 6. Effect of Re number on post stall behavior on a NACA4415 airfoil (CFD
simulations).[28].
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camber, camber position and thickness to chord ratio are assigned
truncated normal distributions with a COV ¼ 10%. The result is a
4e6% COV on the maximum lift coefﬁcient.
4.7. Extending airfoil data to post stall
The angles of attack on a wind turbine blade vary greatly
depending on the operating conditions and external inﬂow. Wind
tunnel measurements are however available for a limited range of
angles of attack. Empirical models such as the Viterna method [33]
or Montgomerie method [29] have been suggested to extend the
airfoil data to post stall. Results presented by Tangler et al. [25]
indicate that the Viterna method in post stall and deep stall is
highly sensitive to the available wind tunnel measurement of CL
and CD. A change of 10% in CL and CD results in 5% change in power at
25 m/s (thrust follows a similar trend). Another aspect is the effect
of the Re on the post stall characteristics as shown in the CFD
simulation in Fig. 6. Another aspect is the effect of airfoil/blade
geometry on post stall, namely the TE geometry (sharp versus
blunt) as shown in Fig. 7 or blade sweep in Fig. 8. Other aspects
affecting the prediction of the post stall lift and drag coefﬁcients
include the blade rotation, aspect ratio of the blade and the thick-
ness to chord ratio of the airfoil sections [26].
4.8. Validation of airfoil data by full scale measurements
Within the wind industry it is common to validate the static
wind tunnel CL and CD data used in the aero-servo-elastic model by
comparing the computed power curve to a measured power curve
on a select number of wind turbine prototypes. The CL and CD are
“adjusted” such that the simulated power curve ﬁts the measured
power curve (similarly for other metrics). The “adjusted” CL and CD
are then utilized in the design of future rotors. It is evident that this
process is only valid for a speciﬁc wind turbine and site conditions.
It is difﬁcult to assess how much uncertainty this process in-
troduces on the airfoil characteristics in the absence of full scale
measurements frommultiple sites on the same turbine type. Hence
this factor is neglected here.
5. Stochastic model of static airfoil lift and drag polar curves
5.1. Parameterization of the lift and drag coefﬁcient curves
The sources of uncertainties depicted in Tables 3 and 4 result in
variations of the lift and drag forces, as experienced by the rotor
blades during different operating conditions over the life time of
the wind turbine. It is therefore beneﬁcial to reproduce these
physical variations already at the design stage in order to take their
effect on the extreme structural design loads (and in principle for
fatigue loads as well). These variations may be quantiﬁed by
parameterizing the lift and drag polar curves. The lift coefﬁcient is
parameterized by the slope in the linear range dCL/da (Fig. 9), the
point indicating the start of TE separation (TES), the point of max lift
(CLmax) and the point where stall recovery is initiated (SR). The rate
of change of the lift coefﬁcient with angle of attack (dCL/da) can be
inferred from thin airfoil theory. On any given airfoil section and CL
curve, dCL/da is parameterized as dCL/da ± 10% (with 2p/rad as the
upper limit). TES is selected when dCL/da drops strictly below 2p-
Fig. 7. Effect of TE geometry on post stall behavior on a NACA4415 airfoil (CFD
simulations).[28].
Fig. 8. Effect of blade sweep on post stall behavior on a NACA4415 airfoil (CFD
simulations).[28].
Fig. 9. CL parameters for low angles of attack.
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10% indicating a shift from attached ﬂow in the linear region of the
lift curve and the start of trailing edge separation. CL,max is chosen
where the lift reaches a maximum value after the start of TE sep-
aration (dCL/da ¼ 0). Beyond CL,max, the lift coefﬁcient starts to
decrease. Deep stall (SR) is obtained when the separated ﬂow rea-
ches the leading edge; Mathematically SR is chosen when the d2CL/
da2 reaches an inﬂection point after CL,max. For high angles of attack
the parameterization is performed as follows: at 90deg. AoA, an
airfoil resembles a ﬂat plat and exhibits CL values approaching zero
(depending on camber, thickness and LE radius). The parameteri-
zation is thus done by linearly reducing the CL between SR and CL,90.
Similarly, the CL between 90 and 150. AoA is linearly increased. The
drag coefﬁcient is several orders of magnitude smaller than the lift
coefﬁcient for small angles of attack (below stall) and thus its
impact on extreme loads is limited. Upto 30. AoA, the CD displays
minor change regardless of the airfoil type, geometry, or thickness
to chord ratio [12]. Consequently, the drag coefﬁcient is only
parameterized by the point where max drag coefﬁcient occurs
at ± 90. AoA where it exhibits the largest variations. In summary,
the parameters of the stochastic model are listed in Table 5.
5.2. Stochastic model
In this section we will assign probabilistic distributions, ex-
pected values, COV and correlation coefﬁcients to the parameters
described in the previous section. Ideally an airfoil's stochastic
characteristics could be expressed as: CLXwtX3DXsrXgdXldXreXpsXfv
(and a similar expression for drag) where CL is the static lift co-
efﬁcients measured in a wind tunnel (or CFD), Xwt accounts for the
uncertainties associated with assessment of airfoil characteristics
in wind tunnels, X3D accounts for the uncertainties due to 3D ﬂow
correction, Xsr accounts for the uncertainties stemming from sur-
face roughness, Xgd accounts for uncertainties related to the blade
geometric distortions in manufacturing and handling, Xld accounts
for uncertainties related to the blade geometric distortions when
deﬂected, Xre accounts for the uncertainties due to the effects of
Reynolds number, Xps accounts for uncertainties associated with
extending airfoil aerodynamic characteristics to post stall, and
ﬁnally Xfv accounts for uncertainties stemming from the validation
of airfoil data by ﬁeld full scale prototype test. It is not possible to
quantify the joint distribution of X's for each of the model param-
eters (Table 5) and as a result a more simpliﬁed approach is chosen
such that CLXCL where XCL corresponds to the largest COV of the
available Xwt, X3D, Xsr, Xgd, Xld, Xre, Xps, Xfv. Indeed this is a fair (albeit
conservative) simpliﬁcation when assuming truncated distribu-
tions. The stochastic variables are deﬁned in Table 6 by their dis-
tribution, expected value, the coefﬁcient of variation and
correlation coefﬁcients. The COV in Table 6 are chosen as
follows:
Table 5
Parameters of the static lift and drag stochastic model.
Parameter Description
CL,max Max lift coefﬁcient
AoAmax Angle of attack corresponding to max lift
CL,TES Lift coefﬁcient where trailing edge separation starts
AoATES Angle of attack where trailing edge separation starts
CL,SR Lift coefﬁcient where stall recovery starts
AoASR Angle of attack where stall recovery starts
dCL/da Linear slope of the lift coefﬁcient curve
CD,90 Drag coefﬁcient at 90 angle of attack
Table 6
Stochastic variables and correlation matrix.
Variable Distribution Expected value COV Correlation matrix
XdCL/da N (truncated) 1 0.033 XCL,max XCL,SR XCL,TES XAoAmax XAoASR XAoATES
XCD,90 N (truncated) 1 0.10
XCL,max N (truncated) 1 0.12 1.0
XCL,SR N (truncated) 1 0.08 0.9 1.0
XCL,TES N (truncated) 1 0.13 0.9 0.9 1.0
XAoAmax N (truncated) 1 0.08 0.6 0.5 0.6 1.0
XAoASR N (truncated) 1 0.15 0.4 0.4 0.5 0.6 1.0
XAoATES N (truncated) 1 0.10 0.5 0.5 0.6 0.5 0.8 1.00
Fig. 10. Generated synthetic lift coefﬁcient curves.
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This approach is considered to be conservative as some airfoil
families are less sensitive then others to the sources of uncer-
tainty. The correlation matrix is computed by simply collecting all
static lift polars available in the database (Table 3) and computing
the Pearson correlation coefﬁcients for the variables in Table 6. For
each instance of the stochastic variables in Table 6, a lift and drag
curve is synthetically generated by spline ﬁtting a curve through
the parameters points.
5.3. Results of parameterization
Figs. 10e12 represent a sample reproduction of synthetic CL, CD
and CL/CD curves based on the parameterization and the stochastic
model presented above. A brief veriﬁcation guideline is used to
ensure that the synthetic lift and drag coefﬁcient curves are
physical [12]:
- CL/CD~0 at AoA ¼ 90 and CL/CD~1 at AoA ¼ 45
- Comparable CL/CD from a ¼ 30 to a ¼ 90
Fig. 12. Generated synthetic lift to drag ratio. Ta
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Fig. 11. Generated synthetic drag coefﬁcient curves.
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6. Extreme loads effects on wind turbines
In this chapter we quantify the effect of the uncertainty in the
static lift and drag coefﬁcients on extreme loads on wind turbines.
The extreme loads are evaluated using aero-servo-elastic
calculations.
6.1. The aero-servo-elastic simulations
The aero-servo-elastic calculations are performed using the
software FAST [34] with a custom PID controller for the turbine.
This version of FAST models the turbine using 24 Degrees of
Freedom (DOFs). These DOFs include two blade-ﬂapmodes and one
blade-edge mode per blade. It also has two fore-aft and two side-
to-side tower bending modes in addition to nacelle yaw. The
other DOFs are for the generator azimuth angle, and the compliance
in the drivetrain between the generator and hub/rotor. A limited
number of design governing extreme load cases are used in this
study which are DLC1.3 Extreme Turbulence Model and DLC6.2
Extreme Wind Model (IEC61400-1 2005 [35]). The load cases are
only run at mean wind speeds where the load is known to reach
peak values as shown in Table 7. Other IEC61400-1 load cases such
as extreme coherent gusts and shear gusts, wind direction changes
combined with control faults are also critical design driving load
cases for large offshore wind turbines but are not considered here.
Twenty four simulations (600s stochastic realizations) are carried
out at Vrat (11 m/s) for DLC1.3ETM and Vref for DLC6.2EWM at þ30
yaw error which is usually a critical wind direction for loads effects
for long and slender rotor blades. One thousand sets of synthetic
static airfoil data are generated in a Monte Carlo scheme based on
the parameterization method described in the previous chapter.
From these, twenty six are randomly selected to estimate the
extreme loads effects. Table 7 shows the total number of simula-
tions per design load case. For each 600s simulation the global
extreme load effect is extracted; in total 24x26 extreme values are
extracted for each design load case. The extreme loads effects are
estimated for the ‘sensors’ shown in Table 8. The notation ‘sensors’
is used because these loads effects are measured by strain gages on
wind turbines.
6.2. Quantifying the effect of aerodynamic uncertainty on extreme
loads
For each of the 24 600s time series simulations the global
extreme load is extracted. A density function is then estimated from
the 24 data points corresponding to one airfoil data set. Fig. 13
displays an example of ten probability density functions of the
blade root extreme ﬂap bending moment for DLC1.3ETM and
DLC6.2EWM. Observing the modes of the density functions one can
clearly conﬁrm that variations in the static airfoil data have a direct
net effect on extreme loads. Below are the steps explaining the
process of computing the COV of the extreme loads effects:
 Step 1: Use the stochastic model to generate 1000 airfoil data, 26
of which are chosen at random.
Fig. 13. Ten airfoil data are generated and the corresponding density functions of the normalized blade root extreme ﬂap bending moment for a) DLC1.3ETM and b) DLC6.2EWM are
displayed.
Table 8
Simulated load output sensors.
Component Load causing
failure
Location
Blade Flap and edge
bending moments
Out of plane tip
deﬂection
Blade root and ¾ span
Blade tip
Machine frame Driving, tilt and
yaw moments
Main bearing
Tower Fore-aft bending
moment
Tower base and ¾
hub height
Table 9
COV for extreme load effects in DLC1.3ETM and DLC 6.2EWM.
Component Sensor Location COV
DLC1.3
COV
DLC6.2
Blade Edgewise bending
moment (RootMxb1)
Root 1.7% 6.0%
Edgewise bending
moment (Spn4MLxb1)
¾ span 3.5% 8.5%
Flapwise bending
moment (RootMyb1)
Root 4.2% 3.8%
Flapwise bending
moment (Spn4MLyb1)
¾ span 6.0% 4.5%
Out of plane tip
deﬂection (OoPDeﬂ1)
Tip 5.4% 5.8%
Machine
frame
Driving moment
(LSShftMxa)
Main
bearing
0.9% 4.7%
Tilt moment (LSSTipMys) 7.0% 9.9%
Yaw moment (LSSTipMzs) 5.6% 2.9%
Tower Fore-aft bending moment
(TwrBsMyt)
Base 4.0% 1.8%
Fore-aft bending moment
(TwHt4MLyt)
¾ H 4.6% 2.0%
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 Step 2: Generate 24 ETM turbulence seeds at 11 m/s mean wind
speed (The IEC61400-1 standard recommends using 6 seeds
[35]).
 Step 3: Select 1 out of 26 airfoil data.
B Step 3.1: run the 24 seeds of DLC1.3ETM.
B Step 3.2: extract absolute max load level from each of the 24
time series simulations.
B Step 3.3: ﬁt a distribution to the 24 extremes and record the
mode of the distribution.
 Step 4: Repeat step 3 until all 26 stochastic airfoil data have been
used.
 Step 5: Calculate the COV of the extreme load effect using the 26
modes of the loads distributions.
The same process is used to compute the COV of the extreme
loads effects for DLC6.2EWM. The COV on the extreme load effect is
calculated in Table 9.
General observations:
- The COV is lower than 10% [8] for all structural components in
both operating extreme (DLC1.3ETM [35]) and stand-still
(DLC6.2EWM [35]) conditions.
- In extreme operating conditions (DLC1.3ETM [35]), the driving
torque loads on the main shaft and edgewise loads are the least
affected by the static lift and drag coefﬁcients uncertainty.
Thrust driven components (i.e. ﬂapwise loads, out-of-place
deﬂection, tilt and yaw loads) exhibit the largest sensitivity to
aerodynamic uncertainty. The outer part of the blade is more
affected by aerodynamic uncertainty compared to the root
section.
- In extreme stand-still conditions (DLC6.2EWM [35]), the edge-
wise loads and tilt loads exhibit the largest sensitivity to aero-
dynamic uncertainty. This may be due to large unstable
vibrations often observed in DLC6.2EWM simulations for long
and slender blades.
6.3. Correlation of the airfoil aerodynamic characteristics along the
span of the blade
In the results presented above it has been tacitly assumed that
the adjacent aerodynamic sections along the blade are
independent. This is not a reasonable assumption as adjacent lo-
cations may well be aerodynamically correlated in aeroelastic
simulations. The correlation of airfoil data along the span of the
blade is now considered and thus a “correlation length” needs to be
derived, which is not straightforward but is examined as per the
following arguments based on engineering judgments:
- For long and slender blades as the one used in this study, radial
ﬂow in the root has reaching effects up to 20e30% of the blade
length from the root.1
- Depending on the blade geometry and operating rotor speed,
the Re number is constant (within± 5%) between 30% and 60% of
the blade length. Near the root and the tip of the blade the Re
exhibits steep change.
- On most large blades, the outer 20e30% of the blade is covered
by the same airfoil family of similar thickness to chord ratio and
the ﬂow can be considered 2-dimensional.
- Fig. 14 shows the correlation coefﬁcients of (a) blades' chord
length and (b) absolute thickness along the span of the blade;
the chord length measurements are performed on 144 blades in
a wind turbines manufacturer's blade factory and the thickness
measurements are performed on 32 blades. The plots compare
the empirical correlation coefﬁcients to a theoretical exponen-
tial correlation functionwith a correlation length corresponding
to 15% of the blade length. The plots show a very good agree-
ment, indicating that a correlation length of 15% of the blade
length is a good estimate.
- In Fig. 15 uncertainties in the static airfoil lift and drag co-
efﬁcients was introduced at the blade tip region and the effect
on induction was studied. The variation in the induction seen
here is model based (i.e. how the uncertainties are propagated
in the aero-servo-elastic code itself including airfoil distribu-
tion along the span of the blade, blade discretization, airfoil
data interpolation, etc.). The perturbation in induction is seen
to span up to 15% of the blade length from the blade tip. It must
be noted however that the magnitude and extent of the
perturbation in induction near the tip region will be largely
impacted by the tip loss correction models used in the BEM
code [36].
Fig. 14. A comparison between measured and theoretical correlation coefﬁcients of (a) variation of blade chord length and (b) thickness along the span of the blade. The theoretical
exponential correlation function has a correlation length corresponding to 15% of the blade length.
1 Rotational effects depend, amongst other metrics, on the chord to radius ratio.
For small blades rotational effects could be as high as 50% of the blade length or
more. The blade used in this research is long and slender.
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Given the above arguments it can be concluded that a reason-
able correlation length for the aerodynamic stochastic variables is
of the order of 15%e20% of the blade length. The blade sections are
thus assumed correlated using an exponential correlation function
with a correlation length equivalent to 20% of the blade length:
cðrÞ ¼ expðr=r0Þ (1)
where r is a radial location along the span of the blade ranging from
0 to R where R is the blade length and r0 is the correlation length
(r0 ¼ 20% of the blade length). The fully correlated airfoil stochastic
parameters along the span of the blade are generated as:
X ¼ mþ sTU (2)
where U is a vector of standard normal stochastic variables, T is a
lower triangular matrix of the Cholesky decomposition of the cor-
relation matrix, m is a vector of the mean values and s is a diagonal
matrix containing the standard deviations of the stochastic pa-
rameters. The diagonal blocks of the correlation matrix are the
correlations amongst the stochastic variables in one blade section;
the off-diagonal elements are the cross-correlation coefﬁcients
from one section to another along the span of the blade generated
by Equation (1).
The aeroelastic simulations described in the previous section are
hereby repeated for correlated static airfoil data. Fig. 16 compares
the COV of the extreme loads effects for both correlated and un-
correlated static airfoil data. The results reveal several interesting
trends:
- There is a clear trend indicating an increase in the COV of the
extreme load effects in both DLC1.3ETM and 6.2EWM when the
static airfoil data are correlated along the span of the blade.
- The extreme tilt bending moment in both DLC1.3ETM and
DLC6.2EWM exhibits the largest COV indicating that asym-
metric loads are the most sensitive to uncertainty in the static
airfoil data. A control system targeting asymmetric loads can
potentially reduce this effect.
- The main shaft torque is the least affected by the uncertainty in
airfoil data in operating conditions in DLC1.3ETM.
- In both extreme operating and stand still conditions, the ﬂap-
wise and edgewise extreme bending moments near the blade
tip exhibit larger sensitivity towards uncertainty in the static
airfoil data compared to the blade root.
- Except for the extreme edgewise bending moment, tilt moment
and driving torque on the main shaft, the effect of aerodynamic
uncertainty is larger in extreme operating conditions
(DLC1.3ETM) compared to extreme stand still conditions
(DLC6.2EWM).
- In extreme stand still condition (DLC6.2EWM [35]), the edge-
wise loads and tilt loads exhibit signiﬁcantly larger COV
compared to the extreme operating conditions (DLC1.3ETM
[35]). This is believed to be due to unstable vibrations often
observed in DLC6.2EWM simulations of long and slender blades,
and is not believed to be a direct effect of aerodynamic
uncertainty.
- The COV of the extreme edgewise bending moments in
DLC6.2EWM is signiﬁcantly larger when the airfoil data in
adjacent blade stations are correlated. This is an important
observation indicating that a decoupling of blade sections
aerodynamically can potentially reduce edgewise loads (in-
stabilities/vibrations) in stand-still which is a signiﬁcant prob-
lem for large and slender blades, due to large blade oscillations
seen in stand-still in simulations. The same can be concluded for
the extreme tilt moment
Fig. 16. COV for extreme load effects in (a) DLC1.3ETM and (b) DLC6.2EWM when the static airfoil data correlation along the span of the blade is included.
Fig. 15. Six random perturbations of the static airfoil data are introduced in the tip
section of the blade and the induction factor is calculated along the span of the blade.
The affected length is of the order of 15% of the blade length from the tip.
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7. Statistical uncertainty of the coefﬁcients of variation in
extreme turbulence operation
Following the observations and argumentation given above, it
can be stated that the effect of aerodynamic uncertainty is more
pronounced in extreme operating conditions compared to extreme
stand still conditions (mainly because of larger angles of attack in
operating conditions compared to stand-still conditions). As a
result, this section is solely dedicated to the statistical uncertainty
in determining the COV in extreme operating conditions
(DLC1.3ETM). The COV presented in Fig. 16 are based on a set of 26
airfoil data and a set of 24 wind seeds. It is expected that the COV to
vary if another set of airfoil data and wind turbulence seeds are
chosen. The statistical uncertainty surrounding the estimation of
the COV is hereby assessed using the bootstrapping technique. The
bootstrapping methodology is implemented as follows:
 Step 1: Generate 10,000 correlated stochastic airfoil data.
 Step 2: Generate 100 extreme turbulence seeds at 11 m/s mean
wind speed.
 Step 3:
B Step 3.1: Select 16 out of 10,000 airfoil data.
B Step 3.2: Select 24 out of 100ETM seeds.
- Step 3.2.1: for each one of the 16 airfoil data, run the 24
seeds of DLC1.3ETM.
- Step 3.2.2: extract absolute max load level from each of
the 24 time series simulations.
- Step 3.2.3: ﬁt a distribution to the 24 extremes and record
the mode of the distribution.
- Step 3.2.4: From 16 modes calculate the COV.
 Step 4: Repeat step 3 70 times.
 Step 5: ﬁt a distribution to the 70 COV. This distribution de-
scribes the statistical uncertainty in the COV.
The results are shown in Fig. 17 and Table 10.
Arguably, rated mean wind speed and cut out mean wind speed
are themost critical for extreme loads and least favorable operating
conditions in extreme turbulence. Comparing the most likely COV
from Tables 9 and 10 to the 10% value used in Refs. [8], the following
observations can be made:
Table 10
Most likely COV of uncertainty related to airfoil data for various load components.
The COV correspond to correlated airfoil data in DLC1.3ETM at 11 m/s mean wind
speed.
Component Sensor Location Most likely
COV
Blade Edgewise bending
moment (RootMxb1)
Root 2%
Edgewise bending
moment (Spn4MLxb1)
¾ span 5%
Flapwise bending
moment (RootMyb1)
Root 7%
Flapwise bending
moment (Spn4MLyb1)
¾ span 11%
Out of plane tip
deﬂection (OoPDeﬂ1)
Tip 10%
Machine
frame
Driving moment
(LSShftMxa)
Main bearing 1%
Tilt moment (LSSTipMys) 11%
Yaw moment (LSSTipMzs) 12%
Tower Fore-aft bending moment
(TwrBsMyt)
Base 7%
Fore-aft bending moment
(TwHt4MLyt)
¾ H 8%
Table 11
Optimal design of a tower in stand-still loading with a target probability of failure of
5  104 as a function of the COV of airfoil aerodynamic uncertainty.
Target PF COV Xaero D [m] T [mm]
5104 20% 5.65 15.9
5104 10% 5.40 15.1
5104 4% 5.33 14.9
5104 2% 5.33 14.9
Fig. 17. Variation of COV when the airfoil data and wind seeds are bootstrapped. This is done on correlated airfoil data in DLC1.3ETM at 11 m/s wind speed IECIA.
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7.1. Tower
The least favorable load cases for towers in IECIA/B sites are
arguably DLC1.3ETM and DLC6.2EWM. In extreme turbulence the
tower loads tend to peak around rated meanwind speed. As shown
in Table 10 the most likely COV is of the order of 7% at the tower
bottom to 8% at the tower top. This indicates that the value of 10%
for Xaero in Ref. [8] is on the conservative side.
7.2. Blades
Two of the least favorable load cases for blades in IECIA/B sites
are arguably DLC1.3ETM and DLC6.2EWM. In extreme turbulence
the blade ﬂapwise loads tend to peak around rated wind speed,
while the blade edgewise loads tend to peak around cut-out wind
speed. As shown in Table 10 the most likely COV for ﬂapwise
bending moment is of the order of 7% at the root to 11% close to the
tip of the blade. This indicates that the value of 10% for Xaero in
Ref. [8] is appropriate for the blade tip but on the conservative side
for the blade root. The edgewise loads are largely driven by gravi-
tational and inertial effects and to a lesser extent by aerodynamic
effects. Consequently, any uncertainty in airfoil aerodynamics
translates into negligible variations in extreme loads, and hence the
COV is of the order of 2e5%.
7.3. Main frame
One of the least favorable load cases for the main frame in IECIA/
B sites is arguably DLC1.3ETM. In extreme turbulence the main
frame tilt and yaw moments tend to peak around rated mean wind
speed or cut-out meanwind speed (depending on the performance
of the control system). As shown in Table 10 the most likely COV for
tilt and yaw is on the order of 11e12%. Therefore the value of 10% for
Xaero in Ref. [8] is less conservative when the least favorable con-
dition occurs at rated wind speed.
It must be noted that the values in Table 10 are derived based on
the wind turbine operating with advanced load alleviation control
features not engaged; hence the values are judged to be on the
conservative side.
8. Applications in structural reliability
The impact of the uncertainty of static airfoil data on structural
reliability is hereby investigated. The ﬁrst application deals with
the structural reliability optimization of a wind turbine tower
bottom section, and the second application deals with the deter-
mination of the partial load factor of a wind turbine blade root
bending moment.
8.1. Application 1: reliability based structural optimization
The reliability optimization framework is based on a cost-
beneﬁt model proposed by Rackwitz [37]. Put simply, the idea is
to ﬁnd the value of the design variables (i.e. tower diameter) that
maximizes the beneﬁts of a wind turbine (i.e. annual energy pro-
duction) for the lowest cost possible. The reliability optimization
problem is formulated as follows when systematic rebuilding is
performed in case of failure:
max
z WðzÞ ¼
b
rC0|{z}
Benefits


CIðzÞ
C0
þ

CIðzÞ
C0
þ CF
C0

lPFðzÞ
r þ lPFðzÞ

|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Costs
(3)
s:t: zli  zi  zui
PF

z
  PmaxF
where:
z Design variables z ¼ (z1,z2,….,zN), such as diameter and thick-
ness of the tower bottom.
PF(z) Probability of failure given the design variables z with a
reference period of 1 year.
l Failure rate assuming the failure events follow a Poisson
process.
CI(z) Initial building costs given the design variables z.
CF Cost of failure.
C0 Reference cost.
r Real rate of interest.
b Yearly beneﬁts (such as annual energy production).
The probability of failure is estimated based on a failure mode
deﬁned by a limit state function g(X1,Xn,..,Xn,z) and a stochastic
model for the stochastic variables X1,Xn,..,Xn. The Ultimate limit
state function chosen here is of a tower in buckling in stand-still
[37]. The Limit State Function for tower buckling:
g ¼ Mcr  Qh (4)
Resistance e tower bottom bending moment (stress x section
modulus):
Table 12
Stochastic variables.
Variable Description of variable Distribution Expected value COV
P Annual maximum mean
wind pressure
G 538 Pa 0.23
I Turbulence intensity in
stand still
LN 0.11 0.05
CTA Thrust coefﬁcient  rotor
area
e 340 m2 at 25 m/s e
Kp Peak factor e 3.3 e
Xdyn Structural dynamics LN 1 0.05
Xaero Airfoil data uncertainty G 1 0.10
Xexp Exposure (terrain) LN 1 0.10
Xext Extrapolation and
operation simulation
LN 1 0.05
Xst Climate statistics LN 1 0.05
Xstr Stress evaluation LN 1 0.03
Xsim Simulation statistics N 1 0.05
XR Model uncertainty for
material strength
LN 1 0.05
Camp Ampliﬁcation factor e 1.35 e
h Hub height e 70 m e
Fy, ss Yield strength for
structural steel
LN 240 MPa 0.05
E Young's modulus LN 2.1  105 MPa 0.02
Xy, ss Yield strength for
structural steel
LN 1 0.05
XE, ss Young's modulus LN 1 0.02
Xcr Critical load capacity LN 1 0.10
h Ratio of mean response to
the expected extreme
response
e 0.5 e
x Ratio of the gravity
dominated response to
the expected extreme
response
e 0.75 for ﬂapwise
bending moment
e
~S Material strength LN 1 0.10
~T Extrapolated response G 1 0.05
~G Self-weight N 1 0.05
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Mcr ¼ 16

1 0:84D
t
Xy;ss$Fy
XE;ss$E
	
D3  ðD 2tÞ3


$Xy;ss$Xcr$Fy;ss
(5)
Load e bending moment (thrust x hub height):
L ¼ Qh ¼ PCTA
	
1þ 2KpICampXdyn


$Xaero$Xexp$Xst$Xstr$Xsim$h
(6)
The stochastic variables in the limit state function are described
in Table 12. The target probability of failure in Equation (3) is set to
5$104 corresponding to a reliability index b ¼ 3.3. The design
variables to be optimized are chosen to be the tower bottom
diameter D and sheet thickness t. The initial cost CI is modeled by
the following expression [37]:
CI
C0
¼ 1
6
R
R0
þ 1
6
Dt
A0
þ 1
3
(7)
where C0 is the reference cost corresponding to the reference
onshore foundation radius R0 ¼ 8.5 m and area A0 ¼ 3/26 m2. The
failure costs are assumed to be CF/C0 ¼ 1/36. The beneﬁts per year
are b/C0 ¼ 1/8 and the real rate of interest is assumed to be r ¼ 5%
and ﬁnally R is set to a constant R ¼ 4.0 m. Using the simple but
representative ultimate limit state function and cost models, the
optimum values of the design variables can be calculated for the
target probability of failure. The results are shown in Table 11.
A typical value of 10% COV for Xaero is reported in the literature
[8]. However it was shown earlier that lower values (between 2 and
4% in stand-still) can be used for a tower (see Fig. 16). The beneﬁts
of reducing the tower bottom diameter D and sheet thickness t are
however limited compared to COV ¼ 10%. This is a general feature
of structural reliability based optimization due to the fact that the
optimum is rather ﬂat. Other design factors such as stiffness, fre-
quencies, buckling and fatigue strength, geometric standardization,
and transportation should be taken into consideration before the
reduction in tower diameter materializes as a real beneﬁt.
8.2. Application 2: safety factors
In light of the new COV of the aerodynamic uncertainty pre-
sented above, it is now of interest to see the effect on the loads
safety factor. The probability of failure is estimated based on a
failure mode deﬁned by an ultimate limit state function of a wind
turbine blade in normal production [8]:
FðbÞ ¼ Pr
n
gmgf
~SXR
 x
h
hþ ð1 hÞ~TXdynXstXextXsim
i
XexpXaeroXstr þ ð1 xÞ~G
o
(8)
where gm, gf are the material and loads safety factor respectively.
The remaining stochastic variables in Equation (8) are described in
Table 12.
The material safety factor gm is set to a constant value of 1.25.
Equation (8) is then solved with respect to the loads safety factor gf
for b¼3.09, h¼0.5, x¼0.75 and varying the COV of airfoil data un-
certainty Xaero between 5% and 20%. The result is shown in Fig. 18.
The two lines in Fig. 18(b) correspond to the safety factors as a
function of COV when Xaero is assumed Gumbel distributed [8] and
Lognormal distributed. The effect on the safety factors from the
choice of distribution becomes apparent for large COV. From
Table 10 a COV value of the order of 7.0% is appropriate for the blade
root (ﬂapwise), resulting in a loads safety factor of the order of 1.30.
Fig. 18 (a) shows the variation of the reliability index b with aero-
dynamic COV for ﬁxed safety factors gm ¼ 1.25 and gf ¼ 1.35. For
Xaero ¼ 7%, b corresponds to a value of the order of 3.3 which is
higher than the currently acceptabed value of 3.09 in the IEC61400-
1 design standard. The large variation of the reliability index in
Fig. 18 (a) reﬂects the large inﬂuence of aerodynamics on the blade
ﬂapwise design (x¼0.75).
9. Conclusion
In the IEC61400-1 design standard for wind turbines, a value of
10% for the coefﬁcient of variation (COV) on the uncertainty related
Fig. 18. a)Variation of reliability index with aerodynamic COV for ﬁxed safety factors gm ¼ 1.25 and gf ¼ 1.35 b) Variation of the load safety factors as a function of COV when Xaero is
assumed Gumbel distributed and Lognormal distributed and reliability index set to 3.09.
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to the assessment of the aerodynamic lift and drag coefﬁcients is
used. The ﬁndings in this article indicate that while this value is
appropriate for certain structural components, it is conservative for
others. An overall assessment of uncertainties in the aerodynamic
static lift and drag coefﬁcients in this article shows a tangible
reduction in both the extreme load safety factors and the dimen-
sion of structural components when exposed to extreme loading
conditions. Generally, uncertainties in airfoil aerodynamics have a
larger impact on extreme loads during power production compared
to stand-still. The assessment of aerodynamic uncertainties is done
through a heuristic based stochastic model which replicates the
uncertainties in airfoil characteristics by parameterizing the lift and
drag coefﬁcient polar curves. The parameters are assigned distri-
butions and coefﬁcient of variations based on ﬁeld measurements,
aerolastic simulations and engineering judgment. Large wind tur-
bine manufactures can further update the stochastic model by
integrating their own data to assess the impact of the aerodynamic
uncertainty on their speciﬁc wind turbine design. In addition to
possible reduction in the levelized cost of energy, the stochastic
model is a tool for risk mitigation in the early stages of the aero-
dynamic design of a wind turbine rotor. One limitation to the sto-
chastic model is that it does not include model uncertainties (such
as dynamic stall and dynamic wake models). The aero-servo-elastic
simulations were performed with a basic controller. Advanced load
alleviation features were not included. Hence, the COV values are
judged to be on the conservative side. Future research could inte-
grate advanced load alleviation features in the assessment of the
COV. Furthermore, the assessment of aerodynamic uncertainties in
this article is done towards extreme loading, it can be envisaged
that a similar assessment can be made towards fatigue loading in
the future.
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Appendix A. Geometric distortions of the blade during
manufacturing and handling
This appendix presents a description of a model that generates
stochastic airfoil data (lift, drag and moment coefﬁcients) based on
geometric distortions of airfoils sections during manufacturing and
handling. The stochastic model is implemented in Matlab®.
A series of measurements in a blade factorywere performed and
primary geometric distortions incurred to airfoil sections during
manufacturing and handling have been categorized and quantiﬁed.
In order to simplify the analysis, the observed distortions are
consolidated into four categories as shown in Fig. 19, namely
change in chord length, change in TE thickness, change in the ab-
solute thickness of the airfoil near the spar cap region and
depression of the shell behind the shear web either on the pressure
or the suction side or both. It was observed that a combination of
these distortions can occur at any given section along the span of
the blade. Based on the collected data, each distortion category is
assigned a probability distribution with an expected value and a
COV as shown in Table 13. The four categories of geometric dis-
tortions are assumed to be fully uncorrelated.
Fig. 19. Categories of the geometric distortions in manufacturing and handling.
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First a set of control points are selected from the original airfoil
geometry. The control points are chosen appropriately to corre-
spond to the LE, TE, spar cap region and shell regions behind the
shear web. The control points are then distorted based on the
stochastic model in Table 13. Finally a spline is ﬁtted to the distorted
control points. An example of a possible geometric distortion based
on this methodology is shown in Fig. 22 for a NACA 63418 proﬁle. A
Monte Carlo simulation is then used to generate such samples of
geometric distortions for a NACA 63418 and Risø B15 proﬁles. The
distorted airfoil geometry is then passed to XFOIL [32] to compute
the lift, drag and moment coefﬁcients. As an example the effect of
geometric distortions on the lift and drag coefﬁcients is shown in
Fig. 20 for a NACA 63418 proﬁle. In addition, as an example, the
effect of geometric distortion on max lift and the slope of the lift
coefﬁcient curve in the form of empirical cumulative distribution
functions (CDF) are shown in Fig. 21 for a NACA 63418 proﬁle.
Table 13
Stochastic variables for airfoil geometry distortion.
Geometric distortion category Distribution Expected value COVa [as a % of
chord length]
Bias [as a %
of chord length]
Change in chord width Normal initial undistorted airfoil geometry 0.0004 0.52
Change in TE thickness Lognormal initial undistorted airfoil geometry 0.001 e
Change in proﬁle thickness in
the main spar region
Lognormal initial undistorted airfoil geometry 0.002 0.15
Depression in the shells
behind the shear web
Lognormal Initial undistorted airfoil geometry 0.005 e
a Say a chord length is 1000 mm, then the COV for the change in TE thickness is: 0.001*1000 ¼ 1%, where 0.001 is the COV as a percent of chord length.
Fig. 20. Variation in a) lift coefﬁcient and b) drag coefﬁcient due to geometric distortions for a NACA 63418 proﬁle computed in XFOIL [32].
Fig. 21. CDF of a) max lift coefﬁcient and b) the slope of the lift coefﬁcient curve for a NACA 63418 proﬁle.
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Abstract
The wind energy industry is continuously researching better computational models of wind inflow and turbulence to predict extreme
loading (the nature of randomness) and their corresponding probability of occurrence. Sophisticated load alleviation control systems
are increasingly being designed and deployed to specifically reduce the adverse effects of extreme load events resulting in lighter
structures. The main objective herein is to show that despite large uncertainty in the extreme turbulence models, advanced load
alleviation control systems yield both a reduction in magnitude and scatter of the extreme loads which in turn translates in a change
in the shape of the annual maximum load distribution function resulting in improved structural reliability. Using a probabilistic
loads extrapolation approach and the first order reliability method, a large multi-megawatt wind turbine blade and tower structural
reliability are assessed when the extreme turbulence model is uncertain. The structural reliability is assessed for the wind turbine
when three configurations of an industrial grade load alleviation control system of increasing complexity and performance are used.
The load alleviation features include a cyclic pitch, individual pitch, static thrust limiter, condition based thrust limiter and an
active tower vibration damper. We show that large uncertainties in the extreme turbulence model can be mitigated and significantly
reduced while maintaining an acceptable structural reliability level when advanced load alleviation control systems are used. We
end by providing a rational comparison between the long term loads extrapolation method and the environmental contour method
for the three control configurations.
Keywords: wind turbines, probabilistic modelling, extreme turbulence, load alleviation control systems, structural reliability,
environmental contours
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1. Introduction
This is the first of a set of papers dealing with the influence of advanced load alleviation control systems on structural reliability
and safety factors of wind turbines. Over the past decade, significant advances have been achieved in smart load alleviation control
systems and algorithms resulting in impressive reduction in the magnitude and scatter of extreme and fatigue loads. Today, advanced
load alleviation control systems are an integral part of the design of large wind turbines. Power production in extreme turbulence
(DLC1.3ETM [1]) ranks as one of the top design driving load cases on various components such as blades and towers. In the
IEC61400-1 wind turbine design standard [1] the extreme turbulence model is calibrated to a 50 year return period. It has recently
come under scrutiny with regard to its accuracy in flat terrain versus complex terrain versus offshore versus wake operation in large
wind farms. Consequently, an analysis of the effect of smart load alleviation control systems on structural reliability of a wind
turbine is warranted especially in the presence of large uncertainty in the extreme turbulence model.
Various aspects related to load control of a wind turbine during power production in extreme turbulence have not been so far
studied, specifically: how does the structural reliability of the wind turbine change if the turbulence model is uncertain? How
can the uncertainty in the turbulence model be represented? In the presence of such uncertainty how does the structural reliability
change with/without smart load alleviation control systems? The aim of this work is thus to assess the structural reliability of a large
multi-megawatt wind turbine blade and tower when the turbulence model is uncertain given that various load alleviation control
features are used.
[2] have examined the effect of varying turbulence levels and wind speeds on long term extrapolation techniques using a joint
probability density function of both mean wind speed and turbulence for loads calculations on a constant speed active-stall regulated
wind turbine. [3] have demonstrated through a probabilistic based method that a reduction in half of the probability of failure of
the control system reduces the structural probability of failure of a wind turbine by approximately 2 times assuming the dominant
contribution to the overall reliability is a storm situation in stand-still. [4] have used a cost and reliability based optimization of
a wind turbine using various objective function formulations including no reconstruction of the wind turbine in case of structural
failure when the control system fails. The authors show that given a target reliability level, the optimal turbine geometry (tower
bottom diameter and sheet thickness) is independent of the initial cost of the control system and its failure rate. [5] and [6] have
used a classical system reliability approach to assess the overall probability of failure of an actively controlled structure, including
the case where the structure is in full reliance on the control system (i.e. series system).
The novelty in this paper is based on the fact that load alleviation control systems not only affect the magnitude of the extreme load
level but also the scatter and the shape of the probability distribution function of the extreme loads. The shape and magnitude of
the probability distribution is dependent on the sophistication and performance of the load alleviation control systems to limit the
excursion of extreme loads. A probabilistic loads extrapolation approach is used to derive the annual maximum load distribution
when various configurations of the load alleviation control systems are employed. The extreme load probabilistic model is then
used in a First Order Reliability Model (FORM ) to calculate the structural reliability level of a wind turbine blade and tower under
various uncertainty scenarios. Each scenario describes a possible alteration to the reference design turbulence model as defined in
the IEC61400-1 ed. 3 design standard. It is generally observed that load alleviation control systems reduce the extreme load and
limit their excursion resulting in lower scatter. The rationale behind the implementation of probabilistic methodologies is today’s
larger variations of climates where wind turbines are installed, as well as smart features in modern controllers which makes it
difficult to establish and abide by a relevant deterministic standard for design of wind turbines. In this paper a large commercial
multi-megawatt offshore wind turbine is considered with nominal power ¡ 5MW and rotor diameter ¡ 130m. An industrial grade
control system is used which includes a cyclic pitch, individual pitch, static thrust limiter, condition based thrust limiter and an
active tower vibration damper.
2. The control system
Manufacturers are increasingly deploying sophisticated control systems on wind turbines with the ultimate objective of removing
blade, nacelle main frame and tower/foundation load variations due to turbulence and oblique inflow while maintaining maximum
power production. In order to reach this goal, a variable speed pitch controlled wind turbine control system is supplemented with
load alleviating features capable of: (1) limiting the peak thrust on the rotor, (2) nullifying the effect of asymmetric aerodynamic
rotor loading and (3) reducing tower vibrations. The load control features used in this study (Fig. 1 ) are gain-scheduled PID
controllers which have a simple structure and can be easily tuned. The load alleviation control features include a thrust limiter,
cyclic pitch, individual pitch and tower vibration damper. These features are fairly representative of what can be found on modern
wind turbines operating in the field today. The input/output parameters of these load alleviation control features are described in
Table 3.
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2.1. Description of the load control features
An industrial grade control system1 equipped with four load alleviation control features is considered:
Thrust limiter. The Thrust limiter affects thrust driven loads such as blade flap, blade out-of-plane deflection and tower fore-aft.
This is a control feature that induces thrust limiting capabilities obtained by prescribing a pitch level to the blades based on an
estimated rotor averaged wind speed. Thus the prescribed pitch determines a maximum level that the peak thrust can reach. A static
thrust limiter is a feature where the peak thrust allowed is constant regardless of external inflow conditions and loading conditions.
Conversely the condition based thrust limiter sets the peak thrust as a function of on the estimated external inflow, estimated wind
speed and turbulence and measured turbine load effects such as blade flapwise bending moment.
Cyclic pitch. The cyclic pitch control limits the asymmetric loads such as tilt and yaw caused by aerodynamic wind shear, tower
shadow, skew inflow and yaw misalignment. Hence the cyclic pitch effects are limited to around the 1P frequency. The cyclic pitch
scheduling and enabling depends mainly on the generator power and rotor speed (which should also be relatively representative for
the asymmetric loads affecting the tilt and yaw bending moments on the main shaft and tower top), collective pitch value and rotor
azimuth position. The cyclic pitch control handles tilt/yaw loading via a sine offset to the pitch reference. To a large extent this will
also reduce the blade bending moments and out-of-place deflection.
Individual pitch. On top of the cyclic pitch controller the individual pitch control (IPC) limits the individual blade loading in
addition to asymmetric loads such as tilt and yaw bending moments on the main shaft due to stochastic disturbances caused by
turbulence. For increasing rotor size the turbulence driven wind gusts shift from causing thrust variations toward giving rise
to asymmetric loading. The IPC algorithm calculates a pitch demand which is augmented to the cyclic tilt/yaw pitch demand.
Individual blade load measurements are used to compute a demand pitch for each blade, the algorithm then uses the resulting pitch
demand from the preceding blade variably delayed to match rotor azimuth position and pitch actuator dynamics. The IPC effects
are limited to around the 3P frequency range.
Active tower vibration damper. This is not a physical damper. The tower vibration damper controller is based on pitch control
algorithms that limit the tower vibrations (tower top accelerations) rising to the shut-down level. Tower vibrations during power
production are largest in two cases: (1) when a gust or a step in wind magnitude (turbulence) hits the rotor plane or counter-
intuitively (2) when coherence of the wind turbulence across the rotor is high and turbulence intensity is low, while all blades have
similar angles of attack in a region in which aerodynamic damping is negative.
2.2. The control system configurations
Three configurations of the control system are considered in this paper; The complexity and load reduction performance of the
controllers to limit the excursion of extreme loads above a certain threshold increase from configuration 1 to configuration 3:
Configuration 1 This is a basic control system that ensures that the wind turbine runs at optimal collective pitch and tip speed
below rated wind speed and constant rotor speed (RPM) above rated wind speed. No load alleviation features are included.
Configuration 2 In addition to the control configuration 1 functionalities, a cyclic pitch control and a static thrust limiter control
are included. This configuration is the reference configuration.
Configuration 3 In addition to the control configuration 2 functionalities, individual pitch control and condition based thrust limiter
are included, which set the control parameters based on the estimated external inflow and turbine loading conditions.
3. The IEC61400-1 ed. 3 extreme turbulence model
The background for the turbulence model in [1] is described below based on environmental contours (EC) derived through the
Inverse First Order Reliability Method (IFORM).
The annual distribution of the 10-minute mean wind speed, denoted by random variable V , is given by a Rayleigh density function:
fV pvq  2vp2µV {?piq2 exp



v
2µV {?pi

2ﬀ
(1)
1Developed at MiTa-Teknik A/S
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where v is the hub wind speed and µV is the mean wind speed. This function describes how many times each 10-minute interval
with a certain average wind speed occurs in 20 -25 years (typical design lifetime of a wind turbine) [7]. According to [1] the
distributions to be used have long term mean wind speeds µV  10m{s (class I), µV  8.5m{s (class II) or µV  7.5m{s (class
III). The Rayleigh distribution can be generalized to a Weibull distribution where corrections for the local siting can be modelled a
scaling factor A and form factor k:
fV pvq  k
A
 v
A
	k1
exp


 v
A
	k
(2)
The standard deviation of the 10-minute wind speed is taken as the measure of turbulence, whose longitudinal component is
denoted by σ1. The long term distribution of turbulence σ1 conditional on the 10-minute mean wind speed V is assumed to follow
a lognormal distribution:
fσ1|V pσ1 | vq 
1?
2piξσ1
exp

1
2

lnpσ1q  λ
ξ

2ﬀ
(3)
where the parameters λ and ξ are defined as:
ξ 
c
ln

δ2σ1|V   1
	
(4)
λ  ln  µσ1|V  12ξ2 (5)
with the coefficient of variation δσ1|V 
σσ1|V
µσ1|V
. The conditional mean and standard deviation of turbulence are cast as [1]:
µσ1|V  Iref p0.75v   cq (6)
σσ1|V  1.44Iref (7)
The parameters Iref and c are found in Table 1 for turbulence class A through C.
Table 1: Iref and c for turbulence classes A-C.
Turbulence
Class
Iref c rm{ss*
A 0.16 3.8
B 0.14 3.8
C 0.12 3.8
* c  5.6 for 90% quantile
3.1. 50-year Environmental Contour Using IFORM
The joint Probability Density Function (PDF) of the environmental variables wind speed and turbulence is obtained by multiplying
Equations 1 and 2:
fσ1,V pσ1, vq  fσ1|V pσ1 | vqfV pvq (8)
The resulting joint PDF for IEC turbine class I and turbulence level B (IECIB) is shown in Fig. 2a. Furthermore, assuming
a probability of failure, pf , defined in terms of the return period, r, an environmental contour can be constructed in the standard
Normal u-space which represents all points on a circle such that:b
u21   u22  βr (9)
where the reliability index βr and the probability of failure pf are defined as follows Φ pβrq  pf with Φpq being the distri-
bution function for the standardized Normal distribution. The independent standard Normal random variables U1 and U2 can be
transformed into contours in the physical space utilizing the above equations and the Rosenblatt transformations:
Φpu1q  FV pvq ñ v  F1V pΦpu1qq (10)
Φpu2q  Fσ1|V pσ1 | vq ñ σ1  F1σ1|V pΦpu2qq (11)
where FV is the Cumulative Distribution Function (CDF ) of the random variable V , Fσ1|V is the CDF of the random variable σ1
conditional on the mean wind speed V. It must be noted here that the extreme turbulence model in [1] is simply an approximation
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of the 50-year environmental contour of the normal turbulence model. Taking a 10-minute reference period and assuming subse-
quent 10-minute periods are statistically independent, the probability of failure pf corresponding to the 50-year return period is
10{p50  365  24  60q  3.8  107. Hence, β50  Φ1 ppf q  4.95. Fig. 2b compares the 50  year environmental contour line for
IECIB with the empirical extreme turbulence model (DLC1.3ETM) from [1] given by:
σ1  c  Iref

0.072
µV
c
  3
	v
c
 4
	
  10

; c  2m{s (12)
where parameter c is used to calibrate the extreme turbulence loads to the long-term extrapolated normal production load (DLC1.1
NTM [1]).
We have now established that the extreme turbulence model described in the IEC61400-1 ed.3 [1] corresponds to the 50-year return
period contour line of the normal turbulence model. Hence, the normal turbulence model and the extreme turbulence model are
consistent with respect to each other. One can then ask the following pertinent questions: what is the uncertainty associated with
this formulation of the extreme turbulence model? Is the assumption of lognormally distributed turbulence always correct? Is it
correct to assume that turbulence level varies linearly with mean wind speed and is deterministic for a given wind speed [2]? How
would the extreme turbulence model vary on a single turbine versus wind farm operation? How would the extreme turbulence model
vary between onshore and offshore? How would the extreme turbulence model vary under various atmospheric stability conditions?
One way to examine these questions is to perform long term multiple site-specific measurements and extract the extreme values of
the turbulence to which a stochastic model would be fitted. The wind turbine structural reliability could then be examined against
the site specific extreme turbulence models. Another, more general, approach is to formulate various alterations of the turbulence
model (i.e. Equations 3,6,7) and examine the effect of turbulence variations along with variations in wind speed through long term
extreme loads extrapolations. This second approach is adopted in this paper.
4. Probabilistic framework
In this section we describe how the probability density function of the annual maximum load can be obtained using a probabilistic
loads extrapolations approach when the aero-servo-elastic simulations are performed using the three control configurations. The
annual maximum load distribution is then used in the subsequent structural reliability analysis.
4.1. Simulations of extreme loads
The simulated wind turbine is erected on a 110 meters tower, has a rotor diameter larger than 130 meters and rated power larger
than 5MW. The aero-servo-elastic simulations of the wind turbine are performed using FAST [8].
Table 2: Design of experiments for the FAST simulations. The variables are wind speed [m/s] and turbulence [m/s].
Wind Speed [m/s] Turbulence [m/s]
4, 5,   , 25 1, 2,   , 8
FAST is a time-domain aero-servo-elastic simulator that employs a combined modal and multibody dynamics formulation. FAST
models the turbine using 24 Degrees of Freedom (DOFs). These DOFs include two blade-flap modes and one blade-edge mode
per blade. It has two fore-aft and two side-to-side tower bending modes in addition to nacelle yaw. The other DOFs represent
the generator azimuth angle and the compliance in the drive train between the generator and hub/rotor. The aerodynamic model is
based on the Blade Element Momentum theory [9]. A design of experiments (Table 2) is produced in order to examine the effects
of wind speed and turbulence on the predicted extreme loads. The wind speed is varied over a range from 4 to 25 m/s in 1 [m/s]
increments and turbulence is varied from 1 to 8 in 1 [m/s] increments. For each combination of wind speed and turbulence level we
generate realizations of wind time series with 48 stochastic seeds, resulting in a total of 8448 10-minute time series simulations. One
10-minute wind time series simulation in FAST takes approximately three CPU-minutes. The FAST aero-servo-elastic simulations
were performed with the control systems in the form of an external DLL. The output used from the simulations are the blade
out-of-plane deflection in front of the tower (within +/-10 degrees azimuth), and the tower bottom fore-aft bending moment (Fig.
3).
The global maxima of the blade deflection and tower bending moment are extracted for each of the 8448 10-minute time series.
The maxima are further used as the basis for the probabilistic loads extrapolation. An example of the FAST simulations output is
presented in Fig. 4a which shows how the extreme blade out-of-plane deflection in front of the tower varies as a function of wind
speed and turbulence. Fig. 4b shows a comparison of the extreme blade out-of-plane deflection in front of the tower when load
alleviation control features are active and when not active.
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4.2. Loads extrapolation
For a given wind speed and turbulence level, the short-term load response is modelled as a stationary random process. Assuming
that the extreme load values are statistically independent, the probability that the extreme load lmax exceeds a given load l in the
observation time T10min is given by:
Fshortterm plmax ¥ l | T10min, v, σ1q  Flocal pT10min, v, σ1qnpσ1,vq (13)
where n pσ1, V q  1 is the expected number of uncorrelated maxima extracted from each 10 min simulation. Flocal is the local
probability distribution for the load process. Flocal is chosen to be a 3-parameter Weibull distribution function 2 [2, 10]. The long
term probability distribution for the extreme 10-minute load lmax conditional on mean wind speed v and turbulence σ1 is computed
by integrating all of the short-term loads distributions with the joint PDF of wind speed and turbulence:
Flongterm plmax ¥ l | T10minq 
» Vout
Vin
» 8
0
Fshorttermfσ1,V pσ1, vqdσ1dV (14)
Since we are interested in the yearly probability of failure, the probability distribution of the extreme load with a yearly reference
period (annual maximum load probability distribution) is derived as follows3
Flongterm plmax | T1yearq  Flongterm plmax | T10minqN (15)
where N is the number of 10min periods in one year p 365  24  60min{10minq.
It is important to note that both Flongterm plmax | T1yearq and Flongterm plmax | T10minq distributions are equivalent. However,
only the yearly distributions is used in the structural reliability analysis in order derive the yearly probability of failure.
4.3. The probabilistic model
Structural failure occurs in the tail of the extreme load distribution, hence the loads probabilistic model is derived by fitting a
3-parameter Weibull distribution to the tail of the empirical annual extreme load distribution [11]. The parameters of the fitted dis-
tributions are estimated through the Maximum Likelihood Estimation method using the data points between the 80th and the 90th
percentiles of the empirical annual maximum load distribution Flongterm plmax | T1yearq. The annual maximum load distributions
are plotted in Fig. 5-6 the blade out-of-plane deflection in front of the tower and for the tower bottom fore-aft bending moment,
respectively. The plots indicate that the resulting long term distributions with/without load alleviation control features differ signif-
icantly. At the fifty year return period, the observed reduction in the extreme blade out-of-plane deflection in front of the tower is
approximately 12% while the observed reduction in the tower bottom fore-aft extreme bending moment is approximately 23%.
A conclusion can be drawn at this point: load alleviation control features not only affect the magnitude and scatter of the extreme
load level but also the shape of the annual maximum load distribution. Consequently, a turbine designer should assess the impact
of the controller on structural reliability of the wind turbine. Should an augmented failure in the load alleviation control systems
takes place, the extreme load exceedance probability increases significantly as shown in Fig. 5-6.
5. Structural reliability
Structural reliability is expected to differ significantly depending on the performance of the load alleviation control systems. Prior
reliability analyses were performed in normal turbulence or in stand-still in extreme wind conditions (see [3] and [12]). In this
study the reliability analysis is done during power production in extreme turbulence under the influence of an industrial grade
control systems equipped with load alleviation features. The model, numerical and parameters’ uncertainties of the control systems
and failure rates are not considered here, in other words the control system always performs as expected given there is a demand.
2Gumbel, Lognormal, 2-parameter Weibull, 3-parameter Weibull and normal distributions were tested. The normalized mean absolute error, Bayesian infor-
mation criterion (BIC), the Akaike information criterion (AIC) and visual inspections consistently showed that the 3-parameter Weibull distribution fits best the
local extrema for all three control configurations, followed closely by the Lognormal distribution. This result is supported by findings in [10]. No tail fitting was
performed. All outliers were retained.
3Say L  max pX1, X2,   , XN q where X is a random variable with distribution FX . Using the accumulation of probability in independent repeated trials,
the distribution of L can be written as: FLpxq  P pmaxXi ¤ xti  1, , Nuq  P pX1 ¤ xXX2 ¤ xX   XN ¤ xq ñ FLpxq 
±N
i1 P pXixq 
FXpxq
N . If FL is the distribution (non-exceedance probability) of extreme load in a reference period tr and FX is the distribution of extreme load occurring in
much shorter period τ , the exponent N is then equal to tr
τ
. Example: the 50year non-exceedance probability with a reference period of 10min corresponds to
0.98 non-exceedance probability with a reference period of 1year.
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5.1. Limit state function
For the structural reliability analysis an ultimate Limit State Function (LSF) g is defined in order to include the load and resistance
uncertainties:
g  RXR  LULT pσ1, vqXdynXstXextXsimXexpXaeroXstr (16)
where R is the resistance, XR represents the model and statistical uncertainties of the resistance, LULT pσ1, vq is the random
variable for the extreme load defined in terms of the turbulence and mean wind speed. LULT,c is the characteristic value of the
ultimate load. LULT pσ1, vq is represented by the annual maximum distribution function derived through the extrapolation process.
LULT pσ1, vq for the blade extreme out-of-plane deflection in front of the tower is shown in Fig. 5 for each of the three control
configurations. LULT pσ1, vq for the tower extreme bottom fore-aft bending moment is shown in Fig. 6 for each of the three control
configurations. Additional stochastic variables are defined as multiplicative factors to the load to take into account the model
and statistical sources of uncertainties. Xdyn accounts for model uncertainty due to the modelling of the wind turbine dynamic
response. Xst accounts for the statistical uncertainty of wind climate assessment. Xext is associated with the extrapolated load
model. Xsim accounts for statistical uncertainties caused by the limited number of loads simulations. Xexp accounts for the model
uncertainties related to modelling the terrain and roughness. Xaero accounts for the model uncertainties related to the assessment
of aerodynamic lift and drag coefficients. Finally the uncertainties related to the computation of the stresses on components from
the loads is considered through Xstr. Uncertainties related the control parameters are not directly included here. The stochastic
variables of the LSF are described in Table 4. The structural reliability is assessed by solving the LSF using FORM4. The outcome
is defined by the reliability index β.
For the tower, the resistance is cast as as the ultimate bending capacity[13]:
McrXR  1
6

1  0.84D
t
Xy,ssFy,ss
XE,ssE


D3  pD  2tq3
	
Xy,ssXcrFy,ss (17)
where D is the tower bottom diameter and t is the sheet thickness. Xy,ss is the yield strength model uncertainty, XE,ss is the
Youngs modulus model uncertainty, Fy,ss is the yield strength for structural steel, E is the Youngs modulus and Xcr is the critical
load capacity. D and t of the reference wind turbine tower are specified to 6.34m and 0.041m, respectively. For the blade, the
resistance is cast as the maximum allowed blade deflection δlcr in front of the tower corresponding to 2{3 of the distance from the
tower to the undeflected blade δlundfl:
δlcrXR  2
3
δlundflXδl (18)
5.2. Reliability assessment
The structural reliability is assessed for eight uncertainty scenarios. Each scenario describes a possible alteration of the reference
design turbulence model as defined in the IEC61400-1 design standard (see section 3).
Scenario 1. This is the reference scenario where the turbulence model is as defined in the IEC61400-1 design standard [1] with an
Iref  0.14 and annual average wind speed of 10m{s. The turbulence is:
µσ1|V  Iref p0.75v   cq
V arσ1|V  1.44Iref
Scenario 2. This scenario is similar to scenario 1 except the distribution of the turbulence (Equ. 3) is assumed to follow an extreme
value distribution instead of the lognormal distribution. The objective here is to study the effect on structural reliability if the
turbulence σ1 is not lognormally distributed.
Scenario 3. This scenario is similar to scenario 1 except the annual average wind speed is set to 11m{s instead of 10m{s and
follows a Rayleigh distribution. The objective here is to study the effect on structural reliability if the mean wind speed is higher
than the reference design. This could be the case if the mean wind speed from certain wind sectors is higher than expected.
4A custom First Order Reliability Method is written in Matlab®.
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Scenario 4. In this scenario the turbulence is assumed to follow a lognormal distribution with Iref  0.16 instead of 0.14 and
the annual average wind speed is set to 10m{s and follows a Rayleigh distribution. The objective here is to study the effect on
structural reliability if Iref is higher than the reference design. This could be the case if the turbulence from certain wind sectors is
higher then expected, or when the turbine is in half of full wake operation.
Scenario 5. This scenario is similar to scenario 1 except the distribution of the turbulence (Equ. 3) is assumed to follow a normal
distribution instead of the lognormal distribution. The objective here is to study the effect on structural reliability if the turbulence
σ1 is not lognormally distributed.
Scenario 6. In this scenario the turbulence model is redefined according to [14]:
µσ1|V  Iref p0.64v   3q
V arσ1|V  pIref p0.089v   2qq2
with Iref  0.14. σ1 follows a normal distribution, σ1  Npµpσ1|vq, σσ1|vq. Note that V arσ1|v varies as a function of wind speed
and not a constant. The annual average wind speed is set to 10m{s and follows a Rayleigh distribution. The turbulence model is
derived based on 6-years of wind measurements from Høvsøre. The objective here is to study the effect on structural reliability if
the definition of the turbulence model (including mean and standard deviation of turbulence) are modified compared to the reference
design.
Scenario 7. This scenario is similar to scenario 1 except for Iref  0.20 instead of 0.14 and the annual average wind speed is set
to 10m{s and follows a Rayleigh distribution. The objective here is to study the effect on structural reliability if Iref is significantly
higher than the reference design. This could be the case in operation in complex terrain or under specific atmospheric conditions
resulting in severe turbulence.
Scenario 8. This scenario is similar to scenario 6 with slight modification in µpσ1|vq:
µσ1|v  Iref pv  1q
V arσ1|v  pIref p0.089v   2qq2
with Iref  0.16 in stead of 0.14. σ1 follows a lognormal distribution, σ1  LOGNpµσ1|v, V arσ1|vq. This could be the case in
operation in near-shore complex terrain locations with large variations in atmospheric conditions (from sea and/or land) resulting
in severe turbulence from all or specific wind sectors.
The annual maximum load distribution is derived through extrapolation for each of the uncertainty scenarios as described in section
4. The structural reliability of the blade (extreme out-of-plane deflection in front of the tower) and tower (tower bottom extreme
fore-aft bending moment) are assessed for each of the eight uncertainty scenarios for the three control system configurations. The
blade out-of-plane deflection and tower fore-aft bending moments are chosen because they are more influenced by turbulent wind
variations. An acceptable (target) value for the nominal failure probability for structural design for extreme limit states for a
reference period of 1 year is pf ¤ 5  104. The corresponding target value for the reliability index is β ¥ 3.3. Application of this
target value assumes that the risk to human lives is negligible in case of failure of a structural element. The target reliability level is
assumed to correspond to component class 2 (moderate consequences of failure). The results of the reliability analysis are shown
in tables 5 and 6 for the blade and tower respectively5. The absolute value of the reliability index is not necessarily of interest here
but the relative change in the reliability index amongst control configurations and uncertainty scenarios.
5.3. Discussion
Quantification of structural reliability based on analysis. The reference control configuration 2 in Tables 5 and 6 delivers an
acceptable structural reliability index β ¥ 3.3 for both blade and tower for scenarios 1-6 except when the turbulence level increases
significantly and starts to dominate the loading conditions as in scenarios 7 and 8. This shows that in control configuration 2, some
alterations to the turbulence model such as the distribution of the turbulence, or slight increase in the mean wind speed or Iref or
redefinition of the turbulence mean and variance as in scenario 6 do not impact the structural reliability. On the other hand, the
structural reliability index exceeds 3.3 in control configuration 3 (advanced load alleviation) in all uncertainty scenarios for both
5The annual reliability index assumes failure at one critical location.
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blade and tower. The structural reliability index drops significantly below 3.3 in all scenarios when no load alleviation features are
included in the control system (configuration 1). This is not unexpected as the load alleviation features are an integral part of the
reference turbine loads calculations in configuration 2.
This indicates that when a turbine design relies heavily on control features to achieve structural load reductions (lighter turbine
design), control architecture and failure mode analysis should be studied very closely beyond the load cases recommended in the
IEC6400-1 due to the severe drop in reliability.
Does the control system performance affect the structural reliability when the turbulence model is uncertain?. Advanced
load control features which include individual pitch and condition based thrust limiter (configuration 3 in tables 5-6) displays
an improved performance of the control system reflected in the increased structural reliability as showcased in scenario 7 and 8
corresponding to a large increase in the turbulence compared to the design turbulence. For instance, the reliability index increases
from 2.90 to 3.53 for the blade in uncertainty scenario 7 and from 2.85 to 3.79 for the tower6. The reliability index increases from
2.82 to 3.45 for the blade in uncertainty scenario 8 and from 2.73 to 3.70 for the tower. In both cases, the advanced load alleviation
control features moved the reliability index from a value below the acceptable target to a value just above an acceptable target level
of 3.3. This indicates that large uncertainty in the turbulence model can be mitigated and significantly lowered through the use of
advanced load control features.
The load alliviation control features affect the shape of the exceedance probability distribution function as shown in Figures 5 and
6 (in these figures only scenario 1 is depicted). The shape of the probability distribution is dependent on the sophistication and
performance of the load alleviation control features to limit the excursion of extreme loads. This load limiting effect of advanced
load alleviation control systems on a wind turbine, such as control configuration 3, yield both a reduction in the mean of the
annual maximum load distribution and its scatter (COV). In Fig. 5, the 50-year blade deflection drops by approximately 12% when
using the advanced control configuration 3 compared to the reference control configuration 2, while the COV of the probability
density function remains unchanged (0.027 versus 0.025). In Fig. 6, the 50-year tower bottom fore-aft bending moment drops
by approximately 23% when using the advanced control configuration 3 compared to the reference control configuration 2, while
the COV of the probability density function drops from 0.07 to 0.023. Similarly, in uncertainty scenario 7 the reliability index
increases from 2.90 to 3.53 for the blade and from 2.85 to 3.79 for the tower. The corresponding 50-year blade deflection drops
by approximately 14% when using the advanced control configuration 3 compared to the reference control configuration 2, while
the COV of the probability density function remains largely unchanged (0.034 versus 0.031). The 50-year tower bottom fore-aft
bending moment drops by approximately 20% when using the advanced control configuration 3 compared to the reference control
configuration 2, while the COV of the probability density function drops from 0.056 to 0.037.
However, the cost and complexity of the control system increases which warrants additional failure modes analysis of the controller
and its architecture and probably additional maintenance provisions.
Effect of load control on annual energy production?. Increased structural reliability under uncertainty of the turbulence model
is achieved with increased performance of the load alleviation control features to reduce the extreme loads and scatter. The next
logical step is to verify the impact of the load control on the Annual Energy Production (AEP). Load reduction is achieved by
reducing the aerodynamic thrust on the rotor. The power coefficient CP and thrust coefficient CT are related through the axial
induction factor a (2D actuator disk: CP  4ap1  aq2 and CT  4ap1  aq). Hence any reduction in thrust is accompanied with
a reduction in power and vice-versa. Fig. 7 shows a comparison of the power curves when no load control features are included,
when load control features are included and when advanced load control features are included (configurations 1-3). In the reference
control configuration 2 a 3.1% loss in AEP is incurred relative to configuration 1. However, this value drops to 1.8% AEP loss
when advanced load reduction features are included (control configuration 3) mostly due to the condition based thrust limiter. The
AEP are calculated for an average wind speed of 10m{s and turbulence intensity of 10%. The loss in AEP is generally accepted
in light of the improved structural reliability or equivalently maintaing the same reliability for lighter wind turbines.
The above discrete uncertainty scenarios give an intuitive and clear understanding of the effect of uncertainty in the mean wind
speed or the turbulence or turbulence distribution or the definition of the extreme turbulence model on the structural reliability. One
can easily generalize the above discrete uncertainty scenarios and assume inter-annual variations in the mean wind speed and the
turbulence intensity or add any other environmental variables and generate a surrogate model of the extreme annual loads which
can then be used in the reliability analysis (for instance using Kriging and/or Polynomial Chaos as shown in [15] and [16]).
6The larger increase in reliability for the tower compared to the blade is due to the design of the algorithms and tuning of the advanced load alleviation control
features
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6. Comparison of the 50-year Loads from the Environmental Contours Method with those from Extrapolation
A loads extrapolation approach is chosen herein to estimate the annual maximum loads distribution which is then used in the
structural reliability analysis in FORM. A question that may arise is how does the 50-year extreme loads predicted through long
term extrapolation (DLC1.1NTM) compare to the extreme loads derived through the environmental contours approach (i.e. DLC1.3
ETM)? We will tackle this question now.
In principle, the extrapolated 50-year extreme load from DLC1.1 NTM (power production in normal turbulence) and the extreme
load corresponding to the 50-year environmental contour (DLC1.3 ETM power production in extreme turbulence) model the same
extreme events. In order to derive the extreme load corresponding to the 50-year environmental contour, we first compute a
Kriging meta-model through the 8448 design of experiments points. UQLab [17] is used to compute the Kriging meta-model.
We then project the 50-year environmental contour onto the Kriging meta-model and compute the corresponding maximum load
response. The 50-year environmental contour lines for the various uncertainty scenarios are shown in Fig. 8a, and the extreme loads
corresponding to the 50-year environmental contours are shown projected onto the Kriging meta-model in Fig. 8b. The extreme
loads corresponding to the 50-year environmental contour are then compared to the extrapolated 50-year extreme loads in Table 7
(for blade deflection in front of the tower) and Table 8 (for the tower bottom fore-aft bending moment) for the various uncertainty
scenarios. What is evident from this comparison is that the 50-year extrapolated load is consistently higher compared to the 50-year
extreme load from the environmental contour method. The difference between the extrapolated blade deflection and the deflection
computed directly through the environmental contour is on the order to 2040% with the largest difference being when the control
configuration 3 is used (advanced load alleviation). The difference between the extrapolated extreme tower bottom bending moment
and the one computed directly through the environmental contour is on the order to 10  40% with the largest difference being
when the control configuration 2 is used. Similar differences have been observed in [18]. There could be two reasons for this (or a
combination thereof):
• The extrapolation method has difficulty in modeling the short-term extreme loads for the variable speed pitch-regulated wind
turbine because of the load limiting effects introduced by the load alleviation control features [18], resulting in over-prediction
of the 50-year load level.
• The 50-year environemtal contour parameters (i.e. turbulence and wind speed) are input to the aero-servo-elastic simulator
with an expected output load response corresponding to the 50-year extreme load level. However, given the load limiting
effect of the load alleviation control features and the non linear nature of the wind turbine response the output response does
not necessarily correspond to the 50-year return period, resulting in under-prediction of the 50-year load level.
Furthermore, we evaluate how the extrapolated load and the load computed directly through the environmental contour compare
when the return period is varied between 50-years to 1-month. Fig. 9a and 9b show how the ratio of extrapolated to EC vary for the
extreme blade deflection and tower bottom bending moment, respectively. The trend indicate a clear drop in the difference. This
can be explained by a combination of factors: (1) the smaller error incurred on the extrapolated load for shorter return periods, (2)
the less extreme environmental variables for shorter return periods indicate less interference from the control system and (3) better
loads predictions by the aero-servo-elastic (BEM) model in more ”normal” environmental conditions (shorter return periods). Note
that in Fig. 9a (extreme blade deflection) the difference is consistently largest when the advanced load alleviations features are
used in the aero-servo-elastic simulations. This, however, is not the case in Fig. 9b (tower bottom bending moment); the lowest
difference is observed when the control configuration 3 (advanced control) is used.
Advantages of the long term loads extrapolation.
• Despite well reported difficulties in fitting probability distribution to local maxima, It is still possible to quantify the statistical
uncertainty associated with such fits, and consequently with the long term extrapolated loads.
• Various techniques and approaches associated with the long term loads extrapolation have been suggested, e.g. [2, 19, 20,
10, 21, 22, 23, 24, 25].
• Normal production loads (i.e. DLC1.1NTM), upon which the long term loads extrapolation is based, can be verified through a
full scale prototype measurement. It is very unlikely to be the case for the 50-year environmental contours (i.e. DLC1.3ETM)
during the prototype measurement period.
• The BEM models are more likely to provide correct aero-servo-elastic predictions around more ”normal” environmental
conditions upon which long term loads extrapolation is based, especially for larger multi-megawatt wind turbines under the
influence of a control system.
Advantages of the EC.
• Predicting extreme loads through the EC method (i.e. DLC 1.3 ETM) requires far fewer aero-servo-elastic simulations
compared to the extrapolation method (is this still relevant given the advent of high speed and distributed computing?).
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• Most interestingly, unlike the extrapolation method, the environmental contours method yields contemporaneous extreme
loads [10].
It is reasonable to conclude that deriving extreme loads through the extrapolation method and EC method are both required, for a
mix of reasons:
• The EC method (DLC 1.3ETM) yields contemporaneous extreme loads which the extrapolation method does not. Contem-
poraneous extreme loads are necessary for realistic stress analysis on structural components such as the blades. Designers
should keep in mind that the EC method might under-predict the long term extreme loads due to the load limiting effects
of advanced load alleviation features in the wind turbine control system [20, 18, 10]. It could also be the case that less
severe environmental parameters combinations (those associated with a smaller return period than say 50-years) might cause
larger loads than are found from combinations on the 50-year contour itself [18] due to, for instance, tuning issues in the
control system or due to resonance or low aerodynamic damping issues generated by specific combinations of the less severe
environmental variables.
• Normal production loads (upon which long term extrapolations are based) are ”verifiable” through full scale prototype mea-
surements.
• The extrapolation method can deliver an estimate of the annual maximum load distribution which can then be used in an
reliability analysis such as FORM (as demonstrated above). EC does not perform such a feat.
7. Conclusion
A probabilistic loads extrapolation approach was used to assess the structural reliability of a large multi-megawatt wind turbine
blade and tower during power production when the extreme turbulence model is uncertain and when three configurations of the
load alleviation control systems of increasing complexity and performance are used. The structural reliability was assessed for
eight uncertainty scenarios including variation to the definition of the turbulence model in the IEC61400-1 design standard. The
first controller configuration is a basic control system that ensures that the wind turbine runs at optimal collective pitch and tip
speed below rated wind speed and constant rotor speed above rated wind speed. No load alleviation control features were included
in this configuration. The second controller configuration includes a cyclic pitch control and a static rotor thrust limiter control. The
third and most advanced controller configuration includes individual pitch control and condition based thrust limiter which sets the
control parameters based on the estimated external inflow and turbine loading conditions.
The structural reliability index dropped significantly below an acceptable level of β  3.3 when the load alleviation features were
not included in the control system (control configuration 1). Additionally, it was found that when the turbulence level increased due
to uncertainty in the extreme turbulence model, the structural reliability index of the reference blade and tower designs in control
configuration 2 dropped in the worst case to 2.82 and 2.73, respectively. However, advanced load control features (configuration
3) displayed a satisfactory performance in improving the structural reliability: the reliability index increased from 2.90 to 3.53
for the blade in uncertainty scenario 7 and from 2.85 to 3.79 for the tower. The reliability index increased from 2.82 to 3.45
for the blade in uncertainty scenario 8 and from 2.73 to 3.70 for the tower. This indicates that large uncertainty in the extreme
turbulence model can be significantly mitigated through the use of advanced load control features. However, the complexity of
the control features increases which warrants additional failure modes analysis of the controller and its architecture. Furthermore,
the improvement in the structural reliability comes at a cost of 1.8% loss in annual energy production. The load alliviation control
features affect the shape of the exceedance probability distribution function. The shape of the probability distribution is dependent
on the sophistication and performance of the load alleviation control features to limit the excursion of extreme loads. This load
limiting effect of advanced load alleviation control systems on a wind turbine, such as individual pitch control and condition based
thrust limiter, yield both a reduction in the mean of the annual maximum load distribution and its scatter (COV) which in turn
translates into higher structural reliability level in the face of uncertainty in the extreme turbulence model. However, the extreme
load distribution is very difficult to determine due to the limiting effects of the advanced load control features on the peak loads. A
poorly determined distribution tail would invariably result in a highly sensitive reliability analysis in FORM.
We also provided a rational comparison between the long term loads extrapolation method (i.e. DLC1.1NTM) and the environmen-
tal contour (EC) method (i.e. DLC1.3ETM) for the three control configurations. We concluded that deriving extreme loads through
the extrapolation method and EC method are both required, for a mix of reasons, namely (1) the EC method (DLC 1.3ETM) yields
contemporaneous extreme loads which the extrapolation method does not and (2) normal production loads (upon which long term
extrapolations are based) are ”verifiable” through full scale prototype measurements, while the BEM models are more likely to
provide correct aero-servo-elastic predictions around more ”normal” environmental conditions.
Few shortcomings were identified; the first being that the model, numerical and parameters’ uncertainties of the control systems and
failure rates were not considered here. Furthermore, the use of extrapolation where uncertainties associated with fitting a probability
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distributions to the extreme loads are widely reported in the literature. Another limitation is the uncertainty models used in the
structural reliability calculations; any improvement in the uncertainty models will have a notable effect on the conclusions reported
in this paper. Since the uncertainty models themselves are uncertain, future work can consider the sensitivity of the structural
reliability analysis to the uncertainty models. Future studies could also explore various controller redundancy configurations (i.e.
in sensors, actuators, algorithms and safety system) and their impact on the overall structural reliability of the wind turbine. More
advanced limit state function and design equations for the blade and tower could be considered in the future. Another important
aspect not considered here is the probability of failure of the load alleviation control features and the consequence on the overall
structure-control reliability.
Given the tangible increase in structural reliability under large extreme inflow and turbulence uncertainty it is recommended to
increase the effort in research and development of advanced load alleviation control features for wind turbines, both in terms of
algorithms and failure rate of the control components. The objective should not only be a reduction in the extreme operating loads
but also the shape of the resulting extreme loads distribution given its significant impact on the overall wind turbine reliability.
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Fig. 1: Simplified block diagram of the load control features including the thrust limiter, tower vibration damper and individual pitch control. The square boxes in
the block diagram represent computational algorithms while the arrows represent the control system input/output.
Table 3: Definition of the parameters of the control system.
Parameter Description
Tgen,meas generator torque
ωgen,meas generator angular velocity
ωcol,meas inter-blade mean (collective) pitch angle
Pmeas generator electrical power
γmeas rotor azimuth position
aTT,meas tower top fore-aft acceleration
fT,est tower first eigen-frequency
θcol,min minimum pitch for operation below a safe thrust level
θopt,est pitch angle for optimal power production
γest tip speed ratio
Fth,est rotor thrust force based on Ct table lookup
Vest rotor averaged wind speed
ωref Reference generator speed
Cp, Ct power and thrust coefficients tables
θ1, θ2, θ3 Pitch signal to blade 1, 2 and 3
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Fig. 2: (2a) Joint probability density function of wind speed and turbulence for class IEC-IB and (2b) A comparison between the 50-year return period environmental
contour and the IEC-1B extreme turbulence model as defined in [1].
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Fig. 3: A wind turbine. Mb is the flapwise bending moment at the blade root. UpZq is the mean wind speed at height Z. Vertical wind shear (dotted grey line) and
turbulence (thick black line).
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(a) Scatter plot of the normalized extreme blade out-of-plane deflection in front of the tower.
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(b) Effect of load alleviation control features on the extreme blade out-of-plane deflection in front of
the tower.
Fig. 4: 4a Scatter plot of the normalized extreme blade out-of-plane deflection in front of the tower as a function of wind speed and turbulence. Normalized with the
50-year blade deflection of control configuration 2. 4b Scatter plot of the normalized blade out-of-plane deflection in front of the tower as a function of wind speed
when the load alleviation features are active (control configuration 2) and when not active (control configuration 1) for Turbulence σ1  3m{s. The normalization
is done with the 50-year blade deflection of control configuration 2. 48 maxima for the Load control case and 48 maxima for the no load control case are plotted at
each wind speed.
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(c) 3-parameter Weibull distribution fit.
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Fig. 5: Long term exceedance probability for the blade out-of-plane deflection in front of the tower in uncertainty scenario 1 for control configuration 1 (no load
control), configuration 2 (load control) and configuration 3 (advanced load control). (a) 10-min reference period, (b) 1-year reference period, (c) 3-parameter Weibull
distribution fit to the annual maximum load distribution and (d) the corresponding density function for the blade out-of-plane deflection in front of the tower. The
extrapolated loads are normalized with the 50-year extrapolated load level derived from the simulations with control configuration 2. The COV of the probability
density function with advanced load control is 0.027, COV = 0.025 with load control, and COV = 0.029 when no load control is used.
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(c) 3-parameter Weibull distribution fit.
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Fig. 6: Long term exceedance probability for the tower bottom fore-aft bending moment in uncertainty scenario 1 for control configuration 1 (no load control),
configuration 2 (load control) and configuration 3 (advanced load control). (a) 10-min reference period and (b) 1-year reference period. (c) 3-parameter Weibull
distribution fit to the annual maximum load distribution and (d) the corresponding density function for the tower bottom fore-aft bending moment. The extrapolated
loads are normalized with the 50-year extrapolated load level derived from the simulations with control configuration 2. The COV of the probability density function
with advanced load control is 0.023, COV = 0.07 with load control, and COV = 0.056 when no load control is used.
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Table 4: The stochastic variables of the Limit State Function.
Variable Description Distribution Expected value COV
Xdyn Structural dynamics LN 1 0.05
Xaero Airfoil data uncertainty G 1 0.07
Xsim Simulation statistics N 1 0.05
Xexp Exposure (terrain) LN 1 0.10
Xext Extrapolation LN 1 0.05
Xst Climate statistics LN 1 0.05
Xstr Stress evaluation LN 1 0.03
Xδl Blade deflection model uncertainty LN 1 0.05
Xcr Critical load capacity LN 1 0.10
Fy,ss Yield strength for structural steel [MPa] LN 240 0.05
E Young’s modulus [MPa] LN 2.1  105 0.02
Xy,ss Model uncertainty for yield strength LN 1 0.05
XE,ss Model uncertainty for Young’s modulus LN 1 0.02
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Table 5: Annual structural reliability index β of the blade (extreme out-of-plane deflection in front of the tower).
Uncertainty
Scenario
Control Configuration 1:
No load alleviation fea-
tures, simple controller
Control Configuration 2:
with load alleviation fea-
tures (Reference)
Control Configuration 3:
with advanced load allevi-
ation features
1 2.66 3.31 3.88
2 2.63 3.30 3.87
3 2.65 3.31 3.88
4 2.42 3.10 3.79
5 2.66 3.30 3.87
6 2.62 3.33 3.90
7 2.16 2.90 3.53
8 2.11 2.82 3.45
Table 6: Annual structural reliability index β of the tower (tower bottom extreme fore-aft bending moment).The tower bottom diameter and thickness are 6.34m
and 0.041m, respectively.
Uncertainty
Scenario
Control Configuration 1:
No load alleviation fea-
tures, simple controller
Control Configuration 2:
with load alleviation fea-
tures (Reference)
Control Configuration 3:
with advanced load allevi-
ation features
1 2.35 3.33 4.30
2 2.38 3.33 4.31
3 2.36 3.28 4.24
4 2.37 3.10 4.13
5 2.38 3.32 4.31
6 2.41 3.34 4.31
7 1.97 2.85 3.79
8 1.92 2.73 3.70
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Fig. 7: Power curves (normalized by rated power) when (1) no structural load control features are included - control configuration 1, when (2) structural load control
features are included - control configuration 2, and when (3) advanced structural load control features are included - control configuration 3.
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(a) 50-year environmental contour lines of the turbulence models.
(b) Projection of the 50 year environmental contours on the Kriging surface response of the normalized
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Fig. 8: 8a 50-year environmental contour lines of the turbulence models. Each contour line describes a possible alteration to the reference design extreme turbulence
model as defined in the IEC61400-1 design standard. 8b Projection of the 50 year environmental contours on the Kriging surface response of the normalized extreme
blade deflection in front of the tower as a function of wind speed and turbulence.
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Table 7: Comparison of the extreme blade deflection from direct aero-servo-elastic simulations of the 50-year environmental contour line and the 50-year extrapo-
lated extreme blade deflection in front of the tower.
Scenario Turbulence Model Ratio: 50-year Extrapolation/ECNO CTR CTR ADV CTR
1 IEC, LOGN 1.28 1.29 1.37
2 IEC, EV 1.20 1.23 1.31
3 IEC, LOGN, Vmean=11 1.28 1.29 1.37
4 IEC, LOGN, Iref=0.16 1.30 1.29 1.36
5 IEC, NORM 1.31 1.31 1.42
6 NATARAJAN, NORM 1.24 1.25 1.34
7 IEC, LOGN, Iref=0.20 1.28 1.34 1.38
8 NATARAJAN, Mod., Iref=0.16 1.22 1.24 1.29
Table 8: Comparison of the extreme tower bottom bending moment from direct aero-servo-elastic simulations of the 50-year environmental contour line and the
50-year extrapolated extreme tower bottom bending moment.
Scenario Turbulence Model Ratio: 50-year Extrapolation/ECNO CTR CTR ADV CTR
1 IEC, LOGN, Iref=0.14 1.33 1.41 1.26
2 IEC, EV 1.24 1.31 1.19
3 IEC, LOGN, Vmean=11 1.34 1.42 1.28
4 IEC, LOGN, Iref=0.16 1.27 1.40 1.26
5 IEC, NORM 1.36 1.42 1.28
6 NATARAJAN, NORM 1.24 1.27 1.18
7 IEC, LOGN, Iref=0.20 1.30 1.24 1.26
8 NATARAJAN, Mod., Iref=0.16 1.10 1.07 1.19
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(a) Ratio of extrapolated to EC for blade deflection.
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(b) Ratio of extrapolated to EC for tower bottom bending moment.
Fig. 9: (9a) Ratio of extrapolated to EC for blade deflection as a function of control configuration and long term extrapolation period. and (9b) Ratio of extrapolated
to EC for tower bottom bending moment as a function of control configuration and long term extrapolation period.
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Abstract
Sophisticated load alleviation control systems are increasingly being designed and deployed to reduce the adverse effects of extreme
load events, such as extreme turbulence, resulting in lighter structural design of wind turbines. The load alleviation features and
algorithms in wind turbine control systems affect the magnitude, scatter and shape of the probability distribution of the extreme
loads. Few studies have prospectively delved into the subject of optimizing the loads partial safety factors in wind turbines under
the influence of advanced load alleviation control features. The objective here is to optimize the loads partial safety factor for a
wind turbine in power production in extreme turbulence when three configurations of load alleviation control features of varying
performance and complexity are employed. A cost and reliability-based optimization is used to optimize the loads partial safety
factor, turbine geometry, controller failure rate and structural reliability metrics of a large multi-megawatt wind turbine. The load
alleviation features considered in this study are cyclic pitch, individual pitch, static thrust limiter, condition based thrust limiter
and tower damping. We demonstrate how tangible reduction in the loads partial safety factor can be achieved when advanced
load alleviation control features are deployed on a wind turbine. We also show that, from a cost and reliability perspective, the
overall probability of failure of the structure-control system is dominated by the failure rate of the control system. This means
that decreasing the failure rate of the control system would have a larger impact on the overall probability of failure than solely
improving the reliability of the structure. We also give an insight into the range of optimal annual failure rate of advanced load
alleviation control features.
Keywords: wind turbines, loads partial safety factor, probabilistic modelling, load alleviation control systems, structural
reliability, control failure rate
Nomenclature
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1. Introduction
This paper should be considered as a direct continuation of [1] in which a probabilistic loads extrapolation approach is used to
assess the structural reliability of a wind turbine blade and tower during power production when the extreme turbulence model is
uncertain and when three load alleviation control systems of increasing complexity and performance are used. The load alleviation
control features, which are an integral part of the structural design of large wind turbines, not only affect the magnitude of the
extreme load level but also the scatter and the shape of the probability distribution function of the extreme loads. The magnitude,
scatter and shape1 of the probability distribution is dependent on the performance of the load alleviation control features to limit the
excursion of extreme loads above a certain threshold. This means that in the presence of advanced load alleviation control features,
the extreme loads become less dependent on the site parameters [2] and increasingly dependent on the performance and tuning of
the controller and its load alleviation features (algorithms). The central question to be answered in this paper is: how can engineers
leverage the load limiting effects of the advanced load alleviation control features to optimize the loads partial safety factor, turbine
geometry, controller failure rate and structural reliability metrics?
[3] have demonstrated how to derive cost optimal safety factors while neglecting the cost of the wind turbine control/safety systems;
they showed a drop of upto 10% in the initial building cost of the cost optimal turbine but was accompanied with an increase in
the probability of failure by a factor of 4 to 8 times. Assuming the control system perform as expected on demand (or not) [3]
observe small improvements in gain of the optimal turbine relative to a present-day designed reference wind turbine. This is due to
the fact that the optima is rather flat which is a general feature of reliability based structural optimization problems. [4] studied the
acceptance criteria of an offshore wind turbine tower and foundation in a cost and reliability based optimization. The discussed the
idea of reducing structural reliability in extreme limit state function. It is not clear if the effects of the control/safety systems were
considered or not. The main conclusion was that the economic optimal level of structural reliability could be lowered compared to
reference wind turbine designed following current standards. It was also found that the cost and reliability based optimization is
sensitive to operation and maintenance costs. [5] have used a cost and reliability based optimization of a wind turbine using various
objective function formulations including no reconstruction of the wind turbine in case of structural failure when the control system
fails. The authors showed that given a target reliability level, the optimal turbine geometry (tower bottom diameter and sheet
thickness) is independent of the initial cost of the control system and its failure rate. [2] have derived cost optimal safety factors
for a target probability of failure assuming the wind turbine components are designed by fatigue considerations; the optimal safety
factors for the blades are smaller than the standard [6], while the values for hub, nacelle and tower are higher. The loads simulations
in [2] assume a basic power and speed control system with no load alleviation control features.
The novelty in this paper is that loads partial safety factor, turbine geometry, controller failure rate and structural reliability metrics
are derived and compared using a cost and reliability based optimization method for a large wind turbine when three configurations
of load alleviation control features of varying performance and complexity are used. A large commercial multi-megawatt offshore
wind turbine is considered with nominal power ¡ 5MW and rotor diameter ¡ 130m. An industrial grade control system is used.
The method is demonstrated through five design scenarios.
2. The structural reliability framework with load alleviation control
2.1. Load alleviation control features
The load control features used in this study are gain-scheduled PID controllers which have a simple structure and can be easily
tuned. The load alleviation control features include a thrust limiter, cyclic pitch, individual pitch and tower vibration damper. These
features are fairly representative of what can be found on modern wind turbines operating in the field today. Three configurations
of the control system are considered in this paper; The complexity and load reduction performance of the controllers to limit the
excursion of extreme loads above a certain threshold increase from configuration 1 to configuration 3:
Configuration 1: This is a basic control system that ensures that the wind turbine runs at optimal collective pitch and tip speed
below rated wind speed and constant rotor speed (RPM) above rated wind speed. No load alleviation features are included.
Configuration 2: In addition to the control configuration 1 functionalities, a cyclic pitch control and a static thrust limiter control
are included. This configuration is the reference configuration.
Configuration 3: In addition to the control configuration 2 functionalities, individual pitch control and condition based thrust
limiter are included, which sets the control parameters based on the estimated external inflow and turbine loading conditions.
1shape of distribution  type of distribution (e.g. Lognormal or Weibull,etc.). Magnitude and scatter  mean and coefficient of variation.
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2.2. Influence of load alleviation control features on extreme loads
The simulated wind turbine is erected on a 110 meters tower, has a rotor diameter larger than 130 meters and rated power larger
than 5MW. The aero-servo-elastic simulations of the wind turbine are performed using FAST [7]. A design of experiments is made
in order to examine the effects of wind speed and turbulence variations on the predicted extreme loads. The mean wind speed is
varied over a range from 4 to 25 m/s in 1 [m/s] increments and turbulence is varied from 1 to 8 in 1 [m/s] increments. For each
combination of wind speed and turbulence level we generate realizations of wind time series with 48 stochastic seeds, resulting
in a total of 8448 10-minute time series simulations. The FAST aero-servo-elastic simulations [7] were performed with the three
control system configurations in the form of an external DLL. The output used from the simulations are the blade out-of-plane
deflection in front of the tower (within +/-10 degrees azimuth) and the tower bottom fore-aft bending moment. A probabilistic
loads extrapolation approach is then used to derive the annual maximum probability density function of the extreme loads [1]. The
annual maximum load distributions are plotted in Fig. 1-2 for the blade extreme out-of-plane deflection in front of the tower and
the tower extreme bottom fore-aft bending moment, respectively. The shape of the probability distribution is dependent on the
sophistication and performance of the load alleviation control features to limit the excursion of extreme loads. In Fig. 1, the 50-year
blade deflection drops by approximately 12% when using the advanced control configuration 3 compared to the reference control
configuration 2, while the COV of the probability density function remains unchanged (0.027 versus 0.025). In Fig. 2, the 50-year
tower bottom fore-aft bending moment drops by approximately 23% when using the advanced control configuration 3 compared to
the reference control configuration 2, while the COV of the probability density function drops from 0.07 to 0.023. A conclusion
can be drawn at this point: load alleviation control features not only affect the magnitude and scatter of the extreme load level but
also the shape of the annual maximum load distribution. Should an augmented failure in the load alleviation control systems takes
place, the extreme load exceedance probability increases significantly as shown in Fig. 1-2.
2.3. Structural reliability framework
Structural reliability is expected to differ significantly depending on the performance of the load alleviation control systems. For
the structural reliability analysis an ultimate Limit State Function (LSF) g is defined in order to include the load and resistance
uncertainties:
g  RXR  LULT pσ1, vqXdynXstXextXsimXexpXaeroXstr (1)
and the corresponding design equation is:
G 
1
γm
Rc  γlLULT,cpσ1, vq (2)
whereG is the design equation corresponding to the limit state function (Equation 1), Rc is the characteristic value of the resistance
R, XR represents the model and statistical uncertainties of the resistance, γm is the partial material factor, γl is the partial load
safety factor. LULT pσ1, vq is the random variable for the extreme load defined in terms of the turbulence and mean wind speed.
LULT,c is the characteristic value of the ultimate load. LULT pσ1, vq is represented by the annual maximum distribution function
derived through the extrapolation process. LULT pσ1, vq for the blade extreme out-of-plane deflection in front of the tower is shown
in Fig. 1 for each of the three control configurations. LULT pσ1, vq for the the tower extreme bottom fore-aft bending moment is
shown in Fig. 2 for each of the three control configurations. Additional stochastic variables are defined as multiplicative factors
to the load to take into account the model and statistical sources of uncertainties. Xdyn accounts for model uncertainty due to the
modelling of the wind turbine dynamic response. Xst accounts for the statistical uncertainty of wind climate assessment. Xext
is associated with the extrapolated load model. Xsim accounts for statistical uncertainties caused by the limited number of loads
simulations. Xexp accounts for the model uncertainties related to modelling the terrain and roughness. Xaero accounts for the
model uncertainties related to the assessment of aerodynamic lift and drag coefficients. Finally the uncertainties related to the
computation of the stresses on components from the loads is considered through Xstr. Uncertainties related the control parameters
are not directly included here. The stochastic variables of the LSF are described in Table 1. The structural reliability is assessed by
solving the LSF using FORM2. The outcome is defined by the reliability index β.
For the tower, the resistance is cast as as the ultimate bending capacity[4]:
McrXR 
1
6

1 0.84
D
t
Xy,ssFy,ss
XE,ssE


D3  pD  2tq
3
	
Xy,ssXcrFy,ss (3)
where D is the tower bottom diameter and t is the sheet thickness. Xy,ss is the yield strength model uncertainty, XE,ss is the
Youngs modulus model uncertainty, Fy,ss is the yield strength for structural steel, E is the Youngs modulus and Xcr is the critical
2A custom First Order Reliability Method is written in Matlab®.
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load capacity. D and t of the reference wind turbine tower are specified to 6.34m and 0.041m, respectively. For the blade, the
resistance is cast as the maximum allowed blade deflection δlcr in front of the tower corresponding to 2{3 of the distance from the
tower to the undeflected blade δlundfl:
δlcrXR 
2
3
δlundflXδl (4)
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Fig. 1: Long term exceedance probability for the blade out-of-plane deflection in front of the tower in uncertainty scenario 1 for control configuration 1 (no load
control), configuration 2 (load control) and configuration 3 (advanced load control). (a) 10-min reference period, (b) 1-year reference period. The extrapolated loads
are normalized with the 50-year extrapolated load level derived from the simulations with control configuration 2. The COV of the probability density function with
advanced load control is 0.027, COV = 0.025 with load control, and COV = 0.029 when no load control is used.
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Fig. 2: Long term exceedance probability for the tower bottom fore-aft bending moment in uncertainty scenario 1 for control configuration 1 (no load control),
configuration 2 (load control) and configuration 3 (advanced load control). (a) 10-min reference period and (b) 1-year reference period. The extrapolated loads are
normalized with the 50-year extrapolated load level derived from the simulations with control configuration 2. The COV of the probability density function with
advanced load control is 0.023, COV = 0.07 with load control, and COV = 0.056 when no load control is used.
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Table 1: The stochastic variables of the Limit State Function.
Variable Description Distribution Expected value COV
Xdyn Structural dynamics LN 1 0.05
Xaero Airfoil data uncertainty G 1 0.07
Xsim Simulation statistics N 1 0.05
Xexp Exposure (terrain) LN 1 0.10
Xext Extrapolation LN 1 0.05
Xst Climate statistics LN 1 0.05
Xstr Stress evaluation LN 1 0.03
Xδl Blade deflection model uncertainty LN 1 0.05
Xcr Critical load capacity LN 1 0.10
Fy,ss Yield strength for structural steel [MPa] LN 240 0.05
E Young’s modulus [MPa] LN 2.1  105 0.02
Xy,ss Model uncertainty for yield strength LN 1 0.05
XE,ss Model uncertainty for Young’s modulus LN 1 0.02
3. Cost and reliability based optimizations in the presence of load alleviation control features
[1] established that advanced load alleviation control features increase the structural reliability of a wind turbine and reduce the
effect of extreme inflow and turbulence uncertainty. In the following we will attempt to resolve the following question: can wind
turbine designers leverage the load limiting effects of the advanced load alleviation control features to optimize the loads partial
safety factor, and other structural, control and reliability metrics? and how?
3.1. Why cost and reliability based optimizations in the presence of load alleviation control features?
In one scenario, turbines designed with control configuration 2 could exceed the design loads due to site specific severe conditions
in certain wind sectors. The turbines can thus be retrofitted and operated with advanced load alleviation control features (control
configuration 3) to reduce the operating loads in those specific wind sectors in order to safeguard the structural integrity of the wind
turbine; the wind turbine operates under the reference control system otherwise. This means that in Fig. 3a the reference controller
(dashed green box) and the advanced controller are in parallel as represented by the fault tree in Fig. 3c, whereby additional/new
sensors might be required for the advanced controller. The objective is thus to optimize the failure rate of the advanced controller
within a cost and reliability framework. In another scenario, it is a common practice in the wind turbine industry to ”upscale”
existing wind turbine models; this often involves keeping the hub-drivetrain-nacelle structure-yaw systems as little changed as
possible while modifying the rated power, the IEC design climate, the rotor size, the rotor speed, etc. or a combination thereof.
This ”upscaling” is mostly made possible3 by advances in the load alleviation control features as demonstrated in [1]. This means
that in Fig. 3a the reference controller (dashed green box) is fully replaced by the advanced controller (as represented by the fault
tree in Fig. 3b).
Thus it becomes essential to optimize the loads partial safety factor and other structural, control and reliability metrics in order to
achieve the integration of advanced load control features and make the ”upscaling” possible within a cost and reliability framework.
3.2. Annual failure rate of the load alleviation features in the control system
In the structural reliability analysis [1] it was tacitly assumed that the load alleviation control features always work (i.e. never fail).
The probability that the extreme load lmax exceeds a given load l in an observation time T10min given that the load alleviation
control features work and perform as expected reads:
P pL ¥ lmaxq  P pL ¥ lmax | CTRqP pCTRq (5)
3and to a certain extent by the availability of additional stress reserve factors in the design of the various mechanical and structural components
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(a) A simplified block diagram of the structural load control
of a wind turbine.
(b) Simple fault tree of advanced controller.
(c) Simple fault tree of when reference and advanced con-
troller are in parallel.
Fig. 3: (a) a simplified block diagram of the structural load control of a wind turbine whereby the reference controller (dashed green box) can be fully replaced by
an advanced load alleviation controller as shown in fault tree (b) or retrofitted and ran in parallel with the reference controller as shown in the fault tree (c).
Expanding and generalizing Equation 5 we get:
P pL ¥ lmaxq  P pL ¥ lmax | CTRqP pCTRq  
N¸
i1
P
 
L ¥ lmax | CTRi

P pCTRiq (6)
where N is the total number of the controller failure modes. The first term in Equation 6 relates to the probability that the extreme
load lmax exceeds a load l given that the control system works, and the second term relates to the probability that the extreme load
lmax exceeds a load l given a failure in the load alleviation control features4,5.
Designating fCTR,i the probability density function of controller failure mode i occurring, and assuming that the controller failure
events follow a Poisson process, then the probability of controller failure i occurring in time interval rt, t  dts reads:
P
 
CTRi

 fCTR,i ptq dt (7)
Failure modes are however assumed to be independent and exclusive from each other, meaning that no other failure event k have
occurred before failure event i until time t  dt:
P
 
CTRk

 1 FCTR,k ptq (8)
Given the independence of the failure events, we can write:
P
 
CTRi


» T
0
fCTR,i ptq
N¹
k1

1 FCTR,k ptq
	
dt (9)
4Faults are a sequence of accidental events that manifest themselves as failures.
5Further expansion can be made: conditioning the probability of failure of the control system on inflow conditions(i.e. storms, shear, extreme turbulence, etc.).
This can further be expanded in such a way to include no structural failure given controller failure. It can still be further expanded to included safety system, etc.
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where T is the time interval over which failure event i occurs. Since the failure events are assumed Poisson distributed, then:
fCTR,i ptq  λie
λit (10)
FCTR,k ptq  1 e
λkt (11)
where λi and λk are the failure rate. Inserting the expressions in 10 and 11 into 9 gives:
P
 
CTRi


» T
0
λie
λit
N¹
k1
eλktdt (12)
Which evaluates to6:
P
 
CTRi


λi
λi  
°N
k1 λk

1 eTpλi 
°N
k1 λkq

(13)
One can then interpret P
 
L ¡ lmax | CTRi

P pCTRiq as the probability of the load L exceeding a certain maximum value lmax
over the time interval where the control system is not functioning due to failure mode i and until the wind turbine can be out in a
’safe’ operating mode.
3.3. Formulation of the cost and reliability based optimization
It can be argued7 that the acceptable reliability level of a wind turbine can be chosen based on a cost optimization with an objective
function that includes the benefits (i.e.money made on selling energy production), the investment cost (money spent on research and
development, design, testing, manufacturing and installation) and the failure cost (removal and replacement of failed component)
in case of failure. The objective is thus to maximize the benefits relative to the incurred costs [2, 9, 10]:
W  B 

CI   CF

(14)
where B are the benefits such as the annual energy production of a wind turbine, CI are the initial investments costs including the
costs of research, development, manufacturing and installation, CF are the costs related to replacement and the cost of lost energy
due to failure of components. In case where one wind turbine is considered and assuming systematic rebuild in case of failure,
Equation 14 becomes [4, 5]:
W 
B
rC0


CI
C0
 

CI
C0
 
CF
C0


pf
r   pf

(15)
where r is the real rate of interest, pf is the annual probability of failure and C0 are the initial costs of a reference wind turbine
design. The cost and reliability based optimization can thus be cast as follows:
maximize
z,γ
W pz, γq
subject to zl ¤ z ¤ zu,
pf ¤ p
max
f ,
γl ¤ γ ¤ γu,
G 
Mcr,cpzq
γm
 γlLULT,c  0
(16)
where z  tD, tu, pmaxf is the maximum allowable probability of failure of the structure, and superscripts u and l correspond to
upper and lower bounds, respectively. In equation 15, the control system is not taken into account. In order to take the control
system into account, Equation 15 is modified8 to:
6Keld Hammerum, Vestas Wind Systems A/S
7Since human involvement in the operation of a wind turbine is marginal, the risk to human injury is minor in case of structural failure
8referring to equation 6 and setting N  1, the structural probability of failure can be written as P pL ¡ lmaxq  P pL ¡ lmax | CTRqP pCTRq  
P
 
L ¡ lmax | CTR

P pCTRq. P pCTRq and P pCTRq are implicitly conditioned on an extreme demand being present. P pCTRq is to be optimized.
P pCTRq  1 P pCTRq  1. P pL ¡ lmax | CTRq is calculated using the structural reliability analysis in FORM presented in section 2.3. The wind turbine
is assumed to suffer a structural failure with surety if the control system fails, meaning P
 
L ¡ lmax | CTR

 1. Putting it all together P pL ¡ lmaxq 
P pL ¡ lmax | CTRq   P pCTRq  pf   P
 
CTR

.
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W 

B
rC0
 νCTR
B
rC0



CI
C0
 
Ccs
C0


 

CI
C0
 
CF
C0


pf   νCTR
r   pf   νCTR


(17)
where νCTR is the annual failure rate of the advanced load alleviation control features. The expression in Equation 17 is intuitive;
the benefitsB decrease with increased control system failure, the initial investment costsCI increase with additional load alleviation
control features costs Ccs (advanced load alleviation control features might require additional research and development, additional
sensors, algorithms, larger requirements for computing power, additional quality control, etc.), and finally the discounted lifetime
failure and replacement costs increases with increasing failure rate of the advanced load alleviation control features. The cost and
reliability based optimization formulation becomes:
maximize
z,γ,νCTR
W pz, γ, νCTRq
subject to zl ¤ z ¤ zu,
γl ¤ γ ¤ γu,
pf   νCTR ¤ p
max
f ,
G 
Mcr,cpzq
γm
 γlLULT,c  0
(18)
The structural probability of failure pf is derived when solving the LSF (Equation 1) in FORM. The superscripts l and u denote
lower and upper bounds respectively. The computed safety factors reflect the possible savings resulting from the cost optimal
reliability level computed in the optimization problem cast in Equations 16 and 18. Following [3], the initial investment costs are:
CI
C0

2
3
 
1
3
Dt t2
D0t0  t20
(19)
The annual benefits are set to:
B
C0

1
8
(20)
and the failure and replacement costs:
CF
C0

1
36
(21)
Finally the cost related to the marginal improvements in the control system is inversely proportional to the annual failure rate of the
advanced load alleviation control features:
Cs
C0
 0.001
1
νCTR
(22)
4. Applications
What follows is a set of applications showing how the cost and reliability based optimization can be used to optimize the loads
partial safety factor, wind turbine geometry, controller failure rate and reliability metrics.
4.1. Application 1: upscaling of existing wind turbine geometry
A wind turbine operating with the reference controller (configuration 2) is to be ”upscaled” (extract more power through the rotor)
while keeping the rotor-hub-drivetrain-nacelle structure-yaw systems and tower as little modified as possible. The specifications
indicate that the ”upscaling” should involve either modifying rated power (e.g. increase), modify pitch settings, IEC design climate
conditions (e.g. higher mean wind speed or turbulence), or the rotor speed (e.g. increase RPM around the upper knee of the power
curve), etc. or a combination thereof. The design scenario specifies that the rotor thrust is to be increased while maintaining the
reference extreme blade deflection in front of the tower unchanged. The reference turbine is designed using control configuration 2
which yields a normalized extreme blade deflection in front of the tower of 1, see Fig. 4a, corresponding to an annual probability
of failure of pf  5.0  104. The objective is thus to investigate how much could the extreme blade deflection in front of the
tower be increased (due to upscaling) while maintaining the same target annual failure probability9 pmaxf  5  10
4. This is
9The value pf  5  104 assumes that the risk to human lives is negligible in case of failure of a structural element. The target reliability level is assumed to
correspond to component class 2 (Moderate consequences of failure).
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done by examining how far can the blade deflection annual maximum distribution derived with load controller configuration 3 be
shifted (corresponding to higher characteristic extreme load level) until the annual probability of failure derived in FORM reaches
pmaxf , see Fig. 4a and 4b. By examining Fig. 4a we see that control configuration 3 yields an 11.13% drop in the 98
th percentile
of the annual extreme blade deflection in front of the tower relative to control configuration 2. In a deterministic context we are
contended in ”upscaling” so that we make full usage of the 11.13% of reserves, regardless of the full distribution. However, upon
further inspection of the tail of both annual maximum distributions in Fig. 4c, we observe that the tail of control configuration 3 is
”thinner” compared to control configuration 2. We take advantage of this fact by introducing the full annual maximum distribution
of configuration 3 in FORM and examine the probability of failure using the LSF (Equation 1), we find out that we can shift the
distribution by a value of 13% while keeping the annual probability of failure to pf  pmaxf  5  10
4. Indeed this assumes that
the annual maximum distribution of the blade deflection of the ”upscaled” turbine maintains the same shape and same tail which
may or may not be true.
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(b) Annual maximum PDF of control configuration 3 is shifted.
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(c) Zoom view on the tail of annual maximum distributions.
Fig. 4: Comparison between the annual maximum PDF of the blade deflection in front of the tower when the turbine is operated with control configuration 2 (Load
control) and configuration 3 (Advanced load control). Advanced load alleviation control features in configuration 3 drops the 50-year extreme blade deflection by
11.13% relative to configuration 2. Comparison of the tail of both distributions is done by shifting the annual maximum PDF of configuration 3 so that the 98th
percentile overlaps with that of configuration 2.
The advanced load alleviation control features (configuration 3) made it possible to reduce the extreme blade deflection in front of
the tower, but knowing the full annual maximum distribution of the blade deflection made it possible to assess the probability of
failure and further improve the design of the upscaled wind turbine. Given that the control configuration 3 yields a ”thinner” tale
meant that under configuration 3 the same blade can be deflected even further while maintaining the same annual probability of
failure. A designer can now translate the 13.0% increase in extreme blade deflection into a higher rated output power, higher rotor
– 120 –
speed, higher operating extreme turbulence or a combination thereof.
4.2. Application 2: Deterministic versus Probabilistic approach
In this application we determine the tower bottom characteristic yield bending strength Mcr,c using a deterministic approach and
compare the outcome to a probabilistic approach.
The starting point is a wind turbine operating with a control configuration 1 for which the tower bottom characteristic yield bending
strength Mcr,c  386517 corresponding to a probability of failure of pf  3.6  104, partial load safety factor γl  1.35 and
partial material factor γm  1.25. The same turbine operating with control configuration 2 would result in a  17% drop in the
50-year load level relative to control configuration 1 as shown in Table. 2. A simple deterministic approach would suggest that the
tower bottom characteristic yield bending strength becomes 0.8306 MNOCTRcr,c  321043. Similarly, when using the advanced
control configuration 3 the tower bottom characteristic yield bending strength becomes 0.6430 MNOCTRcr,c  248540. Following
a deterministic approach for the design of the tower strength in control configuration 2 and 3, where the loads partial safety factor
is maintained to γl  1.35 and the material partial safety factor is maintained to γm  1.25, we are indirectly assuming that the
following remains true: pf ¤ 3.6  104 and W ¥ 1.073. An advantage of a deterministic approach is its simplicity and the speed
with which the tower bottom characteristic yield bending strength can be computed. However, we don’t get a clear insight into the
probability of failure of the structure pf nor do we get a full understanding of the real benefits W when advanced load alleviation
control features are used. Furthermore, if we maintain the partial load safety factor equal to 1.35 we might end up in over-estimating
(over-designing) the tower bottom characteristic yield bending strength.
Table 2: Cost and reliability based optimization of tower base geometry and load partial safety factor when stiffness and frequency constraints are not included. The
control system failure rate is not included in this optimization. The material safety factor is set to a constant γm  1.25. The target probability of failure is set to
pmaxf  5  10
4. 0.8306 MNOCTRcr,c  321043, 0.6430 M
NOCTR
cr,c  248540
Control Configuration 50-year load Deterministic Approach
γl, γm Mcr,crkNms W pf
Control Config. 1 1 1.35,1.25 386517 1.073 3.6  104
Control Config. 2 0.8306 1.35,1.25 321043 ¥ 1.073 ¤ 3.6  104
Control Config. 3 0.6430 1.35,1.25 248540 ¥ 1.073 ¤ 3.6  104
Next we perform the probabilistic optimization as described in Equation 16, again with the starting point being the wind turbine
operating with a control configuration 1 for which the tower bottom characteristic yield bending strength Mcr,c  386517 corre-
sponding to a probability of failure of pf  3.6  104, load partial safety factor γl  1.35 and partial material factor γm  1.25.
In the probabilistic optimization the target probability of failure is set to pmaxf  5  10
4. The objective is to maximize the benefits
W . The results are shown in Table 3. The optimization of the same turbine operating with control configuration 2 would suggest
that the tower bottom characteristic yield bending strength becomes 308574 kNm, an approximately 4% drop compared to the
deterministic approach. A 4% that would have remained ”hidden” was it not for the probabilistic approach. This indeed could
simply be due to the higher probability of failure pmaxf  5  10
4 vs 3.6  104. The corresponding load partial safety factor
is now 1.30 instead of 1.35, and W  1.12 instead of 1.073 (i.e. W is now quantifiable instead of being ”hidden” or assumed).
Given the very low coefficient of variation of the load distribution in control configuration 3 pCOV  0.023q, we checked the
sensitivity of the probabilistic optimization to the type of distribution of the load model and statistical sources of uncertainties X
[11]. In FORM,X are assumed to follow Lognormal distributions as shown in Table 1. Now we assume that those random variables
follow Gumbel distribution while maintaining the same mean and coefficient of variation; the probabilistic optimization suggests
that for the same target probability of failure Mcr,c becomes 249281kNm versus a value of 249813kNm (shown in Table 3) while
the load partial safety factor γl and W hardly change.
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Table 3: Cost and reliability based optimization of tower base geometry and load partial safety factor when stiffness and frequency constraints are not included. The
control system failure rate is not included in this optimization. The material safety factor is set to a constant γm  1.25. The target probability of failure is set to
pmaxf  5  10
4.
Control Configuration 50-year load Probabilstic Approach
γl, γm Mcr,crkNms W pf
Control Config. 1 1 1.35,1.25 386517 1.073 3.6  104
Control Config. 2 0.8306 1.30,1.25 308574 1.12 5.0  104
Control Config. 3 0.6430 1.36,1.25 249813 1.16 5.0  104
4.3. Application 3: cost and reliability optimization of tower bottom geometry and loads partial safety factor. No constraints on
tower geometry.
The reference tower, designed using control configuration 2, has Do  6.34m and to  0.041m, corresponding to a reliability
index of 3.326 (pf  4.41  104). The tower base is designed to the limit with a partial load and material factors of 1.35 and 1.25
respectively. It is clear that the probability of failure for this reference tower design is indeed lower than the target of 5  104. The
normalized direct cost for the reference tower is by definition CI{C0  1.0 (Equation 19) and the benefit-cost equation W  1.08
for a real rate of interest r  0.06. We will apply the cost and reliability optimization described in equation 16 with pmaxf  5 10
4
in order to derive a cost optimal tower geometry and loads partial safety factor. The optimization is done using the Matlab function
fmincon. The cost and reliability optimization of the tower base is done without any constraints on tower geometry, stiffness or
frequency. Table 4 shows the results assuming the tower is designed with control configuration 2 (basic reference controller) and
control configuration 3 where advanced load alleviation control features are used.
The cost optimal turbine, with control configuration 2, has D  8.91m, t  0.026m, a load partial safety factor γl  1.30 and a
corresponding cost optimal probability of failure of pf  5  104. The partial materials factor is set to a constant γm  1.25. The
normalized direct cost CI{C0  0.96 and the benefit-cost equation W  1.11. The drop in load partial safety factor from 1.35 to
1.30 is largely attributed to the increase in probability of failure from pf  4.41  104 to the cost optimal probability of failure
pf  5.0  10
4.
The cost optimal turbine, with control configuration 3 (with advanced load alleviation control features) has D  8.31m, t 
0.024m, a load partial safety factor γl  1.36 and a corresponding cost optimal probability of failure pf  5  104. The partial
material factor is set to a constant γm  1.25. The normalized direct cost CI{C0  0.93 and the benefit-cost equation W  1.15.
The drop in the CI{C0 from 0.96 to 0.93 (a drop of 3.2%) and the increase in benefits from 1.11 to 1.15 (an increase of 3.6%) is
largely attributed to the drop in the extreme load level due to the introduction of the advanced load alleviation control features.
The above optimization is repeated while setting the target probability of failure to pmaxf  1  10
3. We optimize for the load
partial safety factor while keeping the partial material factor constant (γm  1.25). The results are shown in Table 5. A tangible
reduction in safety factor is achieved because of the lower target probability of failure (pf  5  104 versus pf  1.0  103).
However we observe that the benefitsW and the direct costs CI{C0 are unchanged compared to previously. This is typical behaviour
of cost and reliability based structural optimization problems where the optimal benefit-cost is rather flat [3]. This is an interesting
result that indicates that we are able to significantly reduce the structural probability of failure for no or marginal change in benefits
and costs. This result confirms the findings in [3].
In Table 5 the cost optimal probability of failure is pf  6.95  104
 
¤ 1.0  103

, yielding a load partial safety factor γl  1.32
for control configuration 3. Now if instead of constraining the probability of failure to be ¤ 1.0  103, we force the probability of
failure to be equal to 1.0  103. We find that the corresponding load partial safety factor drops to γl  1.30 with no change in the
benefit-cost function pW  1.15q nor in the initial investment cost pCI{C0  0.92q. This is typical behaviour of cost and reliability
based structural optimization problems where the optimal benefit-cost is rather flat [3, 2].
The advanced load alleviation control features in control configuration 3 result in a lower extreme characteristic load level and
tighter spread (i.e. lower COV) compared to control configuration 2 ; in Fig. 2, the 50-year tower bottom fore-aft bending moment
drops by approximately 23% when using the advanced control configuration 3 compared to the reference control configuration 2,
while the COV of the probability density function drops from 0.07 to 0.023. However, in the optimization scheme we see that this
does not necessarily translate into lower load partial safety factor as one would expect That could be due to several reasons:
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• The low COV of the extreme load distribution in control configuration 3 forces the characteristic load level (98 percentile) to
be close to the mean of the distribution (i.e. tight extreme load distribution). Hence a larger safety factor would be required
to reach the design load level.
• The low COV of the extreme load distribution in control configuration 3 means that model uncertainties in the limit state
function (Equation 1) start to dominate the reliability analysis in FORM. Hence, any reduction in the load partial safety
factor would require a reduction in model uncertainties, if possible.
• The tail of the extreme load distribution in control configuration 3 is very difficult to determine due to the limiting effects of
the advanced load control features on the peak loads. A poorly determined distribution tail would inevitably result in a highly
sensitive reliability analysis and hence loads partial safety factor.
Note however that even though the load partial safety factor increase in control configuration 3 is on the order of 4% 5% (Table
4 and 5), the drop in the 50-year load level is approximately 23%, resulting in an overall lower design load level in configuration 3
compared to configuration 2 which is reflected in the higher benefit-cost W .
4.4. Application 4: cost and reliability optimization of tower bottom geometry and loads partial safety factor. Constrained tower
stiffness.
We now repeat the above cost and reliability based optimization but we impose constraints on the tower stiffness and frequency by
forcing the plastic section modulus10 of the cost optimal tower to be equal to that of the reference tower. The target probability of
failure is set to pmaxf  5  10
4 and the partial material factor is kept constant (γm  1.25). The results are shown in Table 6.
For control configuration 3, the optimal loads partial safety factor, reliability index, benefits W and direct cost CI{C0 are unchanged
compared to the non-stiffness constrained optimization presented in the Section 4.3. For control configuration 2, we observe that
the benefits W drop from 1.11 to 1.08 and the direct cost CI{C0 increase from 0.96 to 0.99. The reason for this is when imposing
the stiffness constrain in control configuration 2, the tower geometry will tend to the reference geometry for which W  1.08 and
CI{C0  1. The optimization is repeated while setting the target probability of failure to pmaxf  1  10
3. We optimize for the
load partial safety factor while keeping the partial material factor constant (γm  1.25). The results are shown in Table 7. The
cost optimal probability of failure is pf  1.0  103
 
¤ 6.7  104

, yielding a load partial safety factor γl  1.23 and γl  1.33
for control configuration 2 and 3, respectively. Now instead of constraining the probability of failure to ¤ 1.0  103, we force the
probability of failure to be equal to 1.0  103. We find that the corresponding load partial safety factor drops to γl  1.30 for
control configuration 3 with no change in the benefit-cost function W  1.15 nor the initial investment cost remains unchanged
CI{C0  0.92. As in the previous example, this is typical behaviour of cost and reliability based structural optimization problems
where the optimal benefit-cost is rather flat [2, 3].
Thus it can be concluded that tangible reduction in the load partial safety factor can be achieved when advanced load alleviation
control features are used, but the magnitude of reduction will depend not only on the constraints put in place during the optimization
and on the target probability of failure but also on the shape of the long term probability density function of the extreme loads.
4.5. Application 5: cost and reliability optimization of tower bottom geometry and loads partial safety factor. The controller cost
Ccs and controller failure rate νCTR are INCLUDED:
We now include the annual failure rate νCTR of the load alleviation control features in the cost and reliability based optimization.
First, we perform the cost and reliability optimization while fixing νCTR to a constant values 10
2,5  103,103,5  104 and
104. The structural probability of failure pf is unconstrained. The results are shown in Table 8. Even though νCTR is varied over
a significant range between 102 to 104, the structural probability of failure pf of the tower varies over a narrow range between
2.2  103 to 1.6  103 for control configuration 2, and between 9.8  104 to 6.7  104 for control configuration 3. This indicates
that the overall annual probability of failure of the tower νCTR   pf is dominated by the controller failure rate. This means that
decreasing the failure rate of the control system (increase its reliability) would have a larger impact than improving the reliability of
the structure. This however comes with an increased initial investment cost. For instance, decreasing the annual failure rate of the
control system by a decade (from 1.0  102 to 1.0  103) would increase the initial investment cost CI{C0 by approximately 5%.
Further decrease in the controller annual failure rate would accelerate the costs. We also observe that a peak value of W is reached
for νCTR around 10
3.
Next, we perform the cost and reliability optimization without imposing any constraints on both the annual failure rate of the
controller νCTR nor the tower probability of failure pf . The results are shown in Table 9. The difference in the load partial
10The plastic section modulus of a circular tube: 1
6

D3  pD  2tq3
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safety factor between the two control configurations is significantly larger than the difference between the loads partial safety factor
presented in Table 6. This is due to the inclusion of the failure rate of the control system which dominates the overall failure of the
structure. Furthermore, the difference in the benefits-cost function W between the two control configurations is 6.5% in Table 6
and drops to 4.8% in Table 9 when the failure rate of the control system is included in the optimization. However, the difference
in the initial investment cost CI{C0 between the two control configurations is approximately 6.5% in Table 6 but drops to 4.2% in
Table 9 when the cost of the control system is included in the optimization.
Finally, we perform the cost and reliability optimization while constraining the the tower structural reliability to pf ¤ 5  104 and
the overall annual probability of failure of the tower to νCTR   pf ¤ 5  10
4. The results are shown in Table 10. Here again
we observe that the overall probability of failure is dominated by the annual failure rate of the controller, especially in the case of
control configuration 3 where advanced load alleviation control features are used. The probability of failure pf drops by 60% when
advanced load alleviation control features are used (configuration 3), the benefits W increase by approximately 15% and the initial
investment costs CI{C0 drops by approximately 11% relative to control configuration 2.
In Table 9 the benefits W increase by 5% when control configuration 3 is used relative to configuration 2; this value increases to
15% in Table 10. This points that larger benefits are to be had when advanced load alleviation control features are used under strict
requirements for structural probability of failure. However, under strict requirements for structural probability of failure (Table 10),
the controller failure rate by far dominates the overall structure-control probability of failure compared to when no constraints are
imposed on the structural probability of failure (Table 9).
Table 4: Cost and reliability based optimization of tower base geometry and load partial safety factor when stiffness and frequency constraints are not included. The
control system failure rate is not included in this optimization. The material safety factor is set to a constant γm  1.25. The target probability of failure is set to
pmaxf  5  10
4.
Control Configuration D t γl γm β pf W CI{C0
Control Configuration 2 8.91 0.026 1.30 1.25 3.3 5  104 1.11 0.96
Control Configuration 3 8.31 0.024 1.36 1.25 3.3 5  104 1.15 0.93
Table 5: Cost and reliability based optimization of tower base geometry and loads partial safety factor when no stiffness and frequency constraints are not included.
The control system failure rate is not included in this optimization. The material safety factor is set to a constant γm  1.25. The target probability of failure is set
to pmaxf  1  10
3.
Control Configuration D t γl γm β pf W CI{C0
Control Configuration 2 8.82 0.026 1.27 1.25 3.17 7.69104 1.11 0.96
Control Configuration 3 7.62 0.026 1.32 1.25 3.19 6.95104 1.15 0.92
Table 6: Cost and reliability based optimization of tower base geometry and load partial safety factor when section modulus constraints are included. The control
system failure rate is not included in this optimization. The target probability of failure is set to pmaxf  5  10
4. The material safety factor is set to a constant
γm  1.25.
Control Configuration D t γl γm β pf W CI{C0
Control Configuration 2 6.43 0.040 1.29 1.25 3.3 5.0  104 1.08 0.99
Control Configuration 3 8.14 0.025 1.36 1.25 3.3 5.0  104 1.15 0.93
Table 7: Cost and reliability based optimization of tower base geometry and load partial safety factor when section modulus constraints are included. The control
system failure rate is not included in this optimization. The material safety factor is set to a constant γm  1.25. The target probability of failure is set to
pmaxf  1  10
3.
Control Configuration D t γl γm β pf W CI{C0
Control Configuration 2 6.89 0.035 1.23 1.25 3.09 1.0  103 1.10 0.97
Control Configuration 3 8.23 0.024 1.33 1.25 3.20 6.7  104 1.15 0.92
– 124 –
Table 8: Cost and reliability based optimization of tower base geometry and load partial safety factor when section modulus constraints are included. The control
system cost and failure rate are included in this optimization. The annual failure rate νCTR of the load alleviation control features is fixed to the following values
102,5  103,103,5  104 and 104. No constraint is set on the tower structural probability of failure pf .
Control Configuration D t γl γm pf νCTR W CI{C0
Control Configuration 2 7.36 0.030 1.17 1.25 2.2  103 1.0  102 0.94 0.96
Control Configuration 2 7.27 0.031 1.18 1.25 1.9  103 5.0  103 1.00 0.97
Control Configuration 2 7.18 0.032 1.19 1.25 1.6  103 1.0  103 1.03 1.00
Control Configuration 2 7.18 0.032 1.20 1.25 1.6  103 5.0  104 0.99 1.06
Control Configuration 2 7.17 0.032 1.20 1.25 1.6  103 1.0  104 0.59 1.46
Control Configuration 3 8.36 0.024 1.30 1.25 9.8  104 1.0  102 0.99 0.92
Control Configuration 3 8.30 0.024 1.32 1.25 8.2  104 5.0  103 1.06 0.93
Control Configuration 3 8.24 0.024 1.33 1.25 6.9  104 1.0  103 1.08 0.97
Control Configuration 3 8.24 0.024 1.33 1.25 6.8  104 5.0  104 1.04 1.02
Control Configuration 3 8.24 0.024 1.33 1.25 6.7  104 1.0  104 0.65 1.42
Table 9: Cost and reliability based optimization of tower base geometry and load partial safety factor when section modulus constraints are included. The control
system cost and failure rate are included in this optimization. No constraints on both the annual failure rate of the controller νCTR and the tower structural reliability
pf .
Control Configuration D t γl γm pf νCTR W CI{C0
Control Configuration 2 7.2 0.031 1.19 1.25 1.7  103 1.7  103 1.04 0.99
Control Configuration 3 8.26 0.024 1.32 1.25 7.17104 1.7  103 1.09 0.95
Table 10: Cost and reliability based optimization of tower base geometry and load partial safety factor when section modulus constraints are included. The control
system cost and failure rate are included in this optimization. The annual failure rate of the structure-control is constrained to νCTR pf ¤ 5 10
4 and the tower
structural reliability pf ¤ 5  104.
Control Configuration D t γl γm pf νCTR W CI{C0
Control Configuration 2 5.49 0.055 1.37 1.25 1.65104 3.34104 0.87 1.20
Control Configuration 3 7.36 0.030 1.51 1.25 6.5  105 4.35104 1.00 1.07
5. Conclusion
The magnitude, scatter and shape of the probability distribution is dependent on the performance of the load alleviation control
features to limit the excursion of extreme loads above a certain threshold. This means that in the presence of advanced load
alleviation control features, the extreme loads become less dependent on the site parameters and increasingly dependent on the
performance and tuning of the controller. This paper presented a probabilistic cost and reliability based optimization methodology
to optimize the loads partial safety factor (load safety factors), turbine geometry, controller failure rate and structural reliability
metrics for a multi-megawatt wind turbine in power production in extreme turbulence when three advanced load alleviation control
features of varying performance are used.
In a first application we showed how a reference wind turbine can be ”upscaled” for extreme blade deflection in front of the tower
while maintaining an acceptable target probability of failure (pf  5  104) when advanced load alleviation control features are
used. In another application we determine the tower bottom characteristic yield bending strength using a deterministic approach
and compared the outcome to a probabilistic approach when three control configurations of varying performance to limit extreme
loads excursions are used. In a further applications the cost and reliability-based optimization was used to optimize the tower
geometry and the extreme loads partial safety factor with/without any geometry constraints and for a target probability of failure
of pf  5  104 and pf  1  103. We observed a tangible reduction in the loads partial safety factor when advanced load
alleviation control features are used while maximizing the benefits versus costs and while maintaining acceptable target probability
of failure. The cost and reliability based optimization resulted in tangible reduction in the extreme loads partial safety factor but the
magnitude of the reduction is not only dependent on the constraints put in place during the optimization and on the target probability
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of failure but also on the shape of the long term probability density function of the extreme loads, which in turn is dependent on
the performance and tuning of the load alleviation controller features. It was observed that if the load alleviation control features
yield very low scatter in the extreme loads distribution, then model and statistical uncertainties dominated the optimization of the
loads partial safety factor. In a final application we included the controller cost and controller failure rate in the cost and reliability-
based optimization of the tower geometry and the loads partial safety factor. In this application we observed that the benefits are
maximized when the advanced load alleviation control features failure rate is around νCTR  λ10
3. A key finding is that the
overall probability of failure of the structure-control system is dominated by the failure rate of the control system. This means that
decreasing the failure rate of the control system would have a larger impact than improving the reliability of the structure. This
however comes with an increased initial investment cost. For instance, we showed that decreasing the annual failure rate of the
control system by a decade (from 1.0  102 to 1.0  103) would increase the initial investment cost by approximately 5%. Further
decrease would accelerate the costs.
Few shortcomings are identified. The first being the uncertainty models used in the structural reliability calculations in FORM; any
improvement in the uncertainty models will have an effect on the conclusions reported in this paper. Since the uncertainty models
themselves are uncertain, future work can consider the sensitivity of the optimization to the uncertainty models. More advanced
limit state function and design equations for the tower can be considered. The applications presented here were concerned with
the blade extreme deflection and tower bottom bending moment, future work can include further components such as blades, drive
train and main frame. The extreme load distributions for blade deflection and tower bending moment were determined using long
term probabilistic extrapolation. The extreme load distributions are very difficult to determine due to the limiting effects of the
advanced load control features on the peak loads. A poorly determined distribution tail would invariably result in a highly sensitive
reliability analysis in FORM. Finally, a correlation structure should be implemented amongst the random variables as correlations
will influence the optimization of the loads partial safety factor.
Given the tangible decrease in partial loads factors advanced load alleviation control features are used in power production in
turbulence uncertainty it is recommended to increase the effort in research and development of advanced load alleviation control
features for wind turbines, both in terms of algorithms and components reliability. The objective should not only be a reduction
in the magnitude of the extreme operating loads but also the shape and scatter of the resulting extreme loads distribution given its
significant impact on the overall wind turbine benefits, initial investment costs and reliability.
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ABSTRACT: Fusing predictions from multiple simulators in the early stages of the conceptual design of
a wind turbine results in reduction in model uncertainty and risk mitigation. Aero-servo-elastic is a term
that refers to the coupling of wind inflow, aerodynamics, structural dynamics and controls. Fusing the re-
sponse data from multiple aero-servo-elastic simulators could provide better predictive ability than using
any single simulator. The co-Kriging approach to fuse information from multifidelity aero-servo-elastic
simulators is presented. We illustrate the co-Kriging approach to fuse the extreme flapwise bending mo-
ment at the blade root of a large wind turbine as a function of wind speed, turbulence and shear exponent
in the presence of model uncertainty and non-stationary noise in the output. The extreme responses are
obtained by two widely accepted numerical aero-servo-elastic simulators, FAST and BLADED. With
limited high-fidelity response samples, the co-Kriging model produced notably accurate prediction of
validation data.
1. INTRODUCTION
Analysts and designers increasingly use multiple
commercial and research-based aero-servo-elastic
simulators to compare the prediction of wind tur-
bines’ structural response. The aero-servo-elastic
simulators are of varying fidelity and have differ-
ent underlying assumptions. As a result, the aero-
servo-elastic response may vary amongst simula-
tors even if the external inflow condition is the
same. The sub-models with the largest impact on
the aero-servo-elastic response variability are aero-
dynamic, structural, control systems and wind in-
flow. The aero-servo-elastic simulators are vali-
dated using test measurements from prototype wind
turbines. The current practice is to cover the
discrepancy amongst the simulators by imposing
safety factors resulting in a safe design. It is rea-
sonable to assume that model uncertainty is of the
epistemic type and can be estimated at the design
stage with (usually) decreasing uncertainty when
more simulations from multiple sources are avail-
able.
The objective in this paper is to fuse the extreme
response from multiple aero-servo-elastic simula-
tors of various fidelity and complexity to predict
"the most likely" extreme response of a wind tur-
bine. Forrester et al. (2007) used the co-Kriging
technique in the optimization of a generic aircraft
wing using one "cheap" and one "expensive" flow
solver. The Co-Kriging approach was also used by
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Han and Görtz (2012) to predict the mean aerody-
namic lift and drag coefficients on a two dimen-
sional airfoil and a three dimensional aircraft using
a low-fidelity Euler flow solver and a high-fidelity
Navier-Stokes solver.
The novelty in this paper is the implementation
of the co-Kriging technique to predict the extreme
(not the mean) response in the presence of non-
stationary noise in the output (i.e. the magnitude of
noise varies as a function of the input variables) in
the case when the low and high-fidelity aero-servo-
elastic simulators of the same wind turbine are im-
plemented by two independent engineers (i.e. hu-
man error and uncertainty in the modelling and in-
put assumptions are implicitly included). In this
paper, we demonstrate the co-Kriging methodol-
ogy to fuse the extreme blade root flapwise bend-
ing moment of a large multi-megawatt wind tur-
bine by using two aero-servo-elastic simulators,
FAST (Jonkman and Buhl, 2005) and BLADED
(Bossanyi (2003a), Bossanyi (2003b)).
2. THE CASE FOR DATA FUSION
Wind turbine aero-servo-elastic simulators of vary-
ing fidelities exhibit similarities and dependence
in terms of the input variables and the underly-
ing physical models (aerodynamic, structural, con-
trol systems and wind inflow). The dependence
amongst various simulators may not be quantified
by a single scalar number; it may well be that
the dependence varies as a function of the design
and input space (Christensen, 2012). Thus, we ask
the fundamental question: Does it make any sense
to fuse information from multifidelity aero-servo-
elastic simulatorsMi?
• To a great extent, simulators {Mi, i=1,...,n}
share similar (often identical) inputs and de-
scribe similar (often identical) underlying
modelling and physics assumptions.
• The various simulators may have been cali-
brated using the same test measurements.
• The higher fidelity simulators may simply be
an expansion of the lower fidelity simulation
model by inclusion of additional physics.
• Let us assume that for a given set of inputs
X = [x(1), ...,x(N)], simulators Mi predict re-
sponsesYi = [M1(x(1)), ...,Mi(x(N))]T . Then,
Yi generally share the same trend and do not
differ significantly from each other. In addi-
tion, the simulators Mi do not exhibit clear
bias in the predicted response Y i.
• The various aero-servo-elastic simulators may
have been coded by the same or cooperating
engineers, scientists and research institutes,
and the same experts may have given their in-
puts/reviews/recommendations during the de-
velopment and validation of the various simu-
latorsMi resulting in similar assumptions, bi-
ases and even possibly gross errors being used.
• The various simulatorsMi are certified by ac-
credited institutes for use in the industry to de-
sign wind turbines. The certification process
involves a lengthy validation and verification
against measurements. Hence, no particular
simulatorMi is deemed better than the other.
The implication of the argumentation above is that
rather than treating the aero-servo-elastic numeri-
cal simulators as parts of a hierarchy, they are con-
sidered as individual (but correlated) information
sources. Furthermore, the simulators are assumed
to be black boxes and we focus on the output quan-
tity of interest (response) Yi.
3. METHODOLOGY
3.1. Co-Kriging
In this section we present a brief theoretical de-
scription of Kriging and Co-Kriging based on work
by Sacks et al. (1989), Kennedy and O’Hagan
(2000), Jones (2001), Forrester et al. (2007),
Dubourg (2011), Han et al. (2012) , Picheny
et al. (2012), Sudret (2012) and Schöbi and Sudret
(2014). Kriging is a stochastic interpolation tech-
nique which assumes that the "true" model output
is a realization of a Gaussian process:
Y (x) = µ(x)+Z(x) (1)
where µ(x) is the mean value of the Gaussian pro-
cess (trend) and Z(x) is a zero-mean stationary
Gaussian process with variance σ2Y and a Covari-
ance of the form:
C(x,x′) = σ2Y R
(
x− x′ | θ) (2)
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where θ gathers the hyperparameters of the au-
tocorrelation function R. From a design of ex-
periments X , one can build the correlation ma-
trix with terms Ri j = R
(
x(i),x( j) | θ) represent-
ing the correlation between the sampled (observed)
points. In the case of simple Kriging µ(x) is as-
sumed to be a known constant. In the case of or-
dinary Kriging µ(x) is assumed to be an unknown
constant. In the case of universal Kriging µ(x) is
cast as ∑mj=0β j f j(x), i.e. a linear combination of
unknown (to be determined) linear regression coef-
ficients β j, j = 1, ...,m and a set of preselected ba-
sis functions f j(x), j = 1, ...,m (usually predefined
polynomial functions). The autocorrelation func-
tion R may be a generalized exponential kernel:
R(x,x′) = exp
(−∑Mi=1θi(xi− x′i)pi) ,θi ≥ 0, pi ∈ (0,2]
(3)
where M is the number of dimensions of the in-
put space and θi and pi are unknown parame-
ters to be determined. Other choices for R is a
Gaussian kernel, or a Matérn kernel, etc. In or-
der to establish a Kriging surrogate model, a de-
sign of experiments is formed X = [x(1), ...,x(N)]
and a corresponding set of computer simulations
are performed. The output is gathered in a vector
Y = [M (x(1)), ...,M (x(N))]T . The Kriging esti-
mator (predicted response given the design of ex-
periments) at a new point x∗ ∈ DX is a Gaussian
variable Yˆ (x∗) with mean µYˆ and variance σ
2
Yˆ
de-
fined as (Best Linear Unbiased Estimator):
µYˆ (x
∗) = E
[
Yˆ (x∗) |M (x(i))]
= f T βˆ + rT R−1
(
Y −F βˆ
) (4)
σ2Yˆ (x
∗) = Var
[
Yˆ (x∗) |M (x(i))]
= σˆ2Y
[
1− rT R−1r+uT (F T R−1F )−1u]
(5)
where the optimal Kriging variance σˆ2Y and optimal
Kriging trend coefficients βˆ (θ ) are given by:
σˆ2Y =
(Y −F βˆ )T R−1(Y −F βˆ )
N
(6)
βˆ =
(
F T R−1F
)−1
F T R−1Y (7)
and u, r and F are given by:
u = F T R−1r− f (8)
r =
R(x
∗− x(1); θˆ )
...
R(x∗− x(N); θˆ )
 (9)
F =
[
f j(x(i))
]
=
 f0(x
(1)) . . . fm(x(1))
...
f0(x(N)) . . . fm(x(N))
 (10)
Note that r is the correlation matrix between the
sampled points and the point where a prediction
is to be made. In the general case of a-priori un-
known correlation parameters θˆ , the optimal values
can be estimated through Bayesian inference, max-
imum likelihood estimate or a leave-one-out cross-
validation (Bachoc, 2013).
In case the outputs of the computer experiments
contain "noise", the Kriging model should regress
the data in order to generate a smooth trend. The
Kriging thus amounts to conditioning Yˆ (x∗) on
noisy observations M
(
x(i)
)
+ εi. The Kriging es-
timator mean µYˆ (x
∗) and variance σ2
Yˆ
(x∗) are given
by Equations 4 and 5, respectively by replacing
the correlation matrix R with R + λ 2I , where λ 2
is the estimated variance of the noise term εi. We
now consider how to build a surrogate model of
a highly complex and expensive-to-run aero-servo-
elastic response that is enhanced with data from
cheaper and approximate analyses. This approach
is traditionally known as co-Kriging (Kennedy and
O’Hagan, 2000). Co-Kriging has been proposed
under various names such as "hierarchical Krig-
ing", "multifidelity surrogate modelling", "variable
fidelity surrogate modelling", "data fusion", "multi-
stage surrogate modelling", "recursive co-Kriging",
etc. The formulation of co-Kriging presented here
is based on Han and Görtz (2012): we consider l
sets of response data obtained by running l aero-
servo-elastic numerical simulators of varying fi-
delity and computational expense. We denote by
level s the response data of the highest level of fi-
delity. For any given level 1≤ l ≤ s, co-Kriging can
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be written as:
µ(l)
Yˆ
= βˆ µ(l−1)
Yˆ
+ rT R−1(Y −F βˆ ) (11)
where βˆ is a scaling factor with a similar expression
as in Equation 7, indicating how much the low-
and high-fidelity responses are correlated to each
other. µ(l−1)
Yˆ
is the trend in the kriging of the data
at level l and the expression R−1(Y −F βˆ ) depends
only on the sampled data at level l. An appealing
feature of the above formulation is that it entails
very little modifications to an existing Kriging code
if the latter is sufficiently modular.
U(Z)
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Trailing Vorticity in the wake
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Yaw
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Waves
Soil
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Turbulence
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shear Mb
Figure 1: A wind turbine. Mb is the flapwise bending
moment at the blade root. U(Z) is the mean wind speed
at height Z. Verical wind shear (dotted grey line) and
turbulence (thick black line).
4. APPLICATION TO EXTREME LOADS
ON WIND TURBINE
We illustrate co-Kriging in fusing the extreme flap-
wise bending moment at the blade root of a wind
turbine (Figure 1) by using two numerical aero-
servo-elastic simulators, FAST and BLADED.
4.1. Aero-servo-elastic simulations
FAST is a time-domain aero-servo-elastic simulator
that employs a combined modal and multibody dy-
namics formulation. FAST models the turbine us-
ing 24 Degrees of Freedom (DOFs). These DOFs
include two blade-flap modes and one blade-edge
mode per blade. It has two fore-aft and two side-
to-side tower bending modes in addition to nacelle
yaw. The other DOFs represent the generator az-
imuth angle and the compliance in the drive train
between the generator and hub/rotor. The aerody-
namic model is based on the Blade Element Mo-
mentum theory (Hansen, 2001). A design of exper-
iments (Table 1) is produced in order to examine the
effects of wind speed, inflow turbulence and shear
variations on the predicted extreme loads. For each
combination of wind speed, turbulence level and
shear exponent we generate realizations of wind
time series with 24 stochastic seeds. Some of the
wind speed, turbulence and shear exponent combi-
nations are excluded because they are unphysical,
resulting in a total of 33,480 10-minute time series
simulations. One 10-minute wind time series sim-
ulation in FAST takes approximately three minutes
in real time. The output used from the simulations
are the blade root flapwise bending moment. The
global maxima of the bending moment data are ex-
tracted for each of the 33,480 10-minute time se-
ries.
Table 1: Design of experiments for the FAST simula-
tions. The variables are wind speed [m/s], turbulence
[m/s] and the wind shear exponent.
Wind Speed
[m/s]
Turbulence
[m/s]
Shear expo-
nent [-]
4,5, · · ·,25 0.1, 1, 2, 3, 4,
5, 6
+/-1.0, +/-
0.6, +/-0.2,
+/-0.1, 0, 1.5
BLADED is a time domain aero-servo-elastic
simulator that is used to conduct the high-fidelity
aero-servo-elastic simulations of the same tur-
bine geometry. The structural dynamics within
BLADED are based on a modal model. The blade is
modelled using up to 12 modes, six blade-flap and
six blade-edge per blade. It also has three fore-aft
and three side-to-side tower bending modes. So-
phisticated power train dynamics are included. The
aerodynamic model is based on the Blade Element
Momentum theory. A design of experiments is pro-
duced as shown in Table 2. For each combina-
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tion of wind speed, turbulence level and shear ex-
ponent we generate realizations of wind time se-
ries with 12 stochastic seeds. Some of the wind
speed, turbulence and shear exponent combinations
are excluded because they are unphysical, result-
ing in a total of 4344 10-minute simulations. One
10-minute wind time series simulation in BLADED
takes approximately 25 minutes in real time. The
output used from the simulations are the blade root
flapwise bending moment. The global maxima of
the bending moment data are extracted for each of
the 4344 10-minute time series. The simulations in
BLADED and FAST consider a wind turbine that
has a 110 meters rotor diameter and 2 MW rated
power. The wind turbine is erected on a 90 meters
tower. Both the FAST and BLADED aero-servo-
elastic simulations were performed with exactly the
same control systems in the form of an external
DLL. The FAST and BLADED simulation models
do not use exactly the same input parameters in the
structural and aerodynamic sub-models.
Table 2: Design of experiments for the BLADED simu-
lations. The variables are wind speed [m/s], turbulence
[m/s] and the wind shear exponent.
Wind Speed
[m/s]
Turbulence
[m/s]
Shear expo-
nent [-]
4, 8, 10, 12,
15, 20, 25
0.1, 1, 2, 3, 4,
5, 6
+/-1.0,+/-
0.6,+/-
0.2,+/-
0.1,0,1.5
5. RESULTS AND DISCUSSIONS
We start with a simple generic example to demon-
strate Kriging and co-Kriging. In Figure 2, the
noisy response of the low-fidelity simulator is plot-
ted as a function of wind speed. A Universal Krig-
ing model is fitted to the noisy response using a
Gaussian correlation function R and a 3rd-order
polynomial basis. The low-fidelity Kriging model
is then used as the trend to fit a co-Kriging model
to the noisy high-fidelity response.
In Figure 3, we compare the co-Kriging model
to a universal Kriging model (Gaussian correla-
tion function R and a 2nd-order polynomial basis).
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LF Function
Sim. LF Samples
Figure 2: Response of the low-fidelity simulator at 6
wind speeds with 24 stochastic repetitions each (black
crosses). The mean of the 24 samples is calculated
and represented by the black dots. The Kriging model
with noisy observations is the dotted red line. The low-
fidelity (LF) function is the response if a large number
of stochastic simulations are performed.
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Figure 3: Response of the high-fidelity simulator at 3
wind speeds with 6 stochastic repetitions each (black
crosses). The mean of the 6 samples is calculated and
represented by the black dots. The Kriging model with
noisy observations is the dashed green line. The Co-
Kriging model with noisy observations is the dotted red
line. The high-fidelity (HF) function is the response if a
large number of stochastic simulations are performed.
Note that the high-fidelity responses are placed at
only three wind speeds (4 m/s: turbine starts, 25
m/s: turbine shuts-down and 12 m/s: peak ro-
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tor aerodynamic thrust). The co-Kriging predic-
tions of the noisy high-fidelity response are notably
better than the Kriging prediction based only on
the high-fidelity samples. UQLab (Marelli and Su-
dret, 2014) is used to compute the Kriging and co-
Kriging meta-models.
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Figure 4: Scatter plot of the blade root extreme flapwise
bending moment My as a function of wind speed and
turbulence for shear exponent α = 0.2. Note the vari-
ability (noise) of My for a given turbulence and wind
speed.
A common practice during the design and op-
timization of a wind turbine is to generate a sig-
nificant number of stochastic simulations, typically
using two or more aero-servo-elastic simulators.
Next, we show an example where the entirety of
the loads simulations (as described in Section 4)
are used to demonstrate a "real world" engineering
application of data fusion using co-Kriging in high
dimensions. The FAST and BLADED simulators
were prepared by two independent engineers (one
of whom is the first author of this paper). The sim-
ulations output are shown in Figure 4; even though
the magnitude of the extreme flapwise bending mo-
ment at the blade root for low and high-fidelity sim-
ulators are not the same, they yield a similar trend.
In Figure 4, for the same pair of turbulence and
wind speed the output of the simulations is noisy
due to the stochastic nature of the simulated wind
speed time series. In addition, the magnitude of
scatter (noise) increases with increasing turbulence
level. Note that the low and high-fidelity simulators
are not sampled at exactly the same input variables.
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Figure 5: Projection of the Kriging model of the noisy
high-fidelity (Bladed) extreme flapwise bending moment
My compared to a validation set at wind speeds V =
8,12,15,20m/s and shear α = 0.2.
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Figure 6: Projection of the Co-Kriging model of the
noisy high-fidelity (Bladed) extreme flapwise bending
moment My compared to a validation set at wind speeds
V = 8,12,15,20m/s and shear α = 0.2.
A Universal Kriging model is first fitted to all
the noisy load response of the low-fidelity simulator
(FAST) using a Gaussian correlation function R and
3rd-order polynomial basis. The low-fidelity Krig-
ing model is then used as a model trend to fit a co-
Kriging model to the noisy high-fidelity (Bladed)
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load response. A subset of the high-fidelity data
is used to build the co-Kriging model while the re-
maining data is used as validation points. This sub-
set corresponds to the load response at wind speeds
V = [4,10,25]m/s as depicted in Figure 4. A uni-
versal Kriging model is also fitted to the same sub-
set of the noisy high-fidelity load response using a
Gaussian correlation function R and 2nd-order poly-
nomial basis. A projection of the Kriging and co-
Kriging models of the noisy high-fidelity load re-
sponse together with validation points are shown in
Figures 5 and 6, respectively. To allow visualiza-
tion of the meta-models predictions we set the shear
exponent to α = 0.2. Qualitatively, one can see that
the co-Kriging model predictions are close to the
validation points, while the Kriging model gener-
ally over-predicts the extreme load response. Using
the low-fidelity Kriging model as a trend improves
the predictive accuracy of the co-Kriging model of
the high-fidelity load response, even in the presence
of noise and by using very few high-fidelity sample
points.
This is shown more clearly in Figures 7–9 where
the accuracy of the Kriging and co-Kriging mod-
els of the high-fidelity extreme load response are
compared. In those figures the validation points are
shown with the corresponding scatter. The Kriging
model from the high-fidelity response points gives
a poor approximation of the validation points, while
the co-Kriging model performs notably better in
high dimensions. Hence, despite the difference be-
tween the output of the low and high-fidelity simu-
lators, we were able to fuse both data sets so that the
prediction error of the high-fidelity load response is
reduced. The 95% confidence interval of the co-
Kriging predictions is also shown in Figures 7, 8
and 9. The confidence interval of the co-Kriging
predictions reflects a mix of epistemic (statistical)
uncertainty due to the number of sampled points
and due to the noise in the simulations output.
6. CONCLUSIONS
We have shown a co-Kriging based methodology to
fuse the "noisy" extreme flapwise bending moment
at the blade root of a large wind turbine from a low-
fidelity and a high-fidelity aero-servo-elastic simu-
lator. With limited high-fidelity response samples,
Figure 7: Comparison of the Kriging and co-Kriging
models of the high-fidelity (HF) extreme flapwise bend-
ing moment My as a function of turbulence for α = 0.2
and V = 8m/s.
Figure 8: Comparison of the Kriging and co-Kriging
models of the high-fidelity (HF) extreme flapwise bend-
ing moment My as a function of turbulence for α = 0.2
and V = 12m/s.
Figure 9: Comparison of the Kriging and co-Kriging
models of the high-fidelity (HF) extreme flapwise bend-
ing moment My as a function of turbulence for α = 0.2
and V = 20m/s.
the co-Kriging predictions compared well with val-
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idation data. The notably accurate prediction per-
formance is due to using the low-fidelity Kriging
model as a model trend for the co-Kriging model. It
is straight forward to extend this method to multiple
fidelity levels. The confidence interval on the pre-
dictions of the co-Kriging model reflects a mix of
epistemic (statistical) uncertainty due to the num-
ber of sampled points and due to the noise in the
simulations output. A future study could attempt
to quantify these two sources of uncertainties sep-
arately. In this paper, the main assumption is that
the high and low-fidelity aero-servo-elastic simula-
tions follow similar trends, which makes the fusion
of results feasible. If the trend were not present then
fusing data using co-Kriging would become hard to
perform and less reliable. Finally, extreme loads
response of a wind turbine are known not to follow
a Gaussian process; a future study could attempt
to modify the co-Kriging methodology to include
non-Gaussian processes.
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9 Conclusions and Recommendations
In this chapter we look back at the aims and research questions stated in section 1.2 and synthesize
the main findings and their implications. We also stress the limitations of the current work and
provide guidance for further research.
9.1 Uncertainty in aerodynamic lift and drag
We systematically identified all sources of uncertainty affecting the aerodynamic lift and drag
coefficients, from which we established a stochastic model by tapping into publicly available
aerodynamic tests, measurements and simulations on various aspects of aerodynamic uncertain-
ties. Some of the sources of uncertainty include variations among wind tunnel measurements,
geometric distortions of the blade, effect of Reynolds number and 3-dimensional corrections. The
stochastic model is developed by (1) replicating the physical variations in aerofoil characteristics
by parameterizing the lift and drag coefficients curves, (2) allowing selected points on the lift and
drag curves to be distributed randomly around the measured values and (3) simulating their impact
on extreme loads using a Monte Carlo scheme with varying degree of correlation among the
aerodynamic properties along the span of the blade. A commercial multi-megawatt offshore wind
turbine is considered in the calculations of the extreme loads effects (nominal power ¥ 5MW
and rotor diameter¥ 130m). We assessed the effect of the net aerodynamic uncertainty on the
prediction of extreme loads and structural reliability of the wind turbine using the First Order
Reliability Method (FORM). We also assessed the effect on the load partial safety factor in
extreme operating conditions. We established that there is sufficient evidence for a tangible
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reduction in the load partial safety factor for the blade and the tower given a lower coefficient of
variation of the extreme loads distribution due to the aerodynamic uncertainties than previously
believed. Such is not the case for load partial safety factor for tilt and yaw moments on the main
shaft and tower top. We also established that the uncertainties in the aerodynamic lift and drag
coefficients generally have a larger impact on extreme loads during power production compared
to stand-still.
9.2 Effect of advanced load alleviation control features on struc-
tural reliability
A probabilistic loads extrapolation approach was used to assess the structural reliability of a
large multi-megawatt wind turbine blade and tower during power production when the extreme
turbulence model is uncertain and when three configurations of the load alleviation control
systems of increasing performance and complexity are used. The first controller configuration
is a basic control system that ensures that the wind turbine runs at optimal collective pitch
and tip speed below rated wind speed and constant rotor speed above rated wind speed. No
load alleviation control features were included in this configuration. The second controller
configuration includes a cyclic pitch control and a static rotor thrust limiter control. The third
and most advanced controller configuration includes individual pitch control and condition
based thrust limiter which sets the control parameters based on the estimated external inflow
and turbine loading conditions. The structural reliability was assessed for eight uncertainty
scenarios including variation to the definition of the turbulence model in the IEC61400-1 design
standard. Some of the uncertainty scenarios of the turbulence model are based on long term
field measurements of site specific wind conditions. We showed that large uncertainty in the
extreme turbulence model can be significantly mitigated through the use of advanced load control
features. The improvement in the structural reliability is due to the reduction in the mean and
coefficient of variation of the annual maximum distribution of the extreme loads when a turbine
is operated by advanced load alleviation control features. However, the complexity of the control
features increases which warrants additional failure modes analysis of the controller and its
architecture. The improvement in the structural reliability also comes at a cost of loss in annual
energy production.
Furthermore, we leveraged the load limiting effects of the advanced load alleviation control
features in order to optimize the partial load factors in a cost and reliability based optimization
scheme. Three take-aways here: (a) The overall structure-control series system is by far dominated
by the annual failure rate of the control system given that it is an integral part of the structural
design of modern wind turbines, (b) an optimal annual failure rate of the load alleviation control
feature is on the order of 103 and (c) advanced load alleviation control features could yield a
tangible reduction in the load partial safety factor but not always; the low coefficient of variation
of the extreme load distribution in advanced load control configurations forces the characteristic
load level (98 percentile) to be close to the mean of the distribution (i.e. tight extreme load
distribution). A larger safety factor would then be required to reach the design load level. The
low COV of the extreme load distribution due to the load limiting effect of advanced load control
configurations means that model uncertainties in the limit state function start to dominate the
reliability analysis in FORM. Hence, any further reduction in the load partial safety factor would
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require a reduction in model uncertainties, if possible. The tail of the extreme load distribution
when advanced load control configurations are employed is very difficult to determine due to
the aggressive limiting effects on the peak loads. A poorly determined distribution tail would
inevitably result in a highly sensitive reliability analysis. Note, however, that even though the
load partial safety factor might increase in advanced load control configurations, the drop in
the 50-year load level is generally much higher compared to the increase in partial load factor,
resulting in an overall lower design load level compared to more standard control configurations.
The way forward is for engineers and researchers to design controllers that not only reduce the
extreme operating loads but also affect the shape of the resulting extreme loads distribution given
its significant impact on the overall structural reliability of the wind turbine.
9.3 Fusing the output of multi-fidelity aero-servo-elastic simulators
Here we elucidated some of the arguments behind fusing output form multiple aero-servo-elastic
simulations; as a result we argued that rather than treating the aero-servo-elastic numerical
simulators as parts of a hierarchy, they are considered as individual (but correlated) information
sources. Hence, it is reasonable to assume that model uncertainty is of the epistemic type and
can be estimated at the design stage with (usually) decreasing uncertainty when more simula-
tions from multiple sources are available. We then reviewed, implemented and demonstrated
five analytical methods for fusing simulations output including coKriging, multivariate normal
aggregation approach, adjustment factor approach, Copula models for information aggregation,
Bayesian model averaging. One difficulty not fully addressed in this research is the assumption
of Gaussianity in the first three analytical methods; extreme loads are not Gaussian. Another
difficulty is establishing a correlation structure amongst the outputs of the various multi-fidelity
aero-servo-elastic simulators. Correlations amongst the simulators does have a large impact on
the aggregated (fused) response and the corresponding model uncertainty. Despite the assumption
of Gaussianity, the aggregated (fused) coKriging model of the flapwise extreme bending moment
of a multi-megawatt wind turbine compared well with the validation data; the low fidelity output
were simulations from the FAST aero-servo-elastic simulator and the high fidelity output were
simulations from the BLADED aero-servo-elastic simulator.
9.4 Recommendations for further research
There are a number of aspects that the author considers as deserving further attention.
• The parameters of the stochastic model of the uncertainties of aerodynamic lift and drag
are assumed to be normally distributed. Non-Gaussian distributions could be implemented
in order to check the sensitivity of the results to the parameters’ distributions. Same goes
for the correlation matrix of the parameters. More wind tunnel and full scale measurements
on multiple aerofoil families could be used to further update the stochastic model.
• The annual maximum distribution of the extreme loads were derived based on long term
extrapolation methodologies. The annual maximum distribution of the extreme loads
is then used in FORM to compute the structural reliability and probability of failure.
Reliability analysis are highly sensitive to the tail of distributions (rare events). However,
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long term loads extrapolations methods are known to be ineffective in determining the tails.
Better approaches should be explored.
• In this research the structural reliability analysis is largely based on a formulation of the
limit state function that looks like:
g  zMcrXR  LULT pσ1, vqXdynXstXextXsimXexpXaeroXstr (9.1)
where X 1s are additional multiplicative stochastic variables to take into account the model
and statistical sources of uncertainties on the load and resistance. The research in this
thesis addressed and refined the definition of Xaero. [Veldkamp, 2006] looked into the
various sources of model and statistical uncertainties. However, further laser focused
insight into X 1s should be performed if we want to have better confidence in the reliability
and probabilistic analysis going forward.
• The various aero-servo-elastic simulators Mi (such as FLEX, FAST, BLADED, HAWC2,
Cp-Lambda, etc.) are certified by accredited certification institutes for use in the industry to
design wind turbines. The certification process involves a lengthy validation and verification
against measurements. Hence, no particular simulator Mi is deemed necessarily better
than the other. It is thus the belief of the author that further work on the topic of model
fusion should be carried out in order to refine the model uncertainties of the predicted wind
turbine response.
• The coKriging model fusion methodology assumes Gaussian process of the input variables.
The formulation of the coKriging methodology could be modified to accept non-Gaussian
processes, for instance through copulas to generalize the concept of covariance functions.
• A better understanding of the correlation and dependence structure amongst multi-fidelity
aero-servo-elastic simulators would help improve the aggregated model (fused model) and
the corresponding model uncertainties
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mations for FORM
The first step when using FORM is to transform the original random variablesX  tx1, x2, ..., xnu
to the independent standard normal variablesU  tu1, u2, ..., unu. We denote the transformation
by T , i.e. X Ñ U  T pXq. We will briefly look at some aspects of those transformations. We
will explore a basic case when all random variables have Gaussian marginal distributions and are
independent. Then we will look at the general case when the random variables are non-Gaussian
and are dependent.
Case for independent random variables: For independent random variables X , the joint
probability density function is simply the product of all marginals. The transformation to the
standard normal space is then applied to each random variable at a time. In this case, the
cumulative distribution function at xi should equal the cumulative distribution function at ui:
FXipxiq  FUipuiq (A.1)
But since the standard normal space is sought, the above equation becomes:
FXipxiq  Φpuiq (A.2)
from which we deduce:
ui  Φ1rFXipxiqs (A.3)
where Φ is the standard normal cumulative distribution function.
Case for correlated Gaussian random variables: In this case the joint probability density
function is a multivariate normal distribution. The Cholesky triangulation is used to facilitate
the transformation. The random variables X in the physical space are first transformed to a
correlated standard normal Z-space Z and finally to the uncorrelated standard normal space U :
X Ñ Z Ñ U . Given a correlation matrix RX , the Cholesky matrix is defined as LLT  RX .
The subsequent transformations become:
xi Ñ zi : zi  Φ1 rFXipxiqs (A.4)
where Φ is a standard multivariate normal distribution and the variables zi are normally distributed
with zero means and unit variances. However, they are correlated. Finally, the independent
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random variables in standard normal space are derived as:
Z Ñ U : U  L1Z (A.5)
Case for correlated non-Gaussian random variables: When the random variables are not
normally (or lognormally) distributed, then the dependency cannot be described in terms of
correlation matrixRX and the transformation described above can no longer be applied. In such
cases, three iso-probabilistic transformations should be considered: the Rosenblatt transformation,
the Nataf transformation, and transformations using Copulas.
If random variables X  tx1, x2, ..., xnu are correlated and their joint probability density
function can be expressed as a sequence of conditional probability density functions:
fXpxq  f1px1qf2px2 | x1qf3px3 | x1, x2q    fnpxn | x1, x2, ..., xn1q (A.6)
As a result of this sequential conditioning in the PDF the conditional CDFs are written:
Fx1px1q 
» x1
8
f1px1qdx1
Fx2px2 | x1q 
» x2
8
f2px2 | x1qdx2
Fx3px3 | x1, x2q 
» x3
8
f3px3 | x1, x2qdx3
...
Fxnpxn | x1, x2, ..., xn1q 
» xn
8
fnpxn | x1, x2, ..., xn1qdxn
(A.7)
and as in Equation A.2, we can equate:
Φpu1q  Fx1px1q
Φpu2q  Fx2px2 | x1q
Φpu3q  Fx3px3 | x1, x2q
...
Φpunq  Fxnpxn | x1, x2, ..., xn1q
(A.8)
Having these CDFs facilitates the transformation to standard normal space (Rosenblatt transfor-
mation [Rosenblatt, 1952]):
u1  Φ1 rFx1px1qs
u2  Φ1 rFx2px2 | x1qs
u3  Φ1 rFx3px3 | x1, x2qs
...
un  Φ1 rFxnpxn | x1, x2, ..., xn1qs
(A.9)
Generally the Rosenblatt transformation can only be used for low dimension, analytically known
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probability density functions. The Rosenblatt transformations rely on having known conditional
probability density functions of the random variables, which is not always possible. Even though
Rosenblatt transformation has advantages (such as being an exact transformation), it may not be
widely applicable to practical engineering problems due to following reasons. First, the joint PDF
or conditional CDFs should be available for all variables to estimate the probability of failure,
which is often too expensive or difficult or impossible to obtain in industrial applications where
the marginal CDF and covariance are more commonly available. Also, when the distribution
types of input variables are mixed, i.e., some of the variables are lognormal and others are Weibull,
it is not possible to explicitly express the joint PDF in a mathematical formulation[Noh et al.,
2007].
Nataf transformation originates from the need to include dependency when the available infor-
mation (e.g. from sample sets of data) is limited to the marginal distributions tFXi , i  1, ..., nu
and the linear correlation matrixR, but full joint distributions are not known. The Nataf transfor-
mation uses the Gaussian Copula to transform correlated input variables into correlated standard
normal variables and linear transformation to transform correlated standard normal variables into
independent standard normal variables. As in the case of correlated Gaussian random variables,
the first step is to transform the variables from the physical space of the standard normal Z-space,
where zi variables are correlated:
xi Ñ zi : zi  Φ1 rFXipxiqs (A.10)
a general expression of a bivariate standard normal density function:
φpxi, xjq  1
2pi
b
1 ρ2i,j
exp
#
 12p1 ρ2i,jq

z2i  2ρi,jzizj   z2j
+
(A.11)
A linear correlation coefficient expressed in terms of expectations:
ρi,j  COV rZi, Zjsb
σ2i σ
2
j
(A.12)
In terms of expectations, the COV rZi, Zjs, σ2i , σ2j :
COV rZi, Zjs  E rpZi  E rZisq pZj  E rZjsqs
 E rZiZjs  E rZisE rZjs
(A.13)
σ2i  E

pZi  E rZisq2

 E Z2i  E rZis2 (A.14)
σ2j  E

pZj  E rZjsq2

 E Z2j  E rZjs2 (A.15)
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substituting A.14 and A.15 into A.13:
ρi,j  E rZiZjs  E rZisE rZjsb
E

Z2i
 E rZis2
c
E

Z2j

 E rZjs2
(A.16)
Or Zi and Zj are standard normal random variables with zero mean (E rZis  1 and E rZjs  1)
and unit variance (
b
E

Z2i
 E rZis2  1 and
c
E

Z2j

 E rZjs2  1), hence Equation A.16
becomes:
ρi,j  E rZiZjs (A.17)
The Nataf assumption is that the random variables zi and zj are jointly normally distributed
(Gaussian Copula) with correlation matrix R0. In general R0  R and they are related as
follows:
ρi,j  E rZiZjs

»  8
8
»  8
8
zizjφ pzi, zj , ρ0,i,jq dzidzj
(A.18)
where φ pzi, zj , ρ0,i,jq defined in equation A.12.
Finally, Z are transformed to U :
Z Ñ U : U  L10 Z (A.19)
where L0 is the Cholesky decomposition ofR10 . An advantage (and a disadvantage) of Nataf
transformation is that it involves a Gaussian Copula that can generate a joint CDF for various
types of correlated input variables based on limited information. However, it cannot be used for
input variables with non-Gaussian joint distribution. One limitation of the Nataf transformation
is the need to compute the elements ofR0 which is difficult because it involves the resolution of
a double integral in Equation A.18, and the second limitation is that there is no guarantee the
resulting R0 will be symmetric and positive definite [Noh et al., 2007]. [Lebrun and Dutfoy,
2009a] indicates that for certain choices of the marginal distributions - following the Frechet-
Hoeffding theorem - Equation A.18 might not have a solution. However, since the iterative process
is very tedious and unknowns are within the double integral, an approximation to Equation A.18
has been proposed:
ρ0,i,j  Bi,jρi,j (A.20)
where Bi,j is approximated by a polynomial:
Bi,j  a  bVi  CV 2i   dρi,j   eρ2i,j   fρi,jVi   gVj   hV 2j   kρi,jVj   lViVj (A.21)
where Vi and Vj are the coefficients of variation of zi and zj , and the coefficients are constants
dependent on the type of the marginal distributions of the input random variables and are given in
references such as [Liu and Der Kiureghian, 1986], [Der Kiureghian and Liu, 1986] and[Ditlevsen
and Madsen, 2007].
Nataf transformation transforms the original variables into the correlated standard normal vari-
ables using Gaussian Copula, and then transforms correlated standard normal variables to
independent standard normal variables using linear transformation that is the same as Rosenblatt
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transformation for correlated normal variables. [Noh et al., 2009] proposes that for non-Gaussian
joint distributions, once a Copula which captures the data is selected, the Rosenblatt transforma-
tion can be used to transform to the standard normal joint distribution. Also [Lebrun and Dutfoy,
2009b] proposed to extend the Nataf transformation to cover non-Gaussian jointly distributed
random variables. That said, a non-Gaussian Copula which provides best fit to the data needs
to be selected. proposes a generalization of the Nataf transformation to any random vector X
which Copula is elliptical and not necessarily Gaussian.
– 145 –

B Truncating probability density func-
tions
Informally, the truncated normal probability density function is defined in two steps. We choose
a general normal PDF by specifying parameters µ and σ2, and then a truncation range (a, b). The
PDF associated with the general normal distribution is modified by setting values outside the
range to zero, and uniformly scaling the values inside the range so that the total integral is 1.
A truncated distribution represents the distribution obtained by truncating the values of dist to
lie between and. Let X be a discrete (continuous) random variable and denote its probability
function and probability mass (density) function by F(x) and f(x), respectively. If the distribution
is truncated so that only the values in X are observed, then the probability mass (density) function
of the truncated random variable is given by:
f px| X P X q  1 tx P X u fpxq
F px P X q (B.1)
We can have four cases:
• The non-truncated case  inf  a, b  inf
• The lower truncated case  inf   a, b  inf
• The upper truncated case  inf  a, b   inf
• The doubly truncated case  inf   a, b   inf
There are several ways to sample from a truncated distribution:
The inverse of the truncated distribution is known: If the the inverse of the truncated distri-
bution has a closed form or can be computed numerically, then we can sample from a truncated
distribution by x  F1puq where F is the cumulative function of the truncated distribution and
u | Uniformp0, 1q.
The truncation range is wide (i.e. 5σ): If the inverse of the truncated distribution F1 is
expensive to evaluate or cannot be determined, and the truncation range is wide (i.e. on the order
of 5σ), an alternative approach is to sample from the original (un-truncated distribution), and
impose the truncation interval by rejection. The wide truncation range would ensure a large
acceptance rate of the samples. The pseudo-code reads:
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while true do
sample u  Uniformr0, 1s
x  F1puq
if x P ra, bs then
accept
else
reject
end if
end while
return x
Further methods are expanded in [Arul and Iyer, 2013] where importance sampling and Marcov
chain Monte Carlo methods are described to sample truncated distributions , an inverse transform
sampling method is described in [Olver and Townsend, 2013] and Gibbs sampling of truncated
distributions are described in [Robert, 1995, Wilhelm and Manjunath, 2010].
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A simple iterative scheme is hereby described to search for u provided that the limit state
function is differentiable and is not highly non-linear [Haukaas, 2014]
1. set i  1
2. Select a starting point in the standard normal space, ui
3. Transform ui into the original physical space xi ui Ñ xi  T puiq1
4. evaluate the limit state function g pxiq
5. evaluate the gradient of the limit state function ∇g puiq 

Jpxi, uiq1
T ∇gpxiq, where
Jpxi,uiq1 is the inverse of the Jacobian matrix.
6. calculate an improved guess of the closest point on the hyperplane to the origin:
ui 1  ∇gpuiq∇gpuiq
Tui  gpuiq
∇gpuiqT∇gpuiq (C.1)
7. calculate the reliability index βi 1 (distance from trial point to origin): βi 1 
b
uTi 1ui 1
8. check for convergence according to |βi 1  βi|   e.
9. if convergence is reached, then stop. Else i  i  1 and restart at step 3.
Finally, the probability of failure in Equation 3.18 is approximated as:
pf  Φpβq (C.2)
Several algorithms (with tweaks and corrections to the β value) have been suggested to perform
this optimization process including the Hassofer-Lind-Rackwitz-Fiessler (HLRF) algorithm
which is a simple algorithm but could run into convergence and stability problems [Rackwitz and
Fiessler, 1978], later expanded by [Ditlevsen, 1981] to cover dependent variables. An improved
version of the same algorithm has been suggested by [Liu and Der Kiureghian, 1991], [Zhang
and Der Kiureghian, 1995] where a merit function is introduced to adjust the search direction.
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Further optimization algorithms have been proposed by [Abdo and Rackwitz, 1991], [Lee et al.,
2002] and [Haukaas and Der Kiureghian, 2006], and [Jiang et al., 2014].
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D A simple example of load and resis-
tance uncertainty
In this chapter the derivation of partial safety factors corresponding to a target reliability index is
presented. In this simple example, the load and resistance are both assumed to follow the normal
distribution:
Load: L  NpµL, σLq
Resistance: R  NpµR, σRq
The safety margin or Limit State Function (LSF) is given as G  R L. The reliability index
of the system defined by M should thus have a reliability index β ¥ β, where β is the target
reliability index.
Since L and R are normally distributed, then G is also normally distributed with G  NpµR 
µL,
a
σ2L   σ2Rq. Hence, by definition:
β  µL  µRa
σ2L   σ2R
(D.1)
Furthermore, we strive to have the reliability of the system higher or equal to the target reliability,
β ¥ β, then
β  µR  µLa
σ2R   σ2L
¥ β (D.2)
This is reformulated as:
µR  µL ¥ β
b
σ2R   σ2L (D.3)
Through a substitution, one can write:
µR  µL ¥
a
σ2R   σ2La
σ2R   σ2L
β
b
σ2R   σ2L


σ2R   σ2La
σ2R   σ2L

β


σRa
σ2R   σ2L
σR   σLa
σ2R   σ2L
σL

β
 pαRσR   αLσLqβ
(D.4)
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where αR  σR?
σ2R σ
2
L
and αL  σL?
σ2R σ
2
L
are known as the sensitivity factors. Furthermore, we
substitute the coefficients of variation COVR  σRµR and COVL 
σL
µL
in Equation D.4:
µR  µL ¥ pαRµRCOVR   αLµLCOVLqβ (D.5)
By separating the terms related to the load and resistance, Equation D.5 can be written as:
µR p1 αRCOVRβq ¥ µL p1  αLCOVLβq (D.6)
Let Rc and Lc be the characteristic resistance and load levels respectively. Since the resistance R
and the load L are normally distributed, then Rc and Lc can be written as:
Rc  µR  kRσR  Rc  µR p1 kRCOVRq
Lc  µL   kLσL  Lc  µL p1  kLCOVLq
(D.7)
Where for instance1 kR  Φ1p0.05q and kL  Φ1p0.98q. Φ is the standard normal cumulative
distribution. Substituting Equation D.7 into D.6, we obtain:
Rc
p1 αRCOVRβq
p1 kRCOVRq ¥ Lc
p1  αLCOVLβq
p1  kLCOVLq (D.8)
Consequently, the resistance and load partial safety factors (γR and γL) consistent with the target
reliability index β are:
γR  p1 αRCOVRβ
q
p1 kRCOVRq
γL  p1  αLCOVLβ
q
p1  kLCOVLq
(D.9)
The method described above is the so called Load and Resistance Factor Design or LRFD for
short. The following example illustrates how the partial loads factor varies as a function of the
loads coefficient of variation and target reliability index β, based on the derivations presented
above. In this example both the resistance and load are assumed to follow the normal distribution
and the following values are used:
• COVR  0.10 (assumed to remain constant in this example)
• COVL is varied between 0.01 to 0.36 in 0.05 steps
• The target reliability index β is varied between 2.5 and 5
• kR  Φ1p0.05q and kL  Φ1p0.98q
Fig. D.1 shows how the loads safety factor γl varies as a function of the loads coefficient
of variation. One can intuitively observe how the loads safety factor increases for increasing
coefficient of variation for a given reliability index β; an increasing coefficient of variation
reflect an increased level of uncertainty. Furthermore, the safety factor increases for increasing
target reliability index, however the rate of change in the safety factor as a function of COVL is
significantly higher for high β compared to low β values.
The above derivation can be easily extended to log-normal distributions for the load and resistance
random variables. However, in case a additional random variables are used in the limit state
10.05 is the 5% quantile of the uncertain resistance level and 0.98 corresponds to the 98% quantile of the uncertain
load level. The quantile levels are arbitrary; however they are chosen in such a way that the reliability is less sensitive
to the assumed distributions. 5% quantile for resistance and 98% quantile for load and generally used.
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function, then no easy derivations are to be had and new methods are required as will be shown
below.
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Figure D.1: Plot of the partial load factor as a function of the coefficient of variation of the load random
variable, while the coefficient of variation of the resistance is maintained constant COVR  0.10.
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E Background of the partial load fac-
tors in the IEC61400-1 ed. 3 design
standard
Here we discuss the background and derivation of the safety factors in the IEC61400-1 design
standard edition 3. We also discuss some of the new developments in edition 4. The background
of the current IEC61400-1 ed. 3 partial safety factors for extreme loads is described by Tarp-
Johansen in ref [11]. A brief summary of [11] is hereby presented.
Stand-still loads on tower and foundation The general limit state function for a wind turbine
component is:
g  XRRpXq XSQpPw, Iq (E.1)
where RpXq is the load-bearing capacity model and SpPw, Iq is the load model dependent on
the mean wind pressure and the turbulence intensity. The load-bearing capacity and the load
model and statistical uncertainties are explicitly expressed in the limit state function by XR
and XS respectively. For the load the model and statistical uncertainties are divided into their
respective components. Xdyn is the uncertainty related to modelling of the dynamic response for
the wind turbine, such as damping ratios and eigenfrequencies. Xexp is the uncertainty related to
the modelling of the exposure such as the terrain roughness and the landscape topography. Xst
is taking the statistical uncertainty related to the limited amount of wind data into account and
Xaero is related to the uncertainty in assessment of the lift and drag coefficients. Xstr accounts
for the uncertainty related to the computation of stresses from the wind load. The uncertainty
Xsim accounts for the statistical uncertainty related to the limited number of simulations in order
to estimate the extreme load effect. The general limit state function becomes:
g  XRRpXq XdynXexpXstXaeroXstrXsimSpPw, Iq (E.2)
Where, R is the load bearing capacity model, S is the load model, Pw is the mean wind pressure
model and I is the turbulence intensity model. The above approach is general for all limit states;
it can thus be developed to express ultimate stand-still loading as well as ultimate operational
loading conditions on steel towers, steel and reinforced concrete foundations and fibre reinforced
polymers blades. Tarp-Johansen writes the design equation for a tower in stand-still load as:
σc
γm
 γfCinfqc  γfCinfpw,c p1  2kpIcCampq (E.3)
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Where σc is the characteristic material strength, Cinf is the influence factor and pw,c is the
characteristic mean wind pressure. Based on the design equation, the limit state function of the
tower in ultimate stand still load is:
g  XRΣ CinfPw p1  2kpICampqXS (E.4)
The reliability is the conjugate of the probability of failure:
Pf  P pg   0q
 P tXRΣ   CinfXSQu
 P tXRΣ   CinfPw p1  2kpICampXdynqXexpXstXaeroXstrXsimu
(E.5)
At this stage the value of Cinf from Equ. (14) is substituted in Equ. (16) giving:
Pf  P tγmγfXR Σ
σc
  Pw
pw,c
p1  2kpICampXdynq
1  2kpIcCamp XexpXstXaeroXstrXsimu
Now all is needed is to assess the product 2kpCamp in order to evaluate the probability of failure
(or reliability) for a given total safety factor γmγf . It turns out that the product 2kpCamp can be
assessed as follows:
η  mean response
extreme response
 pw,c
pw,c p1  2kpIcCampq 
1
1  2kpIcCamp
2kpCamp  1{η  1
Ic
Substituting Equ. (18) into Equ. (17) yields
Pf  P tγmγfXRΣ   Pw pη   p1 ηqIXdynqXexpXstXaeroXstrXsimu
Stand-still loads on the blades Tarp-Johansen writes the design equation for a blade in stand-
still load as:
σc
γm
 γf pCinf,qqc   Cinf,ggcq
 γf pCinfpw,c p1  2kpIcCampq   Cinf,ggcq
Based on the design equation the limit state function of the tower in ultimate stand still load is:
M  XRΣ pCinf,qPw p1  2kpICampqXS   Cinf,gGq
Unlike a tower, the blade load safety factor γf depends on both gravity and aerodynamic loading.
Therefore a ratio of aerodynamic load to the total extreme load (including gravity) is defined as:
ξ  extreme response gravity response
extreme response
 Cinf,qqc
Cinf,qqc   Cinf,ggc
As in the case of the tower, Equ.(21) and (22) are expanded in the probability of failure equation
to yield
Pf  P tγmγfXRΣ   ξPw pη   p1 ηq IXdynqXexpXstXaeroXstrXsim   p1 ξqGu
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Normal operation on the tower, foundation and blades According to Tarp-Johansen, the
extreme load in normal production is composed of a mean wind pressure component, period load
(mainly gravitational component) and a stochastic load component (mainly due to turbulence).
During operation there are many repeated 10-min periods with the same mean wind speed; as a
result, the extreme load in normal operation is obtained by extrapolation. However, it is only the
stochastic load component which is extrapolated because the mean wind pressure component is
assumed to be deterministic because the mean wind speed over a 10-min period is well defined
with no uncertainty. Tarp-Johansen writes the design equation in normal operation as:
σc
γm
 γf pCinf,pp  Cinf,tσqtc   Cinf,ggcq
Based on the design equation, the limit state function in normal operation is:
M  XRΣ ppCinf,pp  Cinf,tσqTXdynXextXstXsimqXexpXaeroXstr   Cinf,gGq
After some manipulations, the probability of failure becomes:
Pf  P tγmγfXRΣ   ξ pη   p1 ηqTXdynXextXstXsimqXexpXaeroXstr   p1 ξqGu
The nominal failure probability for structural design for extreme limit states for a reference period
of 1 year is pf ¤ 1.0  103. The corresponding target value for the reliability index is β ¥ 3.09.
Application of this target value assumes that the risk to human lives is negligible in case of failure
of a structural element. Given this derivation, Tarp-Johansen recommends a loads safety factor
not less than 1.35 satisfying a probability of failure of 1.0  103.
IEC61400-1 ed.4 chapter 7.6.6 Special partial safety factors Lower partial safety factors for
loads may be used where the magnitudes of loads have been established by measurement or by
analysis confirmed by measurement to a higher than normal degree of confidence. The values of
all partial safety factors used shall be stated in the design documentation.
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