Stationary equilibria of point vortices with arbitrary choice of circulations in a background flow are studied. Differential equations satisfied by generating polynomials of vortex configurations are derived. It is shown that these equations can be reduced to a single one. It is found that polynomials that are Wronskians of classical orthogonal polynomials solve the latter equation. As a consequence vortex equilibria at a certain choice of background flows can be described with the help of Wronskians of classical orthogonal polynomials.
Introduction
The model of point vortices describing motion of two-dimensional incompressible fluid is one of the most elegant models of fluid dynamics. The motion of M point vortices with circulations (or strengths) Γ 1 , . . . , Γ M at positions z 1 , . . . , z M in zero background flow is governed by the Helmholtz's equations
where the prime means that the case j = k is excluded and the symbol * stands for complex conjugation. This system induces complicated dynamics and is not integrable in the case M > 3. Nevertheless some particular "motions" including stationary, translating, and rotating equilibria are successfully studied [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . A convenient approach applicable to such types of motion is the so-called "polynomial method" [2] . According to this method polynomials with roots at vortex positions are introduced. This approach provides quite unexpected connection between dynamics of point vortices and the theory of classical and nonlinear special polynomials [2, 12, 13, [15] [16] [17] [18] . For example, the generating polynomial of M identical point vortices on a line in rotating relative equilibrium is essentially the Mth Hermite polynomial.
In 1964 Tkachenko obtained a differential equation satisfied by generating polynomials of stationary vortex arrangements with equal in absolute value circulations [19] . Now this equation is known as the Tkacheno equation. Later a generalization of the Tkachenko equation to the uniformly translating case was derived (for details see [1, 2, 6] ). Again the latter equation describes translating equilibria of point vortices with equal in absolute value circulations. In recent work [14] it is shown that equations for generating polynomials of vortex arrangements with arbitrary choice of circulations can be reduced to the Tkachenko equation in the completely stationary case and to the generalization of the the Tkachenko equation equation in the uniformly translating case. It turns out that the Adler -Moser polynomials [15] , a famous sequence of polynomials, which generates polynomial solutions to the Tkachenko equation, provide not unique polynomial solutions of the latter equation. Some examples of alternative polynomial solutions are given in [14] . In this article we study stationary equilibria of multivortex systems in a background flow. We derive differential equations satisfied by generating polynomials of vortices and reduce these equation to a simple form. We apply an approach suggested in [14] . Our aim is to show that vortex equilibria at a certain choice of background flows can be described with the help of polynomials that are Wronskians of classical orthogonal polynomials. These results provide additional link between the vortex theory and the the theory of classical orthogonal polynomials. We use the technic of Darboux transformations, for more details see [15, 20, 21] .
This article is organized as follows. In section 2 we construct sequences of Darboux transformations for a second order linear differential equation and study in details the cases corresponding to the families of classical orthogonal polynomials. In section 3 we consider stationary equilibrium of point vortices in a background flow and derive differential equations satisfied by generating polynomials of vortex configurations. We give background flows in explicit form for such cases that involve Wronskians of classical orthogonal polynomials. In addition in section 3 we construct reductions of the differential equations satisfied by generating polynomials to a simple one. In section 4 we study polynomial solutions of the latter equation and present several explicit examples.
Darboux transformations for classical orthogonal polynomials
The systems of classical orthogonal polynomials can be constructed as polynomial solutions of the following second order linear differential equation
In this expression σ(z) is a polynomial of the degree at most two, τ (z) is a polynomial of the degree at most one, and λ is a real constant. First of all we shall consider a more general second order equation
with σ(z), τ (z), u(z) being sufficiently smooth functions. Let us denote a nontrivial solution of equation (2) with the parameter λ = λ 1 as ψ 1 . Theorem 2.1. For any solution ψ of equation (2) the Darboux transformatioñ
gives a solution of the following equation
where the functions τ 1 (z), u 1 (z) are given by
Proof. We introduce the second order operators L and L 1 according to the rules
and rewrite equations (2), (4) in the following way
Substituting the transformation (3), which we rewrite in the form
into the second equation in (7) and using the first equation in (7), we obtain the relation
Expression (9) is a first order polynomial in ψ zz , ψ z , ψ. Setting to zero coefficients at ψ zz , ψ z yield relations (5) for the functions τ 1 (z), u 1 (z) accordingly. Using these relations and the equation for the function ψ 1 , we see that the coefficient at ψ in expression (9) vanishes. This completes the proof. Further we note that the Darboux transformation (3) can be iterated. As a result we obtain the following theorem.
Theorem 2.2. Let ψ 1 , . . ., ψ k be nontrivial solutions of equation (2) with pairwise different values of the parameter λ: λ 1 , . . ., λ k . Then the Darboux transformatioñ
gives a solution of the equation
whenever the function ψ solves equation (2) . In this expressions W def = W [ψ 1 , . . . , ψ k ] is the Wronskian of the functions ψ 1 , . . ., ψ k and
Proof. Applying k times the Darboux transformations to a solution ψ of equation (2), we see that the functioñ
satisfies equation (11) with τ k (z), u k (z) given by
We note that at the n th step, n = 1, . . ., k we use the Darboux transformation build on the basis of the function f n . Thus we obtain the set of the functions
From our construction it follows that the functions ψ 1 , . . ., ψ n provide n linearly independent solutions of the n th order linear differential equation
Further we rewrite this equation in explicit form
Substituting the functions ψ 1 , . . ., ψ n into equation (17), we get the system of linear algebraic equations with respect to the coefficients m 0 , . . ., m n−1
Solving this system with the help of the Kramer's rule yields
where the determinant W l is obtained by replacing the l th column of the Wronskian W [ψ 1 , . . . , ψ n ] by the column of the functions D n ψ 1 , . . ., D n ψ n . Consequently, we see that the operator M n acts on any function w as
Now we return to Darboux transformation (13) . It follows from relation (20) that transformation (13) is given by (10) . Expressions (14) are obtained by induction applying k times formulae (5) . It remains to find the product f 1 . . . f k . Using expressions (15), (16), (20), we obtain
Substituting relation (21) into expressions (14), we see that the function (10) is a solution of equation (11) provided that conditions (12) hold. Now let us apply theorem 2.2 to the equation for classical orthogonal polynomials (see (1)). Suppose p i 1 , . . ., p i k , p i k+1 are classical orthogonal polynomials satisfying equation (1) with pairwise different values of the parameter λ: λ i 1 . . ., λ i k , λ i k+1 . Then the polynomials
solve the bilinear equation
This result is obtained substitutingψ = P/Q, u(z) = 0, and expressions (12) with W = Q(z) into equation (11), where we set λ = λ i k+1 . Further finding the highest powers of Wronskians, we obtain the degrees of the polynomials
where i l is the degree of the polynomial p i l . In the next section our aim is to show that equation (23) can be obtained in the framework of the vortex theory.
Point vortices in a background flow
The motion of a multivortex system in a background flow w(z) is described by the Helmholtz's equations with additional term
In what follows we take the background flow in the form
where R(z) is a polynomial of degree at most two and U(z) is a polynomial of degree at most one. We exclude the case when R(z k 0 ) = 0 unless z = z k 0 is a simple root of the polynomial R(z) and U(z k 0 ) + Γ k 0 R z (z k 0 )/2 = 0. Let us subdivide the vortices into groups according to the values of their circulations Γ j , j = 1, . . . , N. In other words, we suppose that there are N different values of circulations in the arrangements we study. By a
we denote the positions of the vortices with circulation Γ j . Therefore, we have M = l 1 + . . . + l N . Let us introduce the polynomials
with roots at the vortex positions. We shall consider the stationary case, this yields dz * k /dt = 0. From equations (25) we find the system of algebraic relations
where the case (j 0 , i 0 ) = (j, i) in summation is excluded. Using properties of the logarithmic derivative, we obtain the following equalities
Now let z tend to one of the roots a = a
of the polynomial P j 0 (z). Calculating the limit z → a in the expression for P j 0 ,zz yields
Using equalities (28), (29), we get the conditions
which are valid for any root a = a
Further we see that the polynomial
being of degree M + max{deg R, deg U + 1} − 2 possesses the same roots as the polynomial P 1 (z) × . . . × P N (z). Thus we find the equation
where the constant C is obtained setting to zero the coefficient at z 0 in the Laurent expansion of the left-hand side in the relation (33):
Further following an approach suggested in the article [14] , we introduce new functionsP (z),Q(z) according to the rules
Using the equalities
we get the differential equation for the functionsP (z) andQ(z) of the form
Note that this equation can be rewritten in the bilinear form as
IfP ,Q in (38) are polynomials, then for the constant C we obtain
Thus we see that stationary equilibria of point vortices with circulations Γ 1 , . . ., Γ N in the background flow given by (26) can be described with the help of equation (38). Suppose we have found a solution of equation (38) in the form (35), then a vortex with circulation Γ j is situated at the point z = z 0 whenever the functionP (z) has a "root" of "multiplicity" Γ j (Γ j + 1)/2 at the point z = z 0 and the functionQ(z) has a "root" of "multiplicity" Γ j (Γ j −1)/2 at the point z = z 0 . The circulation is calculated as the difference of the corresponding "multiplicities". We say that the function f (z) has a "root" of "multiplicity" k at the point 
with no common and multiple roots. The amount of vortices in such an arrangement is equal to M = l
. We see that stationary equilibria of this multivortex system in the background flow (26) can be described in terms of the functions
which satisfy equation (38). Along with this we can consider the polynomials of the form
and conclude that these polynomials satisfy the equation
From expression (39) it follows that
Now recalling the results of section 2, we obtain that equation (38) coincides with equation (23) provided that
andP (z) = P (z),Q(z) = Q(z). By direct calculations we verify that the coefficient atPQ in (38) coincides with the coefficient at P Q in (23) whenever relation (45) is valid. Consequently, the polynomials
where p i 1 , . . . , p i k+1 are pairwise different classical orthogonal polynomials, solve equation (38) provided that relations (45) hold.
4 Hermite, Laguerre, and Jacobi polynomials in the framework of the vortex theory
In this section we study polynomial solutions of equation (38) and give several explicit examples. We begin with the theorem. Theorem 4.1. Suppose a pair of polynomialsP (z),Q(z) satisfy equation (38) and z = z 0 is such a point in the complex plane that R(z 0 ) = 0; then the following statements are valid:
1. If the point z 0 is a multiple root of one of the polynomialsP (z),Q(z), then it is also a root of another polynomial and the multiplicities of the root z 0 for the polynomialsP (z),Q(z) are two successive triangular numbers.
2. If the point z 0 is a common root of the polynomialsP (z),Q(z), then it is a multiple root of at least one of them and the multiplicities of the root z 0 for the polynomialsP (z),Q(z) are two successive triangular numbers.
Proof. In order to prove statements 1, 2 of the theorem we substitute the expressions
where h(z), g(z) are polynomials such that h(z 0 ) = 0, g(z 0 ) = 0 into equation (38) and find the Tailor series in a neighborhood of the point z 0 of the resulting relation. Setting to zero the coefficient at (z − z 0 ) r+s−2 , we obtain the algebraic equation
Thus we get the system
Solving this system yields
Analyzing expressions (50), we make sure that statements 1, 2 are valid. As a consequence of theorem 4.1 we see that any polynomial solutioñ P (z),Q(z) of equation (38) such that the polynomialsP (z),Q(z) do not have common roots with the polynomial R(z) describes equilibrium of point vortices in a background flow. Indeed, from theorem 4.1 it follows that the polynomial solution in question can be always presented in the form (35).
First of all let us study the case when one of the polynomials (P (z) or Q(z)) in (38) is a constant. SettingQ(z) = 1 in (38), we obtain the equation for the polynomialP (z)
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where the constant C is given by (39) with degQ = 0. The equation (51) coincides with the equation for classical orthogonal polynomials (see (1) 
where the constant C is given by (39) with degP = 0. This equation is exactly the equation for classical orthogonal polynomials (see (1)) if we take the polynomials R(z), U(z) in the form
Consequently from expression (35) it follows that the roots of any classical orthogonal polynomial give equilibrium positions of M = degQ point vortices with circulation −1 in background flow (26) with the polynomials U(z), R(z) given by (53).
Further recalling the results of section 2, we consider polynomials that solve equation (38) and are Wronskians of classical orthogonal polynomials. The sequence of Hermite polynomials satisfy the following second order differential equation
Thus, we have σ(z) = 1, τ (z) = −2z, λ n = 2n. The Hermite polynomials are orthogonal with respect to the weight function ̺(z) = exp(−z 2 ) on the real line (−∞, ∞). Using expressions (38), (45), we see that the equatioñ P zzQ − 2P zQz +PQ zz − 2z P zQ −PQ z + 2 degP − degQ PQ = 0.
(55) possesses polynomial solutions given by formula (46) with
Originally this result appeared in [21] . It is known that polynomials that Figure 2 : Roots of the polynomials {UG k (z)}.
are Wronskians of the Hermite polynomials also arise in the theory of the Painlevé equations and their higher order analogues [12, 22] . The sequence of Laguerre polynomials L (α) n (z) can be generated with the help of the following ordinary differential equation
Note that sometimes these polynomials are called the generalized Laguerre polynomials whenever α = 0, α > −1. In this case we get σ(z) = z, τ (z) = α + 1 − z, λ n = n. The Laguerre polynomials are orthogonal with respect to the weight function ̺(z) = z α exp(−z) on the real interval [0, ∞). By means Table 2 : Polynomials {UG k (z)}. Figure 3 : Roots of the polynomials {LG k (z)}.
Classical polynomials orthogonal on a finite interval, which is usually taken as the real interval [−1, 1], are the Jacobi polynomials P (α,β) n (z) and their partial cases including the Chebyshev polynomials of the first kind T n (z) and of the second kind U n (z), the Gegenbauer polynomials C (λ) n (z), and the Legendre polynomials P n (z). The Jacobi polynomials satisfy the following second order equation 
Consequently, we have σ(z) = 1 − z 2 , τ (z) = β − α − (α + β + 2)z, λ n = n(n + α + β + 1). Note that the Jacobi polynomials are orthogonal with LG k (z) = ω k W [P 1 , P 4 , . . . , P 3k−2 ], k ∈ N.
Two neighbor polynomials from this sequenceP (z) = LG k+1 (z),Q(z) =
LG k (z), satisfy equation (61) with α = β = 0. In expression (64) we take the constant ω k in such a way that the corresponding polynomial is monic. By means of relation (24) we derive the degree of the polynomial LG k (z)
Several polynomials LG k (z) in explicit form are presented in table 3. The roots of the polynomials LG k (z) form highly regular structures in the complex plane. Several examples are given in figure 3 . Finally, we would like to mention that our investigation establishes an additional connection between the point vortex theory and the theory of classical orthogonal polynomials. We hope that our results will be useful in further studying of point vortex equilibria.
Conclusion
In this article we have studied the problem of finding stationary configurations of point vortices with generic choice of circulations in a background flow. We have found differential equations satisfied by generating polynomials of vortex arrangements and have shown that these equations can be reduced to a single one. We have studied the latter equation and have derived polynomial solutions expressed as Wronskians of classical orthogonal polynomials. This result was obtained with the help of an approach based on the technique of Darboux transformation. In details we considered several examples involving Hermite, Laguerre, Chebyshev, and Legendre polynomials.
