We study spectral properties of a class of block 2 × 2 matrices that arise in the solution of saddle point problems. These matrices are obtained by a sign change in the second block equation of the symmetric saddle point linear system. We give conditions for having a (positive) real spectrum and for ensuring diagonalizability of the matrix. In particular, we show that these properties hold for the discrete Stokes operator, and we discuss the implications of our characterization for augmented Lagrangian formulations, for Krylov subspace solvers and for certain types of preconditioners.
where A ∈ R n×n is symmetric positive definite (SPD), B ∈ R m×n with m ≤ n, and C ∈ R m×m is symmetric positive semidefinite (possibly C 
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is positive semidefinite. Together with the assumption that ker(C)∩ker(B T ) = {0}, this in turn implies that all the eigenvalues of M − have positive real part [6, 28] ; thus, M − is a positive stable matrix. Matrices of the form (1.1) frequently occur in the solution of saddle point problems; these include e.g. mixed finite element formulations of elliptic PDEs, fluid dynamics and constrained optimization problems, and so forth; see [7] for an extensive survey. We will also consider the case of A symmetric positive semidefinite, which arises in many applications. Although the symmetric form M + is generally preferred, there are situations where it is of interest to consider the nonsymmetric form M − instead. One such reason is that the nonsymmetric form permits the use of special preconditioners which are not natural for the symmetric form; see [5, 6] . Another reason, which is the main motivation for our present work, is that in some cases the eigenvalues of M − turn out to be all real (and, of course, positive). When M − is diagonalizable, this implies the existence of a nonstandard inner product on R n+m with respect to which M − is symmetric positive definite. As we shall see, these properties may always be obtained, at least in principle, using appropriate scalings or by means of augmented Lagrangian techniques. Our theory also provides a general framework for the analysis of certain preconditioners for saddle point problems.
Analysis of the eigenvalues
We consider the problem
We make the general assumption that A and C are symmetric. Later we will also require that A be positive definite and C be positive semidefinite. The spectral properties of the problem above have been studied in [12] for A = ηI n (η > 0) and C = O and in [28] for C = O. The results given here are more general and complete; for instance, our conditions for the reality of the spectrum do not appear to have been given before. In the sequel we will consider the following two block equations, equivalent to (2.1),
Note that the problem above can be equivalently written as
4) a generalized eigenproblem for the symmetric pencil (M + , J ).
In the following, we will say that two vectors x, y ∈ C n+m are J -orthogonal if x * J y = 0, i.e., if they are orthogonal with respect to the indefinite inner product associated with J . Here and elsewhere in the paper, x * denotes the conjugate transpose of vector x.
General results on the eigenvalues of M −
In this section we give some general conditions for the reality of the spectrum of M − , and on the number of non-real eigenvalues, if they exist. We first recall a key result for our analysis. This result is also important for an understanding of the eigenvector structure of M − . Recall that an eigenspace of a matrix is simple if its eigenvalues are, counting multiplicities, disjoint from the other eigenvalues of the matrix; see [31, p. 244 ]. The condition λ =η is satisfied by all complex eigenvalues with non-zero imaginary parts that are not conjugate of each other. Assuming that M − is diagonalizable, the theorem above implies that the eigenvectors of real distinct eigenvalues and of non-real, non-conjugate eigenvalues are all mutually J -orthogonal. Note that the theorem above does not require M − to be diagonalizable. However, here we make the assumption that M − is diagonalizable, in order to simplify our analysis. This assumptions is usually satisfied in the applications we are interested in. See also the discussion at the end of this subsection.
Denoting [u; v] an eigenvector corresponding to an eigenvalue with non-zero imaginary part, it can be easily seen that
. This property is equivalent to the following equality, which is important for our analysis:
(Here and throughout the paper, · denotes the Euclidean norm for vectors, and the induced norm for matrices.) The diagonalizability assumption ensures that eigenvectors corresponding to multiple real eigenvalues are not J -neutral (cf. [17, p. 36] ). We start with a simple but significant result, which follows from letting v = 0 and then u = 0 in (2.2) and (2.3). We can now state a result on the number of non-real eigenvalues.
Proposition 2.3
Let A, C be symmetric. Then the matrix in (2.4) has at most 2m eigenvalues with non-zero imaginary part, counting conjugates.
, be the eigenvectors corresponding to the eigenvalues λ 1 , . . . , λ k with non-zero imaginary part, such that λ i =λ j (that is, no complex conjugates are included). We recall that
We prove the assertion by contradiction.
Therefore, a reduced QR factorization of U is given by U = Q u R with some Q u ∈ C n× having orthonormal columns. Hence
This is a contradiction, since the matrix [U ; V ] of eigenvectors is supposed to have full rank equal to k. Therefore, it must be k ≤ m, that is, there are at most m non-conjugate eigenvalues with non-zero imaginary part. The same proof can be carried out with the remaining (conjugate) eigenpairs, completing the proof.
The previous result can also be obtained as a consequence of Corollary S5.2 in [16, p. 378] . Our proof, however, is more self-contained.
The following proposition states necessary and sufficient conditions for β to be an eigenvalue of M − in the practically important case C = β I m ; see, e.g., [3, p. 398 ]. Its proof is straighthforward and can be omitted. Next, we give our main result of this section: conditions for having only real eigenvalues in the case when C = β I m , with β ≥ 0. 
Proof If λ = β > 0 then λ is real. For C = β I m and λ = β, we use the equation in (2.3) to get v = −Bu/(λ − β), and substitute v into (2.2). After rearranging terms, we obtain
For u = 0, multiplying from the left by u * yields the following quadratic equation in λ with real coefficients,
The two solutions are given by
Therefore, the two roots are real if and only if (2.6) holds.
The condition in Proposition 2.5 can be rewritten as
, the condition of Proposition 2.5 is satisfied, since
We have thus proved the following result. The reality condition in the foregoing corollary can be restated as λ min (A) ≥ 4 λ max (B A −1 B T ) + 3 β; for β = 0, it can also be expressed as λ min (A) ≥ 4 S .
We also note that the condition is sufficient, but not necessary. For instance, the matrix
has real spectrum but does not satisfy the condition. The results of Proposition 2.5 and of Corollary 2.6 can be generalized to matrices of the form This class of matrices includes the case where B 1 = B and B 2 = τ B, with τ > 0. Note that for τ < 0 the matrix M would be the product of two symmetric matrices, one of which (diagonal) positive definite, so that all eigenvalues would be real. As a special case consider the parametrized family of matrices
Moreover, all eigenvalues are real if
Assuming A is SPD, we can define
.
Then τ * > 0, and M(τ ) has all the eigenvalues real for τ ∈ (−∞, τ * ]. Moreover, the symmetrically scaled matrix
has all the eigenvalues positive and real for 0 < τ ≤ τ * . Our sufficient condition for the reality of the spectrum can be further extended to generalized eigenvalue problems of the type
where K , H are real symmetric and positive definite. This will be useful when we discuss applications to preconditioning.
Remark 2.8
For A semidefinite and singular, non-real eigenvalues should be expected regardless of B (as long as B = O). For example, the matrix
has non-real eigenvalues for all ε = 0. The situation may be different if C is allowed to be nonzero. For instance, the spectrum of the matrix
Remark 2.9 When C = O, a purely real spectrum may also be obtained by the classical augmented Lagrangian approach [13] . In this approach the original system is replaced by an equivalent one with coefficient matrix
where µ > 0 is a parameter. Here we assume that A is positive semidefinite, and B has full row rank with ker(A) ∩ ker(B) = {0}. Note that A + µB T B is symmetric positive definite for all µ > 0. The condition for the reality of the eigenvalues can always be satisfied by taking µ sufficiently large. Indeed, the largest eigenvalue of
The choice of an "optimal" value of µ requires a delicate balancing act between the conditioning properties of the (1,1) block in (2.10) and the rate of convergence of iterative solvers applied to the whole system (2.10). We refer the reader to [13] for details; see also [18] for a recent study.
Remark 2.10
In [8] , the authors show how to derive preconditioned saddle point matrices with a positive real spectrum and identify a nonstandard inner product relative to which these preconditioned matrices are self-adjoint and positive definite. Our results show that under certain conditions, no preconditioning is necessary to obtain a positive real spectrum. Of course, preconditioning is usually necessary in practice in order to achieve rapid convergence of Krylov subspace methods.
It may happen that the symmetric matrix A has multiple eigenvalues. Next, we show that this property is partially inherited by the matrix M − . 
Proposition 2.11 Assume that B has full rank and that M
be an eigenvector of M − satisfying Bu = 0, v = 0 and let Z be a matrix with orthonormal columns spanning the null space of B, so that u = Zd for some vector d. Then from (2.2) we obtain Au = λu with u = Zd. We have
and its null space has dimension equal to dim(ker(Q
Since the matrix is symmetric, the corresponding vectors d can be taken to be orthogonal, so that u = Zd will also be orthogonal. If range(B) does not include an eigenvector of A not associated with
The proof above shows that multiple eigenvalues equal to µ may arise if there are eigenvectors of M − of the form [u; 0], with Bu = 0; cf. Proposition 2.2.
The result of Proposition 2.11 is a significant generalization of Lemma 2.2 (ii) in [12] .
Bounds for the eigenvalues of M −
In this section we derive some simple bounds for the eigenvalues of M − . 12) so that either
Proposition 2.12 Assume A = A T is positive definite, C = C T is positive semidefinite, and B T has full rank. Let (λ, [u; v]) be an eigenpair of (2.4) with
[u; v] = 1. Then 1. If (λ) = 0 then u 2 = 1 2 = v 2 and (λ) = 1 2 u * Au u * u + v * Cv v * v , (2.11) so that 1 2 (λ min (A) + λ min (C)) ≤ (λ) ≤ 1 2 (λ max (A) + λ max (C)), | (λ)| ≤ σ max (B). 2. If (λ) = 0 then λ = u * Au + v * Cv u * u + v * v ,(2.2 min{λ min (A), λ min (C)} ≤ λ ≤ max{λ max (A), λ max (C)}, (2.13) (case v = 0), or λ min (A) ≤ λ ≤ λ max (A) (case v = 0).
The same result holds if B T is rank deficient with C positive definite on ker(B T ).
Proof A straightforward application of Bendixsons' Theorem [20, p. 69] , shows that for any eigenvalue λ of M − , the following bounds on the real and imaginary part of λ hold:
Note that these bounds hold for any A = A T , C = C T , and B. Consider now the equations in (2.2) and (2.3). We note that it cannot be that u = 0, otherwise, since B T has full rank, the first equation would give v = 0, which cannot be true. (If B T is rank deficient, then u = 0 implies that λ is a nonzero eigenvalue of C.) We can thus assume u = 0. For v = 0, Proposition 2.2 applies, therefore λ ∈ R.
The real part yields λ 1 = u * Au + v * Cv, which proves the result for the real part of the eigenvalue, since u 2 + v 2 = 1. In particular, for λ 2 = 0, it also holds u 2 = v 2 = 1 2 . Remark 2.13 For C = O, complex eigenvalues can be further bounded (cf. [28] ). The property u = v together with −Bu = λv, yields
We note that when the eigenvalues are all real and positive, it becomes possible to use the Chebyschev algorithm instead of a symmetric Krylov solver applied to M + or a nonsymmetric Krylov solver applied to M − . This may be advantageous on parallel architectures, since the Chebyschev algorithm does not require inner products, a communication-intensive operation. In order to use the Chebyschev algorithm effectively, estimates of the smallest and largest eigenvalues are needed:
Upper bounds are not difficult to obtain, but lower bounds may be more problematic. Proposition 2.12 may be useful to derive bounds; note, however, that when C = O the lower bound from part 2 of Proposition 2.12 is generally 0. A similar difficulty arises in eigenvalues estimates for M + , see [25] .
Working with a definite inner product
In this section we discuss conditions for the existence of an inner product in R n+m with respect to which M − with C = O is symmetric positive definite and therefore, in particular, diagonalizable. We also discuss the practical advantages of introducing a proper inner product for analyzing the convergence of Krylov subspace linear system solvers with M − .
Consider the symmetric matrix
It is immediate to verify that G M − = M T − G for any γ . The following result shows that under certain conditions G is positive definite, and therefore it defines the sought after inner product. 
If θ = γ then θ > 0. If θ = γ from the second equation we obtain y = (θ − γ ) −1 Bx. Note that it must be x = 0 for otherwise θ = γ . Substituting into the first block equation and multiplying by x T we obtain the following quadratic equation in θ :
whose (real) roots are
Clearly, θ + > 0, while
Dividing by
and setting
x, the condition (3.3) above can be rewritten as
We now set γ =
The condition (3.4) is satisfied, so that θ − > 0 and all the eigenvalues of G are positive. It follows from G M − = M T − G with G symmetric positive definite that
Therefore M − is similar to a symmetric matrix and thus is diagonalizable.
When A = ηI , the matrix G given above reduces to the one given in [12] . Note that the condition λ min (A) > 4λ max (B A −1 B T ) cannot be relaxed, in general. For example, the matrix
and therefore has real positive eigenvalues (both equal to 1). However, M − is not diagonalizable. We also stress that the condition of Proposition 3.1 is sufficient but not necessary; as an example, the matrix in (2.7) has real and positive eigenvalues, is diagonalizable, but it does not satisfy the condition λ min (A) > 4λ max (B A −1 B T ) .
Again, a diagonalizable matrix can always be obtained by using the augmented Lagrangian approach with µ > 0 sufficiently large. Incidentally, we note that the condition number of the matrix of eigenvectors of (2.10) tends to 1 as µ → ∞. Indeed, the eigenvectors of (2.10) tend to those of a symmetric matrix as µ → ∞, and thus become orthogonal in the limit.
Under the hypotheses of the previous proposition, we can estimate the condition number of the positive definite matrix G in terms of the positive definiteness condition. 
Proof Let θ > 0 be an eigenvalue of G and set λ min = λ min (A), λ max = λ max (A) for short. From (3.2) we obtain
For the lower bound, using (3.1) and dividing by x T Ax we obtain
The right-hand side in (3.6) can be bounded from above as θ + γ 2 x T x x T Ax ≤ θ + γ 2 /λ min = θ + 1/4λ min , while using ρ > 0 the left-hand side of (3.6) can be estimated from below as θ 2 x T x
Collecting the two estimates for the equality above and recalling that 1/4λ min = 1/2γ yields
This result provides the lower bound for θ , from which the final result follows. The approximation in (3.5) holds for κ(A) large.
Let us now assume that the conditions of Proposition 3.1 are satisfied so that G is SPD and M − is diagonalizable with real, positive eigenvalues. Let , X be the eigenvalue and eigenvector matrices of M − , respectively. Then we have
Since G is SPD and M T − G is symmetric, with diagonal and positive, the columns of X are G-orthogonal, that is it holds X T G X = D with D diagonal and positive definite. In particular, we have X −T = G X D −1 .
We want to characterize the role of G in the convergence of Krylov subspace solvers applied to linear systems of type M − z = b. We start by observing that G 1 2 X D −1 X T G 1 2 = I n , so that, for any vector w ∈ R n+m we have 
Therefore, the convergence rate of the considered method can be completely analyzed either in terms of the G-inner product, or in terms of the conditioning of an appropriate SPD matrix G, together with the behavior of the polynomial p on the set of the (real) eigenvalues of M − ; we refer to [1] for more details on the relation between G-inner product and Euclidean inner product. The second bound in (3.8) should be compared with the classical bound r m ≤ X X −1 p( ) r 0 for general diagonalizable M − (see, e.g., [26] ), where the conditioning of the eigenvector matrix and its estimate play a crucial role in the sharpness of the convergence bound. Thanks to (3.7) we have been able to replace X X −1 with a more insightful quantity, the conditioning of G. If a good estimate of λ min (A) is available, then the Conjugate Gradient method may be employed for solving systems with M − by using the inner product defined by G (see, e.g., [2] ). Note that multiplications with G do not entail significant extra computational cost, since G can be written as G = M + −γ J (or G = J (M − −γ I )), and products with M + or M − are already available during the iteration.
In the absence of a definite inner product, Theorem 2.1 still ensures that the eigenvector matrix is J -orthogonal, that is
where S is block diagonal with 2 × 2 blocks. More precisely, the 2 × 2 blocks that are not diagonal are associated with complex conjugate eigenpairs (λ, x) and (λ,x), for which it holds x * J x = 0 andx * J x = 0. For real eigenvalues, the corresponding portion of S is diagonal with nonzero diagonal elements. This is the case also for multiple real eigenvalues, since we assume that M − is diagonalizable [17, p. 36] . Setting x = [u; v], x = 1, for real eigenvalues we define the quantity
If λ is a non-real eigenvalue, then u = v , and we define
Therefore, the matrix S has the following structure,
where at most m diagonal blocks S 1 , . . . , S m are associated with complex eigenvalues (cf. Proposition 2.3). Using (3.9), we have X −1 = S −1 X * J , therefore the condition number of X can be written as
Clearly, a possible ill-conditioning of X depends on S −1 , but may also depend on the dimension of the problem with X . Our (somewhat limited) numerical experience seemed to indicate that the problem dimension did not play a significant role. Nonetheless, a complete spectral analysis in the presence of nonreal eigenvalues remains to be done. Finally, a short-term recurrence method such as simplified QMR may be exploited by using either the J -symmetry or the G-symmetry of matrix M − [14] .
An example: the Stokes problem
In this section we use saddle point systems arising from the classical Stokes problem to illustrate our theory. Let ⊂ R d (d = 2, 3) be bounded and have a sufficiently smooth boundary . A fundamental problem in fluid mechanics is the so-called generalized Stokes problem [15, 32] :
Here f is a given external force field (like gravity), u denotes the velocity vector field, p is the pressure scalar field, and B represents some type of boundary operator (e.g., a trace operator for Dirichlet boundary conditions). The parameter α is zero for the steady-state Stokes problem, and proportional to 1/ t (where t is the time step) in the unsteady case when the time derivative u t is treated by implicit schemes, such as backward Euler. The constant ν > 0 represents viscosity; if α = 0, we can always rescale the problem and assume that ν = 1.
Div-stable discretizations of the Stokes system (such as MAC, or mixed finite element methods satisfying the LBB condition [10] ) lead to linear systems of equations of the form
Here A is positive definite and is a direct sum of d matrices of the form F = α M u + ν L, where M u is a (velocity) mass matrix (or a scaled identity for finite difference schemes like MAC) and L represents a discretization of the (negative) Laplacian. Moreover, B is a discrete divergence operator and B T a discrete gradient. Unless some additional condition is imposed on the pressure (e.g., p dx = 0), B T is rank deficient with a one-dimensional null space ker(B T ) = span{e}, where e is the vector of all ones. For unstable discretizations a stabilization term C is added, leading to a coefficient matrix of the form M + , with C positive semidefinite, C = O. Let us now consider the associated nonsymmetric matrix M − . Numerical experiments reveal that for a number of spatial discretizations of the generalized Stokes problem (under a variety of boundary conditions), the eigenvalues of M − are all real (and, of course, positive), provided that the viscosity ν is not too small. In particular, the eigenvalues are all real when α = 0 and ν = 1. Furthermore, M − is diagonalizable. Indeed, the matrix G described in section 3 is SPD and therefore a conjugate gradient-type method (i.e., a Krylov subspace method based on short recurrences) exists for this problem. 1 To our knowledge, such properties of the spectrum of M − have not been explicitly observed or proved before. Some analysis has been given in [28] , but neither the reality of the eigenvalues nor the diagonalizability property for the discrete Stokes problem were noted there.
The fact that M − is diagonalizable and has all the eigenvalues positive and real can be explained by applying the general results in sections 2.1 and 3. Consider for instance the case where
Assuming zero Dirichlet boundary conditions, the smallest eigenvalue of the (negative) Laplacian is given by λ min = 2π 2 ≈ 19.74. Therefore, for a sufficiently fine spatial discretization, the smallest eigenvalue of the (1,1) 
For the stationary Stokes problem we can take α = 0, ν = 1; for a div-stable discretization (like MAC) we have S ≈ 1 and the reality condition (with C = O) is clearly satisfied, since 19.74 > 4. For unstationary problems the reality condition will be satisfied subject to certain restrictions on α, ν. It is easy to see that for a fixed α, it is S ≈ ν −1 and the reality condition, for h sufficiently small, is α + 2νπ 2 ≥ 4ν −1 . (In practice, we found that the eigenvalues are all real even for the coarsest meshes, e.g., for h = 0.25.) The condition is certainly satisfied if ν ≥ √ 2/π ≈ 0.45. Also, for a fixed ν the eigenvalues will be all real provided that α is large enough, i.e., for sufficiently small time steps. Similar conclusions apply to the case C = β I m , β > 0 and in fact also for more general forms of the stabilization term. Under the hypotheses of Proposition 3.1, the convergence of Krylov subspace methods applied to the nonsymmetric formulation may be fully described in terms of the spectrum of M − and of G; cf. (3.8) and the discussion around it.
We also performed a few numerical experiments aimed at verifying the bound on κ(G) given in Corollary 3.2, and we found that the upper bound and its approximation are indeed pretty good estimates of the spectral condition number of G. The results are reported in the table below. For the sake of completeness, in the table we also report the number of GMRES and MINRES iterations to solve with M − and M + , respectively, for a final residual tolerance of 10 −6 . In practice, these iterations would be used with preconditioning.
Since we are only interested here in checking the goodness of our estimates, we do not consider preconditioning. The asymptotic rate of convergence of MINRES when applied to the considered Stokes problem with M + is known to be 1 − ch 3/2 (see [35, formula (5. 3)]), where h is the mesh size and c is a modest constant. This is confirmed by our experiments, that show a superlinear increase in the number of MINRES iterations. For the case of M − , the number of iterations becomes lower than for MINRES when refining the grid. Using (3.8), we can see that the GMRES minimum residual polynomial p satisfies
for some positive constant a, so that
This last quantity represents the asymptotic rate of convergence for the 2-norm of the residual in (3.8), since κ(G) 1/m → 1 as m → ∞. Clearly, we do not advocate using GMRES with M − for practical purposes, as sub-optimal but cheaper methods should be preferred; see the discussion in section 3. Nonetheless, the results above show that for fine grids, working with M − may provide some advantages, since 1 − 2h/(1 + h) is smaller than 1 − h 3/2 for 0 < h < 1. A more detailed polynomial approximation analysis of M + and M − for A = ηI n can be found in [11] .
Applications to preconditioning
As already mentioned, the linear system (4.4) can be solved using Krylov subspace methods for symmetric indefinite problems, such as MINRES or SYMMLQ [23] . Preconditioning, however, is mandatory for fast convergence. In the last several years, a number of preconditioning techniques have been developed for solving saddle point problems; see [7] for a survey. Among the most popular techniques we mention block diagonal, block triangular, and indefinite (constraint) preconditioners. We further mention preconditioners specifically developed for the nonsymmetric formulation
see [5, 6, 28] . In the remainder of this section we use our general framework to analyze spectral properties of the preconditioned matrices corresponding to various types of preconditioners.
Block diagonal preconditioning
Both MINRES and SYMMLQ can be used with preconditioning, provided that the preconditioner is symmetric positive definite. The preconditioned matrix is then congruent to the unpreconditioned one, and therefore it has the same number of positive and negative eigenvalues as the latter matrix (Sylvester's Law of Inertia). Descriptions of SPD preconditioners for saddle point problems can be found, for example, in [7, 10, 22, 24, 25] . These preconditioners are block diagonal matrices of the form
where A and S are symmetric positive definite approximations to A and S = C + B A −1 B T , respectively. In the case of the generalized Stokes problem, spectrally equivalent approximations A and S are known that lead to asymptotically optimal preconditioners, i.e., preconditioners that result in rates of convergence independent of the discretization parameter h; see, e.g., [9, 10, 21, 29] . One can also consider indefinite block diagonal preconditioners of the form
in which case the preconditioned matrix may have nonreal eigenvalues. Preconditioners of the form P ± with A = 1 η 2 A (η > 0) and S ≈ S (a symmetric and positive definite approximation to S) have been studied in [12] for the case C = O. If L denotes the Cholesky factor of A and L s the Cholesky factor of S, then symmetrically applying the preconditioner P ± and dividing through by η results in preconditioned matrices of the form
where
The nonsymmetric matrix M − has all its eigenvalues real and positive provided that
We consider two extreme cases. If L s is the exact Cholesky factor of S = B A −1 B T , a sufficient condition for the eigenvalues to be all real and positive becomes simply η ≥ 2. If, on the other hand, L s = I m (that is, S = I m ), then we have that the condition for real eigenvalues is η 2 ≥ 4λ max (S). For div-stable discretizations of the Stokes problem (see section 4) we can assume λ max (S) = 1 and therefore a sufficient condition for a real positive spectrum is, again, η ≥ 2. Also, η > 2 guarantees that the preconditioned matrix is diagonalizable. These conditions are sufficient, but not necessary; in practice, a real spectrum may occur for smaller values of η. However, our bound is quite sharp for Stokes: in [12] , it was found that a real spectrum occurred for η > 1.9862. It was shown in [12] that the choice of η has little effect on the convergence of Krylov methods preconditioned by block diagonal preconditioners of the form P ± . In the same paper it is shown that it is more efficient to use MINRES with the positive definite preconditioner P + than a method like QMR or GMRES with the indefinite preconditioner P − .
Inexact constraint preconditioning
Constraint preconditioners are another important class of preconditioners for saddle point problems; see [7, section 10 .2] for a survey. In this case MINRES or SYM-MLQ should be replaced by a Krylov method that can accommodate symmetric indefinite preconditioning, like simplified QMR [14] . In alternative, a nonsymmetric Krylov subspace method like GMRES [27] or Bi-CGSTAB [33] can always be used, but these algorithms do not exploit symmetry in the system or in the preconditioner.
Constraint preconditioners usually take the form (for the case C = O)
where A is an approximation of A. This type of preconditioner is particularly efficient when A represents the discretization of a zeroth order operator such as the mass matrix. In this case, simply taking A = diag(A) yields an effective approximation for the (1,1) block. Here we assume the problem has been scaled so that diag(A) = I n , and we let A = I n . We write the inexact constraint preconditioner as
and H symmetric and positive definite. (For H = B B T we obtain the exact constraint preconditioner, which is often too expensive to be practical.) Then the eigenvalue problem
can be written as
Explicitly computing the left-hand side matrix yields
a generalized eigenproblem of the form (2.9) if B(2I n − A)B T is a positive semidefinite matrix. Note that this last condition can be fulfilled by scaling A so that all its eigenvalues are not larger than 2. Next, we employ the results of Proposition 2.12 to obtain bounds for the eigenvalues of the preconditioned matrix P
To the best of our knowledge, these appear to be the first quantitative spectral bounds for P 
Proof The proof immediately follows from Proposition 2.12 applied to the pencil in (5.2).
We show the qualitative behavior of these bounds for a 2088 × 2088 linear system stemming from mixed finite element discretization of the 2D electrostatic problem, for which the indefinite preconditioner has been shown to be particularly effective [24] . We refer to [24] for a detailed description of the test problem. Simple algebraic manipulations of the eigenvalue problem in (5.2) provide more insightful information on the effect of using H to approximate B B T . Indeed, after changing sign in the second block row, we can write the left-hand matrix in (5.2) as Note that in the last expression, the first matrix has rank at most n. By setting B B T = H + E, the eigenvalue problem (5.2) can be transformed into
For H = B B T , that is E = O, we obtain the known result that 2m eigenvalues are equal to 1, while the remaining (all real) eigenvalues satisfy Au = λu for u = 0 with Bu = 0; see [7, 24] and references therein. For E = O, all eigenvector blocks u with Bu = 0 may give rise to nonreal eigenvalues, whose imaginary part can be bounded as in Corollary 5.1. In the eigenproblem above, we can also notice that a nonzero matrix E dramatically affects the null space of the low rank matrix, which corresponds to the eigenvalue λ = 1 in the exactly preconditioned problem. This fact can be appreciated in Figure 1 , where most complex eigenvalues are perturbations of the unit eigenvalue, induced by the nonzero matrix E.
HSS preconditioning
Other preconditioners have been proposed specifically for the nonsymmetric formulation (5.1); see [5, 6, 28] . For example, the Hermitian / Skew-Hermitian splitting (HSS) preconditioner [4, 6, 30] is defined as follows. Let I = I n+m and let ρ > 0 be a real parameter. Define
It was shown in [5] and, under more general assumptions, in [30] that all the eigenvalues of the preconditioned matrix P −1 ρ M − are real for ρ sufficiently small. In [30] we observed (experimentally) that for the discretized Stokes problem, the eigenvalues of P −1 ρ M − are actually real for all values of ρ > 0. We are now in a position to rigorously prove this fact.
Let Bounds on the eigenvalues of P −1 ρ M − , including clustering results, can be found in [30] . Finally, we remark that the matrix T above is symmetric with respect to the indefinite symmetric matrix , so that the theory of the previous sections applies.
Conclusions
In this paper we have investigated the spectral properties of a class of nonsymmetric matrices M − with a special 2 × 2 block structure. Such matrices arise in the numerical solution of saddle point problems. We have obtained sufficient conditions for the eigenvalues of M − to be real and positive, and for the matrices to be diagonalizable. In many cases such conditions can be satisfied, at least in principle, by appropriate scalings or by augmented Lagrangian techniques. Positive real eigenvalues together with diagonalizability is equivalent to the existence of a non-standard inner product relative to which M − is SPD and therefore there exists a conjugate gradient method to solve linear systems involving M − . We have given an explicit expression for an SPD matrix G that generates such inner product. Furthermore, we have derived eigenvalue bounds for M − and a lower bound on the spectral condition number of G which can be used to estimate the rate of convergence of the (non-standard) conjugate gradient iteration. Implications of the theory for various types of preconditioners have been discussed. We have illustrated some of our results using matrices arising from the numerical solution of the generalized Stokes problem. An interesting open question is the derivation of G-symmetric, positive definite preconditioners.
