Tool Presentation: Computing guaranteed bounds of function outputs when their input variables are bounded by intervals is an essential technique for many formal methods. Due to the importance of bounding function outputs, several techniques have been proposed for this problem, such as interval arithmetic, affine arithmetic, and Taylor models. While all methods provide guaranteed bounds, it is typically unknown to a formal verification tool which approach is best suitable for a given problem. For this reason, we present an implementation of the aforementioned techniques in our MATLAB tool CORA so that advantages and disadvantages of different techniques can be quickly explored without having to compile code. In this work we present the implementation of Taylor models and affine arithmetic; our interval arithmetic implementation has already been published. We evaluate the performance of our implementation using a set of benchmarks against Flow* and INTLAB. To the best of our knowledge, we have also evaluated for the first time how a combination of interval arithmetic and Taylor models performs: our results indicate that this combination is faster and more accurate than only using Taylor models.
Introduction
Providing guaranteed bounds of multi-dimensional functions r = f (x) (f : R n → R m ) subject to inputs x ∈ [x, x], x ≤ x, x, x ∈ R n bounded by a multi-dimensional interval is essential in many formal verification techniques. For instance, in [45] , the error of an approximate solution of ordinary differential equations is obtained from function bounds. In [12, 14, 35, 43] , bounds on functions are used to compute reachable sets via Picard iteration or a truncated Lie series in combination with computing guaranteed bounds of functions. The remainder of Taylor series is computed in [2, 23, 24] to abstract arbitrary differential equations to polynomial differential equations for reachability analysis. The Jacobian of linearized systems is bounded in [20] to compute reachable sets. Other approaches for reachability analysis use interval constraint propagation [27, 44] . A combination of Taylor models with SAT solving is presented in [19] . Function values are also bounded for verified runtime validation [36, Sec. 3.2] . Further tools requiring bounds of functions can be found in [4, 13, 47] .
Due to the importance of being able to bound values of arbitrary functions r = f (x), many techniques have been developed for this problem. Among them are interval arithmetic [26] , generalized interval arithmetic [22] , affine arithmetic [17] , and Taylor models [9, 18] . Since generalized interval arithmetic and affine arithmetic are conceptually identical [17, Sec. 5 ], we will only consider affine arithmetic from now on. The most general technique for inputs bounded by intervals are Taylor models since interval arithmetic is a zeroth-order Taylor model and affine arithmetic is a first-order Taylor model when the inputs are bounded by intervals. In general, interval arithmetic is the fastest technique, but it typically results in the largest over-approximation. On the other end are Taylor models, which typically require the most computation time, but typically provide the tightest solutions. However, there exist rather many cases in which interval arithmetic provides tighter results [41] . Affine arithmetic is in most cases a good compromise between interval arithmetic (efficiency) and Taylor models (accuracy).
Taylor models cannot be directly evaluated as it is done in interval arithmetic or affine arithmetic. For this reason, we present the implementation of different techniques to obtain the bounds of Taylor models in CORA [3, 5] . Not only is it unclear for a given problem whether interval arithmetic, affine arithmetic, or Taylor models provide a tighter bound-it is also unknown what Taylor model evaluation technique is best for a given problem [41, Sec. 4] . This motivated us to introduce the method zoo, which evaluates several techniques in parallel and then intersects all results. While this method is quite trivial, we obtained superior results and can show that a mix of methods is faster and more precise than using Taylor models with high accuracy, which are slower and less precise in our tested examples. Our evaluation is performed on examples taken from [25] to remove bias from choosing the examples considered. We also compare our results with the established tools Flow* [12] for Taylor models and INTLAB [46] for interval arithmetic. Please note that Flow* has been primarily designed for reachability analysis and not for bounding function values. Another work that has compared interval arithmetic, affine arithmetic, and Taylor models is [38] , but this work investigated whether other useful representations exist theoretically (e.g., a combination of trigonometric functions), without comparing the methods experimentally. A further work compared Taylor models with centered and mean value forms [32] , but this work has evaluated the performance on rather small input uncertainties, while reachability analysis typically evaluates larger input uncertainties. This paper is organized as follows: Sec. 2 defines Taylor models and how to perform operations on them. Affine arithmetic is presented in Sec. 3. In Sec. 4 we detail our implementation in CORA. We evaluate the implemented methods in Sec. 5 and also compare the performance with Flow* and INTLAB. Sec. 6 provides some final conclusions.
Taylor Models
In this section we briefly recall Taylor models [9, 31, 32, 35] . An earlier development of Taylor models, which was not introduced under that name can be found in [18] . Taylor models are implemented in the tools Flow* [11, 12] , COSY INFINITY [34] , and Ariadne [7, 8] ; the implementation of Taylor models in Ariadne is additionally validated in Coq [15] . Other tools also use concepts from Taylor models, such as VNODE-LP [37] .
To define Taylor models, we first introduce an n-dimensional interval [x] := [x, x], ∀i : x i ≤ x i , x, x ∈ R n and define Taylor polynomials:
Definition 1 (Taylor polynomial (see Sec. 3 in [40] )). Let us first introduce the multi-index set
We define P q (x − x 0 ) as the q-th order Taylor polynomial of f (x) around x 0 (x, x 0 ∈ R n ):
The pair T = (P q (x − x 0 ), I) is called an q-th order Taylor model of f (x) around x 0 .
From now on we use the shorthand notation (P, I), and we omit q, x, and x 0 when it is selfevident. Further information can be found in [31, Sec. 2] . An illustration of a fourth-order Taylor model is shown in Fig. 1 
Scalar Operations
Since Taylor models are essentially polynomials with an interval uncertainty, one requires interval arithmetic to perform operations on Taylor models. We briefly recall interval arithmetic and refer to [5] for information on its implementation in CORA. Binary operations typically required for scalar intervals are addition, subtraction, multiplication, and division:
[min(xy, xy, xy, xy), max(xy, xy, xy, xy)].
Similarly, bounds on standard functions, such as sin([x]) can be obtained [5] . Interval arithmetic treats each variable as an independent entity, causing over-approximative results. For instance, the intervals in the expression [x] − [x] are treated independently as
This phenomenon is often referred to as the dependency problem [26, Sec. 2.2.3]. Taylor models are particularly designed to address the dependency problem. Due to the use of polynomials, dependent variables are considered by so-called cancellation effects [41, Sec. 12] . Let us first introduce the polynomials P 1 and P 2 (both of order q), the remaining part P r of the polynomial P 1 ·P 2 including terms of orders 0 to q, and the cut-off part P c of the polynomial P 1 ·P 2 including terms of orders q + 1 to 2q. We also require the operator
returning an over-approximation of the exact bounds. Let us further introduce c f = f (x 0 ) and T = T − c f . Addition, subtraction, multiplication, and division are computed for T 1 = (P 1 , I 1 ) and T 2 = (P 2 , I 2 ), and constants α, β ∈ R as [32, Sec. 2]:
Please note that 1/T as well as [1] 
Conversion of an Interval to a Taylor Model
Converting an interval to a Taylor model is trivial [39, Sec. 2.4] 
Using the above conversion with x ∈ [− 
Over-approximation of Bounds
In contrast to interval arithmetic and affine arithmetic, Taylor models do not directly provide a range of possible values. The bounds of a Taylor model T with a polynomial P and interval [I] can be over-approximated as
using (5) . Several approaches to obtain B(P ) exist, out of which interval arithmetic, branch and bound, and the LDB/QFB algorithm are currently implemented in CORA.
Interval Arithmetic
Obviously, one can obtain the bounds of a polynomial by interval arithmetic, which is demonstrated for a polynomial P (x, y) with two arguments:
This approach works particularly well for monotone polynomials. To obtain better results, we compute the bounds from interval arithmetic using the normalized form as demonstrated by the next example. showing that the normalized form clearly outperforms the original form in this example.
Branch and Bound
For most polynomials, interval arithmetic provides too conservative results. Finding guaranteed bounds is the goal of global optimization techniques [21] . Techniques which can efficiently obtain a global minimum or maximum, such as convex optimization or geometric programming, cannot be applied to general polynomials. Therefore, we have implemented a branch and bound algorithm [6, 30] in CORA.
Our implementation of a branch and bound algorithm is shown in Alg. 1, which evaluates each coordinate of the output r = f (x) individually. In line 2-5 we first compute the bound using interval arithmetic. We use the short form In the lines 15, 22, and 28, we re-expand the original Taylor model P (using the operator reexp(·)) at the midpoints of the newly generated sub-intervals before the bounds are calculated. This re-expansion leads to tighter bounds, but can also be computationally expensive, especially for Taylor models with high polynomial order and a large number of variables. Due to this tradeoff between computation time and precision, CORA offers the two algorithm variants standard (without re-expansion) and advanced (with re-expansion).
Example 2 (Branch and bound on a non-monotonic function). We consider the non-monotonic function r = 0.1x 3 − 0.5x 2 + 1. When applying Alg. 1, the upper and lower bounds are reduced in each iteration as shown in Fig. 2 . 
⊲ obtain bounds as in (12) 5:
⊲ initialize union of all intervals 6:
⊲ update previous union of all intervals
⊲ index of interval containing the upper bound 9:
⊲ index of interval containing the lower bound 10: if α == α then 11:
⊲ return coordinate with the largest radius 12:
15:
⊲ update bounds as in (12) 17:
⊲ return coordinate with the largest radius 19:
22:
⊲ update bounds as in (12) 24:
(α) i )) ⊲ return coordinate with the largest radius 25:
28:
⊲ update bounds as in (12) 30:
32:
Linear Dominated Bounder and Quadratic Fast Bounder
In addition to the branch and bound algorithm described in the previous subsection, we have also implemented an algorithm for bounding values combining the Linear Dominated Bounder (LDB) and the Quadratic Fast Bounder (QFB) presented in [33] . Similar to branch and bound, this algorithm is based on the iterative splitting of the input interval into smaller sub-intervals to determine the real minimum and maximum of a polynomial up to a user-defined precision ǫ. Please note that due to the interval remainder part of the Taylor model, the difference between the real minimum and maximum of the function r = f (x) and the calculated bounds can still be much larger than ǫ. Our algorithm iteratively eliminates all sub-intervals that are guaranteed to not contain the minimum and maximum of the polynomial, until only one sub-interval is left for the minimum, and one for the maximum. A linear and a quadratic approximation of the Taylor model is used to determine the sub-intervals that are most likely to contain the minimum and the maximum, which significantly speeds up the search.
Matrix Operations
This section addresses how CORA handles vectors and matrices represented by Taylor models, where a vector is defined as a matrix with a single row or column. A matrix Taylor model is a matrix in which each element is represented by a Taylor model. The operations of transpose, addition, subtraction, multiplication, and division by a scalar are defined in a standard way. The aforementioned operations can be broken down to addition and multiplication of scalar Taylor models, which are realized as presented in Sec. 2.1. All unary operations are realized element-wise as
so that we again resort to the implementation described in Sec. 2.1.
One exception is the computation of the inverse of a matrix Taylor model. Although in principle, one could obtain the inverse of a matrix symbolically, e.g., 
where tr(·) returns the trace of a matrix. The formula holds when B has unitary rank. By splitting a Taylor model in a constant part and a remaining part, we obtain T = (P
using only methods from Sec. 2.1. However, in most cases,T has full rank so that [49, Sec. V.B] splits the matrixT into a sum of rank-one matricesT = n i=1T i , whereT i is a matrix whose i th column coincides withT and all other entries are zero. One first applies (14) forT 1 and c f . Next, (c f +T 1 +T 2 ) −1 is calculated by choosing A = c f +T 1 and B =T 2 in (13); the inverse of A is available from the previous step. This is repeated until the final matrixT n has been considered.
Affine Arithmetic
Affine arithmetic uses affine forms, i.e., first-order polynomials consisting of a vector x ∈ R n and noise symbols ǫ i ∈ [−1, 1] (see e.g., [17] ):
The possible values ofx lie within a zonotope [29] . In contrast to Taylor models, it is possible that p > n so that affine forms are not a special case of Taylor models. This is the same reason why polynomial zonotopes are different from Taylor models, since polynomial zonotopes are a generalization of zonotopes [2] .
However, in this work, we only consider intervals as inputs and outputs so that Taylor models of first order can implement an affine arithmetic. Obviously, other methods for realizing an affine arithmetic exist, e.g., Chebyshev (minimax) approximations or the min-range approximation [48, Sec. 3] .
Implementation in CORA
Taylor models are implemented in CORA by the class taylm. To make use of cancellation effects, we have to provide names for variables in order to recognize identical variables; this is different from implementations of interval arithmetic, where each variable is treated individually as demonstrated in (4). We have realized three primal ways to generate a matrix containing Taylor models.
Method 1: Composition from scalar Taylor models. The first possibility is to generate scalar Taylor models from intervals as shown subsequently.
1 a1 = i n t e r v a l ( −1 , 2 ) ; % g e n e r a t e a s c a l a r i n t e r v a l [ − 1 , 2 ] 2 b1 = taylm ( a1 , 6 ) ; % g e n e r a t e a s c a l a r T a y l o r model o f o r d e r 6 3 a2 = i n t e r v a l ( 2 , 3 ) ; % g e n e r a t e a s c a l a r i n t e r v a l [ 2 , 3 ] 4 b2 = taylm ( a2 , 6 ) ; % g e n e r a t e a s c a l a r T a y l o r model o f o r d e r 6 5 c = [ b1 ; b2 ]
% g e n e r a t e a row o f T a y l o r models
When a scalar Taylor model is generated from a scalar interval, the name of the variable is deduced from the name of the interval. If one wishes to overwrite the name of a variable a2 to c, one can use the command taylm(a2, 6, {'c'}).
Method 2: Converting an interval matrix. One can also first generate an interval matrix, i.e., a matrix containing intervals, and then convert the interval matrix into a Taylor model. The subsequent example generates the same Taylor model as in the previous example. Note that the cell for naming variables {'a1';'a2'} has to have the same dimensions as the interval matrix a. If no names are provided, default names are automatically generated. 
Implementation of Polynomials
Competitive runtimes of Taylor model implementations can only be realized by efficient addition and multiplication of polynomials, since these two base operations are repeatedly used as shown in Appendix A. To this end, we use a concept similar to the MONOMIAL Toolbox 1 . A monomial is defined as a product of powers of variables with nonnegative integer exponents, e.g., x 2 1 x 3 2 x 3 . Let us define d as the number of monomial terms and n as the number of variables. We encode polynomials as tuples with three entries P (x) = {c, E, id}, where c ∈ R d is a vector storing the coefficients for each monomial term of the polynomial, E ∈ R n×d is a matrix that stores the exponents of the monomials, and id ∈ S n is a list of strings S that stores the identifiers for all variables that are part of the polynomial. Let us consider the following polynomial p(x) that consists of d = 4 monomial terms and has n = 3 variables as a demonstrating example: 
This polynomial is represented in CORA as:
Before two polynomials can be added or multiplied, we have to ensure that the identification vectors of both polynomials are identical. The first step is therefore to determine a common identification vector id new from the vectors id 1 and id 2 of the two polynomials. After this, the exponent matrices E 1 and E 2 have to be transformed to this new common representation, which can be easily realized by commutation of matrix rows and insertion of new all-zero rows. We demonstrate this concept using two polynomials P 1 (x) and P 2 (x):
The transformation of these two polynomials to a common representation yields
After the polynomials have been transformed to a common representation, addition is realized with a simple concatenation || of the coefficient vectors c new = c 1 ||c 2 and the exponent matrices E new = E 1 ||E 2 . The representation of the resulting polynomial P new (x) possibly contains redundant information, because there could be multiple monomials with identical exponents. In order to obtain a compact representation, these monomials have to be combined to a single monomial by adding their respective coefficients. In order to find all monomials that have identical exponents, we first sort the columns of the exponent according to the graded lexicographic order [16, Chap. 2] . After that, we only have to compare neighboring columns in the sorted exponent matrix to determine all monomials with identical exponents. Note that the sorting of the exponent matrix can be costly, since the number of variables n in the Taylor model can be large. To speed up the computations, we pre-sort the matrix E new according to a scalar hash value h(e
new is the i-th matrix column of E new and h(·) is a hash function. By using this pre-sorting, only columns with identical hash values have to be further sorted according to the entries in the matrix rows. Note that this concept implements a bucket sort algorithm [10] , where each bucket contains elements with identical hash values. In order to get a low number of hash function collisions for matrix columns that are not identical, we choose the hash function h(e
new for our Taylor model implementation, which is identical to the sum of entries in the column e The multiplication of two polynomials can be implemented similar to addition, where all d new = d 1 · d 2 monomial terms of the resulting polynomial have to be generated by multiplication of the respective coefficients in combination with an addition of the corresponding exponent matrix columns. Afterwards, all monomials with identical exponents have to be combined in order to obtain a compact representation, as described above.
List of Functions of the Class taylm
In this subsection we list the functions realized in CORA. Since CORA is implemented in MAT-LAB, the function names are chosen such that they overload the built-in MATLAB functions. Tab. 1 lists the implemented mathematical functions and Tab. 2 shows auxiliary functions, which are required to e.g., specify Taylor models, arrange them in matrices, access values, perform set operations, and display results, among others. Examples of using some of the listed functions in MATLAB are provided in Appendix C. 
Additional Parameters for the Class taylm
CORA's Taylor model implementation contains some additional parameters which can be modified by the user:
• max order: Maximum polynomial degree of the monomials in the polynomial part of the Taylor model. Monomials with a degree larger than max order are bounded with the bounding operator B(·) and added to the interval remainder. Further, q = max order is used for the implementation of the formulas listed in Appendix A. set the names of the variables in taylm subsasgn overloads the operator that assigns elements of a taylm matrix I, e.g., I(1,2) = value, where the element of the first row and second column is set subsref overloads the operator that selects elements of a taylm matrix I, e.g., value = I (1,2) , where the element of the first row and second column is read taylm constructor of the taylm class vertcat overloads the operator for vertical concatenation, e.g., a = [b; c; d]
• tolerance: Minimum absolute value of the monomial coefficients in the polynomial part of the Taylor model. Monomials with a coefficient whose absolute value is smaller than tolerance are bounded with the bounding operator B(·) and added to the interval remainder.
• eps: Termination tolerance ǫ for the branch and bound algorithm from Sec. These parameters are stored as properties of the class taylm. In the functions plus, minus, and times, two Taylor models are combined to one resulting Taylor model object using the rules max order new = max(max order 1 , max order 2 ), tolerance new = min(tolerance 1 , tolerance 2 ),
where the subscript new refers to the resulting object, and 1 and 2 to the initial objects.
Class zoo
As later shown in Sec. 5, it is often better to use several simple range bounding methods in parallel and intersect the results. For instance, it is advantageous for most range bounding problems to combine interval arithmetic with Taylor models of order 3 rather than only applying one accurate method, such as using Taylor models of order 6. On average this strategy is more accurate and faster to compute.
To facilitate mixing different techniques, we have created the class zoo in which one can specify the methods to be combined. All methods implemented for Taylor models in Tab. 1 and Tab. 2 are also available for the class zoo.
For the initialization of the zoo object, the different techniques that should be used for range bounding can be specified as a list of strings. Currently, the following techniques are available:
• interval: Interval arithmetic.
• affine(int): Affine arithmetic; the bounds B(·) are calculated with interval arithmetic.
• affine(bnb): Affine arithmetic; the bounds B(·) are calculated with the branch and bound algorithm (see Sec. 2.3.2).
• affine(bnbAdv): Affine arithmetic; the bounds B(·) are calculated with the advanced branch and bound algorithm (see Sec. 2.3.2).
• taylm(int): Taylor models; the bounds B(·) are calculated with interval arithmetic.
• taylm(bnb): Taylor models; the bounds B(·) are calculated with the branch and bound algorithm (see Sec. 2.3.2).
• taylm(bnbAdv): Taylor models; the bounds B(·) are calculated with the advanced branch and bound algorithm (see Sec. 2.3.2).
• taylm(linQuad): Taylor models; the bounds B(·) are calculated with the algorithm that is based on LDB and QFB (see Sec. 2.3.3).
In addition to the bounding techniques, the additional parameters from Sec. 4.3 as well as the names of the variables can be specified as optional input arguments. The bounds of the zoo object can be computed with the interval operator, which intersects the intervals obtained by all specified techniques. 1 i n t = i n t e r v a l ( 1 , 2 ) ; % g e n e r a t e a s c a l a r i n t e r v a l [ 1 , 2 ] 2 methods = { ' i n t e r v a l ' , ' taylm ( bnb ) ' , ' a f f i n e ( i n t ) ' } ; % r a n g e bounding t e c h n i q u e s z = zoo ( i n t , methods , ' x ' , max order , e p s i l o n , t o l e r a n c e ) ; % g e n e r a t e th e zoo− o b j e c t 
Numerical Experiments
In this section, we compare two aspects: a) the performance of Taylor models implemented in CORA with other tools and b) the accuracy of Taylor model computations with interval arithmetic, affine arithmetic, and a combination of techniques. We first start with a few motivating examples which highlight advantages and disadvantages of the investigated techniques.
Motivating Examples
We first motivate the study of complementary techniques by presenting examples for which different techniques provide the best result. Affine arithmetic: The affine form of [x] is [x] = 3 + ǫ3. Since power is realized by multiple times applying multiplication, we only require (6), (7), and (8):
[r] =0.1(3 + ǫ3) 3 − 0. Next, we compare our results with Flow* and INTLAB.
Comparison with Flow* and INTLAB
In this subsection, we compare our implementation of Taylor models with Flow* [12] and our implementation of affine arithmetic in Sec. 3 with INTLAB [46] . Flow* and INTLAB both consider rounding errors of floating-point numbers. Since CORA has been designed primarily for prototyping new methods for reachability analysis and for other set-based techniques, CORA is currently not considering floating-point rounding errors.
All computations are performed on an Intel Core i7-7820HQ processor running at 2.9GHz. In order to reduce any possible bias, we have chosen the benchmarks from another work on relative error bounds for floating-point arithmetic [25] . For our results, the relative precision of an interval x is obtained as
where x ref is a reference value. This measure of the precision is more informative than the scalar overestimation factor used in [32, Eq. 5.1], because it evaluates the precision of the lower and the upper range bounds separately. Another possibility would be to focus on the remainder of the Taylor models; however, by comparing the obtained function bounds, we also evaluate how well the polynomial part can be bounded. We used the real bounds of the function for the reference interval x ref . This ensures that x ref ⊆ x, so that the relative precision δ ≥ 0. Large values for δ therefore correspond to a large over-approximation, and a value of δ = 0 means that the calculated bound is identical to the real bound. We determined the real bounds for all benchmark models with a precision of 10 −6 using the verified global optimization approach from [33] . If the computation of the bounds took longer than 10 seconds we terminated it. These cases are marked with the symbol "−" in Tab. 3 and Tab. 4. For our Taylor model and affine arithmetic implementation, we compare the results for bounding the polynomial parts with interval arithmetic (Interval subs.) as described in Sec. 2.3.1, branch and bound (BnB) as well as advanced branch and bound (BnB adv.) as described in Sec. 2.3.2 and Alg. 1 (with ǫ = 0.001), and our algorithm based on LDB and QFB (LDB/QFB) as described in Sec. 2.3.3 (with ǫ = 0.001).
The results from the comparison of our Taylor model implementation with Flow* in speed and accuracy are summarized in Tab. 3, Tab. 4, and Tab. 5. We also show the results obtained by using a zoo object with the range bounding techniques interval and taylm(int) (see Sec. 4.4). For each benchmark model, we compare the results computed with different maximal polynomial orders. Since Flow* is written in C++, the implementation is significantly faster for all functions compared to CORA. For most benchmark models the precision of Flow* is slightly worse than the precision of Taylor models with interval substitution in CORA. An exception to this are the last two benchmark models, for which the use of Flow* results in large overapproximations. Since these two benchmark models are the only ones that contain fractions, this is most probably caused by a large over-approximation from the Lagrange remainder of the inverse, as it is described in Appendix B. Flow* is not primarily designed to use Taylor models alone, but for computing reachable sets using Taylor models. We are grateful to Xin Chen for providing us with a standalone Taylor model library comprising basic mathematical operations.
For the different bounding techniques implemented in CORA the numerical results are as expected: The more sophisticated algorithms LDB/QFB, and branch and bound in general, have a higher precision than interval substitution; in return, however, they lead to significantly larger execution times.
In Tab. 6 and Tab. 7 we list the results from our comparison with INTLAB. In addition to the results for affine arithmetic, the results calculated with CORA's interval arithmetic are displayed, too. Since INTLAB considers rounding errors, it is slower than CORA's interval arithmetic implementation. The numerical results show further that the precision of INTLAB's affine arithmetic is better than the one for affine arithmetic in CORA. A possible reason for this is that affine arithmetic in CORA is implemented with Taylor models that have a polynomial order of one, which seems to not fully exploit all advantages of the affine arithmetic approach.
Contrary to the Taylor model implementation, using the branch and bound algorithm for affine arithmetic does not improve the precision. The LDB/QFB algorithm cannot be applied for affine arithmetic, since it is based on a separation of the Taylor model monomials into linear and higher-order monomials. Since affine arithmetic objects are linear by definition, they do not contain any higher-order monomials, which makes the application of the algorithm impossible. 
Conclusions
This paper has four main contributions. First, we present how we have implemented Taylor models and affine arithmetic in CORA. To our best knowledge, our implementation of Taylor models is the only one available for MATLAB.
Second, we have improved the existing technique for computing divisions with Taylor models by computing a tighter Lagrange remainder.
Third, we compare our implementation of Taylor models with Flow* and our implementation of affine arithmetic with INTLAB. While Flow* is faster due to its implementation in C++, the implementation in CORA is easier to use due to the prototyping capabilities of MATLAB. Our implementation of affine arithmetic in CORA is faster compared to INTLAB, which is also implemented using MATLAB. However, our implementation does not consider floating-point errors. Fourth, we provide an evaluation of range bounding techniques. We are not aware of any other paper that has evaluated the combined use of several range bounding techniques. Our finding is that it is typically better to use several simple range bounding methods in parallel and intersect the results, rather than using a single, precise technique. 
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Hyperbolic functions:
• Hyperbolic sine from [32, p. 388]:
sinh(T ) = sinh(c f ) + cosh(c f ) ·T + 1 2! sinh(c f ) ·T 2 + 1 3! cosh(c f ) ·T 3 + ... • Hyperbolic tangent:
Inverse trigonometric functions:
• Arcsine from [32, p. 388] 
where
and arcsin (1) (0) = 1, arcsin (2) (0) = 0, arcsin (3) (0) = 1, and arcsin (q) (0) = (q − 2)
2 arcsin (q−2) (0).
• 
B Tight Bounds for the Taylor Model Inverse Operation
As shown in (10), the equation for the 
thereby represents an over-approximation of the exact integral remainder
where f 
