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a b s t r a c t
In this paper, we introduce discrete fractional sum equations and inequalities. We obtain
the equivalence of an initial value problem for a discrete fractional equation and a discrete
fractional sum equation. Then we give an explicit solution to the linear discrete fractional
sum equation. This allows us to state and prove an analogue of Gronwall’s inequality on
discrete fractional calculus. We employ a nabla, or backward difference; we employ the
Riemann–Liouville definition of the fractional difference. As a result, we obtain Gronwall’s
inequality for discrete calculus with the nabla operator. We illustrate our results with an
application that gives continuous dependence of solutions of initial value problems on
initial conditions.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The purpose of this paper is to introduce discrete fractional sumequations, to develop a technique to solve such equations
and to obtain a corresponding Gronwall type inequality.
Discrete fractional calculus has generated interest in recent years. Some of the work has employed the forward or delta
difference. We refer the reader to [1–3], for example, and more recently, [4–9]. Probably more work has been developed
for the fractional backward or nabla difference and we refer the reader to [4,10–21]. There has been some work to
develop relations between the forward and backward fractional operators, ∆ν and ∇ν [14] and fractional calculus on time
scales [22,23].
In this paper, we shall continue to study the backward fractional operator, ∇ν , and we shall continue to employ the
Riemann–Liouville form of the fractional difference. See [12,13], for the theory behind the Caputo type fractional nabla
difference operator. In Section 2, we shall provide the fundamental definitions so the paper is self-contained and develop
further some basic properties of the calculus. Of note are a more general power rule and and a theorem addressing the
lack of commutativity of the operators. It is in Section 2 that the initial value problem for a fractional difference equation
is introduced and the equivalent fractional sum equation is produced. In Section 3, we shall use the method of successive
approximations and solve an associated linear fractional sum equation. This result, coupled with a difference inequality
proved by induction allows us to state and prove an analogue of Gronwall’s inequality for discrete fractional calculus. As a
special case, we obtain Gronwall’s inequality for discrete calculus with the∇ operator; to our knowledge, this inequality has
not been previously produced in the literature. In Section 4, we present a standard application of the Gronwall’s inequality
in discrete fractional calculus to obtain sufficient conditions for the continuous dependence of solutions of initial value
problems on initial conditions.
This work is motivated by Denton and Vatsala [24] who obtain an analogue of Gronwall’s inequality in continuous
fractional calculus.
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2. Notations and basics of nabla fractional calculus
Let a ∈ R and let ν > 0. Recall the definition [14,15]
(∇−νa h)(t) :=
t
s=a
(t − ρ(s))ν−1
Γ (ν)
h(s) = ∇−νa h(t),
for every t ∈ Na = {a, a + 1, . . .} where ρ(s) = s − 1. As usual, we employ the Riemann–Liouville form of the fractional
difference,
(∇νa h)(t) := ∇k(∇ν−ka h)(t)
where k is a nonnegative integer and k− 1 < ν ≤ k, and ∇y(t) = y(t)− y(t − 1).
We shall make the following notational distinction between composition of functions,
(∇−νa h)(g(t)) :=
g(t)
s=a
(g(t)− ρ(s))ν−1
Γ (ν)
h(s) = ∇−νa h(g(t))
for every g(t) ∈ Na, and
(∇−νa h ◦ g)(t) :=
t
s=a
(t − ρ(s))ν−1
Γ (ν)
(h ◦ g)(s)
for every t ∈ Na.
The authors proved a power rule in [14] in the case a = 1. Here we shall generalize the power rule.
Lemma 2.1. ∇−νa (t − a+ 1)µ = Γ (µ+1)Γ (µ+ν+1) (t − a+ 1)ν+µ, for every t ∈ Na.
Proof.
∇−νa (t − a+ 1)µ =
t
s=a
(t − ρ(s))ν−1
Γ (ν)
(s− a+ 1)µ
=
t−a+1
s=1
(t − a+ 1− ρ(s))ν−1
Γ (ν)
sµ.
Hence it follows from the power rule in [14], we have
t−a+1
s=1
(t − a+ 1− ρ(s))ν−1
Γ (ν)
sµ = (∇−ν1 h)(t − a+ 1)
= Γ (µ+ 1)
Γ (µ+ ν + 1) (t − a+ 1)
ν+µ,
where h(t) = tµ. 
Theorem 2.1. For any ν > 0, the following equality holds:
∇−νa+1∇f (t) = ∇∇−νa f (t)−
(t − a+ 1)ν−1
Γ (ν)
f (a). (2.1)
Proof. Let’s first state the following identity using the product rule for the nabla operator:
∇s[(t − ρ(s))ν−1f (s)] = (t − ρ(s))ν−1∇s f (s)− (ν − 1)(t + 1− ρ(s))ν−2f (ρ(s)).
Then we have
∇−νa+1∇f (t) =
1
Γ (ν)
t
s=a+1
(t − ρ(s))ν−1∇f (s)
= (t − ρ(s))
ν−1
Γ (ν)
f (s) |ta+
(ν − 1)
Γ (ν)
t
s=a+1
(t + 1− ρ(s))ν−2f (ρ(s))
= f (t)− (t − a+ 1)
ν−1
Γ (ν)
f (a)+ 1
Γ (ν − 1)
t−1
s=a
(t − ρ(s))ν−2f (s)
F.M. Atıcı, P.W. Eloe / Computers and Mathematics with Applications 64 (2012) 3193–3200 3195
= − (t − a+ 1)
ν−1
Γ (ν)
f (a)+ 1
Γ (ν − 1)
t
s=a
(t − ρ(s))ν−2f (s)
= ∇∇−νa f (t)−
(t − a+ 1)ν−1
Γ (ν)
f (a). 
Next we consider an initial value problem for a fractional difference equation.
∇νa y(t) = f (t, y(t)) for t = a+ 1, a+ 2, . . . , (2.2)
∇−(1−ν)a y(t)|t=a = y(a) = c, (2.3)
where 0 < ν ≤ 1 and a is any real number. For the remainder of the article, 0 < ν ≤ 1. We note that in the case that
(2.2) is linear, the initial value problem can be solved explicitly for y. However, the problem is implicit and interesting in the
nonlinear case.
Apply the operator ∇−νa+1 to each side of the Eq. (2.2) to obtain
∇−νa+1∇νa y(t) = ∇−νa+1f (t, y(t)),
which can be written in the form
∇−νa+1∇∇−(1−ν)a y(t) = ∇−νa+1f (t, y(t)).
Apply Theorem 2.1 to obtain
∇∇−νa ∇−(1−ν)a y(t)−
(t − a+ 1)ν−1
Γ (ν)
∇−(1−ν)a y(t)|t=a = ∇−νa+1f (t, y(t)).
Hence we have
∇∇−νa ∇−(1−ν)a y(t) =
(t − a+ 1)ν−1
Γ (ν)
y(a)+∇−νa+1f (t, y(t)).
It follows that
y(t) = (t − a+ 1)
ν−1
Γ (ν)
y(a)+∇−νa+1f (t, y(t)). (2.4)
Conversely, assume that y has the representation (2.4). Apply the power rule and note,
∇νa (t − a+ 1)ν−1 = ∇Γ (ν) = 0.
Moreover,
∇−νa+1f (t, y(t)) = ∇−νa f (t, y(t))−
(t − ρ(a))ν−1
Γ (ν)
f (a, y(a))
and, applying again, the power rule,
∇νa∇−νa+1f (t, y(t)) = ∇∇−1a f (t, y(t))−∇νa
(t − a+ 1)ν−1
Γ (ν)
f (a, y(a)) = f (t, y(t)).
Thus, we have proved the following lemma.
Lemma 2.2. y is a solution of the initial value problem, (2.2), (2.3), if, and only if, y has the representation (2.4).
3. Discrete fractional sum equations
Consider the following discrete fractional sum equation
y(t) = (t − a+ 1)
ν−1
Γ (ν)
y(a)+∇−νa+1f (t, y(t)).
Letw and v be such that
w(t) ≥ (t − a+ 1)
ν−1
Γ (ν)
w(a)+∇−νa+1f (t, w(t)) (3.1)
and
v(t) ≤ (t − a+ 1)
ν−1
Γ (ν)
v(a)+∇−νa+1f (t, v(t)). (3.2)
Next we replace f (t, y(t)) by b(t)y(t)where−1 < b(t) < 1 for t = a, a+ 1, a+ 2, . . . .
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Theorem 3.1. Assumew and v satisfy (3.1) and (3.2), respectively. If w(a) ≥ v(a), thenw(t) ≥ v(t) for t = a+ 1, a+ 2, . . . .
Proof. Define u(t) = v(t)−w(t). We prove that u(t) ≤ 0 for t = a, a+ 1, a+ 2, . . . by using the induction principle. Let’s
assume that u(s) ≤ 0 is valid for s = a, a+ 1, . . . , t − 1. Then we have
u(t) = v(t)− w(t) ≤ (t − a+ 1)
ν−1
Γ (ν)
v(a)+∇−νa+1b(t)v(t)−
(t − a+ 1)ν−1
Γ (ν)
w(a)−∇−νa+1b(t)w(t)
= (t − a+ 1)
ν−1
Γ (ν)
(v(a)− w(a))+
t
s=a+1
(t − ρ(s))ν−1
Γ (ν)
b(s)(v(s)− w(s))
≤ b(t)(v(t)− w(t)).
Hence it follows that
(1− b(t))(v(t)− w(t)) ≤ 0.
Since−1 < b(t) < 1, we obtain v(t)− w(t) ≤ 0. This completes the proof. 
First, note that the theorem is valid if b(t) < 1. It is the condition−1 < b(t) < 1 that applies to themethod of solution of
(2.4); in particular, themethod of successive approximationswill be shown to converge under the condition−1 < b(t) < 1.
And second, note that in the case, f (t, y(t)) = b(t)y(t), inequalities (3.1) and (3.2) can be solved explicitly.
Define Exφ = ∇−νa+1x(t)φ(t) and Fxφ = ∇−νa x(t)φ(t). When φ is constant, then the discrete Mittag-Leffler function can
be written in terms of Exφ or Fxφ. Such discrete functions have been discussed in the Refs. [11,15] and for q-fractional case
in [25,26].
Lemma 3.1. For any λ constant, we have
|Eλ(t − a+ 1)ν−1| ≤ F|λ|(t − a+ 1)ν−1,
where t = a, a+ 1, a+ 2, . . . .
Proof. The proof follows from the fact that Γ (x) > 0 for x > 0. Hence we have
|Eλ(t − a+ 1)ν−1| = |∇−νa+1λ(t − a+ 1)ν−1| ≤ ∇−νa |λ|(t − a+ 1)ν−1 = F|λ|(t − a+ 1)ν−1,
where t = a, a+ 1, a+ 2, . . . . 
Lemma 3.2. For any λ constant, we have
F nλ (t − a+ 1)ν−1 =
Γ (ν)
Γ (nν + ν)λ
n(t − a+ 1)(n+1)ν−1,
where n is any natural number.
The proof of this lemma follows inductively from the power rule Lemma 2.1.
Lemma 3.3. Let λ > 0 be such that |y(t)| ≤ λ for t = a, a+ 1, a+ 2, . . . . Then
|Eny (t − a+ 1)ν−1| ≤ F nλ (t − a+ 1)ν−1
for any natural number n.
Theorem 3.2. Assume that |x(t)| < 1 for t ∈ Na ∩ [a, b]. Then the discrete fractional sum equation
y(t) = (t − a+ 1)
ν−1
Γ (ν)
y(a)+∇−νa+1x(t)y(t) (3.3)
for t ∈ Na ∩ [a, b], where b ∈ R, has a solution
y(t) = y(a)
Γ (ν)
∞
k=0
Ekx (t − a+ 1)ν−1.
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Proof. We use the method of successive approximations to obtain the solution. Set
y0(t) = (t − a+ 1)
ν−1
Γ (ν)
y(a),
yn(t) = (t − a+ 1)
ν−1
Γ (ν)
y(a)+∇−νa+1x(t)yn−1(t), for n ≥ 1.
First note that
y1(t) = y0(t)+∇−νa+1x(t)y0(t) =
y(a)
Γ (ν)
E0x (t − a+ 1)ν−1 +
y(a)
Γ (ν)
Ex(t − a+ 1)ν−1.
It follows inductively that
yn(t) = y(a)
Γ (ν)
n
k=0
Ekx (t − a+ 1)ν−1 n = 0, 1, 2, . . . .
Formally, take the limit n →∞ to obtain
y(t) = y(a)
Γ (ν)
∞
k=0
Ekx (t − a+ 1)ν−1. (3.4)
We use Lemmas 3.1–3.3, the comparison test and the d’Alembert ratio test to show the absolute convergence of the
series, (3.4). Indeed, the series
∞
n=0
λn
(t − a+ 1)(n+1)ν−1
Γ (nν + ν)
where 0 ≤ λ < 1, is convergent. Let
an = λn (t − a+ 1)
(n+1)ν−1
Γ (nν + ν) = λ
n Γ (t − a)
B(t − a, (n+ 1)ν)
1
Γ (t − a+ 1) .
Then we have
lim
n→∞
an+1an
 = limn→∞
λB(t − a, (n+ 1)ν)B(t − a, (n+ 2)ν)
 ,
where B(x, y) = Γ (x)Γ (y)
Γ (x+y) is the Beta function. Next we use the approximation formula (called a Stirling approximation
formula) for the Beta function
B(x, ϵ) ∼ Γ (ϵ)x−ϵ,
where x is large and ϵ is fixed. It is a straightforward calculation using Stirling’s formula for the Gamma function to show
lim
x→∞
B(x, ϵ)
Γ (ϵ)x−ϵ
= 1
which is all we need.
Hence we have
lim
n→∞
B(t − a, (n+ 1)ν)
Γ (t − a)((n+ 1)ν)−(t−a) = 1,
lim
n→∞
B(t − a, (n+ 2)ν)
Γ (t − a)((n+ 2)ν)−(t−a) = 1.
Thus,
lim
n→∞
an+1an
 = limn→∞ λ

(n+ 2)ν
(n+ 1)ν
t−a
= λ.
Hence we have the result.
It can be easily shown that (3.4) solves the sum Eq. (3.3). 
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Next we will state a theorem which is an analogue of the Gronwall’s inequality in discrete fractional calculus.
Theorem 3.3. Let v and y be nonnegative real valued functions such that 0 ≤ y(t) < 1 for all t ∈ Na and
v(t) ≤ (t − a+ 1)
ν−1
Γ (ν)
v(a)+∇−νa+1v(t)y(t).
Then
v(t) ≤ v(a)
Γ (ν)
∞
k=0
Eky(t − a+ 1)ν−1.
The proof of the theorem follows from Theorem 3.1 to 3.2. Set
w(t) = v(a)
Γ (ν)
∞
k=0
Eky(t − a+ 1)ν−1.
If ν = 1 in Theorem 3.3, then we obtain the Gronwall’s inequality in discrete calculus. To our knowledge, this inequality
is not stated explicitly elsewhere.
Corollary 3.1. Suppose 0 ≤ y(t) < 1. If
v(t) ≤ v(a)+
t
s=a+1
y(s)v(s),
then
v(t) ≤ v(a)eˆy(t, a),
where eˆy(t, a) is the nabla exponential function for time scale T = Z.
Proof. It follows from Theorem 3.3 that
v(t) ≤ v(a)
∞
k=0
Eky1.
We claim that
∞
k=0 Eky1 = eˆy(t, a). We employ the definition [27], eˆy(t, a) is the unique solution of the initial value
problem
∇x(t) = y(t)x(t), x(a) = 1.
Thus, we show that
∞
k=0 Eky1 satisfies the initial value problem ∇x(t) = y(t)x(t), x(a) = 1. Indeed,
∇
∞
k=0
Eky1 =
∞
k=0
∇Eky1
=
∞
k=1
∇E(Ek−1y 1)
=
∞
k=1
∇∇−1a+1y(t)Ek−1y 1
= y(t)
∞
k=0
Eky1
and
∞
k=0 Eky1(a) = 1. Then the result follows from the fact that the above initial value problemhas a unique solution. Hence
we have
∞
k=0 Eky1 = eˆy(t, a). 
In the special case that y(t) = λ, a = 0, v(0) = 1, Corollary 3.1 reduces to
v(t) ≤ 1+
t
s=1
λv(s) implies v(t) ≤ (1− λ)−t .
One can obtain this inequality directly by induction, once one shows
(1− λ)k + λ
k−1
j=0
(1− λ)j = 1, k = 1, 2, . . . .
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4. An application of the Gronwall’s inequality
Let f (t, y) satisfy a Lipschitz condition with constant 0 ≤ K < 1 for every t and y. Suppose that ϕ(t) satisfies
∇νa ϕ(t) = f (t, ϕ(t)) for t = a+ 1, a+ 2, . . . , (4.1)
∇−(1−ν)a ϕ(t)|t=a = α (4.2)
and that ψ satisfies
∇νaψ(t) = f (t, ψ(t)) for t = a+ 1, a+ 2, . . . , (4.3)
∇−(1−ν)a ψ(t)|t=a = β. (4.4)
Using the equivalent summation equations, we have
ϕ(t) = (t − a+ 1)
ν−1
Γ (ν)
α +∇−νa+1f (t, ϕ(t))
ψ(t) = (t − a+ 1)
ν−1
Γ (ν)
β +∇−νa+1f (t, ψ(t)).
Taking the difference of ϕ and ψ , we have
ϕ(t)− ψ(t) = (t − a+ 1)
ν−1
Γ (ν)
(α − β)+∇−νa+1( f (t, ϕ(t))− f (t, ψ(t))).
Taking absolute values of each side of the above equality yields that
|ϕ(t)− ψ(t)| ≤
 (t − a+ 1)ν−1Γ (ν)
 |α − β| + |∇−νa+1( f (t, ϕ(t))− f (t, ψ(t)))|
≤ (t − a+ 1)
ν−1
Γ (ν)
|α − β| + K∇−νa+1|ϕ(t)− ψ(t)|.
Then it follows from the Gronwall’s inequality and Lemma 3.2 that
|ϕ(t)− ψ(t)| ≤ |α − β|
Γ (ν)
∞
i=0
E iK (t − a+ 1)ν−1
= |α − β|
∞
i=0
K i
Γ (iν + ν) (t − a+ 1)
(i+1)ν−1
= |α − β|(t − a+ 1)ν−1Fν,ν(K(t − a+ ν)ν),
where Fν,ν is the discrete Mittag-Leffler function defined in [15].
Next we replace (4.3)–(4.4) by
∇νaψ(t) = f (t, ψ(t)) for t = a+ 1, a+ 2, . . . , (4.5)
∇−(1−ν)a ψ(t)|t=a = αn, (4.6)
where αn → α. We call the solution of (4.5)–(4.6) by ψn and consider the fixed interval [a, a+ T ] ∩ Na. Then we have
|ϕ(t)− ψn(t)| ≤ |α − αn|(t − a+ 1)ν−1Fν,ν(K(t − a+ ν)ν)
≤ |α − αn|(T + 1)ν−1Fν,ν(K(T + ν)ν).
Hence |ϕ(t)−ψn(t)| → 0 when αn → α as n →∞. We conclude that the small changes in the initial condition imply the
small changes in the solution.
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