This paper presents a novel approach for adapting the complexity of a text categorization system to the difficulty of the task. In this study, we adapt a simple text classifier (Rocchio), using weakly supervised clustering techniques. The idea is to identify sub-topics of the original classes which can help improve the categorization process. To this end, we propose several clustering algorithms, and report results of various evaluations on standard benchmark corpora such as the Newsgroups corpus.
Introduction
The automated categorization of documents [16] into predefined classes has progressively emerged as one of the most popular task in the area of Text Mining technologies. The categorization paradigm provides a very general framework for many practical applications such as filtering, routing, indexation, tracking... Historically, research in automated text categorization was developped promoted by the Information Retrieval community, in the context of text indexation. In the past five to ten years, this task has been rediscovered by the Machine Learning community and has since been the subject of many empirical studies [20] , demonstrating the applicability and efficiency of Machine Learning algorithms such as Support Vector Machines [6] and Boosting techniques [14] . The Rocchio algorithm [12] , originally proposed as a means to improve information retrieval (IR) systems, is conceptually one of the simplest text categorization algorithm. As such, it has been shown to be, in many experimental conditions, less successful than other approaches, such as SVMs or k-NN. Various improvements of this algorithm have been proposed, eg. in [17] [1] [15] or [9] , which have been effective in increasing the performance of this methodology.
As discussed for instance in [19] , Rocchio is especially well suited in contexts for applications where (i) the number of classes is high; (ii) the n-best answers (rather than just the first one) are taken into account and (iii) class labels are noisy. This seems to happen in practical applications, especially when categories cannot be directly linked with the thematic content of documents. Conversely, we have experimentally demonstrated that classes with heterogeneous content can badly impair its performance. This behaviour is in line with the simplicity of the underlying statistical model and of the learning procedure.
In this paper, we investigate several procedures allowing Rocchio to automatically adapt its complexity to the data using a weakly supervised clustering. The idea is to identify useful subclasses in the training data, and to use these to refine the decision surface; each new subclass increasing the overall model complexity. The main novelty of this work lies in our attempt to discover these subclasses in such a way that the resulting partition actually improves the final decision rule.
The idea of using unsupervised clustering to improve supervised classification is not entirely new, and has already been suggested in several contexts. In the context of the k-nearest neighbors algorithm, many authors have advocated unsupervised clustering as a means to organise very large instance sets, thus speeding up the k-nn computation.
In the context of the (TREC) batch filtering task, [4] and [11] incrementally cluster incoming data into subclasses of the original classes. These clusters are then used as (new) regular class labels : any document falling into cluster S of class C is eventually labelled as C. Both papers use rather different classification algorithms (Rocchio for the former paper, and SVM for the latter), but neither yield fully conclusive results. In any case, this optimisation does not seem to increase overall performance. One should note that in this approach, clustering and classification are viewed as two separate and unrelated processes.
The motivations of [3] for using unsupervised clustering are clearer: these authors explicitely aim at structuring an heterogeneous corpus of training texts, in the context of a filtering task. Relevant texts are first partitionned into N clusters, using autoclass [2] . Test documents are then classified as follows: for each subclass a relevance judgement is separately computed; these judgements are then linearly combined, using a perceptron. This procedure seems to provide the authors an effective means to isolate those clusters which provide the most relevant judgements.
The idea of [7] is to use clustering techniques in order to make the k-nn decision rule less sensible to noisy data, and more like a linear classifier. Proceeding bottom-up, their algorithm recursively aggregates training instances, subject to the condition that (i) they belong to the same class and (ii) they are sufficiently close in the representational space. Test documents are then classified according to the following two-steps procedure: first compute the similarity with each cluster using Rocchio or the Widrow-Hoff rule; then linearly combine these similarities to compute the final label. This procedure provides a significant improvement both over a "pure" k-nn approach and a "pure" linear decision. This paper is organised as follows: in Section 2 we present the Rocchio algorithm and discuss its main advantages and drawbacks. Section 3 explains how this baseline is improved with a weakly supervised clustering procedure. We describe two algorithms which aim at creating such clusters which may prove beneficial for the decision procedure. Section 4 reports and discusses experimental results obtained on 3 different textual databases and Section 5 presents some conclusions and directions for future work.
Rocchio
Rocchio is a text classifier originally introduced in [12] to improve information retrieval systems with relevance feedback. It uses the vector space model [13] : every text d is represented by a vector [d] in R n (with n the number of distinct words in the corpus), each coordinate d w can be computed from the frequency fr(w, d) of word w in d in several manners. One of the most used formulation is :
where N is the number of documents in the corpus and N (w) the number of documents in which w occurs at least once. This formula allocates a higher weight to words which simultaneously occur frequently in the document while occuring only in a few documents. 
with N c the number of documents in c, N c the number of documents not in c and t a free parameter between 0 and 1 . These profiles are defined as the centroid of the examples (with a positive coefficient for examples in the class and a negative one for the others). These vectors are also normalized. In the context of a routing task, t = 1 is a usual choice, meaning that in this case, negative examples do not contribute to the centroids. Classification of new documents is performed by computing the euclidian distance between the document vector and the prototype vector of each class; the document is then assigned to the nearest class. As all vectors (prototypes and documents) are normalized, euclidian distance is equivalent to cosine similarity or dot product, which is used for implementation reasons.
In the context of this paper, Rocchio exhibits two important characteristics :
-The decision rule computed by Rocchio is a linear separator (hyperplane) in the vector space. It gives Rocchio the same expressivity as a Perceptron classifier. As [8] shows on filtering tasks, the accuracy of Rocchio with dynamic feedback is comparable to that of a neural network trained with a gradient descent algorithm. -The learning model of Rocchio is a generative one. Parameters are optimized to match the data, not to discriminate the different classes. Generative models usually have lower asymptotic performance value than discriminative ones, but they converge to their optimal performance faster, especially when there is lots of parameters to estimate (which is the case in the textual classification domain) [10] .
We have shown in [19] that Rocchio is robust in the presence of noise and very effective for routing tasks with a high number of classes. On the other hand, its inability to take into account the substructure of classes (such as different subtopics) is a significant drawback compared to others approaches. Rocchio vastly underperforms other algorithms when classes contain intermixed subtopics: when some subtopics of different classes are nearer than subtopics of the same class (for example in the case of spam filtering, the subtopic on software advertisement can be closer to legitimate emails than to other subtopics of spams such as ones with pornographic content). In the remainder of this paper, we will call classes with such intermixed subtopics "heterogeneous classes". These difficulties in dealing with classes with intermixed subtopics come from the generative model used by Rocchio. It assumes that each class has a spherical shape and that the information of the centroid is sufficient to correctly describe a class. Training is accordingly straightforward, because one only has to compute the centroid of all examples for each class. But in cases where the data does not match this model, Rocchio will perform poorly.
Heterogeneous classes Homogeneous classes
To avoid these shortcomings, one need to allow Rocchio to use more complex models while at the same time preserving its simple learning process. This can be achieved with the use of a clustering algorithm which will split the classes into coherent sub-classes. A prototype is then computed for each cluster, as if it were a class in its own right. New examples are labelled according to the class of the nearest prototype. We call this class of algorithms Multi-Prototypes Rocchio (MPR). Even if this procedure can be used with any classifier, it is especially tailored to avoid Rocchio's shortcomings.
Rocchio can be seen as a neural network with no hidden layer. Weights are not learned by a back-propagation algorithm but simply computed as the mean of weights of all examples. Clusters are analog to a hidden layer having as many neurons as clusters. Weights of connection between initial layer and hidden layer are still computed by the mean of examples, weights between the hidden layer and the final layer are binary values according to the class of the cluster. Propagation of weights are different in MPR, because classification is based on the nearest prototype (the hidden neuron with the highest weight) instead of a weighted sum of all hidden layers. With this analogy, we see that the clustering allows to change the complexity of the underlying model.
Moreover, preliminary experiments [19] show that the use of subclasses can be very useful for heterogeneous classes but not for homogeneous ones. The model complexity (in other words number of clusters) must not be chosen according to the data but driven by the accuracy of Rocchio. There is no need to separate two subtopics of the same class if they are not mixed with any subtopic of another class. This suggests that clustering must be performed using a discriminative approach rather than a generative one.
Most of the clustering algorithms described in introduction don't meet these requirements, because the clustering process is independent of the categorization one. They don't try to directly optimize the accuracy of the induced classifier (with the exception of the GIS algorithm from Lam).
Clustering Algorithms
We want to devise a clustering algorithm which detects clusters in heterogeneous classes but not those in homogeneous classes. This condition can be turned into a mathematical criterion in various ways. We have explored two different criteria: the first one is based on the relative positioning of clusters, the second one is more directly error-driven and based on example categorization. Both are integrated into a top-down hierarchical clustering (at each step, we split one cluster into two new smaller clusters). As both criteria uses the class labels of examples, this procedure is not entirely unsupervised, thus the term "weakly supervised". 
Notations
∀(x, y) Π(x) = Π(y) ⇒ c(x) = c(y)(3)
Top-Down Clustering
Our algorithm starts with one cluster per class. At each step, we want to split the cluster with the largest dispersion of its documents. Following [5] , we measure the dispersion with the square-root of the average pairwise similarity between documents:
So we choose the cluster with the smallest norm and apply any clustering algorithm to create two subclusters. We choose K-Means for its simplicity. The resulting split is tested against the criterion. If the division is not accepted, we try with the cluster with the second smallest norm and so on until no more split is accepted.
Algorithm 1 Top-down clustering with criterion
Parameter: A criterion θ Π initial partition with one cluster per class. S = ∅ while S = Π do p = argmin p∈Π−S (||p||) Apply 2-means on p. Let p1 and p2 be the two clusters. if θ is verified then {Split is accepted}
Criterion RP : With Relative Positioning of Clusters
This constraint means that for each pair of clusters of the same class, there must exist a third cluster of another class between the two (see figure 2 for a small illustration). This constraint is obviously satisfied with one cluster per class. The criterion we used aims at maximizing the number of clusters, while keeping the constraint satisfied. 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 0000000 
Fig. 2. Illustration of the "zone between two clusters".
Given the highly combinatorial nature of the problem, we have used a approximation, which relies on a greedy algorithm. At each step of the clustering process, we only test if the two newly constructed clusters verify our criterion. The global constraint is not garanteed because we do not verify it for all the other pairs of clusters.
An additional threshold controls the clusters size, preventing to built too small solutions, which are often noisy and unreliable : clusters are never accepted if they contain less than N 0 examples. Without this filtering, the algorithm will create noisy clusters covering very few examples. These clusters will then allow more splits to be accepted. In our experiments, we have found that without filtering, the algorithm finishes with lots of very small clusters which is clearly not what we want. We have chosen N 0 = 20 for all our experiments.
Criterion DC: With Training Documents Categorization
Min
This formula expresses the fact that we want to minimize the number of examples for which the two nearest prototypes are in the same class. The idea is that if this is true for a lots of examples, then we don't need to distinguish those two prototypes. As before, this formula is obviously minimal with one cluster per class. Whenever a second cluster is created for any class, there is almost always at least one example which does not satisfy the criterion anymore. The constraint (6) has been relaxed as follows: new clusters are accepoted if less than m * min(|p 1 |, |p 2 |) examples of the two clusters do not satisfy the constraint anymore, with m a free parameter. Experiments show that results are not very sensitive to the value of m (we have tried from m = 0.5 to m = 5 with no significant differences). Finally, we also need to point out that this constraint only take into account correctly classified examples, which implicitely lowers the influence of noisy examples. This explains why there is no need to filter small clusters, filtering being already implicitely performed by the criterion.
Experiments and Results

Corpora
We have used three different corpora: Newsgroups, Spam and Mail Center.
The Newsgroups corpus, collected by Ken Lang, contains 20000 messages, evenly distributed in 20 classes, each class corresponding to a different Usenet newsgroup 1 . A list of Newsgroups is given in table 1. Two new corpora were then derived: the first one is obtained by merging newsgroups with the same Usenet prefix 2 , leading to a partition of messages into 4 homogeneous classes; the second one results from the merging of unrelated newsgroups into four superclasses, so as to have intermixed subclusters. This corpus is later referred as the heterogeneous corpus.
The Spam corpus contains 2193 emails. The task is here to discriminate junk or unsollicited emails from the legitimate ones. The corpus contains 1460 spams for 733 legitimate emails. Messages in English and in French are mixed in the two classes.
The Mail Center corpus contains 2393 emails received by a customer service classified in 40 categories (see [18] for more information regarding this corpus). Messages are mostly written in French.
In all our experiments, two third of the corpus is used for training and the remaining part is used for testing. 
Accuracy Measures
Experiments have been performed for all corpora with the following algorithms: K nearest neighbors, Support Vector Machine, simple Rocchio, Clustered-SVM, MPR with K-Means, criterion-based clustering and a greedy division clustering. The greedy clustering always splits the cluster with the smallest norm. Clustered-SVM is similar to the work of [11] : after clustering, a SVM is learned for each cluster and new documents are assigned to the class of the best cluster. For algorithms where the number of clusters must be provided (such as K-Means), we have used the number found by criterion-based clustering. To compare algorithms, we have used a more general performance measure than usual accuracy. Acc-n is defined as the pourcentage of test examples for which the correct class is found in one of the n-best answers of the algorithm. This measure seems to provide a reasonable estimate of actual performance in applicative contexts involving a human validation [18] . We have shown in [19] that Rocchio performs comparatively much better with Acc-n (n > 1) than with Acc-1.
Results presented in table 2 suggest the following comments:
-SVM constantly outperforms all other algorithms for the Acc-1 measure.
-Clustered-SVM is always lower than simple SVM, as in [11] . This confirms that clustering is useful for Rocchio but not necessarily for other classifiers. -For the three newsgroups corpora, MPR is only slightly better than Rocchio and always worse than k-NN or SVM. -For Spam and Mail Center databases, the improvement over Rocchio is very sensible and MPR surpasses k-NN and even SVM for Mail Center with Acc-2. -MPR improves Rocchio more for Acc-1 than for Acc-2.
-The different clustering algorithms have a very similar behaviour. The main advantage of our criterion-based clustering is its ability to automatically determine the "right" number of clusters. Overall, the DC criterion is more stable and accurate and is used for the rest of our experiments.
Discussions about Number of Clusters Found by MPR
Both implementations of MPR are also able to create useful clusters to improve overall accuracy. Unlike K-Means or any unsupervised clustering, they are able to choose the right number of clusters. This fact is confirmed by an examination of the results on the Newsgroups homogeneous and heterogeneous corpora. For this experiments, the right number of clusters is known in advance: for the homogeneous corpus we expect clustering to be useless, whereas for the heterogeneous, we expect to get better results by recovering the 20 initial classes. Experimental results are reported in table 3. Obviously, MPR is able to see a difference between these two simulated corpora and to pick up an approximately correct number of clusters. A second way to check that the number of clusters is correct is to do an exhaustive search. To this end, we have used the greedy clustering with an increasing number of clusters. Each of these is then integrated in the classifier. Results are presented on Figure 3 . Our criterion seems to always find just a little less clusters than the optimum value, the resulting accuracy being slightly lower than the maximum found by greedy clustering. Overall, we think that the criterion-based clustering is able to find an appropriate number of clusters. 
Influence of Corpus Size
Rocchio is very efficient and often outperforms other algorithms when the training corpus contains very few examples per class. The clustering algorithms presented here require an important number of examples to be able to create statistically coherent clusters. To see how the combination of clustering and Rocchio behaves on a small corpus, we have performed additional experiments with corpora of varying size.
Results are reported on Figure 4 . As expected, Rocchio outperforms all others classifiers with fery few documents but its learning curve rapidly flattens. MPR is a compromise between Rocchio and k-NN / SVM with better accuracy than k-NN or SVM with few examples and better than Rocchio with lots of examples.
Conclusion and Future Work
We have presented here a weakly supervised clustering algorithm and demonstrate the usefulness of this learning procedure when used in conjonction with a Rocchio classifier for text categorization tasks. Unlike related work, this algorithm tries to use the supervision data (class labels) to guide clustering. We think this is the main reason for the difference of results between [11] and our work. This strategy provides the clustering algorithm with a well-behaved stopping criterion, which allows to automatically discover the right number of clusters. The criterion based on performance measures seems to be the most accurate and most stable one. Using this weakly supervised clustering, we have successfully managed to improve Rocchio's performance, with errors rate dropping between 4 % and 84 % depending on the corpus. These differences in performance confirms that Rocchio can use some extra information regarding the internal organization of clusters, but this information is not useful for all corpora. In our experiments, we found that the number of useful subclusters is relatively small, thus preserving the efficiency of Rocchio during the classification phase. We have also identified an important characteristic of our clustering algorithm: it requires more documents than a simple Rocchio classifier; in fact using it with a too small corpus can even lower accuracy.
Our clustering algorithm allows to discover some hidden structure on any textual database in a way that is beneficial for the classifier Rocchio. We plan to investigate the use of similar unsupervised clustering techniques for other tasks including forgetting of past examples after a concept shift and management of a temporal stream of documents by monitoring these clusters.
