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Abstract: Since Aronszajn (1950), it is well known that a functional Hilbert
space, called Reproducing Kernel Hilbert Space (R.K.H.S ), can be associated to
any positive definite kernel K. This correspondance is the basis of many useful
algorithms. In the more general context of conditionally positive definite kernels
the native spaces are the usual theoretical framework. However, the definition of
conditionally positive definite used in that framework is not adapted to extend
the results of the positive definite case. We propose a more natural and general
definition from which we state a full generalization of Aronszajn’s theorem. It
states that for every couple (K, P) such that P is a finite-dimensional vector
space of functions and K is a P-conditionally definite positive kernel, there is a
unique functional semi-Hilbert space of functions HK,P satisfying a generalized
reproducing property.
Eventually, we verify that this tool, as native spaces, leads to the same inter-
polation operator than the one provided by the kriging method and that, using
representer theorem, we can identify the solution of a regularized regression
problem in HK,P.
Key-words: (Conditionally) Positive Definite Kernel, R.K.H.S, Native Space,
Interpolation, Kriging, Regularized Regression
∗ Dassault Aviation, Université Paris-sud 11
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Noyaux conditionnellement définis positifs :
contribution théorique, application à
l’interpolation et à l’approximation
Résumé : Il est bien connu, depuis Aronszajn (1950), qu’à tout noyau défini
positif K, on peut associer un espace de Hilbert de fonctions, appelé espace
de Hilbert à noyau reproduisant associé à K (R.K.H.S ). Dans le cas plus
général des noyaux conditionnellement positifs, le cadre théorique habituelle-
ment invoqué sont les espaces natifs. Cependant, la définition de condition-
nellement defini positif qui y est proposée est trop restrictive pour généraliser
complétement le cas défini positif. Nous proposons une définition à la fois
plus naturelle et plus générale grâce à laquelle une véritable généralisation du
théorème d’Aronszajn est démontrée. En substance, il établit qu’à chaque cou-
ple (K, P) tel que P est un espace vectoriel de fonctions de dimension finie et
K est un noyau P-conditionnellement défini positif, il existe un unique espace
semi-Hilbertien de fonctions HK,P (R.K.S.H.S ) satisfaisant une propriété de
reproduction généralisée.
Nous vérifions que cet outil, comme les espaces natifs, conduit au même opérateur
d’interpolation que la méthode du krigeage et que, utilisant le théorème du
représentant, on peut identifier la solution d’un problème de régression régularisée
dans un R.K.S.H.S .
Mots-clés : Noyau (conditionnellement) défini positif, R.K.H.S , espace natif,
interpolation, krigeage, régression régularisée
Conditionally positive definite kernels 3
1 Introduction
Conditionally positive definite kernels arise in many contexts including approx-
imation function algorithms ([9]), surface reconstruction ([11],[6]), numerical
analysis of fluid-structure interactions ([10]), computer experiment ([4],[7]), geo-
statistics ([2], [8]). They are intended to generalize the well known positive
definite kernel case. As far as we know, the current mostly used and refered
to theoretical framework in conditionally positive definite kernel context, is the
native spaces theory which was firstly developed by R. Schaback [5] and more
recently by H. Wendland [11].
In our opinion, conditionally positive definite kernel definition in the native
spaces theory as given in [5] and [11] is not the natural generalization of the
positive definite one. We think that the word definite in “conditionally positive
definite” has not been interpreted in its full genuine meaning by these authors
(see below the first remark following Aronszajn’s theorem). As a result, the na-
tive space theory does not fully contain the positive definite case: for example, it
rules out positive definite kernels defining a finite dimensional reproducing ker-
nel Hilbert space. Moreover, the geometrical simplicity of the positive definite
case is lost.
In this paper, we first aim at giving general theoretical foundations to condi-
tionally positive definite kernels used to interpolate or to approximate functions.
We want these foundations to fully contain the positive definite case.
In the positive definite kernel case the key property is Aronszajn’s theorem,
which we recall here.
Let K : E × E 7→ R be a positive definite kernel: that is K is symmetric and
satisfies the following property
∀(λ1,x1) . . . (λN ,xN ) ∈ R × E,
∑
1≤l,m≤N
λlλmK(xl,xm) ≥ 0 .
For any x ∈ E let us denote by Kx the partial function x′ ∈ E 7→ K(x,x′) ∈ R.
Let FK be the vector space of (finite) linear combinations of functions taken in
{Kx,x ∈ E}.
It is easy to see that the formula
<
L
∑
k=1
λlKxl ,
M
∑
m=1
µmKx′m >FK =
∑ ∑
λlµmK(xl,x
′
m)
defines a symmetric, positive, bilinear form on FK . Now Aronszajn’s theorem
[1] reads as
Theorem 1.1 (Aronszajn) 1. <, >FK , as a bilinear form, is positive def-
inite.
2. There is a unique Hilbert space of real functions defined on E, HK , called
Reproducing Kernel Hilbert Space (R.K.H.S ) of kernel K such that
❼ (FK , <,>FK ) is a prehilbertian subspace of HK ,
❼ the following reproducing property is satisfied
∀f ∈ HK , x ∈ E, f(x) =< f,Kx >HK . (1.1)
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Let us make several remarks, in the light of that theorem.
First of all, the word definite in positive definite kernels relates to the positive
definiteness of <, >FK , as stated by point 1 of Theorem 1.1, and not to the
positive definiteness of matrices
(K(xl,xm))1≤l,m≤N , N ∈ N, (x1, . . . ,xN ) ∈ EN
which are not definite in general.
Secondly, let X = {x1, . . . ,xN} ⊂ E be a set of points, the reproducing prop-
erty (1.1), leads to a simple and useful charaterization of the orthogonal pro-
jection SK,X(f) of any f ∈ HK on FK(X), the subspace of FK spanned by
Kx1 , . . . ,KxN : it is the interpolation of f at the points of X with minimal HK-
norm.
At last, as an easy consequence of the previous fact, the well known representer
theorem [3] applied here in a regularized regression context, is stated as follows:
let (x1,y1), . . . , (xN ,yN ) ∈ E × R and λ > 0,
any solution of
min
f∈HK
N
∑
k=1
(yk − f(xk))2 + λ||f ||HK
lies in FK(X).
The main result of our work has exactly the same form as Aronszajn’s the-
orem:
❼ K, instead of being positive definite, will be what we will call, after a
detailed justification, P-conditionally positive definite, where P is a finite-
dimensional vector space of real functions defined on E.
❼ The R.K.H.S HK will be replaced by a P-dependent semi-Hilbert space
of functions, satisfying a generalized reproducing property and leading to
the acronym (P-)R.K.S.H.S .
❼ Aronszajn’s theorem is recovered for P = {0}.
This paper is organised as follows. Section 2 introduces the mathematical
objects and notations we need. Section 3 details the relations between these
objects leading to a summing up, simple commutative diagram. Section 4 is
the core of the paper. There we formulate “our” conditionally positive definite
definition, state and prove Aronszajn’s theorem analog for conditionally positive
definite context. Sections 5 and 6 are devoted to applications. We first state
and prove a generalized interpolation result in the spirit of the second remark
following Aronszajn’s theorem and the useful Lagrange formulation of these
interpolations. Besides, we revisit the regularized regression problem in the
context of our conditionally positive definite kernels: the representer theorem is
verified and an explicit solution of the regularized regression problem is given.
2 First definitions and notation
In this paper, we will denote by
❼ E an arbitrary set and RE the vector space of real functions defined on E
INRIA
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❼ P ⊂ RE a n dimensional vector space
❼ K : E × E 7→ R, our generic kernel, which is assumed to be, at least,
symmetric and P-conditionally positive:
Definition 2.1 (P-conditionally positive kernel) The kernel K is P-conditionally
positive if the following property is satisfied:
∑
1≤k,l≤L
λlλkK(xl,xk) ≥ 0
for all L ∈ N, x1, . . . ,xL ∈ E, λ1, . . . , λL ∈ R such that
∀p ∈ P,
L
∑
l=1
λlp(xl) = 0
❼ Kx, for x ∈ E, the partial function x′ ∈ E 7→ K(x,x′).
2.1 Measures with finite support
Let us set:
❼ δx the Dirac measure concentrated at x, for any x ∈ E
❼ M the set of real measures on E with finite support:
µ ∈ M ⇔



µ is the null measure on E
or
∃x1, . . . ,xN ∈ E pairwise distinct, and µ1, . . . , µN ∈ (R − {0}), µ =
∑N
k=1 µkδxk
M is obviously a real vector space a base of which is {δx : x ∈ E}.
❼ µ(f) =
∑N
k=1 µkf(xk) the integral of any f ∈ RE against any µ =
∑N
k=1 µkδxk ∈ M
❼ MP the subspace of measures lying in M vanishing on P:
µ ∈ MP ⇔ µ(p) = 0, ∀p ∈ P
❼ If we are given X ⊂ E,
– M(X) = {λ = ∑Ll=1 λlδxl : (λ1,x1), . . . , (λL,xL) ∈ R × X}
– MP(X) = M(X) ∩MP
2.2 P-unisolvent set
Definition 2.2 X = {x1, . . . ,xN} ⊂ E is said to be P-unisolvent if the linear
application
LX : p ∈ P 7→ (p(x1), . . . , p(xN )) ∈ RN
is injective, or equivalently, if the only p ∈ P which vanishes on every x ∈ X is
0 ∈ P.
In this paper, we will always assume that P is such that P-unisolvent sets exist.
Recalling that dim(P) = n, elementary arguments lead to:
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Lemma 2.1 A P-unisolvent set is minimal if and only if it contains exactly n
elements.
Now, let
Ξ = {ξ1, . . . , ξn}
be a minimal P-unisolvent set.
Since LΞ is a bijection, the relations
{
hΞk (ξj) = 1 if j = k
hΞk (ξj) = 0 otherwise
, k = 1, . . . , n
which are equivalent to
LΞ
P
(hΞk ) = ek, k = 1, . . . , n
where ek is the kth vector of the R
n canonical basis, define a P basis (hΞ1 , . . . , h
Ξ
n ).
Let us then define
πΞ : f ∈ RE 7→
n
∑
k=1
f(ξk)h
Ξ
k ∈ P.
This immediately follows:
Proposition 2.1 πΞ is a projector on P, and, for all f ∈ RE, πΞ(f) interpo-
lates f on Ξ.
For any element x of E, let us introduce
δΞ
x
= δx −
n
∑
i=1
hΞi (x)δξi .
Obviously:
❼ δΞξk = 0, k = 1, . . . , n
❼ δΞ
x
∈ MP, since
δΞ
x
(hΞk ) = δx(h
Ξ
k )−
n
∑
i=1
hΞi (x)δξi(h
Ξ
k ) = h
Ξ
k (x)−
n
∑
i=1
hΞi (x)h
Ξ
k (ξi) = h
Ξ
k (x)−hΞk (x) = 0 .
We then establish this technical proposition that will be useful in the sequel.
Proposition 2.2 Let Ξ = {ξ1, . . . , ξn} be any minimal P-unisolvent set. Every
λ =
∑L
l=1 λlδxl ∈ M has the alternative form:
λ =
L
∑
l=1
λlδ
Ξ
xl
+
n
∑
k=1
λ(hΞk )δξk (2.1)
As a consequence,
❼ MP(Ξ) = {0}
❼ for any X ⊂ E, such that Ξ ⊂ X, {δΞ
x
: x ∈ X − Ξ} is a MP(X)-basis.
INRIA
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Proof
We readily have:
L
∑
l=1
λlδ
Ξ
xl
=
L
∑
l=1
λl(δxl −
n
∑
k=1
hΞk (xl)δξk) =
L
∑
l=1
λlδxl −
L
∑
l=1
n
∑
k=1
λlh
Ξ
k (xl)δξk = λ −
n
∑
k=1
[
L
∑
l=1
λlh
Ξ
k (xl)
]
δξk
= λ −
n
∑
k=1
λ(hΞk )δξk
hence (2.1). MP(Ξ) = {0} follows immediately.
Let X be a subset of E which contains Ξ.
Any λ =
∑N
i=1 λiδxi ∈ MP(X) can be written, using (2.1): λ =
∑L
l=1 λlδ
Ξ
xl
.
Thus, since δΞ
x
∈ MP(X),x ∈ X, {δΞx : x ∈ X − Ξ} spans MP(X).
Moreover, {δΞ
x
: x ∈ (X − Ξ)} are linearly independent.
Indeed, let x1, . . . ,xN be N pairwise distinct elements of X−Ξ. For (α1, . . . , αN ) ∈ RN
we have from (2.1):
N
∑
k=1
αkδ
Ξ
xk
=
N
∑
k=1
αkδxk −
n
∑
i=1
[
N
∑
k=1
αkh
Ξ
i (xk)
]
δξi .
But x1, . . . ,xN , ξ1, . . . , ξn are distinct, thus δx1 , . . . , δxN , δξ1 , . . . , δξn are lin-
early independent and
N
∑
k=1
αkδ
Ξ
xk
= 0 ⇒
N
∑
k=1
αkδxk−
n
∑
i=1
[
N
∑
k=1
αkh
Ξ
i (xk)
]
δξi = 0 ⇒ αk = 0, k = 1, . . . , N .
✷
Let us now define:
ΦΞ : µ ∈ M 7→ µ −
n
∑
k=1
µ(hΞk )δξk ∈ M.
The following facts are obvious:
❼ ΦΞ(
∑N
i=1 λiδxi) =
∑N
i=1 λiδ
Ξ
xi
❼ the relation (2.1) can be rephrased as
λ = ΦΞ(λ) +
n
∑
k=1
λ(hΞk )δξk
❼ ΦΞ is a projection on MP.
3 Bilinear forms induced by K
Let µ =
∑M
m=1 µmδxm and λ =
∑L
l=1 λlδzl be two measures taken in M.
The formula
< µ,λ >M,K=
M
∑
m=1
L
∑
l=1
µmλlK(xm, zl)
RR n➦ 6835
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defines a symmetric bilinear form <, >M,K on M.
P-conditional positiveness of K means that the restriction of <, >M,K to MP
is positive.
Kernel K also induces a natural linear application
FK : µ =
M
∑
m=1
µmδxm ∈ M 7→
M
∑
m=1
µmKxm ∈ RE .
For any X ⊂ E, let us then set
FK(X) = FK(M(X))
and
FK,P(X) = FK(MP(X))
which will be merely denoted FK and FK,P when X = E.
Using FK , we can carry the bilinear structure from M to FK :
Proposition 3.1 Let f, g be functions in FK and λ,µ ∈ M such that f = FK(λ)
and g = FK(µ).
The formula
< f, g >FK =< λ,µ >M,K
only depends on f and g, and not on the particular choice of λ,µ.
Thus it defines a symmetric bilinear form on FK whose restriction to FK,P is
positive.
This reproducing formula is satisfied for any g ∈ FK and x ∈ E:
< Kx, g >FK = g(x). (3.1)
Proof
Let us start with
Lemma 3.1 For every λ,µ ∈ M,
< λ,µ >M,K= λ(FK(µ)). (3.2)
Proof
Let λ =
∑L
l=1 λlδxl and µ =
∑M
m=1 µmδzm be the expressions of λ and µ in
the M basis {δx : x ∈ E}.
We readily have:
λ(FK(µ)) =
L
∑
l=1
λlδxl(
M
∑
m=1
µmKzm) =
L
∑
l=1
M
∑
m=1
λlµmK(xl, zm) =< λ,µ >M,K .
✷
From (3.2) we have
< λ,µ >M,K = λ(FK(µ)) = λ(g)
= µ(FK(λ)) = µ(f)
INRIA
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and < f, g >FK only depends on f and g.
Now, since the restriction of <, >M,K to MP is positive, taking f = FK(λ) ∈ FK,P
with λ ∈ MP leads to:
0 ≤< λ,λ >M,K=< f, f >FK
and the restriction of <, >FK to FK,P is positive.
Applied to g = FK(µ) and f = Kx = FK(δx), (3.2) leads to the reproducing
formula:
< Kx, g >FK =< δx,µ >M,K= δx(FK(µ)) = g(x) .
✷
From K and a minimal P-unisolvent set Ξ, we introduce the new kernel KΞ:
KΞ : (x,x′) ∈ E2 7→< δΞ
x
, δΞ
x′
>M,K .
This simple calculation:
∑
1≤i,j≤N
λiλjK
Ξ(x,x′) =
∑
1≤i,j≤N
λiλj < δ
Ξ
xi
, δΞ
xj
>M,K=<
N
∑
i=1
λiδ
Ξ
xi
,
N
∑
i=1
λiδ
Ξ
xi
>M,K≥ 0
leads to
Proposition 3.2 KΞ is a (unconditionally) positive kernel.
We now sum up the main relations between bilinear structures induced by
a conditionally positive kernel we met up to this point. This summary consists
in the following commutative diagram:
(MP(X), <,>M,K)
FK
❄
(FK,P(X), <,>FK ) ✲
Id − πΞ (FKΞ(X), <,>FKΞ
)
❄
FKΞ
(
M(X), <,>M,KΞ
)✛
ΦΞ
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍❥
FΞK
(3.3)
where
❼ X is any subset of E
❼ Ξ ⊂ X is a minimal P-unisolvent set
❼ FKΞ and FKΞ are the analogs of FK and FK whith KΞ in place of K.
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❼ FΞK : M 7→ RE is specified by
FΞK (λ) : x 7→< λ, δΞx >M,K .
The diagram (3.3) must be read with the following conventions:
❼ Any arrow between two bilinear structures is a morphism for them.
❼ Any two oriented paths from one structure to another lead to the same
composite mapping: e.g. FKΞ = F
Ξ
K ◦ ΦΞ.
The “mapping” part of that diagram is the immediate consequence of the
Proposition 3.3 For all λ ∈ M,
FK(λ) = π
Ξ(FK(λ)) + F
Ξ
K (λ), (R1)
FKΞ(λ) = F
Ξ
K (Φ
Ξ(λ)). (R2)
Proof
(R1) follows from this:
FΞK (λ)(x) =< λ, δ
Ξ
x
>M,K
=< λ, δx −
n
∑
i=1
hΞi (x)δξi >M,K
=< λ, δx >M,K −
n
∑
i=1
hΞi (x) < λ, δξi >M,K
= FK(λ)(x) −
n
∑
i=1
hΞi (x)FK(λ)(ξi)
= FK(λ)(x) − πΞ(FK(λ))(x).
(R2) comes from: if λ =
∑L
l=1 λlδxl
FKΞ(λ)(x) =< λ, δx >M,KΞ=
L
∑
l=1
λlK
Ξ(xl,x) =
L
∑
l=1
λl < δ
Ξ
xl
, δΞ
x
>M,K=<
L
∑
l=1
λlδ
Ξ
xl
, δΞ
x
>M,K
= FΞK (
L
∑
l=1
λlδ
Ξ
xl
)(x) = FΞK (Φ
Ξ(λ))(x).
✷
The morphism part of (3.3) is easily verified from:
Proposition 3.4 1. ΦΞ is a morphism between (M(X), <,>M,KΞ) and (MP(X), <,>M,K).
2. Id−πΞ is a morphism between (FK,P(X), <,>FK ) and (FKΞ(M(X)), <,>FKΞ ).
INRIA
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Proof
1. < ΦΞ(δx),Φ
Ξ(δx′) >M,K=< δ
Ξ
x
, δΞ
x′
>M,K= K
Ξ(x,x′) =< δx, δx′ >M,KΞ
leads immediately to
< ΦΞ(λ),ΦΞ(µ) >M,K=< λ,µ >M,KΞ (3.4)
for any λ,µ ∈ M.
2. Let f and g be two functions in FK,P(X): there exists λ,µ ∈ MP(X) such
that f = FK(λ) and g = FK(µ).
Recalling that λ,µ ∈ MP(X) ⇒ ΦΞ(λ) = λ, ΦΞ(µ) = µ, we actually
have
f = FK(Φ
Ξ(λ)) and g = FK(Φ
Ξ(µ)) .
From Proposition 3.3 it follows
f − πΞ(f) = FKΞ(ΦΞ(λ)) = FKΞ(λ)
and
g − πΞ(g) = FKΞ(ΦΞ(µ)) = FKΞ(µ)
leading to:
< f−πΞ(f), g−πΞ(g) >F
KΞ
=< FKΞ(λ), FKΞ(µ) >FKΞ =< λ,µ >M,KΞ .
But FK definition directly gives:
< f, g >FK =< FK(λ), FK(µ) >FK =< λ,µ >M,K=< Φ
Ξ(λ),ΦΞ(µ) >M,K
then, with (3.4):
< f, g >FK =< λ,µ >M,KΞ .
Hence
< f, g >FK =< f − πΞ(f), g − πΞ(g) >FKΞ .
✷
Remark 1 These consequences of diagram (3.3) will be often used in the sequel:
∀f ∈ P + FK,P(X), f − πΞ(f) ∈ FKΞ(X), (3.5)
P + FK,P(X) = P + FKΞ(X). (3.6)
Indeed, if f ∈ P+FK,P(X), we can write f = p+g with p ∈ P and g ∈ FK,P(X).
So, f − πΞ(f) = p + g − p − πΞ(g) = g − πΞ(g), and diagram (3.3) gives
g − πΞ(g) ∈ FKΞ(X)
hence (3.5).
Now (3.5) implies
P + FK,P(X) ⊂ P + FKΞ(X) .
Moreover, since FKΞ is an onto mapping from M(X) on FKΞ(X), so is the
mapping Id − πΞ between FK,P(X), hence
P + FKΞ(X) ⊂ P + FK,P(X) .
Thus (3.6).
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4 P-reproducing kernel semi-Hilbert space
4.1 P-conditionally positive definite kernel
We know from Proposition 3.1 that, K being P-conditionally positive, <, >FK
is a positive symmetric bilinear form on FK,P.
Here is a characterization of couples (K, P) which leads to the positive definite-
ness of <, >FK on FK,P.
Proposition 4.1 For any f ∈ FK,P,
< f, f >FK = 0 ⇔ f ∈ P .
Hence <, >FK is positive definite on FK,P if and only if P ∩ FK,P = {0}.
Proof
Let us first set this well known property:
Lemma 4.1 If R is a positive kernel, then <, >FR is positive definite.
Proof
Let g ∈ FR.
Reproducing property (3.1) and Cauchy-Schwarz inequality leads to:
|g(x)| = | < Rx, g >FR | =
√
< g, g >FR
√
< Rx, Rx >FR .
Hence, < g, g >FR= 0 ⇒ ∀x ∈ E, g(x) = 0 ⇒ g = 0.
✷
Now, let f ∈ FK,P and λ ∈ MP be such that f = FK(λ).
From (3.2), we get:
< f, f >FK,P=< λ,λ >M,K= λ(FK(λ)). (4.1)
Since λ ∈ MP, it follows that ΦΞ(λ) = λ and, then, diagram (3.3) implies
FK(λ) = π
Ξ(FK(λ)) + FKΞ(λ). (4.2)
Applying λ to both terms of (4.2), leads to
λ(FK(λ)) = λ(FKΞ(λ))
since λ ∈ MP implies that λ(πΞ(FK(λ))) = 0.
Equality (4.1) then becomes
< f, f >FK,P= λ(FKΞ(λ)) =< FKΞ(λ), FKΞ(λ) >FKΞ .
Hence
< f, f >FK,P= 0 ⇔< FKΞ(λ), FKΞ(λ) >FKΞ = 0 .
which, with Lemma 4.1 applied to KΞ, leads to
< f, f >FK,P= 0 ⇔ FKΞ(λ) = 0
Eventually, from (4.2)
< f, f >FK,P= 0 ⇔ f = πΞ(f) ⇔ f ∈ P
✷
We are naturally led to the following definition:
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Definition 4.1 (P-conditionally positive definite kernel) A P-conditionally
positive kernel K is said P-conditionally positive definite if
P ∩ FK,P = {0}.
In other words: K is P-conditionally positive definite if and only if <, >FK is a
positive definite symmetric bilinear form on FK,P.
Here are three particular cases where P ∩ FK,P = {0} and consequently where
K is P-conditionally positive definite.
1. P = {0}.
It is the classical case of positive definite kernel. There is no differences
between positive kernel and positive definite kernel.
2. More generally, whatever P is, if K is positive then it is P-conditionally
positive definite.
Indeed, let f be in P ∩ FK,P. Since f ∈ FK,P, there exists λ ∈ MP such
that f = FK(λ). We have, using (3.2)
< f, f >FK =< λ,λ >M,K= λ(FK(λ)) = λ(f) = 0
since f ∈ P.
But, K positive implies that <, >FK is positive definite (see Lemma 4.1),
hence
< f, f >FK = 0 ⇒ f = 0 .
3. The following condition is the P-conditionally positive definite kernel defi-
nition given in [11]: for all L ∈ N, and every x1, . . . ,xL pairwise distinct
∀(λ1, . . . , λL) ∈ RL



∑
1≤k,l=L λlλkK(xl,xk) = 0
et
∑L
l=1 λlp(xl) = 0,∀p ∈ P
⇒ λl = 0, l = 1, . . . , L.
(4.3)
Indeed, suppose K, P are satisfying (4.3) and let f be in P ∩ FK,P.
On the one hand f ∈ FK,P. Hence there exists µ ∈ MP such that
f = FK(µ).
On the other hand f ∈ P, thus µ(f) = 0.
Combining these two facts we get
µ(FK(µ)) = 0. (4.4)
Let us now write µ =
∑M
m=1 µkδxk , with {x1, . . . ,xM} pairwise distinct.
Relation (4.4) becomes:
∑
m,l
µlµmK(xl,xm) = 0 .
Since µ ∈ MP, it follows from (4.3) that µk = 0, k = 1, . . . ,M , then µ = 0
and eventually f = 0.
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Let us notice that condition (4.3) cannot be satisfied if FK,P is a finite-dimensional
vector space, and say E infinite.
Indeed, suppose FK,P is a finite-dimensional vector space.
Let Ξ = {ξ1, . . . , ξn} be a minimal P-unisolvent set. There exists x1, . . . ,xL ∈ E−Ξ
pairwise distinct such that FK(δ
Ξ
x1
), . . . , FK(δ
Ξ
xL
), which all are in FK,P, are lin-
early dependent:
∃(λ1, . . . , λL) 6= 0 ∈ RLsuch that
L
∑
l=1
λlFK(δ
Ξ
xl
) = 0. (4.5)
Hence
0 =< FK(
L
∑
l=1
λlδ
Ξ
xl
), FK(
L
∑
l=1
λlδ
Ξ
xl
) >FK =<
L
∑
l=1
λlδ
Ξ
xl
,
L
∑
l=1
λlδ
Ξ
xl
>M,K . (4.6)
Since
∑L
l=1 λlδ
Ξ
xl
=
∑L
l=1 λlδxl −
∑n
k=1
[
∑L
l=1 λlh
Ξ
k (xl)
]
δξk we can write
L
∑
l=1
λlδ
Ξ
xl
=
L+n
∑
l=1
λlδxl
where λL+k = −
∑L
l=1 λlh
Ξ
k (xl) and xL+k = ξk, k = 1, . . . n. And (4.6) be-
comes:
0 =<
L+n
∑
l=1
λlδxl ,
L+n
∑
l=1
λlδxl >M,K=
∑
1≤i,j≤L+n
λiλjK(xi,xj) .
If condition (4.3) were satisfied, recalling
∑L+n
l=1 λlδxl ∈ MP, this last equality
would imply: λi = 0, i = 1, . . . , L + n, which conflicts with (4.5).
4.2 P-Reproducing Kernel Semi-Hilbert Space
Here is the main result of our study:
Theorem 4.1 Assume K is a P-conditionally positive definite kernel.
There is a unique semi-Hilbert space of real functions defined on E,
(
HK,P, <,>HK,P
)
such that
1.
(
FK,P, <,>FK,P
)
is a pre-hilbertian subspace of
(
HK,P, <,>HK,P
)
,
2. P ⊂ HK,P is the null space of <, >HK,P ,
3. for all Ξ, minimal P-unisolvent set, the following reproducing property is
satisfied:
∀f ∈ HK,P, x ∈ E, f(x) = πΞ(f)(x)+ < f, FK(δΞx ) >HK,P . (4.7)
We call
(
HK,P, <,>HK,P
)
the P-reproducing kernel semi-Hilbert space (P-R.K.S.H.S
) associated with (K, P).
By a semi-Hilbert space, we mean:
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Definition 4.2 A vector space L equipped with a symmetric positive bilinear
form <, >L is semi-hilbertian if, K being the null subspace1 of (L, <,>L), the
quotient space L/K endowed with the bilinear form induced by <, >L is a Hilbert
space.
As a byproduct useful result, we will also get
Proposition 4.2 Any choice of a minimal P-unisolvent set Ξ, leads to the
direct sum decomposition:
HK,P = P
⊕
HKΞ
with πΞ and
(
IdHK,P − πΞ
)
as associated projectors.
Moreover
< f, g >HK,P=< f − πΞ(f), g − πΞ(g) >HKΞ .
Remark 2 Since < f, FK(δ
Ξ
x
) >HK,P=< f, FK(δ
Ξ
x
)−πΞ(FK(δΞx )) >HK,P=< f,KΞx >HK,P ,
the reproducing formula (4.7) can be written:
∀f ∈ HK,P, x ∈ E, f(x) = πΞ(f)(x)+ < f, KΞx >HK,P .
4.2.1 Positive definite case
Suppose K is positive and P = {0}. Kernel K is also positive definite according
to definition 4.1.
Theorem 4.1 reduces to Aronszajn’s
Theorem 4.2 There is a unique Hilbert space of real functions (HK , <,>HK )
such that:
1. (FK , <,>FK ) is a pre-Hilbert subspace of (HK , <,>HK ),
2. the following reproducing property is satisfied
∀f ∈ HK , x ∈ E, f(x) =< f,Kx >HK . (4.8)
HK is the reproducing kernel Hilbert space (R.K.H.S ) with reproducing kernel
K.
Proof
Existence
<, >FK being positive definite on FK , let (H, <,>H) be the Hilbert completion
of (FK , <,>FK ).
Lemma 4.2 The mapping
R : h ∈ H 7→ {x 7→< h,Kx >H} ∈ RE
is an injection.
1K = {u ∈ L :< u,v >L= 0, ∀v ∈ L} = {u ∈ L :< u,u >L= 0}
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Proof
The set {Kx : x ∈ E} is total in H, since it spans FK which is dense in H.
Hence
R(h) = 0 ⇔< h,Kx >H= 0, ∀x ∈ E ⇔ h = 0 .
✷
Let HK = R(H), be equipped with the following inner product:
< R(h1), R(h2) >HK =< h1, h2 >H .
(HK , <,>HK ) is a Hilbert space as isomorphic image of H.
It satisfies the required properties:
1. R(Kx) = Kx as shown by
R(Kz)(x) =< Kz, Kx >H=< Kz, Kx >FK = K(z,x) = Kz(x)
implies R(f) = f for any f ∈ FK .
Hence FK ⊂ HK which leads readily to first property.
2. Let f be any function in HK , and h ∈ H be such that R(h) = f . We have:
< f,Kx >HK =< R(h), R(Kx) >HK =< h,Kx >H= R(h)(x) = f(x) .
Unicity
It comes from this fact:
Lemma 4.3 If H is an Hilbert space of functions satisfying the specifications
of Theorem 4.2, then {Kx : x ∈ E} is a total set in H.
Proof
Let h ∈ H be such that
∀x ∈ E, < h, Kx >H= 0 .
From the reproduction property (4.8) it follows:
∀x ∈ E, h(x) = 0
hence h = 0
✷
Now let H and H′ be two Hilbert spaces of real functions defined on E, satisfying
Theorem 4.2 properties.
From Lemma 4.3, they both contain (FK , <,>FK ) as dense subspace.
The identity on FK can be then extended as an isometry
I : H 7→ H′ .
Hence
∀h ∈ H,x ∈ E, < h, Kx >H=< I(h), Kx >H′
or
∀h ∈ H,x ∈ E h(x) = I(h)(x)
which means ∀h ∈ H, h = I(h)
✷
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4.2.2 General case: existence
Let Ξ be a minimal P-unisolvent set. Theorem 4.2 can be applied to KΞ.
Observe that any function f of its R.K.H.S satisfies:
f(ξ) = 0, ∀ξ ∈ Ξ . (4.9)
Indeed, (4.9) is true for f = KΞ
x
since
f(ξ) = KΞ
x
(ξ) = KΞ(x, ξ) =< δx
Ξ
, δξ
Ξ
>M,K
and δξ
Ξ
= 0.
Hence it is true for any f ∈ FKΞ .
From Lemma 4.3, FKΞ is dense in HKΞ . So any f ∈ HKΞ can be written as
limit of a sequence (fk)k∈N of functions of FKΞ .
Then for any ξ ∈ Ξ, we have:
f(ξ) =< f,KΞξ >HKΞ = limk→∞
< fk, K
Ξ
ξ >HKΞ = limk→∞
fk(ξ) = 0.
Hence (4.9) follows.
An immediate consequence of (4.9) is:
Proposition 4.3 The sum N = P + HKΞ is direct.
Moreover, πΞ and Id−πΞ restricted to N are the associated projections of this
direct sum decomposition.
Moreover:
Proposition 4.4 (existence) N = P ⊕HKΞ with the following bilinear form
<, >N : (p1 + h1, p2 + h2) ∈ [P ⊕HKΞ ]2 7→< h1, h2 >HKΞ
satisfies the properties required by Theorem 4.1.
Proof
Equipped with the form induced by <, >N , N/P is obviously isomorphic to
(
HKΞ , <,>HKΞ
)
: (N , <,>N ) is semi-hilbertian and its null space is P.
From (3.6) we know that
P + FK,P(X) = P + FKΞ(X)
hence FK,P(X) ⊂ P + FKΞ(X) ⊂ N .
From diagram (3.3), it comes
∀f, g ∈ FK,P, < f, g >FK,P=< (Id − πΞ)(f), (Id − πΞ)(g) >FKΞ =< f, g >N .
Hence (FK,P, <,>FK,P) is a pre-hilbertian subspace of N .
Let us now prove reproducing formula (4.7).
Let f be in N and Ξ′ = {ξ′1, . . . , ξ′n} be a minimal P-unisolvent set.
Observe first that:
< f, FK(δ
Ξ
′
x
) >N=< f − πΞ(f), FK(δΞ
′
x
) − πΞ(FK(δΞ
′
x
)) >H
KΞ
.
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From diagram (3.3), we get
FK(δ
Ξ
′
x
) − πΞ(FK(δΞ
′
x
)) = (Id − πΞ)(FK(δΞ
′
x
)) = FKΞ(δ
Ξ
′
x
)
and, since δΞ
′
x
= δx −
∑n
k=1 h
Ξ
′
k (x)δξ′k :
FK(δ
Ξ
′
x
) − πΞ(FK(δΞ
′
x
)) = KΞ
x
−
n
∑
k=1
hΞ
′
k (x)K
Ξ
ξ′
k
.
Hence, applying twice reproducing formula in HKΞ ,
< f, FK(δ
Ξ
′
x
) >N =< f − πΞ(f), KΞx −
n
∑
k=1
hΞ
′
k (x)K
Ξ
ξ′
k
>H
KΞ
= f(x) − πΞ(f)(x) −
n
∑
k=1
hΞ
′
k (x)(f(ξ
′
k) − πΞ(f)(ξ′k))
= f(x) − πΞ(f)(x) − πΞ′
[
f − πΞ(f)
]
(x)
= f(x) − πΞ(f)(x) − πΞ′(f)(x) + πΞ′(πΞ(f)(x))
and eventually, as πΞ
′ ◦ πΞ = πΞ
< f, FK(δ
Ξ
′
x
) >N= f(x) − πΞ
′
(f)(x)
which is the reproducing formula (4.7).
✷
4.2.3 General case: unicity
Lemma 4.4 Let N ⊂ RE be satisfying properties of Theorem 4.1 and Ξ ⊂ E
be a minimal P-unisolvent set.
Let us set f for the modulo P class of any f ∈ N .
{KΞ
x
: x ∈ E} is a total set in the Hilbert space N/P.
Proof
Let h ∈ N be such that ∀x ∈ E, < h, KΞ
x
>N/P= 0.
As < h, KΞ
x
>N/P=< h,K
Ξ
x
>N , h satisfies
∀x ∈ E,< h, KΞ
x
>N= 0
From reproducing property (4.7), we get, x ∈ E:
h(x) = πΞ(h)(x)+ < h,KΞ
x
>N= π
Ξ(h)(x)
That is
h ∈ P thus h = 0 .
✷
Suppose now that two spaces N ,N ′ satisfy theorem 4.1 specifications.
Let Ξ be a P-unisolvent minimal set. From Lemma 4.4, it follows that both of
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N/P and N ′/P contain FKΞ/P as a dense subspace.
Hence identity function on FKΞ/P can be extended by an isometry
I : N/P 7→ N ′/P .
Thus, for any x ∈ E and h ∈ N , applying again reproducing formula (4.7):
h(x) = πΞ(h)(x)+ < h,KΞ
x
>N
= πΞ(h)(x)+ < h, KΞ
x
>N/P
= πΞ(h)(x)+ < I(h), I(KΞ
x
) >N ′/P
= πΞ(h)(x)+ < h′, KΞ
x
>N ′
= πΞ(h)(x) − πΞ(h′)(x) + h′(x)
where h′ ∈ N ′ is a class representant of I(h).
So h ∈ N ′. ✷
5 Interpolation in R.K.S.H.S
5.1 Preliminaries
In this section, we assume that
❼ P a finite dimensional vector space of functions.
❼ K is a P-conditionally positive definite kernel
❼ X = {x1, . . . ,xN} ⊂ E is a P-unisolvent set .
If we are given a minimal P-unisolvent set Ξ, we know that FKΞ(X) is a (finite
dimensional) vector subspace of Hilbert space HKΞ . By [FKΞ(X)]⊥ is denoted
the orthogonal complement of FKΞ(X) in HKΞ .
5.2 Characterizations of interpolation in R.K.S.H.S
Let f be a function in HK,P that we only know on X. We want to interpolate
f in a reasonable way just using f(x1), . . . , f(xN ) and K.
We start with a geometrical characterization of interpolation in HK,P.
Proposition 5.1 Let Ξ ⊂ X be a minimal P-unisolvent set.
For every f, g ∈ HK,P,
g interpolates f on X if and only if f − g ∈ [FKΞ(X)]⊥.
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Proof
Applying reproducing property (4.7) to f − g, we get, for any x ∈ E,
f(x) − g(x) = πΞ(f − g)(x)+ < f − g, FK(δΞx ) >HK,P
= πΞ(f − g)(x)+ < f − g − πΞ(f − g), FK(δΞx ) − πΞ(FK(δΞx )) >HKΞ .
From diagram (3.3) comes:
FK(δ
Ξ
x
) − πΞ(FK(δΞx )) = KΞx .
Hence
f(x) − g(x) = πΞ(f − g)(x)+ < f − g − πΞ(f − g), KΞ
x
>H
KΞ
. (5.1)
Suppose that g interpolates f on X: ∀x ∈ X, f(x) = g(x).
Then, specifically,
∀ξ ∈ Ξ, f(ξ) = g(ξ)
which means
πΞ(f) = πΞ(g)
and implies:
❼ f − g ∈ HKΞ , from Proposition 4.2
❼ 0 =< f − g,KΞ
x
>H
KΞ
,∀x ∈ X from (5.1).
Hence, f − g ∈ [FKΞ(X)]⊥.
Conversely, if f − g ∈ [FKΞ(X)]⊥, then
∀x ∈ X, < f − g,KΞ
x
>H
KΞ
= 0
which reads, by reproducing property in HKΞ ,
∀x ∈ X, f(x) − g(x) = 0 .
✷
From that proposition we draw this useful property
Corollary 5.1 Any function f in P +FK,P(X) is uniquely defined by its value
on X.
Proof
Suppose that f, g ∈ P + FK,P(X) coincide on X.
From Proposition 5.1 we know that f − g ∈ [FKΞ(X)]⊥.
And, according to (3.5) applied to f − g, we have f − g ∈ FKΞ(X).
Hence f = g.
✷
We now state the main result about interpolation: among all the interpola-
tors lying in HK,P of any function f ∈ HK,P on X, the best one belongs to
P + FK,P(X). That comes out from:
Proposition 5.2 Let f be in HK,P.
If X is P-unisolvent,
INRIA
Conditionally positive definite kernels 21
1. The following problem
min
g∈P+FK,P(X)
||f − g||HK,P (5.2)
has a unique solution which interpolates f on X. Let SK,P,X(f) denote
this interpolator.
2. Given a minimal P-unisolvent set Ξ ⊂ X,
SK,P,X(f) = π
Ξ(f) + SKΞ,X(f − πΞ(f)) (5.3)
where SKΞ,X : HKΞ 7→ FKΞ(X) denotes the orthogonal projector on
FKΞ(X) .
3. SK,P,X(f) is the interpolator of f on X with minimal semi-norm.
Proof
Let Ξ be any P-unisolvent set and g be defined as
g = πΞ(f) + SKΞ,X(f − πΞ(f))
which is meaningful since f − πΞ(f) ∈ HKΞ .
We have, SKΞ,X being the orthogonal projection on FKΞ(X):
f − g = f − πΞ(f) − SKΞ,X(f − πΞ(f)) ∈ [FKΞ(X)]⊥ .
Hence, from Proposition 5.1 it follows that g interpolates f on X.
Besides, by construction g lies in P + FKΞ(X) and, recalling (3.6):
P + FK,P(X) = P + FKΞ(X)
g lies P + FK,P(X).
Now, let us recall this easy fact, for two any functions ϕ1, ϕ2, belonging to HK,P:
||ϕ1−ϕ2||2HK,P = ||ϕ1−g+g−ϕ2||2HK,P = ||ϕ1−g||2HK,P+||g−ϕ2||2HK,P+2 < ϕ1−g, g−ϕ2 >HK,P .
(5.4)
Let h ∈ P + FK,P(X) = P + FKΞ(X).
Applying (5.4) to ϕ1 = f and ϕ2 = h leads to
||f − h||2HK,P = ||f − g||2HK,P + ||g − h||2HK,P + 2 < f − g, g − h >HK,P . (5.5)
Since
g − h − πΞ(g − h) ∈ FKΞ(X)
and, f − g ∈ [FKΞ(X)]⊥, then
< f − g, g − h >HK,P=< f − g, g − h − πΞ(g − h) >HKΞ = 0 .
Thus, relation (5.5) gives:
||f − h||2HK,P = ||f − g||2HK,P + ||g − h||2HK,P .
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That shows that g is a solution of problem (5.2). By corollary 5.1 there is no
other interpolant of f in P + FK,P(X).
Let now h ∈ HK,P be an other interpolator of f on X. Let us apply (5.4) to
ϕ1 = h, and ϕ2 = 0:
||h||2HK,P = ||h − g||2HK,P + ||g||2HK,P + 2 < h − g, g >HK,P . (5.6)
Since h interpolates f on X, it also interpolates g on X. Proposition 5.1 tells
us that
h − g ∈ [FKΞ(X)]⊥ .
Hence, since g − πΞ(g) ∈ FKΞ(X)
< h − g, g >HK,P=< h − g, g − πΞ(g) >HKΞ = 0 .
Relation (5.6) becomes
||h||2HK,P = ||h − g||2HK,P + ||g||2HK,P .
Thus, ||h||HK,P ≥ ||g||HK,P .
Moreover, ||h||HK,P = ||g||HK,P only when ||h− g||HK,P = 0. Since h interpolates
g on X, hence on Ξ, we have πΞ(h − g) = 0 and
||h− g||HK,P = 0 ⇔ ||h− g −πΞ(h− g)||HKΞ = 0 ⇔ ||h− g||HKΞ = 0 ⇔ h = g .
✷
5.3 Lagrangian form of R.K.S.H.S interpolators
We now want to set in our framework, the formulation known as Lagrangian
formulation ([6], [11]), which is much better for error analysis.
We first introduce a useful tool.
5.3.1 Free P-unisolvent set
Definition 5.1 Any P-unisolvent set Z which does not possess a strict P-unisolvent
subset Y satisfying
P + FK,P(Z) = P + FK,P(Y)
will be called a (K-)free P-unisolvent set.
We will state two characterizations of freeness.
The first one is:
Lemma 5.1 A P-unisolvent set Z is a free P-unisolvent set if and only if
dim(P + FK,P(Z)) = Cardinal(Z) .
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Proof
Suppose that Z is free.
If Z is a minimal P-unisolvent set, we have Cardinal(Z) = n and MP(Z) = {0}.
Hence P + FK,P(Z) = P and
dim(P + FK,P(Z)) = Cardinal(Z) .
Now, if Z is not a minimal P-unisolvent set, it strictly contains a minimal P-
unisolvent set Ξ.
Let us first show that KΞ
z
, z ∈ Z − Ξ is a FKΞ(Z)-basis.
Otherwise there would be z0 ∈ Z − Ξ such that, setting Z′ = Z − {z0},
KΞ
z
, z ∈ Z′−Ξ spans FKΞ(Z). Hence we would have P+FKΞ(Z′) = P+FKΞ(Z)
or equivalently
P + FK,P(Z′) = P + FK,P(Z)
which, since Z′, containing Ξ, is a P- unisolvent set, conflicts with Z beeing free.
Therefore dim(P+FK,P(Z)) = dim(P+FKΞ(Z)) = n+Cardinal(Z)−n = Cardinal(Z).
Conversely assume that dim(P + FK,P(Z)) = Cardinal(Z).
If Z were not free. There would exist Z′, a P-unisolvent strict subset of Z,
verifying
P + FK,P(Z′) = P + FK,P(Z) .
Thus, since KΞ
z
, z ∈ Z′ − Ξ spans FKΞ(Z′):
dim(P+FK,P(Z)) = dim(P+FK,P(Z′)) = dim(P)+dim(FKΞ(Z′)) < n+Cardinal(Z)−n = Cardinal(Z)
which conficts with the hypothesis dim(P + FK,P(Z)) = Cardinal(Z). ✷
In order to state our second freeness characterization, we need some more defi-
nitions.
Definition 5.2 Let P = (p1, . . . , pn) be a P-basis.
To any finite set Z = {z1, . . . , zM} ⊂ E we define the matrix
QP,Z =
(
KZ PZ
PZ
T 0
)
where
❼ PZ =



p1(z1) . . . pn(z1)
... . . .
...
p1(zM ) . . . pn(zM )



❼ KZ =



K(z1, z1) . . . K(z1, zM )
... . . .
...
K(zM , z1) . . . K(zM , zM )



.
If QP,Z is non degenerate we have this helpful construction.
Lemma 5.2 P and Z being as in definition 5.2, if QP,Z is non degenerate the
application RP,Z defined as
RP,Z : w ∈ RM 7→
n
∑
i=1
αi(w)pi +
M
∑
j=1
γj(w)Kzj
RR n➦ 6835
24 Auffray & Barbillon
where, for any w ∈ RM , α(w) =



α1(w)
...
αn(w)



∈ Rn, γ(w) =



γ1(w)
...
γM (w)



∈ RM
are such that
(
γ(w)
α(w)
)
= Q−1P,Z
(
w
0
)
is a linear isomorphism between RM
and P + FK,P(Z).
Proof
For any w ∈ RM ,
(
γ(w)
α(w)
)
= Q−1P,Z
(
w
0
)
is equivalently rephrased as
(α(w),γ(w)) is the unique solution of
{
KZγ + PZα = w
PZ
T γ = 0
.
The second equation tells us that RP,Z(w) =
∑n
i=1 αi(w)pi+
∑M
j=1 γj(w)Kzj ∈ P+FK,P(Z).
Moreover, RP,Z is an onto application since if g =
∑n
i=1 αipi+
∑M
j=1 γjKzj ∈ P+FK,P(Z),
let gZ be the vector whose coordinates are the values taken by g on Z, we have
{
KZγ + PZα = gZ
PZ
T γ = 0
which means RP,Z(gZ) = g.
Lastly, RP,Z is injective, since, according to corollary 5.1, RP,Z(w) as a function
of P+FK,P(Z) is uniquely defined by its values on Z, which are the coordinates
of w.
Therafter RP,Z is a bijection from RM to P + FK,P(Z). ✷
We can then state our second freeness characterization
Lemma 5.3 Let P be a P-basis.
A P-unisolvent set Z is free if and only if QP,Z is non degenerate.
Proof
Let us denote M = Cardinal(Z).
Suppose that QP,Z is degenerate: let (γ,α) 6= (0, 0) ∈ Rn × RM such that
QP,Z
(
γ
α
)
= 0 i.e
{
KZγ + PZα = 0
PZ
T γ = 0
. (5.7)
The function f =
∑n
i=1 αipi +
∑M
j=1 γjKzj is in P + FK,P(Z) since the second
equation of (5.7) implies
∑M
j=1 γjδzj ∈ MP(Z). The first equation tells us that
f is null on Z, and actually everywhere from corollary 5.1 of Proposition 5.1.
Now
f = 0 ⇔
n
∑
i=1
αipi = −
M
∑
j=1
γjKzj .
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But that implies
{
∑n
i=1 αipi = 0
∑M
j=1 γjKzj = 0
(5.8)
since, K being P-conditionally positive definite, we have P ∩ FK,P(Z) = {0}.
First equation of (5.8) gives αi = 0, i = 1, . . . , n, since P = {p1, . . . , pn} is a
P-basis.
Hence
M
∑
j=1
γjKzj = 0 (5.9)
with at least one of the γj , j = 1, . . . ,M being different of 0.
Notice that consequently, Z which is P-unisolvent cannot be a minimal P-
unisolvent set: if it were then MP(Z) = {0} and therefore
∑M
j=1 γjδzj = 0.
That would imply that γj = 0, j = 1, . . . ,M .
So Z contains a minimal P-unisolvent set Ξ which is a strict subset. Observe,
now, that at least one l of {1, . . . ,M} is such that zl ∈ Z − Ξ and γl 6= 0: oth-
erwise,
∑M
j=1 γjδzj would belong to MP(Ξ) which reduces to {0} and therefore
γj = 0, j = 1, . . . ,M would be implied.
Thus, there is j, say j = 1, such that Z′ = Z−{z1} is P-unisolvent and γ1 6= 0.
Let us now show that P + FK,P(Z) = P + FK,P(Z′).
Thanks to (5.9), every g =
∑n
i=1 βipi +
∑M
j=1 ρjKzj in P + FK,P(Z) can be
written
g =
n
∑
i=1
βipi +
M
∑
j=2
(ρj − ρ1
γj
γ1
)Kzj .
To show that g ∈ P+FK,P(Z′) we just have to verify that:
∑M
j=2(ρj−ρ1
γj
γ1
)δzj ∈ MP.
Indeed, for p ∈ P
M
∑
j=2
(ρj − ρ1
γj
γ1
)p(zj) =
M
∑
j=2
ρjp(zj) −
ρ1
γ1
M
∑
j=2
γjp(zj)
= −ρ1p(z1) +
ρ1
γ1
γ1p(z1)
= 0
where we used
M
∑
j=1
ρjδzj ∈ MP ⇒
M
∑
j=1
ρjp(zj) = 0 ⇒
M
∑
j=2
ρjp(zj) = −ρ1p(z1)
and
M
∑
j=1
γjδzj ∈ MP ⇒
M
∑
j=1
γjp(zj) = 0 ⇒
M
∑
j=2
γjp(zj) = −γ1p(z1) .
Conversely, if QP,Z is not degenerate, then from Lemma 5.2, we know that
RP,Z is a linear isomorphism between RM and P + FK,P(Z) and we thus have:
dim(P + FK,P(Z)) = Cardinal(Z)
which from Lemma 5.1 implies that Z is free. ✷
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5.3.2 Lagrangian formulation
Proposition 5.3 (Lagrangian formulation) Let X be a P-unisolvent set.
For any free P-unisolvent set X′ = {x′1, . . . ,x′N ′} ⊂ X satisfying
P + FK,P(X) = P + FK,P(X′) (5.10)
the following relations uniquely define u1, . . . , uN ′ in P + FK,P(X)
uk(x
′
l) = δk,l,∀k, l ∈ {1, . . . , N ′}. (5.11)
Moreover u1, . . . , uN ′ is a [P + FK,P(X)]-basis, and every g ∈ P + FK,P(X) can
be written
g =
N ′
∑
k=1
g(x′k)uk. (5.12)
Consequently
∀f ∈ HK,P, SK,P,X(f) =
N ′
∑
k=1
f(x′k)uk. (5.13)
Proof
Let X′ = {x′1, . . . ,x′N ′} be a free P-unisolvent subset of X, such that
P + FK,P(X) = P + FK,P(X′) and P be a P-basis.
The application RP,X′ defined in Lemma 5.2 is a linear isomorphism between
R
N ′ and P + FK(X′) = P + FK(X).
Let e1, . . . , eN ′ be the canonical R
N ′ − basis.
Let us set:
uj = RP,X′(ej)
where u1, . . . , uN ′ satisfies (5.11).
Indeed, uk = RP,X′(ek) means:
uk =
n
∑
i=1
α
(k)
i pi +
N ′
∑
j=1
γ
(k)
j Kx′j
where α(k) =




α
(k)
1
...
α
(k)
n




, γ(k) =




γ
(k)
1
...
γ
(k)
N ′




is the unique solution of
{
KX′γ + PX′α = ek
PX′
T γ = 0
. (5.14)
The first equation reads exactly: uk(zl) =
{
0 if k 6= l
1 if k = l
which is (5.11).
Now, satisfying (5.11), u1, . . . , uN ′ are obviously linearly independant, and, since
N ′ = dim(P + FK,P(X′)) = dim(P + FK,P(X))
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u1, . . . , uN ′ is a [P + FK,P(X)]-basis.
Every g ∈ P + FK,P(X) can thus be written g =
∑N ′
i=1 αiui, and by (5.11) we
get
g(x′j) =
N ′
∑
i=1
αiui(x
′
j) = αj
hence (5.12).
And (5.13) follows immediately.
Unicity of u1, . . . , uN ′ satisfying (5.11) is immediate, since any other v1, . . . , vN ′
satisfying (5.11) would verify
vj =
N ′
∑
i=1
vi(x
′
j)ui = uj .
✷
To conclude this section devoted to interpolation, let us make three remarks
1. The preceding proof gives a direct mean to compute (u1, . . . , uN ′): we
only have to solve (5.14), that is to compute the inverse of QP,X′ .
2. In the native spaces and kriging literature ([6], or [11]), we find this rela-
tion:
{
KX′ u(x) + PX′ v(x) = kX′(x)
PX′
T u(x) = p(x)
(5.15)
satisfied by kX′(x) =



Kx′
1
(x)
...
Kx′
N′
(x)



, p(x) =



p1(x)
...
pn(x)



, u(x) =



u1(x)
...
uN ′(x)



and a vector v(x) =



v1(x)
...
vN ′(x)



∈ Rn.
The resolution of (5.15) in u(x),v(x) leads to u1(x), . . . , uN ′(x).
Let us see why there exists v(x) ∈ Rn such that (5.15) is verified.
Firstly, each of (p1, . . . , pn) beeing in P belongs to P + FK,P(X′). Thus
pi(x) =
N ′
∑
k=1
pi(xk)uk(x), i = 1, . . . , n
which is the second equation of (5.15).
Then, recall that
uk(x) =
n
∑
i=1
α
(k)
i pi(x) +
N ′
∑
j=1
γ
(k)
j Kx′j (x) =
(
γ(k)
T
α(k)
T
)
(
kX′(x)
p(x)
)
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where α(k) =




α
(k)
1
...
α
(k)
n




, γ(k) =




γ
(k)
1
...
γ
(k)
N ′




are given by
(
γ(k)
α(k)
)
= Q−1P,X′
(
ek
0
)
so that:
u(x) =




γ(1)
T
α(1)
T
...
...
γ(N
′)T α(N
′)T




(
kX′(x)
p(x)
)
=
(
IdN ′ 0
)
Q−1P,X′
(
kX′(x)
p(x)
)
and
KX′u(x) = KX′
(
IdN ′ 0
)
Q−1P,X′
(
kX′(x)
p(x)
)
=
(
KX′ 0
)
Q−1P,X′
(
kX′(x)
p(x)
)
.
Now it is readily seen that
(
KX′ 0
)
Q−1P,X′ =
(
IdN ′ 0
)
− PX′M (5.16)
for a (n × (N ′ + n)) well chosen matrix M, leading to
KX′u(x) + PX′M
(
kX′(x)
p(x)
)
= kX′(x)
which is the first equation of (5.15) with v(x) = M
(
kX′(x)
p(x)
)
.
Regarding (5.16), let us denote A,B,C and D those matrices of respective
dimensions N ′ × N ′, N ′ × n, n × N ′ and n × n such that
Q−1P,X′ =
(
A B
C D
)
.
We have
(
KX′ 0
)
Q−1P,X′ =
(
KX′A KX′B
)
.
Using QP,X′Q
−1
P,X′ = IdN ′+n, we get
KX′A = IdN ′ − PX′C and KX′B = −PX′D
and eventually
(
KX′ 0
)
Q−1P,X′ =
(
IdN ′ 0
)
− PX′
(
C D
)
.
3. Kriging ([4],[7]) is very popular in computer experiments and geostatis-
tics. Let us recall how that technique is linked to interpolation. Krig-
ing aims at approximating a function f ∈ RE only known on a design
X = {x1, . . . ,xN} ⊂ E. In its simplest form, it postulates that f is a
realization of a gaussian process F whose parameter lies in E:
F (x) =
n
∑
i=1
βipi(x) + Z(x) (5.17)
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where (p1, . . . , pn) is a basis of a vector space of functions P ⊂ RE and Z
is a centered gaussian process. Then it consists in approximating f(x) by
the best linear unbiased predictor (BLUP).
Now, it is readily seen that the BLUP depends on F only through this
centered gaussian process whose parameter is in MP:
FP(
∑M
m=1 µmδxk) =
∑M
m=1 µmF (xi).
Hence the idea of intrinsic kriging: forget the model (5.17) and start,
instead, with G, a centered gaussian process whose parameter is in MP
and whose covariance is specified by a P-conditionally positive definite
kernel K, then solve the BLUP equations with G in place of FP.
This method leads exactly to the same equations than those that are to
be solved to get the interpolator SK,P,X(f).
4. Observing that δx −
∑N ′
k=1 uk(x)δx′k ∈ MP we rediscover this error esti-
mation
|f(x) − SK,P,X(f)(x)| = |

δx −
N ′
∑
k=1
uk(x)δx′
k

 (f)|
= | < FK(δx −
N ′
∑
k=1
uk(x)δx′
k
), f >HK,P
= | < Kx −
N ′
∑
k=1
uk(x)Kx′
k
, f >HK,P |
≤ ||f ||HK,P ||Kx −
N ′
∑
k=1
uk(x)Kx′
k
||HK,P .
6 Regularized regression in R.K.S.H.S
As in the previous section, it is assumed that P denotes a finite dimensional
vector space of functions and that K is a P-conditionally positive definite ker-
nel. Furthermore, suppose that, besides the “design” X, we are given values
y1, . . . ,yN ∈ R. For P a finite dimensional vector space and K a P-conditionally
positive definite kernel, we want now to solve the following regularized regression
problem:
min
f∈HK,P
N
∑
k=1
(yk − f(xk))2 + λ||f ||2HK,P (6.1)
where λ is a strictly positive real.
The representer theorem is true in P-R.K.S.H.S :
Theorem 6.1 Any solution of (6.1) lies in P + FK,P(X).
Proof
Let f ∈ HK,P be a solution of problem (6.1).
By Proposition 5.2, g = SK,P,X(f) belongs to P + FK,P(X) and interpolates f
on X, hence
N
∑
k=1
(yk − f(xk))2 =
N
∑
k=1
(yk − g(xk))2 .
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Moreover, if f and g were distinct, the same proposition 5.2 would imply:
||g||HK,P < ||f ||HK,P
so
N
∑
k=1
(yk − g(xk))2 + λ||g||2HK,P <
N
∑
k=1
(yk − f(xk))2 + λ||f ||2HK,P
which contradicts the fact that f is a solution of (6.1).
✷
Explicit solution of (6.1) is given by:
Proposition 6.1 Let X be a free P-unisolvent set.
The solution of (6.1) is f =
∑n
i=1 αipi+
∑N
j=1 γjKxj with α =



α1
...
αn



∈ Rn,γ =



γ1
...
γM



∈ RN
given by
{
γ = (KX + λIdN )
−1(Y − PXα)
α =
[
PX
T (KX + λIdN )
−1PX
]−1
PX
T (KX + λIdN )
−1Y
(6.2)
where Y =



y1
...
yN



.
Proof
From Theorem 6.1, we know that the solution is to be searched in P+FK,P(X).
The function g =
∑n
i=1 α
(0)
i pi +
∑N
j=1 γ
(0)
j Kxj ∈ P+FK,P(X) is solution of (6.1)
if and only if α(0) =




α
(0)
1
...
α
(0)
n




∈ Rn,γ(0) =




γ
(0)
1
...
γ
(0)
M




∈ RN is solution of
min{J(α,γ) : α ∈ Rn,γ ∈ RN ,PXT γ = 0} (6.3)
where
J(α,γ) = ||Y − (KXγ + PXα)||2RN + λγT KXγ .
To solve (6.3) let us form the Lagrangian
L(α,γ,µ) = J(α,γ)+ < PX
T ,µ >Rn .
A solution of (6.3) satisfies the following first order conditions:



2PX
T [KXγ + PXα − Y] = 0
2KX [KXγ + PXα − Y] + 2λKXγ + PXµ = 0
PX
T γ = 0
. (6.4)
Rewriting first equation as
{
KXγ + PXα − Y = e
PX
T e = 0
, (6.4) becomes







KXγ + PXα − Y = e
KX [e + λγ] + PX(
1
2µ) = 0
PX
T e = 0
PX
T γ = 0
. (6.5)
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From the three last equations we then draw:
{
KX [e + λγ] + PX(
1
2µ) = 0
PX
T [e + λγ] = 0
. (6.6)
Since X is free, Lemma 5.3 implies that
(
KX PX
PX
T 0
)
is non degenerate.
Hence (6.6) gives
{
e + λγ = 0
µ = 0
⇒
{
e = −λγ
µ = 0
and, used in (6.5)
{
γ = (KX + λIdN )
−1(Y − PXα)
PX
T (KX + λIdN )
−1PXα = PX
T (KX + λIdN )
−1Y
. (6.7)
Notice, then, that PX
T (KX + λIdN )
−1PX is a symmetric positive definite ma-
trix. Indeed, (KX + λIdN )
−1 is obviously a symmetric positive definite matrix
so that
aT PX
T (KX + λIdN )
−1PXa = 0 ⇔ PXa = 0
which implies a = 0 since X is P-unisolvent.
Hence, eventually, (6.7) leads to
{
γ = (KX + λIdN )
−1(Y − PXα)
α =
[
PX
T (KX + λIdN )
−1PX
]−1
PX
T (KX + λIdN )
−1Y
.
✷
The solution (6.2) is formally the same as the one proposed by G. Wahba [9]
in the context of thin-plate splines on Rd which is known to correspond to this
P-conditionally positive definite kernel:
K(x,x′) = (−1)k+1||x − x′||2k
Rd
log(||x − x′||Rd)
where P is the set of the d-variate polynomials of degree less than k + 1.
7 Discussion
In this paper we propose a new definition of the conditionally positive definite
kernel which, generalizing the usual one, leads to a full extension of the results
of the positive definite case.
The core of our work is an Aronszajn’s theorem analog which links any condi-
tionally positive definite kernel to a functional semi-Hilbert space (R.K.S.H.S ),
generalizing R.K.H.S for positive definite kernel.
We show that the useful interpolation operator still works and specifically can
be computed in this generalized context. As an other benchmark test we state
the explicit solution of a regularized regression problem, which we recognize to
be formally identical to the one stated in [9], in the context of thin-plate splines.
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