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INTRODUCTION 
General results on the asymptotic behavior of the Green’s function 
and the spectral function of an elliptic operator have been obtained 
by a number of authors; we refer to [l] and [ 131 for a discussion 
and further references. Recently Agmon and Kannai [3] and 
Hormander [14] obtained error estimates for the spectral function. 
The purpose of this paper is to derive estimates and error estimates 
up to the boundary for operators with minimally smooth coefficients, 
and to obtain corresponding formulas for the eigenvalues. 
Suppose A is a self-adjoint elliptic operator of order m on an 
n-dimensional region. Under suitable regularity assumptions, and 
when m > 1z, the resolvent operator (A - h)-l has a continuous 
kernel g, . The asymptotic behavior of g, gives information on the 
behavior of the spectral function e, : 
e&c, x) = a(x) hnlm + O(hn17”) as X -+ co. (1) 
If m < n, the standard procedure is to take p with pm > n and 
assume that the coefficients of A are smooth enough that AP may 
be studied instead. It is natural to ask whether this smoothness is 
necessary for the result, or only for the method. When A has C”- 
coefficients, one has the error estimate 
e,(x, x) = u(x) Anlm + O(An~m-l/zm+~) 
for any E > 0; [3], [14]. 
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The present paper is founded on several observations. Even 
without smooth coefficients, (AP - h)-l has a continuous kernel if 
pm > n. Using Lq estimates and simple inequalities for operator 
norms we can modify the method of [3] to derive economically a 
uniform version of (1). Moreover, when the top-order coefficients of A 
are Holder-continuous at x with exponent 0 < h < 1, then 
e,(x, x) = a(x) X”!“l + O(~nlm-e~m+c) (3) 
for any E > 0, where 19 = h/(h + 3). For h = 1 we have only 
f3 = l/4, compared with l/2 in (2); however [3] and [14] make 
essential use of a high order of differentiability of the coefficients. 
The main results are stated in Section 1. Some lemmas on kernels 
and Sobolev spaces are given in Section 2. Section 3 treats a general 
abstract boundary value problem for the case m > n/2. A restricted 
class of problems for operators of smaller order is treated in Section 4. 
Section 5 shows that “coercive” differential boundary value problems 
belong to that class. Estimates at the boundary are obtained in 
Section 6; these results were announced in [9]. 
1. MAIN RESULTS 
Our terminology and notation is fairly standard, and is made more 
explicit in Section 2. Let Q be a region in R” which is uniformly 
regular of class m + 1, in the sense of [12]. Let A = x a,LP be a 
formally self-adjoint operator of m, with coefficients defined in J2. 
We assume 
Smoothness. All coefficients a, are in L”(Q) and for / CI 1 = m, 
a, is uniformly continuous. 
Strong elhpticity. For all x E Sz and .$ E R” the form a(x, t) = 
1 la I=~~~. a,(x) 5” satdies 
4x, 5) 2 c I 5 Im, 5 E R”, (1.1) 
where c > 0 is independent of x and 5. This implies that m is even. 
Under these assumptions there is a restriction A of A to a subspace 
D(A) C L2(Q) such that A is self-adjoint and semibounded and D(A) 
is contained in the Sobolev space Wm*2(52). In particular the Dirichlet 
boundary conditions determine such a realization A [12]. 
THEOREM A. Let A be a self-adjoint semibounded realization of A 
with domain contained in IVm*2(!2). Suppose m > n/2. Let A = J h dE, 
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be the spectral resolution. Then EA has a kernel eA(x, y) which is continuous 
on the closure of 52 x Q and which satisfies 
e,(x, y) = o(X~/~) as A + Co, x # y; U-1) 
e,(x, x) = a(x) Pi” + o(N”) as h ---f 00, U.2) 
where 
44 = Gw-” I,, c)<l df* (l-3) 
These estimates are uniform on compact subsets of 52 x D - {(x, x)} 
and of G, respectively. 
Moreover, suppose the top-order coe$cients of A are Hlilder- 
continuous at x with exponent h, 0 < h < 1. Then 
eA(x, x) = a(x) hnlm + O(hnlm-Blm+r) (1.4) 
for any E > 0, where 9 = h/(h + 3). This estimate holds uniformly on 
any compact subset of Q on which the top-order coeficients are unzformly 
Holder-continuous. 
When m < n/2 we impose an additional condition. We say that 
A satisfies the resolvent condition for q if for each 6 > 0 there are 
constants cr = c,(q, 6) and c2 = cz(q, 6) such that S, = (A - X)-l 
induces a bounded operator from D(Q) to FP~*(Q) and 
II 0 II* d Cl I x I-l II u II* 9 U-5) 
allUEL*(Q), Ihj >c,, Iarghj 28. 
THEOREM B. Let A be a self-adjoint semi-bounded realization of A 
which satisJies the resolvent condition de$ned above for 2 < q < n/m+E, 
some E > 0. Then the conclusions of Theorem A hold. 
The conditions on A in Theorem B are satisfied if D(A) is deter- 
mined by differential boundary conditions. Moreover, we can get 
uniform estimates on 52 and estimates on the boundary aJ2. Specifically, 
let m = 2r and let 
Bj = 1 b,,,(x) De, j = 1, 2 ,..., r, 
be operators of order mj < m defined on an c-neighborhood of XL 
We assume 
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h-Smoothness. The coefficients bi,8 and their derivatives of orders 
< m - mi are bounded and continuous. Also, for 1 fi / = mj and 
IYI = m - ??lj , 
I D”bi.s - D”bj,s(y>l < c I x - y lh 
where defined, where 0 < h < 1. (For h = 0 this is no further 
restriction.) 
If u E Wm*z(S2), then Bju can be considered as defined on an, 
since ??Zj < m; Cf. [2]. 
THEOREM B’. Let A be the restriction of A to 
D(A) = (u E Wm*2(Q) / Bju = 0 on S.Q, j = l,..., r). 
If A is self-adjoint and semibounded, then 
e,(.r, x) = u(x) An/” + o(P/“) + O(hnln’ exp( -CW” S(X))) (1.6) 
as X -+ 03, uniformly on Q. Here 6(x) is the distance from x to al2. 
For x E al.2 there is al(x) such that 
e,(x, x) = q(x) A*/‘” + o(h”/“‘) (l-7) 
as X -+ 00, uniformly on a!2 
Moreover, suppose the top-order coeficients of A are uniformly 
H(ilder-continuous with exponent h, 0 < h < 1, and the Bj are h-smooth. 
Then for any E > 0, 
eA(x, x) = a(x) hnlm + O(A~@-e~m+r) 
+ O(h”/” exp( -6Wzm S(X))) + O(S(X)-2n) (1.8) 
as X + co, uniformly on Sz; here 0 = h/(h f 3). For x E ati, 
e,(x, x) = al(x) AnI” + O(An~m-e~m+~) as h -+ 03, (1.9) 
uniformly on aa. 
In Section 5 we give necessary and sufficient conditions on the 
system (A, B) so that A be self-adjoint and semi-bounded. 
When Sz is bounded, A has eigenvalues X, Q h, < *me. Let N(h) 
be the number of eigenvalues < h. Then we have the following 
integrated form of Theorem A and B. 
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THEOREM C. Suppose Q is bounded. Then under the hypotheses of 
Theorem A or Theorem B, 
N(h) = (1, a(x) dx) An/m + o(A”‘“). (1.10) 
If the top-order coejicients of A are uniformly Holder-continuous of 
orderh, 0 < h < 1, then 
WV = (In 44 d”) hnim + o(~wm-elm+q (1.11) 
for any E > 0, where 0 = h/(h + 3). 
Remarks. 
1. Under the above assumptions the derivatives DzaD,Be,(x, y) are 
continuous for ) 01 1 < m, ) B 1 < m, and can be estimated similarly. 
2. The assumption that D(A) _C Wm*2(J2) is a global assumption, 
and a local version of Theorem A can be obtained without it. For 
technical reasons it is not easy to see how Theorem B can be obtained 
locally. 
3. For m > n or under further regularity assumptions, the first 
part of Theorem A and B is contained in [I] and [ll]. As noted in 
the introduction, a somewhat better (local) error estimate is proved 
in [3] and [14], but only for C” coefficients. 
4. The first part of Theorem C is also proved for m > n or with 
more regularity in [l] and [I 11. It was obtained for m < n and 
nonsmooth coefficients in [7], [8], [lo] by perturbation methods. 
2. KERNELS OF OPERATORS, SOBOLEV SPACES, AND ESTIMATES 
Let T : X -+ Y be a bounded linear operator, where X and Y are 
Banach spaces. We denote the spaces of continuous linear functionals 
by X* and Y*, the pairings by < , >, the adjoint operator by T*, 
and the norm by 11 T I( or (1 T Iltx Y) . 
The following convenient criterion for the existence of a continuous 
kernel generalizes a lemma of Agmon [l, Lemma 2.21 for Sobolev 
spaces. The present proof is simpler. Let Q be a topological space 
and C(Q) the Banach space of bounded continuous complex functions 
with the sup norm. 
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I,EMMA 1. Let X be a rejlexive Banach space contained in C(Q). 
Suppose each t E Sz has a neighborhood N such that f -+ f I,,,, is compact 
from X to C(N). If T : X -+ X* is a bounded linear operator, then 
there is a function k continuous on Q x Sz such that 
(i) k, = k(s, *) is in X for each s E Q, 
(ii) TptS) = (II, k,) for each s E Q, y E X*. 
Proof. For fixed s, TV -+ Tp(s) is continuous on X*, so there is 
a unique k, E X satisfying (ii). Given t E f2, take N as above. The map 
s + k, is continuous to the weak topology of C(S), so s -+ k, IN is 
continuous to the strong topology of C(N). Thus k(s, *) = k,(s) is 
continuous on Q x N for all such N, and therefore continuous on 
l2 x Q. 
We also want the following estimate for a kernel. 
lJ~~~~ 2. Let (Q, ds) be a o-jinite measure space and let S and T be 
bounded linear operatorsfrom Ll(s2) to L*(Q). Then T*S : Ll(f2) -+ L”(Q) 
is given by a kernel k E L”(sZ x Q) and 
(2.1) 
Proof. Existence follows from the Dunford-Pettis theorem. The 
L”-norm of k is its norm as an element of the dual space of L1(s2 x Q). 
Elements of the formf (s, t) = g(s) h(t) aredense,andllfll = llgll -llhll. 
The inequality (2.1) follows by computing j kf. 
From now on we assume that 52 is an open subset of Ii” which is 
uniformly regular of class m > 0 in the sense of Browder [12]; if Q is 
bounded this simply means that its boundary is a regularly imbedded 
(n - I)-dimensional C” submanifold of R”. Let Di = i-l &ax, and 
De = Dw . . . DanJay =++...+(Y,. 
Let Q, be the closure of R and C,,k(sZ,) the space of functions u 
with Dw continuous on 52, and vanishing at 00, all ( iy ( < k. The 
subspace of functions with compact support is Cck(Qn,). For 1 < q < CO 
the Sobolev space IV,*(Q) is the completion of Cck(Q,) with respect 
to the norm 
where I/ ZJ (IQ denotes the Lq-norm. If 1 < q < CCI, FV~q(sZ) is reflexive. 
580/5/3-I 1 
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Let IWoo = Csk(sZ) with 
II u Ilk.m = SUP II lJ”u IL 9 
IalGk 
(2.3) 
where )I w Ilrn = sup 1 v(s)/. 
The basic facts we need about Sobolev spaces are summarized in 
the following Lemma, cf. Lemmas 5 and 6 of [ll]. For convenience, 
let l/co = 0. 
LEMMA 3. Suppose 1 < q < T < a0 and 0 < k < m, and suppose 
a = [n(l/q - l/r)/(m - k)] - 1 is negative. Then Wml*(J2) C UlkJ(Q) 
and there is a constant c such that for any E > 0 and any u E Wrnl+‘), 
II u Ilk.r 6 WI 11 Ilm.* + l m--k) II u II,>* (2.4) 
Moreover, if q(m - k) > n, then for any u E Wm” the derivatives 
of order k are uniformly H&i&continuous with any exponent 
E < max{l, m - k - n/q}. 
Setting q = I we have a = - 1, and (1.4) implies 
II u Ilk.* d CWk II 24 Ilrn.~ + ck II fa II*)* 
all E > 0. 
P-5) 
Lemma 3 also implies the following 
COROLLARY. If q(m - k) > n, then for each bounded subset N of Q, 
the mapping u + u IN is compact from Wm”(J2) to Ck(N). 
In what follows we shall consider families of operators S, depending 
on a parameter varying in a complex region A. 
LEMMA 4. Let q, r, k and a < 0 be as in Lemma 3. Suppose g(h) 
is a function such that for all u E La(Q) and A E A, 
II SAU IlP Q m II u IIQ 
II SAU IInLfl d I x I .m II u II*. 
Then for some constant c, 
11 sA” 1Ik.q d c I h I”‘“g@) 11 uil~ t (2.6) 
11 s,u I)+ < c 1 x plm)(llg-llr) A4 II u lip. * (2.7) 
Proof. To prove (2.6), use (1.5) with E = 1 h Imrn. To prove (2.7) 
use (2.4) with E = 1 h J(m-k)lna. 
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3. OPERATORS OF ORDER m > n/2 
Let Q and A be as in Section 1, with A satisfying the smoothness 
and strong ellipticity conditions. We assume m > n/2. Let A be a 
semibounded realization of A with domain D(A) C IP,*(Q). We may 
assume A > 0. For X complex, let d(h) be the distance from X to 
the positive real axis. If d(h) > 0 then S, = (A - h)-l exists. 
If T : L’(Q) --+ Whiz is bounded, let 11 T )l(,,;j) denote its norm. 
LEMMA 5. There is a constant c such that if 1 X 1 > 1 and d(X) > 0, 
then 
11 s, jl(o;k) < t qf , h = 0, l,..., wt. (3.1) 
Proof. By Lemma 4, we need consider only k = 0, k = m. But 
NV - 4% 41 > 44ll 24 II*, 11 a u E D(A), since A 3 0. This implies 
(3.1) when k = 0. N ow D(A) is closed in PP**(Q), so the graph 
topology coincides with the induced topology. Then for 1 X j > 1, 
II 0 IL.2 G %(ll ASAU I12 + II SAU 112) 
d %(ll A - A) SA II2 + (I x I + 1) II SAU lid 
d cd x I/W)) II 24 112. 
THEOREM 1. If d(p) > 0, the operator (A2 - p)-l has a kernel g, 
which is continuous on the closure of i2 x Q. Moreover, for 1 p 1 > 1, 
II gu IL G c I I* l”‘2m/4P)~ (3.2) 
Proof. Let X2 = CL, Re(h) > 0. Then (A2 - p)-l = S,,S-,, = 
sA(s-A*)*, where A* is the complex conjugate. By Lemma 3 and its 
corollary, X = Wmp2(52) is a subspace of C(Q1) satisfying the assump- 
tion in Lemma 1. Therefore, there is a continuous kernel g, . From 
Lemmas 2, 4, 5 we get the estimate 
II g, IL < 4 x I”‘2m/4q) . (I h l”‘““i~(--h*)). (3.3) 
But d(--X*) = I h I = I P I 1/2, and d(h) > 2 1 LL. l-l/* d(p), so (3.3) 
implies (3.2). 
Our next result has to do with the “local” nature of S, . Let C be 
a partial differential operator of order < m on Q, with coefficients 
in L”(Q). Suppose that the S-neighborhood of x,, is contained in 52. 
5W5/3-1 I * 
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LEMMA 6. Suppose the coeficients of C vanish in the &neighborhood 
of x,, E Q. Let N be the G/%nez;etborhood f x,, . Then as a mapping 
from L2(s2) to Wjg2(N), j < m, SACS, has norm bounded by 
for any positive integer k and 1 h 1 > max{l, S-}. 
Proof. Fix k. Let q+, qr, 32 ,..., -qk be fixed real functions in 
P’(P) with support in the unit ball and with properties: q&x) = 1, 
I x I < l/Z r15~5+-1 = vi+1 , and rlkvo = v. . Set 44 = vo(S-Yx - x0)) 
and I,+(X) = Qk-l(x - x0)). We also use q~, I+$ to denote the multi- 
plication operator u --t ‘pu, etc. The commutator [& , #] = S,y5 - I,& 
satisfies 
[SA % #I = &M 4 Sh * (3.4) 
Set Co = C and C, = [#j , A]. Then 
aJj+lcj = C&j+1 = 0, j = 0, l,,.., k - 1. (3.5) 
From (3.4) and (3.5) we get 
= ~sA(cksA)(ck-lsA> ’ ’ * (cOsA). 
We use (3.1) to estimate 11 S, (I(o;i) and 11 Co& (](o;o~ . Note that C, , 
j > 0, is an operator of degree < m whose terms of order I have 
coefficients bounded by cJPm. Using (3.1) again, we get 
When I A 1 > km the term I = m - 1 dominates. Using these 
estimates for the product in (3.6), we get the desired estimate. 
This gives an improvement on the estimate (3.2) off the diagonal. 
THEOREM 2. Let E > 0 and a positive integer k be given. There are 
continuous functions c(x, y) = c(x, y; E, k) and ~(x, y) = ~(x, y; E) 
defined on Q x Q - {(x, y)} such that if d(p) > I p I1--(llm)+E and 
IPI zP(x,Y),t~ 
I g&, Al G C(% Y) I P I--k. (3.7) 
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Proof. Take real functions q, $, q E C,m(sZ) such that h = 0, 
q s 1 on the support of q~, ‘p z 1 near X, and # = 1 near y. Near 
(x, y) the kernel g,, coincides with the kernel h, of qS,J,#, where 
A2 = p, Re(X) > 0. But 
Moreover, [q, S-J is the adjoint of [S,, , +J. Also, [S, , ~1 = SACS, , 
where C = [q A] vanishes near the support of q~, and similarly for 
[S-,* , q] neary. Note also that 1 X I/d(A) < 2 1 TV I/d(p) < 2 1 /J /(1/21rs)-~. 
It follows from Lemmas 2, 4, 5, 6 that for any K we have the estimate 
where b is independent of k, for 1 p 1 > p,, . Moreover the estimate 
for ck and p0 are uniform on compact subsets of Sz x 52 - ((x, x)). 
This completes the proof. 
Next we want to consider the behavior of g, on the diagonal. Set 
Q2(X) = (24~” 1 [a(x, 5)” + 11-l d[. (38 
THEOREM 3. Suppose x E Sz and 
I a.& + Y) - 44l G co I Y lh 
for all 1 a 1 = m and x +~EQ, where 0 <h < 1. Let 6(x) be the 
distance from x to the boundary. Given a > 0, b > 0, a + b < 1, let 
y = 1 - a/2m. Then for d(p) > I p 17 and 1 p 1 > S(X)-~~/~, ( p j > 1, 
1 g,(x, x) - a2(x)(-p)‘++’ ) < Cl 1 p p/2+-lfd, (3.9) 
where d = (2a - bh)/2m. The constant cl depends only on a, 6, c, , L?, 
the bounds of the a,, and the constant in (1.1). 
(Here and in following statements (-~)a denotes a branch of the 
root defined for d(p) > 0 and positive for TV < 0.) 
P7oof. Let vo, tie, and 7,+, be real functions in C”(P) with 
support in the unit ball, and with QJ~IJ~ = P)~ , #O~o = tie , and v. = 1 
near the origin. For 0 < 6 < S(x), define am = q~~(S-l(y - x)); 
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define t,& and qs similarly. We shall sometimes drop the subscript 6. 
If f E L2(Q), extend it to Rffl by setting f = 0 outside 52. If f E L2(Rn), 
consider also its restriction to B. In this way multiplication by v, #, 
or 71 can be considered as an operator from either L2 space into either. 
Let A,, = x,11,, a,(x) D. This is an operator with constant 
coefficients whose restriction A, to Wm*2(Rn) is a self-adjoint operator 
in L2(Rn). Let T, = (A, - X)-l, where P = p, Re(X) > 0, and again 
let S, = (A - X)-l. Set 
SA.8 = dhh 9 TM = IS&~ - 
Let R denote various operators which are sums of terms involving 
commutators like [S, , #]. Then 
wW--1~~ = s,,&L*,,)* + R, 
w%“~~s - vJJ’-m (3.10) 
= (s,,, - TA.AL*.~)* + TA,&-A*,, - T-P,,)* + R. 
Let Jr,, be the kernel of TAT-,, . Using the Fourier transform and 
analytic continuation from p < 0 we see that 
h,(x, x) = a2(x)( -p)(++-l. (3.11) 
We use (3.10) to estimate 1 gJx, X) - h&x, x)[. The R term involves 
commutators like [S, , I,&] = S,,C,S,, , where C, = [I,&, A]. From 
Lemmas 4, 5, 6 we get an estimate, with p = 8-2mlb: 
each positive k. Here e is independent of k and E = (1 - a - b)/m > 0. 
Taking k large, we may ignore R. 
Now 
where B = B6 = Q(A,, - A). As above, we may ignore R, . But Bs 
is the sum of an operator with coefficients of modulus < c,,Gh and 
an operator of order < m. By Lemma 5, 
II SA.8 - T,,a Il(,,:j) d cs 1s’ + + ’ ‘;;;y 1 
< c 1 h [j/m-1+(2o-bh)lm, O<j<m. 
(3.12) 
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Since d(--h) = j X I, a similar argument gives 
Now as in the proof of Theorem 1, 
II s--A*.* Ilkw) < I h Ij’=l, O<jjm. (3.14) 
II T,+.a Il(o:j) G I X li’m-l+a’n’ld(~), 0 < j .< m. (3.15) 
The desired estimate (3.9) now comes from (3.9)-(3.15) and Lemmas 2 
and 4. A careful account of the constants verifies the assertion about ci . 
This completes the proof of Theorem 3. 
We can now prove part of Theorem A of Section 1. 
Set A = J t dE, . The range of E, is contained in D(A) C Wm~2(Q) 
and E, = EtE1*, so E, has a continuous kernel e,(x, y). Since 
(A” - p)-’ = J (t’ - p)-l dE, , we have 
gu(.v, y) = 1,” (f2 - P)-’ de&-, Y). (3.16) 
Moreover, e,(x, CC) is nondecreasing in t; e.g., see [13]. We can apply 
a Tauberian theorem of Malliavin [16]; cf. Pleijel [17]. 
THEOREM. Suppose a(t) is nondecreasing for t > 0 and suppose 
s ,I (t” - PI-’ W) = %(-CL)” + O(I P I? 
as 1 p / 4 00 with Re(p) > 0 and 1 Im(p)l = / TV Iv, where - 1 < /3 < 
cx t0 <y < 1,p >O. Then 
u(t) = co sin da + ‘) th+l)P + O(th+v)J,) + O(f’B+l)J’) 
n(a + 1) 
ast-+m. 
Apply this with y = 1 - a/2m and a(t) = e,(x, x). Then by 
Theorem 3, cx = (n/2m) - 1 and /3 = (ni2m) - 1 + (2a - bh)/2m 
SO long as a + b < 1. Taking b close to 1 - a, we have 
B = (n/2m) - 1 + [(2a + ah - h)/2m] + E, E > 0. Then 
a f y = n/2m - a/2m, /3 + 1 = ?1~2rn + (2a + ah - h)/2m + c. 
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Roughly, the best result is obtained when OL + y = ,3 + 1 - E, or 
a = h/(h + 3). We get 
and 4 > 0, where 0 = h/(h + 3). Checking that the constant here is 
the same as in (1.3), we are through. (Pleijel’s argument shows that 
the desired uniformity is maintained.) 
The corresponding part of Theorem C is proved in the same way. 
For 52 bounded, the injection Wns2(Q) +L2(Q) is compact, so 
(A - A)-l is compact. Therefore there is a complete orthonormal 
sequence of eigenvectors {z+} with Au3 = +A, , A, 9 A2 < *se. Then 
IV(~) = 1 1 = s, e&x, x) dx. 
l,dh 
But 
= 
I 
m (A2 - p) dN(Q. 
0 
Let h,(x, 4 = ao(4(---p) n/am-1 again. Given 8 > 0, let Q, consist of 
those x E Q with S(x) > 8. Then by Theorem 3, if d(p) 2 I p Iy, 
y = 1 - a/2m, and 1 p 1 > 8-2m/b, 
I I gu - 4 I Qlx Q c I P IS, B = (n/2m) - 1 + (242 - bh)/2m. ** 
But 
by Lemma 5. Taking 6 = 1 A I-b/2m, we get 
Then the desired estimate for N(A) follows just as that for e&v, x). 
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The assertions of Theorem A and C which do not require Holder 
continuity can be proved in similar, but simpler, fashion. We need 
only consider (Aa - p)-’ for p real and negative, so that d(p) = 1 ~1 j. 
We then obtain (1.1) and (1.2) in the usual way from corresponding 
results about g, , using a Tauberian theorem of Hardy and Littlewood 
in place of that of Malliavin; cf. [13]. 
4. OPERATORS OF ANY ORDER 
Again let 52 and A be as in Section 1, with A satisfying the 
smoothness and strong ellipticity conditions. Let A > 0 be a self- 
adjoint realization of A which satisfies the resolvent condition of 
section one, for 2 < q < n/m + Q, some E > 0. We proceed exactly as 
in Section 3. 
LEMMA 5’. For 2 < q < n/m + r and 6 > 0, there are constants 
cl and c2 such that 
II SAU lIk,P. d Cl I x I(k'm)-l// fJ II* 3 k = 0, l,..., m (4.1) 
for all 1 X 1 > c2 , I arg h I >, 6. 
Proof. By Lemma 4 and the assumption on A, we need only 
consider k = m. Then the proof is the same as that of Lemma 5. 
THEOREM 1’. Let p be an integer such that [p/2] > n/2m. For 
d(p) > 0, the operator (& - p)-l has a kernel g,, which is continuous on 
the closure of Q x 52. Moreooer fog I p / >, p,, and d(p) >, / p I1--a/noP, 
II gu IL0 < c I P l”‘““/4P). (4.2) 
Proof, Take p = s + t, where s and t are integers > n12m. 
Then we can choose 2 = q1 < q2 < a** < qS < n/2m + E such that 
w?j+1 < l/q, - m/n, j = l,..., s, where q9+1 = 03. Choose rl , r, ,..., Y( 
similarly. Let X, , h, ,..., X, be the roots of &’ = 1. Exactly one lies 
in the sector --r/p < arg X < r/p, and we take this to be h, . Then 
(AP - p)-1 = s,, = (j-J SAj)( n sAj*)*. 
iQ8 j>s 
Suppose I I* j large, d(p) > 0. By assumption Sr-,-,+l maps 
Lqf -+ Wm,qj C LQj+l, j = I,..., s, so the first factor on the rrght in (4.3) 
maps L2 into Wm,qa CL”. The second factor is the adjoint of a similar 
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operator. By Lemma 1, (AP - p)-’ has a continuous kernel g, . Note 
that ] hi ] = ] p 1 l/p and 1 X, I/d(&) < ] EL. #Ed. From Lemmas 4, 
5, 5’ we get 
II Sna-j+l II,L.?j,L*i+l) < c I x I(n’m)‘l’*-l’qj+l)-l, 2<j<s, (4.5) 
and similarly for Shek , s < K < p. By Lemma 2 we get (4.2). 
We also have an analog of Lemma 6, in which the exponent 2 is 
replaced by q, 2 < q < n/m + E; we shall not bother with an explicit 
statement. This leads to a corresponding version of Theorem 2 on 
the behavior of gU(x, y) for x f y. Let us pass directly to the analog 
of Theorem 3. Set 
up(x) = (27+” j” [a@, f)” + 11-l d5. (4.6) 
THEOREM 3’. Suppose x E 52 and 
foralllal = mandx+yEi2,whereO <h < l.Supposeb >Oand 
a + b --c 1. Thenfor d(p) > I p jl-+p and I p 1 > max{pO , G(x)-~~P}, 
1 g&c, x) - fzp(x)(-p)‘“l”“‘-1 1 < Cl 1 p plmp)-l+d, (4.7) 
where d = (2~ - bh)/2m. 
The proof is exactly parallel to that of Theorem 3, with the 
complication of more factors. Let ?‘s, &, Q be as in the proof of 
Theorem 3. Let h, ,..., & be the p-th roots of p, with Re()c,) > 0. 
Let S, , A,, T and TA be as in the proof of Theorem 3. Again we 
may replace the product (4.3) by a product of SA,6’s. Then 
We estimate the factors on the right, or their adjoints, as operators 
from spaces LQj + Lq*+l. Recall again that ] X, j/d(&) < I ~1 l/pd(p), 
and I hj I = I P I l/p. Then exactly as in the proof of Theorem 3 we 
get (4.7). 
Theorems B and C now follow by the argument of Section 2. 
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5. DIFFERENTIAL BOUNDARY VALUE PROBLEMS 
Suppose (A, B, ,..., B,) satisfy the conditions of Section 1. For 
1 < 4 < ok, let A, be the operator in D(Q) with domain 
D(A,) = (u E LP,Q(Ci) 1 Bju = 0 on 82, i = l,..., r). 
The following conditions are necessary and sufficient for A, to be 
self-adjoint and semibounded. 
Formal self-adjointness. If u, 71 E C,m(Q,), where Q, = Q u an, and 
U, v E D(A,), then . J Au.v”= s (Au)* . v. R R (5.1) 
Coerciweness. The system (A, B) satisfies the regularity condition 
(E,) of [91, h’ h w rc is a uniform form of the ,,complementing condition” 
of [2]. 
Positivity. Set bi(x, e) = ~,8,=mj b,(x) 6”. For x E aQ, let T and u be 
nonzero vectors respectively tangent and normal (inward) to as2 at X. 
For 1 w 1 = 1, w # 1, let a+(A) be n (h - hj), where the hi are the 
roots of a(x, 7 + XV) = v which have positive imaginary part. Let 
b,(X) = bi(x, T + hv). Then we require that b,(h),..., hi(h) be linearly 
independent over the complex field, modulo a+(X). (The “com- 
plementing condition” is the same condition for w = 0.) 
THEOREM 4. The operator A, is self-adjoint and semibounded if 
and only if the three conditions above are satis$ed. If so, then for any 
l<q<coandO<&<l th ere are constants c and Aq such that 
S, = (A, - X)-l existswhenIhI >,h,,d(h) >,61XI,and 
II SAU II0 < c II u ll,lW (5.2) 
Proof. Clearly (5.1) is necessary if A, is to be self-adjoint. Also 
A, self-adjoint and positive (which we may assume if A, is semi- 
bounded) implies the estimate (3.1). In [5] it is shown for bounded 52 
that (3.1) implies Coerciveness and Positivity; the proof for unbounded 
52 is the same. Conversely, if these conditions are satisfied, then (5.2) 
is proved in [5] for 52 bounded and 4 = 2; cf. [4], where, however, 
it is not shown that A - h is onto. The proof for Q unbounded and 
general 4 is carried out in [12]. The condition (5.1) implies A, 
symmetric, and existence of (A, - h)-l for X large and negative 
implies A, self-adjoint and semibounded. 
500 BEALS 
For use in the next section we need some information on the 
nonhomogeneous boundary value problem. For complex h # 0, let 
II u Ilk.a:l = I! 24 Ilk.9 + I A Pm II f4 II4 * 
For f E Ccm(i%2) let 
Ifl k.a;h = inf II 11 I~;A , u E c,yq, u (an = f. 
Let IV!.* be the completion of Cam with respect to these (equiva- 
lent) norms. Let 
Then B = (B, ,..., B,) maps Wm*q onto Wag; cf. [6]. Therefore 
A, - X is invertible if and only if AA = (A - A, B) is invertible as a 
mapping from Wm.* to Lq X W,(l. Let 
Ifl B.a:A = j$ Ih Im--m,.l * 
THEOREM 4’. Under the assumptions of Theorem 4, if 1 < q < co 
and0 <6 G 1, 
II 4 m.g;A G ca(ll(A - X>u IIa f I BU Ia.a:J (5.5) 
for/Al bhq,d(h)~~[hl,uEWna.q( ).Moreoerer, 
II u II 
Clhl 
m.z:a d (j(A) - (II@ - 4~ 112 + I Bu la.d (5.6) 
all d(A) > 0, u E Wm*2(52). 
Proof. The first part is proved in [4] for bounded a and in [15] 
for general 52. Given u E Wm*“(Sa), it can be shown that there is 
a u1 E PP2(Q) with Bu, = Bu and 
(5.7) 
cf. [15]. Then u = u0 + ur , u,, E D(A), and 
(A - A) u,, = (A - A) u1 - (A - h) u, . 
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From (3.1) we get 
I uo lm*2:A d c +g+ ll(A - 4uo II2 6 Ihl c’ - (II@ - 3~ l/z + II ~1 llm.m). (5.8) d(h) 
From (5.7) and (5.8) we get (5.6) 
6. ESTIMATES AT THE BOUNDARY 
The estimates (5.5) and (5.6) make it possible to obtain estimates 
for g,,(x, X) and e,(x, X) which are uniform on Q, and also to estimate 
these functions at the boundary. Again let 6(x) be the distance to 
the boundary. 
THEOREM 5. Under the hypotheses of Theorems 3 and 4, 
gu(x, x) = as(x)(-~)(nlmj+-l + O(( p l(nlms)-l exp(-cS(x) / p I1@p)) 
+ o(I p pln~Pk--l) (6.1) 
as TV + - oc), uniformly on 9. For x E 82, 
g,(x, x) = a~(x)(-~)(“lmp)-l + o(l p \(a/mp)-l) (6.2) 
as p + - 00, uniformly on Xl. 
If the coeficients atisfy the Hiilder-continuity condition, then for any 
0 < a < h/(h + l), 
g,(x, x) = up(X)(-p)‘“~mP)--l 
+ O(l p lnlmp d(p)-l exp( -d(x) 1 p I(llmp)--l d(p))) 
+ O(l p /(“P+-l+d), (6.3) 
as I TV 1 3 00, d(p) >, 1 ~1 I1--almp, uniformly on Q. Here 
d = [(2a + ha - h)/mfJ] + E, 
any l > 0. For x E 22, 
g,(x, x) = up’(X)(--p)(n~~p)-l + O(l p I(nlmp)--l+d) (6.4) 
as 1 p 1 -+ 00, d(p) > I p I1--almp, uniformly on a52. 
The constant a,‘(x) can be deduced from the proof. Since we follow 
the proofs of Theorems 3 and 3’ closely, we give only a sketch. 
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Suppose first that x E 852. Let (A,, B,) be the corresponding 
homogeneous constant coefficient system on R+n, in local coordinates. 
Let U, = A;l, V, = (A,,,A)-l. Let J : Lq -+ L’J x (0) be the injection, 
and P : Lq x W, + Lq the projection. Take functions pl, #, 7 as in 
the proof of Theorem 3’. We consider them as multiplication 
operators: L@ * Lq x (0), etc. Now $ no longer maps D(A) into 
itself, so the simple expression (3.4) for [S,, , #] is not valid. However, 
with the proper choices of domain and range for the operators +. 
Then the estimation proceeds exactly as before, with P’s and J’s 
judiciously inserted, and with (5.5), (5.6) replacing (4.1). If x E 9, 
we look again at &neighborhoods of X, 8 < 1. In order to get an 
estimate for 1 h j > X, , A, independent of 6(x), we must consider 
6 > S(X) as well as 6 < 6(x). In the former case, take x’ E a.Q, 
1 x - x’ 1 < 6, and argue as above. All that remains, then, is to 
prove (6.3) and (6.4) in the homogeneous constant coefficient case. 
They follow from the integral representation for the solution; cf. [2], 
[5]. In fact (6.4) h o Id s with no remainder, by homogeneity. 
Finally, we want to derive Theorem B’ using Theorem 5. The 
first is again proved as in [13]. The second part uses the Tauberian 
theorem cited in Section 3. Suppose do >, 0, o(O) = 0, and 
s 
m (t” - /L-l da(t) = a,(-p)n + O(l pIS> -t O(g(l ElI)) o 
for d(p) = I P I y, where - 1 < /3 < a: < 0 < y < 1 andg( I p I) > 0. 
Pleijel’s proof shows readily that 
u(W) = UP+1 +0(ta+v + to+y + O(tyg(t)) + 0 (J:,(s) A). 
Suppose g(s) = P+l--v exp(--GP), b > 0. Then 
a(W’) = atafl + O(P+Y + t@+l) + O(ta+l exp(-SF)) + 0(6-(a+2-y)/b). (6.5) 
In our case, b = limp - 1 + 1 - O/mp + E > 1/2mp for E small, 
and 01 + 2 - y = njmp + 9lmp - E. Then (a + 2 - y)/b ,< 2n for 
z small. Applying (6.5) as in Section 3, we get the second part of 
Theorem B’; in fact we see that the exponents li2mp and -2n can 
be improved. 
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