In this paper, we propose a new face detection and tracking algorithm for real-life telecommunication applications, such as video conferencing, cellular phone and PDA. We combine template-based face detection and tracking method with color information to track a face regardless of various lighting conditions and complex backgrounds as well as the race. Based on our experiments, we generate robust face templates from wavelettransformed lowpass and two highpass subimages at the second level low-resolution. However, since template matching is generally sensitive to the change of illumination conditions, we propose a new type of preprocessing method. Tracking method is applied to reduce the computation time and predict precise face candidate region even though the movement is not uniform. Facial components are also detected using k-means clustering and their geometrical properties. Finally, from the relative distance of two eyes, we verify the real face and estimate the size of facial ellipse. To validate face detection and tracking performance of our algorithm, we test our method using six different video categories of QCIF size which are recorded in dynamic environments.
Introduction
Automatic human face detection and tracking is a major work in many commercial applications such as video conferencing, security access control, and content-based video indexing. Therefore, several face detection and tracking techniques have been studied for the last few decades. A first step of face tracking is to determine whether or not there are any faces in an image and detect the location of each if faces exist. However, face detection from still images or image sequences is a challenging task because of variability in scale, location, image orientation (different rotation about the camera's optical axis), pose (frontal, 45 degree, profile, and upside-down), occlusion, facial expression, and lighting conditions (spectra, source distribution, camera sense response, and lens).
In general, face detection algorithms can be divided into roughly four categories. First, in knowledge-based methods, 15, 31 face detection is based on the rules derived from the researcher's knowledge of human faces. It is easy to come up with simple rules to describe the features of a face such as relative distances or relationships between facial features. However, this approach is difficult to translate human knowledge into well-defined rules and extend the rules to detect faces in a different pose. 30 Second, feature-based methods are trying to find invariant facial features such as nose, mouth, 24,33 texture, 2 skin color 5,11 for face detection. Among the several features, skin color has been the most widely used method because of its invariance about translation, rotation and scale changes. However, because skin color models are not effective where the spectrum of the light source varies significantly, recently several modular methods try to combine color and shape or motion for tracking.
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Third, template-based 8, 9 approaches make several standard patterns of a face and the stored patterns are used for face detection. Then, several patterns are compared with images in a search window, one by one. Although this approach is simple, it suffers from the usual shortcomings of straightforward correlation-based approach, such as sensitivity to face orientation, size, variable lighting conditions and noise. 27 The last, neural network approaches 23, 26 detect faces by subsampling different regions of the image and then pass it through a neural network filter. While these approaches provide satisfying detection rate, their computation burden is heavy. They performed very well for frontal faces but they are difficult to be extended to different views of the face. 30, 33 In this paper, we propose a new face detection and tracking method based on template matching for real-time telecommunication applications such as video conferencing, cellular phone, and PDA (Personal Digital Assistants). To solve the problems related to template matching, we make three types of wavelet templates from a given average face and then apply them to the wavelet transformed input image sequences. The proposed scheme consists of five parts: (i) preprocessing for lighting compensation using a min-max normalization and histogram equalization, (ii) candidate face region detection using color information (iii) face detection using wavelet templates, (iv) facial components detection using an adaptive threshold and projections, and (v) face tracking using a prediction. The main contributions of this paper are:
• To find an appropriate preprocessing method which is robust to dynamic lighting conditions. • To propose a new type of template generation method using wavelet coefficients with reasonable experimental results.
• To improve an existing tracking method so that it is able to predict correct face position regardless of its irregular movement.
• To develop eyes detection method using k-means clustering and geometrical properties of eyes.
The overall flowchart of our system is shown in Fig. 1 . This paper is organized as follows. In Sec. 2, we introduce our proposed preprocessing method with color segmentation. Section 3 explains the face detection method using three types of wavelet template. Then, face tracking method is introduced in Sec. 4. Section 5 describes the facial components detection and ellipse fitting method. Experimental results are presented and discussed in Sec. 6. Finally, Sec. 7 concludes this paper by pointing out possible extensions of the current work and future research directions.
Preprocessing for Lighting Compensation and Detection of Candidate Face Regions Using Color Information
The first stage of the proposed algorithm is to compensate variation of lighting conditions. In general, when the image is formed from digital or CCD camera, factors such as lighting (spectra, source distribution and intensity) and camera characteristics (sensor response, and lenses) affect the appearance of a face. 30 Therefore, it is essential work to compensate lighting conditions caused by the above factors in order to reduce missing or false detection of faces. In this section, we use the min-max normalization with histogram equalization according to the variation of intensity.
Min max normalization for lighting compensation
In video conferencing or videophone applications, many researches assume the camera is static and there are no fast and major background changes. 19 However, in fact there are several sources which cause temporal color and lighting variations in the foreground and background pixels, these are becoming major problems for missing or false detection of face regions in video sequences. Therefore, lighting compensation technique is an essential work for correct face detection. To compensate the variation of lighting conditions, we use the min-max normalization method using Eq. (1). Min-max normalization is a linear transformation of the original input image into a newly specified data range. Figure 2 shows the results of images after our preprocessing method is applied. In Figs. 2(e) and 2(f) are the examples of two exceptional cases having high and low intensity values. In addition, to verify the adequacy of our preprocessing algorithm, we first compare the performance of several preprocessing algorithms with that of our proposed preprocessing algorithm. Because there are no standard test data for face tracking unlike face detection in still image, we record six different video sequences which have various background and lighting conditions to verify the performance of our algorithm. The six video sequences which are used to experiment are downloadable from our website http://vip.yonsei.ac.kr/facetracking and summarized in Table 1 .
The average correct face detection rate with the proposed preprocessing method is about 96.8%. But, without using preprocessing for lighting compensation, average correct face detection rate drops to 58.7%. These results show that preprocessing is essential work for template matching which is generally sensitive to the variation of illumination changes. We also compare other preprocessing methods such as histogram equalization, contrast stretching, zero-mean normalization, and gamma correction (γ =1.5). From Fig. 3 , the average face detection rate with the proposed processing method is shown as superior to other preprocessing methods. Histogram equalization preprocessing method itself represents good detection rate in case of high intensity or low intensity situation. However, a rather worse detection rate is shown in backside lighting and nonuniform intensity video sequences. Our proposed preprocessing shows good performance on overall test data.
Detection of candidate face regions using color information
After lighting compensation, we detect skin tones from input image. As we have mentioned in the introduction, although skin color is invariant to translation, rotation, and scale changes of face, it is highly sensitive to the variation of lighting conditions. Therefore we only use color information as the candidate face regions in order to reduce the computational time in template matching. In general, many researches in face detection using color information assume that the chrominance components of skin-tone color are independent of the luminance component. However, in practice, the skin-tone color is nonlinearly dependent on luminance.
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Therefore, we nonlinearly transform Y CbCr color space to luminance independent color space according to Hsu et al. 12 's proposed equation and rename only chrominance components to N Cb and N Cr, respectively. Then, candidate face regions are detected using both new chrominance components and their thresholds. In this paper, we use thresholds from Chai et al. 4 's research because their experimental results show good performance on a wide range of skin color including people of European, Asian and African descents. However, to consider the lighting variation, we expand the range of each threshold.
where CF represents candidate face regions and T Cb , T Cr are the expanded thresholds for new chrominance components. Figure 4 shows the candidate face regions using new color space. Even though we use a wide range of thresholds here, some candidate faces are not detected if they have extremely high intensity (over 180) or low intensity (below 50). In these cases, we are not using the candidate face regions in order to prevent missing or false detection of face and search faces in full search window.
Face Detection Using Three Types of Wavelet Template and Candidate Face Regions
After lighting compensation and detection of candidate face regions, we apply wavelet-based three types of multiscale face template to candidate face regions.
To generate face templates, we apply the discrete wavelet transform to the average face and generate three types of multiscale template. Because our searching strategy is performed only on the candidate face regions of input image with the lower resolution, we can reduce the computational time significantly, which is one of the major problems of template matching.
Related works with wavelet-based template matching
Some researches use the wavelet transform to detect face region. In Karlekar's 14 algorithm, chrominance (Cb and Cr) subimages are obtained from four-level of wavelet transform to check for candidate face pixels. Candidate face pixels are detected from the coarsest-level lowpass chrominance subimage and then, the binary mask image is applied to lowpass subimages after classification. Finally, binary template matching is used to detect actual face regions. Garcia 5 performs a LBG (Linde-Buzo-Gray) color quantization at the first step and iteratively merges the set of homogeneous skin color regions in the colorquantized image. Then, constraints related to shape and face texture analysis are applied, by performing a wavelet packet decomposition on each candidate face area and extracting simple statistical features such as standard deviation. The Bhattacharyya distance is used to classify these feature vectors into face or nonface class.
Although the above two methods use wavelet information in two different ways, such skin color-oriented methods are not effective when the spectrum of the light source varies significantly as we mentioned in the introduction.
Zhu 34 proposed a discriminant subspace algorithm to capture the most discriminant features from orthonormal wavelet decomposed subband images. For face detection, the system decomposes an entire input image into subband images which contain the discriminant features. Multiple sliding windows within different subbands are aligned to the same spatial location. Discriminant features are selected from multiple subbands to calculate the likelihood ratio. After that, face locations are reported where the likelihood ratios exceed a fixed threshold. By employing discriminant wavelet features of low dimensionality and discrete distribution functions, frontal view face detection time can be greatly reduced. However, discriminant wavelet features under different illumination conditions and the slight changes of view and size cannot be confident of accurate face detection.
Kruger 16 proposed a real-time face tracking algorithm with a Gabor wavelet template. Although this approach allows arbitrary affine deformations of the face and homogeneous illumination changes, it is also sensitive to the inhomogeneous illumination changes.
In this paper, we use the color information as only supplementary method to reduce the searching area of template matching, and apply the proposed preprocessing method to input images for preventing distortion of wavelet coefficients.
Generation of wavelet-based face templates
One issue of face detection and tracking is computational complexity. To deal with it, many tracking systems use color as a clue for tracking but the tracking result is not precise. Furthermore, they are not capable of distinguishing between faces and non-faces by using only color information. 16 Other detection systems use a previously given template and show good performance, but computational expense is a major problem. To solve this problem, small window size is adopted by some systems. 34 These systems rely on the low frequency information of a face pattern only, due to the low-resolution representation associated with the small template size. However, high frequency information such as the edges around the eyes and mouth are more prominent features to localize a face region.
In this paper, we generate face templates from wavelet transformed average face. The face template should grasp the common features of a human face as much as possible, while it is not vulnerable to background and individual characters such as the hair style or the shape of beard. 18 To make an average face, we collect 189 faces from 63 people (3 pictures from each person) and manually cropped one by one to use a rectangle that encloses the eyebrows and the upper lips as face templates shown in Fig. 6(a) and 6(b) . The face data we used to compute the average face template is from the Yonsei University Face Database (YUFD: http://vip.yonsei.ac.kr/facetracking, it is taken under different illuminations with glasses or non-glasses of Asian faces). After the generation of an average face, we normalize these face templates to the size of 40×40, 60×60, 80×80 and produce three average face templates individually. Although we restrict the sizes of face templates, our templates are able to detect the sizes of faces from 30×30 to 100×100 due to the property of template matching. That is, template-matching algorithm is capable of comparing the similarity among different face sizes even though there is little difference in sizes between face template and candidate face region. Since the main purpose of our system is for telecommunication such as cellular phone or PDA using QCIF (176×144) video sequences, the smallest size of input face is not smaller than 30×30 and the biggest face size is not bigger than 100×100 when we consider the distance between a camera on hand and a face.
Wavelet transform is applied to the average template and we extract four types of wavelet coefficients of face template from each subimage [
The wavelet transform is multiresolution representation, which expresses image variation at different scales and also provides good energy compaction as well as adaptability to human visual system. 3 Here, we use the orthogonal and compact support wavelet representation. The simplest orthogonal compact support wavelet is Haar wavelet which is the discontinuous crenel function. Other orthogonal and compactly supported wavelets were founded by Daubechies.
1 The simplest Daubechies wavelet, usually referred to as Daubechies 4, has a wavelet discrete filter with four coefficients. In this system, we use three levels of Daubechies 4 because while it has compact support, it is continuous and yields better frequency resolution than Haar wavelet and achieves better spatial resolution than other wavelets. 28 After threelevels of wavelet transform is applied to the average face templates individually, the real templates are down-sampled to the size of 10×10, 15×15 and 20×20. Then, we extract wavelet coefficients from each frequency subimages.
In general, since face has strong edge distribution in horizontal direction (H) and vertical direction (V ), H and V high-pass subimages have important properties to be classified in face and non-face regions. But, since diagonal directional (D) highpass subimage cannot represent unique characteristics for face region, we exclude the subimage D from face templates. To verify our choice of templates, we experimented their face detection performance using an individual subimage itself and all combinations of lowpass subimage (L) with highpass subimages (H, V , D) such as, LH, LV , LD, HV , LHV , LHD, LV D and LHV D. As shown in Fig. 5 , when we use only individual subimages, H shows the best performance. On the contrary, D show the worst performance because it does not have unique characteristics of face components. Moreover, LH and LV shows better performance than L, H, V , D, LD, and HV . Even though LHV D shows relatively better result than all individuals and some combinations of subimages, it is not superior to LHV and it needs additional computation time for D subimage. Through the experiments, we can certify that the combination of LHV shows the best result because it contains all unique characteristics of face components.
Therefore, we use lowpass (L), horizontal directional highpass (H) and vertical directional highpass (V ) subimages with 9 total templates (3 scales × 3 subimages).
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Three types of multiscale face template are mapped in search windows of each subimage.
Search algorithm
Face detection in lower resolution can save a large amount of computation time to estimate face location. However, if the resolution is too small, it cannot estimate correct face region. Therefore, we use two levels of wavelet transform. In this case, one pixel in each subimage corresponds to 4×4 pixels in the original image.
If F l (l = L, H, V ) is the face template of size m × n, I is the low resolution target image of size M × N , MAE (Mean Absolute Error) is estimated between F l and search window S in I. Face detection is computed on all skin-tone location (CF (x, y)) of an input image in the first three frames. From the fourth frame, the center of search window is limited to the location which is predicted by the tracking algorithm. The detail matching process is described as follows:
(1) Three types of face template are mapped in search windows of each subimage.
To detect the face region in the scene, the minimum matching error between an image region and face template is computed on all skin-tone locations in the first three frames. From the fourth frame, the search window is limited to the size of (m + 6) × (n + 6). The center of search window is predicted by the proposed tracking algorithm. The minimum matching error from face template is used for measure of face or non-face regions, and the minimum distance from face template is a candidate face (Fig. 7) . The task is to find a region in the target image I that is best matched with the template F l . (2) We use the MAE as the error function between the template F l and each subimage. Then, we sum up the weighted MAE using Eq. (4).
where T is the target region of the same size with F l included in search window S. s represents three different sizes of face template and l is three wavelet subimages.
where, w l is the weight for each subimage. In this paper, we set w l as 1:1:1. (3) If SMAE has the minimum matching error between F l and S and it is below the predefined threshold (δ), the corresponding SMAE(i, j) is declared as a candidate face for the fixed scale s.
(4) To find out variable sizes of face in the target image, we apply the multiscale face templates to the target image. We also consider the rotated face as well as the upright face. To detect a rotated face in template matching, the rotated face templates are also needed. But, this method requires additional storages for rotated face templates. Usually an upright face detector is invariant to 10 • of rotation from upright. 15 Since an upright face template can detect rotated face from −10
• to +10 • , our method rotates an input image only two times from −20
• to +20
• in a step of 20
• and apply the same matching method. By using this method, we can detect rotated face at least from −30
• to +30
• . Therefore, Eq. (5) is expanded to Eq. (6) and s represents rotation degrees of an image as well as the size of face template. s is a set of pairs of {10 × 10, 15 × 15, 20 × 20} × {−20
• , 0 • , +20
• }. After the face candidates over all scales and rotations are detected using Eq. (6), we sort them out based on their matching error. The real face (RF ) region is selected as the region which has the minimum error among the nine (3 scales × 3 rotations) candidate face regions. Figure 8 shows the process of face detection. The thin rectangles show candidate faces and the thick rectangle shows the final candidate face. 
Face Tracking in Consecutive Image Sequences Using Local Search Window
Once face is detected in the first frame, face tracking is needed for real-time video application in order to reduce the computational time and enable the system to track the face with higher moving speed. 29 Kalman filter is generally used for face tracking. 7, 20, 21, 25 The objective of Kalman filter is to design an estimator that provides estimates of the nonobservable estate of a system taking into account the known dynamics and the measured data. 20 Xu and Sugimoto 29 proposed a new face tracking algorithm using velocity and constant acceleration of three previous positions to reduce the computational time. Although this algorithm gives fast and precise face positions for the next frame, if the variation of velocity is not uniform, it predicts the wrong position for the next face position. In this paper, we have modified the Xu's algorithm to predict the next correct face position even though the movement is not uniform. Suppose that the face position is at x(t) = [(x(t), y(t)]
T at time t, now, we can predict face position for the next frame (t + 1) by combining the average velocity at times t − 2 and t − 1 with current face position as Eqs. (8)- (10) .
For example, if the face position at time t − 2 is 2, t − 1 is 3, and t is 4, the next possible face position of Xu's method,x(t + 1) = 3x(t) − 3x(t − 1) + x(t − 2), and our method are all 5. However, if the velocity is not constant, for example, t − 2 is 4, t − 1 is 2, and t is 5, the next possible face position is 13 by Xu's method, but 5 by our method. In our system, we use the face position at time t + 1 as the center of search window for the next frame. Figure 9 shows one example of face tracking and its prediction difference between our method and Xu's method.
To validate the effectiveness of our tracking approach, we compare our tracking algorithm on both searching time and face detection with full search algorithm second per frame (s/f ) (0.101(s/f ) in the first frame) but in contrast, full search algorithm takes 0.105 s/f . Xu's algorithm takes similar time with our algorithm as 0.094 s/f . However, as shown in Table 2 , face detection rate of our algorithm is superior to Xu's algorithm and full search algorithm. Although we predict the exact position for the next frame, sometimes it misses or falsely detects the face position due to the unexpectedly large movement of face and abrupt change of illumination. Therefore we add one constraint to prevent the above unpredictable conditions. That is, if the distance between the location of the previous face and the location of the current face is over the predefined threshold (in this paper, we set it as 20), we consider it as an exceptional case. In this case, current position of a face remains at the previous position and full search is applied for the next frame. By this constraint, we can track the correct face position regardless of large changes of variations.
Detection of Facial Components and Ellipse Fitting
Once the face location and template size are determined, we also detect two eyes in order to verify the final face region and make an ellipse of face size.
Facial component detection
Some approaches 13, 17 for eye localization are template-based. In our approach, we directly find eyes based on intensity and geometric properties of face. Because of low intensity of the eye area and its geometric properties, the possible locations of the eye corners exist on the boundary of the valley image. 17 To extract the possible eye area, we apply histogram equalization to the face region. Then, we remove the lower half of the face region [ Fig. 8(a) ] because our facial templates are designed to contain from eyebrows to upper lip region. To segment eye regions, we apply an adaptive threshold to the candidate face region. Adaptive threshold is estimated by the average (µ) and standard deviation (σ) of the luminance. That is, because eye area has low intensity, we use this characteristic as the following Eq. (11) .
where s is a scaling parameter for face localization. As s is larger, the number of eye candidates is decreased and on the contrary, as s is smaller, the number of eye candidates is increased. In our experiments, we found out that 1.1 for eye detection is the most proper value for the scaling parameter s. After binarization, median filtering is applied to the face region in order to remove noise adaptively according to the size of face templates. That is, if the size of face template is 80×80, 60×60, and 40×40 then 5×5, 4×4, and 3×3 filters are applied respectively. Then, the horizontal and vertical projection information obtained from the binary image will be used to estimate the approximate locations of eyes. From the binary image, the vertical projection is obtained first. Then, k-means clustering is applied to the vertical projection in order to separate it into two clusters and estimate the center of each cluster. Then, two centers of clusters become the x-coordinates of eye regions, respectively. We also perform horizontal projection to estimate the y-coordinates of two eyes. After horizontal projection, histogram smoothing is applied to the horizontal projection in order to smear noise, and this helps to find the accurate local maxima. In horizontal projection, we calculate two horizontal projections to detect rotated eyes' y-coordinate like Fig. 10(f) . That is, one projection is constructed by the left half of the width of face region and the other projection is constructed by the right half of the width of face region. The reason why we consider two horizontal projections is that two eyes certainly have the same y-axis location regardless of their rotation if we use only one projection. Therefore, we make two vertical projections and find two local maxima from each projection. After that, the center of lower maxima is declared as the y-coordinate of an eye from each projection using the geometrical property of eyes and eyebrows. The overall steps of eye detection are described in Fig. 10 . 
Face verification
After face region and the location of eyes are detected, final face verification is applied. The verification simply checks whether two eyes are detected or not. If they are detected, the system examines whether the distance of two eyes is relatively too short or too long. Three conditions for face verification are the following:
(1) We check whether two eyes are detected from face region or not. If no eye is detected, we reject it. (2) If two eyes are detected, we calculate their relative distance. If the distance between two eyes is shorter than one third of the width of face template, face region is rejected. (3) If only one eye is detected, we regard it as an abnormal face region because it is originated from the variation of lighting, occlusion, or profile in most cases. In this case, the ellipse size of face is determined by the width of face template.
If face region passes the above three conditions, we finally admit it as a real face region and make an ellipse using the distance of eyes.
Ellipse fitting using the distance of two eyes
From the distance of two eyes' xy-coordinates, we estimate best-fitting ellipse. Although Hus et al.
11 utilized the Hough transform, it is not appropriate to real-time application. Therefore, we make an ellipse using the distance (e dis) of two eyes' centroid. In general, because the shape of a face is an ellipse, we set the radius of X-axis as e dis × 1.3 and the radius of Y -axis as e dis × 1.8. From the center point of face region and two radii, we estimate all the remaining points of the face. 
Experimental Results
We have implemented the proposed face detection and tracking algorithm on Pentium IV 1.8 MHz PC with 176×144 QCIF image size. Our system is designed to track face in real time for telecommunication applications, especially for video conferencing, cellular phone, and PDA. The average frame rate for face tracking is 11 frames per second. Figure 11 shows some detection examples of our proposed system. As can be seen in Fig. 11 , our system is able to track a face in variable lighting conditions and movements such as rotation, scaling, up and down, profile, and occlusion. When multiple people exist in the scene, our system will track only one person who is located at the center having proper face size regardless of their movement. In Figs. 11(b) , 11(c) and 11(e), our system shows good performance not only on profile face which is rotated about −10
• to +10
• following the horizontal axis but also on up and down face which is moved about −10
• following the vertical axis. Figure 12 shows some additional experimental examples on the whites, the blacks and the Orientals. As we mentioned in Sec. 3, since our templates consisted of distinct features of face through the wavelet transform, our system can detect other races even though templates are generated from the Oriental faces.
Conclusion and Future Work
In this paper, we present our face detection and tracking method for real-life applications. Therefore, our algorithm is designed to track only one person from video sequences. If multiple persons exist in the image, our system tracks one person who is located at the center having a proper face size which is bigger than or at least equal to the smallest template size. To prevent from missing a face due to the variation of lighting, non-stationary background, abrupt movement, scaling and rotation of face, we proposed a new type of face templates using wavelet coefficients and tracking algorithm. Furthermore, by using multiscale templates in down sampled wavelet subimages with tracking algorithm, we can reduce the amount of computation time compared to the full search method in the original image. In addition, we can detect faces which are independent of the variation of face size. Our system is also able to detect faces which are rotated in a horizontal plane from −30
• . To detect eyes from face region, we use gray-level threshold and geometric properties of components and use them for face verification and ellipse fitting.
Even though our system shows good tracking results, still, there is a lot more research work to be done. One limitation of the current work is that the tracking time should be faster than now. Although we use low-resolution image in order to reduce the computation time for template matching, our algorithm still needs much computational time. Another problem is that detection algorithm for profile or up(down) face has to be researched. Although our detection algorithm shows good performance for only −10
• on profile and up(down) face, it is not sufficient to apply to the real-life environment. Figure 13 shows some examples of failed face detection cases. Our scheme fails in case of extremely illuminated lighting conditions, severely occluded face, profiled face which is rotated in depth, up and down face over 10 degrees.
Our future research needs to improve our system to detect the above failed cases. If we solve those problems, our system would be certainly a better face detection and tracking system for real-life applications that is robust to the variations of dynamic environment.
