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MATHEMATICS 
METRISCHE EIGENSCHAFTEN VERSCHIEDENER 
WINKELMASZE IM MINKOWSKI- UND .FINSLERRAUM. li 
VON 
HORST LIPPMANN 
(Communicated by Prof. J. A. ScHOUTEN at the meeting of September 28, 1957) 
5. 
5.1. Satz: M bezeichne die Menge der Richtungen desM"'. Dann 
stellen g(x, y), G(x, y), a(x, y), w(x, y), sm(x, y) Abstandsfunktionen im 
Sinne von 2.1. in M dar. Daruberhinaus erfullt 
a) g die Dreiecksungleichung; 
b) a eingeschrankt, w uneingeschrankt die abgeschwiichte Dreiecksunglei-
chung, jedoch beide i.a. nicht die Dreiecksungleichung; 
c) sm die schwache Dreiecksungleichung, jedoch i.a. nicht die abgeschwachte 
Dreiecksungleichung (auch nicht eingeschrankt); 
d) w Axiom b) I von 2.1. 
Daher wird M durch g ein metrischer, a ein eingeschrankt-fastmetrischer, 
durch w ein fastmetrischer und durch sm ein Abstandsraum. 
Die folgenden Nummern dieses Abschnittes dienen dem Beweis unseres 
vorstehend formulierten Hauptergebnisses. 
5.2. Nach 2.5. F(x-z);5,F(x-y)+F(y-z). Das beweist wegen (Sa) 
die Dreiecksungleichung fiir g. 
Wir beweisen die Dreiecksungleichung fiir G in E"' und nehmen 
a(x, y) ;5,nf2, a(y, z);5,nf2 an - im anderen Fall ersetzen wir x oder z oder 
beide durch -x bzw. -z und andern die Funktionswerte von G nicht. 
N ach dem vorherigen gilt 
• <X(x, z) ~ • <X(x, y) . <X(y, z) 
Sill - 2- _ SID - 2- + SID - 2-, 
und wenn a(x, z) ~max {a(x. y), a(y, z)}, so folgt wegen 
cos <X(x, z) < min {cos <X( X, y) cos <X(y, z)} 
2 = 2 ' 2 
nach Multiplikation mit 
cos rx(x2 z) > 0: G(x, z) ;5, G(x, y) + G(y, z) 
wie behauptet. 
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Aus ~X(x, z}<max {~X(x, y}, ~X(y, z)};;;;;nf2 folgt ebenfalls 
G(x, z}<max {G(x, y}, G(y, z)};;;;;G(x, y}+G(y, z}. 
Offenbar gilt fiir zwei passende Konstanten A, B>O nach (7} 
A sin (x, y};:;;;; sm (x, y) ~ B sin (x, y), 
wobei der euklidische Sinus sin (x, y) unserer Funktion G fiir Mn =En 
entspricht und somit der Dreiecksungleichung geniigt. D.h. 
sm (x, z);;;;;B sin (x, z) ;;;;;B {sin (x, y)+sin (y, z)};:;;;;! {sm (x,y)+sm (y,z)}, 
also die schwache Dreiecksungleichung mit c=! (2.l.c). 
4.l.d} ist wegen der Kompaktheit der Menge der Richtungen klar, 
weil FINSLER [6] 
beweist. 
lim w(x, y) = 1 
w<.,.lll-+0 w(y, x) 
5.3. Fiir ein beliebiges WinkelmaB W(x, y) und eine Funktion O(J..) 
mit lim O(J..)=O gelte 
A .... O 
(9) W(x, z)- W(x, y)- W(y, z) ::s;; A O(max {W(x, y), W(y, z)}) min {W(x, y), W(y, z)} -
(A =const.), evtl. mit der Einschrankung W(x, z)<R (vgl. 2.l.b). Dann 
gilt ersichtlich die (evtl. eingeschrankte) abgeschwachte Dreiecksun-
gleichung (1) mit J(J..)=A·O(J..). 
Fiir die folgenden Betrachtungen benotigen wir einen 
Hilfssatz: Sind die Funktionen 
/.(A) -1 f (J..) 
g(l) ' ~ (v= 1, ... , n) 
auf einem gewissen Definitionsintervall beschrankt, so auch 
ITMA)-1 
g(l) 
Dies wurde fiir n = 1 vorausgesetzt. Ist fiir 




F(J..} =II MJ..) 
IT /.(A)-1 
v=l _ f (J..) F(A) -1 + j,.(A) -1 
g(l) - fl g(l) g(l) • 
5.4. Fiir W(x, y) = ~X(x, y) und eine gewisse Folge der x, y, z strebe die 
linke Seite von (9) unter der Einschrankung ~X(x, y)<R (R<n, sonst 
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beliebig) gegen oo. Also £X(x, z)~max {£X{x, y), £X(y, z)} fiir fast ~lie Folgen-
glieder. Wir setzen o.B.d.A. 
£X(x, y);;;,£X(y, z)~£X(x, z) 
voraus. Dann gilt fiir gewisse Zwischenwerte g, h (g(y, z);;;,g;;;,g(x, z), 
o;;;,h;;;,g(y, x)) nach dem Mittelwertsatz 
{3 = (X( X, z) - (X(y, z) == 2 arc sin g(x, z) - 2 arc sin g(y, z) = 
(X(x, y) 2 arc sing(x,y)- 2 arc sing(y,y) 
= 1/l-h2 .g(x,z)-g(y,z) s;l/1-h2 • 
V 1- g2 g(x, y) - V I - gs 
Wegen g < sin (R/2) < l bleibt die rechte Seite, also {3, beschrankt. 
{J-1 Setzen wir O(A.)=A.2, also ((X(y,z)) 2 -+oo, so folgt £X(y,z)-+0. Wir finden 
{J-1 s; {J-1 s; ~. 1- V1-g(x,z) 2 
((X(y, z))B- (g(y, z))2- 4 Vl-g2 (g(y, z))B 
und beachten Va~a fiir a;;;, l sowie g(y, x);;;,g(y, z), also g(x, z);;;,g(x, y)+ 
+g(y, z);;;,2g(y, z). Daraus erkennen wir lim sup ( ~- 1)) 2 ;;;,! im Wider-"'~o (X y,z 
spruch zur Voraussetzung. Der ausgefiihrte Beweis arbeitet allein mit 
metrischen Hilfsmitteln. 
5.5. Wir betrachten W =U' und definieren 
D(A.) = inf I . uiv"Fok(C~•>) _ uivkFik(~<i>) _ I , 
Vv>v"FikW Vu'UkFik(;) V vivkFik(~) VuiukFik(;) 
(!~F(~), F(h F(C), F(C), F(C<il), F(t<z>);;;,-!, 
F(c<»- t<•>) + F(C- C)+ F(~- !) ;;;,_ i, 
u Sehnen-(evtl. Tangenten-)Vektor zwischen zwei Punkten (bzw. an 
einen der Punkte) x<1>, x<2> der Indikatrix, fiir welche eine der Gleichungen 
F(x<t>-~);;;,A., F(x<•>-~)~A. 
erfiillt ist; v entsprechend in Bezug auf zwei Punkte z11>, z<2> mit 
F(z<•>-C)~I., oder F(z<i>-t)~A.) 
fiir hinreichend kleine A.- etwa A.~ b- so daB u, v stets linear unabhangig 
von ~' !, C, t, die Neuner also positiv sind. Wir setzen D(A.)=D(b) fiir 
A>b. Dann gilt D(A.)~O, lim D(A.)=O. D(A.) ist stetig und monoton nicht 
A-+0 
fallend. 
Es strebe die linke Seite von (9) gegen oo. Wir unterscheiden 
I. Es gibt eine Teilfolge mit w(x, y)~w(y, z) (;;;,w(x, z)); 
II. Es gibt eine Teilfolge mit w(y,z);;;,w(x,y) (;;;,w(x,z)); 
und beschranken uns auf die jeweilige Teilfolge. 
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Zu I: w(x, y) --7 0. Dann gilt mit u•= Jf,(•y-::._:), gewissen Vektoren 
- . ~-~ ~' ~ zwischenx, y und v•= F (t;-z) nach dem Mittelwertsatz, 3.1. und 2.6.d) 
. () 
f3 = w(x, z) - w(y, z) = -sin w(x, y) y2 u• ~ w(t;, z) · 
w(x,y) w(x,y) · Vl+(x,y) VuiukFik(§) 
y2 sin w(x, y) ui{Fi(z)- (t;, z) Fi(t;)} f3 bl "bt b l ·· kt -:::-:-;-::-;;::=~~-j=:=:=::=:=7_ : ei esc rran , 
w(x, y) • V1 + (x, y) F(t;) Jll- (t;, z) 2 VuiukFik(t;) 
falls nicht (~, z) --7 l, also w(y, z) --7 0. Im ersten Faile folgt O(w(y, z)) --7 0, 
also auch hier w(y, z) --? 0. Aus Stetigkeitsgriinden w(x, z) --7 0, w(~, z) --7 0, 
F(x-z) --7 0 usw. Mit gewissen Vektoren C, c<•l zwischen~ und z ergibt 
sich ahnlich wie oben 
f3 = y2 sin w(x, y) • 
w(x,y) Vl+(x,y) VuiukFik(~) VE(t;,z)E(-t;,z) 
· { u•F,(z)[l- (~, z)]- (~, z) u'[F,(z)- F.m]} = 
= y2 . y2 . sin w(x, y) { uiF,(z) • VvivkFik(C) F(~ _ z) + 
VE(-t;,z) Vl+(x,y) w(x,y) VuiukFik(g) 2F(t;) 
Es gilt F(c<•l-~);;;; F(z-~);;;; F(z-y)+F(y-~);;;; F(z-y)+F(y-x), 
ebenso F(C-~);;;;F(z-y)+F(y-x). Andererseits 
F(z-y) :5: F(z-y) = V2 . F(z-y) :5: a 
w(y,z) - sinw(y,z) Jfl+(y,z) Jfzi-yi) (zk-yk)Fik(1J)-
fiir hinreichend benachbarte x, y, wobei 'YJ zwischen x und y liegt und 
~ = inf V rl rl F,k( w) fiir alle w mit F ( w) = l und aile Tangentenvektoren 
a 
e an die Indikatrix in w mit F (e) = l. Ebenso fiir eine gewisse positive 
Konstante a: 
a :5: F(z-y) und a :5: F(x-y) :5: a. 
- w(z, y) ' - w(x, y) -
F(C<il -~) ;;;;2a w(y, z); F(C -~);;;; 2a w(y, z); F(z-~);;;;2a w(y, z). 
Dadurch vergr6Bert sich allenfalls der rechte Summand der geschweiften 
Klammer zu 
Da ({u, v))=uV•F,k(~) ein verallgemeinertes inneres Produkt (vgl. 
Rmsz-NAGY [13]) darstellt, gilt die sog. Schwarzsche Ungleichung 
j((u, v))j;;;; V((u, u)) V((v, v)), weshalb der mittlere obenstehende Summand 
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nicht positiv wird. Folglich vergroBeren wir bestenfalls den rechten 
Summanden der untersuchten geschweiften Klammer durch 
rp= (~, z)D(2a w(y, z))+ l 
(beachte (~, z)-1;;:;;0!). Setzen wir O(A.)=A.+D(2aA.), so bleibt im Limes 
'P- I b h .. kt d h b" { H-I { } d O(w(y,Z}) esc ran , un nac o 1gem sogar O(w(y,Z})' wenn as 
Symbol fur die untersuchte geschweifte Klammer darstellt. 
V2 Dasselbe erkennt man, wenn man fiir rp die Faktoren -;r.::;:;==;==;:-
VE( -~,z) ' 
V2 sin w(x, y) . f3 I 
VI+(x,y)' w(x,y) setzt. Nach Hilfssatz 4.3. bleibt O(w0t,z)) beschrankt 
im Gegensatz zur Voraussetzung. 
Zu II: w(y, z)--+ 0. Mit Vektoren ri= J.;Y-~~); 1], ij zwischen y, z; 
. xi-'YJi 
s'= F(x-'YJ); ij zwischen 1], x folgt ahnlich, jedoch einfacher als oben 
fJ = w(x, z)- w(x, y) = V2 V2 
w(y, z) VI+ (y, z) VI+ (x, y) 
sinw(y, z) 
w(y, z) 
Dies bleibt beschrankt, also muB w(x, y)--+ 0. Wie unter I. erkennt man 
die Beschranktheit von 0 (!;~y)) im Gegensatz zur Voraussetzung. 
5.6. Wir zeigen: Es gibt kein R>O, so daB fiir ex(x,z)<R und alle 
betrachteten F die Dreiecksungleichung ex( x, z) ;;:;; ex( x, y) + ex(y, z) bewiesen 
werden kann. Andernfalls lassen wir die Indikatrix auf einen Wurfel der 
Kantenlange 2 zusammenschrumpfen: Die Dreiecksungleichung gilt 
wahrend der ganzen Schrumpfung, also auch im Limes. Wir haben dort 
F(x) =max lx'l 
i 
und betrachten x=(l, 0, 0); y=(l, e, e); z=(l, -s, s) fur O<e<l. Offen-
bar F(x)=F(y)=F(z)= l, und F(x-y), F(y-z), F(z-x)--+ 0 fiir s--+ 0. 
Die Dreiecksungleichung ist aquivalent mit 
arc sin c:;;:;; 2 arc sin s/2, 
einer falschen Ungleichung. 
5.7. Gilt fur sm(x, y) (vgl. 3.2.)-evtl. eingeschrankt-die abge-
schwachte Dreiecksungleichung, so folgt 
(10) l . sm(x, z) < 1 1m sup _ 
sm(x, y)+sm(y, z)-
fur sm(x, y)+sm (y, z)--+ 0. Wir betrachten eine Indikatrix, deren 
Tangentialebene T im Endpunkt des vorgegebenen Vektors y euklidisch 
orthogonal zu diesem steht. 
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Ev Ea seien zwei Ebenen durch y, welche den Winkel n/2 einschliessen, 
und x, z zwei Vektoren in E1 bzw. Ea, welche auf T enden und mit y 
den gleichen euklidischen Winkel qJ=sin (x, z)=sin (y, z) bilden. Dieser 
strebe gegen 0. Es gilt (Bezeichnungen wie 3.2) lz-yl=lu-xl=r(y) tg qJ; 
lz-xl = 2t(x) sin 1flf2, wo 1fl den euklidischen Winkel zwischen x, z dar-
stellt ; ferner 
~-yl = ly-xl =sin:!:=! J!2 lz-xl lz-xl 4 2 • 
Setzt man dies in (7) und (10) ein und geht zum Limes 'P _,.. 0, 'lfl _,.. 0 
iiber, so erhalt man 
(11) 
wobei /1 , fa, /2 die durch bzw. Ev E3 und deren nebenwinkelhalbierende 
Ebene E 2 aus der Indikatrix herausgeschnittenen Flacheninhalte sind. 
(11) gilt natiirlich fiir jede Indikatrix, die Grenzflache einer Folge der 
oben benutzten ist. Ohne die miihselige Konstruktion der Folge selbst 
darzustellen, betrachten. wir als Grenzflache ein Achtflach, welches durch 
die Ebenen 
5. -x1 +2x2+4xa= + 1 
7. -x1 +2x2 -4xa= + 1 
6. -x1 +2x2 +4xa= -1 
8. -x1 + 2x2 -4x3 = -1 
begrenzt wird. Es entsteht anschaulich dadurch, daB zwei Dreiecke 
(A, B, 0) der Grundlinienlange BO= 1 und der Hohe 1 in den Ebenen 1. 
und 2. urn den Winkel n verdreht einander gegeniiberliegen und jeweils 
ungleichnamige Ecken geradlinig verbunden sind. y = (0, !, 0) endet 
darauf othogonal. Wir definierEm die E, durch 
und errechnen elementargeometrisch /1 =fa=! Jl2; /2=!, was mit (11) 
einen Widerspruch liefert. 
Damit ist der Beweis von Satz 5.1. beendet; denn daB w auch nicht 
eingeschrankt der Dreieckungsungleichung geniigt, findet sich bei 
LIPFMANN ( 10 ]. 
6. 
6.1. Nach Satz 5.1. werden die Richtun,gen des M"' durch w, g 
und IX zum (evtl. eingeschrankten) fastmetrischen Raum, gestatten also 
(wie unter 2.3. bemerkt) eine Bogenlangentheorie. 
Wir zeigen: In allen Fallen sind je zwei Richtungen durch eine 
,rektifizierbare Kurve" (reprasentiert durch eine Kurve auf der Indi-
katrix) verbindbar. Dazu entwickeln wir Formeln zur Berechnung von 
deren , Winkellangen". 
Hieraus folgeren wir die Existenz zugehoriger ,inneren Metrikeri" 
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(vgl. 2.4.). Diese erweisen sich als bereits bekannte Winkel im Minkowski-
(Finsler- )Raum.l) 
6.2. x(t) (O~t~1) sei eine rektifizierbare Kurve der Indikatrixflache, 
welche zwei Vektoren a=x(O), b=x(1) verbindet. Wir betrachten eine 
Zerlegungsfolge 
0=t0 <t1 < ... <tn= 1 
mit £X(x,, xH1)< o (xi=x(ti)). Dann gibt es Funktionen A(o), B(o) mit 
lim A(o)=lim B(o)= 1, so daB 
~ ->O ~-o 
A(o)2G(x., xH1)= 2£X(x., xi+l)~B(o)2G(xi, xH1). 
Die auBeren Glieder streben gegen die Bogenlange von x(t), also auch 
das mittlere: 
Satz: Die zu G und £X gehorigen , Winkelliingen" sind gleich und das 
Doppelte de1· zu g gehorigen. Alle drei existieren fur jede rektifizierbare 
V erbindungskurve und stellen deren Lange dar. 
Der zugehorige innere Winkel als Bogenlange der kiirzesten Verbindungs-
kurve wurde von GoLAB [8] bereits 1932 definiert. 
6.3. Es sei x(t) wie oben, doch stetig differenzierbar. 
2 w(x., xi+1) R:i 2 sin w(xi, xi+1) = L V1- (x., xH1) 2 R:i 2 V2 E(xi, Xi+ 1); 
mit 2.6.d): 
Satz: Die zu w gehorige Winkellange existiert fur jede stetiB differenzier-
bare V erbindungskurve und besitzt den Wert 
1 
f Vxi(t) xk(t) F.k(x(t)) dt. 
0 
Sie ist also gleich der Bogenlange, wenn man die Indikatrix als Riemann-
schen Raum mit ffik = Fik auffaBt. 
LANDSBERG [9] definierte (fur den c/>2) einen additiven Winkel, welcher 
nach FrNSLER [6] im Kleinen his auf GroBen hoherer Ordnung mit w 
iibereinstimmt. Dann muB der Landsbergsche Winkel im M 2 gleich dem 
inneren Winkel sein. Die gegebene Konstruktion verallgemeinert ihn auf 
den n-dimensionalen Raum. 
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