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Abstract
We are concerned with the identification of the scalar functions a and k in the convolution first-
order integro-differential equation u′(t) − a(t)Au(t) − k ∗ Bu(t) = f (t), 0  t  T , k ∗ v(t) =∫ t
0 k(t− s)v(s) ds, in a Banach space X, where A and B are linear closed operators in X, A being the
generator of an analytic semigroup of linear bounded operators. Taking advantage of two pieces of
additional information, we can recover, under suitable assumptions and locally in time, both the un-
known functions a and k. The results so obtained are applied to an n-dimensional integro-differential
identification problem in a bounded domain in Rn.
 2003 Elsevier Inc. All rights reserved.
Keywords: Abstract linear first-order integro-differential equations; Identification problems; Existence and
uniqueness results
1. Introduction, statement of the problem, and main result
The problem we investigate consists of identifying both the kernel k and the coefficient
a entering the following integro-differential evolution equation in a Banach space X:
u′(t)= a(t)Au(t)+
t∫
0
k(t − s)Bu(s) ds + f (t), ∀t ∈ [0, T ]. (1.1)
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k = 0 and a is unknown and is to be looked for in spaces of Hölder continuous functions,
was studied forty years ago in the specific case of the one-dimensional heat equation by
Jones in his pioneering and very interesting papers [1,2] (with Douglas) and [3]. Even
though the techniques used there cannot be immediately transferred to our abstract situ-
ation, however his basic ideas can, if we make use of the modern semigroup theory. For
a simple treatment of problem (1.1), with k = 0, in Banach spaces see, e.g., Chapter 14
in [6]. More recently, Kamimura [4] proved a global existence and uniqueness result for
the one-dimensional inverse problem of determining the conductivity coefficient a entering
the parabolic equation (1.1) with k = 0 and A=D2x .
Far more studied was the identification integro-differential problem, with a ≡ 1, where
k is unknown. The simplest case, but concerned with weakly singular kernels, was first
dealt within [7]. Since then a lot of papers were devoted to this subject, but, to authors’
knowledge, none was concerned with the simultaneous determination of both functions a
and kernel k.
As we see in this paper, the way of solving the present identification problem will show
that the two unknown terms a and k in (1.1) are not “co-operative” in the following sense.
We recall that the simplest spaces needed to recover the pair (u, k) are those of Hölder
continuous (in time) functions with values in X and of continuous scalar functions, while
when recovering the pair (u, a) we are forced to assume that a and u are, respectively,
a continuous scalar function and a continuous (in time) function with values in the inter-
polation spaces DA(α,+∞) related to the domain of operator A. After some preliminary
nontrivial analysis, which we omit here, in the context of Hölder continuous (in time)
functions—those most used in the literature concerning direct problems—we realized that
the prevailing term is a, so we had to turn to spaces of continuous functions with values in
the interpolation spaces DA(α,+∞). This fact shows that the choice of the spaces where
we can hope to solve our problem is strictly related to the comprehension of which term is
prevailing. As a consequence, the function framework we follow in this paper will be that
related to the interpolation spaces DA(α,+∞).
We now come back to our specific problem (1.1) and assume that operators A and B
enjoy the following properties:
(A1) A :D(A) ⊂ X → X and B :D(B) ⊂ X → X are two linear closed operators such
that D(A)⊂D(B);
(A2) The resolvent set ρ(A) of A contains the sector
Σ := {λ0 +µ: µ ∈ C \ {0}: |Argµ| θ0}, λ0 ∈ R, θ0 ∈ (π/2,π),
for which there exists M > 0 such that ‖(λI − A)−1‖L(X) M|λ− λ0|−1 for any
λ ∈Σ .
As usual, for any pair of Banach spaces Z1,Z2, L(Z1;Z2) denotes the Banach space of all
bounded linear operators from Z1 into Z2 equipped with the uniform-norm. In particular,
given a Banach space Z we set L(Z) = L(Z;Z), whereas by C([0, T ];Z) we denote
the vector space of all continuous functions g : [0, T ] → Z endowed with the sup-norm
‖g‖C([0,T ];Z) := supt∈[0,T ] ‖g(t)‖Z .
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analytic semigroup of linear bounded operators {TA(t)}t0 from X to itself (possibly dis-
continuous at t = 0) which satisfies the estimates∥∥AkTA(t)∥∥L(X) Mkt−k, ∀t ∈R+, ∀k ∈N∪ {0}.
In order to state our main result we need to introduce the following interpolation spaces of
order α between the Banach space X and D(A):
DA(α,+∞)=
{
x ∈X: |x|α := sup
t>0
t1−α
∥∥ATA(t)x∥∥<+∞}, α ∈ (0,1).
We need also the definition
DA(1+ α,+∞)=
{
x ∈D(A): Ax ∈DA(α,+∞)
}
.
The spaces DA(α,+∞) and DA(1 + α,+∞), α ∈ (0,1), turn out to be Banach spaces
when endowed with the norm ‖x‖α := ‖x‖ + |x|α and ‖x‖1+α = ‖x‖ + ‖Ax‖α , respec-
tively.
Now, with the help of above definitions, we can introduce also the Banach spaces
U s,αA (T ) := Cs
([0, T ];DA(α,+∞))∩Cs−1([0, T ];DA(1+ α,+∞)),
s ∈N \ {0},
and assume the following further property on operator B entering (1.1):
(A3) B ∈L(DA(1+ β,+∞);DA(β,+∞))∩L(DA(1+ α,+∞);DA(α,+∞)), 0 < α 
β < 1.
We will show that when a belongs to C1([0, T ];R) and satisfies
a(0) > 0, (1.2)
our problem is solvable locally in time, provided we are given the initial condition
u(0)= u0, u0 ∈D(A), (1.3)
and the following two pieces of additional information:
a(t)Φj,1
[
u(t)
]+
t∫
0
k(t − s)Φj,2
[
u(s)
]
ds = gj (t), ∀t ∈ [0, T ], j = 1,2, (1.4)
Φj,k , j, k = 1,2, being four linear functionals in D(α,+∞)∗—the dual to D(α,+∞)—
which satisfy the following condition:[
m(u0)
]−1 :=Φ1,1[u0]Φ2,2[u0] −Φ1,2[u0]Φ2,1[u0] = 0, (1.5)
whereas
gj ∈C1
([0, T ];R), j = 1,2. (1.6)
Denoting with a0 the initial value a(0), from (1.4) we (formally) deduce that our data must
satisfy the following consistency conditions:
a0Φj,1[u0] = gj (0), j = 1,2. (1.7)
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tions
g2(0)Φ1,1[u0] − g1(0)Φ2,1[u0] = 0, gj (0)Φj,1[u0]> 0, j = 1,2, (1.8)
whereas, since (1.5) implies (Φ1,1[u0],Φ2,1[u0]) = (0,0), if (g1(0), g2(0))= (0,0) from
(1.7) we deduce a0 = 0.
Finally, we can now state our main result.
Theorem 1.1. Let assumptions (A1)–(A3), (1.5), (1.6), (1.8) be satisfied. Moreover, let u0
and f enjoy the following properties, where β ∈ (α,1):
u0 ∈D(A), f ∈ C1
([0, T ];DA(β,+∞)), (1.9)
Au0,Bu0 ∈DA(β,+∞), a0Au0 + f (0) ∈DA(1+ β,+∞), (1.10)
a0 being defined by any equation in (1.7). Then there exists T ∗ ∈ (0, T ) such that
for any τ ∈ (0, T ∗) problem (1.1), (1.3), (1.4) admits a solution (u, a, k) ∈ U2,αA (τ ) ×
C1([0, τ ];R)×C([0, τ ];R). Such a solution is unique if a satisfies the condition a(t) > 0
for any t ∈ [0, τ ].
2. Continuous dependence results
In this section we will be concerned with the continuous dependence on the function ρ
of the solution z to the Cauchy problem
z′(t)− ρ′(t)Az(t)= f (t), t ∈ [0, T ], z(0)= z0. (2.1)
Taken α ∈ (0,1) we will make the following assumptions:
ρ ∈R(µ1,µ2), f ∈C
([0, T ];DA(α,+∞)),
z0 ∈DA(1+ β,+∞), β ∈ (α,1), (2.2)
where
R(µ1,µ2)=
{
ρ ∈ C2([0, T ];R): ρ(0)= 0, µ1  ρ′(t) µ2, ∀t ∈ [0, T ]},
µ1,µ2 ∈R+. (2.3)
The first result we are going to prove in this section is a refinement of a well-known exis-
tence and uniqueness result for the solution to problem (2.1). For simplicity, from now on
we will use the abbreviation ‖ψ‖∞,T = ‖ψ‖C([0,T ];R), ‖f ‖∞,T ,α = ‖f ‖C([0,T ];DA(α,+∞)),
and ‖f ‖∞,T ,0 = ‖f ‖C([0,T ];X). Moreover, we will denote simply by Cj (T ), j ∈ N, any
positive function depending continuously on T ∈ [0,+∞).
Theorem 2.1. Under assumption (2.2) the Cauchy problem (2.1) admits a unique solution
z = W(ρ,f, z0) ∈ U1,αA (T ). For W(ρ,f, z0) the following representation and estimates
hold true:
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[TA(ρ(t))− I]z0 +
t∫
0
TA
(
ρ(t)− ρ(s))f (s) ds,
t ∈ [0, T ], (2.4)∥∥W(ρ,f, z0)− z0∥∥∞,T ,α  T β−αC1(T )[‖z0‖β + ‖f ‖∞,T ,α], (2.5)∥∥AW(ρ,f, z0)−Az0∥∥∞,T ,α  C2(T )[T β−α‖Az0‖β + ‖f ‖∞,T ,α]. (2.6)
Proof. Observe first that, if z ∈ U1,αA (T ) solves problem (2.1), then v(τ ) = z ◦ ρ−1(τ ),
τ ∈ [0, ρ(T )], belongs to U1,αA (ρ(T )) and solves the problem
v′(τ )−Av(τ)= [f ◦ ρ−1(τ )]/[ρ′ ◦ ρ−1(τ )], τ ∈ [0, ρ(T )],
v(0)= z0. (2.7)
Conversely, if v is a solution to problem (2.7) with the stated properties, then z(t) =
v ◦ ρ(t), t ∈ [0, T ], belongs to U1,αA (T ) and solves problem (2.1). Indeed, by virtue of
assumption (2.2) the function (f ◦ ρ−1)/(ρ′ ◦ ρ−1) belongs to C([0, ρ(T )],DA(α,+∞))
and satisfies∥∥(f ◦ ρ−1)/(ρ′ ◦ ρ−1)∥∥∞,ρ(T ),α  µ−11 ‖f ‖∞,T ,α. (2.8)
Consequently, according to well-known results (cf., e.g., [9]) problem (2.7) admits a unique
solution v ∈ U1,αA (ρ(T )) represented by
v(τ )= z0 +
[TA(τ)− I]z0 +
τ∫
0
TA(τ − σ) f ◦ ρ
−1(σ )
ρ′ ◦ ρ−1(σ ) dσ, τ ∈
[
0, ρ(T )
]
. (2.9)
Hence, using standard techniques in semigroup theory, from (2.8) and (2.9) we easily de-
duce that
‖v − z0‖∞,ρ(T ),α 
[
ρ(T )
]β−α
C1(T )
[‖z0‖β + ‖f ‖∞,T ,α], (2.10)
‖Av −Az0‖∞,ρ(T ),α  C2(T )
{[
ρ(T )
]β−α‖Az0‖β +‖f ‖∞,T ,α}. (2.11)
Now our assertion on z follows from definition z= v ◦ ρ and relations (2.9)–(2.11). ✷
Our next task consists in estimating in C([0, T ];DA(α,+∞)) the increments
W(ρ2, f, z0)−W(ρ1, f, z0) and AW(ρ2, f, z0)−AW(ρ1, f, z0),
W(ρ,f, z0) being defined by (2.4).
Theorem 2.2. Under assumption (2.2) the nonlinear operator W satisfies the following
estimates for any pair ρ1, ρ2 ∈R(µ1,µ2):∥∥W(ρ2, f, z0)−W(ρ1, f, z0)∥∥∞,T ,α
 T β−αC3(T )
{‖z0‖β +‖f ‖∞,T ,α}‖ρ′2 − ρ′1‖∞,T , (2.12)∥∥AW(ρ2, f, z0)−AW(ρ1, f, z0)∥∥∞,T ,α
 C4(T )
{‖Az0‖β + ‖f ‖∞,T ,α}‖ρ′2 − ρ′1‖∞,T . (2.13)
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W(ρ2, f, z0)(t)−W(ρ1, f, z0)(t)
= [TA(ρ2(t))− TA(ρ1(t))]z0
+
t∫
0
[TA(ρ2(t)− ρ2(s))− TA(ρ1(t)− ρ1(s))]f (s) ds
=:
2∑
k=1
Ik(ρ1, ρ2, f )(t). (2.14)
Using assumption (2.2) and identities
I1(ρ1, ρ2, f )(t)=
ρ2(t)∫
ρ1(t)
ATA(r)z0 dr,
I2(ρ1, ρ2, f )(t)=
t∫
0
ds
ρ2(t)−ρ2(s)∫
ρ1(t)−ρ1(s)
ATA(r)f (s) dr,
it is not too difficult to show the following inequalities from which, by virtue of (2.14), we
deduce the estimate (2.12):∥∥I1(ρ1, ρ2, f )(t)∥∥∞,T ,α  T β−αC3,1(T )‖z0‖β‖ρ′2 − ρ′1‖∞,T ,∥∥I2(ρ1, ρ2, f )(t)∥∥∞,T ,α  T C3,2(T )‖f ‖∞,T ,α‖ρ′2 − ρ′1‖∞,T .
To prove (2.13), define uj =W(ρj ,f, z0), j = 1,2, and observe that z = u2 − u1 solves
the Cauchy problem
z′(t)− ρ′1(t)Az(t)=
[
ρ′2(t)− ρ′1(t)
]
Au2(t), ∀t ∈ [0, T ], z(0)= 0.
Hence, from (2.6) in Theorem 2.1 applied twice and inequality ‖x‖α  C(α,β)‖x‖β it
follows that
‖Az‖∞,T ,α  C2(T )
∥∥[ρ′2 − ρ′1]Au2∥∥∞,T ,α
 C2(T )
{‖Au2 −Az0‖∞,T ,α + ‖Az0‖α}‖ρ′2 − ρ′1‖∞,T
 C2(T )
{
C2(T )
[
T β−α‖Az0‖β +‖f ‖∞,T ,α
]+ ‖Az0‖α}‖ρ′2 − ρ′1‖∞,T
 C4(T )
{‖Az0‖β + ‖f ‖∞,T ,α}‖ρ′2 − ρ′1‖∞,T .
This completes the proof. ✷
Corollary 2.3. Let ρ ∈R(µ1,µ2) and f ∈ C([0, T ];DA(β,+∞)), β ∈ [α,1). Then∥∥W(ρ,f,0)∥∥∞,T ,α  T [M0 +max(2,1+M1)]‖f ‖∞,T ,β, if β ∈ [α,1), (2.15)∥∥AW(ρ,f,0)∥∥∞,T ,α  T β−αC5(T )‖f ‖∞,T ,β, if β ∈ (α,1), (2.16)∥∥AW(ρ,f,0)∥∥∞,T ,α  C6(T )‖f ‖∞,T ,α, if β = α. (2.17)
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C(α,β)‖x‖β .
To prove (2.16) and (2.17) we consider first the case β ∈ (α,1). We have
∥∥AW(ρ,f,0)∥∥
t∫
0
[
ρ(t)− ρ(s)]β−1[ρ(t)− ρ(s)]1−β
× ∥∥ATA(ρ(t)− ρ(s))f (s)∥∥ds
 ‖f ‖∞,T ,β
t∫
0
[
µ1(t − s)
]β−1  β−1µβ−11 T β‖f ‖∞,T ,β , (2.18)
whereas, using the well-known inequality tγ2 − tγ1  (t2 − t1)γ , t1, t2 ∈ [0, T ], t1  t2,
γ ∈ (0,1], we obtain
ξ1−α
∥∥ATA(ξ)AW(ρ,f,0)∥∥
 21−α
∥∥∥∥∥
t∫
0
[
ξ + ρ(t)− ρ(s)
2
]1−α
A2TA
(
ξ + ρ(t)− ρ(s))f (s) ds
∥∥∥∥∥
M121−α‖f ‖∞,T ,β
t∫
0
[
ξ + ρ(t)− ρ(s)
2
]β−α−1
ds
M122−β‖f ‖∞,T ,β
t∫
0
[
ξ +µ1(t − s)
]β−α−1
ds
M122−β
[
(β − α)µ1
]−1[
(ξ +µ1t)β−α − ξβ−α
]‖f ‖∞,T ,β
M122−β(β − α)−1µβ−α−11 T β−α‖f ‖∞,T ,β, ∀ξ ∈ R+. (2.19)
Estimate (2.16) easily follows from (2.18) and (2.19). Instead, when β = α, we obtain
ξ1−α
∥∥ATA(ξ)AW(ρ,f,0)∥∥
= ξ1−α
∥∥∥∥∥
t∫
0
ATA
(
ξ + ρ(t)− ρ(s)
2
)
ATA
(
ξ + ρ(t)− ρ(s)
2
)
f (s) ds
∥∥∥∥∥
M1‖f ‖∞,T ,αξ1−α
t∫
0
[
ξ + ρ(t)− ρ(s)
2
]α−2
ds
M122−α‖f ‖∞,T ,αξ1−α
t∫
0
[
ξ +µ1(t − s)
]α−2
ds
M122−α(1− α)−1µ−11 ‖f ‖∞,T ,α, ∀ξ ∈R+. (2.20)
Therefore (2.17) follows from (2.18), with β = α, and (2.20). ✷
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In this section we will transform our identification problem into a fixed-point system.
We are going to look for solutions
(u, a, k) ∈ U2,αA (T )×C1
([0, T ];R)×C([0, T ];R), α ∈ (0,1), (3.1)
to problem (1.1), (1.3), (1.4). To do this we need to introduce the new pair of unknown
functions v and b defined by
v(t)= u′(t), b(t)= a′(t), ∀t ∈ [0, T ], (3.2)
which are related to u and a via the formulae
u(t)= u0 +
t∫
0
v(s) ds, a(t)= a0 +
t∫
0
b(s) ds, ∀t ∈ [0, T ]. (3.3)
Of course, we have (v, b, k) ∈ U1,αA (T )×C([0, T ];R)×C([0, T ];R). As a consequence,
differentiating equations (1.4) with respect to t and using (3.2), we obtain the following
couple of equations for b and k, where j = 1,2:
b(t)Φj,1[u0] + k(t)Φj,2[u0] = g′j (t)+ N˜j (v, b, k)(t)− a0Φj,1
[
v(t)
]
,
∀t ∈ (0, T ), (3.4)
the functionals N˜j , j = 1,2, being defined, respectively, by
N˜j (v, b, k)(t) :=−
t∫
0
k(t − s)Φj,2
[
v(s)
]
ds −Φj,1
[
v(t)
] t∫
0
b(s) ds
− b(t)Φj,1
[ t∫
0
v(s) ds
]
. (3.5)
On the other hand, differentiating equation (1.1) with respect to t , we obtain the following
inhomogeneous initial value problem for v, for any t ∈ [0, T ]:
v′(t)=
(
a0 +
t∫
0
b(s)ds
)
Av(t)+ F˜1(v, b, k)(t)+ F2(b, k)(t),
v0 = a0Au0 + f (0), (3.6)
where operators F˜1 and F2 are defined, respectively, by
F˜1(v, b, k)(t) := b(t)
t∫
0
Av(s) ds +
t∫
0
k(t − s)Bv(s) ds, (3.7)
F2(b, k)(t) := b(t)Au0 + k(t)Bu0 + f ′(t). (3.8)
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fixed-point system:{
b(t)= b0(t)+ N˜3(v, b, k)(t)+ S1(v)(t), ∀t ∈ [0, T ],
k(t)= k0(t)+ N˜4(v, b, k)(t)+ S2(v)(t), ∀t ∈ [0, T ].
(3.9)
Functions b0, k0 and operators N˜j , j = 3,4, Sk , k = 1,2, are defined, respectively, by the
following formulae:
b0(t) :=m(u0)
{
Ψ2,2[u0]g′1(t)−Φ1,2[u0]g′2(t)
}
,
k0(t) :=m(u0)
{
Φ1,1[u0]g′1(t)−Ψ2,1[u0]g′2(t)
}
,
N˜j (v, b, k)(t) := (−1)j+1m(u0)
× {Φ2,5−j [u0]N˜1(v, b, k)(t)−Φ1,5−j [u0]N˜2(v, b, k)(t)}, (3.10)
Sk(v)(t) := (−1)k+1a0m(u0)
× {Φ1,3−k[u0]Φ2,1[v(t)]−Φ2,3−k[u0]Φ1,1[v(t)]}. (3.11)
Conversely, assume that (v, b, k) ∈ U1,αA (T )×C([0, T ];R)×C([0, T ];R) is a solution to
problem (3.6), (3.9). Define functions u and a according to definition (3.3). It is easy to
check that the triplet (u, a, k) enjoys property (3.1). Moreover, taking advantage of the pre-
vious analysis (cf. Eqs. (3.4)–(3.11)), we can show that the triplet (u, a, k) solves problem
(1.1), (1.3), (1.4). For this purpose we perform integrations with respect to time and take
into account the initial condition in (3.6) and consistency conditions (1.7). Consequently,
problems (1.1), (1.3), (1.4) and (3.6), (3.9) are equivalent.
From Theorem 2.1 we easily deduce that the solution v to problem (3.6) is given, for
any t ∈ [0, T ], by
v(t)=W(ρ(b), F˜1(v, b, k), v0)(t)+W(ρ(b),F2(b, k),0)(t), (3.12)
where operator W is defined by (2.4) and
ρ(b)(t) :=
t∫
0
[
a0 +
s∫
0
b(σ) dσ
]
ds, ∀t ∈ [0, T ]. (3.13)
Remark 3.1. Since
Dt
[
ρ(b)
]
(t)= a0 +
t∫
0
b(s) ds, ∀t ∈ [0, T ], (3.14)
assuming that ‖b‖∞,T M , we immediately deduce the inequalities
a0 −MT Dtρ(b)(t) a0 +MT, ∀t ∈ [0, T ].
In particular, for any T ∈ (0, a0/(2M)]we conclude that ρ(b) ∈R(a0/2,3a0/2) (cf. (2.3)).
We now introduce the new function w defined by
w = (A− λ1I)v, λ1 > λ0, (3.15)
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F1(w,b, k)(t) := F˜1
(
(A− λ1I)−1w,b, k
)
(t), ∀t ∈ [0, T ], (3.16)
F˜1 being defined by (3.7). Therefore, from (3.12) and the membership Av0 ∈DA(β,+∞)
(cf. (1.10)) we obtain the following fixed-point equation for w:
w =w0 +R1(w,b, k)+R2(b, k), (3.17)
where w0 and the operators R1,R2 are defined, respectively, by
w0 := (A− λ1I)v0, (3.18)
R1(w,b, k) :=W
(
ρ(b),−λ1F1(w,b, k),w0
)−w0
+AW(ρ(b),F1(w,b, k),0), (3.19)
R2(b, k) :=AW
(
ρ(b),F2(b, k),0
)−W(ρ(b),λ1F2(b, k),0). (3.20)
Moreover, for the operators N˜j , j = 3,4, defined by (3.10), we set
Rj (w,b, k) := N˜j
(
(A− λ1I)−1w,b, k
)
, j = 3,4. (3.21)
Therefore, from (3.9) and (3.17) we deduce that our identification problem for the triplet
(u, a, k) is equivalent to the following fixed-point system for the triplet (w,b, k):

w =w0 +R1(w,b, k)+R2(b, k),
b = b0 +R3(w,b, k)+ S1((A− λ1I)−1w),
k = k0 +R4(w,b, k)+ S2((A− λ1I)−1w).
(3.22)
Replacing w with w0 + R1(w,b, k) + R2(b, k) in Sj ((A − λ1I)−1w), j = 1,2, in the
right-hand sides of b and k, respectively, it turns out that the fixed-point system (3.22) is
equivalent to the following one:

w =w0 +R1(w,b, k)+R2(b, k),
b = b˜0 +R5(w,b, k),
k = k˜0 +R6(w,b, k),
(3.23)
where, for j = 5,6, we have set
b˜0 = b0 + S1(v0), k˜0 = k0 + S2(v0), (3.24)
Rj (w,b, k)=Rj−2(w,b, k)
+ Sj−4
[
(A− λ1I)−1
(
R1(w,b, k)+R2(b, k)
)]
. (3.25)
Theorem 3.2. Let assumptions (A1)–(A3), (1.5), (1.6), (1.8)–(1.10) hold for some β ∈
(α,1). Then, there exists T ∗ ∈ (0, T ) such that for any τ ∈ (0, T ∗] system (3.23) admits a
solution (w,b, k) ∈C([0, τ ];DA(α,+∞))×C([0, τ ];R)×C([0, τ ];R). Such a solution
is unique if b satisfies the condition
a0 +
t∫
0
b(σ) dσ > 0, ∀t ∈ [0, τ ].
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For simplicity, from now on we will use the abbreviation
‖L‖γ,δ = ‖L‖L(DA(γ,+∞);DA(δ,+∞)).
Moreover, a0 and ρ(b) being defined, respectively, by any equation in (1.7) and (3.13), we
set
Ca0
([0, T ];R) := {b ∈C([0, T ];R): ρ(b) ∈R(a0/2,3a0/2)}, (4.1)
Zα,a0 := Yα × Ya0 × Y, α ∈ (0,1), (4.2)
Zα := Yα × Y × Y, α ∈ (0,1), (4.3)
where
Yα = C
([0, T ];DA(α,+∞)), α ∈ (0,1),
Ya0 = Ca0
([0, T ];R), Y = C([0, T ];R). (4.4)
Of course, denoting, respectively, with ‖ · ‖Yα and ‖ · ‖Y the norms ‖ · ‖∞,T ,α and
‖ · ‖∞,T , the spaces Zα,a0 and Zα defined by (4.2) and (4.3) turn out to be Banach spaces
when both are endowed with the norm ‖(w,b, k)‖Zα = ‖w‖Yα +‖b‖Y +‖k‖Y . Further, in
the limiting case (formally) corresponding to α = 0 we set Y0 = C([0, T ];X) and we will
use the notation ‖ · ‖Y0 = ‖ · ‖∞,T ,0.
Lemma 4.1. Operator F1 defined by (3.16) maps Zα into Yα and satisfies the estimate∥∥F1(w,b, k)∥∥Yα  T C7(α)[‖b‖Y + ‖k‖Y ]‖w‖Yα , (4.5)
where C7(α)= max[1+ λ1‖(A− λ1I)−1‖α,1+α , ‖B(A− λ1I)−1‖α,α].
Proof. From (3.7), (3.16), and identity A(A− λ1I)−1 = I + λ1(A− λ1I)−1, we easily
obtain the following inequalities:∥∥F1(w,b, k)(t)∥∥

∣∣b(t)∣∣
t∫
0
∥∥A(A− λ1I)−1w(s)∥∥ds +
t∫
0
∣∣k(t − s)∣∣∥∥B(A− λ1I)−1w(s)∥∥ds
 T
{[
1+ λ1
∥∥(A− λ1I)−1∥∥0,1]∣∣b(t)∣∣+ ∥∥B(A− λ1I)−1∥∥0,0‖k‖Y }‖w‖Y0 , (4.6)
ξ1−α
∥∥ATA(ξ)F1(w,b, k)(t)∥∥

∣∣b(t)∣∣
t∫
0
ξ1−α
∥∥ATA(ξ)A(A− λ1I)−1w(s)∥∥ ds
+
t∫ ∣∣k(t − s)∣∣ξ1−α∥∥ATA(ξ)B(A− λ1I)−1w(s)∥∥ds0
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{[
1+ λ1
∥∥(A− λ1I)−1∥∥α,1+α]∣∣b(t)∣∣+ ∥∥B(A− λ1I)−1∥∥α,α‖k‖Y }‖w‖Yα .(4.7)
Taking the supremum over [0, T ] in (4.6), (4.7), and the following implication into account:
‖Lu‖ c0‖u‖, |Lu|δ  c1|u|γ
⇒ ‖Lu‖ + |Lu|δ‖u‖+ |u|γ 
c0‖u‖ + c1|u|γ
‖u‖ + |u|γ max(c0, c1),
we easily obtain (4.5). ✷
Lemma 4.2. Let assumption (1.10) be satisfied. Then operator R1 defined by (3.19) maps
Zα,a0 into Yα and satisfies the following estimate:∥∥R1(w,b, k)∥∥Yα  T β−αC8(T )[‖w0‖β + (‖b‖Y + ‖k‖Y )‖w‖Yα ]. (4.8)
Proof. Since v0 = a0Au0 +f (0) (cf. (3.6)), our assumptions and the inclusion DA(1+β,
+∞)⊂D(A) imply v0 ∈D(A) and (cf. (3.18)) w0 = (A− λ1I)v0 ∈DA(β,+∞). More-
over, since b belongs to Ya0 and F1(w,b, k) belongs to Yα for any (w,b, k) ∈ Zα,a0 (cf.
Lemma 4.1), we have that (2.2) holds true with ρ, f , and z0 replaced, respectively, with
ρ(b), F1(w,b, k), and v0.
Therefore, recalling representation (3.19) of operator R1 in terms of operators W and
AW introduced in Section 2, our assertion follows immediately from inequalities (2.5) in
Theorem 2.1 and (2.17) in Corollary 2.3 simply by replacing z0 with w0 and ‖f ‖Yα with
‖F1(w,b, k)‖Yα and keeping (4.5) in mind. ✷
Lemma 4.3. Under assumptions (1.9) and (1.10) operator F2 defined by (3.8) maps Y ×Y
into Yβ , β ∈ (α,1), and satisfies the estimate∥∥F2(b, k)∥∥Yβ  ‖Au0‖β‖b‖Y + ‖Bu0‖β‖k‖Y + ‖f ′‖Yβ . (4.9)
Proof. From (3.8) we immediately deduce the inequalities∥∥F2(b, k)(t)∥∥ ‖Au0‖∣∣b(t)∣∣+ ‖Bu0‖∣∣k(t)∣∣+ ∥∥f ′(t)∥∥, (4.10)
ξ1−β
∥∥ATA(ξ)F2(b, k)(t)∥∥ |Au0|β ∣∣b(t)∣∣+ |Bu0|β ∣∣k(t)∣∣+ |f ′|Yβ . (4.11)
Estimate (4.9) trivially follows from (4.10), (4.11), and the definition of the norm ‖ · ‖Yβ .✷
Lemma 4.4. Let assumptions (1.9) and (1.10) be satisfied. Then operator R2 defined by
(3.20) maps Ya0 × Y into Yα and satisfies the estimate∥∥R2(b, k)∥∥Yα  T β−αC9(T )[‖Au0‖β‖b‖Y +‖Bu0‖β‖k‖Y + ‖f ′‖Yβ ]. (4.12)
Proof. From Lemma 4.3 it follows that F2(b, k) belongs to Yβ , β ∈ (α,1), for any (b, k) ∈
Ya0 × Y , and satisfies estimate (4.9). Hence, Corollary 2.3 applies with ρ and f replaced,
respectively, by ρ(b) and F2(b, k). Therefore, taking advantage of representation (3.20) of
operator R2 in terms of W , AW , and F2, (4.12) easily follows from (2.15) and (2.16) by
replacing ‖f ‖Yβ with ‖F2(b, k)‖Yβ and keeping in mind (4.9). ✷
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estimates∥∥Rj (w,b, k)∥∥Y  TC7+j (α)[‖b‖Y + ‖k‖Y ]‖w‖Yα , j = 3,4. (4.13)
Proof. Recalling (3.10), from (3.21) we obtain the following inequality:
∣∣Rj (w,b, k)(t)∣∣ C9+j 2∑
i=1
∣∣N˜i((A− λ1I)−1w,b, k)(t)∣∣, j = 3,4, (4.14)
where C9+j = |m(u0)|‖u0‖α maxi=1,2 ‖Φi,5−j‖D(α,+∞)∗ (cf. (1.5)). Now, from (3.5) we
easily deduce∣∣N˜i((A− λ1I)−1w,b, k)(t)∣∣ T Ci(α)[‖b‖Y + ‖k‖Y ]‖w‖Yα , i = 1,2.
Consequently, taking the supremum over [0, T ] in (4.14), we obtain (4.13). ✷
Lemma 4.6. For any pair (w1, b1, k1), (w2, b2, k2) ∈ Zα , operator F1 defined by (3.16)
satisfies the estimate∥∥F1(w2, b2, k2)− F1(w1, b1, k1)∥∥Yα
 T C7(α)
[(‖b2 − b1‖Y + ‖k2 − k1‖Y )‖w2‖Yα
+ (‖b1‖Y + ‖k1‖Y )‖w2 −w1‖Yα ]. (4.15)
Proof. From (3.7) and (3.16) we get
F1(w2, b2, k2)(t)− F1(w1, b1, k1)(t)
= (b2 − b1)(t)
t∫
0
A(A− λ1I)−1w2(s) ds
+ b1(t)
t∫
0
A(A− λ1I)−1(w2 −w1)(s) ds
+
t∫
0
(k2 − k1)(t − s)B(A− λ1I)−1w2(s) ds
+
t∫
0
k1(t − s)B(A− λ1I)−1(w2 −w1)(s) ds.
Therefore∥∥F1(w2, b2, k2)(t)− F1(w1, b1, k1)(t)∥∥
 T
[
1+ λ1
∥∥(A− λ1I)−1∥∥0,1][∣∣(b2 − b1)(t)∣∣‖w2‖Y0 + ∣∣b1(t)∣∣‖w2 −w1‖Y0]
+ T ∥∥B(A− λ1I)−1∥∥ [‖w2‖Y0‖k2 − k1‖Y + ‖k1‖Y ‖w2 −w1‖Y0], (4.16)0,0
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∥∥ATA(ξ)[F1(w2, b2, k2)(t)− F1(w1, b1, k1)(t)]∥∥
 T
[
1+ λ1
∥∥(A− λ1I)−1∥∥α,1+α][∣∣(b2 − b1)(t)∣∣‖w2‖Yα + ∣∣b1(t)∣∣‖w2 −w1‖Yα ]
+ T ∥∥B(A− λ1I)−1∥∥α,α[‖w2‖Yα‖k2 − k1‖Y + ‖k1‖Y ‖w2 −w1‖Yα ]. (4.17)
Taking the supremum over [0, T ] in (4.16) and (4.17), we obtain (4.15). ✷
Lemma 4.7. Let assumption (1.10) be satisfied. Then for any pair (w1, b1, k1), (w2, b2, k2)
∈Zα,a0 operator R1 defined by (3.19) satisfies the estimate∥∥R1(w2, b2, k2)−R1(w1, b1, k1)∥∥Yα
 T C14(T )
{‖w0‖β‖b2 − b1‖Y + (1+ ‖b2‖Y + ‖k2‖Y )‖w2‖Yα‖b2 − b1‖Y
+ (‖b1‖Y + ‖k1‖Y )‖w2 −w1‖Yα + ‖w2‖Yα‖k2 − k1‖Y }. (4.18)
Proof. First we note that, by virtue of (3.14), for any pair (b1, b2) ∈ Y × Y we have∥∥Dtρ(b2)−Dtρ(b1)∥∥Y  T ‖b2 − b1‖Y . (4.19)
From definition (3.19) of R1 in terms of W and AW we easily obtain
R1(w2, b2, k2)(t)−R1(w1, b1, k1)(t)=
4∑
l=1
Jk(w1,w2, b1, b2, k1, k2)(t), (4.20)
where we have set
J1(w1,w2, b1, b2, k1, k2)(t) :=W
(
ρ(b2),−λ1F1(w2, b2, k2),w0
)
(t)
−W(ρ(b1),−λ1F1(w2, b2, k2),w0)(t),
J2(w1,w2, b1, b2, k1, k2)(t)
:=W(ρ(b1), λ1F1(w1, b1, k1)− λ1F1(w2, b2, k2),0)(t),
J3(w1,w2, b1, b2, k1, k2)(t) :=AW
(
ρ(b1),F1(w2, b2, k2)− F1(w1, b1, k1),0
)
(t),
J4(w1,w2, b1, b2, k1, k2)(t) :=AW
(
ρ(b2),F1(w2, b2, k2),0
)
(t)
−AW(ρ(b1),F1(w2, b2, k2),0)(t).
Hence, from (2.12), with z0 and ‖f ‖Yα replaced by w0 and ‖F1(w2, b2, k2)‖Yα , taking into
account (4.5) and (4.19), we obtain∥∥J1(w1,w2, b1, b2, k1, k2)(t)∥∥Yα
 T C15(T )
[‖w0‖β + (‖b2‖Y + ‖k2‖Y )‖w2‖Yα ]‖b2 − b1‖Y , (4.21)
whereas, combining (2.15), (2.17), and (4.15) we deduce∥∥∥∥∥
3∑
k=2
Jk(w1,w2, b1, b2, k1, k2)(t)
∥∥∥∥∥
Yα
 T C16(T )
[(‖b2 − b1‖Y + ‖k2 − k1‖Y )‖w2‖Yα
+ (‖b1‖Y + ‖k1‖Y )‖w2 −w1‖Yα ]. (4.22)
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F1(w2, b2, k2) and taking advantage of (4.5) and (4.19), we deduce∥∥J4(w1,w2, b1, b2, k1, k2)(t)∥∥Yα
 T 2C17(T )
[‖b2‖Y + ‖k2‖Y ]‖w2‖Yα‖b2 − b1‖Y . (4.23)
Now, rearranging (4.21)–(4.23), from (4.20) we obtain (4.18). ✷
Lemma 4.8. Under assumptions (1.9) and (1.10) operator F2 defined by (3.8) satisfies the
following estimate for any pair (b1, k1), (b2, k2) ∈ Y × Y :∥∥F2(b2, k2)− F2(b1, k1)∥∥Yβ  ‖Au0‖β‖b2 − b1‖Y + ‖Bu0‖β‖k2 − k1‖Y . (4.24)
Proof. We observe that
F2(b2, k2)(t)− F2(b1, k1)(t)=Au0
[
b2(t)− b1(t)
]+Bu0[k2(t)− k1(t)].
Therefore, the same computations as in the proof of Lemma 4.3 show that (4.24) holds
true. ✷
Lemma 4.9. Under assumptions (1.9) and (1.10) operator R2 defined by (3.20) satisfies
the following estimate for any pair (b1, k1), (b2, k2) ∈ Ya0 × Y :∥∥R2(b2, k2)−R2(b1, k1)∥∥Yα
 T β−αC18(T )
{‖Au0‖β(1+ ‖b2‖Y )‖b2 − b1‖Y + ‖Bu0‖β‖k2 − k1‖Y
+ (‖Bu0‖β‖k2‖Y + ‖f ′‖Yβ )‖b2 − b1‖Y }. (4.25)
Proof. From the representation (3.20) of R2 in terms of W and AW we obtain
R2(b2, k2)−R2(b1, k1)=
8∑
l=5
Jk(b1, b2, k1, k2)(t), (4.26)
where we have set
J5(b1, b2, k1, k2)(t)=W
(
ρ(b1), λ1F2(b1, k1)− λ1F2(b2, k2),0
)
(t),
J6(b1, b2, k1, k2)(t)= AW
(
ρ(b1),F2(b2, k2)− F2(b1, k1),0
)
(t),
J7(b1, b2, k1, k2)(t)=W
(
ρ(b1), λ1F2(b2, k2),0
)
(t)
−W(ρ(b2), λ1F2(b2, k2),0)(t),
J8(b1, b2, k1, k2)(t)= AW
(
ρ(b2),F2(b2, k2),0
)
(t)−AW(ρ(b1),F2(b2, k2),0)(t).
Therefore from (2.15), (2.16), and (4.24) it follows that∥∥∥∥∥
6∑
k=5
Jk(b1, b2, k1, k2)(t)
∥∥∥∥∥
Yα
 T β−αC19(T )
[‖Au0‖β‖b2 − b1‖Y + ‖Bu0‖β‖k2 − k1‖Y ]. (4.27)
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and (2.12), (2.13) with z0, ρ1, ρ2, and f replaced, respectively, by 0, ρ(b1), ρ(b2), and
F2(b2, k2), from (4.9) and (4.19) we obtain∥∥∥∥∥
8∑
k=7
Jk(b1, b2, k1, k2)(t)
∥∥∥∥∥
Yα
 T C20(T )
[‖Au0‖β‖b2‖Y + ‖Bu0‖β‖k2‖Y + ‖f ′‖Yβ ]‖b2 − b1‖Y . (4.28)
Rearranging (4.27) and (4.28), from (4.26) we obtain (4.25). ✷
Lemma 4.10. For any pair (w1, b1, k1), (w2, b2, k2) ∈ Zα operators Rj , j = 3,4, defined
by (3.21) satisfy the following estimates, where j = 3,4:∥∥Rj (w2, b2, k2)−Rj(w1, b1, k1)∥∥Y
 T C18+j (α)
[(‖b2 − b1‖Y + ‖k2 − k1‖Y )‖w2‖Yα
+ (‖b1‖Y + ‖k1‖Y )‖w2 −w1‖Yα ]. (4.29)
Proof. Recalling (3.10), for any pair (w1, b1, k1), (w2, b2, k2) ∈Zα we obtain the follow-
ing inequality, where j = 3,4:∣∣Rj (w2, b2, k2)(t)−Rj (w1, b1, k1)(t)∣∣
 C14+j
2∑
i=1
∣∣N˜i((A− λ1I)−1w2, b2, k2)(t)
− N˜i((A− λ1I)−1w1, b1, k1)(t)
∣∣. (4.30)
Now, due to definition (3.5), very easy computations imply∥∥N˜i((A− λ1I)−1w2, b2, k2)(t)− N˜i((A− λ1I)−1w1, b1, k1)(t)∥∥Y
 T Ci(α)
[(‖b2 − b1‖Y + ‖k2 − k1‖Y )‖w2‖Yα
+ (‖b1‖Y + ‖k1‖Y )‖w2 −w1‖Yα ], (4.31)
where i = 1,2. Hence, taking the supremum over [0, T ], from (4.30) we deduce (4.29). ✷
5. Proof of Theorem 3.2
Using the notations introduced in (4.1)–(4.4), in order to apply the Banach fixed-point
theorem to system (3.23), we begin by defining the complete metric space
Zα(r) :=
{
(w,b, k) ∈Zα :
∥∥(w,b, k)− (w0, b˜0, k˜0)∥∥Zα  2r}, r ∈R+. (5.1)
Moreover, functionsw0, b˜0, and k˜0 being defined by (3.18) and (3.24), we choose r so as to
satisfy ‖(w0, b˜0, k˜0)‖Zα  r . From now on we choose T to be a solution to the inequality
T
(
2r + ‖b˜0‖Y
)
< a0/2, (5.2)
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to Ya0 (cf. (4.4) and Remark 3.1). Now we prove that the vector operator
Γ (w,b, k)= (w0 +R1(w,b, k)+R2(b, k), b˜0 +R5(w,b, k), k˜0 +R6(w,b, k)),
where the Rj ’s, j = 1,2,5,6, are defined in Section 3, has a unique fixed-point in Zα(r).
First we show that operator Γ maps Zα(r) into itself for a suitable T . Thanks to (3.25)
and the linearity of operators Sk , k = 1,2, defined by (3.11), for any (w,b, k) ∈ Zα(r) we
can deduce that∥∥Γ (w,b, k)− (w0, b˜0, k˜0)∥∥Zα
= ∥∥R1(w,b, k)+R2(b, k)∥∥Yα + ∥∥R5(w,b, k)∥∥Y + ∥∥R6(w,b, k)∥∥Y
 C25(α)
∥∥R1(w,b, k)+R2(b, k)∥∥Yα + ∥∥R3(w,b, k)∥∥Y + ∥∥R4(w,b, k)∥∥Y ,
(5.3)
where C25(α)= 1 + ‖(A− λ1I)−1‖α,1+α∑2j=1 ‖Sj‖D(α,+∞)∗ . Therefore, using the esti-
mates (4.8), (4.12), and (4.13) in Lemmata 4.2, 4.4, and 4.5, from (5.3) we obtain∥∥Γ (w,b, k)− (w0, b˜0, k˜0)∥∥Zα
 T β−αC26(T )
{‖w0‖β + (‖Au0‖β +‖w‖Yα )‖b‖Y
+ (‖Bu0‖β + ‖w‖Yα )‖k‖Y + ‖f ′‖Yβ }
 T β−αη1
(
T ,2r + ‖w0‖α,2r + ‖b˜0‖Y ,2r + ‖k˜0‖Y
)
.
We observe that η1 is a continuous increasing function of its arguments: more precisely, it
is a polynomial of degree 2 in its last three arguments. Consequently, for any T satisfying
the inequalities (5.2) and
T β−αη1
(
T ,2r + ‖w0‖α,2r + ‖b˜0‖Y ,2r + ‖k˜0‖Y
)
 2r, (5.4)
we deduce that Γ maps Zα(r) into itself for any fixed r ∈ R+.
Let us now prove that Γ is also a contraction mapping. For this purpose from (3.25),
performing computations similar to those made in (5.3), we get∥∥Γ (w2, b2, k2)− Γ (w1, b1, k1)∥∥Zα
 C25(α)
{∥∥R1(w2, b2, k2)−R1(w1, b1, k1)∥∥Yα + ∥∥R2(b2, k2)−R2(b1, k1)∥∥Yα}
+ ∥∥R3(w2, b2, k2)−R3(w1, b1, k1)∥∥Y + ∥∥R4(w2, b2, k2)−R4(w1, b1, k1)∥∥Y .
Now, from inequalities (4.18), (4.25), and (4.29), respectively, we obtain∥∥Γ (w2, b2, k2)− Γ (w1, b1, k1)∥∥Zα
 T β−αC27(T )
{(‖b1‖Y + ‖k1‖Y )‖w2 −w1‖Yα
+ (1+ ‖b2‖Y +‖k2‖Y )‖w2‖Yα‖b2 − b1‖Y
+ (‖w0‖β + ‖Au0‖β + ‖Au0‖β‖b2‖Y
+ ‖Bu0‖β‖k2‖Y + ‖f ′‖Yβ
)‖b2 − b1‖Y
+ (‖w2‖Yα + ‖Bu0‖β)‖k2 − k1‖Y }
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(
T ,2r + ‖w0‖α,2r + ‖b˜0‖Y ,2r + ‖k˜0‖Y
)
× ∥∥(w2 −w1, b2 − b1, k2 − k1)∥∥Zα .
We observe that η2 is a continuous increasing function of its arguments: more exactly, it is
a polynomial of degree 2 in its last three arguments. Finally, we observe that for any fixed
r ∈ R+ the system of inequalities (5.2), (5.4), and
T β−αη2
(
T ,2r + ‖w0‖α,2r + ‖b˜0‖Y ,2r + ‖k˜0‖Y
)
< 1, (5.5)
is solvable for small enough T ’s depending on r . Consequently, Γ turns out to be a con-
traction mapping in Zα(r). This completes the proof of the local existence of the solution.
As for as the uniqueness is concerned, assume that problem (3.6), (3.9) admits two
solutions (vj , bj , kj ) ∈ U1,αA (Tj )× C([0, Tj ];R)× C([0, Tj ];R), j = 1,2. First we note
that the system of inequalities (5.2), (5.4), and (5.5) is not adequate for proving uniqueness
in the common interval of definition of the two solutions. This is because the uniqueness
result proved above only guarantees that the solutions coincide on an interval [0, T ], where
T = T (r) depend on r entering the definition of Zα(r) (cf. (5.1)). Such a T (r) is (in
general) strictly less than the minimum of T1 and T2, say T1.
To overcome this difficulty we can proceed in the following way. Let us suppose, by
contradiction, that there exist two solutions (vj , bj , kj ), j = 1,2, defined on [0, T + ε],
which coincide on [0, T ] and are distinct on (T ,T + ε] for some positive ε. Moreover,
such solutions are required to satisfy the additional inequalities
a0 +
t∫
0
bj (σ ) dσ > 0, j = 1,2, ∀t ∈ [0, T + ε].
Introducing the difference function (w2 −w1, b2 − b1, k2 − k1), where (cf. (3.15)) wj =
(A − λ1I)vj , j = 1,2, we can easily find an operator fixed-point system analogous to
(3.23), where the “outer” integrals in the definitions of operators Rj , j = 1,2,5,6, (cf.
(3.19)–(3.21), (3.25), and (2.4), (3.5)) are related to the interval [T ,T + ε]. Let us now
consider the Banach space
Zα(T ,T + ε) :=C
([T ,T + ε];DA(α,+∞))
×C([T ,T + ε];R)×C([T ,T + ε];R)
endowed with the norm∥∥(w,b, k)∥∥
Zα(T ,T+ε) = ‖w‖∞,T ,T+ε,α + ‖b‖∞,T ,T+ε + ‖k‖∞,T ,T+ε,
where ‖ · ‖∞,T ,T+ε,α and ‖ · ‖∞,T ,T+ε denote norms similar to the previous ones, but
related to the interval [T ,T + ε]. Computations similar to those performed in Sections 2
and 4 allow us to prove, for any t ∈ [T ,T + ε], the following integral inequality for the
difference function (w2 −w1, b2 − b1, k2 − k1):
‖w2 −w1, b2 − b1, k2 − k1‖Zα(T ,t)
 C(r,m)
t∫
‖w2 −w1, b2 − b1, k2 − k1‖Zα(T ,s) ds, (5.6)T
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r = max
1j2
∥∥(wj , bj , kj )∥∥Zα(0,T+ε), m= min1j2 min0tT+ε
[
a0 +
t∫
0
bj (σ ) dσ
]
,
and C(r,m) is a positive constant depending on (r,m). Using Gronwall’s inequality, from
(5.6) we deduce
(w1, b1, k1)= (w2, b2, k2) in [T ,T + ε].
This contradicts the assumption that the two triplets do not coincide on (T ,T + ε]. Since
we have assumed T1  T2, two solutions of (3.6), (3.9) must necessarily coincide on
[0, T1]. ✷
6. An application
The problem we now investigate consists of identifying the unknown kernel k and the
unknown coefficient a which appear in the following evolution equation of parabolic type
related to a domain Ω in Rn of class C2+2α , α ∈ (1/2,1):
Dtu(t, x)= a(t)Au(t, x)+
t∫
0
k(t − s)Bu(s, x) ds + f (t, x),
∀(t, x) ∈ [0, T ] ×Ω. (6.1)
Using a standard multi-index notation,A and B are, e.g., the following second-order linear
differential operators:
A=
∑
0|γ |2
aγ (x)D
γ , B =
∑
0|γ |2
bγ (x)D
γ ,
where we assume that aγ (x), |γ | = 2, x ∈ Ω¯ , is an n × n real symmetric matrix and
moreover
aγ , bγ ∈ C2α(Ω¯), 0 |γ | 2, aγ (x) µ0 < 0, ∀x ∈ Ω¯, |γ | = 0, (6.2)
α1|ξ |2 
∑
|γ |=2
aγ (x)ξ
γ  α2|ξ |2, ∀(x, ξ) ∈Ω ×Rn, (6.3)
α1 and a2 being two nonnegative constants such that α1  α2, while Cδ(Ω¯), δ ∈ (0,2),
stands for the usual Hölder space. Now, u0 : Ω¯ → R being a given smooth function, we
prescribe the initial condition
u(0, x)= u0(x), ∀x ∈Ω, (6.4)
as, with the convention C0 = I , we prescribe also one of the following boundary conditions:
(Cj ) Cju(t, x)= 0, ∀(t, x) ∈ [0, T ] × ∂Ω, j = 0,1, (6.5)
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n∑
j=1
cj (x)nj (x) ν0 > 0, c0(x) > 0, x ∈ ∂Ω, (6.6)
n(x) denoting the outward normal vector at x ∈ ∂Ω .
To determine the coefficient a and the kernel k we need also the two pieces of additional
information (1.4) where the functions gj , j = 1,2, satisfy (1.6), whereas Φj,k , j, k =
1,2, are four linear functionals in M2α(Ω¯)∗ or C˜2α(Ω¯)∗ according as condition (C1)
or (C2) holds. The spacesM2θ (Ω¯) and C˜2θ (Ω¯), θ ∈ (1/2,1), are explicitly defined by the
equations
M2θ (Ω¯)= {u ∈C2θ (Ω¯): u= 0 on ∂Ω},
C˜2θ (Ω¯)= {u ∈ C2θ (Ω¯): Cu= 0 on ∂Ω}.
Remark 6.1. As a concrete example of Φj,k , j, k = 1,2, we refer to the following func-
tionals:
Φj,k[v] =
∫
∂Ω
∂v
∂n
dµj,k, (6.7)
where µj,k , j, k = 1,2, are four finite Borel measures on ∂Ω .
We emphasize that conditions of type (6.7), with dµj,k =ψj,k dσ , j, k = 1,2, σ denot-
ing the Lebesgue measure induced on ∂Ω , are met when physical measurements involving
the flux of the temperature are performed, e.g., on different regions of the boundary of Ω .
Of course, functions ψj,k , j, k = 1,2, have to be chosen in L1(∂Ω).
Denoting by a0 the initial value a(0), from (1.4) we deduce, as in Section 1, that under
assumptions (1.5) and (1.6), a0 is prescribed by any equation in (1.7).
Now we introduce the reference space X = C(Ω¯) and proceed to define the realiza-
tions Aj of A related to the boundary conditions (6.5) and the corresponding interpolation
spaces DAj (α,+∞). First, we introduce the operators Aj , j = 0,1,
D(Aj )=
{
u ∈
⋂
p>n
W 2,p(Ω): Au ∈C(Ω¯), Cju= 0 on ∂Ω
}
,
Aju=Au, u ∈D(Aj ).
Then we recall the equation DA0(θ,+∞) = M2θ (Ω¯), θ ∈ (1/2,1) (cf. [8, Theo-
rem 3.1.29]). As a consequence, when (C0) is associated with A, we deduce DA0(1 + θ,+∞)= {u ∈⋂p>nW 2,p(Ω): Au ∈M2θ (Ω¯), u= 0 on ∂Ω}. Actually we have
DA0(1+ θ,+∞)=
{
u ∈ C2+2θ (Ω¯): u=Au= 0 on ∂Ω}. (6.8)
Indeed, from [5, Theorem 3.1.1] we easily deduce equality (6.8) for θ ∈ (1/2,1).
Now we observe that Theorem 3.1.30 in [8] implies DA1(θ,+∞) = C˜2θ (Ω¯), θ ∈
(1/2,1). Hence, when (C1) is associated with A, from [5, Theorem 3.3.2] and the discus-
sion in [5, pp. 128–129] we deduce DA1(1 + θ,+∞)= {u ∈ C2+2θ (Ω¯): Cu= CAu = 0
on ∂Ω}, θ ∈ (1/2,1).
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g1, g2 ∈ C1
([0, T ];R), f ∈ C1([0, T ];DAj (β,+∞)), u0 ∈D(Aj ), (6.9)
Au0,Bu0 ∈DAj (β,+∞), a0Au0 + f (0) ∈DAj (1+ β,+∞), (6.10)
Φ1,1[u0]Φ2,2[u0] −Φ1,2[u0]Φ2,1[u0] = 0, (6.11)
g2(0)Φ1,1[u0] − g1(0)Φ2,1[u0] = 0, gj (0)Φj,1[u0]> 0, j = 1,2. (6.12)
We are now in a position to state our local in time existence and uniqueness theorem.
Theorem 6.2. Let α ∈ (1/2,1) and j ∈ {0,1}. Under assumptions (6.2), (6.3), (6.6), (6.9)–
(6.12) there exists T ∗ ∈ (0, T ) such that for any τ ∈ (0, T ∗] problem (6.1), (6.4), (Cj ) and
(1.4) with Φi,k ∈ DAj (α,+∞)∗, i, k = 1,2, has a unique solution (u, a, k) ∈ U2,αAj (T ) ×
C1([0, τ ];R)×C([0, τ ];R).
Proof. The assertion follows from the previous discussion and our abstract Theorem 1.1.✷
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