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PARABOLIC HARNACK INEQUALITY OF VISCOSITY SOLUTIONS ON
RIEMANNIAN MANIFOLDS
SOOJUNG KIM AND KI-AHM LEE
Abstract. We consider viscosity solutions to nonlinear uniformly parabolic equations in
nondivergence form on a Riemannian manifold M, with the sectional curvature bounded
from below by −κ for κ ≥ 0. In the elliptic case, Wang and Zhang [WZ] recently extended
the results of [Ca] to nonlinear elliptic equations in nondivergence form on such M, where
they obtained the Harnack inequality for classical solutions. We establish the Harnack
inequality for nonnegative viscosity solutions to nonlinear uniformly parabolic equations
in nondivergence form on M. The Harnack inequality of nonnegative viscosity solutions
to the elliptic equations is also proved.
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2 SOOJUNG KIM AND KI-AHM LEE
1. Introduction and main results
In this paper, we study the Harnack inequality of viscosity solutions to nonlinear uni-
formly parabolic equations in nondivergence form on Riemannian manifolds. Let (M, g) be
a smooth, complete Riemannian manifold of dimension n. Consider a nonlinear uniformly
parabolic equation
(1) F(D2u) − ∂tu = f in M × R,
where D2u denotes the Hessian of the function u defined by
D2u (X,Y) = g (∇X∇u,Y) ,
for any vector fields X,Y on M, and ∇u is the gradient of u. We notice that in the case,
when F is the trace operator, (1) is the well-known heat equation with a source term.
In the setting of elliptic equations on M,Cabre´ [Ca] established the Krylov-Safonov type
Harnack inequality of classical solutions to linear, uniformly elliptic equations in nondiver-
gence form, when M has nonnegative sectional curvature. The Krylov-Safonov Harnack
inequality is based on the Aleksandrov-Bakelman-Pucci (ABP) estimate, which is proved
using affine functions in the Euclidean case. Since affine functions can not be generalized
into an intrinsic notion on Riemannian manifolds, Cabre´ considered the functions of the
squared distance instead of the affine functions to overcome the difficulty. Later, Kim [K]
improved Cabre´’s result removing the sectional curvature assumption and imposing the
certain condition on the distance function (see [K, p. 283]). Recently, Wang and Zhang
[WZ] obtained a version of the ABP estimate on M with Ricci curvature bounded from
below, and the Harnack inequality of classical solutions for nonlinear uniformly elliptic
operators provided that M has a lower bound of the sectional curvature.
In the parabolic case, the Krylov-Safonov Harnack inequality was proved in [KKL]
for classical solutions to linear, uniformly parabolic equations in nondivergence form, as-
suming essentially the same condition introduced by Kim [K]. The result in [KKL], in
particular, gives a non-divergent proof of Li-Yau’s Harnack inequality for the heat equa-
tion in a manifold with nonnegative Ricci curvature [LY]. The ABP-Krylov-Tso estimate
discovered by Krylov [Kr] in the Euclidean case (see also [T, W]) is a parabolic analogue
of the ABP estimate, and a key ingredient in proving the parabolic Harnack inequality. In
order to prove the ABP-Krylov-Tso type estimate on Riemannian manifolds , an intrinsi-
cally geometric version of the Krylov-Tso normal map, namely,
Φ(x, t) :=
(
expx ∇xu(x, t),−
1
2
d2
(
x, expx ∇u(x, t)
) − u(x, t))
was introduced. The map Φ is called the parabolic normal map related to u(x, t) and the
Jacobian determinant of Φ was explicitly computed in [KKL, Lemma 3.1].
In this paper, we shall prove the Krylov-Safonov Harnack inequality for a class of
viscosity solutions to uniformly parabolic equations on M with the sectional curvature
bounded from below. Let Sym T M be the bundle of symmetric 2-tensors over M. A non-
linear operator F : Sym T M → R will be always assumed in this article to satisfy the
following basic hypothesis:
F is uniformly elliptic with the so-called ellipticity constants 0 < λ ≤ Λ, i.e., for
any S ∈ Sym T M, and for any positive semidefinite P ∈ Sym T M,
(H1) λ trace(Px) ≤ F(S x + Px) − F(S x) ≤ Λ trace(Px), ∀x ∈ M.
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We may assume that 0 < λ ≤ 1 ≤ Λ. In order to establish the uniform Harnack inequality
for a class of uniformly parabolic equations including (1), we introduce Pucci’s extremal
operators as in [CC]: for any x ∈ M, and S x ∈ Sym T Mx,
M+λ,Λ(S x) :=M+(S x) = λ
∑
ei<0
ei + Λ
∑
ei>0
ei,
M−λ,Λ(S x) :=M−(S x) = Λ
∑
ei<0
ei + λ
∑
ei>0
ei,
where ei = ei(S x) are the eigenvalues of S x. In terms of the Pucci operators, the hypothesis
(H1) of uniform ellipticity is equivalent to the following: for any S , P ∈ Sym T M,
(H1’) M−(Px) ≤ F(S x + Px) − F(S x) ≤ M+(Px), ∀x ∈ M.
Now we recall viscosity solutions, which are proper weak solutions for nonlinear equa-
tions in nondivergence form. In the Euclidean space, the existence, uniqueness and reg-
ularity theory for the viscosity solutions have been developed by many authors (see for
instance, [CIL, CC, W]). In [AFS, Z], the concept of viscosity solutions has been natu-
rally extended on Riemannian manifolds, which can be found in Definitions 2.13 and 5.3.
The authors in [AFS, PZ, Z] have shown comparison, uniqueness and existence results for
the viscosity solutions on Riemannian manifolds. Using Pucci’s extremal operators, we
introduce a class of viscosity solutions to the uniformly parabolic equations; see [CC].
Definition 1.1. Let Ω ⊂ M be open, T > 0, and 0 < λ ≤ Λ. We denote by SP (λ,Λ, f ) a
class of a viscosity supersolution u ∈ C(Ω × (0,T ]) satisfying
M−(D2u) − ∂tu ≤ f in Ω × (0,T ]
in the viscosity sense. Similarly, a class of viscosity subsolutions SP (λ,Λ, f ) is defined as
the set of u ∈ C(Ω × (0,T ]) such that
M+(D2u) − ∂tu ≥ f in Ω × (0,T ]
in the viscosity sense. We denote
S∗P (λ,Λ, f ) := SP (λ,Λ, | f |) ∩ SP (λ,Λ,−| f |) .
Simply, we write SP( f ), SP( f ), and S∗P( f ) for SP (λ,Λ, f ) , SP (λ,Λ, f ) , and S∗P (λ,Λ, f ) ,
respectively.
Note that the viscosity solution to the fully nonlinear uniformly parabolic equation (1)
belongs to the classS∗P (λ,Λ, f − F(0, ·)) owing to the equivalence between (H1) and (H1’).
To obtain the Harnack inequality of viscosity solutions contained in S∗P from a priori
Harnack estimates (Subsection 4.1, [KKL], and [Ca, K, WZ]), we use regularization by sup
and inf-convolutions, introduced by Jensen [J]. The classical ABP estimate for viscosity
solutions was proved by making use of affine functions, especially the convex envelope of
the viscosity solution (see [CC, W]). Replacing affine functions by the squared distance
functions on M, as mentioned above, we consider the sup and inf-convolutions on Rie-
manninan manifolds defined as follows: for ε > 0, let uε denote the inf-convolution of u,
defined as
uε(x) := inf
y∈Ω
{
u(y) +
1
2ε
d2(y, x)
}
, ∀x ∈ Ω ⊂ M.
The sup-convolution can be defined in a similar way using concave paraboloids. We see
that the regularized functions by the sup and inf-convolutions are semi-convex and semi-
concave, respectively, which imply that they admit the Hessian almost everywhere thanks
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to the Aleksandrov theorem [A, B]. In Lemma 3.6, we prove that regularized viscosity
solutions solve approximated equations in the viscosity sense, provided that the sectional
curvature of M is bounded from below, and the operator F is intrinsically uniformly contin-
uous with respect to x; see Definition 3.4. Intrinsic uniform continuity of Pucci’s operators
is a sufficient condition for obtaining the uniform Harnack estimates for viscosity solutions
since a class S∗P of all viscosity solutions to the uniformly parabolic equations is invariant
under the regularization processes of sup and inf-convolutions. Then an application of a
priori estimates to the sup and inf-convolutions of viscosity solutions will yield the uniform
Harnack inequality for viscosity solutions.
On the other hand, assuming the sectional curvature of M to be bounded from below,
we establish a priori Harnack inequality for nonlinear parabolic operators in Section 4.1
influenced by Wang and Zhang [WZ], who studied the elliptic case. We introduce the
parabolic contact set Aa,b for a, b > 0 in Definition 4.3, which consists of a point (x, t) ∈
M × R, where a concave paraboloid
−a
2
d2y (x) + bt + C (for some C)
touches u from below at (x, t) in a parabolic neighborhood of (x, t), i.e, Br(x) × (t − r2, t]
for some r > 0. Under the assumption that Ricci curvature of M is bounded from below,
an estimation of the Jacobian of the parabolic normal map on the parabolic contact set
Aa,b is obtained in Lemma 4.4, which is essential for proving the ABP-Krylov-Tso type
estimate. For the heat equation on manifolds with a lower bound of the Ricci curvature,
we can use Lemma 4.4 and Bishop-Gromov’s volume comparison theorem to deduce the
Harnack inequality with help of the Laplacian comparison theorem. In particular, this
implies a global Harnack inequality for heat equation on manifolds with nonnegative Ricci
curvature proved earlier by Li and Yau [LY]; see Remarks 4.5 and 4.10. Regarding a class
of nonlinear operators, we establish the (locally) uniform Harnack inequality for uniformly
parabolic operators provided that the sectional curvature of the underlying manifold is
bounded from below, where our computation does not rely on the linearity of the operator
as in [WZ].
Now we state our main results as follows. In the statements and hereafter, we denote?
Q
f :=
1
|Q|
∫
Q
f
and
Kr(x0, t0) := Br(x0) × (t0 − r2, t0], (x0, t0) ∈ M × R,
where |Q| stands for the volume of a set Q of M or M × R, and Br(x0) is a geodesic ball of
radius r centered at x0.
Theorem 1.2 (Parabolic Harnack inequality). Assume that M has sectional curvature
bounded from below by −κ for κ ≥ 0, i.e., Sec ≥ −κ on M. Let 0 < R ≤ R0, and f ∈
C
(
K2R(x0, 4R2)
)
. If u ∈ C
(
K2R(x0, 4R2)
)
is a nonnegative viscosity solution in S∗P (λ,Λ, f )
in K2R(x0, 4R2), then we have
(2) sup
KR(x0,2R2)
u ≤ CH
 infKR(x0,4R2) u + R2
(?
K2R(x0,4R2)
| f |nθ+1
) 1
nθ+1
 ,
where θ := 1 + log2 cosh(8
√
κR0) and CH > 0 is a uniform constant depending only on
n, λ,Λ and
√
κR0.
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When κ = 0, (2) becomes a global Harnack inequality which extends the classical
Euclidean theory of Krylov and Safonov [KS]. Assuming the sectional curvature to be
bounded from below, our Harnack estimate are locally uniform, namely, for a fixed R0 > 0,
we obtain uniform Harnack inequalities in any balls of radius R less than R0. When n, λ
and Λ are given, the uniform constant CH = CH
(√
κR0
)
in our estimate (2) grows faster
than exp
(
1 + κR20
)
as
√
κR0 tends to infinity; see Remark 4.10.
Theorem 1.3 (Weak Harnack inequality). Assume that Sec ≥ −κ on M for κ ≥ 0. Let
0 < R ≤ R0, and f ∈ C
(
K2R(x0, 4R2)
)
. If u ∈ C
(
K2R(x0, 4R2)
)
is a nonnegative viscosity
supersolution in SP (λ,Λ, f ) in K2R(x0, 4R2), then we have
(3)(?
KR(x0,2R2)
up
) 1
p
≤ CH
 infKR(x0,4R2) u + R2
(?
K2R(x0,4R2)
| f +|nθ+1
) 1
nθ+1
 ; f + := max( f , 0),
where θ := 1+ log2 cosh(8
√
κR0), and the positive constants p ∈ (0, 1) and CH are uniform
depending only on n, λ,Λ, and
√
κR0.
In the elliptic setting, we have Harnack inequalities for a class of viscosity solutions as
below; refer to Definition 5.3 for the definitions of classes S∗E and SE of viscosity solutions
and supersolutions to uniformly elliptic equations.
Theorem 1.4 (Elliptic Harnack inequality). Assume that Sec ≥ −κ on M for κ ≥ 0. Let
0 < R ≤ R0, and f ∈ C (B2R(x0)) . If u ∈ C (B2R(x0)) is a nonnegative viscosity solution in
S∗E (λ,Λ, f ) in B2R(x0), then we have
sup
BR(x0)
u ≤ C
 infBR(x0) u + R2
(?
B2R(x0)
| f |nθ
) 1
nθ
 ,
where θ := 1 + log2 cosh
(
8
√
κR0
)
and C > 0 is a uniform constant depending only on
n, λ,Λ, and
√
κR0.
Theorem 1.5 (Weak Harnack inequality). Assume that Sec ≥ −κ on M for κ ≥ 0. Let 0 <
R ≤ R0, and f ∈ C (B2R(x0)) . If u ∈ C (B2R(x0)) is a nonnegative viscosity supersolution in
SE (λ,Λ, f ) in B2R(x0), then we have(?
BR(x0)
up
) 1
p
≤ C
 infBR(x0) u + R2
(?
B2R(x0)
| f +|nθ
) 1
nθ
 ; f + := max( f , 0),
where θ := 1 + log2 cosh(8
√
κR0) and the positive constants p ∈ (0, 1) and C are uniform
depending only on n, λ,Λ, and
√
κR0.
The rest of the paper is organized as follows. In Section 2, we recall some results on
Riemannian geometry and viscosity solutions that are used in the paper. In Section 3,
we investigate basic properties of the sup and inf-convolutions, and the relation between
the viscosity solution and its sup and inf-convolutions. Section 4 is devoted to proving
the parabolic Harnack inequalities of viscosity solutions. In Section 5, we prove Harnack
inequalities of viscosity solutions to the elliptic equations.
2. Preliminaries
2.1. Riemannian geometry. Let (M, g) be a smooth, complete Riemannian manifold of
dimension n, where g is the Riemannian metric and Vol := Volg is the Riemannian measure
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on M. We denote 〈X,Y〉 := g(X,Y) and |X|2 := 〈X, X〉 for X,Y ∈ TxM, where TxM is the
tangent space at x ∈ M. Let d(·, ·) be the distance function on M. For a given point y ∈ M,
dy(x) denotes the distance function to y, i.e., dy(x) := d(x, y).
We recall the exponential map exp : T M → M. If γx,X : R→ M is the geodesic starting
at x ∈ M with velocity X ∈ TxM, then the exponential map is defined by
expx(X) := γx,X(1).
We observe that the geodesic γx,X is defined for all time since M is complete. For X ∈ TxM
with |X| = 1, we define the cut time tc(X) as
tc(X) := sup
{
t > 0 : expx(sX) is minimizing between x and expx(tX)
}
.
The cut locus of x ∈ M, denoted by Cut(x), is defined by
Cut(x) :=
{
expx(tc(X)X) : X ∈ TxM with |X| = 1, tc(X) < +∞
}
.
If we define
Ex := {tX ∈ TxM : 0 ≤ t < tc(X), X ∈ TxM with |X| = 1} ⊂ TxM,
it can be proved that Cut(x) = expx(∂Ex),M = expx(Ex) ∪ Cut(x), and expx : Ex →
expx(Ex) is a diffeomorphism. We note that Cut(x) is closed and has measure zero. Given
two points x and y < Cut(x), there exists a unique minimizing geodesic expx(tX) (for
X ∈ Ex) joining x to y with y = expx(X), and we will write X = exp−1x (y). For any
x < Cut(y) ∪ {y}, the distance function dy is smooth at x, and the Gauss lemma implies that
∇dy(x) = − exp
−1
x (y)
| exp−1x (y)|
,
and
∇(d2y/2)(x) = − exp−1x (y).
The injectivity radius at x of M is defined as
iM(x) := sup{r > 0 : expx is a diffeomorphism from Br(0) onto Br(x)}.
We note that iM(x) > 0 for any x ∈ M and the map x 7→ iM(x) is continuous.
We recall the Hessian of a C2- function u on M defined as
D2u (X,Y) := 〈∇X∇u,Y〉 ,
for any vector fields X,Y on M, where ∇ denotes the Riemannian connection of M, and
∇u is the gradient of u. The Hessian D2u is a symmetric 2-tensor in Sym T M, whose value
at x ∈ M depends only on u and the values X,Y at x. By a canonical identification of the
space of symmetric bilinear forms on TxM with the space of symmetric endomorphisms
of TxM, the Hessian of u at x ∈ M can be also viewed as a symmetric endomorphism of
TxM:
D2u(x) · X = ∇X∇u, ∀X ∈ TxM.
We will write D2u(x) (X, X) =
〈
D2u(x) · X, X
〉
for X ∈ TxM.
Let ξ be a vector field along a differentiable curve γ : [0, a] → M. We denote by
Dξ
dt (t) = ∇γ˙(t)ξ(t), the covariant derivative of ξ along γ. A vector field ξ along γ is said to be
parallel along γ when
Dξ
dt
(t) ≡ 0 on [0, a].
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If γ : [0, 1] → M is a unique minimizing geodesic joining x to y, then for any ζ ∈ TxM,
there exists a unique parallel vector field, denoted by Lx,yζ(t), along γ such that Lx,yζ(0) =
ζ. The parallel transport of ζ from x to y , denoted by Lx,yζ, is defined as
Lx,yζ := Lx,yζ(1) ∈ TyM,
which will induce a linear isometry Lx,y : TxM → TyM. We note that Ly,x = L−1x,y and
(4)
〈
Lx,yζ, ν
〉
y
=
〈
ζ, Ly,xν
〉
x
, ∀ζ ∈ TxM, ν ∈ TyM.
We also define the parallel transport of a symmetric bilinear form along the unique mini-
mizing geodesic; see [AFS, p. 311].
Definition 2.1. Let x, y ∈ M, and let γ : [0, 1] → M be a unique minimizing geodesic
joining x to y. For S x ∈ Sym T Mx, the parallel transport of S x from x to y, denoted by
Lx,y ◦ S x, is a symmetric bilinear form on TyM satisfying〈(
Lx,y ◦ S x
)
· ν, ν
〉
y
:=
〈
S x ·
(
Ly,xν
)
, Ly,xν
〉
x
, ∀ν ∈ TyM.
Identifying the space of symmetric bilinear forms on TyM with the space of symmetric
endomorphisms of TyM, Lx,y ◦S x can be considered as a symmetric endomorphism of TyM
such that (
Lx,y ◦ S x
)
· ν = Lx,y
(
S x ·
(
Ly,xν
))
, ∀ν ∈ TyM.
Then it is not difficult to check that S x and Lx,y ◦ S x have the same eigenvalues.
Let the Riemannain curvature tensor be defined by
R(X,Y)Z = ∇X∇YZ − ∇Y∇XZ − ∇[X,Y]Z.
For two linearly independent vectors X,Y ∈ TxM, we define the sectional curvature of the
plane determined by X and Y as
Sec(X,Y) :=
〈R(X,Y)X,Y〉
|X|2|Y |2 − 〈X,Y〉2 .
Let Ric denote the Ricci curvature tensor defined as follows: for a unit vector X ∈ TxM
and an orthonormal basis {X, e2, · · · , en} of TxM,
Ric(X, X) =
n∑
j=2
Sec(X, e j).
As usual, Ric ≥ κ on M (κ ∈ R) stands for Ricx ≥ κgx for all x ∈ M.
We recall the first and second variations of the energy function (see for instance, [D]).
Lemma 2.2 (First and second variations of energy). Let γ : [0, 1] → M be a minimizing
geodesic, and ξ be a vector field along γ. For small  > 0, let h : (−, ) × [0, 1]→ M be a
variation of γ defined as
h(r, t) := expγ(t) rξ(t).
Define the energy function of the variation
E(r) :=
∫ 1
0
∣∣∣∣∣∂h∂t (r, t)
∣∣∣∣∣2 dt, for r ∈ (−, ).
Then, we have
(a)
E(0) = d2 (γ(0), γ(1)) ,
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(b)
1
2
E′(0) = 〈ξ(1), γ˙(1)〉 − 〈ξ(0), γ˙(0)〉 ,
(c)
1
2
E′′(0) =
∫ 1
0
{〈Dξ
dt
,
Dξ
dt
〉
− 〈R (γ˙(t), ξ(t)) γ˙(t), ξ(t)〉
}
dt.
In particular, if a vector field ξ is parallel along γ, then we have Dξdt ≡ 0 and 〈ξ, γ˙〉 ≡ C
(for C ∈ R ) on [0, 1]. In this case, we have the following estimate:
(5) E(r) = E(0) − r2
∫ 1
0
〈R (γ˙(t), ξ(t)) γ˙(t), ξ(t)〉 dt + o
(
r2
)
.
Now, we state some known results on Riemannian manifolds with a lower bound of the
curvature. First, we have the following volume doubling property assuming Ricci curvature
to be bounded from below (see [V] for instance).
Theorem 2.3 (Bishop-Gromov). Assume that Ric ≥ −(n − 1)κ on M for κ ≥ 0. For any
0 < r < R, we have
(6)
Vol(B2r(z))
Vol(Br(z))
≤ 2n coshn−1
(
2
√
κR
)
.
We observe that the doubling property (6) implies that for any 0 < r < R < R0,
Vol(BR(z))
Vol(Br(z))
≤ D
(R
r
)log2D
,
where D := 2n coshn−1
(
2
√
κR0
)
is the so-called doubling constant. Using the volume
doubling property, it is easy to prove the following lemma.
Lemma 2.4. Assume that for any z ∈ M and 0 < r < 2R0, there exists a doubling constant
D > 0 such that
Vol(B2r(z)) ≤ DVol(Br(z)).
Then we have that for any Br(y) ⊂ BR(z) with 0 < r < R < R0,
(7)
{?
Br(y)
∣∣∣r2 f ∣∣∣nθ} 1nθ ≤ 2 {?
BR(z)
∣∣∣R2 f ∣∣∣nθ} 1nθ ; θ := 1
n
log2D.
In particular, if the sectional curvature of M is bounded from below by −κ (κ ≥ 0), then (7)
holds with θ := 1 + log2 cosh(4
√
κR0).
In the parabolic setting, it follows from Lemma 2.4 that for any 0 < r < R < R0,
(8)

?
Kr, αr2 (y,s)
∣∣∣r2 f ∣∣∣nθ+1
1
nθ+1
≤ 2α− 1nθ+1
{?
KR(z,t)
∣∣∣R2 f ∣∣∣nθ+1} 1nθ+1 ,
where Kr,αr2 (y, s) := Br(y) × (s − αr2, s] ⊂ KR(z, t) = BR(z) × (t − R2, t] for α > 0.
We recall semi-concavity of functions on Riemannian manifolds which is a natural gen-
eralization of concavity. The work of Bangert [B] concerning semi-concave functions
enables us to deal with functions that are not twice differentiable in the usual sense.
Definition 2.5. Let Ω be an open set of M. A function φ : Ω→ R is said to be semi-concave
at x0 ∈ Ω if there exist a geodesically convex ball Br(x0) with 0 < r < iM(x0), and a smooth
function Ψ : Br(x0) → R such that φ + Ψ is geodesically concave on Br(x0). A function φ
is semi-concave on Ω if it is semi-concave at each point in Ω.
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The following local characterization of semi-concavity is quoted from [CMS, Lemma
3.11].
Lemma 2.6. Let φ : Ω → R be a continuous function and let x0 ∈ Ω, where Ω ⊂ M is
open. Assume that there exist a neighborhood U of x0, and a constant C > 0 such that for
any x ∈ U and X ∈ TxM with |X| = 1,
lim sup
r→0
φ
(
expx rX
)
+ φ
(
expx −rX
) − 2φ(x)
r2
≤ C.
Then φ is semi-concave at x0.
Hessian bound for the squared distance function is the following lemma which is proved
in [CMS, Lemma 3.12] using the formula for the second variation of energy. According to
the local characterization of semi-concavity combined with Lemma 2.7, d2y is semi-concave
on a bounded open set Ω ⊂ M for any y ∈ M, provided that the sectional curvature of M is
bounded from below.
Lemma 2.7. Let x, y ∈ M. If Sec ≥ −κ (κ ≥ 0) along a minimizing geodesic joining x to y,
then for any X ∈ TxM with |X| = 1,
lim sup
r→0
d2y
(
expx rX
)
+ d2y
(
expx −rX
) − 2d2y (x)
r2
≤ 2√κdy(x) coth
(√
κdy(x)
)
.
The following result from Bangert is an extension of Aleksandrov’s second differen-
tiability theorem that a convex function has second derivatives almost everywhere in the
Euclidean space [A] (see also [V, Chapter 14]) .
Theorem 2.8 (Aleksandrov-Bangert, [B]). Let Ω ⊂ M be an open set and let φ : Ω → R
be semi-concave. Then for almost every x ∈ Ω, φ is differentiable at x, and there exists a
symmetric operator A(x) : TxM → TxM characterized by any one of the two equivalent
properties:
(a) for ξ ∈ TxM, A(x) · ξ = ∇ξ∇φ(x),
(b) φ(expx ξ) = φ(x) + 〈∇φ(x), ξ〉 + 12 〈A(x) · ξ, ξ〉 + o
(
|ξ|2
)
as ξ → 0.
The operator A(x) and its associated symmetric bilinear from on TxM are denoted by
D2φ(x) and called the Hessian of φ at x when no confusion is possible.
Let M and N be Riemannian manifolds of dimension n and φ : M → N be smooth. The
Jacobian of φ is the absolute value of determinant of the differential dφ, i.e.,
Jac φ(x) := | det dφ(x)| for x ∈ M.
The following is the area formula, which follows easily from the area formula in Euclidean
space and a partition of unity.
Lemma 2.9 (Area formula). For any smooth function φ : M × R → M × R and any
measurable set E ⊂ M × R, we have∫
E
Jac φ(x, t)dV(x, t) =
∫
M×R
H0[E ∩ φ−1(y, s)]dV(y, s),
whereH0 is the counting measure.
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2.2. Viscosity solutions. In this subsection, we consider a refined definition of viscosity
solutions to parabolic equations slightly different from the usual definition in [Z]; see [W]
for the Euclidean case.
Definition 2.10. Let Ω ⊂ M be open and T > 0. Let u : Ω × (0,T ] → R be a lower
semi-continuous function. We say that u has a local minimum at (x0, t0) ∈ Ω× (0,T ] in the
parabolic sense if there exists r > 0 such that
u(x, t) ≥ u(x0, t0) for all (x, t) ∈ Kr(x0, t0) := Br(x0) × (t0 − r2, t0].
Similarly, we can define a local maximum in the parabolic sense.
Definition 2.11 (Viscosity sub and super- differentials). Let Ω ⊂ M be open and T > 0.
Let u : Ω × (0,T ] → R be a lower semi-continuous function. We define the second order
parabolic subjet of u at (x, t) ∈ Ω × (0,T ] by
P2,−u(x, t) :=
{(
∂tϕ(x, t),∇ϕ(x, t),D2ϕ(x, t)
)
∈ R × TxM × Sym T Mx : ϕ ∈ C2,1 (Ω × (0,T ]) ,
u − ϕ has a local minimum at (x, t) in the parabolic sense} .
If (p, ζ, A) ∈ P2,−u(x, t), then (p, ζ) and A are called a first order subdifferential (with
respect to (t, x)), and a second order subdifferential (with respect to x) of u at (x, t), respec-
tively.
In a similar way, for an upper semi-continuous function u : Ω × (0,T ] → R, we define
the second order parabolic superjet of u at (x, t) ∈ Ω × (0,T ] by
P2,+u(x, t) :=
{(
∂tϕ(x, t),∇ϕ(x, t),D2ϕ(x, t)
)
∈ R × TxM × Sym T Mx : ϕ ∈ C2,1 (Ω × (0,T ]) ,
u − ϕ has a local maximum at (x, t) in the parabolic sense} .
The following characterization of the parabolic subjetP2,−u can be obtained by a simple
modification of [AFS, Proposition 2.2], [Z, Proposition 2.2].
Lemma 2.12. Let u : Ω × (0,T ]→ R be a lower semi-continuous function and let (x, t) ∈
Ω × (0,T ]. The following statements are equivalent:
(a) (p, ζ, A) ∈ P2,−u(x, t),
(b) for ξ ∈ TxM and σ ≤ 0,
u
(
expx ξ, t + σ
) ≥ u(x, t) + 〈ζ, ξ〉 + σp + 1
2
〈A · ξ, ξ〉 + o
(
|ξ|2 + |σ|
)
as (ξ, σ)→ (0, 0).
Definition 2.13 (Viscosity solution). Let F : M×R×R×T M×Sym T M → R, and let Ω ⊂
M be open and T > 0. We say that an upper semi-continuous function u : Ω × (0,T ] → R
is a parabolic viscosity subsolution of the equation ∂tu = F(x, t, u,∇u,D2u) in Ω× (0,T ] if
p − F (x, t, u(x, t), ζ, A) ≤ 0
for any (x, t) ∈ Ω × (0,T ] and (p, ζ, A) ∈ P2,+u(x, t). Similarly, a lower semi-continuous
function u : Ω×(0,T ]→ R is said to be a parabolic viscosity supersolution of the equation
∂tu = F(x, t, u,∇u,D2u) in Ω × (0,T ] if
p − F (x, t, u(x, t), ζ, A) ≥ 0
for any (x, t) ∈ Ω × (0,T ] and (p, ζ, A) ∈ P2,−u(x, t). We say that u is a parabolic viscosity
solution if u is both a parabolic viscosity subsolution and a parabolic viscosity supersolu-
tion.
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We remark that parabolic viscosity solutions at the present time will not be influenced
by what is to happen in the future. In the Euclidean space, Juutinen [Ju] showed that a
refined definition of parabolic viscosity solutions is equivalent to the usual one if compari-
son principle holds. Whenever we refer to a “viscosity (sub or super) solution” to parabolic
equations in this paper, we always mean a “parabolic viscosity (sub or super) solution” for
simplicity.
We end this subsection by recalling Pucci’s extremal operators and their properties. We
refer to [CC] for the proof.
Definition 2.14 (Pucci’s extremal operator). For 0 < λ ≤ Λ (called ellipticity constants),
the Pucci’s extremal operators are defined as follows: for any x ∈ M, and S x ∈ Sym T Mx,
M+λ,Λ(S x) :=M+(S x) = λ
∑
ei<0
ei + Λ
∑
ei>0
ei,
M−λ,Λ(S x) :=M−(S x) = Λ
∑
ei<0
ei + λ
∑
ei>0
ei,
where ei = ei(S x) are the eigenvalues of S x.
In the special case when λ = Λ = 1, the Pucci’s extremal operatorsM± simply coincide
with the trace operator, that is,M±1,1(D2u) = ∆u.
Lemma 2.15. Let Sym(n) denote the set of n × n symmetric matrices. For S , P ∈ Sym(n),
the followings hold:
(a)
M+(S ) = sup
A∈Sλ,Λ
trace(AS ), and M−(S ) = inf
A∈Sλ,Λ
trace(AS ),
where Sλ,Λ consists of positive definite symmetric matrices in Sym(n), whose eigen-
values lie in [λ,Λ].
(b) M−(−S ) = −M+(S ).
(c) M−(S + P) ≤ M−(S ) +M+(P) ≤ M+(S + P) ≤ M+(S ) +M+(P).
Notation. Let r > 0, ρ > 0, z0 ∈ M and t0 ∈ R. We denote
Kr, ρ(z0, t0) := Br(z0) × (t0 − ρ, t0],
where Br(z0) is a geodesic ball of radius r centered at z0. In particular, we denote
Kr(z0, t0) := Kr, r2 (z0, t0).
3. Sup and inf-convolutions
In this section, we study the sup and inf-convolutions introduced by Jensen[J] (see also
[JLS], [CC, Chapter 5]) to regularize continuous viscosity solutions. Let Ω ⊂ M be a
bounded open set, and let u be a continuous function on Ω × [T0,T2] for T2 > T0. For
ε > 0, we define the inf-convolution of u (with respect to Ω × (T0,T2]), denoted by uε, as
follows: for (x0, t0) ∈ Ω × [T0,T2],
(9) uε(x0, t0) := inf
(y,s)∈Ω×[T0,T2]
{
u(y, s) +
1
2ε
{
d2(y, x0) + |s − t0|2
}}
.
Lemma 3.1. For u ∈ C
(
Ω × [T0,T2]
)
, let uε be the inf-convolution of u with respect to
Ω × (T0,T2]. Let (x0, t0) ∈ Ω × [T0,T2].
(a) If 0 < ε < ε′, then uε′ (x0, t0) ≤ uε(x0, t0) ≤ u(x0, t0).
(b) There exists (y0, s0) ∈ Ω×[T0,T2] such that uε(x0, t0) = u(y0, s0)+ 12ε
{
d2(y0, x0) + |s0 − t0|2
}
.
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(c) d2(y0, x0) + |s0 − t0|2 ≤ 2ε|u(x0, t0) − u(y0, s0)| ≤ 4ε||u||L∞(Ω×(T0,T2]).
(d) uε ↑ u uniformly in Ω × [T0,T2].
(e) uε is Lipschitz continuous in Ω × [T0,T2]: for (x0, t0), (x1, t1) ∈ Ω × [T0,T2],
(10) |uε(x0, t0) − uε(x1, t1)| ≤ 32ε diam(Ω)d(x0, x1) +
3
2ε
(T2 − T0)|t0 − t1|.
Proof. From the definition of uε, (a) and (b) are obvious. From (a) and (b), it follows that
1
2ε
{
d2(y0, x0) + |s0 − t0|2
}
= uε(x0, t0) − u(y0, s0) ≤ u(x0, t0) − u(y0, s0),
proving (c). To show (d), we observe that
0 ≤ u(x0, t0) − uε(x0, t0) ≤ u(x0, t0) − u(y0, s0).
We use (c) and the uniform continuity of u on Ω × [T0,T2] to deduce that uε converges to
u uniformly on Ω × [T0,T2].
Now we prove (e). For (y, s) ∈ Ω × [T0,T2], we have
uε(x0, t0) ≤ u(y, s) + 12ε
{
d2(y, x0) + |s − t0|2
}
≤ u(y, s) + 1
2ε
{
(d(y, x1) + d(x1, x0))2 + (|s − t1| + |t1 − t0|)2
}
= u(y, s) +
1
2ε
{
d2(y, x1) + d2(x0, x1) + 2d(y, x1)d(x0, x1) + (|s − t1| + |t0 − t1|)2
}
≤ u(y, s) + 1
2ε
{
d2(y, x1) + |s − t1|2
}
+
3
2ε
diam(Ω)d(x0, x1) +
3
2ε
(T2 − T0)|t0 − t1|.
Taking the infimum of the right hand side, we conclude (10), that is, uε is Lipschitz con-
tinuous on Ω × [T0,T2]. 
Now, we show the semi-concavity of the inf-convolution, and hence the inf-convolution
is twice differentiable almost everywhere in the sense of Aleksandrov and Bangert’s The-
orem 2.8.
Lemma 3.2. Assume that
Sec ≥ −κ on M, for κ ≥ 0
For u ∈ C
(
Ω × [T0,T2]
)
, let uε be the inf-convolution of u with respect to Ω × (T0,T2],
where Ω ⊂ M is a bounded open set, and T0 < T2.
(a) uε is semi-concave in Ω × (T0,T2). Moreover, for almost every (x, t) ∈ Ω × (T0,T2),
uε is differentiable at (x, t), and there exists the Hessian D2uε(x, t) (in the sense of
Aleksandrov-Bangert’s Theorem 2.8) such that
(11)
uε
(
expx ξ, t + σ
)
= uε(x, t) + 〈∇uε(x, t), ξ〉+σ∂tuε(x, t) + 12
〈
D2uε(x, t) · ξ, ξ
〉
+ o
(
|ξ|2 + |σ|
)
as (ξ, σ) ∈ TxM × R→ (0, 0).
(b) D2uε(x, t) ≤ 1
ε
√
κ diam(Ω) coth
(√
κ diam(Ω)
)
gx a.e. in Ω × (T0,T2).
(c) Let H × (T1,T2] be a subset such that H × [T1,T2] ⊂ Ω × (T0,T2], where H is open,
and T0 < T1 < T2. Then, there exist a smooth function ψ on M × (−∞,T2] satisfying
0 ≤ ψ ≤ 1 on M × (−∞,T2], ψ ≡ 1 in H × [T1,T2] and suppψ ⊂ Ω × (T0,T2],
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and a sequence {wk}∞k=1 of smooth functions on M × (−∞,T2] such that
wk → ψuε uniformly in M × (−∞,T2] as k → +∞,
|∇wk | + |∂twk | ≤ C in M × (−∞,T2],
∂twk → ∂tuε a.e. in H × (T1,T2) as k → +∞,
D2wk ≤ Cg in M × (−∞,T2],
D2wk → D2uε a.e. in H × (T1,T2) as k → +∞,
where the constant C > 0 is independent of k.
Proof. To prove semi-concavity of uε in Ω × (T0,T2), we fix (x0, t0) ∈ Ω × (T0,T2), and
find (y0, s0) ∈ Ω × [T0,T2] satisfying
uε(x0, t0) = u(y0, s0) +
1
2ε
{
d2(y0, x0) + |s0 − t0|2
}
.
For any ξ ∈ Tx0 M with |ξ| = 1, and for small r ∈ R, it follows from the definition of the
inf- convolution uε that
uε
(
expx0 rξ, t0 + r
)
+ uε
(
expx0 −rξ, t0 − r
)
− 2uε(x0, t0)
≤ u(y0, s0) + 12ε
{
d2
(
y0, expx0 rξ
)
+ |s0 − (t0 + r)|2
}
+ u(y0, s0) +
1
2ε
{
d2
(
y0, expx0 −rξ
)
+ |s0 − (t0 − r)|2
}
− 2uε(x0, t0)
≤ 1
2ε
{
d2y0
(
expx0 rξ
)
+ d2y0
(
expx0 −rξ
)
− 2d2y0 (x0)
}
+
1
ε
r2.
Then, we use Lemma 2.7 to obtain that for any ξ ∈ Tx0 M with |ξ| = 1,
lim sup
r→0
uε
(
expx0 rξ, t0 + r
)
+ uε
(
expx0 −rξ, t0 − r
)
− 2uε(x0, t0)
r2
≤ lim sup
r→0
1
2ε
d2y0
(
expx0 rξ
)
+ d2y0
(
expx0 −rξ
)
− 2d2y0 (x0)
r2
+
1
ε
≤ 1
ε
√
κdy0 (x0) coth
(√
κdy0 (x0)
)
+
1
ε
≤ 1
ε
√
κ diam(Ω) coth
(√
κ diam(Ω)
)
+
1
ε
,
(12)
where we note that τ coth(τ) is nondecreasing with respect to τ ≥ 0. We recall that uε is
Lipschitz continuous on Ω× [T0,T2] according to Lemma 3.1. Since (x0, t0) ∈ Ω× (T0,T2)
is arbitrary, (12) and Lemma 2.6 imply that uε is semi-concave on Ω × (T0,T2). Thus, uε
admits the Hessian almost everywhere in Ω × (T0,T2) satisfying (11) from Aleksandrov
and Bangert’s Theorem 2.8. The upper bound of the Hessian in (b) follows from (11) and
(12).
We use a standard mollification and a partition of unity to approximate ψuε by a se-
quence {wk}∞k=1 of smooth functions in (c), where a mollifier is supported in (−δ, 0] with
respect to time (for small δ > 0), not in (−δ, δ). By using Lipschitz continuity of uε on
Ω × [T0,T2] and semi-concavity on Ω × (T0,T2), it is not difficult to prove the properties
of wk. For the details, we refer to the proof of Lemma 5.3 in [Ca]. 
Next, we shall prove that if u is a viscosity supersolution to (1), then the inf-convolution
u is also a viscosity supersolution provided that the sectional curvature of the underlying
manifold is bounded from below; see [CIL, Lemma A.5] for the Euclidean case.
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Proposition 3.3. Assume that
Sec ≥ −κ on M, for κ ≥ 0.
Let H and Ω be bounded open sets in M such that H ⊂ Ω, and T0 < T1 < T2. Let
u ∈ C
(
Ω × [T0,T2]
)
, and letω denote a modulus of continuity of u on Ω×[T0,T2], which is
nondecreasing on (0,+∞) with ω(0+) = 0. For ε > 0, let uε be the inf-convolution of u with
respect to Ω×(T0,T2]. Then, there exists ε0 > 0 depending only on ||u||L∞(Ω×[T0,T2]),H,Ω,T0,
and T1, such that if 0 < ε < ε0, then the following statements hold: let (x0, t0) ∈ H ×
[T1,T2], and let (y0, s0) ∈ Ω × [T0,T2] satisfy
uε(x0, t0) = u(y0, s0) +
1
2ε
{
d2(y0, x0) + |s0 − t0|2
}
.
(a) We have that
(y0, s0) ∈ Ω × (T0,T2],
and there is a unique minimizing geodesic joining x0 to y0.
(b) If (p, ζ, A) ∈ P2,−uε(x0, t0), then we have
y0 = expx0 (−εζ), and s0 ∈ [t0 − εp,T2].
(c) If (p, ζ, A) ∈ P2,−uε(x0, t0), then we have(
p, Lx0,y0ζ, Lx0,y0 ◦ A − 2κ ω
(
2
√
ε ||u||L∞(Ω×[T0,T2])
)
gy0
)
∈ P2,−u(y0, s0),
where Lx0,y0 stands for the parallel transport along the unique minimizing geodesic
joining x0 to y0 = expx0 (−εζ).
Proof. By recalling Lemma 3.1, (c), we see that
(y0, s0) ∈ B2√mε(x0) ×
([
t0 − 2
√
mε, t0 + 2
√
mε
]
∩ [T0,T2]
)
,
for m := ||u||L∞(Ω×[T0,T2]). Since the distance between H and ∂Ω is positive, we select ε0 > 0
so small that
2
√
mε0 < min
{
d(H, ∂Ω), T1 − T0
}
=: δ0,
where d(H, ∂Ω) means the distance between H and ∂Ω. For 0 < ε < ε0, we have that
(y0, s0) ∈ Ω × (T0,T2]
since (x0, t0) ∈ H × [T1,T2]. We observe that
i
Ω
:= inf
{
iM(x) : x ∈ Ω
}
> 0
since Ω is compact from Hopf- Rinow Theorem and the map x 7→ iM(x) is continuous.
Now, we select
ε0 :=
1
8||u||L∞(Ω×[T0,T2]) min
{
δ20, i
2
Ω
}
.
Then we have that for 0 < ε < ε0,
d2(x0, y0) ≤ 4ε||u||L∞(Ω×[T0,T2]) < 4ε0||u||L∞(Ω×[T0,T2]) < i2Ω,
and hence d(x0, y0) < iΩ ≤ min {iM(x0), iM(y0)} , which implies the uniqueness of a mini-
mizing geodesic joining x0 to y0. This finishes the proof of (a).
From (a), there exists a unique vector X ∈ Tx0 M such that
y0 = expx0 X, and |X| = d(x0, y0).
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First, we claim that if (p, ζ, A) ∈ P2,−uε(x0, t0), then y0 = expx0 (−εζ), namely, X = −εζ.
Since (p, ζ, A) ∈ P2,−uε(x0, t0), we have that for any ξ ∈ Tx0 M with |ξ| = 1, small r ∈
R, σ ≤ 0 and for any (y, s) ∈ Ω × [T0,T2],
u(y, s) +
1
2ε
{
d2
(
y, expx0 rξ
)
+ |s − (t0 + σ)|2
}
≥ uε
(
expx0 rξ, t0 + σ
)
≥ uε(x0, t0) + r〈ζ, ξ〉 + σp + r
2〈A · ξ, ξ〉
2
+ o
(
r2 + |σ|
)
= u(y0, s0) +
1
2ε
{
d2(y0, x0) + |s0 − t0|2
}
+ r〈ζ, ξ〉 + σp + r
2〈A · ξ, ξ〉
2
+ o
(
r2 + |σ|
)
.
(13)
When (y, s) = (y0, s0) and σ = 0 in (13), we see that for small r ≥ 0,
1
2ε
{d(y0, x0) + r}2 ≥ 12εd
2
(
y0, expx0 rξ
)
≥ 1
2ε
d2(x0, y0) + r〈ζ, ξ〉 + r
2〈A · ξ, ξ〉
2
+ o
(
r2
)
,
and hence for small r ≥ 0,
(14) rd(x0, y0) ≥ r 〈εζ, ξ〉 + O
(
r2
)
, ∀ξ ∈ Tx0 M with |ξ| = 1.
If X = 0, (14) implies that 〈εζ, ξ〉 = 0 for all ξ ∈ Tx0 M. Thus we deduce that ζ = 0 and
y0 = expx0 0 = expx0 (−εζ).
Now, we assume that X , 0. If (y, s) = (y0, s0), σ = 0, and ξ = X/|X| = X/d(x0, y0) in
(13), then we have that for small r ≥ 0,
1
2ε
{d(x0, y0) − r}2 ≥ 12εd
2(x0, y0) + r 〈ζ, ξ〉 + r
2〈A · ξ, ξ〉
2
+ o
(
r2
)
and hence for small r ≥ 0,
(15) − rd(x0, y0) ≥ r 〈εζ, X/|X|〉 + O
(
r2
)
.
For small r ≥ 0, (14) and (15) imply that
〈−εζ, ξ〉 ≤ |X| = d(x0, y0), ∀ξ ∈ Tx0 M with |ξ| = 1,
and
〈−εζ, X/|X|〉 = |X| = d(x0, y0).
Then, it follows that −εζ = X and hence y0 = expx0 X = expx0 (−εζ) for X , 0. Thus we
have proved that y0 = expx0 (−εζ).
When (y, s) = (y0, s0) and r = 0 in (13), we have that for small σ ≤ 0,
1
2ε
|s0 − t0 − σ|2 ≥ 12ε |s0 − t0|
2 + σp + o(|σ|),
which implies that s0 ≥ t0 − εp. This proves (b).
To show (c), we recall that there is a unique minimizing geodesic joining x0 to y0,
and (y0, s0) ∈ Ω× (T0,T2] according to (a). Using the parallel transport, we rewrite (13) as
follows: for any ν ∈ Ty0 M with |ν| = 1, and small r ∈ R, σ ≤ 0, and for (y, s) ∈ Ω×[T0,T2],
u(y, s) ≥ u(y0, s0) + r
〈
ζ, Ly0,x0ν
〉
x0
+ σp +
r2
2
〈
A ·
(
Ly0,x0ν
)
, Ly0,x0ν
〉
x0
+
1
2ε
{
d2(y0, x0) − d2
(
y, expx0 rLy0,x0ν
)}
+
1
2ε
{
|s0 − t0|2 − |s − t0 − σ|2
}
+ o(r2 + |σ|).
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By setting (y, s) :=
(
expy0 rν, s0 + σ
)
for small r ∈ R, σ ≤ 0, we claim that
u
(
expy0 rν, s0 + σ
)
≥ u(y0, s0) + r
〈
Lx0,y0ζ, ν
〉
y0
+ σp +
r2
2
〈(
Lx0,y0 ◦ A
)
· ν, ν
〉
y0
+
1
2ε
{
d2(y0, x0) − d2
(
expy0 rν, expx0 Ly0,x0 rν
)}
+ o
(
r2 + |σ|
)
≥ u(y0, s0) + r
〈
Lx0,y0ζ, ν
〉
y0
+ σp +
r2
2
〈(
Lx0,y0 ◦ A
)
· ν, ν
〉
y0
− 1
2ε
r2κ d2(x0, y0) + o
(
r2 + |σ|
)
.
(16)
The first inequality is immediate from (4) and Definition 2.1. To prove the second inequal-
ity in (16), we consider a unique minimizing geodesic
γ(t) := expx0 (−tεζ)
joining γ(0) = x0 to γ(1) = y0 = expx0 (−εζ). For a given ν ∈ Ty0 M with |ν| = 1, define a
variational field
ν(t) := Ly0,γ(t)ν ∈ Tγ(t)M
along γ, where ν(0) = Ly0,x0ν, and ν(1) = ν. For small  > 0, we define a variation h :
(−, ) × [0, 1]→ M, of γ,
h(r, t) := expγ(t) rν(t).
The energy is defined as
E(r) :=
∫ 1
0
∣∣∣∣∣∂h∂t (r, t)
∣∣∣∣∣2 dt.
We use the second variation of energy formula (5) to obtain
E(r) = E(0) − r2
∫ 1
0
〈R (γ˙(t), ν(t)) γ˙(t), ν(t)〉 dt + o
(
r2
)
since γ is a unique minimizing geodesic, and ν(t) is parallel transported along γ. Since
|ν(t)| = |ν| = 1, and |γ˙(t)| = |γ˙(0)| = d(x0, y0) for t ∈ [0, 1], we have that
E(0) − E(r) = r2
∫ 1
0
〈R (γ˙(t), ν(t)) γ˙(t), ν(t)〉 dt + o
(
r2
)
= r2
∫ 1
0
Sec (γ˙(t), ν(t)) ·
(
|γ˙(t)|2 − 〈γ˙(t), ν(t)〉2
)
dt + o
(
r2
)
≥ −r2
∫ 1
0
κ
(
|γ˙(t)|2 − 〈γ˙(t), ν(t)〉2
)
dt + o
(
r2
)
≥ −r2κ |γ˙(0)|2 + o
(
r2
)
= −r2κ d2(x0, y0) + o
(
r2
)
.
Recalling that E(0) = d2(x0, y0), and
E(r) ≥ d2
(
expγ(0) rν(0), expγ(1) rν(1)
)
= d2
(
expx0 Ly0,x0 rν, expy0 rν
)
,
we obtain
d2(x0, y0) − d2
(
expx0 Ly0,x0 rν, expy0 rν
)
≥ E(0) − E(r)
≥ −r2κ d2(x0, y0) + o
(
r2
)
,
which proves the second inequality of (16).
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Since d2(x0, y0) + |t0 − s0|2 ≤ 4ε||u||L∞(Ω×[T0,T2]) from Lemma 3.1, (c), it follows that
(17) d2(x0, y0) ≤ 2ε |u(x0, t0) − u(y0, s0)| ≤ 2εω
(
2
√
ε||u||L∞(Ω×[T0,T2])
)
,
where ω is a modulus of continuity of u on Ω × [T0,T2]. Therefore, we use (16) and (17)
to conclude that for any ν ∈ Ty0 M with |ν| = 1, and for small r ∈ R, σ ≤ 0,
u
(
expy0 rν, s0 + σ
)
≥ u(y0, s0) + r
〈
Lx0,y0ζ, ν
〉
y0
+ σp +
r2
2
〈(
Lx0,y0 ◦ A
)
· ν, ν
〉
y0
− r2κ ω
(
2
√
ε||u||L∞(Ω×[T0,T2])
)
+ o
(
r2 + |σ|
)
.
Therefore, Lemma 2.12 implies(
p, Lx0,y0ζ, Lx0,y0 ◦ A − 2κ ω
(
2
√
ε||u||L∞(Ω×[T0,T2])
)
gy0
)
∈ P2,−u(y0, s0).

We recall from [AFS] the intrinsic uniform continuity of the operator with respect to x,
which is a natural extension of the Euclidean notion of uniform continuity of the operator
with respect to x.
Definition 3.4. The operator F : Sym T M → R is said to be intrinsically uniformly
continuous with respect to x if there exists a modulus of continuity ωF : [0,+∞)→ [0,+∞)
with ωF(0+) = 0 such that
(H2) F (S ) − F
(
Lx,y ◦ S
)
≤ ωF (d(x, y))
for any S ∈ Sym T Mx, and x, y ∈ M with d(x, y) < min {iM(x), iM(y)} .
We may assume that ωF is nondecreasing on (0,+∞). Recall some examples of the
intrinsically uniformly continuous operator from [AFS].
Remark 3.5. (a) When M = Rn, we have Lx,y ◦ S ≡ S so (H2) holds.
(b) In general, we consider the operator F, which depends only on the eigenvalues of
S ∈ Sym T M, of the form :
(18) F(S ) = G
(
eigenvalues of S
)
for some G.
Since S and Lx,y ◦ S have the same eigenvalues, the operator F satisfies intrinsic uniform
continuity with respect to x (with ωF ≡ 0). The trace and determinant of S are typical
examples of the operator satisfying (18).
(c) Pucci’s extremal operatorsM± satisfy (18), (H2) and (H1).
Lemma 3.6. Under the same assumption as Proposition 3.3, we also assume that F sat-
isfies (H1) and (H2). For f ∈ C (Ω × (T0,T2]), let u ∈ C
(
Ω × [T0,T2]
)
be a viscosity
supersolution of
F(D2u) − ∂tu = f in Ω × (T0,T2].
If 0 < ε < ε0, then the inf-convolution uε (with respect to Ω × (T0,T2]) is a viscosity
supersolution of
F(D2uε) − ∂tuε = fε on H × (T1,T2],
where ε0 > 0 is the constant as in Proposition 3.3, and
fε(x, t) := sup
B2√mε(x)×[t−2
√
mε,min{t+2√mε,T2}]
f + ωF
(
2
√
mε
)
+ 2nΛκ ω
(
2
√
mε
)
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for m := ||u||L∞(Ω×[T0,T2]). Moreover, we have
F(D2uε) − ∂tuε ≤ fε a.e. in H × (T1,T2).
Proof. Fix 0 < ε < ε0. Let ϕ ∈ C2,1 (H × (T1,T2]) be a function such that uε−ϕ has a local
minimum at (x0, t0) ∈ H × (T1,T2] in the parabolic sense. Then we have(
∂tϕ(x0, t0),∇ϕ(x0, t0),D2ϕ(x0, t0)
)
∈ P2,−uε(x0, t0).
We apply Proposition 3.3 to have that(
∂tϕ(x0, t0), Lx0,y0∇ϕ(x0, t0), Lx0,y0 ◦ D2ϕ(x0, t0) − 2κω
(
2
√
mε
)
gy0
)
∈ P2,−u(y0, s0)
for
y0 := expx0 (−ε∇ϕ(x0, t0)) ∈ B2√mε(x0) ⊂ Ω,
and some s0 ∈
[
t0 − 2√mε,min
{
t0 + 2
√
mε,T2
}]
⊂ (T0,T2]. Since u is a viscosity super-
solution in Ω × (T0,T2], we see that
f (y0, s0) ≥ F
(
Lx0,y0 ◦ D2ϕ(x0, t0) − 2κ ω
(
2
√
mε
)
gy0
)
− ∂tϕ(x0, t0)
≥ F
(
Lx0,y0 ◦ D2ϕ(x0, t0)
)
− nΛ · 2κ ω
(
2
√
mε
)
− ∂tϕ(x0, t0)
≥ F
(
D2ϕ(x0, t0)
)
− ωF (d(x0, y0)) − 2nΛκ ω
(
2
√
mε
)
− ∂tϕ(x0, t0)
using the uniform ellipticity and intrinsic uniform continuity of F. Thus, we deduce that
F
(
D2ϕ(x0, t0)
)
− ∂tϕ(x0, t0) ≤ f (y0, s0) + ωF (d(x0, y0)) + 2nΛκ ω
(
2
√
mε
)
≤ fε(x0, t0).
Therefore, uε is a viscosity supersolution of F(D2uε) − ∂tuε = fε in H × (T1,T2].
According to Lemma 3.2, uε admits the Hessian almost everywhere in Ω × (T0,T2)
satisfying (11). For almost every (x, t) ∈ Ω × (T0,T2), we use (11) and Lemma 2.12 to
deduce (
∂tuε(x, t), ∇uε(x, t), D2uε(x, t)
)
∈ P2,−uε(x, t) ∩ P2,+uε(x, t).
Therefore, we conclude that
F(D2uε) − ∂tuε ≤ fε a.e. in H × (T1,T2),
since uε is a viscosity supersolution in H × (T1,T2]. 
For a viscosity subsolution, we can employ similar argument as in Lemmas 3.1,3.2, 3.6,
and Proposition 3.3 using the sup-convolution:
uε(x0, t0) := sup
(y,s)∈Ω×[T0,T2]
{
u(y, s) − 1
2ε
{
d2(y, x0) + |s − t0|2
}}
for (x0, t0) ∈ Ω × [T0,T2],
under the assumption that the sectional curvature is bounded from below.
4. Parabolic Harnack inequality
4.1. A priori estimate. In this subsection, we shall prove Proposition 4.9, which is a
main ingredient of a priori Harnack estimate, by making use of the ABP-Krylov-Tso type
estimate in Lemma 4.6. We begin with the definition of the contact set for the elliptic case
from [WZ].
HARNACK INEQUALITY ON RIEMANNIAN MANIFOLDS 19
Definition 4.1. Let Ω be a bounded open set in M and let u ∈ C(Ω). For a given a > 0 and
a compact set E ⊂ M, the contact set associated with u of opening a with vertex set E is
defined by
Aa(E; Ω; u) :=
{
x ∈ Ω : ∃y ∈ E s.t. inf
Ω
(
u +
a
2
d2y
)
= u(x) +
a
2
d2y (x)
}
.
The following result is essentially contained in [WZ, Proof of Theorem 1.2] and [Ca,
Proof of Lemma 4.1]; see also [CMS, Proposition 2.5] and [V, Chapter 14].
Lemma 4.2. Assume that
Ric ≥ −κ on M, for κ ≥ 0.
Let Ω be a bounded open set in M and E be a compact set in M. For a > 0 and a smooth
function u on Ω, we define the map φ˜ : Ω→ M as
φ˜(x) := expx a
−1∇u(x).
If x ∈ Aa(E; Ω; u), then we have the following.
(a) If y ∈ E satisfies
inf
Ω
(
u +
a
2
d2y
)
= u(x) +
a
2
d2y (x),
then x < Cut(y), 1a∇u(x) = −dy(x)∇dy(x), and
y = φ˜(x) = expx a
−1∇u(x).
(b)
Jac φ˜(x) ≤ S n
(√
κ
n
|∇u|
a
) {
H
(√
κ
n
|∇u|
a
)
+
∆u
na
}n
,
where
H (τ) := τ coth(τ), S (τ) := sinh(τ)/τ, τ ≥ 0.
Now we define a parabolic version of the contact set associated with u which contains
a point (x, t) ∈ M × R, where a continuous function u has a tangent, concave paraboloid
−a
2
d2y (x)+bt+C (for some a, b > 0 and C) at (x, t) from below in a parabolic neighborhood
of (x, t), i.e., in Kr(x, t) for some r > 0.
Definition 4.3. Let Ω be a bounded open set in M and let u ∈ C(Ω × (0,T ]) for T > 0.
For given a, b > 0 and a compact set E ⊂ M, the parabolic contact set associated with u is
defined by
Aa,b(E; Ω × (0,T ]; u)
:=
{
(x, t) ∈ Ω × (0,T ] : ∃y ∈ E s.t. inf
Ω×(0, t]
(
u(z, τ) +
a
2
d2y (z) − bτ
)
= u(x, t) +
a
2
d2y (x) − bt
}
.
As in [KKL], for u ∈ C2,1 (Ω × (0,T ]) , we define the map φ : Ω × (0,T ]→ M by
φ(x, t) := expx a
−1∇u(x, t),
and define the parabolic normal map Φ : Ω × (0,T ]→ M × R by
Φ(x, t) :=
(
φ(x, t),−1
2
d2 (x, φ(x, t)) − a−1 {u(x, t) − bt}
)
.
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Lemma 4.4. Assume that
Ric ≥ −κ on M, for κ ≥ 0.
Let Ω be a bounded open set in M, and let u be a smooth function on Ω × (0,T ] for
T > 0. For any compact set E ⊂ M, a, b > 0, and 0 < λ˜ ≤ 1, we have that if (x, t) ∈
Aa,b(E; Ω × (0,T ]; u), then
Jac Φ(x, t) ≤ 1
(n + 1)n+1
S n+1
(√
κ
n
|∇u|
a
) { λ˜∆u − ∂tu
λ˜a
+
b
λ˜a
+ nH
(√
κ
n
|∇u|
a
)}+n+1 ,
where
H (τ) = τ coth(τ), S (τ) = sinh(τ)/τ, τ ≥ 0.
Proof. Let (x, t) ∈ Aa,b := Aa,b(E; Ω × (0,T ]; u) ⊂ Ω × (0,T ]. From the definition of the
parabolic contact set, there exists a vertex y ∈ E such that
inf
Ω×(0,t]
(
u(z, τ) +
a
2
d2y (z) − bτ
)
= u(x, t) +
a
2
d2y (x) − bt.
According to Lemma 4.2, we have that
y = φ(x, t) = expx a
−1∇u(x, t), x < Cut(y), and 1
a
∇u(x, t) = −dy(x)∇dy(x)
since
inf
Ω
(
u(z, t) +
a
2
d2y (z)
)
= u(x, t) +
a
2
d2y (x).
We notice that D2
(
u + a2 d
2
y
)
(x, t) ≥ 0 and ∂tu(x, t) − b ≤ 0. Now we set
φ˜ := φ(·, t) : Ω 3 z 7→ expz a−1∇u(z, t) ∈ M
to obtain from Lemma 4.2 that
(19) Jac φ˜(x) ≤ S n
(√
κ
n
|∇u|
a
) {
H
(√
κ
n
|∇u|
a
)
+
∆u
na
}n
(x, t).
By a simple calculation, we have that for (ξ, σ) ∈ TxM × R\{(0, 0)},
dΦ(x, t) · (ξ, σ) =
dφ˜ · ξ + σ∂φ
∂t
, −
〈
∇
(
d2x/2
)
(y), dφ˜ · ξ + σ∂φ
∂t
〉
y
− a−1σ (∂tu − b)
 ,
where ∂φ
∂t (x, t) =
d
dτ
∣∣∣
τ=0 φ(x, t + τ) ∈ TyM and we used ∇
(
d2y/2
)
(x) = −a−1∇u(x, t). To
compute the Jacobian of Φ, we introduce an orthonormal basis {e1, · · · , en} of TxM and an
orthonormal basis {e1, · · · , en} of TyM = Tφ(x,t)M. By setting for i, j = 1, · · · , n,
Ai j :=
〈
ei, dφ˜ · e j
〉
, bi :=
〈
ei,
∂φ
∂t
〉
, and ci :=
〈
ei, ∇
(
d2x/2
)
(y)
〉
,
the Jacobian matrix of Φ at (x, t) is(
Ai j bi
−ckAk j −ckbk + a−1 (b − ∂tu)
)
.
Using the row operations and (19), we deduce that
Jac Φ(x, t) =
∣∣∣∣∣∣det
(
Ai j bi
0 a−1 (b − ∂tu)
)∣∣∣∣∣∣ = a−1 (b − ∂tu) Jac φ˜(x)
≤ a−1 (b − ∂tu)S n
(√
κ
n
|∇u|
a
) {
H
(√
κ
n
|∇u|
a
)
+
∆u
na
}n
(x, t),
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where we note that (b − ∂tu) (x, t) ≥ 0 and Jac φ˜(x) ≥ 0. According to the geometric and
arithmetic means inequality, we conclude that
Jac Φ(x, t) ≤ 1
(n + 1)n+1
[
nS
(√
κ
n
|∇u|
a
) {
H
(√
κ
n
|∇u|
a
)
+
∆u
na
}
+
b − ∂tu
a
]n+1
=
1
(n + 1)n+1
[
S
(√
κ
n
|∇u|
a
) {
λ˜∆u − ∂tu + b
λ˜a
+ nH
(√
κ
n
|∇u|
a
)}
+
{
1 − 1
λ˜
S
(√
κ
n
|∇u|
a
)}
b − ∂tu
a
]n+1
≤ 1
(n + 1)n+1
[
S
(√
κ
n
|∇u|
a
) {
λ˜∆u − ∂tu + b
λ˜a
+ nH
(√
κ
n
|∇u|
a
)}]n+1
since (b − ∂tu) (x, t) ≥ 0 andS (τ) = sinh(τ)/τ ≥ 1 ≥ λ˜ for all τ ≥ 0. 
Remark 4.5. As mentioned in the introduction, we can obtain the (locally) uniform Har-
nack inequality for the heat equation on manifolds with a lower bound −κ (κ ≥ 0) of
Ricci curvature, which was established earlier in [LY, Y1, Y2, BQ] using Li-Yau type
gradient estimates. Our proof follows closely the approach given in [KKL] by making
use of Lemma 4.4 and a (locally) uniform volume doubling property with the help of the
Laplacian comparison replacing the Hessian comparison (Lemma 2.7), where the uniform
constant CH > 0 in (2) depends only on n and
√
κR0; see [WZ] for the elliptic case. Hence,
in the case when κ = 0, this implies a global Harnack inequality for heat equation on man-
ifolds with nonnegative Ricci curvature which was proved first by Li and Yau [LY] and
recently in [KKL]. Lastly, we mention that a global Harnack estimate in [KKL] for linear,
uniformly parabolic operators with bounded measurable coefficients does not follow from
our approach since we replace a direct calculation of the Jacobian of the normal map by an
estimation using a standard theory of Jacobi fields.
Assuming the sectional curvature of M to be bounded from below, we have the ABP-
Krylov-Tso type estimate regarding the Pucci operator as below, which will play a key role
to estimate sublevel sets of u in Proposition 4.9.
Lemma 4.6. Assume that
Sec ≥ −κ on M, for κ ≥ 0.
Let R0 > 0 and 0 < η < 1. For z0 ∈ M, and 0 < R ≤ R0, let u be a smooth function in
Kα1R, α2R2 (z0, 0) ⊂ M × R such that
(20) u ≥ 0 in Kα1R, α2R2 (z0, 0)\Kβ1R, β2R2 (z0, 0) and infK2R(z0,0) u ≤ 1,
where α1 := 11η , α2 := 4 + η
2 +
η4
4 , β1 :=
9
η
, and β2 := 4 + η2. Then we have
|BR(z0)| · R2 ≤
∫
{u≤Mη}∩Kβ1R, β2R2 (z0,0)
S n+1 ·
[{
R2
2λ
{
M−(D2u) − ∂tu
}
+
6
λη2
+ (n + 1)
Λ
λ
H
}+]n+1
,
(21)
where the constant Mη > 0 depends only on η > 0, and
S := S
(
2α1
√
κR0
)
, H :=H
(
2α1
√
κR0
)
forS (τ) = sinh(τ)/τ, andH (τ) = τ coth(τ).
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Figure 1. α1 := 11η , α2 := 4 + η
2 +
η4
4 , β1 :=
9
η
, β2 := 4 + η2
Proof. We consider the parabolic contact set
Aa,b
(
BR(z0); Kα1R, α2R2 (z0, 0); u
)
for a := 2R2 and b :=
12
η2R2 ,
which will be denoted byA for simplicity. As in the proof of [KKL, Lemma 3.2], for any
y ∈ BR(z0), we define
wy(x, t) :=
1
2
R2u(x, t) +
1
2
d2y (x) −Cηt, Cη :=
b
a
=
6
η2
.
From the assumption (20), we see that
inf
K2R(z0,0)
wy ≤
(
5 +
24
η2
)
R2 =: AηR2,
and
wy ≥
(
6 +
24
η2
)
R2 = (Aη + 1)R2 on Kα1R, α2R2 (z0, 0)\Kβ1R, β2R2 (z0, 0).
Then we deduce that for any
(
y, h
)
∈ BR(z0) ×
(
AηR2, (Aη + 1)R2
)
, there exists a time t ∈(
−β2R2, 0
)
such that
h = inf
Bα1R(z0)×(−α2R2,t]
wy = wy
(
x, t
)
,
where the infimum is achieved at an interior point x ∈ Bβ1R(z0). This means that (x, t) is a
parabolic contact point, i.e., (x, t) ∈ A. According to Lemma 4.2, we observe that
y = expx
(
1
2
R2 ∇u
(
x, t
))
, and x < Cut(y).
Now, we define the map φ : Kα1R, α2R2 (z0, 0)→ M as
φ(x, t) := expx
(
1
2
R2∇u(x, t)
)
,
and the map Φ : Kα1R, α2R2 (z0, 0)→ M × R as
Φ(x, t) :=
(
φ(x, t),−1
2
d2 (x, φ(x, t)) − 1
2
R2u(x, t) + Cηt
)
.
We also define
A˜ :=
(x, t) ∈ Kβ1R, β2R2 (z0, 0) : ∃y ∈ BR(z0) s.t. wy(x, t) = infBα1R(z0)×(−α2R2,t] wy ≤ (Aη + 1)R2
 .
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According to the argument above, we have proved that for any (y, s) ∈ BR(z0)×
(
−(Aη + 1)R2,−AηR2
)
,
there exists a point (x, t) ∈ A˜ such that (y, s) = Φ(x, t), that is,
BR(z0) ×
(
−(Aη + 1)R2,−AηR2
)
⊂ Φ(A˜).
Thus, the area formula provides
|BR(z0)| · R2 ≤
∫
M×R
H0
[
A˜ ∩ Φ−1(y, s)
]
dV(y, s) =
∫
A˜
Jac Φ(x, t)dV(x, t).(22)
We note that
A˜ ⊂ A ∩ Kβ1R,β2R2 (z0, 0) ∩ {u ≤ Mη}(23)
for Mη := 2(Aη + 1) since 12 R
2u(x, t) ≤ wy(x, t) ≤ (Aη + 1)R2 for (x, t) ∈ A˜.
Next, we claim that for (x, t) ∈ A,
Jac Φ(x, t) ≤ 1
(n + 1)n+1
S n+1
(
2α1
√
κR0
) [{nR2
2λ
(
λ
n
∆u − ∂tu
)
+
6n
λη2
+ nH
(
2α1
√
κR0
)}+]n+1
.
(24)
From Lemma 4.2, if (x, t) ∈ A, then we have
R2
2
∇u(x, t) = −dy(x)∇dy(x) for y := φ(x, t) ∈ BR(z0); x < Cut(y),
and hence
(25)
R2
2
|∇u(x, t)| = dy(x) ≤ d(y, z0) + d(z0, x) ≤ R + α1R ≤ 2α1R0.
Using Lemma 4.4 (with λ˜ = λ/n) and (25), we deduce that for (x, t) ∈ A,
(n + 1) Jac Φ(x, t)
1
n+1
≤ S
√ (n − 1)κn R2|∇u|2

nR22λ
(
λ
n
∆u − ∂tu
)
+
6n
λη2
+ nH
√ (n − 1)κn R2|∇u|2


+
≤ S
(
2α1
√
κR0
) {nR2
2λ
(
λ
n
∆u − ∂tu
)
+
6n
λη2
+ nH
(
2α1
√
κR0
)}+
,
sinceH (τ) andS (τ) are nondecreasing for τ ≥ 0. This proves (24).
Lastly, we shall show that for (x, t) ∈ A,
(26)
λ
n
∆u ≤ M−(D2u) + 2nΛ
R2
H
(
2α1
√
κR0
)
.
Indeed, for (x, t) ∈ A, we recall Lemma 4.2 again to see
D2
(
u +
1
R2
d2y
)
(x, t) ≥ 0 for y := φ(x, t); x < Cut(y),
i.e., the Hessian of R2u + d2y at (x, t) is positive semidefinite. From Lemma 2.7 and (25), it
follows that
D2u(x, t) ≥ − 2
R2
D2
(
1
2
d2y
)
(x) ≥ − 2
R2
H
(√
κ dy(x)
)
gx ≥ − 2R2H
(
2α1
√
κR0
)
gx.
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Let µ1 be the largest eigenvalue of D2u(x, t). If µ1 ≥ 0, then we have
M−(D2u(x, t)) ≥ λµ1 − (n − 1)Λ 2R2H
(
2α1
√
κR0
)
≥ λ
n
∆u − nΛ 2
R2
H
(
2α1
√
κR0
)
.
If µ1 < 0, then we have
M−(D2u(x, t)) = Λ∆u ≥ −nΛ 2
R2
H
(
2α1
√
κR0
)
≥ λ
n
∆u − nΛ 2
R2
H
(
2α1
√
κR0
)
,
which proves (26) for (x, t) ∈ A. Therefore, the ABP-Krylov-Tso type estimate (21) fol-
lows from (22), (23) (24) and (26). 
As in [KKL], we modify the barrier function of [W] to construct a barrier function in the
Riemannian setting. First, we fix some constants that will be used frequently (see Figure
1); for a given 0 < η < 1,
α1 :=
11
η
, α2 := 4 + η2 +
η4
4
, β1 :=
9
η
and β2 := 4 + η2.
Lemma 4.7. Assume that
Sec ≥ −κ on M, for κ ≥ 0.
Let R0 > 0 and 0 < η < 1. For z0 ∈ M, and 0 < R ≤ R0, there exists a continuous function
vη(x, t) in Kα1R, α2R2 (z0, β2R
2), which is smooth in (M\Cut(z0)) ∩ Kα1R, α2R2 (z0, β2R2), such
that
(a) vη(x, t) ≥ 0 in Kα1R, α2R2 (z0, β2R2) \Kβ1R, β2R2 (z0, β2R2),
(b) vη(x, t) ≤ 0 in K2R(z0, β2R2),
(c) R2
{
M+(D2vη) − ∂tvη
}
+ 12
η2
+2(n+1)ΛH
(
2α1
√
κR0
)
≤ 0 a.e. in Kβ1R, β2R2 (z0, β2R2)\K η2 R(z0,
η2
4 R
2),
(d) R2
{
M+(D2vη) − ∂tvη
}
≤ Cη a.e. in Kβ1R, β2R2 (z0, β2R2),
(e) vη(x, t) ≥ −Cη in Kα1R, α2R2 (z0, β2R2),
whereH (τ) = τ coth(τ), and the constant Cη > 0 depends only on η, n, λ,Λ,
√
κR0 (inde-
pendent of R and z0).
Proof. As in [W, Lemma 3.22] and [KKL, Lemma 4.1], we consider
h(s, t) := −Ae−mt
1 − s
β21
l 1(4pit)n/2 exp
(
−α s
t
)
for t > 0,
and define
ϕη(s, t) := h(s, t) + C˜t in [0, β21] × [0, β2]\[0, η
2
4 ] × [0, η
2
4 ],
where C˜ := 12/η2 + 2(n + 1)ΛH
(
2α1
√
κR0
)
, and the positive constants A,m, l, α (de-
pending only on η, n, λ,Λ,
√
κR0) will be chosen later. Extending ϕη smoothly in [0, α21] ×
[− η44 , β2] to satisfy (a) and (e), we define
vη(x, t) := ϕη
d2z0 (x)R2 , tR2
 for (x, t) ∈ Kα1R, α2R2 (z0, β2R2),
where dz0 is the distance function to z0. We may assume that ϕη(s, t) is nondecreasing with
respect to s in [0, α21] × [− η
4
4 , β2].
We recall that〈
D2
(
d2z0/2
)
(x) · ξ, ξ
〉
=
〈
dz0 D
2dz0 (x) · ξ, ξ
〉
+
〈∇dz0 (x), ξ〉2 , ∀ξ ∈ TxM, x < Cut(z0),
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and
M+
(
D2
(
d2z0/2
)
(x)
)
≤ nΛH
(√
κdz0 (x)
)
≤ nΛH
(
α1
√
κR0
)
, ∀x ∈ Bβ1R(z0)\Cut(z0),
from Lemma 2.7. Following the proof of [KKL, Lemma 4.1], and using Lemma 2.15 (a),
we can select positive constants A,m, l, α, depending only on η, n, λ,Λ,
√
κR0, such that
(b), (c), and (d) hold. For the details, we refer to the proof of [KKL, Lemma 4.1] (see also
[W, Lemma 3.22]). 
We approximate the barrier function vη by a sequence of smooth functions as Cabre´’s
approach in [Ca] since vη(x, t) = ϕη
(
d2z0 (x)
R2 ,
t
R2
)
is not smooth on Cut(z0). We note that the
cut locus of z0 is closed and has measure zero. It is not hard to verify the following lemma,
and refer to [Ca, Lemmas 5.3, 5.4] for the elliptic case.
Lemma 4.8. Let z0 ∈ M, R > 0 and let ϕ : R+ × [0,T ] → R be a smooth function such
that ϕ(s, t) is nondecreasing with respect to s for any t ∈ [0,T ]. Let v(x, t) := ϕ
(
d2z0 (x), t
)
.
Then there exist a smooth function ψ on M satisfying
0 ≤ ψ ≤ 1 on M, ψ ≡ 1 in Bβ1R(z0), and suppψ ⊂ B 10
η R
(z0),
and a sequence {wk}∞k=1 of smooth functions in M × [0,T ] such that
wk → ψv uniformly in M × [0,T ],
∂twk → ψ∂tv uniformly in M × [0,T ],
D2wk ≤ Cgx in M × [0,T ],
D2wk → D2v a.e. in Bβ1R(z0) × [0,T ],
where the constant C > 0 is independent of k.
The following measure estimate of the sublevel set is obtained by applying Lemma 4.6
to u + vη with vη, constructed in Lemma 4.7 and translated in time, with the help of the
approximation lemma above.
Proposition 4.9. Assume that
Sec ≥ −κ on M, for κ ≥ 0,
and that F satisfies (H1) with F(0) = 0. Let 0 < η < 1, 0 < R ≤ R0, and Kα1R, α2R2 (z0, 4R2) ⊂
KR0 (x0, t0) ⊂ M × R. Let u be a smooth function on Kα1R, α2R2 (z0, 4R2) such that
F(D2u) − ∂tu ≤ f in Kβ1R, β2R2 (z0, 4R2),
u ≥ 0 in Kα1R, α2R2 (z0, 4R2)\Kβ1R, β2R2 (z0, 4R2),
and
inf
K2R(z0,4R2)
u ≤ 1.
Then, there exist uniform constants Mη > 1, 0 < µη < 1, and 0 < η < 1 such that∣∣∣∣{u ≤ Mη} ∩ KηR(z0, 0)∣∣∣∣∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣ ≥ µη,
provided ?
Kβ1R, β2R2 (z0,4R
2)
∣∣∣β21R2 f +∣∣∣nθ+1

1
nθ+1
≤ η; f + := max( f , 0),
where θ := 1 + log2 cosh(4
√
κR0), and Mη > 0, 0 < µη, η < 1 depend only on η, n, λ,Λ
and
√
κR0.
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Proof. Let vη be the barrier function as in Lemma 4.7 after translation in time (by −η2R2)
and let {wk}∞k=1 be a sequence of smooth functions approximating vη from Lemma 4.8. We
notice that u + vη ≥ 0 in Kα1R, α2R2 (z0, 4R2)\Kβ1R, β2R2 (z0, 4R2) and infK2R(z0,4R2)(u + vη) ≤ 1. We
can apply Lemma 4.6 to u + wk after a slight modification as in the proof of [KKL, Lemma
4.3], and use the dominated convergence theorem to let k go to +∞ due to Lemma 4.8.
Thus we obtain
|BR(z0)| · R2 ≤ C1
∫
{u+vη≤Mη}∩Kβ1R,β2R2 (z0,4R2)
[{
R2
{
M−(D2u + D2vη) − ∂t(u + vη)
}
+ C2
}+]n+1
,
where C1 := S n+1
(
2
√
κR0
)
/(2λ)n+1, and C2 := 12/η2 + 2(n + 1)ΛH
(
2
√
κR0
)
. Using
Lemma 2.15, (H1’) and the properties (c), (d) of vη in Lemma 4.7, we have
|BR(z0)| · R2 ≤ C1
∫
E1∪E2
[{
R2
{
M−(D2u) − ∂tu
}
+ R2
{
M+(D2vη) − ∂tvη
}
+ C2
}+]n+1
≤ C1
∫
E1∪E2
[{
R2
{
F(D2u) − ∂tu
}
+ R2
{
M+(D2vη) − ∂tvη
}
+ C2
}+]n+1
≤ C1
∫
Kβ1R, β2R2 (z0,4R
2)
∣∣∣R2 f + + (Cη + C2) χE2 ∣∣∣n+1 ,
where E1 := {u + vη ≤ Mη} ∩
(
Kβ1R, β2R2 (z0, 4R
2)\KηR(z0, 0)
)
and E2 := {u + vη ≤ Mη} ∩
KηR(z0, 0). Then, it follows that
|BR(z0)| · R2∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣ ≤ C3
?
Kβ1R, β2R2 (z0,4R
2)
∣∣∣β21R2 f + + χE2 ∣∣∣n+1
≤ C3
?
Kβ1R, β2R2 (z0,4R
2)
∣∣∣β21R2 f +∣∣∣nθ+1

n+1
nθ+1
+ C3
|E2| n+1nθ+1∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣ n+1nθ+1
for θ := 1 + log2 cosh(4
√
κR0) ≥ 1, where a uniform constant C3 > 0 depending only on
η, n, λ,Λ and
√
κR0 may change from line to line. Therefore, Bishop-Gromov’s Theorem
2.3 implies that
|E2| n+1nθ+1∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣ n+1nθ+1 +
?
Kβ1R, β2R2 (z0,4R
2)
∣∣∣β21R2 f +∣∣∣nθ+1

n+1
nθ+1
≥ 1
C3
|BR(z0)| · R2∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣
≥ 1
C3
1
D
(
1
β1
)log2D 1
β2
=: 2µ
n+1
nθ+1
η
forD := 2n coshn−1(2√κR0). By selecting η := µ
1
nθ+1
η , we conclude that
µη ≤
∣∣∣∣{u + vη ≤ Mη} ∩ KηR(z0, 0)∣∣∣∣∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣ ≤
∣∣∣∣{u ≤ M˜η} ∩ KηR(z0, 0)∣∣∣∣∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣
for M˜η := Mη+Cη depending only on η, n, λ,Λ and
√
κR0 since vη ≥ −Cη in Kβ1R, β2R2 (z0, 4R2)
from Lemma 4.7. 
Remark 4.10. Let n, λ,Λ, and η ∈ (0, 1) be given, where η is fixed as a universal constant
in the sequel. Constructing the barrier function in Lemma 4.7, we have chosen a uniform
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constant Cη = Cη
(√
κR0
)
such that
Cη
(√
κR0
)
& exp
(
c
(
1 +
√
κR0
)2)
,
for large
√
κR0, where c > 0 is a universal constant and we notice that H (τ) ≤ 1 + τ
for τ ≥ 0. Due to this choice of Cη
(√
κR0
)
, the positive constants Mη
(√
κR0
)
, µη
(√
κR0
)
,
η
(√
κR0
)
in Proposition 4.9 have been selected so that for large
√
κR0 > 1,
Mη
(√
κR0
)
& exp
(
c
(
1 +
√
κR0
)2)
,
µη
(√
κR0
)
. exp
(
−c
(
1 +
√
κR0
)3)
and
η
(√
κR0
)
. exp
(
−c
(
1 +
√
κR0
)2)
.
Once Proposition 4.9 is established, a priori Harnack estimate follows from the same pro-
cedure as in [KKL] using Bishop and Gromov’s volume comparison theorem. Thus an
examination of the procedure asserts that the uniform constant CH = CH
(√
κR0
)
in The-
orems 1.2 and 1.3 grows faster than exp
(
1 + κR20
)
as
√
κR0 → +∞. In fact, CH(√κR0)
behaves like the exponential composed with a polynomial. It is a rough Harnack estimate
compared to the results of [Y1, Y2, BQ] which obtained differential Haranck estimates for
the heat equation on a Rimannian manifold M with Ricci curvature bounded by −κ (κ ≥ 0)
along the line of Li and Yau [LY]. A sharp Li-Yau type Harnack inequality for the heat
equation on such a manifold [LX] states that for any x1, x2 ∈ M and 0 < t1 < t2 < +∞
u(x1, t1) ≤ u(x2, t2)
(
t2
t1
) n
2
exp
(
d2(x2, x1)
4(t2 − t1)
(
1 +
1
3
κ(t2 + t1)
)
+
n
4
κ(t2 − t1)
)
,
from which a sharp Haranck constant CH(
√
κR0) for the heat equation has asymptotic
growth rate of exp
(
1 + κR20
)
as
√
κR0 tends to infinity.
4.2. Parabolic Harnack inequalities for viscosity solutions. Now we prove Proposition
4.11 which is a counterpart of Proposition 4.9 for viscosity solutions, and a key ingredient
in proving Theorems 1.2 and 1.3.
Proposition 4.11. Assume that
Sec ≥ −κ on M, for κ ≥ 0,
and that F satisfies (H1) with F(0) = 0. Let 0 < η < 1, 0 < R ≤ R0, and Kα1R, α2R2 (z0, 4R2) ⊂
KR0 (x0, t0) ⊂ M × R. For f ∈ C
(
KR0 (x0, t0)
)
, let u ∈ C (KR0 (x0, t0)) be a viscosity superso-
lution of
F(D2u) − ∂tu = f in Kα1R, α2R2 (z0, 4R2),
such that
u ≥ 0 in Kα1R, α2R2 (z0, 4R2)\Kβ1R, β2R2 (z0, 4R2),
and
inf
K2R(z0,4R2)
u ≤ 1.
Then, there exist uniform constants Mη > 1, 0 < µη < 1, and 0 < η < 1 such that∣∣∣∣{u ≤ Mη} ∩ KηR(z0, 0)∣∣∣∣∣∣∣Kα1R, α2R2 (z0, 4R2)∣∣∣ ≥ µη,
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provided
(27)
?
KR0 (x0,t0)
∣∣∣R20 f +∣∣∣nθ+1

1
nθ+1
≤ η,
where θ := 1 + log2 cosh(4
√
κR0), and Mη > 0, 0 < µη, η < 1 depend only on η, n, λ,Λ
and
√
κR0.
Proof. It suffices to prove the proposition for F = M− owing to the uniform ellipticity
(H1’). Setting α˜1 := (α1 + β1)/2, and α˜2 := (α2 + β2)/2, we define
Ω × (T0,T2] := Kα˜1R, α˜2R2 (z0, 4R2), and H × (T1,T2] := Kβ1R, β2R2 (z0, 4R2).
We note that u and f belong to C
(
Ω × [T0,T2]
)
, and we denote by ω the modulus of
continuity of u on Ω × [T0,T2], which is nondecreasing with ω(0+) = 0.
For ε > 0, let uε be the inf-convolution of u with respect to Ω × (T0,T2] as in (9).
According to Lemma 3.6, there exists ε0 > 0 such that if 0 < ε < ε0, then uε satisfies
M−(D2uε) − ∂tuε ≤ fε a.e. in Kβ1R, β2R2 (z0, 4R2),
where fε is defined as follows: for (x, t) ∈ Kβ1R, β2R2 (z0, 4R2),
fε(x, t) := sup
B2√mε(x)×[t−2
√
mε,min{t+2√mε,T2}]
f + 2nΛκ ω
(
2
√
mε
)
; m := ||u||
L∞
(
Kα˜1R, α˜2R2 (z0,4R
2)
),
and we recall thatM− is intrinsically uniformly continuous with respect to x withωM− ≡ 0.
Using (8) and (27), we have that(>
Kβ1R, β2R2 (z0,4R
2)
∣∣∣β21R2 f +∣∣∣nθ+1) 1nθ+1 ≤ 2 ( β2β21 )−
1
nθ+1
(>
KR0 (x0,t0)
|R20 f +|nθ+1
) 1
nθ+1
≤ 2
(
β2
β21
)− 1nθ+1
η ≤ 2
(
β2
β21
)− 1n+1
η =: ˜η,
and hence for small ε > 0,
(28)(>
Kβ1R, β2R2 (z0,4R
2)
∣∣∣∣β21R2 {M−(D2uε) − ∂tuε}+∣∣∣∣nθ+1) 1nθ+1 ≤ (>Kβ1R, β2R2 (z0,4R2) ∣∣∣β21R2 f +ε ∣∣∣nθ+1
) 1
nθ+1
≤ 2˜η,
since fε converges uniformly to f in Kβ1R, β2R2 (z0, 4R
2). For a fixed δ > 0, we may assume
that for small ε > 0,
uε ≥ −δ in Kα˜1R, α˜2R2 (z0, 4R2)\Kβ1R, β2R2 (z0, 4R2),
and
inf
K2R(z0,4R2)
uε ≤ 1 + δ
since uε converges uniformly to u in Kα˜1R, α˜2R2 (z0, 4R
2) from Lemma 3.1.
Now, we fix a small ε > 0. According to Lemma 3.2, (c), there is a smooth function ψ
on M × (−∞,T2] satisfying 0 ≤ ψ ≤ 1 on M × (−∞,T2],
ψ ≡ 1 in Kβ1R, β2R2 (z0, 4R2), and suppψ ⊂ Kα˜1R, α˜2R2 (z0, 4R2),
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and we find a sequence {wk}∞k=1 of smooth functions on M × (−∞,T2] satisfying
wk → ψuε uniformly in M × (−∞,T2] as k → +∞,
|∇wk | + |∂twk | ≤ C in M × (−∞,T2],
∂twk → ∂tuε a.e. in Kβ1R, β2R2 (z0, 4R2) as k → +∞,
D2wk ≤ Cg in M × (−∞,T2],
D2wk → D2uε a.e. in Kβ1R, β2R2 (z0, 4R2) as k → +∞,
where the constant C > 0 is independent of k. For large k, we may assume that
wk ≥ −2δ in Kα1R, α2R2 (z0, 4R2)\Kβ1R, β2R2 (z0, 4R2), infK2R(z0,4R2)
wk + 2δ
1 + 4δ
≤ 1,
and ?
Kβ1R, β2R2 (z0,4R
2)
∣∣∣∣β21R2 {M−(D2wk) − ∂twk}+∣∣∣∣nθ+1

1
nθ+1
≤ 4˜η,
where we used the dominated convergence theorem to obtain the last estimate from (28).
Selecting η > 0 small enough, we apply Proposition 4.9 to
wk + 2δ
1 + 4δ
(for large k) to
obtain ∣∣∣∣{wk + 2δ ≤ (1 + 4δ)Mη} ∩ KηR(z0, 0)∣∣∣∣∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣ ≥ µη.
By letting k → +∞, we have∣∣∣∣{uε + δ ≤ (1 + 4δ)Mη} ∩ KηR(z0, 0)∣∣∣∣∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣ ≥ µη.
Since uε converges uniformly to u in Kα˜1R, α˜2R2 (z0, 4R
2), we let ε → 0 and δ → 0, and use
Bishop-Gromov’s Theorem 2.3 to deduce that∣∣∣∣{u ≤ Mη} ∩ KηR(z0, 0)∣∣∣∣∣∣∣Kα1R, α2R2 (z0, 4R2)∣∣∣ ≥ 1D
(
β1
α1
)log2D β2
α2
∣∣∣∣{u ≤ Mη} ∩ KηR(z0, 0)∣∣∣∣∣∣∣Kβ1R, β2R2 (z0, 4R2)∣∣∣ ≥ 1D
(
β1
α1
)log2D β2
α2
µη > 0
forD := 2n coshn−1(4√κR0), which finishes the proof. 
Sketch of proof of Theorems 1.2 and 1.3
Theorems 1.2 and 1.3 follow from Proposition 4.11 and a standard covering argument
using Bishop and Gromov’s Theorem 2.3. Indeed, we first prove a decay estimate for the
distribution function of a viscosity supersolution u toM−(D2u)−∂tu ≤ f + in K2R(x0, 4R2).
The main tools of the proof are Proposition 4.11, and a parabolic version of the Caldero´n-
Zygmund decomposition in [Ch] according to Bishop and Gromov’s Theorem 2.3. Then,
the weak Harnack inequality in Theorem 1.3 follows. To complete the proof of Theorem
1.2 for the viscosity solution u ∈ S∗P( f ), we apply Proposition 4.11, and obtain the same
decay estimate for w := C1 −C2u (for C1,C2 > 0), which satisfies
M−(D2w) − ∂tw = −C2
{
M+(D2u) − ∂tu
}
≤ C2| f |
in the viscosity sense. For the detailed proofs, we refer to [KKL, W].
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5. Elliptic Harnack inequality
Using the sup and inf-convolutions, we will prove Harnack inequalities of continuous
viscosity solutions to elliptic equations from a priori estimates. We recall viscosity solu-
tions for uniformly elliptic operators.
Definition 5.1 (Viscosity sub and super-differentials, [AFS]). Let Ω ⊂ M be open and let
u : Ω → R be a lower semi-continuous function. We define the second order subjet of u at
x ∈ Ω by
J2,−u(x) :=
{(
∇ϕ(x),D2ϕ(x)
)
∈ TxM × Sym T Mx : ϕ ∈ C2(Ω),
u − ϕ has a local minimum at x} .
If (ζ, A) ∈ J2,−u(x), ζ and A are called a first order subdifferential and a second order
subdifferential of u at x, respectively.
Similarly, for a upper semi-continuous function u : Ω → R, we define the second order
superjet of u at x ∈ Ω by
J2,+u(x) :=
{(
∇ϕ(x),D2ϕ(x)
)
∈ TxM × Sym T Mx : ϕ ∈ C2(Ω),
u − ϕ has a local maximum at x} .
We quote the following local characterization of J2,−u from [AFS, Proposition 2.2].
Lemma 5.2. Let u : Ω→ R be a lower semi-continuous function and x ∈ M. The following
statements are equivalent:
(a) (ζ, A) ∈ J2,−u(x).
(b) u
(
expx ξ
) ≥ u(x) + 〈ζ, ξ〉 + 12 〈Aξ, ξ〉 + o(|ξ|2) as TxM 3 ξ → 0.
Definition 5.3 (Viscosity solution). (i) Let F : M×R×T M×Sym T M → R and let Ω ⊂ M
be an open set. We say that a upper semi-continuous function u : Ω → R is a viscosity
subsolution of the equation F(x, u,∇u,D2u) = 0 on Ω if
F (x, u(x), ζ, A) ≥ 0
for any x ∈ Ω and (ζ, A) ∈ J2,+u(x). Similarly, a lower semi-continuous function u : Ω →
R is said to be a viscosity supersolution of the equation F(x, u,∇u,D2u) = 0 on Ω if
F (x, u(x), ζ, A) ≤ 0
for any x ∈ Ω and (ζ, A) ∈ J2,−u(x). We say u is a viscosity solution if u is both a viscosity
subsolution and a viscosity supersolution.
(ii) Let Ω ⊂ M be open, and let 0 < λ ≤ Λ. We denote by SE (λ,Λ, f ) a class of a
viscosity supersolution u ∈ C(Ω) satisfying
M−(D2u) ≤ f in Ω
in the viscosity sense. Similarly, a class SE (λ,Λ, f ) of subsolutions is defined as the set of
u ∈ C(Ω) such that
M+(D2u) ≥ f in Ω
in the viscosity sense. We also define
S∗E (λ,Λ, f ) := SE (λ,Λ, | f |) ∩ SE (λ,Λ,−| f |) .
We write shortly SE( f ),SE( f ),and S∗E( f ) for SE (λ,Λ, f ) ,SE (λ,Λ, f ) , and S∗E (λ,Λ, f ) ,
respectively.
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As in the parabolic case, we use the sup and inf-convolutions to approximate continuous
viscosity solutions. Let Ω ⊂ M be a bounded open set, and u be a continuous function on
Ω. For ε > 0, let uε denote the inf-convolution of u (with respect to Ω), defined as follows:
for x0 ∈ Ω,
uε(x0) := inf
y∈Ω
{
u(y) +
1
2ε
d2(y, x0)
}
.
If y0 is a point to realize the above infimum, then we have
uε(x0) = u(y0) +
1
2ε
d2(y0, x0) ≤ u(y) + 12εd
2(y, x0) ∀y ∈ Ω,
which means u has a touching paraboloid − 12εd2(y, x0) + u(y0) + 12εd2(y0, x0) at y0 from
below.
Now we state the elliptic analogue of the results in Section 3 without proof.
Lemma 5.4. For u ∈ C
(
Ω
)
, let uε be the inf-convolution of u with respect to Ω and let
x0 ∈ Ω.
(a) If 0 < ε < ε′, then uε′ (x0) ≤ uε(x0) ≤ u(x0).
(b) There exists y0 ∈ Ω such that uε(x0) = u(y0) + 12εd2(y0, x0).
(c) d2(y0, x0) ≤ 2ε|u(x0) − u(y0)| ≤ 4ε||u||L∞(Ω).
(d) uε ↑ u uniformly in Ω.
(e) uε is Lipschitz continuous in Ω: for x0, x1 ∈ Ω,
|u(x0) − uε(x1)| ≤ 32ε diam(Ω)d(x0, x1).
Lemma 5.5. Assume that
Sec ≥ −κ on M, for κ ≥ 0.
For u ∈ C
(
Ω
)
, let uε be the inf-convolution of u with respect to Ω, where Ω ⊂ M is a
bounded open set.
(a) uε is semi-concave in Ω. Moreover, for almost every x ∈ Ω, uε is differentiable at x,
and there exists the Hessian D2uε(x) (in the sense of Aleksandrov-Bangert’s Theorem
2.8) such that
uε
(
expx ξ
)
= uε(x) + 〈∇uε(x), ξ〉 + 12 〈A(x) · ξ, ξ〉 + o
(
|ξ|2
)
as ξ ∈ TxM → 0.
(b) D2uε(x) ≤ 1
ε
√
κ diam(Ω) coth
(√
κ diam(Ω)
)
gx a.e. in Ω.
(c) Let H be an open set such that H ⊂ Ω. Then, there exist a smooth function ψ on M
satisfying
0 ≤ ψ ≤ 1 on M, ψ ≡ 1 in H and suppψ ⊂ Ω,
and a sequence {wk}∞k=1 of smooth functions on M such that
wk → ψuε uniformly in M as k → +∞,
|∇wk | ≤ C in M,
D2wk ≤ Cg in M,
D2wk → D2uε a.e. in H as k → +∞,
where the constant C > 0 is independent of k.
32 SOOJUNG KIM AND KI-AHM LEE
Proposition 5.6. Assume that
Sec ≥ −κ on M, for κ ≥ 0.
Let H ⊂ M be a bounded open set such that H ⊂ Ω. Let u ∈ C
(
Ω
)
, and let ω denote
a modulus of continuity of u on Ω, which is nondecreasing on (0,+∞) with ω(0+) = 0.
For ε > 0, let uε be the inf-convolution of u with respect to Ω. Then, there exists ε0 > 0
depending only on ||u||L∞(Ω),H, and Ω, such that if 0 < ε < ε0, then the following statements
hold: let x0 ∈ H, and let y0 ∈ Ω satisfy
uε(x0) = u(y0) +
1
2ε
d2(y0, x0).
(a) We have that y0 ∈ Ω, and there is a unique minimizing geodesic joining x0 to y0.
(b) If (ζ, A) ∈ J2,−uε(x0), then we have
y0 = expx0 (−εζ).
(c) If (ζ, A) ∈ J2,−uε(x0), then we have(
Lx0,y0ζ, Lx0,y0 ◦ A − 2κ ω
(
2
√
ε ||u||L∞(Ω)
)
gy0
)
∈ J2,−u(y0),
where Lx0,y0 stands for the parallel transport along the unique minimizing geodesic
joining x0 to y0 = expx0 (−εζ).
Lemma 5.7. Under the same assumption as Proposition 5.6, we also assume that F satis-
fies (H1) and (H2). For f ∈ C (Ω), let u ∈ C
(
Ω
)
be a viscosity supersolution of
F(D2u) = f in Ω.
If 0 < ε < ε0, then the inf-convolution uε (with respect to Ω) is a viscosity supersolution of
F(D2uε) = fε on H,
where ε0 > 0 is the constant as in Proposition 5.6, and
fε(x) := sup
B2√mε(x)
f + ωF
(
2
√
mε
)
+ 2nΛκ ω
(
2
√
mε
)
; m := ||u||L∞(Ω).
Moreover, we have
F(D2uε) ≤ fε a.e. in H.
In particular, Lemma 5.7 holds for Pucci’s extremal operators according to Remark 3.5.
The following proposition is quoted from the proof of [WZ, Proposition 4.1], which is
a main ingredient in the proof of a priori Harnack estimate.
Proposition 5.8. Assume that
Sec ≥ −κ on M, for κ ≥ 0,
and F satisfies (H1) with F(0) = 0. Let 0 < R ≤ R0 and u be a smooth function satisfying
F(D2u) ≤ f in B2R(x0) ⊂ M. Then, there exist uniform constants M0 > 0, 0 < µ0 < 1, and
0 < 0 < 1, depending only on n, λ,Λ and
√
κR0, such that if for any Br(z0) ⊂ B2R(x0),
u ≥ 0 in Br(z0), inf
Br/2(z0)
u ≤ 1,
and (?
B3r/4(z0)
|r2 f +|nθ
) 1
nθ
≤ 0; f + := max( f , 0),
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then we have ∣∣∣{u ≤ M0} ∩ Br/8(z0)∣∣∣
|Br(z0)| ≥ µ0,
where θ := 1 + log2 cosh
(
8
√
κR0
)
.
Lemma 5.9. Assume that
Sec ≥ −κ on M, for κ ≥ 0,
and F satisfies (H1) with F(0) = 0. Let 0 < R ≤ R0. For f ∈ C (B2R(x0)) , let u ∈
C (B2R(x0)) be a viscosity supersolution of
F(D2u) = f in B2R(x0).
Then, there exist uniform constants M0 > 0, 0 < µ0 < 1, and 0 < 0 < 1, depending only
on n, λ,Λ and
√
κR0, such that if for any Br(z0) ⊂ B2R(x0),
u ≥ 0 in Br(z0), and inf
Br/2(z0)
u ≤ 1,
then we have ∣∣∣{u ≤ M0} ∩ Br/8(z0)∣∣∣
|Br(z0)| ≥ µ0,
provided that (?
B2R(x0)
|R2 f +|nθ
) 1
nθ
≤ 0; f + := max( f , 0),
where θ := 1 + log2 cosh
(
8
√
κR0
)
.
Proof. It suffices to prove the proposition for F =M− from (H1’). Set
Ω := B7r/8(z0), and H := B3r/4(z0).
We note that u and f belong to C
(
Ω
)
, and denote by ω the modulus of continuity of u on
Ω, which is nondecreasing with ω(0+) = 0.
For small ε > 0, let uε be the inf-convolution of u with respect to Ω. According to
Lemma 5.7, we find ε0 > 0 such that for 0 < ε < ε0, uε satisfies
M−(D2uε) ≤ fε a.e. in B3r/4(z0),
where fε is defined as follows: for x ∈ B3r/4(z0),
fε(x) := sup
B2√mε(x)
f + 2nΛκ ω
(
2
√
mε
)
; m := ||u||L∞(B7r/8(z0)),
and we recall thatM− is intrinsically uniformly continuous with respect to x withωM− ≡ 0.
Using (7), we have that(
3r
4
)2 (?
B3r/4(z0)
| f +|nθ
) 1
nθ
≤ 2 · 4R2
(?
B2R(x0)
| f +|nθ
) 1
nθ
≤ 80; θ := 1 + log2 cosh
(
8
√
κR0
)
,
and hence for small ε > 0,
(29)
(
3r
4
)2 (?
B3r/4(z0)
∣∣∣∣{M−(D2uε)}+∣∣∣∣nθ) 1nθ ≤ (3r4
)2 (?
B3r/4(z0)
| f +ε |nθ
) 1
nθ
≤ 90
since fε converges uniformly to f in B3r/4(z0). For a fixed δ > 0, we may assume that for
small ε > 0,
uε ≥ −δ in B7r/8(z0), and inf
Br/2(z0)
uε ≤ 1 + δ
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since uε converges uniformly to u in B7r/8(z0) from Lemma 5.4.
Now, we fix a small ε > 0. According to Lemma 5.5, (c), there is a smooth function ψ
such that 0 ≤ ψ ≤ 1 on M,
ψ ≡ 1 in B3r/4(z0), and suppψ ⊂ B7r/8(z0),
and we approximate ψuε by smooth functions wk on M satisfying
wk → ψuε uniformly in M as k → +∞,
|∇wk | ≤ C in M,
D2wk ≤ Cg in M,
D2wk → D2uε a.e. in B3r/4(z0) as k → +∞,
where the constant C > 0 is independent of k. For large k, we may assume that
wk ≥ −2δ in Br(z0) and inf
Br/2(z0)
wk ≤ 1 + 2δ,
and (
3r
4
)2 (?
B3r/4(z0)
∣∣∣∣{M−(D2wk)}+∣∣∣∣nθ) 1nθ ≤ 100,
where we used the dominated convergence theorem to obtain the last estimate from (29).
By selecting 0 > 0 small enough, we apply Theorem 5.8 to
wk + 2δ
1 + 4δ
(for large k) to obtain
that ∣∣∣{wk + 2δ ≤ (1 + 4δ)M0} ∩ Br/8(z0)∣∣∣
|Br(z0)| ≥ µ0.
By letting k → +∞, we have∣∣∣{uε + δ ≤ (1 + 4δ)M0} ∩ Br/8(z0)∣∣∣
|Br(z0)| ≥ µ0.
Since uε converges uniformly to u in B7r/8(z0), we let ε→ 0 and δ→ 0 to conclude that∣∣∣{u ≤ M0} ∩ Br/8(z0)∣∣∣
|Br(z0)| ≥ µ0
which finishes the proof. 
Proof of Theorems 1.4 and 1.5 Theorems 1.4 and 1.5 follow from Lemma 5.9 and a
standard covering argument employing Bishop and Gromov’s Theorem 2.3 (see [Ca] for
instance). 
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