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4bstract 
This paper examines heat conduction in a thermistor used as a current surge regulator. The problem consists of coupled 
Ionlinear, nonlocal parabolic initial boundary value problems. Simplifying assumptions are made which lead to two 
lifferent problems each of which consists of a one (space) dimensional nonlocal parabolic initial boundary value problem. 
Numerical methods for the approximate solutions of both the steady state and the transient problems are described and 
:he results of the numerical experiments are presented. 
Keywords; Heat conduction; Thermistor 
4MS class$cation: 65N99; 80.65 
1. Introduction 
The thermistor is a circuit device which may be used either as a current limiting device or a 
temperature sensing device. Typically, it is a small cylinder of radius 5 mm and thickness 2 mm 
made from a ceramic material whose electrical conductivity 0 is strongly temperature dependent. 
For the devices which we consider here the conductivity decreases by about four orders of magni- 
tude between 100°C and 200°C. The plane surfaces of the cylinder are covered with thin conducting 
sheets soldered into the external circuit. We represent a current surge by including the device in a 
:ircuit which consists of an external power source of voltage VO, a resistance R0 and supposing the 
circuit to have been suddenly switched on. 
The current flows through the thermistor heating it to above a critical temperature at which its 
conductivity decreases substantially. This leads to an equilibrium (or steady state) situation in which 
the heat generated is balanced by the heat lost to the surroundings. For the device to be of use, the 
steady state current should be much less than the original current. Of interest in designing a thermistor 
is the magnitude of the current reduction and the nature of its dependence on the parameters. Another 
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Fig. 1. A thermistor. 
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Fig. 2. Thermistor with external circuit. 
point of interest is that the thermistor may crack if I$ is too large. The probable cause of cracking 
is thermal stress due to large temperature gradient. 
Fig. 1 gives a rough sketch of a thermistor, Fig. 2 gives a schematic diagram of the thermistor 
in a circuit. 
1.1. The basic equations 
We consider the axisymmetric problem with cylindrical polar co-ordinates (Y, y). Let +(Y, y, t) and 
U(Y, y, t) denote the electrical potential and temperature, at time t, of the thermistor which occupies 
the region, 0 < r < a, -h < y < h. The model equations may be written as 
div( g( u)grad4) = 0, (1.1.1) 
pc $ = kAu + o(u)jgrad 412, (1.1.2) 
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where p, c, k are density, specific heat and thermal conductivity, respectively. We assumed here that 
k is a constant, and A is the axisymmetric Laplacian operator. Eq. (1.1.1) represents conservation 
of charge. The current density i = a(u) grad 4 and the source term in (1.1.2) is the Joule heating 
due to the current. 
The boundary conditions which we take are constant potential on the top and bottom surfaces and 
no current flow through the curved surface, i.e. 
4= *&I on y= fh, O<r<a, (1.1.3) 
a4 
%=O on r-a, lyl<h. (1.1.4) 
For the temperature we take a Robin condition 
k E +/?(z.-uII)=O on the whole boundary. (1.1.5) 
The potential on the top conducting surface & is a function of time only but its value must be 
determined by the circuit equation. The ambient temperature is u, and /? is a heat transfer coefficient 
which may vary over the surface of the thermistor. For simplicity we assume U, does not vary over 
the surface of the thermistor. 
For the external circuit 
v, = 240 + ZRo, 




I(t) = 27t ir drI+ = 2x J a 34 ,z- rd&,,. 0 0 dY 
1.2. Nondimensionalization of the problem 
To nondimensionalize the problem we take 
4=; v,& u-u.~=u,(u- l), r=hF, Y=h.?, I = $Voooha2 I, 
and 
a=hZ, t-h2pc t 
k ’ 
CT = O~O(U), 
Here U, is the first critical temperature at which G starts to decrease rapidly, co is the conductivity 
at the ambient temperature, UR is the range of temperatures over which g changes. We assume here 
that u,~ - u,, = U, = 100°C so that when u = u,, U = 0. This is done for convenience. The possible 
effect of varying the ambient temperature was not examined. Dropping the bars, the scaled equations 
become 
div(o grad 4) = 0, 
u, = Au + yolgrad +12, 
(1.2.1) 
(1.2.2) 
104 S. Zhou, D. R. Westbrooki Journal qf‘ Computational and Applied Mathematics 79 (1997) 101-118 
Fig. 3. Conductivity as a function of temperature. 
with boundary conditions 
4= *40 on y= f 1, 
84 %=O on y= *a, 
au 
G+p~=O on r=u and on y= f 1. 
The external circuit condition becomes 
1 = 40 + PI, 
u 
J 
a+ o(u)--rdr , 





where y and p are dimensionless parameters defined by 
y = rso V,‘/4kU,, ,u = iooRohna2. 
The constant y represents the ratio of the rate of heat production in the thermistor and its rate of 
diffusion, while p represents the ratio of the electrical resistance of the external circuit and that of 
the thermistor. Some typical values for the parameters would be a - 5, y - 150, ~1 - 20, fi - 0.1. 
Fig. 3 gives a graph of a typical scaled conductivity Q(U) as a function of U. 
We consider two special one-dimensional cases which we denote as problems N and problems P. 
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1.3. Problems N 
In this case we suppose that /I =0 on r =a so that the boundary condition becomes I%/&- = 0. 
This allows a solution in which both C$ and u are functions of y only. The corresponding problem 
is then 
w+#+),~ = 0, 
& = u,.?. + l?0)1~,12~ 
4 = 40, uJ.+/?u=O on y=l, 
4=0, u).=O on y=O 
(( 1.3.4) expresses symmetry of u and antisymmetry of 4 about y = 0). 
From Eq. ( 1.3.1) we see that 





is independent of y and the final problem, called NT, is 
(1.3.5) 
u,,=O on y=O, u,.+/?u=O on y=l (1.3.6) 
with 4 = #‘[1/a(u)] dy. 
The external circuit condition becomes 
I= [p+il’&dy]-‘. (1.3.7) 
In addition to the time dependent problem NT we consider the steady state problem NS in which 
the Eq. (1.3.5) is replaced by 
( 1.3.5s) 
1.4. Problems P 
Here we suppose /I = 0 on y = f 1, so that du/ay = 0 on both y = f 1. In this case, it is possible 
to obtain a solution in which 4 is a function of y only and u a function of r only. The resulting 
problem is 
(~(@-))@v)~~ = 0, (1.4.1) 
u, = &, + ;ur + Y@)l&12, (1.4.2) 
+=+o on y= 1, u, +pu=O on r=a, (1.4.3) 
$=O on y=O, u,=O on r=O (1.4.4) 
(( 1.4.4) again expresses symmetry of u about r = 0 and antisymmetry of 4 about y = 0). 
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From (1.4.1) and (1.4.3) we see that 4 = 40~ and the final problem called PT is, with u = u(r, t), 
(1.4.5) 
ur=O on r=O, U, +bu=O on r=a (1.4.6) 
with 
s a 240 a a( u)c$y dr = a2 s a( u)r dr. 0 0 
The external circuit condition becomes 
40= [1+$[0)&]-‘. (1.4.7) 
In addition to the time dependent problem called PT we consider the steady state problem in which 
Eq. (1.4.5) is replaced by 
0 = U, + $ + y&o(u). (1.4.5s) 
2. Review of literature and of present work 
The thermistor problem as stated in (1.2.2)-( 1.2.4), without the external circuit condition (1.2.6) 
with constant $. and with a mixture of Dirichlet, Neumann and Robin boundary conditions on the 
temperature has been considered by many authors particularly in the steady state case. 
An early result due to Diesselhorst [8] for the steady state problem shows that under appropriate 
boundary conditions u may be expressed as a function of 4. This result has been extended by Cimatti 
[3] to obtain existence and uniqueness results for the steady state problem. Cimatti [2] and Cimatti 
and Prodi [5] have obtained existence and regularity results when u and 4 have Dirichlet boundary 
conditions. Xie and Allegretto [ 131 also examine existence and regularity for Dirichlet boundary 
conditions and with k(u), g(u) of particular forms. 
The problem when G(U) is represented by a step function has been discussed by Howison [lo] 
and numerical results for this problem were obtained by Westbrook [12]. Chen and Friedman [7] 
examined the problem when r~ is one or zero and Chen [6] the problem when cr may be zero, they 
provide some existence, regularity and nonexistence results. All of these papers deal with the steady 
state problem. Only Cimatti [4] includes the external circuit. 
Allgreto and Xie [l] discuss the existence of solutions of the time dependent problem again with 
particular forms for k(u) and a(u). They do not consider the external circuit the inclusion of which 
leads to a nonlocal problem. 
A final paper which we mention is that of Fowler et al. [9] which examines the problem which we 
have labelled NT. In their paper the problem is examined by asymptotic methods and also numerical 
methods. Our derivation of the model equations and the nondimensionalization is drawn from this 
paper as is our numerical scheme for the time dependent problem. We have also used the same 
function G(U) for some of our numerical experiments. This paper however differs from [9] in many 
ways. Firstly we have considered the P problems as well as the N problems. We have also produced 
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our steady state solutions directly by an alternative method rather than as the limit as t + cc of 
the time dependent solutions. This brings to light some unstable steady state solutions which are not 
attainable from the time dependent solutions. 
We have also considered the consequences of changing the parameters I), /J, /!I and a and in 
doing so have drawn on some discussion of existence, uniqueness, nonuniqueness and stability of 
the solutions of the various problems in [ 151 and [ 141. 
Because the function C(U) of [9] has a discontinuous derivative at the critical temperatures u = 1 
and u = 2 we have also repeated the numerical experiments with a continuously differentiable a(u). 
(The existence results usually assume this to be the case.) There is some quantitative difference in 
the results but the major qualitative results are not changed. 
We have confirmed the occurrence of the temperature surges and the accompanying rapid decay 
in the current for the N problems and the nonuniqueness mentioned in [9] and find that they also 
occur for the P problems and that they are modified only quantitatively when g(u) is smooth. 
In Section 3.1 we discuss the numerical schemes used to find solutions of the steady state problems 
NS and PS and in Section 3.2 the schemes for the time dependent problems NT, PT. The results 
of the numerical experiments are presented in Section 4. In the numerical experiments which we 
carry out the electrical conductivity a(u) is assumed to have the value 1 when u < 1 and the value 
6(6< 1) for u 3 2. For 1 < u < 2 we have taken two cases. The first, which is that used in [9], 
is C(U) = exp(- lO(u - 1)) 1 < u < 2, 6 = exp( - 10). This makes g(u) a continuous function with 
discontinuous derivatives at u = 1 and u = 2. 
The second, smooth, function which we have used is the Hermite cubic with values G( 1) = 1, 
o(2) = 6, a’( 1) = 0, o’(2) = 0. Specifically C(U) = (2u - 1) (u - 2)2 + 6(5 - 2u)(u - 1)2, 1 < u < 2. 
3. Numerical solutions 
3.1. Solution method for steady state problems 
Before proceeding to a description of the solutions of the steady state problems we note that since 
C(U) = 1, u < 1 and C(U) = 6, u > 2 we may easily find unique analytic “cold” (u < 1) and “hot” 
(U > 2) solutions. 
For the NS problem the cold solution is 
( 1 u=(l:/L)z p ++1 -y2) 1 1 ~ 2 ’ z=(l+/$ 
This solution is possible provided that 
?/? 2 ( > 
1,’ <(1+/L)2. 
The hot solution is 
u=(l +PV B 
Y6 (I+(liy2)), I=&---, provided $>2(1+pd)‘. 
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For the PS problem the cold solution is 
1 ’ +1 p+ 1’ provided y 
The hot solution is 
1 ’ +o= 1  +/l8’ provided 28 $a 2 2( 1 + ~6)~. 
In most of the numerical experiments which we conduct we choose ,u = 20, y = 150, a = 5. This 
rules out the cold solution for the P problem for all p and for the N problem there is no cold 
solution if /? < 150/366 M 0.4098. For a working thermistor p would be expected to be at most 0.2 
so that cold solutions would be ruled out in both cases. In cold solutions the current I is unchanged 
from its initial value. 
We now proceed to the numerical solution method of the steady state problems NS and PS. 
For problem NS we have 
Y12 o=uyy + - 
0)’ 
O<y<l 
uY=O on y=O, u,+jA4=0 on y=l. 
(3.1.1) 
(3.1.2) 
Integration of Eq. (3. I. 1) with respect to y from y = 0 to y = 1 and use of the boundary conditions 
yields, 
Y12 s ’ 1 -dy=&(l). 0 a(u) 
When this is combined with Eq. (3.1.2) we obtain 
Yl(l - ti)=Pu(l). (3.1.3) 
The problem is to solve (3.1.1) and (3.1.2) or (3.1.1) and (3.1.3) for the unknowns u(y) and I. 
The solution method is based on the following observations. We note first that in the boundary 
value problem (3.1.1) y12 is a constant. For any given I the boundary value problem may be solved 
and a curve relating u( 1) and I may be drawn. Intersections, other than (0,O) of this curve and the 
parabola (3.1.3) then give values of I and u( 1) (and hence u(y)) which solve the problem NS. The 
graph GN of Z as a function of u( 1) is obtained by a continuation process in which the boundary 
value problem (3.1.1) is solved by the use of a standard shooting method (e.g. see [ll]) with 
either I or u(0) as the shooting parameter. The graph is shown in Section 4 (Fig. 4). We use the 
IMSL subroutine IVPRK to solve the initial value problem. Stiffness did not arise although as u( 1) 
increased, the usual Newton step in the shooting method was augmented by a bisection routine to 
ensure convergence. Since the solution curves begin with the all cold relation u( 1) = y12/p (a(u) = 1) 
there is no difficulty starting the continuation process. In the NS problem the u( 1 ), I curve is drawn 
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Fig. 4. Plot of I as a function of u(l) (The graph of GN) and the parabola (3.1.3). 
parametrically with u. as the parameter. For the exponential C(U) of FFH it seems that I is a non 
invertible function of u( 1) but for the smooth U(U), I is not a function of u( 1) nor is u( 1) a function 
OfI. 
For the PS problem a similar process is used. In this case 
+& + y@;a(u) = 0, 0 < r < a 
u,(O)=0 at r=O, u,+flu=O at r=a. 
The external circuit condition is 
(3.1.4) 
tPo= [l +2-$iaa(u)rdr]-‘. (3.1.5) 




Y% a( u)r dr = a@( a). 
0 
Combining with (3.1 S) 
@(a) = $@o( 1 - GO). (3.1.6) 







0.2 0.4 0.6 0.8 
phi 
Fig. 5. Plot of $JO as a function of u(a). (The graph of GP) and the parabola (3.1.6). 
The approach to solving this problem is similar to that of the NS problem. The boundary value 
problem (3.1.4) is solved, by shooting, for constant values of $. and a curve GP of related 
points 40, u(a) is produced. In the PS problem q& turns out to be an invertible function of u(a). 
(See [15]). The cold portion of GP is u(a)= y&a/2/?. Intersections &, u(a), other than (O,O), 
of GP and the parabola 3.1.6 yield solutions of PS. The graph of GP is shown in Section 4 
(Fig. 5). 
3.2. The iterative method for steady state problems NS, PS 
To find the intersection points of the graphs GN or GP and the appropriate parabolas, the following 
iteration procedure is used. 
We give the scheme for the N problem, that for the P problem is similar. 
1. Select a value of I0 and set II = 0. 
2. Use the shooting method, with u”(O) as shooting parameter, to solve the boundary value problem 
(3.1.1) with I = I” and evaluate u”( 1) for this solution. 
3. Select the appropriate root, In+‘, of u”( 1) = (y/p) I( 1 - d). 
4. If lu”(1) - u”-‘(l)] and IP+’ - I”] are smaller than a given tolerence, stop, else return to 2. 
It is clear from Figs. 4 and 5 that this scheme will converge for both N and P problems. In fact 
it converges for all possible steady states whether the steady state is stable or unstable (in the time 
dependent sense). 
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In practice the shooting method with a Newton step to adjust the shooting parameter experienced 
some difficulty when the temperature u traversed the critical value u = 2. To ensure convergence, of 
the shooting method, the Newton step was augmented with a bisection step. 
3.3. Time dependent problems NT, PT 
The time dependent problems are as follows: 
I 
U, = z.+ + a/a(u), 0 < y < 1) t > 0, 
NT 
4Y?o)=w(Y), 0 <Y < 1, u,(O, t) = 0, 
[I= [p+l--&dy]-’ and a=yI*. 
u/ = u,, + L, + cw(u), O<r<a, t>O 
r 
pT u(r, 0) = w(y), 0 < r < a, %(O, t) = 0, 
Uy(l,t)+~U(l,t>=O, t>o, 
u,(a, t) + ju(a, t) = 0, t > 0 
To treat these problems a semi-implicit finite difference scheme is used. The linear part of the 
equation is approximated with an implicit scheme while the nonlinear term is treated explicitly. The 
boundary conditions are approximated in the standard central difference manner. The basic equations 
for the NT problem are then (with appropriate adjustments at the boundaries) 
where u” = u(ih, nk), A = k/h2 and k and h are the timestep and mesh-width, respectively. The non- 
linear term in the NT problem is treated explicitly. a” = ~(1”)~ where I” = [p + J,‘( l/o(u”))dy]-’ 
and the integral is calculated by the trapezoidal rule. In the PT problem the first derivative is 
approximated by the central difference. The difference scheme is 
u;+‘(l +2A) - I 1 + L un+’ ( 2i) r+l -;1(1 - $2 
=u; +ka”o(u;), i= 1,2 ,.... 
with adjustment at the boundary r = a. At i = 0 the boundary condition U, = 0 is used to give 
u;+‘(l +4L)-4~u’f+‘=u;l+kcr”a(u;). 
In the PT problem LX” = Ye, and 4;; = [I + (2p/a2) Jo” c(u”)r dr]-’ with the trapezoidal rule again 
used. The nonlocal integral term for &, (or I) seems to rule out standard stability analysis but an 
empirical procedure works well. 
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The method is essentially that of [9] and the same empirical strategy is used for the time steps. 
Until the value of ~(0, t) becomes one (the first critical value) the time steps are of order 0.05. Then 
as a surge appears the timestep is reduced in accordance with the rate of change of I and in our 
case drops as low as 0.00002. Finally, as the temperature relaxes to the steady state the time step 
is increased. The solution process is halted when a steady state is perceived. 
4. Numerical results 
Substantial numerical experiments were carried out on both the N and the P problems. The 
basic set of values for the parameters were y = 150, p = 20, a = 5, 6 = exp( - lo), p = 0.25 or 0.1. 
Variations from these values of one parameter at a time were considered and computations were 
also carried out for the two forms of a(u) i.e. that of [9] and the Hermite cubic form mentioned in 
Section 2. 
For all of the figures and tables presented, o(u) was taken to be the Hermite cubic form 
1, U<l, 
(2u- 1)(~-2)~+~(5-2u)(u- 1)2, 1 <u<2, 
In all the cases, the basic nature of the solutions was the same and follows the prescription given 
in [9] for both the N and the P problems. 
There is first a “slow” build up of temperature until part of the thermistor reaches the first critical 
(scaled) temperature u = 1. During this phase the current in the external circuit remains constant. 
After some further heating and slow reduction of current there follows a phase in which the current 
drops precipitously and the temperature undergoes an upward surge. The final phase is the approach 
of an equilibrium or steady state in which the current is very small and the temperature may be 
partly above the second critical (scaled) temperature u = 2 but remains between 1 and 2 at the 
boundary. 
4.1. Steady state solutions NS, PS obtained by the method of Section 3.2 
The curves GN and GP for the basic set of parameters and the Hermite cubic g(u) are shown 
together with the relevant parabolas, in Figs. 4 and 5. The local maximum of I in the GN curve of 
Fig. 4 is much sharper for the c of [9]. 
The effects of a change of one of the parameters at a time is now reported. Except where stated 
all cases refer to the situation where only one steady state exists. 
The parameter p has no effect on the curves GN and GP so that changes in its value have 
predictable outcomes which can be seen from Figs. 4 and 5. An increase in p for the N problem 
decreases the current Z and increases the boundary temperature u( 1). An increase in ZJ for the P 
problem decreases 40 and u(a). The changes of temperature are slight and the effect on u(O) is 
unclear as is the change in I for the P problem. 




Fig. 6. Three steady state solutions for the N problem when /? = 0.6. 
Table 1 
Steady state solutions for the P problem obtained by the method of 
Section 3.2 (2nd row) and as the perceived steady state for time de- 
pendent problem NT (bottom row). fl= 0.25 
r 0 1 2 3 4 5 
ll 2.0202 2.0186 2.0137 2.0057 1.9941 1.9053 
u 2.0103 2.0095 2.0070 2.0021 1.9936 1.9104 
Changes in y effectively scale the I(&) axis in the GN(GP) graphs moving the curves toward the 
u( 1) (u(a)) axis. Changes in y have the predictable outcome that as y increases I decreases in both 
the N and the P problem and that u( 1) decreases in the N problem while u(a) increases in the P 
problem. The central temperature u(0) increases in the N problem and decreases in the P problem. 
The effects of changing other parameters on GN and GP are not so clear but numerical experiments 
suggest that a decrease in p has the same effect as an increase in y on the current I and increases 
the overall temperature. 
Increases in 6, at least up to 10e3, had little effect in both N and P problems leading to minor 
increases in I and the temperature. If 6 becomes too large all hot solutions result. 
For the P problem decreases in “a” lead to an increase in I and a slight decrease in temperature. 
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Table 2 
Steady state solutions for the P problem obtained by the method of 
Section 3.2 (2nd row) and as the perceived steady state for time de- 
pendent problem PT (bottom row). /I = 0.10 
Y 0 1 2 3 4 5 
u 2.0233 2.0216 2.0166 2.0083 1.9966 I .9487 
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Fig. 7. The temperature surge for the NT problem. The upper curve is the temperature u(O), the lower is u( 1). fi = 0.25. 
In addition to these results it is found that for some values of the parameters there may be 
three steady state solutions (or in the exceptional case two) for both the N and P problems. Fig. 6 
shows the possibility for the N problem. In [14] the stability of these steady states with respect 
to time dependent perturbations is discussed. It is found that when three steady states occur the 
middle one (middle with respect to the value of u( 1) or u(a)) is unstable. In cases with three 
steady states one stable solution is an all cold or “nearly” all cold solution which is not practical 
for a reasonable operation of the thermistor as a surge regulator since the current is only minimally 
reduced. Experiments with the time dependent problems show that when multiple steady states are 
possible either of the stable steady states may result depending on the initial condition. The effects 
of changes in the parameters on the unstable solutions are often opposite to those on the stable 
solutions. 
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t 
Fig. 8. The temperature surge for the PT problem. The upper curve is the temperature u(O), the lower is u(a). b=O.25. 
4.2. Numerical solutions of the time dependent problems NT, PT 
We note first that the steady states achieved by allowing t to become large in the NT and PT 
problems agree satisfactorily with those obtained directly. Table 1 gives the two solutions for the P 
problem with y = 150, p = 20, 6 = exp( - lo), a = 5, /I = 0.25 while Table 2 gives the two solutions 
of the P problem with /3 = 0.1. 
A major feature of the time dependent solutions is the temperature surge and the accompany- 
ing rapid decay in the current 1 which was demonstrated in [9]. This is a feature of both the 
N and the P problem for both the G(U) of [9] and for the piecewise cubic G(U) introduced in 
this paper and also for a wide range of the parameters. In Fig. 7 the temperature surge for the 
N problem is demonstrated for fl= 0.25 by plotting the temperatures at the centre and bound- 
ary u(0) and u( 1) as a function of the scaled time. The same is done for the P problem 
in Fig. 8. 
In Fig. 9 (P problem) and Fig. 10 (N problem) the current I is plotted against t for both fi = 0.25 
and p = 0.1. In all four figures G(U) is the hermite cubic, y = 150, /J = 120, a = 5, (5 = exp( - 10). 
Changing the parameter 6 had little effect on the surge. Both the onset and duration of the surge 
were virtually unchanged as were the eventual steady states. 
Changing the other parameters did affect one or both of the time of onset and of duration of the 
surge. 
Effects on the steady states were in agreement with those stated in Section 4.1. 
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Fig. 9. The current I as a function of time for the PT problem with p = 0.25 and /I’ = 0.1. 
Increases in y lead to an earlier onset and shorter duration. Decreases in p lead to an earlier onset 
and a longer duration, decreases in /3 or increases in “a” lead to an earlier onset with little change 
in the duration. The onset and duration are rather vague concepts so that changes which are noted 
were substantial. 
A comparison of results for the two different functions G(U) indicate that the smoother function 
requires a higher overall temperature for the onset of the surge and in fact the surge rarely began 
before the temperature at the centre approached the second critical value u = 2. 
It was also found that for the standard set of parameters, p = 20, y = 150, 6 = exp( - lo), a = 5, 
the onset was sooner for the P problem than for the N problem. Although experiments were not 
carried out one must expect that a change in the ambient temperature U, would only affect the time 
of onset of the surge. 
5. Conclusions 
A major goal in studying the thermistor is to understand the two (space) dimensional problem 
and to decide whether temperature surges are an inherent part of thermistor behaviour. This paper 
does not address the two dimensional problem directly but by giving a substantial investigation of 
two one dimensional problems; this will give some insight into the more difficult problem. Since 
surges are a feature of both one dimensional problems it seems likely that they will have a role in 
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Fig. 10. The current I as a function of time for the NT problem b = 0.25 and fi = 0.1, 
the two dimensional case. It is suggested in [9], because of the magnitude of the aspect ratio (a/h) 
and the fact that p on the plane surface might be an order of magnitude larger than its value on 
the curved surface, that the behaviour would be dominated by the “N” type behaviour. We have to 
agree that this seems to be probable but retain some doubts about the behaviour in a layer close to 
the curved surface and in the nature of the initiation of the surge. The fact that the external circuit 
has a stablizing effect on the N problem and a destablizing effect on the P problem [14] is also of 
interest. 
This paper adds to the work [9] in that it treats the steady state case separately rather than as a 
limit of the time dependent problem, thereby finding unstable steady states. In addition, the effects 
of change in the parameters are investigated. 
We note finally that if we make the assumption that with very small b the temperature in the 
thermistor is uniform then U, and a(u) will become functions of t only. Integrating over the length 
and using the boundary conditions, both the P and the N problems reduce to 
YdU) ur = -@ + [l + /M(U)]2’ 
where u(t) is the average temperature. This equation (as an average in the two dimensional problem) 
and its numerical solution appear in [9]. 
With regard to the production of large temperature gradients it is possible to get an estimate by 
using the end point values. From the Figs. 7 and 8 it can be seen that the NT problem produces 
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much larger temperature gradients which after resealing are of the magnitude 200-500 K/mm for 
/? = 0.25. From numerical experiments it is seen that the estimate of the temperature gradient is 
reduced as p is decreased. 
In the graph of GN for the relation between I and u( 1) in which I is taken to be a constant, if 
stability is considered in terms of time dependent perturbations of u in Eq. (1.3.5), the portion on 
which I decreases as u( 1) increases is unstable. When the circuit Eq. (1.3.7) is included, however, 
the steady state solution appears on this branch and is stable. Should there be a second steady state 
solution on this branch with a higher value of I, it is unstable. 
In the graph of GP all points are stable if & is considered to be constant in (1.45). When 
the external circuit is added any single steady state solution remains stable. If three solutions oc- 
cur, one of the previously stable steady states becomes unstable when the external circuit equation 
(Eq. (1.4.7)) is included. 
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