Lyapunov inverse iteration for identifying Hopf bifurcations in models of incompressible flow by Elman, Howard C. et al.
        
Citation for published version:
Elman, HC, Meerbergen, K, Spence, A & Wu, M 2012, 'Lyapunov inverse iteration for identifying Hopf
bifurcations in models of incompressible flow', SIAM Journal on Scientific Computing, vol. 34, no. 3, pp. A1584-
A1606. https://doi.org/10.1137/110827600
DOI:
10.1137/110827600
Publication date:
2012
Document Version
Publisher's PDF, also known as Version of record
Link to publication
© 2012 Society for Industrial and Applied Mathematics
University of Bath
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 13. May. 2019
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
D
ow
nl
oa
de
d 
11
/1
4/
12
 to
 1
38
.3
8.
54
.5
9.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
SIAM J. SCI. COMPUT. c© 2012 Society for Industrial and Applied Mathematics 
Vol. 34, No. 3, pp. A1584–A1606 
LYAPUNOV INVERSE ITERATION FOR IDENTIFYING HOPF

BIFURCATIONS IN MODELS OF INCOMPRESSIBLE FLOW∗

HOWARD C. ELMAN† , KARL MEERBERGEN‡ , ALASTAIR SPENCE§ , AND

MINGHAO WU¶

Abstract. The identiﬁcation of instability in large-scale dynamical systems caused by Hopf bi­
furcation is diﬃcult because of the problem of identifying the rightmost pair of complex eigenvalues 
of large sparse generalized eigenvalue problems. A new method developed in [K. Meerbergen and 
A. Spence, SIAM J. Matrix Anal. Appl., 31 (2010), pp. 1982–1999] avoids this computation, instead 
performing an inverse iteration for a certain set of real eigenvalues that requires the solution of a 
large-scale Lyapunov equation at each iteration. In this study, we reﬁne the Lyapunov inverse iter­
ation method to make it more robust and eﬃcient, and we examine its performance on challenging 
test problems arising from ﬂuid dynamics. Various implementation issues are discussed, including 
the use of inexact inner iterations and the impact of the choice of iterative solution for the Lya­
punov equations, and the eﬀect of eigenvalue distribution on performance. Numerical experiments 
demonstrate the robustness of the algorithm. 
Key words. linear stability analysis, Hopf bifurcation, inverse iteration, Lyapunov solvers 
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1. Introduction. Consider the dynamical system 
(1.1) Mut = f(u, α), 
where f : Rn × R  is a nonlinear mapping, u ∈ Rn→ Rn is the state variable (velocity, 
pressure, temperature, etc.), M ∈ Rn×n, and  α is a parameter. Such problems arise 
from ﬁnite element discretization of partial diﬀerential equations (PDEs) where the 
matrix M is usually called the mass matrix and could be singular. The dimension 
of the discretization, n, is usually large, especially for three-dimensional PDEs. Let 
u denote the steady-state solution to (1.1), i.e., ut = 0. We are interested in the 
stability of u: if a small perturbation δ(0) is introduced to u at time t = 0,  does  δ(t) 
grow with time, or does it decay? Let the solution path of the equilibrium equation 
f(u, α) = 0 be the following set: S = {(u, α)|f(u, α) = 0}. S can be computed using 
numerical continuation techniques (see, for example, [12]). It is often the case that as 
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LYAPUNOV INVERSE ITERATION FOR HOPF BIFURCATION A1585 
the parameter α varies, there exists a critical point (uc, αc) ∈ S  at which the steady-
state solution u changes from being stable to unstable. An important problem in 
applications is to ﬁnd this critical parameter value αc assuming that (a portion of) 
S is known. For a ﬁxed value of α, linear stability of the steady-state solution is 
determined by the spectrum of the eigenvalue problem 
(1.2) J x = μMx, 
where J = ∂f (u(α), α) is the Jacobian matrix of f evaluated at α. If all the eigen­∂u
values of (1.2) have strictly negative real part, then u is a stable steady solution; if 
some eigenvalues of (1.2) have nonnegative real part, then u is unstable. Therefore, 
a change of stability can be detected by monitoring the rightmost eigenvalues in the 
complex plane of (1.2) while marching along S. 
A steady-state solution may lose its stability in one of two ways: either the 
rightmost eigenvalue of (1.2) is real and passes through zero from negative to positive 
as α varies, as in the case of a fold point or a symmetry-breaking bifurcation point [12], 
or (1.2) has a complex pair of rightmost eigenvalues and they cross the imaginary axis 
as α varies, which leads to a Hopf bifurcation with the consequent birth of periodic 
solutions of (1.1). The ﬁrst case is easier to detect because the rightmost eigenvalue 
is real and close to zero and there are many methods that are reliable for computing 
eigenvalues near a target, for example, the shift-and-invert Arnoldi method. However, 
methods like shift-and-invert Arnoldi may fail to detect the instability in the second 
case unless good estimates of the rightmost eigenvalues are available, which is not the 
case in general. 
Guckenheimer and Myers [13] and Guckenheimer, Myers, and Sturmfels [14] pro­
posed a method that computes Hopf points without computing the rightmost eigen­
values of (1.2) with M = I, the identity matrix of order n. Their method is based 
on the following property of the Kronecker sum J ⊗ I + I ⊗ J  (assuming J is non-
singular): it has a double zero eigenvalue if and only if J x = μx has one and only 
one pair of eigenvalues that sums to zero. The method uses the equilibrium equation 
f(u, α) = 0 together with the condition det(J (u, α) ⊗ I + I ⊗ J (u, α)) = 0, where 
J (u, α) denotes the Jacobian matrix ∂f (u, α), as the deﬁning system of Hopf points, ∂u
and Newton’s method is used to solve for the roots (uc, αc) of this system. Unfortu­
nately, this algorithm requires the solution of linear systems of order n2, where  n is 
the order of J and M; therefore it is not suitable for large-scale problems in which 
n is already large. Nonetheless, based on this approach, Meerbergen and Spence [18] 
proposed a method that estimates the critical parameter value without computing the 
rightmost eigenvalues of (1.2) or working with the Kronecker sum of order n2 directly. 
Estimates of the rightmost eigenvalues can be obtained as by-products. 
The aims of this paper are (i) to further understand and reﬁne the method dis­
cussed in [18] to make it more eﬃcient and reliable, (ii) to test it on more challenging 
examples arising in ﬂuid dynamics, and (iii) to provide a discussion of the eﬃciency 
of large-scale Lyapunov solvers arising from this approach. 
Throughout this paper, we will focus on the case in which the stability of the 
steady-state solution is lost to a Hopf bifurcation point, although the ideas we study 
are also applicable to the case where instability is caused by a real eigenvalue crossing 
the imaginary axis. Assume that (u0, α0) is a stable point on the solution path S and 
that the Hopf point (uc, αc) at which stability is lost lies in its neighborhood. The 
Jacobian matrix at any point (u, α) in the neighborhood of (u0, α0) can be approxi­
mated as J (α) ≈ J (α0) + (α − α0) dJ (α0) =  A + λαB, where  A, B are known and dα 
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λα is an unknown quantity that characterizes the distance from (u0, α0) to  (u, α). In 
particular, the Jacobian matrix at the Hopf point can be approximated by A + λcB, 
where λc = αc − α0. The critical value αc can then be approximated by comput­
ing λc. We assume for simplicity that J (α) =  A + λαB in the neighborhood of 
(u0, α0). Consider the parameterized eigenvalue problem 
(1.3) (A + λB)x = μMx. 
When λ = λc, (1.3) has a conjugate pair of pure imaginary rightmost eigenvalues 
(βi, −βi) with β >  0. Therefore, λc is the value of λ closest to zero such that (1.3) 
has a pair of eigenvalues that sums to zero. Using the equivalence between equations 
involving Kronecker products and linear matrix equations, it is shown in [18] that λc 
is also the parameter closest to zero such that 
(1.4) MZAT + AZMT + λ(MZBT + BZMT ) = 0, 
where Z ∈ Rn×n is nonzero. Once λc is computed from (1.4), the critical parameter 
value αc can be estimated as α0 + λc, and a corresponding estimate of βi can also be 
found easily. These estimates could be used as starting values in an algorithm for the 
accurate calculation of a Hopf point (see [12]). 
Consider a special case of (1.1), the Navier–Stokes equations governing viscous 
incompressible ﬂow, 
ut = ν∇2 u − u · ∇u −∇p,
(1.5) 
0 =  ∇ · u, 
subject to appropriate boundary conditions, where ν is the kinematic viscosity, u is 
the velocity, and p is the pressure. The viscosity ν is a natural candidate for α. In  
the literature, properties of a ﬂow are usually characterized by the Reynolds number 
(denoted by Re), a dimensionless quantity proportional to ν 
1 . For convenience in our 
exposition, we will sometimes refer to the Reynolds number instead of the viscosity. 
Mixed ﬁnite element discretization of (1.5) gives rise to the following Jacobian matrix 
and mass matrix [9]: 
F BT −G 0 
(1.6) A = , M = ∈ Rn×n ,
B 0 0 0 
where n = nu +np, nu > np, F ∈ Rnu ×nu , B ∈ Rnp×nu , and  G ∈ Rnu×nu is symmetric 
positive deﬁnite. Matrices F , B, G are sparse, and n is usually large. In this paper, 
we apply the method proposed in [18] to detect the Hopf point at which a steady-state 
solution of (1.5) loses its stability. 
The plan for the rest of the paper is as follows. In section 2, we review the 
Lyapunov inverse iteration method proposed by Meerbergen and Spence in [18]. In 
section 3, we discuss a block Krylov method for solving large-scale Lyapunov equations 
with a low-rank right-hand side, and we propose an eﬃcient way to truncate the 
computed solution. The main contributions of this paper are in the following two 
sections. In section 4, we propose an inverse iteration with inexact Lyapunov solvers, 
which is based on the ideas in [19]. In section 5, the method proposed in section 4 is 
applied to detect Hopf bifurcation in two incompressible ﬂows and numerical results 
are presented; in addition, alternative Lyapunov solvers are discussed and compared 
with the Krylov method of section 3. Finally, in section 6, we make some concluding 
observations. 
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2. Review of the Lyapunov inverse iteration. In this section we review the 
algorithm for detecting Hopf points proposed in [18] and the mathematical theory on 
which the algorithm is built. The following theorem is the main theoretical motivation 
for the techniques in [18]. 
Theorem 2.1. Assume M is nonsingular, and assume μ1, μ2 (μ1 = μ2) are 
simple eigenvalues of (1.2) whose corresponding eigenvectors are x1, x2. The following 
two statements are equivalent: 
1. zero is a double eigenvalue of J ⊗M + M ⊗J  that corresponds to the eigen-
vector ξ1x1 ⊗ x2 + ξ2x2 ⊗ x1 for any ξ1, ξ2 ∈ C; 
2. (μ1, μ2) is the only pair of eigenvalues of (1.2) that sums to zero. 
Proof. Since  M is nonsingular, by properties of Kronecker products, M ⊗M is 
nonsingular. Also using properties of Kronecker products, we can show that 
(2.1) (M ⊗M)−1(J ⊗M + M ⊗ J )(xi ⊗ xj ) =  (μi + μj )(xi ⊗ xj ). 
Thus, the eigenpairs of (M⊗M)−1(J ⊗M+M⊗J ) are  (μi +μj , ξixi ⊗xj +ξj xj ⊗xi) 
(i, j = 1, 2, . . . , n) for any ξi, ξj ∈ C. 
We ﬁrst prove statement 2 given statement 1. Note that J ⊗M + M ⊗ J  and 
(M ⊗M)−1(J ⊗M + M ⊗J ) have the same null space. Thus, if statement 1 is true, 
zero is also a double eigenvalue of (M ⊗M)−1(J ⊗M+ M ⊗J ) with the eigenvector 
ξ1x1 ⊗ x2 + ξ2x2 ⊗ x1. By (2.1), (μ1, μ2) is the only pair of eigenvalues of (1.2) that 
sums to zero. 
Now assume statement 2 is true. Since (μ1, μ2) (μ1 = μ2) is the only pair of 
eigenvalues of (1.2) that sums to zero and both μ1, μ2 are simple, by (2.1), zero is a 
double eigenvalue of (M ⊗M)−1(J ⊗M + M ⊗J ) with the eigenvector ξ1x1 ⊗ x2 + 
ξ2x2 ⊗ x1. Since  J ⊗M + M ⊗J  and (M ⊗M)−1(J ⊗M + M ⊗J ) have  the  same  
null space, statement 1 follows immediately. 
We continue to assume that M is nonsingular. In addition, assume that when 
λ = λc, the rightmost eigenvalues of (1.3) (βi and −βi) are simple and there are 
no other eigenvalues lying on the imaginary axis. Let v and v be the eigenvectors 
corresponding to βi and −βi. Since  λc is the parameter closest to zero such that 
(1.3) has a pair of eigenvalues that sums to zero, according to Theorem 2.1, λc is the 
parameter closest to zero such that (A+λB)⊗M+M⊗(A+λB) has a zero eigenvalue. 
Alternatively, λc is the eigenvalue closest to zero for the n
2 ×n2 generalized eigenvalue 
problem 
(2.2) (Δ1 + λΔ0)z = 0, 
where 
Δ1 = A ⊗M + M ⊗A, 
Δ0 = B ⊗M + M ⊗B. 
Note that by Theorem 2.1, the eigenvector corresponding to λc is zc = ξ1v⊗v+ξ2v⊗v. 
Therefore, ﬁnding λc, the quantity that allows us to estimate the critical parameter 
value αc, is equivalent to ﬁnding the eigenvalue of (2.2) with smallest modulus. One 
standard approach for computing this eigenvalue is to use an iterative method such 
as inverse iteration for (2.2). This approach is obviously impractical for large-scale 
problems since inverse iteration requires solution of linear systems with coeﬃcient 
matrix Δ1, which has order n
2 . We can use properties of Kronecker products to 
rewrite (2.2) into a linear equation of n × n matrices. In particular, let Z ∈ Rn×n 
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be such that z = vec(Z) (see [16, p. 244]). Then it is known (see [16, p. 255]) that 
(2.2) is equivalent to (1.4). Therefore, ﬁnding λ with smallest modulus for (2.2) is 
equivalent to ﬁnding λ with smallest modulus for (1.4). Because of the relationship 
between (2.2) and (1.4), we will refer to λ as an eigenvalue and Z as an eigenvector 
of (1.4). The following theorem from [18] describes the properties of Z. 
Theorem 2.2. Assume that λ is a real eigenvalue of (2.2). If  (1.3) has eigenpairs 
(βi, v) and (−βi, v) (β>0) and no other eigenvalues on the imaginary axis, then (1.4) 
has a real symmetric eigenvector of rank two, namely, Z = vv ∗ +vvT , which is unique 
up to a scalar factor and is semideﬁnite, and a unique skew-symmetric eigenvector of 
rank two, namely, Z = vv ∗ − vvT . 
It is suggested in [18] that we should restrict our computation to the real symmet-
ric eigenspace of (1.4). Under this restriction, the eigenvalue of interest, λc, is  simple.  
The corresponding eigenvector, which is symmetric and of rank two, has a natural 
representation in the form of a truncated eigenvalue decomposition Zc = VDVT , 
where V ∈  Rn×2 is orthonormal and D ∈  R2×2 is diagonal. By Theorem 2.2, 
span{V} = span{v, v}. Therefore, once we ﬁnd λc and its eigenvector Zc for (1.4), 
the rightmost eigenvalues of (1.3) can be found easily by solving the 2 × 2 problem  
(2.3) VT (A + λcB)Vy = μVT MVy. 
The associated eigenvectors are v = Vy, v = Vy. To ﬁnd the eigenvalue closest to 
zero for (1.4), a version of inverse iteration can be applied. 
Algorithm 1 (inverse iteration for (1.4)). 
1. Given V1 ∈ Rn with ‖V1‖2 = 1  and  D1 = 1,  let  Z1 = V1D1V T 1 . 
2. For j = 1, 2, . . .  
2.1. Compute the eigenvalue approximation1 
(2.4) λj = −
trace( A˜T j Dj M˜j Dj + M˜
T 
j Dj A˜j Dj ) 
trace( ˜BT j Dj M˜j Dj + M˜
T 
j Dj B˜j Dj ) 
, 
where 
(2.5) A˜j = V 
T 
j AVj , B˜j = V 
T 
j BVj , M˜j = V 
T 
j MVj . 
2.2. If (λj , Zj ) is accurate enough, then stop. 
2.3. Else, solve 
(2.6) AYj M
T + MYj A
T = Fj 
in factored form Yj = Vj+1Dj+1V 
T 
j+1, where  Fj = BZj M
T + MZj B
T . 
2.4. Normalize: Dj+1 ← Dj+1/‖Dj+1‖F . Let  Zj+1 = Vj+1Dj+1V T j+1. 
If A is nonsingular, then (2.6) is equivalent to the Lyapunov equation 
(2.7) SYj + Yj S
T = A−1Fj A−T , 
where S = A−1M. Let  rank(Zj ) =  k; it is reasonable to assume that k  n (see 
[18]). The right-hand side of (2.7) can be represented by its truncated eigenvalue 
decomposition 
(2.8) A−1Fj A−T = Pj Cj PT j , 
1The Rayleigh quotient (2.4) can be derived using a property of Kronecker products (see [16, 
Exercise 25, p. 252]). 
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which has rank at most 2k and is easy to compute.2 Since we assume that M is 
nonsingular and the point (u0, α0) is in the stable regime, all the eigenvalues of S lie 
in the left half of the complex plane. This guarantees that (2.7) has a unique solution 
(see [1, Chapter 6]). 
Theorem 2.2 implies that Zc has rank 2, so when Zj has converged, the right-hand 
side of (2.7), namely (2.8), has rank 4. For eﬃcient computation of (2.7), we would like 
to work with k = 2. However, in the ﬁrst few iterations, when Zj has not converged 
yet, k can be much larger than 2 (although k  n). A rank-reduction procedure is 
introduced in [18] to guarantee a small, ﬁxed k. Before step 2.2 in Algorithm 2, we 
project the eigenvalue problem (1.4) onto the subspace Vj . This leads to the k × k 
eigenvalue problem 
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜AT + ˜ MT + λ˜j ( ˜ BT + ˜ MT(2.9) Mj Zj j Aj Zj j Mj Zj j Bj Zj j ) = 0, 
where Aj , Bj , Mj are computed in (2.5). For k  n, (2.9) can be solved using 
Algorithm 1 with a direct Lyapunov solver (see [3], [15]) in step 2.3. According to 
Theorem 2.2, Z˜j has rank 2. Let the eigenvalue decomposition of Z˜j be V˜j D˜j V˜j
T , 
where V˜j ∈ Rk×2 and D˜j ∈ R2×2 . We update the eigenvector Zj = Vj Dj VjT by 
(Vj V˜j )D˜j (Vj V˜j )
T . The new eigenvector has rank 2 and it forces the residual of (1.4) 
to be orthogonal to Vj . With the rank-reduction procedure, the right-hand side of 
(2.7) will be of rank 2 in the ﬁrst iteration and of rank 4 in all subsequent iterations, 
which is desirable for the Lyapunov solvers. The modiﬁed inverse iteration for (1.4) 
now reads as follows. 
Algorithm 2 (inverse iteration for (1.4) with rank reduction). 
1. Given V1 ∈ Rn with ‖V1‖2 = 1  and  D1 = 1,  let  Z1 = V1D1V1 T and k = 1.  
2. For j = 1, 2, . . .  
2.1. Compute (2.5), and solve for the eigenvalue λ˜j of (2.9) closest to zero 
and its eigenvector Z˜j = V˜j D˜j V˜j
T , where  V˜j ∈ Rk×r and D˜j ∈ Rr×r 
with r = 1 (j = 1) or  2  (j ≥ 2). 
2.2. Set Zj = Vj D˜j VjT and λj = λ˜j , where  Vj = Vj V˜j . 
2.3. If (λj , Zj ) is accurate enough, then stop. 
2.4. Else, solve for Yj from 
(2.10) SYj + Yj S
T = Pj Cj Pj
T 
in factored form Yj = Vj+1Dj+1Vj
T 
+1. 
3. A block Krylov Lyapunov solver. In this section, we discuss the block 
Krylov method for solving the Lyapunov equation 
(3.1) SY + Y ST = PCPT , 
where S = A−1M ∈ Rn×n , P ∈ Rn×p is orthonormal, and C ∈ Rp×p is diago­
nal, with p  n. Let  K be a k-dimensional subspace of Rn and let V be an or­
thonormal basis of K. Projection methods for (3.1) seek an approximate solution of 
the form Ŷ (Q) =  V QV T with Q ∈ Rk×k by imposing the so-called Galerkin con­
dition; i.e., the residual R(Q) =  SŶ (Q) +  Ŷ (Q)ST − PCPT of (3.1) must satisfy 
√ √ 
2Let T = A−1B; then  A−1Fj A−T = (  2
2 [TVj + SVj , TVj − SVj ])[ Dj −Dj ]( 2
2 [TVj + SVj , 
TVj − SVj ])T . 
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〈Z,R(Q)〉 = tr(ZR(Q)T ) = 0 for any matrix Z of the form V GV T with G ∈  Rk×k 
(see [22]). The only Q that satisﬁes this condition is the solution to the projected 
problem (see [22]) 
(3.2) (V T SV )Q + Q(V T SV )T = (V T P )C(V T P )T . 
In the block Krylov method (see [17], [22]), the subspace K is chosen to be 
(3.3) Km(S, P ) =  span  P, SP, S2P, . . . , Sm−1P . 
(The dimension of Km(S, P ) is  mp.) One theoretical motivation for selecting such a 
subspace is that if all the eigenvalues of S lie in the left half of the complex plane, then 
the analytic solution of (3.1) can be expressed as − ∫ 0 ∞ exp(St)PCPT exp(ST t) dt (see 
[1, Chapter 6]). We use the block Arnoldi method to compute an orthonormal basis 
for Km(S, P ). Similar to the standard Arnoldi method, the block Arnoldi process 
computes a decomposition 
ET(3.4)	 SV = V Hm + Vm+1Hm+1,m m, 
where V = [V1, . . . , Vm] ∈ Rn×mp is an orthonormal basis for Km(S, P ), Hm ∈ 
Rmp×mp is a block upper-Hessenberg matrix with p×p blocks Hi,j , and  Em ∈ Rmp×p 
consists of the last p columns of the identity matrix of order mp. By the Arnoldi 
relationship (3.4), the projected problem (3.2) is ⎡ ⎤ 
C · · ·  0 ⎢ . . . ⎥ ˜(3.5)	 HmQ + QHT = . . . ⎦ = C,m ⎣ . . . 
0 · · ·  0 
which, assuming mp  n, can be solved by direct methods. An algorithmic form of 
the block Krylov method for solving (3.1) is given below. 
Algorithm 3 (the block Krylov method for (3.1)). 
1. Given a tolerance τ . Let  V1 = V = P . 
2. For m = 1, 2, . . .  
2.1. W = SVm. 
for i = 1, . . . ,m 

Hi,m ← ViT W ;

W ← W − ViHi,m. 
2.2. Solve the smaller Lyapunov equation (3.5). 
2.3. Compute the reduced QR factorization of W : W = Vm+1Hm+1,m. 
2.4. Compute the residual norm ‖R(Q)‖F . 
2.5. If ‖R(Q)‖F < τ , then stop. 
2.6. Else, V ← [V, Vm+1]. 
We outline some of the computational issues associated with this algorithm. Since 
S = A−1M, in step 2.1, we need to solve p linear systems of the form 
(3.6)	 Ax = My 
for x. Notice that we do not need to form the approximate solution Ŷ (Q) =  V QV  T 
explicitly. Instead, only the factors V and Q are stored. To compute the residual 
norm ‖R(Q)‖F , ﬁrst notice that for any symmetric Q, 
− ˜ HTHmQ + QHT C QEm
(3.7)	 R(Q) = [V, Vm+1] 
m m+1,m [V, Vm+1]
T 
Hm+1,m mE
T Q 0 
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(a) Decay of the eigenvalues of Q 
(b) Residual norm for diﬀerent ranks of truncation

Fig. 3.1. Low-rank approximation of the solution to the Lyapunov equation (n = 37168).

√ ∥ ∥ 
HT ∥(see [17]). By (3.5) and (3.7), ‖R(Q)‖F = 2 ∥QEm m+1,m F , which is cheap 
to compute. Let Q = UΛUT be the eigenvalue decomposition of Q, where  Λ =  
diag(λ1, λ2, . . . , λm) holds the eigenvalues of Q, where the moduli are in decreasing 
order. The computed solution Ŷ (Q) can usually be truncated to a (much) lower rank 
without aﬀecting the residual norm: 
Ŷ (Q) = (V U)Λ(V U)T = (V [U1, U2]) 
Λ1 (V [U1, U2])
T ≈ Ŷ (U1Λ1U1 T ). Λ2 
In  order  to do this,  we  increase  the rank of  Λ1 until the residual norm of the truncated 
solution, ‖R(U1Λ1U1 T )‖F , is smaller than a prescribed tolerance τ . For example, 
consider the Lyapunov equation arising from the ﬁrst iteration of Algorithm 2 when 
applied to the ﬂow over an obstacle (details of this example are given in section 5.2). 
Let the tolerance τ = 10−3 . The solution computed by Algorithm 3 has rank 628 and 
can be truncated to rank 80 without signiﬁcantly aﬀecting its accuracy. Figure 3.1(a) 
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shows the decay of eigenvalues of Q, and Figure 3.1(b) depicts the residual norm of 
truncated solutions corresponding to various choices of Λ1. 
In our experiments, we have observed that when applying Algorithm 2 to problems 
arising from ﬂuid mechanics, solving the Lyapunov equation (3.1) accurately can be 
quite expensive, especially at the early stages of the computation when the eigenvector 
Zj has not converged yet. In the next section, we will show that it is in fact not 
necessary to solve (3.1) accurately in the ﬁrst few iterations of Algorithm 2. 
Diﬀerent choices of the subspace K lead to variants of the standard Krylov 
method described here, for example, the extended Krylov subspace method [23] and 
the rational Krylov subspace method [8]. Some results for the alternative methods 
will be given in section 5.3. 
Remark. Necessary and suﬃcient conditions for the projected Lyapunov equation 
(3.5) to have a unique solution is that θi +θj =0, where (θi, θj ) is any pair of eigenvalues 
of Hm. To guarantee this, in the literature on projection methods for Lyapunov 
equations, it is common to require that the ﬁeld of values of S lie in one half of the 
complex plane (the imaginary axis not included). This is a rather strong condition 
which is not satisﬁed by matrices in our numerical experiments described in section 5. 
(Instead, they satisfy only a weaker condition that all their eigenvalues lie in the left 
half of the complex plane.) Thus, it is possible that the solution to (3.5) does not 
exist or is not unique, which will lead to a breakdown of the projection method. We 
never encountered this diﬃculty in our experiments. 
4. Inexact inverse iteration. In this section, we ﬁrst review the main results 
from the previous work of Robbe´, Sadkane, and Spence [19] on inexact inverse itera­
tion, and based on their idea, we propose an inexact inverse iteration for solving the 
eigenvalue problem (1.4). Suppose that a cluster (k  n) of eigenvalues of A ∈ Rn×n 
near a shift σ is wanted. The standard approach for this problem is inverse iteration, 
which requires the solution of k linear systems 
(4.1) (A− σI)Xi = Xi−1 
at each step. Solving (4.1) exactly can be very challenging if n is large, which is typical 
when A arises from discretization of two- or three-dimensional PDEs. Therefore, 
the system (4.1) is often solved inexactly using iterative methods. This approach 
is referred to as an inner-outer iterative method: the inner iteration refers to the 
iterative solution of (4.1), and the outer iteration is inverse iteration for eigenvalues. 
For simplicity, let k = 1  and  σ = 0; that is, suppose we are looking for the eigenvalue 
closest to zero. The inexact inverse iteration in this case is as follows. 
Algorithm 4 (inexact inverse iteration). 
1. Given a tolerance τ , δ > 0 and the starting guess z1 with ‖z1‖2 = 1.  
2. For j = 1, 2, . . .  
2.1. Compute the eigenvalue estimate: λj = zj
T Azj . 
2.2. Set rj = Azj − λj zj and test convergence. 
2.3. Solve Ayj = zj for yj inexactly such that rj = Ayj − zj with 
(4.2) ‖rj ‖2 < δ‖rj ‖2. 
2.4. Normalize: zj+1 = yj /‖yj‖2. 
Since δ is ﬁxed, the stopping criterion (4.2) implies the following: at the early 
stage of the eigenvalue computation, when ‖rj ‖2 is still large, the inner iteration 
does not need to be very accurate either; as (λj , zj ) converges to the true solution 
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(i.e., ‖rj ‖2 gets smaller), (4.1) will be solved more and more accurately. It was shown 
in [19] that with this strategy, the number of inner iterations will not increase as the 
outer iteration proceeds. 
We have a similar situation here: we want to compute the eigenvalue of (1.4) clos­
est to zero using Algorithm 2, which requires the solution of (2.10) at each step. Note 
that ‖z‖2 = ‖Z‖F if z = vec(Z). Moreover, for A nonsingular, (1.4) is equivalent to 
(4.3) SZ + ZST + λ(SZT T + TZST ) = 0, 
where S = A−1M and T = A−1B. Therefore, in Algorithm 2, the stopping criterion 
(4.4) ‖Rj ‖F < δ‖Rj ‖F 
is used for the inner iteration (e.g., Algorithm 3) for (2.10), where Rj = SZj +Zj S
T + 
λj (SZj T
T + TZjS
T ) and  Rj = SYj + Yj S
T − Pj Cj PjT . Based on Algorithms 2 and 4, 
we propose the following version of inexact inverse iteration for solving (1.4). 
Algorithm 5 (inexact inverse iteration for (1.4) with rank reduction). 
1. Given V1 ∈ Rn with ‖V1‖2 = 1  and  D1 = 1,  let  Z1 = V1D1V1 T and k = 1.  
Given δ >  0. 
2. For j = 1, 2, . . .  
2.1. Compute (2.5), and solve for the eigenvalue λ˜j of (2.9) closest to zero 
and its eigenvector Z˜j = V˜j D˜j V˜j
T , where  V˜j ∈ Rk×r and D˜j ∈ Rr×r 
with r = 1 (j = 1) or  2  (j ≥ 2). 
2.2. Set Zj = Vj D˜j VjT and λj = λ˜j , where  Vj = Vj V˜j . 
2.3. Compute ‖Rj ‖F and test convergence. 
2.4. Solve for Yj from SYj + Yj S
T = Pj Cj Pj
T in factored form Yj = 
Vj+1Dj+1Vj
T 
+1 such that ‖Rj ‖F < δ‖Rj ‖F . 
2.5. Truncate the solution Yj to rank kj : Vj+1 ← Vj+1(:, 1 :  kj ). 
Remark. An alternative choice of the pair of residuals would be R′ j = MZj A
T + 
AZj M
T + λj (MZj B
T + BZj M
T ) and  Rj 
′ = AYj MT + MYj AT − Fj , which are the 
residuals of (1.4) and (2.6), respectively. We prefer the choice used in Algorithm 5 
because of cost considerations. ‖Rj ‖F is available at almost no cost due to (3.7), 
and since Zj = Vj D˜j VjT has rank two, Rj has rank four and the dominant cost of 
computing ‖Rj ‖F is the solution of four systems with coeﬃcient matrix A, allowing us 
to compute SVj and TVj . 3 In contrast, although it is trivial to compute the Frobenius 
norm of the rank-four R′ j , it can be very expensive to evaluate ‖Rj ′ ‖F : by (3.7) and 
the relation Rj 
′ = ARj AT , computing ‖Rj ′ ‖F at the mth step of Algorithm 3 requires 
p(m+ 1) matrix-vector products with A, where  p is the rank of the right-hand side of 
(2.10). If a large number of Arnoldi steps is needed, which is indeed the case in our 
numerical experiments, then monitoring ‖Rj ′ ‖F instead of ‖Rj ‖F will be much more 
expensive. 
5. Numerical results. In this section, we apply Algorithm 5 to 2 two-
dimensional models of incompressible ﬂows that lose stability because of Hopf bi­
furcation, namely, driven-cavity ﬂow and ﬂow over an obstacle. The numerical results 
support the theory of [18] and show that the algorithm we propose is robust. 
In the previous sections, we always assumed that the mass matrix M is nonsin­
gular. However, as given by (1.6), the mass matrix in our examples is singular. This 
3In order to solve (2.10), A has been prefactored or a preconditioner for it has been computed. 
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implies that (1.2) has an inﬁnite eigenvalue (i.e., the eigenvalue that corresponds 
to the zero eigenvalue of S) of multiplicity 2np (see [5]). As shown in [5], however, 
replacement of M with the nonsingular, shifted mass matrix 
−G σBT 
(5.1) Mσ = σB 0 
maps the inﬁnite eigenvalue of (1.2) to σ−1 and leaves the ﬁnite ones unchanged. 
With a proper choice of σ, the rightmost eigenvalue(s) of (1.2) will not be changed, 
which means that stability analysis will not be aﬀected. In our computations, we use 
the shifted mass matrix (5.1) with σ = −10−2 instead of the M given in (1.6). The 
inﬁnite eigenvalues of (1.2) are mapped to −102, which is well away from its rightmost 
dJeigenvalues. In addition, the matrix B = dν (ν0) was approximated using a forward 
diﬀerence approximation. 
All numerical results were obtained using MATLAB 7.8.0 (R2009a), on a PC with 
a 1.60 GHz processor, and 4 GB of RAM. 
5.1. Example 1: Driven-cavity ﬂow. This is a classic test problem used in 
ﬂuid dynamics, a model of the ﬂow in a unit-square cavity with the lid moving from 
left to right. We use the software package IFISS (see [9]) to compute the steady-
state solution of (1.5). The left plot of Figure 5.1 shows exponentially distributed 
streamlines of a steady solution. Studies of the critical Reynolds number Rec for this 
problem show it to be around 8000. (For example, the reported value is 7998.5 in [10], 
7960 in [11], between 8017.6 and 8018.8 in [2], and between 8000 and 8050 within less 
than 1% error in [4].) The rightmost eigenvalues at the critical Reynolds number are 
also provided in [10] (±βi ≈ ±2.8356i) and [11] (±βi ≈ ±2.837i). The right plot of 
Figure 5.1 shows the eigenvalues of J x = μMx at Re = 8076, a value slightly larger 
than the critical value Rec. As is clearly seen, there are many complex eigenvalues 
near the imaginary axis, and, in fact, it is a very diﬃcult problem to ﬁnd out precisely 
which eigenpair crosses the imaginary axis to cause the loss of stability. 
Fig. 5.1. Driven-cavity ﬂow. Left plot: Exponentially distributed streamlines at Re = 7500. 
Right plot: The 300 eigenvalues with smallest modulus of J x = μMx computed by the implicitly 
restarted Arnoldi method at Re = 8076 (the crosses denote the rightmost eigenvalues). 
We use a Q2 -Q1 mixed ﬁnite element discretization and three meshes: 64 × 64 
(n = 9539), 128×128 (n = 37507), and 256×256 (n = 148739). Algorithm 5 is tested 
on the three problems arising from the three meshes of discretization, with tests for 
three choices δ = 1, 10−1, and  10−2 in (4.4). Let the Reynolds number at the starting 
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Table 5.1 
Driven-cavity ﬂow (256 × 256 mesh, Re0 = 7800) for  δ = 1, 10−1 , 10−2 in (4.4). 
j  Rej μj ‖rj ‖2 ‖Rj ‖F ‖Rj ‖F mj kj 
δ = 1  
1 −219 2.64515e-12 1.29459e-01 4.94209e+1 4.86367e+1 322 90 
2 8014 2.81408i 1.72108e-06 1.52388e-2 1.48458e-2 424 160 
3 8080 2.80919i 7.33553e-08 4.42196e-4 3.87001e-4 444 160 
4 8077 2.80960i 3.43710e-09 1.61958e-5 1.58346e-5 448 170 
5 8077 2.80960i 1.04455e-10 5.90803e-7 — — — 
Total: 1638 
δ = 10−1 
1 −219 2.64515e-12 1.29459e-01 4.94209e+1 4.79199e+0 510 120 
2 8173 2.81562i 2.54877e-06 2.57187e-2 2.43960e-3 536 190 
3 8083 2.80915i 7.32265e-08 3.57523e-4 3.37686e-5 552 210 
4 8077 2.80960i 4.06199e-09 2.07058e-5 2.00807e-6 532 210 
5 8077 2.80960i 1.53027e-10 8.23020e-7 — — — 
Total: 2130 
δ = 10−2 
1 −219 2.64515e-12 1.29459e-01 4.94209e+1 4.88503e-1 914 190 
2 8291 2.81758i 2.85886e-06 3.19166e-2 3.14783e-4 724 260 
3 8082 2.80908i 7.05097e-08 4.49294e-4 4.32428e-6 728 270 
4 8077 2.80960i 5.23912e-09 1.97292e-5 1.92897e-7 724 260 
5 8077 2.80960i 1.51600e-10 6.70318e-7 — — — 
Total: 3090 
point, Re0, be about 250 smaller than its critical value, Rec. The goal of our tests is 
to ﬁnd out whether Algorithm 5 is able to approximate the diﬀerence λc between the 
two viscosities ν0 = 
1 and νc = 
1 and, in turn, give us a good estimate of Rec. 
4 
Re0 Rec 
The computational results for the ﬁnest mesh are reported in Table 5.1. Rej denotes 
the estimated value of Rec, μj denotes the estimated βi, rj = (A + λj B)xj − μj Mxj 
is the residual of (1.3), and Rj , Rj are deﬁned in the previous section. In addition, 
mj is the rank of the solution of (2.10) before truncation, and kj is the rank after 
truncation. The main cost of each iteration is the mj solves of linear systems with 
coeﬃcient matrix A. The computation terminates when ‖rj ‖2 < 10−9 is satisﬁed. In 
the ﬁrst iteration, when a real, symmetric, and rank-one matrix vvT (v is a random 
vector in Rn) is used as the eigenvector estimate of (1.4), the eigenvalue estimate 
λj is quite far away from its true value λc, causing the estimated critical Reynolds 
number to be nonphysical (−219). However, starting from the second iteration, λj 
converges rapidly to its true value. A fairly large Krylov subspace is needed to solve 
the Lyapunov equations, even when the tolerance is quite mild (‖Rj ‖F < ‖Rj ‖F ). 
Computational results for the two coarser meshes can be found in Appendix A, and 
the same trend can be observed there. 
As observed above, a commonly used method to locate the ﬁrst Hopf point is to 
compute the rightmost eigenvalues of J x = μMx for a set of points with increasing 
Reynolds numbers on the solution path S, until a critical value is reached at which 
the real part of the rightmost eigenvalues becomes positive. We follow this approach 
to verify the results given by Algorithm 5. The details are as follows: for each point 
in the set, we compute the 250 eigenvalues with smallest modulus for J x = μMx 
using MATLAB function “eigs” (with other parameters set to default values), which 
implements the implicitly restarted Arnoldi (IRA) method [24]. For the ﬁnest mesh, 
14Let λc = νc −ν0; then once λc is approximated by Algorithm 5, Rec can be estimated by ν0+λc . 
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the critical Reynolds number found by this method is between 8075 and 8076, and the 
rightmost eigenvalues are ±βi ≈ ±2.80905i. This shows that Algorithm 5 yields good 
estimates of Rec and βi. The number 250 was obtained by trial and error. When 
only 200 eigenvalues with smallest modulus were computed, we could not ﬁnd the 
rightmost eigenvalues. 
Remark. Our goal is to have a robust method that detects instability without 
computing many eigenvalues, since we do not know in general how many eigenvalues 
need be computed to ensure that the rightmost ones have been found. It is also not 
straightforward to evaluate the cost of the IRA method when it is used to generate a 
set of eigenvalues in this way, because this cost is highly dependent on how various 
parameters are chosen. Consequently, we do not make a detailed cost comparison of 
the two methods. For the particular choice of parameters we made, i.e., computing 
the 250 eigenvalues with smallest modulus using “eigs” with default setting, at each 
Reynolds number in the set, the eigenvalue computation requires the solution of at 
least 500 linear systems with coeﬃcient matrix J , and typically many more. In our 
experience, locating Rec by monitoring the rightmost eigenvalues along S is much 
more expensive than Algorithm 5 with δ = 1.  
5.2. Example 2: Flow over an obstacle. This example represents ﬂow in a 
channel (dimension: 2 ×8) with a square obstacle (dimension: 0.5 ×0.5) in it. (In this 
case, the Reynolds number is deﬁned to be ν 
2 .) A Poiseuille ﬂow proﬁle is imposed 
on the inﬂow boundary, and a no-ﬂow (zero velocity) condition is imposed on the 
walls. A Neumann condition is applied at the outﬂow boundary and automatically 
sets the mean outﬂow pressure to zero (see [9] for details). Again we use IFISS to 
compute the steady-state solution. Uniformly distributed streamlines of the steady 
solution are plotted in Figure 5.2(a). As in the previous example, we use Q2 -Q1 mixed 
ﬁnite element discretization and apply Algorithm 5 (with δ = 1, 10−1 , 10−2) on  three  
meshes: 32 × 128 (n = 9512), 64 × 256 (n = 37168), and 128 × 512 (n = 146912). 
We choose Re0 to be 50 smaller than the critical value Rec. The computational 
results for the ﬁnest mesh are reported in Table 5.2. Results given by the IRA method 
(see Example 1) are the following: 372 ≤ Rec ≤ 373 and ±βi ≈ ±2.26578i. The 300 
eigenvalues with smallest modulus at a Reynolds number slightly larger than Rec 
are plotted in Figure 5.2(b). As in the previous example, our algorithm gives good 
estimates of Rec and βi. This problem has signiﬁcantly fewer eigenvalues near the 
imaginary axis, and the Krylov subspaces needed for the Lyapunov solves are also 
signiﬁcantly smaller than for the cavity problem. Computational results for the other 
two meshes can be found in Appendix B. 
Remark. Note  that  A + λcB is only a linear approximation of the true Jacobian 
matrix J (αc). Therefore, the true eigenvalue of (1.4), (2.2), and (4.3) with smallest 
modulus is λc + , where   is a small error. The size of this error, ||, depends on the 
distance between the chosen starting point (u0, α0) and the critical point (uc, αc): the 
closer (uc, αc) is  to (u0, α0), the better A + λcB approximates J (αc) and the smaller 
|| gets. 
5.3. Discussion of Lyapunov solvers. As observed above, the eﬃciency of 
Algorithm 5 depends largely on the cost of solving the large-scale Lyapunov equa­
tion (3.1) at each iteration. In section 3, we discussed the Krylov method which 
searches for an approximate solution { V QV  T , where  V is an orthonormal basis of the 
Krylov subspace Km(S, P ) =  span  P, SP, S2P, . . . , Sm−1P and Q solves the small 
projected problem obtained by imposing the Galerkin condition. As shown in Ex­
ample 1 (driven-cavity ﬂow), a large Krylov subspace is needed for this method to 
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(a) Uniformly distributed streamlines at Re = 350 
(b) The 300 eigenvalues with smallest modulus of J x = μMx computed by 
the IRA method at Re = 373 (the crosses denote the rightmost eigenvalues) 
Fig. 5.2. Flow over an obstacle. 
compute an accurate enough solution even for the mild tolerance ‖Rj ‖F < ‖Rj ‖F . 
This deﬁciency leads us to the exploration of alternative Lyapunov solvers. 
A recently developed projection method is the rational Krylov subspace method 
(RKSM) [8]. Like the standard Krylov method, it projects a large Lyapunov equa­
tion onto a much smaller subspace, solves the small Lyapunov equation obtained by 
imposing the Galerkin condition, and projects the solution back to the original space. 
In this method, the Krylov subspace is deﬁned to be ⎧⎨ m∏−1 ⎫⎬ ⎩P, (S − s1I)−1P, . . . ,  
j=1 
where s = [s1, s2, . . . , sm−1]T ∈ Cm−1 is a vector of shifts that can be selected a 
priori or generated adaptively during computation. An algorithm that computes a 
decomposition similar to (3.4) for Km(S, P, s) can be found in [21]. The use of such 
a subspace is ﬁrst introduced by Ruhe for eigenvalue computation [20], where the 
shifts are placed around the target eigenvalues. In [7], RKSM is used to approximate 
u(t) =  exp(St)P ∈ Rn, where  S ∈ Rn×n is symmetric negative deﬁnite. An adaptive 
approach of choosing the shifts is proposed in [7] with the goal of minimizing the 
upper bound of the L2(0,∞) error of the RKSM solution. This upper bound suggests 
that the shifts should lie on the imaginary axis, although it is shown in [7] that they 
can be restricted to the interval [−λmax,−λmin] on the real line, where λmax and 
m−j I)−1P(5.2) Km(S, P, s) =  span  (S − s ,⎭
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Table 5.2 
Flow over an obstacle (128 × 512 mesh, Re0 = 320) for  δ = 1, 10−1 , 10−2 in (4.4). 
j  Rej μj ‖rj ‖2 ‖Rj ‖F ‖Rj ‖F mj kj 
δ = 1  
1 −331 −6.21192e-13 1.52776e-01 4.38125e+0 3.52097e+0 68 10 
2 311 2.26820i 2.28878e-04 1.79583e-1 1.77367e-1 56 20 
3 378 2.27689i 4.11801e-05 5.72823e-3 4.23584e-3 68 20 
4 375 2.26633i 9.82413e-06 1.20449e-3 6.69375e-4 68 20 
5 373 2.26632i 1.79954e-06 2.34683e-4 2.09699e-4 64 30 
6 373 2.26661i 2.42540e-07 2.87217e-5 2.67124e-5 64 20 
7 373 2.26656i 4.05258e-08 5.38433e-6 4.10305e-6 64 20 
8 373 2.26656i 5.45124e-09 7.12393e-7 4.27719e-7 68 20 
9 373 2.26656i 1.32615e-09 1.82166e-7 9.15168e-8 68 20 
10 373 2.26656i 3.22020e-10 3.99332e-8 — — — 
Total: 588 
δ = 10−1 
1 −331 −6.21192e-13 1.52776e-01 4.38125e+0 4.22028e-1 202 30 
2 366 2.21977i 1.44453e-04 3.67019e-2 3.34052e-3 84 40 
3 368 2.26650i 2.91683e-05 3.77305e-3 2.59429e-4 80 30 
4 374 2.26727i 3.07688e-06 5.16995e-4 3.16904e-5 80 30 
5 373 2.26650i 4.51259e-07 5.51444e-5 5.21710e-6 76 40 
6 373 2.26657i 4.14640e-08 5.33721e-6 4.04173e-7 76 40 
7 373 2.26656i 4.67350e-09 6.55972e-7 4.42397e-8 80 40 
8 373 2.26656i 6.61702e-10 9.81259e-8 — — — 
Total: 678 
δ = 10−2 
1 −331 −6.21192e-13 1.52776e-01 4.38125e+0 3.87099e-2 254 40 
2 364 2.22687i 5.37359e-04 1.51434e-2 1.36842e-4 164 60 
3 370 2.26840i 1.79202e-05 2.39139e-3 2.32630e-5 156 60 
4 374 2.26678i 2.40915e-06 3.15403e-4 2.86933e-6 148 50 
5 373 2.26653i 4.22143e-07 5.32762e-5 5.14646e-7 132 50 
6 373 2.26657i 9.53373e-09 2.13741e-6 1.82336e-8 160 50 
7 373 2.26656i 3.55204e-09 6.02453e-7 4.99433e-9 160 50 
8 373 2.26656i 3.66251e-10 5.45473e-8 — — — 
Total: 1174 
λmin are the largest and smallest eigenvalues of S, respectively. We present their 
formula for computing the next shift sm (m ≥ 2) without going into detail: 
( ) m z − λ(m) 
(5.3) sm = arg  maxs∈I |rm
1
(s)| , rm(z) =  ∏ j=1 
(z − sj
j 
) 
m ,m−1 
m−1 
j=1 
where {λ(m)}m are the Ritz values of S on the Krylov subspace Km = (S, P, s),j j=1 
{sj }m−1 are the shifts of previous iterations, and I = [−λmax, −λmin]. In each j=1 
Arnoldi step, a new pole will be added to the denominator of rm(z) and the nu­
merator of rm(z) will be completely changed. To start the computation, the ﬁrst 
shift s1 is set to be an estimate of −λmax or −λmin, which must be provided by 
some means. In [8], it is shown that this adaptive computation of the shifts can 
be used to generate an eﬃcient Krylov subspace for solving the Lyapunov equation 
(3.1). ∫ ∞ This is motivated by the relation between exp(St)P and the analytic solu­
tion 
0 
exp(St)PCP  T exp(ST t) dt to (3.1). To generate the adaptive approach to 
a nonsymmetric S, [8] suggests replacing I = [−λmax, −λmin] by  I = [−Remax(λ), 
−Remin(λ)]. As before, Remax(λ) and  Remin(λ) must be estimated beforehand (see 
[8] for a discussion). A convergence analysis of RKSM is given in [6]. 
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Recall that in our problem, S = A−1M, where  A ∈ Rn×n is the Jacobian matrix 
and M ∈ Rn×n is the nonsingular, shifted mass matrix given by (5.1). Both A and M 
are large and sparse, and A is nonsymmetric. Each iteration of the standard Krylov 
method applied to (3.1) requires p solves with the coeﬃcient matrix A to compute 
the new Arnoldi block Vm+1, where  p is the rank of the right-hand side of (3.1). 
On the other hand, each iteration of RKSM requires p solves with the coeﬃcient 
matrices M − sj A to compute the new Arnoldi block Vm+1, and  an  extra  p solves 
with the coeﬃcient matrix A to compute SVm+1,  which  in  turn  gives us the  Rayleigh  
quotient (see Algorithm 1 and Proposition 4.1 from [8]). While we can prefactor A or 
precompute a preconditioner for A, we cannot do the same thing for M − sj A, since  
the shift sj is diﬀerent from iteration to iteration. Therefore, when Krylov subspaces 
of the same dimension are used to approximate the solution to (3.1), RKSM will be 
more expensive than the standard Krylov method. RKSM is competitive only when 
it can generate the solution with a smaller subspace. 
The examples we consider in this discussion of Lyapunov solvers are the Lyapunov 
equations 
(5.4) SYj + Yj S
T = Pj Cj Pj
T , j  = 1, 2, 3, 4, 
arising from the ﬁrst three iterations of Algorithm 5 (with δ = 1 and the standard 
Krylov Lyapunov solver) for driven-cavity ﬂow on the two coarser meshes. The rank 
of the right-hand side is 2 for j = 1 and  4  for  j = 2, 3, 4. The matrix A is prefactored. 
Let the residual of (5.4) be Rj . To compare the performance of the standard Krylov 
method and RKSM for solving (5.4), we have carried out the following numerical 
experiments. 
We ﬁrst compare the performance of the two methods. In Figure 5.3, we plot the 
decay of residual norm (‖Rj ‖F ) for both the standard Krylov method and RKSM as 
the dimension of the Krylov subspace K (see (3.3) and (5.2) for deﬁnitions) increases 
to an allowed maximum of 800. In all four cases, RKSM has a faster asymptotic 
convergence rate than the standard Krylov method, and RKSM is able to ﬁnd a 
much more accurate solution. For example, when j = 1, the ﬁnal residual norm 
of the RKSM solution is about 10−7 , whereas that of the Krylov solution is only 
about 10−1 . 
Second, we compare the CPU times of the standard Krylov method and RKSM 
as well as the ranks of the solutions produced by them when the stopping criterion is 
‖Rj ‖F < 10−3 . These results are reported in Table 5.3. Consider ﬁrst the case j = 1,  
where we performed the computation for two diﬀerent mesh sizes. On both meshes, 
RKSM yields solutions with much lower rank, on the order of 24% to 35% of the rank 
of the Krylov solutions. It is also much cheaper than the standard Krylov method in 
terms of CPU time; for example, on the coarsest mesh, it takes RKSM 8 minutes to 
compute the solution with rank 426 but 63 minutes for the standard Krylov method 
to compute the solution of rank 1218. The high cost of RKSM per iteration is fully 
compensated for by its early convergence. In addition, when the mesh is reﬁned, the 
rank of the RKSM solution seems to be mesh-independent (426 and 428), whereas 
the rank of the standard Krylov method increases noticeably (1218 and 1748). This 
suggests that the ﬁner the mesh is, the more eﬃcient RKSM will be compared with 
the Krylov method. 
Next, consider analogous results for j = 2, 3, 4, i.e., as the outer iteration pro­
ceeds. It can be seen from Figure 5.3 that for both Lyapunov solvers the Lyapunov 
equation becomes progressively easier to solve as j increases. This is due to the fact 
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(d) j = 4  
Fig. 5.3. Residual norm decay of the standard Krylov method and RKSM (64 × 64 mesh). 
Table 5.3 
Rank of the approximate solution and CPU time. 
64 × 64 mesh 128 × 128 mesh 
j Krylov RKSM Krylov RKSM 
1 1218 (63 min.) 426 (8 min.) 1748 (276 min.) 428 (34 min.) 
2 1024 (15 min.) 588 (10 min.) 
3 516 (1 min.) 476 (6 min.) 
4 312 (0.3 min.) 428 (5 min.) 
that as j increases, the starting block of both methods, Pj , gets “closer” to the eigen-
vectors associated with the dominant eigenvalues of the solution Yj , and  moreover,  
these dominant eigenvalues become more separate from the other eigenvalues of Yj . 
Evidence for this is as follows. From section 2, we know that (normalized) Yj con-
verges to the eigenvector Zc = VDVT of (1.4), where V ∈  Rn×2 . Figure 5.4 shows 
the moduli of the 50 eigenvalues of Yj (j = 1, 2, 3, 4) with largest modulus. (The 
800-dimensional RKSM solutions are taken as the exact Yj ’s.) It is not diﬃcult to 
see that as j increases, the two eigenvalues of Yj with largest modulus become more 
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Fig. 5.4. Moduli of the 50 eigenvalues of Yj with largest modulus (64 × 64 mesh). 
dominant. Let Uj ∈ Rn×2 hold the eigenvectors of Yj associated with the two domi­
nant eigenvalues, and let ∠(Pj , Uj ) denote the angle between the subspaces spanned 
by Pj and Uj (see [25] for the deﬁnition of the angle between two subspaces). The 
smaller this angle is, the closer the two subspaces are to being linearly dependent. We 
compute ∠(Pj , Uj ) for  j = 1, 2, 3, 4 using MATLAB function “subspace” and obtain 
the following results: ∠(P1, U1) ≈ 1.5326, ∠(P2, U2) ≈ 0.3564, ∠(P3, U3) ≈ 0.0071, 
and ∠(P4, U4) ≈ 0.0002. Thus, ∠(Pj , Uj ) goes to zero rapidly as the outer iteration 
proceeds. Table 5.3 also suggests that the standard Krylov method becomes more 
advantageous compared to RKSM as the outer iteration proceeds. The reason behind 
this is that the standard Krylov method is able to resolve the dominant eigenvectors 
Uj of the solution Yj faster than RKSM in the case where ∠(Pj , Uj ) is already small. 
This point is demonstrated in Figure 5.5, which shows the decay of ∠(K, Uj ), the an­
gle between the subspace spanned by Uj , and the Krylov subspace. The decay curves 
in Figures 5.3 and 5.5 are clearly similar. 
We conclude section 5.3 with the following remarks: 
1. If the goal is to solve (3.1) accurately, RKSM is deﬁnitely the superior choice. 
Compared to the standard Krylov method, it has a faster asymptotic rate 
of convergence, which leads to signiﬁcant savings in both storage and CPU 
time; moreover, the rank of the solution it computes is mesh-independent, 
which is important for problems arising from discretization of two- or three-
dimensional PDEs. 
2.	 However, as pointed out in section 4, solving the Lyapunov equations ac­
curately is not of primary interest in the current study, since we need only 
solve it accurately enough for the outer iteration, i.e., ‖Rj ‖F < ‖Rj ‖F (see 
Algorithm 5, step 2.4 with δ = 1). In our experiments, ‖R1‖F ≈ 3.81 × 102 , 
‖R2‖F ≈ 1.52 × 10−1 , ‖R3‖F ≈ 2.35 × 10−3, and  ‖R4‖F ≈ 7.17 × 10−5 
(see Table A.1 in Appendix A). Figure 5.3 shows that if the stopping cri­
terion is this mild, the two methods require Krylov subspaces of almost the 
same dimension, and therefore RKSM will be the less eﬀective choice between 
the two. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
A1602 H. C. ELMAN, K. MEERBERGEN, A. SPENCE, AND M. WU 
0 100 200 300 400 500 600 700 800 
10−15 
10−10 
10−5 
100 
105 
the dimension of the Krylov subspace K 
∠
 
(K
,U
 1 ) 
standard Krylov 
RKSM 
(a) j = 1  
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(c) j = 3  
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Fig. 5.5. Decay of ∠(K, Uj ) of the standard Krylov method and RKSM (64 × 64 mesh). 
6. Conclusions. We have reﬁned the Lyapunov inverse iteration proposed in 
[18] and examined the application of our algorithm to two examples arising from mod-
els of incompressible ﬂow. The driven-cavity ﬂow example is a particularly diﬃcult 
problem. For both examples, the new algorithm is able to compute good estimates 
of the critical parameter value at which Hopf bifurcation takes place. Our algorithm 
belongs to the class of inner-outer iterative methods: the outer iteration is the in-
verse iteration for a special eigenvalue problem, and the inner iteration is to solve a 
Lyapunov equation. Based on existing theory of inner-outer iterative methods, the 
Lyapunov equations do not need to be solved to high accuracy; instead, a mild tol-
erance is suﬃcient. In this scenario, the standard Krylov method is as eﬀective as 
RKSM for solving the large-scale Lyapunov systems that arise for our application. 
Appendix A. Numerical results for Example 1. 
A.1. The 64 × 64 mesh (n = 9539). 
• Algorithm 5 
• The IRA method: 7928 ≤ Re∗ ≤ 7929 and μ ≈ ±2.69910i 
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Table A.1 
Driven-cavity ﬂow (64 × 64 mesh, Re0 = 7700) for  δ = 1, 10−1 , 10−2 in (4.4). 
j  Rej μj ‖rj ‖2 ‖Rj ‖F ‖Rj ‖F mj kj 
δ = 1  
1 −33 −1.65191e-13 3.11813e-01 3.81288e+2 3.49287e+2 126 40 
2 8071 2.75632i 2.28205e-04 1.51762e-1 1.51102e-1 468 170 
3 7956 2.69951i 5.94238e-06 2.35053e-3 2.29411e-3 464 170 
4 7941 2.69869i 1.25554e-07 7.17013e-5 6.92490e-5 440 160 
5 7941 2.69871i 5.22034e-09 2.22796e-6 2.11931e-6 456 160 
6 7941 2.69871i 1.58703e-10 7.03833e-8 — — — 
Total: 1954 
δ = 10−1 
1 −33 −1.65191e-13 3.11813e-01 3.81288e+2 3.67018e+1 184 60 
2 8099 3.22383i 3.63286e-04 7.42002e-2 7.21658e-3 828 260 
3 8272 2.69587i 3.06514e-05 2.30574e-2 2.29802e-3 584 210 
4 7940 2.69870i 9.47243e-07 3.99983e-4 3.99561e-5 628 240 
5 7941 2.69871i 3.10614e-08 1.77510e-5 1.74859e-6 584 210 
6 7941 2.69871i 9.92136e-10 6.43387e-7 — — — 
Total: 2808 
δ = 10−2 
1 −33 −1.65191e-13 3.11813e-01 3.81288e+2 3.75975e+0 458 130 
2 8266 2.69436i 3.23204e-05 3.91517e-2 3.74950e-4 736 240 
3 7934 2.69853i 5.63398e-07 4.91929e-4 4.79841e-6 812 270 
4 7941 2.69872i 3.36650e-08 2.62097e-5 2.53300e-7 804 270 
5 7941 2.69871i 2.06884e-09 7.55187e-7 7.36075e-9 872 290 
6 7941 2.69871i 4.18021e-11 2.58556e-8 — — — 
Total: 3682 
Table A.2 
Driven-cavity ﬂow (128 × 128 mesh, Re0 = 7900) for  δ = 1, 10−1 , 10−2 in (4.4). 
j  Rej μj ‖rj ‖2 ‖Rj ‖F ‖Rj ‖F mj kj 
δ = 1  
1 −84 4.52639e-14 1.98235e-01 1.80556e+2 1.46777e+2 192 60 
2 7980 2.77602i 1.49742e-05 1.11252e-2 1.08771e-2 452 160 
3 8178 2.76959i 3.59421e-07 6.67463e-4 6.60235e-4 456 170 
4 8170 2.76985i 1.52871e-08 1.98948e-5 1.77490e-5 456 170 
5 8170 2.76986i 5.65144e-10 1.09343e-6 — — — 
Total: 1556 
δ = 10−1 
1 −84 4.52639e-14 1.98235e-01 1.80556e+2 1.80487e+1 394 120 
2 8712 2.78474i 1.28825e-05 5.36405e-2 4.89405e-3 516 190 
3 8195 2.76859i 3.60491e-07 1.11571e-3 1.06377e-4 540 200 
4 8170 2.76988i 2.75212e-08 4.87574e-5 4.57568e-6 576 220 
5 8170 2.76986i 7.86850e-10 1.66872e-6 — — — 
Total: 2026 
δ = 10−2 
1 −84 4.52639e-14 1.98235e-01 1.80556e+2 1.77080e+0 552 150 
2 8279 2.78261i 6.89377e-06 2.57644e-2 2.56827e-4 732 270 
3 8183 2.76926i 2.69987e-07 3.79368e-4 3.75942e-6 784 280 
4 8171 2.76983i 1.97231e-08 2.36808e-5 2.30965e-7 764 270 
5 8170 2.76986i 9.31122e-10 1.88047e-6 — — — 
Total: 2832 
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A.2. The 128 × 128 mesh (n = 37507). 
• Algorithm 5 
• The IRA method: 8167 ≤ Re∗ ≤ 8168 and μ ≈ ±2.76931i 
Appendix B. Numerical results for Example 2. 
B.1. The 32 × 128 mesh (n = 9512). 
• Algorithm 5 
• The IRA method: 366 ≤ Re∗ ≤ 367 and μ ≈ ±2.25320i 
Table B.1 
Flow over an obstacle (32 × 128 mesh, Re0 = 320) for  δ = 1, 10−1 , 10−2 in (4.4). 
j  Rej μj ‖rj ‖2 ‖Rj ‖F ‖Rj ‖F mj kj 
δ = 1  
1 −51 −2.58005e-14 3.49466e-01 1.34437e+1 1.28722e+1 64 10 
2 312 2.24624i 1.03971e-03 8.86864e-2 8.81434e-2 68 30 
3 372 2.25768i 1.58031e-04 5.38592e-3 4.49832e-3 68 30 
4 368 2.25509i 4.52672e-05 5.17687e-4 4.22587e-4 68 30 
5 368 2.25445i 4.69228e-06 6.75943e-5 6.49335e-5 68 30 
6 368 2.25466i 6.44924e-07 8.61572e-6 3.78203e-6 72 30 
7 368 2.25466i 8.89108e-08 1.56019e-6 9.25999e-7 72 30 
8 368 2.25466i 3.34159e-08 4.92662e-7 3.60198e-7 68 30 
9 368 2.25466i 4.12733e-09 7.20820e-8 6.38617e-8 68 30 
10 368 2.25466i 1.52598e-09 2.22553e-8 1.25189e-8 68 30 
11 368 2.25466i 2.521173-10 3.57852e-9 — — — 
Total: 684 
δ = 10−1 
1 −51 −2.58005e-14 3.49466e-01 1.34437e+1 1.097413+0 80 30 
2 340 2.25959i 1.34391e-03 1.24111e-1 9.25966e-3 80 30 
3 371 2.25850i 2.84080e-04 4.17974e-3 3.65068e-4 88 40 
4 368 2.25419i 2.91437e-05 3.48382e-4 3.14857e-5 84 40 
5 368 2.25459i 1.66116e-06 3.70041e-5 3.63305e-6 84 50 
6 368 2.25470i 2.05981e-07 8.67526e-6 6.08886e-7 84 40 
7 368 2.25466i 1.20058e-07 1.98096e-6 1.73313e-7 84 40 
8 368 2.25466i 1.92445e-08 4.79664e-7 4.44614e-8 80 40 
9 368 2.25466i 4.90524e-09 7.95222e-8 7.07355e-9 84 40 
10 368 2.25466i 7.62478e-10 1.64741e-8 — — — 
Total: 748 
δ = 10−2 
1 −51 −2.58005e-14 3.49466e-01 1.34437e+1 1.33974e-1 256 50 
2 355 2.23301i 5.20369e-04 1.27854e-2 1.27569e-4 212 80 
3 368 2.25539i 1.16498e-04 1.68074e-3 1.55230e-5 184 60 
4 368 2.25479i 1.25632e-05 1.71052e-4 1.63911e-6 180 60 
5 368 2.25465i 5.29902e-07 1.04054e-5 1.02432e-7 192 70 
6 368 2.25466i 5.71101e-08 1.09042e-6 1.06047e-8 172 60 
7 368 2.25466i 6.17975e-09 1.37103e-7 1.35858e-9 180 60 
8 368 2.25466i 8.80752e-10 2.09028e-8 — — — 
Total: 1376 
B.2. The 64 × 256 mesh (n = 37168). 
• Algorithm 5 
• The IRA method: 371 ≤ Re∗ ≤ 372 and μ ≈ ±2.26399i 
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Table B.2 
Flow over an obstacle (64 × 256 mesh, Re0 = 320) for  δ = 1, 10−1 , 10−2 in (4.4). 
j  Rej μj ‖rj ‖2 ‖Rj ‖F ‖Rj ‖F mj kj 
δ = 1  
1 −126 −4.56508e-14 2.34469e-01 6.82009e+0 6.54563e+0 68 10 
2 309 2.25503i 1.22214e-03 2.67894e-1 1.47060e-1 60 10 
3 388 2.28406i 1.79532e-04 1.44874e-2 1.38221e-2 68 30 
4 371 2.26307i 3.24286e-05 1.50971e-3 7.80000e-4 68 30 
5 372 2.26454i 2.80872e-06 1.26709e-4 8.29876e-5 68 20 
6 372 2.26439i 1.35033e-06 5.10769e-5 3.90744e-5 64 20 
7 372 2.26440i 1.15382e-07 5.09132e-6 4.22834e-6 68 30 
8 372 2.26441i 5.60313e-08 2.03776e-6 1.31217e-6 64 20 
9 372 2.26441i 4.75726e-09 2.25479e-7 1.17966e-7 68 20 
10 372 2.26441i 1.91912e-09 6.90577e-8 3.15263e-8 64 20 
11 372 2.26441i 2.16132e-10 8.88705e-9 — — — 
Total: 660 
δ = 10−1 
1 −126 −4.56508e-14 2.34469e-01 6.82009e+0 5.94744e-1 200 30 
2 371 2.24869i 5.87893e-04 4.21899e-2 4.09704e-3 92 40 
3 369 2.26101i 8.09361e-05 3.07705e-3 2.78703e-4 80 40 
4 372 2.26488i 8.09872e-06 3.53202e-4 2.66546e-5 80 40 
5 372 2.26446i 5.68983e-07 3.12131e-5 1.81808e-6 84 40 
6 372 2.26440i 5.69946e-08 3.94377e-6 3.11348e-7 84 40 
7 372 2.26441i 2.64065e-08 1.19487e-6 8.67071e-8 80 40 
8 372 2.26441i 4.71386e-09 1.98825e-7 1.20088e-8 80 40 
9 372 2.26441i 6.18183e-10 2.82239e-9 — — — 
Total: 780 
δ = 10−2 
1 −126 −4.56508e-14 2.34469e-01 6.82009e+0 5.65414e-2 254 50 
2 355 2.24026i 1.94550e-04 1.49911e-2 1.31541e-4 184 60 
3 370 2.26957i 7.74197e-05 3.01197e-3 2.89703e-5 152 60 
4 372 2.26422i 1.07494e-05 4.01064e-4 3.94011e-6 156 60 
5 372 2.26440i 1.55387e-06 5.52818e-5 5.09448e-7 156 50 
6 372 2.26442i 4.72673e-08 2.39237e-6 2.21539e-8 168 60 
7 372 2.26441i 6.31077e-09 2.60586e-7 2.24572e-9 180 60 
8 372 2.26441i 9.64857e-10 4.66424e-8 — — — 
Total: 1250 
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