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COMBINING RIESZ BASES
GADY KOZMA AND SHAHAF NITZAN
1. Introduction
Let S ⊂ Rd be some set, and f ∈ L2(S). How can one represent f as a
combination of exponentials? Ideally, one would like to find a sequence Λ ⊂ Rd
such that the functions {ei〈λ,t〉}λ∈Λ form an orthonormal basis of L
2(S). Such
an object would give each f a unique representation as f(t) =
∑
cλe
i〈λ,t〉, and
the coefficients would be easy to calculate. Unfortunately, orthonormal bases of
exponentials are not easy to come by. It goes back to Fuglede [5] that even the
ball in two or more dimensions does not enjoy an orthogonal basis of exponentials.
The reason is that orthogonality is too strong a requirement, it requires that each
couple of exponentials have their difference in the zero set of 1̂S (a Bessel function,
in the case of the ball). See also [6, 8, 28, 14, 27]. A similar statement holds for
some simply constructed subsets of R, even the union of as few as two disjoint
intervals may not admit an orthogonal basis of exponentials, see e.g. [9].
If one cannot find an orthonormal basis, a Riesz basis is the second best (see §2
for precise definitions). A Riesz basis also gives each function a unique representa-
tion f(t) =
∑
cλe
i〈λ,t〉 in a stable manner. Our understanding of the existence of
Riesz bases of exponentials is still lacking. On the one hand, there are relatively
few examples in which it is known how to construct a Riesz basis of exponentials.
On the other hand, we know of no example of a set S of positive measure for which
a Riesz basis of exponentials can be shown not to exist. In particular the question
is not settled for the ball in two or more dimensions.
In this paper we prove the following.
Theorem. Let S ⊂ R be a finite union of intervals. Then there exists a set
Λ ⊂ R such that the functions {eiλt}λ∈Λ form a Riesz basis in L
2(S). Moreover,
if S ⊆ [0, 2π] then Λ may be chosen to satisfy Λ ⊆ Z.
Interest in Riesz bases of exponentials for finite unions of intervals has its roots
in practical applications to sampling of band-limited signals, and the first partial
results came from there. Thus Kohlenberg [13] solved the case of two intervals
of equal length. Bezuglaya and Katsnelson [4] solved the case that the intervals
have integer end points. Seip [26] did the general case of two intervals and a
few subcases of three or more intervals. Lyubarskii and Seip [20] give a well-
written survey on the problem including a solution of the case that the intervals
have equal lengths (but arbitrary positions), as well as a proof that a Riesz basis of
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exponential with complex λ always exists. An interesting approach based on quasi-
crystals [21] allowed to construct Riesz bases for additional families of unions of
intervals, under an arithmetic condition on the lengths [15, 17]. A control-theory
approach was investigated in [2, 3] and a reduction to inversions of convolution
integral operators in [12, 19].
Due to the popularity the problem used to enjoy, the following conversation
must have repeated in many places and times:
Student: Why is it difficult to construct a Riesz basis for two intervals? Say
their lengths are α and β, can’t you just take (1/α)Z ∪ (1/β)Z?
Advisor: Think of the case α = β!
Student: OK, but you can move one of the copies a little, and then the union
forms a Riesz basis, right?
Advisor: How about the case that α and β are rationally independent? Then no
matter how you move two copies, the union is not even separated.
Student: Right, just moving will not work in this case. But we can still use
the Paley-Wiener stability theorem to perturb each one a little (so it’s still a
Riesz basis) in such a way that when you take the union it will be separated.
Advisor: But how do you show that this is a Riesz basis for the union?
Student: Eh...
(see §2 for Paley-Wiener’s stability theorem and the role of separatedness). The
advisor probably knew that the union of two Riesz basis for two intervals is not
necessarily a Riesz basis for the union, even if they are separated. A simple
example comes from taking {. . . ,−13
4
,−3
4
, 0, 3
4
, 13
4
, 23
4
, . . . } which is not a Riesz
basis for [0, 2π] by Kadec [10], and noting that taking the even entries in the series
gives a Riesz basis for [0, π] while the odd entries form a Riesz basis for [π, 2π],
both, again, by the Kadec 1
4
rule. Nevertheless, the crux of our proof, see §3 below,
is that under certain conditions, one can actually take the union and get a Riesz
basis.
Before embarking with the details, we wish to draw the reader’s attention to
an interesting connection between the problem of finding some Riesz basis of
exponentials on a complicated set, and characterizing Riesz bases of exponentials
on a single interval. For example, Seip [26] translates the problem of finding a
Riesz basis for two intervals to the problem of finding a Riesz basis of [0, 1] which
is a subset of αZ for some α < 1; and [15, 17] reduce the problem to asking
whether certain arithmetic sets are Riesz bases for a single interval. The case
of a single interval is amenable to techniques from complex analysis, leading to
deep results by Kadec [10], Katsnelson [11] Avdonin [1] and Pavlov [25, 7]. Our
approach also relies on a reduction to a single interval. However, in the interest
of self-containment, we will give a proof that does not use these results, only the
Paley-Wiener stability theorem (see §2).
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2. preliminaries
2.1. Systems of vectors in Hilbert spaces. Let H be a separable Hilbert
space. A system of vectors {fn} ⊆ H is called a Riesz basis if it is the image,
under a bounded invertible operator, of an orthonormal basis. This means that
{fn} is a Riesz basis if and only if it is complete in H and satisfies the following
inequality for all sequences {an} ∈ l
2,
c
∑
|an|
2 ≤ ‖
∑
anfn‖
2 ≤ C
∑
|an|
2, (1)
where c and C are some positive constants. A system {fn} ⊆ H which satisfies
condition (1), but is not necessarily complete, is called a Riesz sequence.
A simple duality argument shows that {fn} is a Riesz basis if and only if it is
minimal (i.e. no vector from the system lies in the closed span of the rest) and
satisfies the following inequality for every f ∈ H ,
c‖f‖2 ≤
∑
|〈f, fn〉|
2 ≤ C‖f‖2 (2)
where c and C are some positive constants (in fact, the same constants as in (1)).
A system {fn} ⊆ H which satisfies condition (2), but is not necessarily minimal,
is called a frame.
In particular, this discussion implies the following:
Lemma 1. A system of vectors in a Hilbert space is a Riesz basis if and only if it
is both a Riesz sequence and a frame.
If {fn} is a Riesz basis then there exists a dual system gn with 〈fn, gm〉 = 1{n=m}
and ‖gn‖ ≤ C. Indeed, if {φn} is an orthonormal basis in H and T : H 7→ H
is a bounded invertible operator which satisfies Tφn = fn then the system gn :=
(T ∗)−1φn has the required properties.
2.2. Density and systems of exponentials. We give a short and partial review
of results connecting the properties of a sequence of exponentials and the density
of its corresponding frequencies, due to Landau. These results will not be used in
any of our proofs. But they are useful to keep in mind while reading §3 below.
Let Λ = {λn} be a separated sequence of real numbers, i.e.
|λn − λm| > δ ∀n 6= m,
for some positive constant δ. Let us define the upper and lower densities
D−(Λ) = lim
r→∞
min|I|=r |Λ ∩ I|
r
D+(Λ) = lim
r→∞
max|I|=r |Λ ∩ I|
r
.
The sequence Λ is called uniformly distributed if D−(Λ) = D+(Λ). In this case
the common value is called the uniform density of Λ and denoted by D(Λ).
Given a set S ⊆ R of positive measure, consider the system of exponentials
E(Λ) = {eλ}λ∈Λ, eλ(t) = e
2piiλt,
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in the space L2(S). The results of Landau give necessary conditions, in terms of
the density of Λ, for the system E(Λ) to be a Riesz sequence or a frame in the
space [16] (see also [22]).
Theorem (Landau). Let Λ and S be as above and assume that Λ is separated and
S is bounded.
i. If E(Λ) is a Riesz sequence in L2(S) then D+(Λ) ≤ |S|.
ii. If E(Λ) is a frame in L2(S) then D−(Λ) ≥ |S|.
If E(Λ) is a Riesz basis of L2(S) then Λ must be separated (see below). We
conclude from Landau’s theorem that Λ is uniformly distributed with D(Λ) = |S|.
Remark 1. If E(Λ) is a Riesz basis for a bounded set, then Λ must be separated.
Indeed, if λ, µ ∈ Λ and |λ−µ| < ǫ then there exists a corresponding element of the
dual system g whose Fourier transform G satisfies G(2πλ) = 1 and G(2πµ) = 0.
This implies that ‖G′‖∞ > 1/2πǫ. Combining this with the fact that g is supported
on a bounded set leads to a contradiction to the fact that the dual system has
bounded norms.
On the other hand, for a bounded set S the separation condition on Λ implies
that the system E(Λ) satisfies the right inequality in (2) for the space L2(S)
(equivalently, the right inequality in (1)). See, for example, [29].
2.3. Stability of systems of exponentials. In the first step of our construction
we will use a theorem of Paley and Wiener regarding the stability of Riesz bases
of exponentials over single intervals [24]. For the completeness of the paper we
add a short proof of the theorem, which is applicable also for general spectra.
Theorem (Paley & Wiener). Let S ⊆ R be a bounded set of positive measure and
Λ be a sequence of real numbers such that E(Λ) is a Riesz basis in L2(S). Then
there exists a constant η = η(S,Λ) such that if a sequence Γ = {γn} satisfies
|λn − γn| < η ∀n
then E(Γ) is also a Riesz basis in L2(S).
Proof. It is well known (and easy to check) that if {fn} is a Riesz basis in a Hilbert
space H then there exists some constant c such that every sequence {gn} ⊆ H
which satisfies ∑
|〈f, fn − gn〉|
2 ≤ c‖f‖2 ∀f ∈ H (3)
is also a Riesz basis in H (see [29]).
To check this condition in our setting fix f ∈ L2(S) and denote its Fourier
transform by F . Since S is bounded, F has a derivative on the real axis which
is an image, under the Fourier transform, of some function in L2(S), say h. We
have, ‖h‖ ≤ C‖f‖, for some constant C depending only on the diameter of S.
Hence we get, ∑
|〈f, eλn − eγn〉|
2 =
∑
|F (2πλn)− F (2πγn)|
2
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≤ (2πη)2
∑
|F ′(2πξn)|
2 = (2πη)2
∑
|〈h, eξn〉|
2
where ξn is some number between λn and γn. Now, by the first part of Remark 1,
Λ must be separated, and hence, if η is sufficiently small, so will be the sequence
{ξn}. Using this with the second part of Remark 1 gives that the last expression is
smaller than Cη2‖h‖2. But ‖h‖ ≤ C‖f‖, for some constant C depending only on
the diameter of S. Hence, for small enough η the condition in (3) is fulfilled. 
Remark 2. Both the theorem and its proof hold also for frames and Riesz sequences
of exponentials.
Remark 3. In the case that S = [0, 1] and Λ = Z the theorem holds for every
constant η < 1
4
, and this is sharp (this is the Kadec 1
4
theorem already mentioned,
see [18, 10]).
2.4. Conventions. We use {x} to denote the fractional value of x i.e. the unique
element in (x + Z) ∩ [0, 1). We use c and C to denote constants which depend
on the system of exponentials under considerations but do not depend on other
parameters. Their value may change from place to place and even inside the same
formula. We will number them occasionally for clarity; numbered constants do
not change their value. C will be used for constants sufficiently large and c for
constants sufficiently small.
3. the basic lemma
In this section we prove a general lemma which is used in several places through-
out our construction. This lemma describes how one can get a Riesz basis of ex-
ponentials over a set S, given that there exist Riesz bases over some sets related
to S.
Fix a positive integer N . Given a set S ⊂ [0, 1], define
An =
{
t ∈
[
0,
1
N
]
: t+
j
N
∈ S for exactly n values of j ∈ {0, . . . , N − 1}
}
A≥n =
N⋃
k=n
Ak (4)
Lemma 2. If there exist Λ1, . . . ,ΛN ⊆ NZ such that the system E(Λn) is a Riesz
basis in L2(A≥n), then the system E(Λ), where
Λ =
N⋃
j=1
(Λj + j),
is a Riesz basis in L2(S).
Proof. We will use lemma 1 and show that E(Λ) is both a frame and a Riesz
sequence. Throughout the proof we will use the notation
e(t) = e1(t) = e
2piit.
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Clearly, it is equivalent to prove the lemma under the assumptions that
Λn ⊂ NZ+ n Λ =
N⋃
j=1
Λj
(but still requiring that Λn is a Riesz basis for A≥n — recall that the property of
being a Riesz basis is invariant to translations) which will make the notations a
little shorter.
Frame. To show that E(Λ) is a frame in L2(S) we need to show that for any
f ∈ L2(S) ∑
λ∈Λ
|〈f, eλ〉|
2 > c1||f ||
2
(the right inequality in the definition of a frame, (2), is satisfied because S ⊂ [0, 1]
and Λ ⊂ Z). For n ∈ {1, . . . , N}, denote by fn the restriction of f to
Bn =
{
t ∈ S : t+
j
N
∈ S for exactly n integer j′s
}
. (5)
(An is the “folding” of Bn to [0,
1
N
] i.e. cutting it to N pieces, translating each one
to [0, 1
N
] and taking a union). It is enough to show that for every n = 1, . . . , N we
have ∑
λ∈Λ
|〈f, eλ〉|
2 ≥ c‖fn‖
2 −
n−1∑
k=1
‖fk‖
2, (6)
where c is a positive constant, not depending on f . Indeed, the inequalities in (6)
imply that for any sequence of positive numbers {δn}
N
n=1 with
∑
δn = 1 we have∑
λ∈Λ
|〈f, eλ〉|
2 =
N∑
n=1
δn
∑
λ∈Λ
|〈f, eλ〉|
2
(6)
≥
N∑
n=1
δn
(
c‖fn‖
2 −
n−1∑
k=1
‖fk‖
2
)
=
N∑
n=1
(
cδn −
N∑
k=n+1
δk
)
‖fn‖
2.
Denote the last constant by c2 for clarity. We get that, if the sequence {δn} satisfies
δn >
2
c2
N∑
k=n+1
δk, ∀n ∈ {1, . . . , N}
(essentially it needs to decrease exponentially), then for c1 =
1
2
c2min δn we get
that ∑
λ∈Λ
|〈f, eλ〉|
2 ≥ c1
N∑
n=1
‖fn‖
2 = c1‖f‖
2.
as needed.
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Hence we need to show (6). Fix therefore some n ∈ {1, . . . , N} until the end of
the proof. Now, for any x, y ∈ C, |x+ y|2 ≥ 1
2
|x|2 − |y|2. So,
|〈f, eλ〉|
2 ≥
1
2
∣∣∣〈 N∑
k=n
fk, eλ
〉∣∣∣2 − ∣∣∣〈 n−1∑
k=1
fk, eλ
〉∣∣∣2.
For brevity define f≥n =
∑N
k=n fk. Summing over λ ∈ Λ gives∑
λ∈Λ
|〈f, eλ〉|
2 ≥
1
2
∑
λ∈Λ
|〈f≥n, eλ〉|
2 −
∑
λ∈Λ
∣∣∣〈 n−1∑
k=1
fk, eλ
〉∣∣∣2
(∗)
≥
1
2
∑
λ∈Λ
|〈f≥n, eλ〉|
2 −
∥∥∥ n−1∑
k=1
fk
∥∥∥2
(∗∗)
=
1
2
∑
λ∈Λ
|〈f≥n, eλ〉|
2 −
n−1∑
k=1
‖fk‖
2
where (∗) is because Λ ⊂ Z and (∗∗) since fk have disjoint supports. Hence, to
obtain (6) it remains to show that∑
λ∈Λ
|〈f≥n, eλ〉|
2 ≥ c‖fn‖
2 (7)
where c is a positive constant not depending on f .
Recall that Λ = ∪Λj and Λj ⊆ NZ+ j. For any λ ∈ NZ + j we have
〈f≥n, eλ〉 =
∫ 1
0
f≥n(t)eλ(t) dt =
∫ 1/N
0
N−1∑
l=0
f≥n
(
t +
l
N
)
e−λ
(
t+
l
N
)
dt
=
∫ 1/N
0
hj(t)e(−λt) = 〈hj, eλ〉. (8)
where
hj(t) = 1A≥n(t) ·
N−1∑
l=0
f≥n
(
t +
l
N
)
e
(
−
jl
N
)
.
Fix j ≤ n. Since Λj is a Riesz basis for A≥j and since hj is supported on A≥n ⊂ A≥j
we have ∑
λ∈Λj
|〈f≥n, eλ〉|
2 (8)=
∑
λ∈Λj
|〈hj , eλ〉|
2 ≥ c||hj||
2 (9)
where c is the Riesz constant of Λj. Summing over j gives∑
λ∈Λ
|〈f≥n, eλ〉|
2 ≥
n∑
j=1
∑
λ∈Λj
|〈f≥n, eλ〉|
2 ≥
(9)
≥ c
n∑
j=1
||hj||
2 ≥ c
n∑
j=1
||hj · 1An||
2. (10)
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For every particular t ∈ An the values of {hj(t)}j are given by applying the
n × N matrix L = {e(−jl/N)}j,l to the vector {f≥n(t + l/N)}l. Now, t ∈ An
so exactly n different values of this vector are non-zero. Considering only these
values we may think of L as an n × n Vandermonde matrix which is invertible
because the numbers e(−l/N) are different. Let C be a bound for the norm of the
inverse over all such n× n sub-matrices of L. We get
n∑
j=1
|hj(t)|
2 ≥
1
C
N−1∑
l=0
∣∣∣f≥n(t + l
N
)∣∣∣2
which we integrate over t ∈ An to get
n∑
j=1
||hj · 1An ||
2 ≥ c
N−1∑
l=0
∫
An
∣∣∣f≥n(t+ l
N
)∣∣∣2dt = c||fn||2.
With (10) we get (7), which in turn gives (6) and finally that Λ is a frame.
Riesz sequence. We now show that E(Λ) is a Riesz sequence in L2(S), i.e. that
for any sequence aλ ∈ l
2(Λ),∥∥∥∑
λ∈Λ
aλeλ
∥∥∥2 ≥ c∑
λ∈Λ
|aλ|
2
(again, the other inequality in (1) follows from S ⊂ [0, 1] and Λ ⊂ Z). As in the
first part, it is enough to show that for every n = 1, . . . , N we have∫
S
∣∣∣∑
λ∈Λ
aλeλ
∣∣∣2 ≥ c ∑
λ∈Λn
|aλ|
2 −
N∑
j=n+1
∑
λ∈Λj
|aλ|
2. (11)
To this end choose n ∈ {1, . . . , N}. We have,∫
S
∣∣∣∑
λ∈Λ
aλeλ
∣∣∣2dt ≥ 1
2
∫
S
∣∣∣ n∑
j=1
∑
λ∈Λj
aλeλ
∣∣∣2 − ∫
S
∣∣∣ N∑
j=n+1
∑
λ∈Λj
aλeλ
∣∣∣2
≥
1
2
∫
S
∣∣∣ n∑
j=1
∑
λ∈Λj
aλeλ
∣∣∣2 − N∑
j=n+1
∑
λ∈Λj
|aλ|
2
where the second inequality is due to S ⊂ [0, 1] and Λ ⊂ Z. Denote for brevity
f = 1S ·
n∑
j=1
∑
λ∈Λj
aλeλ
and get that to prove (11) it remains to show that∫
S
|f(t)|2 dt ≥ c
∑
λ∈Λn
|aλ|
2. (12)
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As in the previous case, we need to translate the problem to A≥n in order to use the
assumption of the lemma. Fix therefore some t ∈ A≥n and some l ∈ {0, . . . , N−1}
such that t+ l/N ∈ S and write
f
(
t +
l
N
)
=
n∑
j=1
∑
λ∈Λj
aλeλ
(
t +
l
N
)
=
n∑
j=1
∑
λ∈Λj
aλe
(
λt+
λl
N
)
=
=
n∑
j=1
e(jl/N)
∑
λ∈Λj
aλeλ(t)
where the last equality is because Λj ⊂ NZ + j. Again we see that the vector
{f(t+ l/N)}l (where l runs only over the values for which t+ l/N ∈ S, say there
are k such values) is given by applying the k×n matrix {e(jl/N)}l,j to the vector{∑
λ∈Λj
aλeλ(t)
}
j
. Again this matrix has full rank because k ≥ n and any n× n
minor is an invertible Vandermonde matrix. Set C to be a bound for the norms
of the inverses over all these minors and get, for all t ∈ A≥n,
N−1∑
l=0
∣∣∣f(t+ l
N
)∣∣∣2 ≥ 1
C
n∑
j=1
∣∣∣ ∑
λ∈Λj
aλeλ(t)
∣∣∣2 ≥ 1
C
∣∣∣ ∑
λ∈Λn
aλeλ(t)
∣∣∣2. (13)
Integrate over t and get∫
S
|f(t)|2 dt ≥
∫
B≥n
|f(t)|2 dt =
∫
A≥n
N−1∑
l=0
∣∣∣f(t + l
N
)∣∣∣2dt
(13)
≥
1
C
∫
A≥n
∣∣∣ ∑
λ∈Λn
aλeλ(t)
∣∣∣2.
Since E(Λn) is a Riesz basis over A≥n, this is ≥ c
∑
λ∈Λn
|aλ|
2. This shows (12),
hence (11), and completes the proof. 
Let us remark that a similar approach of dissection and translation was used in
[23].
4. Single intervals
In this section we use lemma 2 to obtain some corollaries regarding Riesz bases
of exponentials over single intervals. Our construction for Riesz bases over finite
unions of intervals will be done in much the same way. We end this section with
Claim 2, which is a simplified version of our main result: it states that our main
result holds in the “generic” case.
The following lemma was proved in [26] using Avdonin’s theorem. As promised,
we give an elementary proof.
Lemma 3. Let S ⊆ [0, 1] be an interval. Then there exists a sequence Λ ⊆ Z such
that E(Λ) is a Riesz basis for L2(S).
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Before starting with the proof of lemma 3, let us do a special case.
Claim 1. Let η be a constant satisfying the conditions of the Paley-Wiener stability
theorem for S = [0, 1] and the Riesz basis Z. There exists a sequence Λ ⊆ Z such
that E(Λ) is a Riesz basis for L2[0, η].
Proof. Applying an appropriate transformation from L2[0, 1] to L2[0, η], we find
that the system E((1/η)Z) is a Riesz basis (in fact, an orthogonal basis) over [0, η].
Moreover, the Paley-Wiener stability theorem implies that if Λ = {λn} satisfies
|n/η−λn| ≤ 1 then E(Λ) is also a Riesz basis over [0, η]. This gives the claim. 
Proof of lemma 3. We may assume that S = [0, b]. Fix η as in claim (1). First, we
note that there exists a number N such that {Nb} ≤ η (recall that {·} denotes the
fractional value). Indeed, this is clear if b is rational and follows from the density
of {Nb}N∈N if b is not rational.
Recall the definition of the sets A≥n, (4). For our S and N , the sets A≥n are
simply
A≥n =
[
0,
1
N
]
1 ≤ n ≤ ⌊Nb⌋
A≥⌊Nb⌋+1 =
[
0,
{Nb}
N
]
A≥n = ∅ ⌊Nb⌋ + 2 ≤ n ≤ N.
To apply lemma 2 we need to demonstrate Riesz bases in NZ for these sets. For
[0, 1/N ] we take NZ itself, and for [0, {bN}/N ] we can apply claim 1 (after scaling
by N) since {bN} < η. Hence lemma 2 applies and we are done. 
In particular, lemma 3 implies that for “most” of the sets S, which are finite
unions of intervals, there exists a Riesz basis of exponentials. We add a short
proof for this claim, as it is simpler than the proof of our general result:
Claim 2. Let S ⊂ [0, 1] be a finite union of intervals S = ∪Lj=1[aj , bj ]. If the
numbers {a1, . . . , aL, b1, . . . , bL, 1} are linearly independent over the rationals then
there exists a sequence Λ ⊂ Z such that E(Λ) is a Riesz basis over S.
Proof. Due to rational independence, the vectors ({Na1}, . . . , {NaL}, {Nb1}, . . . ,
{NbL}) are dense in [0, 1]
2L and in particular there exists an N such that
{Na1}, . . . , {NaL} <
1
2
< {Nb1}, . . . , {NbL}.
Now, the function Φ(t) = |{j : t + j/N ∈ S}| increases at every {Nai}/N and
decreases at every {Nbi}/N so the restrictions above mean that it is increasing on
[0, 1/2N ] and decreasing on [1/2N, 1/N ]. In particular A≥n = {t : Φ(t) ≥ n} is an
interval for every n. We use lemma 3 to find a Riesz basis in Z for each NA≥n,
rescale to get a Riesz basis in NZ for A≥n and finally apply lemma 2 to construct
a Riesz basis for S. 
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5. Finite union of intervals
5.1. Auxiliary results. The proof of the theorem in the general case requires
some understanding of the possible orders {Nai} may hold (compare to the proof
of claim 2). First, we mention a simple observation.
Claim 3. Let L be a positive integer and a1 ≤ · · · ≤ aL, b1 ≤ · · · ≤ bL ∈ [0, 1] be
2L numbers. Set
Φ(t) =
L∑
l=1
1[0,bl](t) +
L∑
l=1
1[al,1](t) A≥n = Φ
−1[n, 2L]; 1 ≤ n ≤ 2L.
Then the sets A≥n are all unions of at most L intervals (when considered cyclically).
Moreover, if there exists some n such that A≥n is a union of exactly L intervals
then the sequences al and bl interlace, i.e. either a1 ≤ b1 ≤ a2 ≤ · · · or b1 ≤ a1 ≤
b2 ≤ · · ·
Proof. The function Φ increases only in the al and decreases only in the bl. Hence
each set A≥n is a union of cyclic intervals of the form [al, bj ], 1 ≤ l, j ≤ L. Since
there are only 2L potential end-points, the sets A≥n are all unions of at most L
intervals.
Assume that the sequences do not interlace. This means that, for some 1 ≤ l <
L, no bj lies in the interval [al, al+1]. It follows that a set A≥n which contains an
interval with left point at al, does not contain an interval with left point at al+1.
Hence, the sets A≥n are all unions of at most L− 1 intervals. 
With claim 3, it is natural to investigate interlacement. Let us state our main
claim.
Lemma 4. Let a1, . . . , aL, b1, . . . , bL ∈ R be all different. Then there exist infinitely
many N ∈ N such that {Nai} and {Nbi} do not interlace.
Again, the term “interlace” should be understood cyclically: it means that for
some permutations σ and τ of {1, . . . , L} and for some x ∈ [0, 1],
{Naσ(1) + x} ≤ {Nbτ(1) + x)} ≤ {Naσ(2) + x} ≤ · · · ≤ {Nbτ(L) + x}
(x can always be taken to be −Naσ(1)).
Since the proof of Lemma 4 has a different flavour than the rest of the argument,
we postpone it to the next section.
5.2. Proof of the main result. We are now ready to prove the theorem.
Proof. We prove the “moreover clause” of the theorem i.e. assume that S ⊂ [0, 1]
and find a Λ ⊂ Z such that E(Λ) is a Riesz basis for S. We use induction on
L, the number of intervals S is constructed of. The case L = 1 was checked in
lemma 3. Assume that the theorem holds for all positive integers smaller then L.
Denote S = ∪Ll=1[al, bl]. By lemma 4 there exist arbitrarily large N such that the
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sequences {Nal} and {Nbl} do not interlace. Require also that N is so big that
every interval [al, bl] contains at least one element of the form k/N .
Examine now the sets A≥n. Because each interval [al, bl] contains an element
of 1
N
Z, then [al, bl] is partitioned into translates of [{Nal}/N, 1/N ], [0, {Nbl}/N ]
and [0, 1/N ]. We now apply claim 3 with
aclaim 3i = {Nai} b
claim 3
i = {Nbi}
and get that the Aclaim 3≥n have at most L− 1 intervals. But each A≥n is
1
N
× some
Aclaim 3≥n (not necessarily the same n, because of the pieces [0, 1/N ], but this is not
important). Hence, we may apply our inductive assumption to construct Riesz
bases in Z for all the sets NA≥n, rescale to get Riesz bases in NZ for the sets A≥n
and then apply Lemma 2 to finish the induction. 
In a similar way one can show the following corollaries of the theorem, we omit
the proofs.
Corollary 1. Let S ⊆ [0, 1] be a union of L intervals and fix N > 0. Assume that
m/N ≤ |S| < (m+ 1)/N where m is a positive integer. Then Λ of theorem 1 can
be chosen to satisfy
∪m−2L−1j=0 (NZ+ j) ⊆ Λ ⊆ ∪
m+2L
j=0 (NZ+ j).
Corollary 2. Let S1 ⊂ S2 ⊂ · · · ⊂ SK ⊂ [0, 1] be a family of sets, all of which are
finite unions of intervals. Then there exist sequences Λ1 ⊂ Λ2 ⊂ · · · ⊂ ΛK ⊂ Z
such that E(Λk) is a Riesz basis over Sk.
Remark 4. It is not difficult to check that the Riesz bases we construct all have
bounded discrepancy, namely, if the measure of S is α, then the Riesz basis Λ we
construct has the property that for any interval I ⊂ R,∣∣|Λ ∩ I| − α|I|∣∣ ≤ C.
Of course, this is due to us eventually relying on Paley-Wiener stability. Riesz
bases constructed by applying Paley-Wiener to scaled copies of Z have bounded
discrepancy, and this property is preserved throughout.
6. Proof of lemma 4
In this section we prove lemma 4, with this the proof of the theorem will be
complete. Our original proof of this lemma was long and rather cumbersome (the
interested reader can see it in the first arXiv version of the paper), the proof we
present here was shown to us by Fedor Nazarov.
Recall that Lemma 4 claims that it is not possible for {Naj} and {Nbj} to
interlace for almost all N . The proof revolves around the following quantities:
sN =
∣∣∣∣ L∑
j=1
e(Naj)−
L∑
j=1
e(Nbj)
∣∣∣∣2 SK = K∑
N=1
sN .
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We will show that SK is large, while whenever {Nai} and {Nbi} interlace, sN is
small, which will provide a contradiction.
We first show that SK is large. We open the square in the definition of sN ,
using the notations
ξj =
{
e(aj) j ∈ {1, . . . , L}
e(bj−L) j ∈ {L+ 1, . . . , 2L}
εj =
{
1 j ∈ {1, . . . , L}
−1 j ∈ {L+ 1, . . . , 2L}
and we get
SK =
2L∑
j=1
2L∑
k=1
εjεk
K∑
N=1
ξNj ξk
N
= 2LK +
∑
j 6=k
εjεk
ξjξk − (ξjξk)
K+1
1− ξjξk
= 2LK +O(1) (14)
where the constant implicit in the O(1) might depend on L and on the ξj but not
on K.
We now bound sN in the case that {Nai} and {Nbi} interlace. Define α =∑
e(Naj) −
∑
e(Nbj) so that sN = |α|
2 (we omit the dependency of α on N in
the notation). We assume α 6= 0 since otherwise there is nothing to prove. Let P
be the map from C to R defined by Px = 〈x, α/|α|〉R2 (where x and α are thought
of as points in R2), i.e. a projection on the line αR and then a rotation to R. We
get
sN = |P (α)|
2 =
∣∣∣∣ L∑
j=1
P (e(Naj))−
L∑
j=1
P (e(Nbj))
∣∣∣∣2.
Let now {dj}
2L
j=1 be the collection of points {e(Naj)}∪{e(Nbj)} arranged counter-
clockwise starting from α/|α|. For example, if α ∈ R+ then 0 ≤ arg d1 ≤ arg d2 ≤
· · · . Under the assumption of interlacement, we see that either d2j ∈ {e(Nak)}
and d2j+1 ∈ {e(Nbk)} or vice-versa and hence in both cases
sN =
∣∣∣∣ L∑
j=1
P (d2j−1)− P (d2j)
∣∣∣∣2.
The crucial observation is now that P (d2j−1)− P (d2j) are positive up to some j0,
and negative from that point on. This means that∣∣∣∣ L∑
j=1
P (d2j−1)−P (d2j)
∣∣∣∣ ≤ max{ j0∑
j=1
P (d2j−1)−P (d2j),
L∑
j=j0+1
P (d2j)−P (d2j−1)
}
.
Further, the intervals [P (d2j−1), P (d2j)] are disjoint in both regimes (i.e. up to j0
and from j0 + 1 on), so both sums on the right-hand side of the equation above
are bounded by 2. We get
sN ≤ 4 whenever {Nai} and {Nbi} interlace. (15)
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This immediately finishes the case of L ≥ 3. Indeed, if for all N but a finite
number {Nai} and {Nbi} interlace then as K →∞
2LK +O(1)
(14)
= SK =
K∑
N=1
sN
(15)
≤ 4K +O(1)
(the O(1) on the right-hand side is due to the finite set of bad N) leading to a
contradiction.
To do the case of L = 2 with the same approach we need to strengthen (15)
slightly. Fix some small enough ǫ > 0. By the Dirichlet approximation theorem,
given any integer N one can find an integer N ≤ n ≤ N + ⌈ε−4⌉ such that na1,
na2, nb1, nb2 are all within distance smaller or equal to ǫ from the integers. In
this case we estimate sn directly from the definition (without using P as before)
and get
s1/2n = |e(na1) + e(na2)− e(nb1)− e(nb2)|
≤ |e(na1)− 1|+ |e(na2)− 1|+ |1− e(nb1)|+ |1− e(nb2)| ≤ Cǫ.
Choose ǫ sufficiently small so that the right-hand side is < 1. We conclude that, if
for all N ≤ K we have interlacement then there is a proportion c1K where sN ≤ 1,
and the rest are still ≤ 4 by (15). So we get (under interlacement for almost every
N),
SK =
K∑
N=1
sN ≤ (1− c1)K · 4 + c1K · 1 +O(1) ≤ (4− c)K +O(1).
leading to a contradiction as before.
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