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FREE PRODUCTS OF EXACT GROUPS
KENNETH J. DYKEMA
Abstract. It has recently been proved that the class of unital exact C∗–algebras is closed
under taking reduced amalgamated free products. Here the proof is presented of a special
case: that the class of exact discrete groups is closed under taking free products (with
amalgamation over the identity element). The proof of this special case is considerably
simpler than in full generality.
Introduction.
A C∗–algebra A is said to be exact if taking the minimal tensor product with A preserves
exactness of short exact sequences; namely, A is exact if and only if whenever
0→ I →֒ B π→ B/I → 0
is a short exact sequence of C∗–algebras and ∗–homomorphisms, it follows that the resulting
sequence
0→ I ⊗min A →֒ B ⊗min A π⊗idA−→ (B/I)⊗min A→ 0(1)
is exact. The issue of exactness was first raised by S. Wassermann’s result [9] that the
full group C∗–algebra of a free group is not exact. It is known that every nuclear C∗–
algebra A is exact and that C∗–subalgebras of exact C∗–algebras are exact; see Wassermann’s
monograph [11] for a good introduction to exact C∗–algebras.
Let us say that a group G is exact if it’s reduced group C∗–algebra C∗r (G) is an exact C
∗–
algebra, where we take G with the discrete topology; by definition C∗r (G) ⊆ B(l2(G)) is the
C∗–algebra generated by the left regular representation of G. (We will always take groups
to have the discrete topology; the more general case of locally compact groups has been
explored in [7].) Many groups are known to be exact. For example, amenable groups are
exact, because their reduced group C∗–algebras are nuclear. Choi proved [2] that C∗r (Z2∗Z3)
embeds in a nuclear C∗–algebra, where Z2 ∗Z3 is the free product of the two element group
and the three element group; this implies that Z2 ∗ Z3 is an exact group, and passing to
subgroups shows that every nonabelian free group is exact. Hyperbolic groups are known
to be exact by Adams’ result [1] implying that their reduced group C∗–algebras embed in
nuclear C∗–algebras; (see also the recent proof of Germain [4]). The class of exact groups is
known to be closed under passing to subgroups, under taking direct limits and under taking
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2direct sums; moreover, by [8, Theorem 5.1], extensions of exact groups by exact groups are
exact. It is in fact conjectured that all discrete groups are exact.
In [3] we proved that every C∗–algebra constructed as a reduced amalgamated free product
of exact C∗–algebras is exact; an immediate consequence is that the class of exact groups is
closed under taking amalgamated free products. Here we will give a simplified version of the
argument by way of proving a special case of the result, namely that the class of exact groups
is closed under taking free products, (i.e. amalgamating over only the identity elements).
Exactness of free products.
Throughout this section, let G = ∗ι∈I Gι be the free product of a family (Gι)ι∈I of groups.
Recall that G is constructed as
G = {e} ∪ {g1g2 · · · gn | gj ∈ Gιj\{e}, ι1 6= ι2, ι2 6= ι3, . . . , ιn−1 6= ιn},(2)
where multiplication is performed by concatenation and reducing. Our goal is to show that
G is exact under the hypothesis that all the Gι are exact. The proof has two main steps,
namely Lemmas 2 and 3 below; note that in Lemma 2 the Gι are not required to be exact.
We shall also use the following result.
Lemma 1. Let A be a C∗–algebra and let π : A → B(H) be a faithful ∗–representation of
A on a Hilbert space H. Suppose that for every finite subset ω ⊆ A and every ǫ > 0 there
is an exact C∗–algebra D and there are completely positive contractions φ : A → D and
ψ : D → B(H) such that ‖ψ ◦ φ(x) − π(x)‖ < ǫ for every x ∈ ω. Then A is an exact
C∗–algebra.
This lemma was proved by Wassermann [10], but where the C∗–algebra D was required to
be finite dimensional. However, the proof of the more general result stated above is only a
minor modification of Wassermann’s proof; it can be found in [3].
A natural length function on the free product of groups is the block length, which we will
denote ℓ; an element g = g1g2 · · · gn as in (2) has block length ℓ(g) = n, while ℓ(e) = 0. Let
Wn = {g ∈ G | ℓ(g) ≤ n}, regard l2(Wn) as a subspace of l2(G) and let Pn : l2(G)→ l2(Wn)
denote the projection. Let Φn : B(l2(G)) → B(l2(Wn)) be the unital completely positive
map Φn(x) = PnxPn. We now find maps going the other way which give in the limit an
approximate inverse for Φn on elements of C
∗
r (G).
Lemma 2. There are completely positive unital maps Ψn : B(l2(Wn)) → B(l2(G)), for all
n ∈ N, so that
∀a ∈ C∗r (G) lim
n→∞
‖Ψn ◦ Φn(a)− a‖ = 0.(3)
Before beginning the proof, note that it is entirely plausible that such maps Ψn exist. If
a ∈ C∗r (G) and if a happens to be a linear combination of left translators λg, where ℓ(g) ≤ k,
(the set of such elements a, for k arbitrary, is dense in C∗r (G)), then a can be recovered from
the compression Φn(a) as soon as we have n ≥ k; indeed, aδe ∈ l2(Wn) and a can be found
3from aδe. However, we must (approximately) recover a from Φn(a) by use of a completely
positive map.
Proof. We will define an isometry Vn : l
2(G) → l2(Wn) ⊗ l2(G) and let Ψn : B(l2(Wn)) →
B(l2(G)) be given by Ψn(x) = V ∗n (x⊗ 1)Vn. If g ∈ G with ℓ(g) > 0, let ι1, . . . , ιℓ(g) ∈ I and
gj ∈ Gιj\{e} be such that ιj 6= ιj+1 and g = g1g2 . . . gℓ(g). Let m =
[
n+1
2
]
. Let
Vnδg =

δg ⊗ δe if ℓ(g) ≤ m
√
n−ℓ(g)√
n−m δg ⊗ δe +
∑ℓ(g)−1
j=m
1√
n−mδg1...gj ⊗ δgj+1...gℓ(g) if m ≤ ℓ(g) ≤ n∑n−1
j=m
1√
n−mδg1...gj ⊗ δgj+1...gℓ(g) if n ≤ ℓ(g).
(4)
In order to show that (3) holds, we may without loss of generality take a = λh for h ∈ G,
because the linear span of these is dense in C∗r (G). For every g ∈ G we have that ℓ(g)−ℓ(h) ≤
ℓ(hg) ≤ ℓ(g) + ℓ(h), so taking n to be very much larger than ℓ(h), the following cases are
the only possibilities, and we find that Ψn ◦ Φn(λh)δg = c(n, h, g)δhg for the real numbers
0 ≤ c(n, h, g) ≤ 1 given below. Thus
‖Φn ◦Ψn(λh)− λh‖ = 1− inf
g∈G
c(n, h, g)(5)
(We write g = g1g2 · · · gℓ(g) as a reduced word in the Gι’s with the usual conventions explained
above.)
Case 2.1. ℓ(g) ≤ m and ℓ(hg) ≤ m.
Then Ψn ◦ Φn(λh)δg = V ∗n (δhg ⊗ δe) = δhg so c(n, h, g) = 1.
Case 2.2. ℓ(g) ≤ m and m ≤ ℓ(hg) ≤ n.
Then Ψn ◦ Φn(λh)δg = V ∗n (δhg ⊗ δe) =
√
n−ℓ(hg)√
n−m δhg and hence√
1− ℓ(h)
n−m ≤ c(n, h, g) ≤ 1.(6)
Case 2.3. m ≤ ℓ(g) ≤ n and ℓ(hg) ≤ m.
Then
Ψn ◦ Φn(λh)δg = V ∗n
√n− ℓ(g)√
n−m δhg ⊗ δe +
ℓ(g)−1∑
j=m+ℓ(g)−ℓ(hg)
1√
n−mδhg1...gj ⊗ δgj+1...gℓ(g)
 ,
(7)
and the above quantity is equal to
√
n−ℓ(g)√
n−m δhg; hence (6) holds.
Case 2.4. m ≤ ℓ(g) ≤ n and m ≤ ℓ(hg) ≤ n.
4Then (7) holds, whereas
Vnδhg =
√
n− ℓ(hg)√
n−m δhg ⊗ δe +
ℓ(g)−1∑
j=m+ℓ(g)−ℓ(hg)
1√
n−mδhg1...gj ⊗ δgj+1...gℓ(g).(8)
Hence
Ψn ◦ Φn(λh)δg =
(√
(n− ℓ(g))(n− ℓ(hg))
n−m +
min(ℓ(g), ℓ(hg))−m
n−m
)
δhg
and
1− ℓ(h)
n−m ≤
n−max(ℓ(g), ℓ(hg))
n−m +
min(ℓ(g), ℓ(hg))−m
n−m ≤ c(n, h, g) ≤ 1.
Case 2.5. m ≤ ℓ(g) ≤ n and n ≤ ℓ(hg).
Then (7) holds, whereas
Vnδhg =
n+ℓ(g)−ℓ(hg)−1∑
j=m+ℓ(g)−ℓ(hg)
1√
n−mδhg1...gj ⊗ δgj+1...gℓ(g).(9)
Hence
Ψn ◦ Φn(λh)δg = n + ℓ(g)− ℓ(hg)−m
n−m δhg
and
1− ℓ(h)
n−m ≤ c(n, h, g) ≤ 1.(10)
Case 2.6. n ≤ ℓ(g) and m ≤ ℓ(hg) ≤ n.
Then
Ψn ◦ Φn(λh)δg = V ∗n
(
n−1∑
j=m
1√
n−mδhg1...gj ⊗ δgj+1...gℓ(g)
)
(11)
whereas (8) holds. Hence
Ψn ◦ Φn(λh)δg = n− ℓ(g) + ℓ(hg)−m
n−m δhg
and (10) holds.
Case 2.7. n ≤ ℓ(g) and n ≤ ℓ(hg).
5Then (11) and (9) hold. Hence
Ψn ◦ Φn(λh)δg = n−m− |ℓ(g)− ℓ(hg)|
n−m δhg
and (10) holds.
Considering the bound (5) and the estimates in cases 2.1–2.7, the proposition is proved.
The following lemma will use Kirchberg’s result [6, 7.1] (see also [5, Prop. 2]) that if
0 → J → B → A → 0 is a short exact sequence of C∗–algebras and ∗–homomorphisms, if
this sequence has a completely positive contractive splitting s : A → B and if J and A are
exact C∗–algebras then B is an exact C∗–algebra.
Lemma 3. Suppose that every Gι is infinite and I is finite. Then for every n ∈ N there is
an exact C∗–algebra Dn ⊆ B(l2(Wn)) such that Φn(C∗r (G)) ⊆ Dn.
Proof. Since each Gι is infinite, the reduced group C
∗–algebra C∗r (Gι) contains no nonzero
compact operators on l2(Gι). Write G
o
ι = Gι\{e} and let Qoι : l2(Gι) → l2(Goι ) be the
projection. Let Âι ⊆ B(l2(Goι )) be the C∗–algebra generated by {QoιaQoι | a ∈ C∗r (Gι)} ∪
K(l2(Goι )). Since for every a1, a2 ∈ C∗r (Gι) the operator Qoιa1a2Qoι − Qoιa1Qoιa2Qoι has rank
one, we see that the quotient Âι/K(l
2(Gι)) is isomorphic to C
∗
r (Gι). Moreover, the short
exact sequence
0→ K(l2(Gι))→ Âι → C∗r (Gι)→ 0(12)
has the unital completely positive splitting a 7→ QoιaQoι . By Kirchberg’s result as described
above, Âι is an exact C
∗–algebra.
Writing elements of G as words in (Goι )ι∈I , we canonically identify l
2(Wn) with
Cδe ⊕
⊕
1≤k≤n
ι1,... ,ιk∈I
ι1 6=ι2,... ,ιk−1 6=ιk
l2(Goι1)⊗ · · · ⊗ l2(Goιk).(13)
Now we single out the tensor factors that are a fixed number of places counting from the
right. For ι ∈ I and 1 ≤ p ≤ n consider the Hilbert spaces
Lp,ι =

Cη ⊕
⊕
1≤k≤n−p−1
ι1,... ,ιk∈I
ι1 6=ι2,... ,ιk−1 6=ιk
ιk 6=ι
l2(Goι1)⊗ · · · ⊗ l2(Goιk) if p < n
Cη if p = n
Rp,ι =

Cη if p = 1⊕
ι1,... ,ιp−1∈I
ι1 6=ι2,... ,ιp−2 6=ιp−1
ι1 6=ι
l2(Goι1)⊗ · · · ⊗ l2(Goιp−1) if p > 1,
6where Cη denotes a copy of C having a unit vector η. Let
Vp,ι : Lp,ι ⊗ l2(Goι )⊗Rι,p → l2(Wn)
be the isometric mapping of Hilbert spaces obtained by concatenating tensor products, using
the identification of l2(Wn) with (13) and by absorbing tensor factor copies of Cη. Then the
range of Vp,ι is spanned by those words having an element of G
o
ι in the pth position counting
from the right. Let J0 = K(l
2(Wn)) and for every 1 ≤ p ≤ n consider the C∗–subalgebras of
B(L2(Wn)),
Jp =
⊕
ι∈I
Vp,ι
(
K(Lp,ι)⊗ Âι ⊗ 1Rp,ι
)
V ∗p,ι,(14)
where we mean that Jp is the C
∗–algebra generated by
⋃
ι∈I Vp,ι
(
K(Lp,ι) ⊗ Âι ⊗ 1Rp,ι
)
V ∗p,ι;
we have used the direct sum notation because the Vp,ι have orthogonal ranges. Let Dn =
J0 + J1 + · · ·+ Jn.
We will now show that Dn is an exact C
∗–algebra. The crucial observation is that JpJq ⊆
Jmin(p,q) whenever 0 ≤ p, q ≤ n. Letting Bp = J0+J1+· · ·+Jp, we therefore have that Bp−1 is
a two–sided ideal of Bp for every 1 ≤ p ≤ n. We will show by induction on p ∈ {0, 1, . . . , n}
that Bp is an exact C
∗–algebra. If p = 0 then B0 = K(l2(Wn)) is an exact C∗–algebra. For
the induction step, suppose 1 ≤ p ≤ n and Bp−1 is an exact C∗–algebra, and let us show
that Bp is an exact C
∗–algebra. Considering quotient ∗–algebras we have
Bp
Bp−1
=
Bp−1 + Jp
Bp−1
∼= Jp
Bp−1 ∩ Jp ,(15)
and the canonical isomorphism above is isometric with respect to the quotient norms. There-
fore Bp/Bp−1 is a C∗–algebra, and hence Bp is a C∗–algebra. We have the commutative
diagram
0 −→ Bp−1 −→ Bp −→ Bp/Bp−1 −→ 0⋃ ⋃ x
0 −→ Bp−1 ∩ Jp −→ Jp −→ Jp/(Bp−1 ∩ Jp) −→ 0,
(16)
where the two horizontal sequences are exact and the upwards directed arrow is the isom-
porphism from (15). Recalling the definition of Jp in (14), we see that
Bp−1 ∩ Jp =
⊕
ι∈I
Vp,ι
(
K(Lp,ι)⊗K(l2(Goι ))⊗ 1Rp,ι
)
V ∗p,ι.
Hence
Jp
Bp−1 ∩ Jp
∼=
⊕
ι∈I
K(Lp,ι)⊗
(
Âι/K(l
2(Goι ))
) ∼=⊕
ι∈I
K(Lp,ι)⊗ C∗r (Gι).
7Using the hypothesis that each Gι is exact, we have that Jp/(Bp−1 ∩ Jp) is an exact C∗–
algebra. The above isomorphisms and the splittings found for the short exact sequences (12)
can be used to construct a completely positive contractive splitting for the bottom horizontal
sequence in (16). This in turn gives a completely positive contractive splitting for the top
horizontal sequence in (16). Now appealing to Kirchberg’s result as described before the
statement of this lemma, we conclude that Bp is an exact C
∗–algebra. Therefore Dn = Bn
is an exact C∗–algebra.
It remains to show that Φn(C
∗
r (G)) ⊆ Dn, and to do so we will use for the first time the
hypothesis that I is finite. Let us investigate Φn(λh) for h ∈ G\{e}; write h = h1h2 · · ·hm
where hj ∈ Goιj , ιj 6= ιj+1. Let g ∈ Wn\{e} and write g = g1g2 · · · gk for gj ∈ Goι′j , ι
′
j 6= ι′j+1.
The value of PnλhPnδg depends on how much cancellation there is when multiplying hg.
On the right–hand–sides of the following equations, we will identify l2(Wn) with the Hilbert
space (13).
Case 3.1. ιm 6= ι′1.
Then
PnλhPnδg =
δh1 ⊗ · · · ⊗ δhm ⊗ δg1 ⊗ · · · ⊗ δgk if m+ k ≤ n0 if m+ k > n.
Case 3.2. ιm = ι
′
1, ιm−1 = ι
′
2, . . . , ιm−q+1 = ι
′
q but ιm−q 6= ι′q+1; and hm = g−11 , hm−1 =
g−12 , . . . , hm−q+1 = g
−1
q for some 1 ≤ q < min(m, k).
Then
PnλhPnδg =
δh1 ⊗ · · · ⊗ δhm−q ⊗ δgq+1 ⊗ · · · ⊗ δgk if m+ k − 2q ≤ n0 if m+ k − 2q > n.
Case 3.3. m < k, ιm = ι
′
1, . . . , ι1 = ι
′
m and hm = g
−1
1 , . . . , h1 = g
−1
m .
Then
PnλhPnδg = δgm+1 ⊗ · · · ⊗ δgk .
Case 3.4. m > k, ιm = ι
′
1, . . . , ιm−k+1 = ι
′
k and hm = g
−1
1 , . . . , hm−k+1 = g
−1
k .
Then
PnλhPnδg =
δh1 ⊗ · · · ⊗ δhm−k if m− k ≤ n0 if m− k > n.
Case 3.5. m = k, ιm = ι
′
1, . . . , ι1 = ι
′
k and hm = g
−1
1 , . . . , h1 = g
−1
k .
8Then
PnλhPnδg = δe
Case 3.6. ιm = ι
′
1 and hm 6= g−11 .
Then
PnλhPnδg =
δh1 ⊗ · · · ⊗ δhm−1 ⊗ δhmg1 ⊗ δg2 ⊗ · · · ⊗ δgk if m+ k − 1 ≤ n0 if m+ k − 1 > n.
Case 3.7. ιm = ι
′
1, ιm−1 = ι
′
2, . . . , ιm−q+1 = ι
′
q, ι
′
m−q = ι
′
q+1; and hm = g
−1
1 , hm−1 =
g−12 , . . . , hm−q+1 = g
−1
q but hm−q 6= g−1q+1 for some 1 ≤ q < min(m, k).
Then
PnλhPnδg =
δh1 ⊗ · · · ⊗ δhm−q−1 ⊗ δhm−qgq+1 ⊗ δgq+2 ⊗ · · · ⊗ δgk if m+ k − 2q − 1 ≤ n0 if m+ k − 2q − 1 > n,
where in the above equation if q = k − 1 then the expression ⊗δgq+2 ⊗ · · · ⊗ δgk should be
treated as absent, and if q = m−1 then the expression δh1⊗· · ·⊗δhm−q−1⊗ should be treated
as absent.
Cases 3.1–3.7 are the only possibilities; using them we get the following expression:
Φn(λh) =
min(m,n)∑
r=max(m−n,0)
〈δh1 ⊗ · · · ⊗ δhr , δh−1m ⊗ · · · ⊗ δh−1r+1〉K
(17)
+
min(m,n−1)∑
r=max(m−n+1,0)
n−max(r,m−r)∑
p=1
∑
ι∈I\{ιr ,ιr+1}
Vp,ι
(
〈
δh1 ⊗ · · · ⊗ δhr , δh−1m ⊗ · · · ⊗ δh−1r+1
〉
K
⊗ 1l2(Goι ) ⊗ 1Rp,ι
)
V ∗p,ι
(18)
+
min(m,n)∑
r=max(m−n,0)+1
n−max(r−1,m−r)∑
p=1
Vp,ιr
(
〈
δh1 ⊗ · · · ⊗ δhr−1, δh−1m ⊗ · · · ⊗ δh−1r+1
〉
K
⊗QoιrλhrQoιr ⊗ 1Rp,ιr
)
V ∗p,ιr ,
(19)
where we use the conventions that if v and w are vectors in a Hilbert space then 〈v, w〉K
denotes the rank one operator given by
(〈v, w〉K)(ζ) = v〈w, ζ〉, with the inner product on
9the right being in the Hilbert space and linear in the second variable, and where the symbols
δh1 ⊗ · · · ⊗ δhr in line (17) should be interpreted to mean δe if r = 0
δh−1m ⊗ · · · ⊗ δh−1r+1 in line (17) should be interpreted to mean δe if r = m
δh1 ⊗ · · · ⊗ δhr in line (18) should be interpreted to mean η if r = 0
δh−1m ⊗ · · · ⊗ δh−1r+1 in line (18) should be interpreted to mean η if r = m
δh1 ⊗ · · · ⊗ δhr−1 in line (19) should be interpreted to mean η if r = 1
δh−1m ⊗ · · · ⊗ δh−1r+1 in line (19) should be interpreted to mean η if r = m.
Note that in the above formula for Φn(λh), cases 3.3 and 3.4 as well as the case g = e are
incorporated into line (17), cases 3.1, 3.2 and 3.3 are incorporated into line (18) and cases 3.6
and 3.7 are incorporated into line (19).
Thus Φn(λh) ∈ Dn; hence Φn(C∗r (G)) ⊆ Dn.
Theorem 4. Let I be a nonempty set and for every ι ∈ I let Gι be an exact group. Let
G = ∗ι∈I Gι be the free product of groups. Then G is an exact group.
Proof. Since G is the direct limit of free products of finite subfamilies of (Gι)ι∈I , we may
without loss of generality assume that I is finite. Furthermore, we may without loss of
generality assume that each Gι is infinite, by replacing Gι with the exact group Gι ⊕ Z if
necessary and then passing to the subgroup of the free product. Using Lemmas 2 and 3
we find for every n ≥ 1 an exact C∗–algebra Dn and completely positive contractive maps
Φn : C
∗
r (G)→ Dn and Ψn : Dn → B(l2(G)) such that limn→∞ ‖Ψn ◦Φn(a)−a‖ = 0 for every
a ∈ C∗r (G). Now Lemma 1 shows that C∗r (G) is exact.
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