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a b s t r a c t
As Noncommunicable Diseases (NCDs) are affected or controlled by diverse factors such as age,
regionalism, timeliness or seasonality, they are always challenging to be treated accurately, which
has impacted on daily life and work of patients. Unfortunately, although a number of researchers have
already made some achievements (including clinical or even computer-based) on certain diseases,
current situation is eager to be improved via computer technologies such as data mining and Deep
Learning. In addition, the progress of NCD research has been hampered by privacy of health and
medical data. In this paper, a hierarchical idea has been proposed to study the effects of various
factors on diseases, and a data-driven framework named d-DC with good extensibility is presented.
d-DC is able to classify the disease according to the occupation on the premise where the disease
is occurring in a certain region. During collecting data, we used a combination of personal or family
medical records and traditional methods to build a data acquisition model. Not only can it realize
automatic collection and replenishment of data, but it can also effectively tackle the cold start problem
of the model with relatively few data effectively. The diversity of information gathering includes
structured data and unstructured data (such as plain texts, images or videos), which contributes to
improve the classification accuracy and new knowledge acquisition. Apart from adopting machine
learning methods, d-DC has employed knowledge graph (KG) to classify diseases for the first time.
The vectorization of medical texts by using knowledge embedding is a novel consideration in the
classification of diseases. When results are singular, the medical expert system was proposed to address
inconsistencies through knowledge bases or online experts. The results of d-DC are displayed by using
a combination of KG and traditional methods, which intuitively provides a reasonable interpretation
to the results (highly descriptive). Experiments show that d-DC achieved the improved accuracy than
the other previous methods. Especially, a fusion method called RKRE based on both ResNet and the
expert system attained an average correct proportion of 86.95%, which is a good feasibility study in
the field of disease classification.
© 2019 Elsevier B.V. All rights reserved.
1. Introduction
With the acceleration of social modernization, the pace of
life is also speeding up. Meanwhile, many people suffer from
chronic diseases such as diabetes, hypertension and other non-
communicable diseases (NCDs), which often cannot be com-
pletely cured and affects daily life and work of patients se-
riously [1,2]. According to the report [3], the total deaths of
NCDs were around 40 million, which is estimated to account
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for 70% of all deaths. Report on Cardiovascular Diseases in China
(2017) released by National Center for Cardiovascular Diseases
showed that the death of cardiovascular diseases took up more
than 40%, which is much higher than tumors and other diseases.
Besides, the death of cardiovascular diseases in Chinese rural
areas has increased significantly in recent years, and its mortality
has continued to be higher than that in urban areas. Fortunately,
with a large number of studies proving that chronic diseases
can be alleviated by diet, exercise, etc., people are gradually
shifting their focus to prevention [4]. A number of facts have also
been proved that the prevention is the best solution for those
suffering chronic diseases nowadays. For example, a well-known
cardiovascular disease expert, Hong, said that human health and
longevity depend on heredity of 15%, social conditions of 10%,
https://doi.org/10.1016/j.future.2019.08.030
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medical conditions of 8% and the natural environment of 7%. Most
importantly, they mainly lie on people’s lifestyle accounting for
60%, which has reached a consensus in the medical community
(map 1 or map 2 of cardiovascular deaths). Although environ-
mental factors cannot be controlled, if about 60% of the living
habits are properly adjusted, there will be no major problems
with disease prevention. For example, by increasing awareness
to the people via Japanese government-led reduced intake of
salt, which decreased the morbidity of cerebral apoplexy by
more than 70% [5]. In America, the behavioral intervention re-
duced the prevalence rate of coronary heart disease by 35% and
the morbidity of cerebrovascular disease by 48% [6]. However,
since their occurrence is often affected by the uncontrollable
natural environment and social conditions, there are still the
non-negligible deaths and the morbidity in every region of the
world. Therefore, the hierarchical research such as according to
regional distribution, age, occupation, etc., may provide more
clues to analyze the etiology and epidemic factors of the disease
for formulating prevention measures [7]. In recent years, it has
increasingly become a research hotspot [8].
Prevention of diseases requires a multi-pronged approach due
to the diversity of disease influencing factors. A certain disease
can occur in different populations and various diseases may be
found in a certain region. Disease outbreaks are mainly concen-
trated in age, gender, timeliness, regionalism, occupation, etc.
For instance, Age: a study in Nigeria showed that 17% of 14-
year-old pregnant women catches pregnancy-induced hyperten-
sion, compared with only 3% of pregnant women aged 20–34.
In developing countries, cardiovascular and cerebrovascular dis-
eases are the leading cause of deaths for women over the age
of 45 [9]. Timeliness or Seasonality: both infectious and non-
infectious diseases change over time. For example, the three
months, August, September and October, are the peak season of
epidemic encephalitis B in northern China. The disease causes
suffering from epidemic encephalitis B accounted for more than
40% of the total disease causes in some Chinese regions in those
three months [10]. A number of studies have shown significant
differences in acute mountain sickness (AMS) mortality in various
seasons. Regionalism: people from various regions suffer from
different diseases, which is not only related to eating habits and
genes, but also affects by the regional climate. Some diseases
with high morbidity in specific areas are often directly related
to the local geographical situation. For example, breast cancer
is the most common disease in North America, Northern and
Western Europe, but less in Asia and Africa [11]. The E1+Tor
cholera used to occur only in the Sulawesi region of Indonesia,
has invaded Africa and Europe without cholera for more than
20 years since 1970 [12]. According to statistics, about 40% of
nasopharyngeal carcinoma (NPC) happened in southern China,
especially in Guangdong province. Therefore, NPC is also known
as ‘‘Guangdong cancer ’’. In addition, some well-known diseases
like Kashin-Beck disease, endemic goiter and endemic fluorosis
are caused by the lack or excessive existence of trace elements in
the local geographical environment, which highlight the feature
of regionalism [13].
In addition to the above factors, there is also an important fac-
tor: Occupation, i.e., people with various occupations may suffer
from different diseases and certain rules can be discovered be-
tween them. According to the report provided by [14], the suicide
rate of dentists is twice higher than people in other professions. In
2002, the BBC News reported that mercury concentrations of den-
tists were four times workers in other industries by comparing
urine, hair and nail occupations [15]. Studying workers who have
been exposed to beryllium smog for a long time revealed that
the morbidity of lung cancer has increased significantly, which
was obtained by the Wuhan CDC in China for four months [16].
In fact, experts from the World Health Organization’s Interna-
tional Agency for Research on Cancer have also discovered the
phenomenon that beryllium can cause the lung cancer.
The above evidence only indicates that the factors are more
intuitively accepted by everyone, but there may be other factors
including those that have not yet been discovered and cannot
be explained by science. Since the outbreak of the disease is
affected by many factors, their prevention has also increased dif-
ficulties [17]. As to the above research on multi-factor problems,
some results have been made in certain studies. However, their
achievements, including medical and computer-based results, are
currently difficult to learn and reuse through Deep Learning (DL)
and data mining methods. Because they only deliver the experi-
mental results without specific intermediate details. For example,
the international classification of diseases [18] only provided the
results of disease classification, and it was difficult for researchers
to take advantage of them to conduct multi-level learning to
perform effective prevention of diseases and to explain how to
effectively prevent the outbreak of diseases. In this paper, there
are main contributions:
• We classified diseases based on hierarchical thoughts by
adopting the effects of various factors on the disease, and
a data-driven robust framework with good extensibility,
called d-DC, is proposed;
• We designed a data collection model for structured data,
unstructured data such as plain texts, images or videos,
which can achieve automatic replenishment of data and
is able to effectively tackle the cold start problem of the
prediction model without much data;
• We first combined knowledge graph (KG) with Deep Learn-
ing to classify diseases. Moreover, the vectorization of medi-
cal texts by using knowledge embedding (KE) showed a new
consideration in the field of disease classification;
• When the results are singular, the expert system built
through knowledge bases or on-line experts is proposed to
address inconsistencies, and their final results are presented
by the knowledge graph technology;
• The experimental results show that our proposed frame-
work can achieve higher accuracy over previous methods,
especially the fusion method RKRE achieved an average
correct proportion of 86.95%.
The rest of the paper is organized as follows: In Section 2,
we provide an introduction to related work, mainly including
diseases, multi-factor research and their relationship, and tech-
niques used in this paper such as DL, KG and so on. In Section 3,
the proposed framework and the proof of important basis used
by d-DC have been presented. Next, the methods, involving data
filling methods, similarity measures, feature extraction, attribute
reduction methods, and classification methods are illustrated in
detail in Section 4. Section 5 mainly introduces the experimental
content, containing the dataset, the verification method and eval-
uation metrics whereas Section 6 shows detailed experimental
results and analyses. Finally, the summary of the research and
future work prospects are presented in Section 7.
2. Related work
It has been reported in recent works that the risk of chronic
diseases can be reduced or even prevented by regulating nutri-
ents, exercise, etc. [19]. The nature and intensity of work are
closely related to the occurrence of chronic diseases. In gen-
eral, the morbidity of physical workers is lower than that of
brain-workers. The morbidity of chronic diseases in individual
businesses, service personnel and cadres in China is snowballing
and has attracted increasing attention. Early detection of the
536 Z. Lei, Y. Sun, Y.A. Nanehkaran et al. / Future Generation Computer Systems 102 (2020) 534–548
disease symptoms and medical drug service status of different
occupations is conducive to further deepening the reform of the
medical and health system, and to making certain contributions
to the establishment of the medical security system. Furthermore,
it also can provide a reference for the decision-making of the
government’s medical and health departments, which is of great
significance for preventing NCDs [20].
It is a more effective way to discover the connection between
occupations and diseases by mining people’s lifestyles. Some
research indicated that western-style diets are rich in fats and
monosaccharides but lack specific micronutrients, which often
increases the prevalence of autoimmune diseases or immune-
related diseases such as allergies, atopic dermatitis and the obe-
sity, etc. [21]. A study surveyed health, diet and lifestyle for more
than 1000 Chinese for five years, and found that the proportion
of people with more than one type of chronic disease using
western-diet has increased from 14% to 34%. According to another
study, it is observed that higher fruit intake helps prevent the
onset of a kind of chronic disease, while higher vegetable intake
benefits prevent more than one chronic disease [22]. Patients
with complex regional pain syndrome (CRPS) will experience
abnormalities in visual signals on one side of the injured limb.
This finding may help develop a new treatment for patients
with CRPS [23,24]. Doctors have accumulated data about the
association between low levels of vitamin D and high-risk of
chronic disease [25]. It is found that low levels of vitamin D
in the body are directly related to the increased risk of chronic
headaches [26]. Many related-disease classification conclusions
have been drawn through clinical medicine, and the usage of
computers has also yielded significant results in this field. Ac-
cording to the Report on cardiovascular disease in China (2015),
the number of cardiovascular patients in China has reached 290
million, including 13 million strokes, 11 million coronary heart
disease, and 270 million hypertension. In general, the morbidity
and mortality of cardiovascular disease in China are still on the
rise due to the aging of society, the acceleration of urbanization
and the prevalence of unhealthy lifestyles [27,28].
In Deep Learning, the representation of samples is generally
learned in an unsupervised way in unlabeled data, and it is to
be refined-tuned through supervised learning according to the
final task [29,30]. Representation learning based on Deep Learn-
ing has received extensive attention in the study of large-scale
knowledge graph and has made significant progress. Knowledge
embedding in KG aims to map all entities and relationships in a
graph into a low-dimensional, continuous and real-valued vector
space [31]. By projecting the entity or relationship into a low-
dimensional vector space, the representation of their semantic
information can be realized and their complex semantic associ-
ations can be efficiently calculated [32]. The embeddings learned
by knowledge representation can be applied to the following
applications: similarity calculation, relationship extraction, au-
tomatic question and answer, entity link, link prediction, etc.
Currently, the knowledge embedding methods mainly include the
following models: structured embedding (SE) [33], latent factor
model (LFM), matrix decomposition model, translation model
and neural network model [34]. Since the latter two are more
flexible, suitable for a large amount of data and even can provide
a weak link between entities and relationships, they are highly
respected nowadays. For example, the TransE model [35] works
well on large-scale knowledge graphs, which is considered as the
most classic one. TransH model [36] proposed to represent the
relationship r as the normal vector wr and the translation vector
dr on a hyperplane. TransD [37] set two projection matrices that
respectively project the head and tail entities onto the relational
space to solve the problem of redundant model parameters. The
integration of KG and DL has become one of the most important
ideas to enhance the effect of models further. There are two
main ways of knowledge graph based on Deep Learning. Firstly,
the semantic information in KG is input into the DL model; the
discretized knowledge graph is expressed as a continuous vector
so that the prior knowledge in KG can be entered into Deep
Learning. The second is to use the knowledge as the constraint
of optimization objectives to guide the learning of models. The
knowledge in KG is the posterior regular term of the optimization
goal [38]. The method adopted in this paper belongs to the second
one, it used the knowledge based on occupations and diseases
as the optimization criterion to perform our classification tasks
through classical traditional models, knowledge graph methods
and Deep Learning.
3. Proposed framework
This section mainly introduces our proposed framework. Con-
sidering that diseases vary from region to region, whether they
are classified by occupation or other attributes, it is necessary
first to determine the region before classification [39]. Since this
paper takes advantage of the important basis or conclusion that
morbidity or mortality varies by region, it is important to briefly
prove its existence before introducing our proposed framework
in this section.
3.1. Proof of data for the proposed method
It is more scientific to conduct the more specific classification
of diseases after consideration of regionality because an occupa-
tion will have different types or symptoms in various countries
or regions. In order to elaborate the geographical differences of
the diseases, we give a distribution of the total deaths of 195
countries in 2016,1 called WordMap (left side in Fig. 1), and a
distribution of the total deaths of 34 provinces in China,2 called
ChinaMap (right side in Fig. 1). The brightness difference of the
color in the map indicates the death severity, that is, the darker
the color, the higher the death or mortality in the area. Con-
versely, the brighter the color, the lower the death or mortality
of that area. It is worth noting that, although the total number
of people in each country is different, resulting in a different
number of deaths, here we only emphasize the difference in
disease severity among regions, not the specific figures. Therefore,
we can use those numbers to reflect the problem we want to
highlight. We can see from WordMap that there are so many
differences in deaths. For example, the death toll is very few
in Chile, Argentina and Australia, while China, India and Canada
have reached a large scale in the death toll. We can also find the
similar conclusion in ChinaMap, that is, the death varies widely
among provinces. For example, the death toll in northwestern
China is much larger than that of coastal cities such as Fujian
province and Shandong province, which may be related to the
climate of the region.
The current solutions or methods cannot classify diseases with
more objectivities and extensibilities. For example, many experts
have always used their own experience to judge that there may
be a particular correlation between occupations and diseases, but
they are unable to prove that correlation objectively [40]. More-
over those solution’s applications are rare but needed urgently
such as in the field of recommendation, etc. Therefore, we should
try to come up with a workable plan as much as possible, such
as classifying diseases according the occupation feature.
1 https://www.who.int/nmh/countries/en/.
2 http://ncncd.chinacdc.cn/xzzq/201611/t20161101_135246.htm.
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Fig. 1. Distribution of deaths in different countries or cities in China.
3.2. Framework description
After giving the relevant proofs above, we will present the
framework proposed in this paper, which mainly classifies dis-
eases according to the occupational attribute. That we are doing
has good application values, which is also an essential meaning
of this paper. Our framework can not only be used for the recom-
mendation, but also can provide a reasonable explanation, which
is one of the hotspots of the current recommendation system
research and machine learning (being interpretable) [41]. It is
worth pointing out that the proposed framework can be used to
classify diseases according to other disease-related attributes, not
just occupations. If it is necessary to perform disease classification
based on other attributes, the proposed framework will replace
the occupation with the data what you want. In other words,
the proposed framework is very expandable and robust. The
realization of the framework benefits from the classification of
diseases in a certain specific region, which is mainly reflected in
the collection of data. If the data collected by the framework is
mainly from China, it can be stated that the framework is to do a
classification of diseases based on the Chinese region.
Fig. 2 represents the data-driven disease classification frame-
work called d-DC, which consists of four main components: the
data fusion layer, the feature extraction layer, the method layer,
and the result presentation layer. The collection of data is de-
signed with a model that enables automatic replenishment. For
humans, the current type of diseases and occupations are only
one part while we believe that there will be others as time
goes by. Mainly because we still have a lot to explore in the
future, and we humans cannot prove that what we know now
is all. In addition to the automatic replenishment, we design
the data model to effectively prevent the cold start problem of
the model when there are no more data. The names of diseases
and occupations are primarily added manually as they must be
clinically or experimentally proven. Those data is generally given
by relevant authorities and is recognized worldwide. The disease
names and occupation names used herein are given by WHO and
CLSSPH53 respectively, which will retain the cascading settings
in this framework. It can be shown in Fig. 3. The advantages of
retaining cascading settings are (1) for easy retrieval; (2) fuzzy
queries can be performed with large classes when small classes
have no way to deal with them. The data samples used in this
paper are mainly texts (including numbers) and images or videos.
There are three ways to collect text data: question and answer
3 http://www.class.com.cn/.
(Q & A) forms, automatic uploads, and case (clinical history)
associations. The Q & A form is designed not by the user or
the patient, but by the hospital, which enables the acquisition
of specific structured data. Automatic uploading provides semi-
structured data primarily through users or patients, and its format
is not much required. This way is mainly to supplement the
deficiency of Q & A forms, so as to avoid losing the patient’s
full personal data as much as possible. With the advent of the
digital age, medical institutions such as hospitals have established
personal or family medical records history (cases). Therefore,
data from the third method is provided by cases. Since the Q &
A form is professionally designed, the acquired data is directly
pre-processed without the auditing, and data of the other two
methods must be reviewed before they can be pre-processed.
One of the biggest bases for disease prevention or clinical in-
tervention is based on medical images or videos. Therefore, the
design of this paper is very reasonable to analyze the relationship
between diseases and occupations by them. After preprocessing,
in addition to necessary attributes such as height, weight, region,
there are 210 other factors, such as various carcinoembryonic
antigens indexes, different glycated hemoglobin Alc, glutamyl
transpeptidases, etc. [42].
The feature expression layer is designed mainly because of the
different data formats obtained from the data fusion layer, and
the unit and normal range of each attribute are inconsistent. If it
becomes impossible to make an unified expression, then it will
be difficult to be used in the next process. Due to a large number
of samples and attributes, we will carry out the preliminary
attribute reduction in this layer. Another reason for reduction
of attributes is that some of them are very poorly correlated
with what we are studying. The correlation analysis used here
is implemented by SPSS [43]. Since some of the above data are
difficult to express by numbers, for example, some cases use text
descriptions to illustrate a result, another module (knowledge
representation) in this layer can make up for the above shortcom-
ings. Knowledge representation is primarily achieved through the
classic TransE model and the machine learning models.
The method layer is chiefly implemented by traditional meth-
ods, machine learning classification methods, and knowledge
graph. Traditional methods are mainly composed of simple statis-
tical methods and information entropy methods. Machine learn-
ing classification methods include classical models, such as the
support vector machine (SVM), DNN, ANN and their combi-
nations [44,45]. The knowledge graph method used here has
no specific classification algorithm, and it is mainly to classify
diseases by using the association between data. The proposed
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Fig. 2. Occupation-based framework for disease classification.
Fig. 3. Tree structure storage for disease names and occupation names.
framework does not give a specific introduction of methods here,
and they will be explained in detail in Section 4. The intermediate
results from the method layer will be verified by the medical
expert system before being output as a final result. For example,
there are too many classification results for a certain occupation,
and it is necessary to give a simplified result among them through
the expert system. The establishment of the expert system may
require more online in the early stage, similar to the medical
online consultation. The result presentation layer is not just a
simple showing of the results, but also gives a certain explanation
for better presentation. The final results will be expressed using
KG-related techniques. For example, Fig. 4 directly explains which
occupations will occur in breast cancer, and why the teaching
profession is associated with periarthritis.
4. Methodology
4.1. Data filling
In previous studies, we found that some samples are always
incomplete but inevitable due to objective reasons. Since the sam-
ples we have involve many attributes and autonomy in collecting
data, some attribute values may be missing in many samples. In
order to fill those missed values, the suitable method of filling
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Fig. 4. An example of the result showing.
data is needed. The filling methods used in this paper are mainly
as follows [46]:
• Mean replacement method (MRM). It is the decision to fill an
average value calculated in the class or the entire dataset.
For example, considering we are measuring the student
height of a certain class and if a student in the class re-
main absent, then, the height of the student can be esti-
mated from the mean of height of the existing students. This
method is applicable when the difference in the dataset is
small, but it is not recommended to use this method to fill
the missing value when the samples in the dataset differ
largely.
• Regression replacement method (RRM). It is based on the
regression equation. First, it is necessary to give the pre-
dicted value of the filling data to establish the correspond-
ing regression equation, and then to use the conditional
expectation as the filling value.
• Expert experience method (EEM). It is based on the experience
of people in the field of filling data to estimate a or some
values, which is considered better than the above two filling
methods. Since the results obtained by EEM method vary
from person to person, the accuracy of filling data is not
guaranteed to be high. In this paper, this method is based on
the normal range and standard of various medical indicators.
4.2. Similarity measure
When the classification or prediction is performed, there may
be multiple results. The framework presented in this paper is no
exception. Similarity measures are particularly important in this
paper, and we will introduce them in the following section.
• Cosine value evaluates their similarity by calculating the
cosine of two vectors, a and b, which ranges from [−1,1].
The larger the cosine value, the smaller the angle θ between
the two vectors, representing the orientation of the two
vectors is relatively close. Conversely, the smaller the cosine
value, the larger their angle θ . When the two vectors are
orthogonal (a 90 degree angle), the cosine value takes a
minimum of −1.
Coss(θ ) =
a · b
∥a∥∥b∥
=
∑n
i=1 x1ix2i√∑n
i=1 x
2
1i
√∑n
i=1 x
2
2i
. (1)
• The correlation coefficient is a statistical indicator used to re-
flect the close relationship between variables. It is based on
the dispersion between two variables and their respective
mean values. The calculated two dispersions can reflect the
degree of correlation between the two variables. Here, the
larger the correlation coefficient, the smaller the difference
between the vectors. Corc(a, b) =↷
n
∑n
i=1 x1ix2i −
∑n
i=1 x1i ·
∑n
i=1 x2i√
n
∑n
i=1 x
2
1i − (
∑n
i=1 x1i)2 ·
√
n
∑n
i=1 x
2
2i − (
∑n
i=1 x2i)2
. (2)
• Membership degree indicates that the proximity of an object
belongs to a certain set. We know that there are only two
values, 0 or 1, in the relationship between an object and a
set in the general set concept. However, it is not defined like
that in a fuzzy set. It considers that the object’s degree of
membership on the set can choose any value in the range
[0,1]. Therefore, the membership function may represent
well the ambiguity of the category, which can be expressed
as follows [47]:
Mik =
1∑c
j=1 (
dik
dij
)
2
m−1
(k = 1, 2, . . . , c.), (3)
where Mik represents the membership between the ith sam-
ple and the kth class, and dik presents the Euclidean distance
between the ith sample and the kth class. c denotes the
number of classes.
4.3. Information entropy
Information entropy is used to measure the disorder degree
of data, and also to measure the amount of valid information
provided by the data. The smaller the information entropy, the
more effective the information it provides. Conversely, the larger
the information entropy, the less effective the information it
includes [48]. We use information entropy to calculate the weight
of each factor, in other words, the effectiveness of the component
is calculated through attribute information. The greater the effec-
tiveness, the greater importance of its correspondence. According
to the definition of entropy, the entropy of the jth component can
be expressed as follows:
Ej = −
1
ln n
n∑
i=1
fji ln fji, (4)
where fji should be understood as the probability that the jth
factor will appear in the ith disease. Since our samples are all de-
emphasized, there is no identical disease, that is, the probability
of each factor occurring is 1, which is not suitable for our data.
In this paper, we use the value of the factor to indicate the
probability of occurrence. If the value is larger, the probability
of occurrence is large, which is also true. If fji = 0, we specify
fji ln fji = 0 in order to make the above expression ln fji to be
meaningful. Then, the effectiveness Ěj of the component jth can
be defined as follows:
Ěj =
1 − Ej
m −
∑m
j=1 Ej
, (5)
where m represents the number of factors according to a cer-
tain disease. Moreover, the probability of the jth factor can be
redefined as fji =
xji∑n
i=1 xji
.
4.4. Rough set
Rough set theory can be viewed as a mathematical tool devel-
oped by Pawlak in 1982 to that uncertain and inexact knowledge.
It has been successfully applied in the fields of artificial in-
telligence (AI), data mining, pattern recognition and intelligent
information processing [49]. Attribute reduction is one of the
important research contents of rough set theory. It is to eliminate
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duplicate and redundant attributes to achieve the compression
and re-refining of knowledge while preserving the basic informa-
tion, and ensuring that the classification ability of objects is not
reduced. At present, a variety of attribute reduction algorithms
based on rough sets have been proposed, such as those based
on positive domain, distinguishing matrix, information entropy
and decision tree. The form of decision table S in a rough set
can be represented by a four-tuple: S = (U, A, V , f ). Usually,
we use S = (U, A) to represent S = (U, A, V , f ). U represents
a non-empty finite set of objects, called the universe. A denotes
a non-empty finite set of attributes, A = C ∪D. C is a conditional
attribute set, and D is a decision attribute set. If D = φ, then,
S represents a decision table with no decision attributes. V =
∪a∈AVa is a set of attribute values, and Va is the value range of
the attribute a. f : U × A → V is an information function that
assigns an information value to each attribute in each object,
namely ∀ a ∈ A, x ∈ U, f (x, a) ∈ Va. Let P be a subset of the A
attribute (P ⊆ A), then, the indistinguishable relationship ind(P)
of the attribute set P can be ind(P) = {(x, y) ∈ U × U | ∀ a ∈
P, f (x, a) = f (y, a)}. ind(P) is the equivalence relation on U , and
the symbol U/ind(P) (or U/P) indicates that the indistinguishable
relationship ind(P) is derived on U . P for x ∈ U , the equivalent
class containing x on the P attribute can be denoted as [x]P = {y |
y ∈ U, (x, y) ∈ ind(P)}. The dependency of the decision attribute D
on the condition attribute P is presented as |POSP (D)|/|U |, which
represents the positive domain of the decision attribute under the
condition attribute. In other words, it means all the elements in
U can be uniquely categorized into subsets of the subset U/D by
P . The importance I(a) of the attribute a in the attribute set P can
be defined as follows:
I(a) = |POSP (D) − POSP−a(D)|/|U |, (6)
C(S) = |POSC (D)|/|U |, (7)
where C(S) refers to the compatibility of the decision table S. If
|POSC (D)| = |U |, then, S is called a compatible decision table,
otherwise it is named an incompatible decision table. Notably,
the necessary and sufficient condition for a decision table to be
a compatible decision table is that its compatibility is equaled to
one.
4.5. Linear discriminant analysis (LDA)
Linear discriminant analysis (LDA) is a supervised dimension-
ality reduction algorithm that is linear. Compared with PCA, LDA
maintains different data information [50]. It requires samples
within the same category to be as close as possible, and those
samples that are not within the same class are to be separated
as much as possible. Its goal is to find a subspace that dis-
tinguishes different categories better. The subspace is obtained
by minimizing the rank of the discrete matrix SW within the
class and maximizing the rank of the discrete matrix SB between
classes. According to its definition, SW and SB can be expressed as
follows:
SW =
c∑
i=1
Si, (Si =
ni∑
j=1
(x(i)j − µi)(x
(i)
j − µi)
T ), (8)
SB =
c∑
i=1
ni(µ − µi)(µ − µi)T , (9)
where c represents the number of categories, ni shows the num-
ber of samples of the ith class, and µ = x denotes the mean of
all samples. µi = 1ni
∑ni
j=1 x
(i)
j presents the mean of the samples
for each class. x(i)j represents the jth object in the ith class. Fisher
linear discriminant function can be expressed as follows:
F (W ) =
|W T SBW |
W T SWW
. (10)
4.6. Support vector machine (SVM)
Support vector machine (SVM) proposed in 1995 is a super-
vised learning model based on the principle of structural risk
minimization. The ultimate goal of the SVM is to obtain a hy-
perplane that makes samples as separable as possible. Moreover,
the hyperplane can not only completely separate the different
types of samples but also make the distances of different cate-
gories as large as possible [51]. With a linearly separable dataset
(xi, yi), xi ∈ Rd, yi ∈ 0, 1, there is a function g(x) = wT x + b.
After normalization, |g(x)| ⩾ 1 is satisfied for all samples, and
its classification equation is wT x + b = 0. Substituting the
data closest to the hyperplane into the equation, which satisfies
|g(x)| = 1, then, the distance between the two classes can be
calculated as 2
∥w∥
. If it is necessary to completely separate all
samples, then it needs to make yi[(wT xi) + b] − 1 ⩾ 0 and the
hyperplane is yi[(wT xi)+b]−1 = 0. If the hyperplane maximizes
the distance between the two categories, we need to minimize
∥w∥. Lagrangian function could be defined as follows:
L(w, b, α) =
1
2
wTw −
n∑
i=1
yi[(wT xi) + b] − 1, (11)
where α > 0 represents the Lagrangian coefficient. The solution
of the largest hyperplane can be obtained by:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
max
N∑
i=1
αi −
1
2
N∑
i=1
N∑
j=1
αiαjyiyjxTi xj
s.t αi ⩾ 0, i = 1, 2, . . . ,N
N∑
i=1
αiyi = 0
. (12)
If α∗i is the optimal solution, then w
∗
=
∑n
i=1 α
∗
i yixi. According to
the Kuhn–Tucker conditional theorem, α∗i has a unique solution
and αi[yi(wT xi + b) − 1] = 0. The obtained α∗i is zero for most
samples xi, but it has exceptions. The hyperplane yi[(wT xi) +
b] − 1 = 0 is the support vector, and the optimal classification
function is:
f (x) = sgn{(w∗)T x + b}
= sgn{(
N∑
i=1
α∗i yixi)
T x + b∗}.
(13)
4.7. Knowledge embedding model (TransE)
Knowledge graph is generally represented by a triple, such as
(subject, predicate, object) or (h, r, t). The subject and object are
called head node and tail node (or entity), which are expressed
by h and t (or e). The predicate is named edge or relation, which
is expressed by r. Each instance (triple) denotes a fact. The bold e
or r represents the corresponding embedded vector. ∆ represents
a set of triples in KG, and ∆′ shows a set of corruptions. e′, h′, t ′
and r ′ present the corrupt entity and the corrupt relationship.
E and R denote the entity set and the relationship set. ∆ =
{⟨h, r, t⟩ | h, t ∈ E, r ∈ R} and ∆′ = {⟨h′, r, t⟩ | h′ ∈ E} ∪
{⟨h, r, t ′⟩ | t ′ ∈ E} [35]. TransE expresses the relationship r as
a translation vector r, so that the entity pair in the triple (h, r, t)
can be connected by r and the L2 error is small enough.
fr (h, t) = ∥h + r − t∥ℓ1/ℓ2 , (14)
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L =
∑
(h,r,t)∈∆
∑
(h′,r ′,t ′)∈∆′(h,r,t)
[fr (h, t) + γ − fr (h′, t′)]+, (15)
where γ is the edge hyperparameter and [⋆]+ is the negative
sample distribution associated triples. The objective function L
is to guarantee correct triples possess the lower scores, and the
wrong triples have the higher scores. The marginal value can be
seen as the minimum threshold between the two kinds of triples.
We usually use the stochastic gradient descent (SGD) or Adam to
optimize L [52].
4.8. Classifier for extracting the domain-related knowledge-rich sen-
tence (DKS)
The classifier for extracting the domain-related knowledge-
rich sentence (DKS) aims to determine whether a sentence in the
text corpus is a DKS or not [53]. DKS classifier mainly composes
of four layers (sentence layer, embedding layer, LSTM layer and
output layer) wherein the middle two layers are formed by three
parallel networks. DKS considers the target sentence and the
other two sentences (its precursor sentence and successor sen-
tence) as features of the classification. It constructs three parallel
networks (one embedding layer and one LSTM layer) with similar
structures for three sentences. A total score for their outputs in
the output layer is generated. The sentence layer distributes em-
bedding matrices for each sentence. In other words, for a target
sentence s1 with a precursor sentence s2 and a successor sentence
s3, the word w in the sentence si is vectorized using the word
vector matrix Mi (ew = Mir(w)). r(w) ∈ {0, 1}|V | is the one − hot
expression of w, and |V | is the size of the vocabulary list. The
result from sentence layer is passed to the LSTM layer, which is
used to model for the long dependence of the word sequence. The
LSTM layer consists of a sequence of memory cells, each of which
attains the input from the embedding layer and the precursor
unit. The memory unit has four essential components: an input
gate, a forget gate, a state storage unit, and an output gate. The
parameters involved in LSTM are updated as follows [54]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
it = σ (Wxixt + Whiht−1 + bi)
jt = σ (Wxjxt + Whiht−1 + bj)
ft = σ (Wxf xt + Whf ht−1 + bf )
ot = tanh(Wxoxt + Whoht−1 + bo)
ot = tanh(Wxoxt + Whoht−1 + bo)
ct = ct−1 ⊙ ft + it ⊙ jt
ht = tanh(ct ) ⊙ ot
, (16)
where σ is a sigmoid function, and i, f , o and c are the input
gate, the forget gate, the output gate and the unit activation
vector, respectively. j is used to calculate the new c. W and b
are parameters of LSTM. The output layer connects the results of
LSTM and uses the sigmoid function to determine the total score
(TS) of the target sentence to judge whether it is a DKS.
TS(xi; θ ) = σ (W [hp, hi, ha] + b), (17)
where hp, hi and ha are the three outputs of the LSTM layer. The
model training uses the seed DKS marked by the marker module
as positive samples. Also, the meaningless sentences are used as
negative samples for training the model. The binary cross entropy
is viewed as a loss function during training. If TS(xi; θ ) ≥ 0.5, the
prediction label of xi satisfies f̂ (xi; θ ) = 1, otherwise f̂ (xi; θ ) = 0.
Fig. 5. Gated recurrent unit.
For the parameter θ , the corresponding objective function can be
viewed as:
L(θ ) = −
n∑
i=1
yi log f̂ (xi; θ ) + (1 − yi) log(1 − f̂ (xi; θ )). (18)
4.9. Gated recurrent unit (GRU) network
Gated recurrent unit (GRU) network [55] is a variant of LSTM,
which simplifies the LSTM structure. Compared to LSTM, GRU
is simpler in construction, easier to be trained and has fewer
parameters. A specific GRU replaces the forget gate and the input
gate of LSTM unit with an update gate. Moreover, it does not build
linear self-updates on additional memory cells but on a hidden
state to adjust the information using the control gate. Its structure
is shown in Fig. 5.
The computational iteration equations of GRU are as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
rt = σ (Wrxt + Urht−1)
zt = σ (Wzxt + Uzht−1)
h̃t = tanh(Whxt + U(rt · ht−1))
ht = zt h̃t + (1 − zt )ht−1
, (19)
where rt represents the output value of the reset gate in GRU,
that determines whether the current state is resetted according
to the state of t − 1 or not. zt indicates the output value of the
update gate. It determines whether the current state is updated
according to the state t − 1. ht represents the output of the
GRU unit, and h̃t is the candidate output of the GRU, which
is controlled by the reset gate. Both W and U are coefficient
matrices. Here we introduce the critical parts of GRU. Its basic
details of hidden layers and how to train the GRU network are
similar to other Deep Learning models.
5. Experiments
5.1. Description of datasets
The data used in this paper is mainly composed of three
parts, that is, names of diseases, occupational names, and disease
samples. The disease names mainly derive from the International
Statistical Classification of Diseases and Related Health Problems
10th Revision (ICD-10),4 , 5 which is an international and unified
disease classification results developed by WHO. It classifies dis-
eases according to the etiology, pathology, clinical manifestations
and anatomical location [56]. Occupational names are mainly
provided by the ZHONGHUA RENMIN GONGHEGUO ZHIYE FENLEI
DADIAN 2015 Edition.6 It mainly consists of eight major categories,
434 subcategories, and 1481 occupation names. Disease samples
are almost from multiple hospitals, disease research centers and
4 https://icd.who.int/browse10/2016/en#/XXII.
5 http://www.a-hospital.com/w/ICD-10.
6 https://product.suning.com/0070167435/647168266.html.
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Table 1
Details of data (names of diseases, occupation names and disease samples).
No. Names of diseases Occupation names Disease samples
1 Certain infectious and parasitic
diseases
Diseases of the skin and
subcutaneous tissue
Staff and related personnel Text data
2 Mental and behavioral disorders Diseases of the nervous system Professional technical staff Picture data
3 Diseases of the blood and
blood-forming organs and certain
disorders involving the immune
mechanism
Congenital malformations,
deformations and chromosomal
abnormalities
Party, state organs, mass organs,
leaders organs, enterprises and
institutions
Video data
4 Endocrine, nutritional and metabolic
diseases
Pregnancy, childbirth and the
puerperium
Manufacturing and related personnel
5 Symptoms, signs and abnormal
clinical and laboratory findings, not
elsewhere classified
Injury, poisoning and certain other
consequences of external causes
Social production service and life
service personnel
6 Diseases of the musculoskeletal
system and connective tissue
Certain conditions originating in the
perinatal period
Agriculture, forestry, animal
husbandry, fishery production,
supporting personnel
7 Diseases of the eye and adnexa Diseases of the genitourinary system Soldiers
8 Factors influencing health status and
contact with health services
Codes for special purposes Other practitioners who are
inconvenient to classify
9 Diseases of the circulatory system External causes of morbidity and
mortality
10 Diseases of the respiratory system Diseases of the ear and mastoid
process
11 Diseases of the digestive system Neoplasms
Total 24,000 1481 48,952
communities. Most of them are collected from the first affiliated
hospital of Zhengzhou University and others from 21 community
hospitals in a wide area surrounding Henan province and Fujian
province. The details of the data are as follows (see Table 1):
5.2. Verification approach & evaluation metrics
Currently, general methods for verifying model performance
include the re-substitution test (RT) and the cross-validation test
(CVT). RT verifies the ability of a classifier to be self-inclusive.
Since RT uses the same data during verification and causes all the
information of test samples to be included in the entire dataset,
its value will be high. CVT is capable of verifying the adaptability
of the classifier, which uses different data. The Jackknife is a
classic CVT method, which is used in this paper.
The performance of the algorithm requires some metrics to
measure how it is. There are many indexes for evaluating the
quality of classifiers, and we can summarize them as the sample-
based ones and the category-based ones. The former is to com-
pare the prediction results of the algorithm on each test sample,
and then to calculate their average value in the overall test set as
the final result. The latter is to calculate a mean of all categories as
the final result. Suppose the examples were divided into positive
and negative classes, then, there would be four cases in the actual
classification. Their relationship7 can be represented by Fig. 6.
TP means true positive, that indicate a positive sample is
predicted in a positive class; FP indicates false positive, that is,
a negative sample is predicted in a positive class; FN means false
negative, i.e., a positive sample is predicted in a negative class;
TN indicates true negative, i.e., a negative sample is predicted
in a negative class. According to the relationship of the above
four cases, we can get the following five indicators, i.e., precision
(Pre), recall (Rec), accuracy (Acc), F1-score (F1) and Matthew
Correlation Coefficient (MCC). We use P and N to represent actual
7 https://en.wikipedia.org/wiki/Sensitivity_and_specificity.
Fig. 6. Relationship between the elements involved in evaluation indicators.
positive results and actual negative results respectively, i.e., P =
TP + FN , N = FP + TN . Then, all cases can be expressed as P + N
or TP + TN + FP + FN . Those indexes be expressed as follows.
Pre =
TP
TP + FP
, (20)
Rec =
TP
P
, (21)
Acc =
TP + TN
P + N
, (22)
F1 =
2
1
Pre +
1
Rec
=
2TP
2TP + FP + FN
, (23)
MCC =
TP· TN − FP· FN
√
P· (TP + FP)·N· (TN + FN)
. (24)
Note that Rec reflects the ability of the classifier to identify
positive samples. The higher the recall, the stronger the ability of
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the classifier to identify positive samples. Pre means the ability of
the classifier to distinguish between negative samples. The higher
the precision, the stronger the ability of the classifier to distin-
guish negative samples. F1-score is a combination of Rec and Pre.
The higher the F1-score, the more robust the classifier is. In this
paper, there may be multiple classification results that are all
correct during prediction. For example, for a teacher occupation,
there may be two or more diseases that occur such as sore throat
and varicosity or others. If the classifier considers only one as the
correct result, then it is not in line with the reality or the actual
situation. Therefore, we proposed the sixth indicator. For a certain
occupation (or disease), we first calculate a proportion that refers
to how many classified diseases (or occupations) are correct, and
then find an average for all proportion as the final result of the
sixth index, which is called the correct proportion (Corp).
6. Experimental results
In this paper, experimental results will be presented in two
parts. The first is about nine diseases with different deaths across
33 provinces of China. It is given because we use a criterion
that diseases can be distinguished according to different regions.
So, it can be concluded that the classification of diseases can
be carried out based on the hierarchical idea such as according
to certain attributes. As described in the previous section, we
only gave the differences in the deaths of countries around the
world. In order to further prove that the hierarchical idea can be
used in our proposed framework in details, we give data about
the specific death toll in each province of China. The second is
the classification results based on the proposed framework using
different algorithms. It is mainly divided into four small parts:
the results of different classification methods are compared; the
classification results are compared with the data obtained by
different filling methods; the results of the classification methods
using different similarity measures are compared; the before-
and-after results of the expert system are compared. Since the
focus of this paper is not to how to improve algorithms, the
parameter configuration or other settings of the algorithm are
not detailed here. They can be attained by the literature we
referred to. In this paper, the dataset is divided into three subsets,
a training set, a verification set, and a test set according to a
proportion of three:one:two.
6.1. Deaths of nine diseases
In order to explain more scientifically the hierarchical and lo-
cal characteristic of diseases, we have calculated the total number
of deaths of nine diseases of 33 provinces of China in 2016. Those
nine diseases are selected because their deaths are more than
others. We can see from Fig. 7 that the number of deaths caused
by different diseases is obviously different in various regions. For
example, the diabetes mellitus (g) and the diarrheal diseases (h)
are significantly less than the ischemic heart disease (a), chronic
obstructive pulmonary disease (c) and ischemic stroke (b). In
addition, we can also find that the deaths vary largely in a certain
disease. For example, the deaths of tuberculosis (i) in Tibet and
Xinjiang province are far greater than in other provinces. The
tuberculosis is likely to be called the endemic. Finally, we can also
see that gender also has a certain impact on the number of deaths.
The deaths of lower respiratory infections (d) are very different
in a certain province, and it can be seen that the proportion of
male deaths is larger than that of women. The similar conclusion
can be completely reflected by other diseases. Therefore, we can
conclude that the death of diseases has a strong correlation with
factors such as region and age, and our proposed framework
based on the hierarchical idea is feasible.
Table 2
The results of ten classification methods (%).
Method Index
Pre Rec MCC F1 Acc Corp
Sat 38.32 62.16 3.38 47.42 49.10 43.67
Sat_Inf 40.01 80.02 26.73 53.33 58.00 49.23
ANN 68.33 74.55 32.82 71.30 67.05 67.67
SVM 70.10 89.36 56.44 78.50 77.15 73.50
GRU 58.33 77.78 32.82 66.67 65.10 61.67
DKS 76.67 79.31 46.32 77.97 74.21 75.33
ResNet 83.33 87.72 65.14 85.47 83.30 83.17
KG_ANN 38.33 76.67 22.27 51.11 56.04 47.17
KG_GRU 76.67 69.71 27.58 73.02 66.18 71.33
KG_ResNet 85.20 89.47 69.27 87.18 85.06 85.03
6.2. Comparison results from different classification methods
In our proposed framework, the classification methods we
used are mainly divided into three parts, the traditional statis-
tical method, the machine learning method and the KG method
based on machine learning. Therefore, the comparison results
are derived from those methods, and a total of ten methods are
compared here. The filling method of data used in this part is
the mean replacement. Sat represents results of the statistical
method, and Sat_Inf denotes the result of introducing informa-
tion entropy in statistical methods. ANN presents the result of
a traditional neural network with four hidden layers. KG_ANN
represents the KG method by using the neural network. Other
letters indicate the corresponding methods or fusion methods.
Their specific results are given by six indexes, which are shown
in Table 2.
From the Pre indicator in Table 2, we see that the results of
the statistical method are significantly lower than other methods.
In particular, the Sat method has a minimum value, indicating
that the statistical method used in our framework is not suitable
for the classification of diseases. However, from the Rec index,
we can clearly know that the statistics-based approach is not the
worst. For example, 80.02% of Sat_Inf method is more than some
machine learning methods such as ANN, GRU, etc. In general, we
can see that the results of machine learning-based methods are
superior to traditional statistical methods. This conclusion can
be seen by the Acc indicator, which can represent the overall
performance of classification methods. It is worth pointing out
that, the results of the SVMmethod are acceptable. As can be seen
from the Rec indicator, 89.36% of the SVM method is second only
to the KG_ResNet method. Similar conclusions can also be drawn
through the Corp indicator. On the other hand, we can know that
the ResNet method shows the most satisfactory results, and we
can draw that conclusion in any one of the indicators. Due to the
combination between this method and KG, the best results were
obtained in KG_ResNet. The 85.06% of Acc and 85.03% of Corp are
sufficient to show that it is very feasible. ResNet and KG_ResNet
can produce positive outcome probably because they used more
hidden layers. In some cases, we can think that the network
model with more hidden layers will have a strong performance.
Based on this basis, the unpleasant results of both ANN with
only four hidden layers and ANN-based KG methods are entirely
explainable.
6.3. Classification results using different data filling ways
The disease samples attained in this paper derived from multi-
ple organizations. Therefore, the data with missing attributes will
lead to various classification results if they are pre-processed by
different filling methods. The expert experience method indicates
that the missing attributes are filled according to medical stan-
dards. Thus they may not be unique and have a lot of randomness.
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Fig. 7. Deaths of nine diseases in thirty-three provincial administrative regions of China.
Z. Lei, Y. Sun, Y.A. Nanehkaran et al. / Future Generation Computer Systems 102 (2020) 534–548 545
Table 3
The comparison results of different data filling methods (%).
Filling way Method Index
Pre Rec MCC F1 Acc Corp
RRM
Sat 40.15 58.54 −2.49 47.52 47.03 43.50
Sat_Inf 43.33 89.66 38.69 58.43 63.20 53.17
ANN 53.33 68.09 15.54 59.81 57.31 55.17
SVM 75.18 90.05 61.24 81.82 80.05 77.51
GRU 60.12 81.82 39.48 69.23 68.08 64.18
DKS 73.33 78.57 42.77 75.86 72.14 72.67
ResNet 86.67 89.66 71.14 88.14 86.13 86.33
KG_ANN 43.33 74.29 21.41 54.74 57.08 50.17
KG_GRU 76.67 73.02 34.67 74.80 69.31 72.83
KG_ResNet 83.33 89.29 67.44 86.21 84.10 83.67
EEM
Sat 58.33 77.78 32.82 66.67 65.00 61.67
Sat_Inf 58.33 81.41 37.93 67.96 67.10 62.67
ANN 66.67 75.47 33.54 70.82 67.12 66.83
SVM 58.33 94.59 54.12 72.16 73.13 65.67
GRU 51.67 86.11 39.97 64.58 66.05 58.83
DKS 78.33 83.93 55.10 81.03 78.51 78.17
ResNet 83.33 83.33 58.33 83.33 80.16 81.67
KG_ANN 43.33 81.25 29.76 56.52 60.28 51.67
KG_GRU 75.53 76.27 39.84 75.63 71.16 73.20
KG_ResNet 86.67 91.23 73.39 88.89 87.27 86.83
For example, the human creatinine value is normally in the range
of [80, 120]. When the creatinine of a certain sample is missed,
we will use 85 and 90 or other close values to fill it. As can be seen
from Table 3, different filling methods have significant impacts
on the results. Combined with Table 2, the same conclusion
is more clearly visible. Although different filling methods have
a significant impact on classification methods, the conclusions
drawn in Section 6.2 are similar, that is, the results of statistical
methods are worse than that of other methods. Also, the ResNet
method yields the best results. Overall, the results obtained by the
expert experience method are mostly better than the regression
replacement method. From the MCC indicator, the Sat method
based on RRM is actually a negative value, indicating that the
ability to classify diseases incorrectly is much higher than that
of the correct classification. In other words, in some data, Sat
has no ability to classify diseases. It can be seen from F1 and
Corp that the results of KG_ResNet obtained by EEM are 88.89%
and 86.83%, which are very acceptable. Therefore, our framework
d-DC is utterly applicable to the classification of diseases. In
particular, the expert experience approach is the right choice to
fill the missing values. The reason EEM can get good results is that
it considers not just the integrity of data, but also the practical
significance that could have obtained the actual values in real life.
6.4. Classification results of different similarity measures
The classification methods used in this paper are sensitive to
similarity measures. Notably, our framework involves the inte-
gration of multiple methods and an expert system. When the
performance of the model cannot be changed, the quality of the
similarity measure will directly affect the final effect of meth-
ods. Therefore, this section will compare the differences between
the various methods through different similarity measures. We
gave comparison results of the Corp index using four different
similarity measures on the classification method in Fig. 8.
Fig. 8 shows a comparison of results given by those methods
based on different similarity measures. It can be seen that various
similarity measures have an impact on certain methods whether
they are in statistical methods or machine learning methods. In
the ANN method, there are not many changes according to four
similarity measures, which may be related to the structure of
the neural network. Because we know that the neural network
Table 4
The before-and-after comparison results of introducing the expert system based
on three indexes (%).
SVM ResNet KG_ResNet SKRE RKRE
Pre 58.33 83.33 86.67 82.93 88.31
Acc 73.13 80.16 87.27 81.65 88.57
Corp 65.67 81.67 86.83 81.75 86.95
involves the similarity measure only when determining the fi-
nal result. In the KG_ANN method, we find that the similarity
measure has a great impact. Maybe this is because the ANN-
based knowledge graph method uses similarity measures for the
many times in the knowledge representation, especially in the
process of training embeddings. On the other hand, the use of
the correlation coefficient is better than the Euclidean distance
in each method. In general, we can see that different similarity
measures produce various results when our proposed framework
is used. Therefore, it is necessary to consider the impact of the
similarity measure when adopting different methods for disease
classification.
6.5. The before-and-after comparison results of introducing the ex-
pert system
In our proposed framework, different classification methods
may have inconsistent results for a certain disease. If it happens,
we will use an expert system to make the final result. We will
combine better methods that can achieve good results. In other
words, the SVM method, the ResNet method and the KG_ResNet
method all attained the better results in the above experiments.
Those three methods are introduced into the expert system to
achieve more satisfying results. SKRE means the fusion of SVM,
KG_ResNet and our expert system in Table 4. RKRE represents
the combination of ResNet, KG_ResNet and our expert system.
In this section, we used three indexes to compare their results.
We can know that the methods of achieving good results in pre-
vious experiments have been improved after they are combined
with the expert system. Both in SKRE and RKRE, the values of
the three indexes are higher than before except for the Pre. In
RKRE method, the result of Corp reached 86.95%, which is very
satisfactory. Overall, the introduction of an expert system is very
feasible for being used in our framework for disease classification.
7. Conclusion and future work
Classification of diseases through different factors such as
occupations can reveal trends of the morbidity and the mortality.
Correct analysis of the disease tendency in a certain region can
clarify the focus of corresponding prevention and control. In
this paper, we proposed a data-driven robust framework with
improved scalability called d-DC, that is mainly based on hierar-
chical ideas for disease classification. In our proposed framework,
the establishment of the data collection model can not only
achieve automatic replenishment of data, but also effectively
tackle the cold start problem of the prediction model without
much data. We collected multiple types of data, including struc-
tured data, unstructured data such as plain texts, images and
videos. Multi-type fusion of data provides conditions for mining
more new knowledge and improving the performance of the
model, and has even contributed to the establishment of a public
medical knowledge base. d-DC combined Deep Learning methods
with the knowledge graph, which is the first attempt in the field
of classifying diseases. Vectorizing medical texts through knowl-
edge embedding provided a new consideration for the analysis of
diseases. When the classification results are singular, our expert
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Fig. 8. The classification Corp results based on different similarities (%).
system built through knowledge bases or online experts in d-DC
were proposed to address the inconsistencies. The classification
was displayed by using a combination of traditional methods and
the knowledge graph, which intuitively provides a reasonable
basis for explaining why they are like this. Moreover, the ex-
perimental results show that the proposed framework achieved
better accuracies, which could be used by professional medical
institutions to improve healthcare services in terms of developing
preventive measures. Although we collected the large number of
data with many types, there is not much given about the selection
of preprocessing methods, which will be our future work. Besides,
for personal medical records, we only used structured data. In fu-
ture research, we will consider combining other types of samples
such as tongue coating data.
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