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A b s t r a c t
Image compression is the process of reducing the number of bits required to 
represent an image. This can be achieved by reducing (or ideally, eliminating) various 
types of redundancy that exist in the imaging data. All current image compression 
methods are based on the same theoretical model, which targets redundancy found in 
individual images. However, this model ignores an additional type of redundancy that 
exists in sets of similar images, the “set redundancy”. The source of set redundancy is 
the common information existing in more than one image in a set of similar images. Set 
redundancy can be recognized by the appearance of similar pixel values at the same 
image regions, comparable image histograms, similar image features, or analogous 
distributions of edges. This research explores the concept of set redundancy and 
establishes its importance for image compression. A new theoretical compression 
model is proposed, the Enhanced Compression Model, which extends the current model 
by including set redundancy extraction. The requirements and restrictions for set 
redundancy extraction are discussed, and practical methods to implement it are 
developed. These methods are collectively referred to as SRC or Set Redundancy 
Compression methods. Three SRC methods are presented: the Min-Max Differential 
(MMD) method, the Min-Max Predictive (MMP) method, and the Centroid method. 
According to the Enhanced Compression Model, the SRC methods can be combined
xi
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with any current compression technique to achieve higher compression ratios when 
compressing sets of similar images.
One of the best application areas for the Enhanced Compression Model is 
medical imaging. Medical image databases usually store large sets o f similar images 
and, therefore, contain significant amounts o f set redundancy. Tests were performed by 
implementing the SRC methods on a test database of CT and MR brain images. The 
results show an average of as much as two-fold improvement in the performance of 
standard compression techniques when they are combined with the SRC methods. In 
addition, the SRC methods developed in this research are fast, lossless, and easy to 
implement.
xii
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C h a p t e r  1
I n t r o d u c t i o n
As the beginning of the third millennium approaches, the status of the human 
civilization is best characterized by the term “Information Age”. This term captures the 
essence of the transition from the physical world to the virtual, information-based 
societies. Information, the substance of this new world, despite its physical non­
existence can dramatically change human lives. In our society, immaterial information 
is often worth more than gold. In a sense, being in the right place at the right time 
depends on having the right information, rather than just having luck.
Information is often stored and transmitted as digital data. However, the same 
information can be described by different datasets. The shorter the data description, 
usually the better, since people are interested in the information and not in the data per 
se. Data compression is the process of transforming the data description into a more 
succinct and condensed form. This improves storage efficiency, communication speed, 
and security.
The concept of data compression is surprisingly old. The first data compression 
applications can be traced back more than 2,000 years, to some of the first civilizations.
1
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For example, in ancient Greece the documents were written in a space-efficient form by 
removing all spaces between words. This conserved the costly papyrus and allowed for 
more economical storage of knowledge. In addition, Greeks used to appraise 
succinctness as a virtue; from early age, children were taught to speak “lakonika”, 
meaning “concise” in the Greek language.
The value of data compression is evident when either the data-handling 
resources for storage or communication are scarce, or when the amount o f data becomes 
overwhelmingly large. Unfortunately, people always tend to produce more data than 
they can efficiently handle, no matter how much data-handling capability they have. In 
the early days of personal computers, 10 MB of disk space were thought to be enough 
for most applications. Nowadays, 1,000 MB is often not enough; users request 2 GB or 
more in a standard PC configuration. In the communications arena the situation is 
similar. A few years ago, 300 baud rate was considered sufficient; today, a modem 
must be capable of at least 28,800 baud rate to compensate for data-hungry applications. 
This situation is the result of a moving target: the changing type of information-delivery 
media. Until quite recently, text was the basis of information delivery. When the 
technology matured for text-based applications, images were added, and the 
requirements increased. As soon as the technology could handle images efficiently, 
information delivery was augmented with video. In a few years, virtual reality 
applications will make the storage and communication requirements to soar again. This 
situation is responsible for the major importance of data compression technology.
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Data compression is also important when electronics replace traditional media. 
For example, only a few years ago, medical imaging was completely film-based, with 
radiologists using exclusively films and viewboxes to make their diagnoses. Digital 
technologies were not part of routine examinations, and data compression was not 
important. However, the computer revolution has radically changed the medical 
environment, which is currently moving toward the goal of “filmless hospital”. Digital 
systems are an integral part of CT, MRI, PET, SPECT, and Ultrasound imaging and 
even traditionally non-digital techniques (e.g., film X-rays) are gradually evolving to 
digitized imaging. All these digital imaging technologies create problems for storing, 
communicating and manipulating large amounts of data. An MRI or CT exam requires 
an average of 5 to 12 Mbytes of storage, and a single digitized X-ray film requires as 
much as 24 Mbytes. When thousands of exams must be stored digitally, the problem 
becomes critical. In this environment, data compression has become an indispensable 
tool.
Data compression techniques are based on the removal of redundant data. In 
monochrome images, three types of data redundancy can be found: interpixel, 
psychovisual, and symbol redundancy. These redundancies exist between the pixel 
values of an individual image. Current compression methods efficiently reduce these 
types of redundancy. However, in sets of similar images, an additional type of 
redundancy exists, which is referred here as “set redundancy”.
This study introduces and investigates the concept of set redundancy (chapter 3), 
and proposes a new theoretical compression model that includes set redundancy
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
reduction: the Enhanced Compression Model (chapter 4). Based on this model, three 
new compression methods are presented (chapters 5 and 6), which collectively are 
referred to as Set Redundancy Compression, or SRC methods. These methods can be 
used to improve compression in sets o f similar images. “Similar images” are defined as 
images with comparable histograms and analogous spatial distributions o f features. 
Based on this definition, many types of image databases store large sets of similar 
images. Medical image databases are an example in which the Enhanced Compression 
Model can be used very effectively. In this dissertation, application of the SRC methods 
on a small medical image database is presented (chapter 7). The experimental results 
show as much as a two-fold improvement in compression over existing image 
compression methods. These results confirm the existence of “set redundancy” in 
similar images, validate the Enhanced Compression Model as an improved theoretical 
model, and demonstrate the practical value of the proposed SRC compression methods.
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C h a p t e r  2
I m a g e  C o m p r e s s i o n
2.1 Introduction
Data compression is defined as the process o f encoding the data using a 
representation that reduces the overall size of the data. This reduction is possible when 
the original dataset contains some type of redundancy. Digital image compression is a 
field that studies methods for reducing the total number o f bits required to represent an 
image. This can be achieved by eliminating various types of redundancy that exist in 
the pixel values.
The rapid development of imaging technologies has generated great interest in 
efficient compression methods. One reason for this interest is that digital images are 
stored as datasets which are often very large. Some examples of the storage volume 
required for different types of digital images are:
• low resolution color video frame: 0.8 Mbytes (512 x 512 pixels, 3 bytes per pixel)
• electronic or scanned photograph: 18 Mbytes (3000 x 2000 pixels, 3 bytes per 
pixel)
5
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• digital medical X-ray image: 24 Mbytes (4000 x 4000 pixels, 12 bits per pixel)
• LANDS AT image: 216 Mbytes (6000 x 6000 pixels, 6 bytes per pixel)
The large amounts of data required to represent visual information often 
overtaxes the capabilities of current computer systems. Image compression can 
significantly help by reducing these data storage requirements. This in turn enables 
faster transmission of images and it can also provide enhanced data security. Moreover, 
it makes possible the development o f efficient image processing algorithms that need 
less processing time by working directly with the compressed data (for example, Yeo 
and Liu [Yeo95] developed a method for volume rendering of DCT-compressed 3- 
dimensional data).
For these reasons, image compression is an important tool in the imaging 
environment. Furthermore, the role o f image compression becomes increasingly 
important as the amount of imaging data produced per year grows exponentially, the 
number o f imaging applications increases, and the transmission of digital images is 
already the largest portion of data traffic in many computer networks.
There are two basic types o f compression: lossless and lossy. In lossless 
compression no information is lost, and decompressing the data always yields exactly 
the original data. In lossy compression however, the procedure is not reversible and the 
decompressed data only approximately match the original data. Generally, in image 
compression the lossy methods have better compression ratios than the lossless ones. 
However, lossy methods can result in degraded image quality. For some applications
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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this tradeoff is appropriate (e.g., digital videoconferencing), but for others it can be 
unacceptable (e.g., applications in Medical Imaging).
In digital images three basic data redundancies can be identified and reduced: the 
coding redundancy, the interpixel (or spatial\ redundancy, and the psychovisual 
redundancy. Color images also contain spectral redundancy, and video signals exhibit 
temporal redundancy.
Because of its importance, intensive research in the last half century has 
produced a large number o f data compression methods. A review of the more well- 
known algorithms will be presented in this chapter, along with a brief description for 
each.
Before describing any compression methods, some terminology must be 
introduced. Every dataset is a sequence of symbols. This sequence can be considered to 
be the output of an information source S, capable of generating symbols taken from the 
source alphabet {ao, fl/, ..., a„). The elements of the source alphabet are called letters 
or simply symbols. For every information source S, there is a probability Pr(q,) that the 
source will produce the symbol a,. Entropy is a measure of information, and it 
represents the minimum size of a dataset necessary to convey a particular amount of 
information (see Appendix A). Note that the terms “information” and “data” are not 
synonymous. Data are used to convey information, but there is one-to-many 
correspondence between a certain piece of information and the datasets that can be used 
to describe it. For example, to describe the number “one”, we can use “1”, or “01”, or 
“001”, etc. Clearly, there is no upper bound on the amount of data that can be used to
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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describe the same piece of information. The difference between the size of a dataset and 
its entropy (theoretically its minimum size) gives a measure of the data redundancy 
present in the dataset.
Research in data compression has grown rapidly the last 50 years. This resulted 
in a large number of both lossless and lossy compression methods. It is difficult to 
create an exhaustive list of all techniques and their variations that have been developed 
throughout these years. Review papers (e.g., [Netravali80, Jain81a, Bassiouni85, 
Wong95]) usually provide an overview of the latest developments in this area and the 
major techniques used. In the same spirit, only some of the major image compression 
methods will be reviewed here. These methods are representative o f research directions 
in data compression.
2.2 Lossless Compression Methods
2.2.1 Huffman Coding
Huffman coding is one of the oldest compression methods. It is based on data 
statistics, and it represents the symbols of the alphabet by variable code length, 
depending on their probability of occurrence (the more probable a symbol is, the shorter 
the code it is assigned). It was developed by Huffman [Huffman52] and is very similar 
to a technique developed earlier (1949) by Shannon and Fano. The difference between 
the two techniques is in the way the code for each symbol is constructed. Huffman 
coding constructs the code-generating tree bottom-up, starting from the leaves which 
correspond to symbol probabilities. The Shannon-Fano technique constructs the tree
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
top-down, by recursively dividing the symbols into two groups of equal total 
probabilities. Huffman coding performs better than Shannon-Fano’s technique, and 
actually Huffman proved that his technique was optimal under certain assumptions 
(which however do not always hold). There are many variations of Huffman’s 
technique; two examples are the Modified Huffman Encoding [Hankamer79], and the 
Dynamic Huffman Encoding [Knuth85].
2.2.2 Arithmetic Coding
This method approaches very close the theoretical limit of compression 
efficiency. It is based on data statistics like Huffman’s method, but it is usually more 
efficient. Its basic advantage is that unlike Huffman coding, it does not have the 
limitation that each codeword has to be at least one-bit long. However, its 
implementation is complicated and is very computationally intensive. The basic idea in 
arithmetic coding is to divide the interval between 0 and 1 into a number of smaller 
intervals corresponding to the probabilities of the message’s symbols. Then the first 
input symbol selects an interval, which is further divided into smaller intervals. The 
next input symbol selects one of these intervals, and the procedure is repeated. In this 
way, the selected interval narrows with every symbol, and at the end, any number inside 
the final interval can be used to represent the message.
Arithmetic coding has evolved through the work of many researchers. The first 
names associated with it are Elias and Abramson (circa 1960). A theoretical description 
of this method was presented by Rissanen and Langdon [Rissanen79], whereas
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implementation issues can be found in [Langdon84]. A revised version of arithmetic 
coding has been developed recently, and it is based on the work of Moffat, Neal and 
Witten [Moffat95], and Witten, Neal and Cleary [Witten87], A variation of arithmetic 
coding is the Q-coder, developed in IBM in the late 1980’s [Pennebaker88, Mitchell88].
2.2.3 Lempel-Ziv Compression
Lempel-Ziv compression actually refers to two different approaches to 
dictionary-based compression: the LZ77 [Ziv77] and the LZ78 [Ziv78], both developed 
by Ziv and Lempel. In LZ77, the general idea is to have a “sliding window” which 
moves over the data. When a data sequence is encountered which already exists in the 
current window, then it is substituted by the pair {position, length} which points back to 
the existing sequence. LZ78 does not use this “sliding window”. Instead, it constructs 
dynamically a dictionary from the input file and then it replaces data sequences by their 
index in the dictionary.
Several compression methods have been developed based on these ideas, 
differing only on how they manage the dictionary. One of the most well known 
methods, the LZW (Lempel-Ziv-Welch), was designed by Welch in 1984 [Welch84]. 
This method is based on the LZ78 scheme, and it starts with a small dictionary (single 
letters only) expanding it with new strings during compression. The dictionary does not 
need to be stored, since it can be rebuilt during decompression.
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2.2.4 Run Length Encoding
In its simpler implementation, Run-Length Encoding replaces repeated data by a 
{length, value} pair, where “value” is the repeated data value and “length” is the 
number of repetitions. This technique is especially successful in compressing bi-level 
images, and it is widely used in facsimile (FAX) systems. If direct application of Run- 
Length Encoding on a gray-scale image does not produce satisfactory compression, then 
the image can be decomposed into bit planes and every bit-plane can be compressed 
separately. There are many variations of Run-Length Encoding, for example 
[Tanaka82].
2.2.5 Differential Pulse Code Modulation (DPCM)
DPCM is an image compression method that is based on predictive coding. The 
basic idea is to predict the value of each pixel by using the values of its neighboring 
pixels, and then store only the prediction error. Typically, the errors are small, therefore 
fewer bits are required to store them. Depending on how many neighboring pixels are 
used, DPCM is classified as 1st order (1 pixel), 2nd order (2 pixels), 3rd order (3 
pixels), etc. A prediction model that is often used for 3rd order DPCM is the following: 
P(x,y) = r, • P(x -  l,y) -  r, • r, • P{x -  1 , y  -  1) + r2 • P(x,y -  1).
The values used for the coefficients ri and vi can vary, and usually they are image- 
dependent. A set of values that works well for many cases, and can simplify the 
calculations is r\ = r2 = 1. Usually, different regions in the same image have different
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optimal prediction coefficients. To account for this, adaptive prediction can be used, 
which splits the image into blocks and then computes independently the prediction 
coefficients for each block. Netravalli in [Netravali80] presented a review of predictive 
coding techniques.
2.2.6 Hierarchical Interpolation (HINT)
Hierarchical Interpolation [Roos88] is a multi-resolution coding scheme based 
on subsampling. It starts with a low resolution version of the input image, and it 
interpolates the pixel values to generate successively higher resolutions. The errors 
between the interpolation values and the real values are stored, along with the initial 
low-resolution image. Both the low-resolution image and the error values can be stored 
using fewer bits than the original image, therefore compression is achieved. The 
decompressor can reconstruct the original image using the same procedure, and adding 
the error values to the interpolation results.
2.2.7 Laplacian Pyramid
Laplacian Pyramid is a multi-resolution image compression method developed 
by Burt and Adelson [Burt83]. The basic idea is to construct successively lower 
resolution versions of the original image, and then find the differences between 
successive resolution versions. The lowest resolution image together with the 
difference images are sufficient to perfectly reconstruct the original image. Laplacian
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Pyramid has the drawback of increasing the number o f data values by 4/3, therefore it is 
difficult to achieve high compression ratios, although the difference values can be stored 
very economically. On the other hand, this method can be used efficiently for 
progressive transmission of images.
2.2.8 Other Methods
Some other lossless compression methods include Multiplicative Autoregression 
(MAR) [Das93], Bit-plane Encoding, Contour Encoding, etc. Several methods have 
been developed for specific applications. For example, bi-level images (black and 
white) can be compressed by using Constant Area Coding, White Block Skipping (see 
[Gonzalez93] for more details), or Irreducible Covers o f  Maximal Rectangles 
[Cheng88]. Another example is compression in business or scientific databases, which 
includes methods such as Multigroup Compression, Front/rear Compaction, and Null 
Bit-maps [Bassiouni85]. Finally, there are techniques that although rank low in 
compression efficiency, they still have theoretical interest. An example is the binary 
representation of integers using Fibonacci numbers instead of powers of 2. The 
properties of this representation can be used for variable length encoding. However, 
this method compares poorly with other methods [Lelewer87].
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2.3 Lossy Compression Methods
2.3.1 Quantization
Quantization is a many-to-one mapping that replaces a set of values with only 
one representative value. By definition this scheme is lossy, because after this mapping 
the original value cannot be recovered exactly. There are two basic types of 
quantization, the scalar and the vector quantization. Scalar quantization (SQ) performs 
many-to-one mapping on each value, for example, it may store only the 6 most 
significant bits from 8 bit values. Vector quantization (VQ) replaces arrays of values 
(i.e., blocks of pixels) with one value, which is the index from a “codebook”. The same 
index can be used to represent slightly different arrays of values, therefore it results in a 
lossy many-to-one mapping. VQ on images can cause edge distortion since edges 
cannot be reproduced perfectly by a small size codebook. VQ asymptotically 
outperforms SQ, but it is also more difficult to implement. The main implementation 
issues of VQ relate to codebook design, and to codebook search strategy. A widely used 
algorithm for codebook design is the LBG algorithm, developed by Linde, Buzo, and 
Gray [Linde80]. There is no standard algorithm for codebook searching, so different 
schemes are currently in use (for example, Full Search VQ, Tree-Structured VQ, Pruned 
Tree-Structured VQ, Entropy-Pruned Tree-Structured VQ, Entropy-Constrained VQ, 
etc.). A good review on VQ techniques is [Nasrabadi88].
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2.3.2 Transform Coding
Transform coding is a general scheme for lossy image compression. It uses a 
reversible, linear transform (such as the Fourier transform) to map the image into a set 
of coefficients which are then quantized and coded. A good transform packs as much 
information as possible into a small number of transform coefficients. Then 
quantization selectively eliminates the coefficients that carry the least information. To 
simplify the computations, the image is usually divided into a number of small blocks, 
and the transform is applied separately to each of these blocks. There are numerous 
transforms that can be used, including Discrete Fourier (DFT), Discrete Cosine (DCT), 
Karhunen-Loeve (KLT), Waish-Hadamard (WHT), etc. The one that is theoretically 
best, but usually not practical, is the KLT, which is based on the Hotelling Transform. 
The best alternative is the DCT which is used by most practical transform systems. 
Transform coding methods are suitable for progressive transmission of images. A rough 
approximation of the original image can be constructed with only a few coefficients, and 
it can be progressively refined as more coefficients are received. For a review of 
transform coding techniques, see [Wintz72],
2.3.3 Discrete Cosine Transform (DCT)
DCT is one of the most efficient transform coding schemes. It is also the base of 
the JPEG standard for image compression [Wallace91]. For an image block of size 
LxL, the 2-D DCT can be expressed as follows:
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(/./) are coordinates of the pixels in the initial block,
(*,/) are coordinates of the coefficients in the transformed block,
x,j is the value of the pixel in the initial block,
Yk,i is the value of the coefficient in the transformed block,
* = 0 ,1 ,..., L-1,
/ = 0 , 1 , 1 - 1 ,  and
f 1/2 , i f  k = 1 = 0 
CtJ = 1  l / V 2 , i f  k =  0 or 1 =  0 
[l , i f  * * 0 and / *  0.
Some of the advantages of DCT over other transform coding methods are the use 
of real arithmetic, less computational complexity, the existence of fast DCT algorithms, 
and the availability of DCT chips. A disadvantage of DCT is the blocking (or tiling) 
artifacts that appear in high compression ratios. The same artifacts may appear in other 
transforms as well, because typically the transforms are implemented on pixel blocks,
rather than the whole image. To avoid these artifacts, full-frame DCT can be used.
However, the tradeoff is the increased computational requirements and the appearance 
of ringing artifacts (periodic patterns due to the quantization of high frequencies).
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2.3.4 Subband Coding
In subband coding the input image is filtered through a set o f operations that 
divide the input into a number of bands. The result is a number of sub-images with 
specific properties; for example, a smoothed version of the original, plus a set of images 
with the horizontal, vertical, and diagonal edges that are missing from the smoothed 
version. These sub-images can be compressed more efficiently than the original image, 
because the restricted type of information in each sub-image allows well-tailored 
encoding. Advantages over other compression methods include the lack of blocking 
artifacts, and the flexibility this scheme offers for adaptive compression. The most 
successful subband coding method is the wavelet decomposition, which is reviewed 
next.
2.3.5 Wavelet Decomposition
The theory of wavelets was developed in the mid-eighties and since then it has
evolved into a valuable mathematical tool not only for image compression, but also for
many other applications in signal processing. A simple definition of wavelets was given
by Strang [Strang93]:
“A function W(x) is a wavelet i f  the translations and dilations ofW(x) 
are mutually orthogonal
The function W(x) is called mother wavelet. The set of translations and dilations of
W(x) forms an orthomormal basis, with good localization properties in both spatial and
frequency domains. This basis can be used to approximate any function, in the same
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way Fourier series can approximate continuous signals. The advantage of wavelets over 
Fourier analysis is that wavelets have short duration, unlike the infinite duration of sines 
and cosines used in Fourier series. Consequently, wavelets are more efficient in 
representing local functions appearing in images.
There are many different wavelet functions. Perhaps the simplest one is the 
Haar wavelet, which is simply a square-shaped function. Because of its simplicity, the 
Haar wavelet has a poor approximation to most signals. More complicated wavelet 
functions provide better performance. For example, the Daubechies wavelets are highly 
irregular and resemble fractals. This irregularity allows them (by shifting and scaling) 
to represent even complex signals [Strang94].
The theory of wavelets was first developed by Morlet, Grossmann, and Meyer; 
Daubechies and Mallat are two other researchers with major contributions. The 
research is ongoing, and the number of papers published on wavelets grows at a fast 
rate. Some survey or tutorial papers on this subject are [Mallat89], [Rioul91], 
[Strang93], [Strang94].
2.3.6 Fractal Compression
Fractal compression is based on the theory of fractal geometry, developed in the 
seventies by Mandelbrot [Mandelbrot77]. Fractal objects have very complicated 
structures (in fact, infinitely complicated) which result from the recursive application of 
simple geometrical transformations. This property of fractals when applied to 2- 
dimensions can create realistic synthetic images using only a few rules and parameters.
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Barnsley [Bamsley89] was the first to propose the use of fractals in the inverse 
direction; that is, given a natural image, to find a set of rules and parameters that can 
create an approximation to this image. This can potentially lead to significant 
compression, because fractal-generating rules (called Iterated Function Systems or IFS) 
typically require only a fraction of the storage space of the original image. However, 
finding these rules is an inverse problem, which requires very large computational 
effort. The first practical fractal image compression method was presented by Jacquin 
[Jacquin92], and currently most of the fractal compression methods are based on his 
technique.
Fractal compression is one of the newest image compression methods with 
promising initial results. The theory of fractals has also inspired the development of 
methods that do not directly use IFS, but use the self-similarity of images under 
different scales to improve compression (for example, [Pentland93]).
2.3.7 Other Methods
There are many other methods for lossy image compression, that employ a wide 
variety of theories and techniques. Some of these methods are very interesting in their 
approach to the problem of compression. Quadtree-based compression recursively 
divides non-uniform image regions into four sub-regions, until satisfactory uniformity is 
reached; its goal is to encode economically large, uniform image regions. Lapped 
Orthogonal Transform performs a transform on overlapping image blocks, in order to 
avoid blocking artifacts. Model-based coding uses a priori models and stores only the
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set of parameters that transform these models into the image to be coded. Block 
Truncation Coding divides an image into blocks of pixels, and then encodes every block
each pixel. Finally, Delta Modulation is a simple technique that uses 1 bit/pixel and a 
step function that follows the direction of the slope in the image signal.
Lossy compression methods result in some loss of quality in the compressed 
images. It is often necessary to use some distortion measure to quantify this quality 
loss. Distortion measures commonly used are the Root Mean Square Error (RMSE), the 
Normalized Mean Square Error (NMSE), and the Peak Signal-to-Noise Ratio (PSNR). 
These measures are defined as follows:
where the images have NxM  pixels (8 bits per pixel), f(i,j) represents the original 
image, and f '( i,j)  the reconstructed image after compression-decompression. Ad-hoc 
measures have also been proposed to measure specific distortions; for example, 
Saipetch et.al. [Saipetch95] used the Normalized Nearest Neighbor Difference to 
measure the intensity of blocking artifacts in DCT compression.
using only two values and a bitmap (1 ’s and 0’s) that indicates which value is used for
2.4 Distortion Measures
RMSE
NMSE = / ( / ,y )  , and
PSNR = 20 • log
RMSE)
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2.5 Conclusion
The list o f data compression methods grows as new algorithms or variations of 
the already existing ones are introduced. All these data compression methods are based 
on the same principles and on the same theoretical compression model, which reduces 
effectively the three types of redundancy present in gray-level images: the interpixel, 
psychovisual, and symbol redundancy. However, sets of similar images contain an 
additional type of redundancy, that is not reduced by the current compression methods. 
In the next chapter this new type of redundancy is presented, and its connection with 
image compression is established.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
C h a p t e r  3
S e t  R e d u n d a n c y
3.1 The Concept of “Set Redundancy”
As stated previously, interpixel, psychovisual, and coding redundancy are the 
three types of redundancy in still monochrome images. However, in a set o f similar 
images, one can observe a significant additional amount of inter-image redundancy. 
“Similar images” are images that have:
(a) similar pixel intensities in the same areas,
(b) comparable histograms,
(c) similar edge distributions,
(d) analogous distributions of features.
For example, consider a set of medical images produced by the same modality (e.g., CT) 
and depicting the same part of the human body (e.g., brain). These images have similar 
histograms, edge distributions, and features; in addition, their pixel intensities over the 
same areas are expected to be statistically similar. Therefore, according to the above 
definition, these images are statistically correlated and “similar” to each other.
22
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The existence of statistical correlation between two images can be verified 
graphically with a scatterplot of pixel values, and numerically by calculating the 
correlation coefficient. The scatterplot can be obtained by plotting the points (x., v.) 
where x, is the value at pixel position P, from image X, and y, is the value at the same 
pixel position from image Y. If the images are correlated, then these points will cluster 
around the 45° degree line passing through the origin. In fact, for perfectly correlated 
images (i.e., for identical images), these points form a perfect line with a 45° slope. On 
the other hand, for two non-correlated images, there is no pattern around the 45° line. 
The correlation coefficient can be used to quantify the statistical correlation. For two 
datasets X  -  (xi, X2 , ... x^) and Y = (yt, y2 , ... yv) with mean values xm and ym, the 
linear correlation coefficient is defined as [Neter89]:
Z(*, - * m)(y, - y J
r ______ i=i_______________________
ijZ ( * ,  ~xm)2JX(y, - y mf
This measure of correlation is also called the product-moment correlation coefficient, or 
Pearson’s r. In order to avoid negative values, r2 is often used instead of r. A value 
of r2 close to 0 indicates that no correlation exists between the two datasets X  and Y. 
A value approaching 1 shows the existence of a strong correlation. If r2 = 1.0 then 
the datasets are perfectly correlated; in the case of images this means that the images are 
identical.
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To demonstrate the existence of correlation among similar images, two pairs of 




The scatterplot resulting from comparing the values o f these two images is shown on 
Figure 1. As we see, there is no clustering of values along the 45° line. Also the value 
of r2 is 0.009, which is very close to zero (no correlation).
Lenna
•2 = 0.009
V*v -  •
Figure 1: Scatterplot between two random images
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The second pair o f images were the following two CT brain scans:
CT08 CT15
These two images are very similar, even though they are from different, non-related 
patients. Their scatterplot is shown on Figure 2. As we see, there is a noticeable 
clustering of values along the 45° line. Also the value o f r2 is 0.784, which shows the 





Figure 2: Scatterplot between two similar images
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This statistical correlation among similar images is a result of inter-image 
redundancy. In this study, the term “set redundancy” is introduced to describe this type 
of redundant information, and is defined as follows:
Definition: Set redundancy is the inter-image redundancy that exists in a set 
o f  similar images, and refers to the common information found in 
more than one image in the set.
Set redundancy can be used to improve compression. A limit to compression is 
imposed by the image entropy. In the next section it is shown how set redundancy can 
be used to decrease the average image entropy in a set of similar images.
3.2 Image Entropy and Set Redundancy
The concept of entropy is defined in information theory as a measure of 
information [Shannon48]. The image entropy measures the amount of information an 
image contains (see Appendix A) and it is used as a measure of the compressibility of 
the image (lower entropy means better compressibility). The entropy of an individual 
image is calculated by using the histogram distribution of its pixel values, which 
represent “individual image statistics”. However, in a set of images, “set statistics” can 
be used instead of individual image statistics, resulting in smaller average image 
entropy. The reason is that in sets of similar images every pixel position (x, y) is 
associated with its own histogram distribution of gray values. By the definition of
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similarity among images (similar values at similar positions), these distributions will be 
highly non-uniform. If these distributions are used to encode the pixel values, then the 
entropy will be very small.
The decrease of image entropy resulting from the use of set statistics can be 
demonstrated mathematically. For example, consider a set of similar images with 
similarity S  among the images. If 5  = 0.4 then, on the average, for every pixel 
position 40% of the pixel values across all images will have the same value. Note that 
some areas o f the image may have higher variability than others; however, on the 
average the similarity will be 40%. Also, on the average, in every pixel position there is 
variability V among the images, where:
V = 1.00 -  S.
Suppose that there are (n+1) symbols and the alphabet is {ao, a\, 0 2 , ... , a„}. For a 
specific pixel position let a* be the symbol with the highest frequency and Prfrr*) its 
probability of occurrence. Then:
Pr (ak) = S.
For simplicity, assume that the other symbols appear with equal probability, V / n :
Pr(a0) = Pr(tf/) = ... = Pr(a*_i) = Pr(a*+i) = -  =Pr(a„)= V/ n ,
so that,
Pr(ao) + Pr(a/) + ... + Pr(a„) = S  + n ( V/ n)  = S+ V= 1.0 .
The entropy H  is defined as [Shannon48]:
/ /= -2 p r (a ,) - lo g (P r (a ,) )
7=0
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In our case, this entropy becomes:
H = -51og(5) -  (V/n) log(V/n) -  (V/n) log(V/n) -  ... -  (V/n) log(V/n),
n times
or,
H  = -  5 log(5) -  V\og{Vln), (Eq. 1)
where n = 255 for 8-bit gray-scale images. Figure 3 presents the values o f entropy H  
resulting from (Eq. 1) for different values of S. The entropy clearly decreases as the 
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Similarity (%) between the images in the set 
Figure 3: Entropy versus similarity in sets of similar images
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Based on “individual image statistics”, the first-order entropy for 8-bit gray­
scale photographic images is usually 5-7 bits/pixel. However, Figure 3 shows that the 
first-order entropy estimate can be smaller than this when “set statistics” are used. 
When the similarity is more than 40%, the average entropy of the images in the set is 
less than 6 bits/pixel. For 80% similarity, the entropy is 2.32 bits/pixel, and for 90% 
similarity is 1.27 bits/pixel. If higher-order entropy estimates are used, then the entropy 
will be even smaller. This clearly suggests that for sets of images with high similarity, it 
is advantageous to use set statistics instead of individual image statistics in compressing 
the images. Implicitly, the use of set statistics reduces the set redundancy from the 
images, resulting in better compression ratios. The compression can be further 
improved if set statistics are coupled with individual image statistics. In this case, each 
image in the set can be encoded using the “locally optimal” distribution; in other words, 
the statistics that produce the best compression.
The problem with the above schemes is that they require storing a histogram 
table for every pixel position. For images with 8 bits per pixel, this results in a 256- 
entry table per pixel. Unfortunately, it is not practical to keep so much statistical data 
for every pixel position. A practical method must reduce set redundancy while using 
only limited set statistics. The next chapter presents procedures that can reduce set 
redundancy using only limited set statistics, i.e., average, minimum, or maximum 
values. Also it establishes the theoretical framework for including set redundancy 
reduction into the general compression model.
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C h a p t e r  4
T h e  E n h a n c e d  C o m p r e s s i o n  M o d e l
4.1 Current Compression Model
The basic theoretical compression models are presented in Figure 4 and Figure 
5. Every compression algorithm or method follows one of these models. Figure 4 
depicts the lossless compression model and Figure 5 the more general lossy model (note 
that the lossless model can be derived from the lossy model by omitting the 
“Quantization” step). In general, data reduction is achieved by reducing (or ideally, by 
eliminating) the different types of redundancy. Pixel mapping reduces the interpixel 
redundancy. Quantization reduces the psychovisual redundancy. The final step of 
symbol encoding in the compression model reduces the coding redundancy. Usually the 
pixel mapping and quantization steps do not decrease the size of the data, but instead 
they decrease the image entropy so that the encoding step can achieve better 
compression [Rabbani91, Gonzalez93]. Not every compression method does include all 
steps of this theoretical model, nor can these steps always be clearly identified and
30
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distinguished. However, none of the existing compression methods does more than 



















Figure 6: Decompressing an image
* f  (x,y): original image,
** fc(x,y): compressed image.
fc (x,y)*
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4.2 Enhanced Compression Model
For individual images, the general compression model described above is 
sufficient. However, sets o f similar images contain set redundancy that this general 
compression model fails to capitalize on. Compression methods based on this model 
can eliminate only the intra-image redundancies, but not the inter-image, or set 
redundancy. As it was demonstrated in section 3.2, taking advantage of set redundancy 
offers the potential to further decrease the entropy of an image, thus achieving better 
compression rates.
In order to incorporate set redundancy reduction in the theoretical compression 
model, the Enhanced Compression Model is proposed. This is an extension of the basic 
compression model to include an additional step, the “set mapping” step (Figure 7). 
“Set mapping” reduces the entropy of each image in a set of similar images by taking 
advantage of set redundancy. This step can be implemented as a “set mapping 







Figure 7: The Enhanced Lossless Compression Model












Figure 8: Decompression in the Enhanced Compression Model
4.3 Set Mapping
The conceptual “set mapping” step in the Enhanced Compression Model can be 
realized in many different ways. One way is to implement it as an //-dimensional 
transform by translating the origin of the //-dimensional coordinate system, where N  is 
the number of pixels in a given image. This //-dimensional transform can reduce the 
dynamic range of the pixel values in a set of similar images. This results in fewer bits 
per pixel required to store these values. The following example clarifies these concepts.
First, assume that every pixel value in an //-pixel image represents a coordinate 
value in the //-dimensional space. Consequently, every //-pixel image defines a unique 
point in this space. To visualize these concepts, consider some very small 1x2 
“images”. Every such image contains only 2 pixels and can be represented by a unique 
point in the 2-dimensional space. The values of the 2 pixels are used to define the 
coordinates X  and Y. This is a 2-pixel image:
45 203
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and this is the corresponding point in the 2-dimensional space:
255
Figure 9: Point defined by a 2-pixel image








Figure 10: Set of random 2-pixel images
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
3 5
As Figure 10 shows, the range of values is [0-255] for both X  and Y coordinates, 
therefore 8 bits are needed to represent each value. Now, consider a set o f 2-pixel 
images that are similar to each other. In this set suppose that the first pixel’s value in 
every image is in the range [40-60], and the second pixel’s value is in the range [135- 
165]. This is a scatter plot for such a set:
255
165
•  •  •
•  •  •
135 •  •  •
0 40 60 255
Figure 11: Set of similar 2-pixel images
All the points are clustered together in the same area. In this case, we can translate the 
coordinate axes so that the points will be closer to the origin. Figure 12 shows this 
coordinate system transform.








Figure 12: Translating the origin closer to the cluster
After translating the origin, the maximum coordinate values in this cluster of 
points are Xmax = 20 and Ymax = 30. Therefore, only 5 bits are sufficient to represent 
these new coordinates, which correspond to the values of the pixels in the transformed 
images. Of greater importance is the fact that translating the origin caused the variance 
of the pixel values inside every image to decrease: both pixels in every image have 
values in the range [0-30], compared with the original range [40-165]. This represents a 
decrease of 76% in the variance and results in a reduction of the image entropy. For 
example, if it were possible to reduce the range of pixel values to [0-7], then the images 
could be encoded with only 3 bits/pixel. Note that this is lossless compression, because 
it is always possible to perform an inverse axes shift and perfectly recover the original
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images. In addition, this compression is based solely on the properties o f the original 
set o f  images, and not on the internal properties of the individual images. Therefore, 
additional compression can be achieved by using any o f  the existing compression 
methods to further compress individually every image in this set.
The previous example with 2-pixel images demonstrated how “set mapping” can 
be implemented as a coordinate origin translation in the 2-dimensional space. The same 
procedure can be extended to yV-dimensional space for compressing arbitrarily large 
images with N  pixels each. Note that if the origin is translated at the point where the 
pixel values of the images become minimum but not negative, then this translation is 
equivalent to creating the “minimum image” from the set and replacing every image by 
its difference from this “minimum image”. Analogously, the “maximum image” could 
be used instead of the “minimum image”. In this case, the origin would be translated at 
the point where all pixel values become negative, but with minimum absolute values 
(Figure 13). Finally, the origin could be translated to the centroid of the cluster (Figure 
14) which actually corresponds to the “average image” of the image set. In this case, the 
origin translation is equivalent to creating the “average image” and then replacing every 
image in the set with its differences from this “average image”.
These ideas about creating and using the “minimum”, “maximum”, or “average” 
images for set mapping were the starting points for developing practical methods based 
on the Enhanced Compression Model. These methods are presented in chapter 6. In the 
next chapter, the requirements and considerations for implementing the Enhanced 
Compression Model in practice are discussed.








Figure 13: Translating the origin to the “maximum point” 
of the cluster, or “maximum image”







Figure 14: Translating the origin to the centroid point, or “average image”
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The Enhanced Compression Model can be implemented as a two-step procedure 
(Figure 15). First, the images are decorrelated from the set by extracting the set 
redundancy; then, the images are compressed by using any compression method. Note 
that set redundancy extraction is a completely independent step, therefore there are no 














Figure 15: Coupling set redundancy extraction with image compression
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Ideally, set redundancy extraction must satisfy the following requirements:
(a) it must reduce (ideally, eliminate) the set redundancy from all 
images in the set;
(b) it must not be computationally expensive because its computations 
are in addition to the computations required in the compression of 
the second step;
(c) it must enable the compression and decompression of individual 
images from the set without requiring global calculations on the 
whole set;
(d) it must be lossless.
Currently, there are no methods that have been explicitly designed to extract set 
redundancy. There are, however, two methods that initially appear to have set 
redundancy reduction properties. These methods are the Vector Quantization and the 
Hotelling transform. Nevertheless, a closer examination will show that neither o f these 
two methods can satisfy the requirements for set redundancy extraction.
5.1 Vector Quantization and Set Redundancy
In Vector Quantization (VQ), the main idea is to replace blocks of pixels with 
single values. There are many variations of this technique; for a review see 
[Nasrabadi88]. Generally, VQ starts by constructing a “codebook” with a few common
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patterns and an index for each pattern. Then, it describes an image using only the 
indices from this codebook. The codebook is constructed either directly from the image 
to be compressed (local codebook), or a global codebook can be generated by using 
several images as a training set [Rabbani91]. The local codebook is the optimal 
codebook, but it has two disadvantages: (a) generating a local codebook for every image 
is computationally intensive, and (b) the local codebook must be stored as overhead 
information together with the image that uses it. A global codebook does not have these 
disadvantages, and it can be used with good results if the images to be compressed are 
similar with one another.
VQ compression with global codebook may seem to reduce set redundancy. 
However, a closer examination reveals that it only eliminates the redundancy in the 
overhead information (codebook), but not the set redundancy in the images. For 
example, assume that the first 4 pixel values in every image form an identical vector 
across all images in the set. This is a typical case of set redundancy. VQ creates an 
entry in the global dictionary for this vector, and then replaces this vector in all images 
with its index from the dictionary. Nevertheless, even after this replacement, the set 
redundancy still remains in the images, in the form of the identical index values that 
appear at the same position across all images. Furthermore, VQ is typically not lossless 
because the pixel values usually form similar, but not identical vectors. Therefore, 
replacing them with one index value discards their unique details. This makes VQ a 
lossy compression method. For these reasons, VQ is not appropriate for set redundancy 
extraction.
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5.2 Hotelling Transform and Set redundancy
The Hotelling Transform a.k.a. method of Principal Components [Hotelling33] 
is theoretically optimal in decorrelating the elements o f a set o f jc vectors. From a 
given set o f images, a vector population x  can be constructed by grouping the 
corresponding pixels from all images into vectors (e.g., the vector x,- is formed by 
grouping the values of pixel position Pi from all images). If the images are similar, 
then a correlation exists between the elements of these x  vectors. The Hotelling 
Transform converts the x  vectors into y  vectors, which have uncorrelated elements. A 
new set of images can be formed using these y  vectors, with the interesting property 
that most o f the variance will be “packed” into only a few of these images. This leads to 
(lossy) compression if the transformed images with the most information are kept and 
the others are discarded.
The Hotelling Transform was rediscovered by Kramer and Mathews [Kramer56] 
and Huang and Schulheiss [Huang63]. Also Karhunen [Karhunen47] and Loeve 
[Loeve48] developed the Karhunen-Loeve Transform (KLT), which is the 
implementation of the Hotelling Transform on continuous data. The optimality of KLT 
was proved by Algazi and Sakrison [Algazi69].
Despite its attractive theoretical decorrelation properties, the Hotelling transform 
is not appropriate for set redundancy extraction. First, it is a computationally expensive 
operation because it requires the construction of the covariance matrix for the vector 
population and the calculation of the eigenvectors for this matrix. The large amount of 
calculations usually prohibit the use of the Hotelling transform in practice. Moreover,
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the covariance matrix may be singular, making impossible to uniquely define some of 
its eigenvectors. In addition to the mathematical disadvantages, the Hotelling transform 
cannot compress or decompress single images from the set without performing global 
calculations involving all images in the set. For all these reasons, the Hotelling 
transform cannot be used in practice for set redundancy extraction.
5.3 Conclusion
The lack of practical methods for set redundancy extraction would limit the 
usefulness of the Enhanced Compression Model. Therefore, one of the goals of this 
research was to develop practical set redundancy extraction methods. These methods 
are employed by the Enhanced Compression Model to improve compression and are 
referred to as Set Redundancy Compression, or SRC methods. In the next chapter, three 
SRC methods will be presented. These are the Min-Max Differential method (MMD), 
the Min-Max Predictive (MMP) method, and the Centroid method. These methods 
satisfy all the requirements mentioned in this chapter for practical set redundancy 
extraction. Specifically, they do not require many calculations, they are easy to 
implement, they can compress or decompress individual images from a set of images, 
and they are lossless.
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S e t  R e d u n d a n c y  C o m p r e s s i o n  ( S R C )  
M e t h o d s
6.1 The “Min-Max Differential” (MMD) Method
In chapter 4, a theoretical study of the set mapping operation produced the idea 
of creating and using “minimum” and “maximum” images to reduce set redundancy in a 
set of similar images. To create the “minimum image” (Min), the pixel values across all 
images are compared, and for each pixel position the smallest value is chosen. 
Similarly, the “maximum image” (Max) is created by selecting the largest pixel value 
for each pixel position. Then, set redundancy can be reduced by replacing every image 
in the set with its differences from either the Min or the Max image.
Figure 16 presents graphically this operation. The abscissa represents the pixel 
positions and the ordinate the pixel values. Every curve describes an image. The curves 
for the Min, the Max, and a random image from the set are depicted. In this case, the 
differences from the Min image are used. The difference values that replace the original 
image values are shown as dotted lines.
45
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Figure 16: Finding the differences from the “minimum image” (Min)
Note that for all pixel positions, the difference values are smaller than the 
original pixel values. However, there are regions where the differences would be even 
smaller if the Max image was used instead of the Min image (for example, in Figure 16, 
the region between pixels P6 to P10). In general, it is not expected that all pixels in an 
image will be consistently close to either Min or Max; rather, some regions of an image 
will be closer to Min, while other regions will be closer to Max. Clearly, a method 
flexible enough to switch between the Min and Max curves wherever appropriate would 
produce better results.
This observation led to the development of the Min-Max Differential (MMD) 
method. MMD uses both Min and Max curves, and for every pixel position it finds and 
stores the smallest difference value (Figure 17). To synchronize encoding and
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decoding, the encoder uses consistently one o f the two curves until it finds a difference 
value larger than (max-min) / 2. In that case, it encodes this value and switches to the 
other curve. The decoder follows the same rule: when it finds a difference larger than 







Pi P2 P3 P4 P5 P6 P7 Ps P9 P10 Pi 1 ••• Pixel positions
Figure 17: The Min-Max Differential method
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6.2 The “Min-Max Predictive” (MMP) Method
The MMD method presented in the previous section is a very simple and useful 
method to reduce set redundancy. However, its simplicity does not allow 100% use of 
the available resources. These resources are the Min and Max images that are available 
during the encoding and decoding operations. Note that MMD uses these images 
piecewisely, in other words, for every pixel position it uses either the Min or the Max 
image, but not both. In this way, it uses only half of the available statistical information 
for a given pixel position. The Min-Max Predictive (MMP) is a more complicated, but 









Pi P2 P3 P4 P5 P§ P7 Ps P9 Pio Pn — Pixel positions
Figure 18: The Min-Max Predictive method (N=20)
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For every pixel position Pj, the Min image gives the minimum value min, 
across all images in the set. Similarly, the Max image provides the maximum value 
max,. These two values are the limits for the range of possible values that pixel P; 
may assume. Note that neighboring pixels tend to fall in approximately the same area 
within this range (Figure 18). By dividing the range between the minimum and 
maximum values into N  levels, we can represent the position of every pixel between its 
corresponding minimum and maximum values as a “level” L,:
L ,= N
value(/|) -  min,'  
 ̂ max, -  min, ,
Neighboring pixels usually have approximately the same “level”, even though 
their actual values may differ. For example, consider the following values:
Maximum value 192 205 211 197 183 190 199 204 212 223
Pixel value 71 78 89 85 69 80 87 95 106 110
Minimum value 14 18 30 30 13 27 33 41 54 54
For every pixel position, the range between its maximum and minimum values 
can be divided into N=256 “levels”, where 0 represents the minimum value, and 255 
the maximum value. According to this definition, these pixel values correspond to the 
following “levels”:
Pixel value 71 78 89 85 69 80 87 95 106 110
Level 82 82 83 84 84 83 83 84 84 85
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As this example demonstrates, the “level” values have smaller variation than the 
pixel values. Therefore the “levels” are better predictors for the next pixel value than 
the pixel values themselves. This observation led to the development of the MMP 
method. The MMP method predicts the value of a pixel Pj by using the “level” 
information from its previous pixel Pn. Pixel Pj.i and its minx.\ and maxm are used 
to determine its level Lx.\. This can be used directly as a predictor for the level of the 
current pixel (Lx = Lx.\). A variation with slightly better results is to set Lx = (Z ,Upper + 
£ieft) / 2 where Z .„p p er is the level of the upper neighboring pixel and L\eft is the level of 
the left neighbor. Finally, another variation is to set Lx = Z.uppe r  + £ i e f t  -  ^ u p p c rie f t-  These 
three variations of the MMP method are referred to as MMP1, MMP2, and MMP3, 
respectively. After calculating Lx, a prediction for the value of pixel Pi can be found 
as follows:
predictionfP,) = min, + -^:(max, -  min,) .
The difference between this predicted value and the original value is stored in 
the image replacing the original value. This concludes the encoding process. To 
recover the original image from its “difference image”, the decoding process follows the 
same steps to calculate the predicted values, and then it adds the difference values 
obtained from the “difference image”.
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6.3 The “Centroid” Method
In general, predictive methods are very useful for image compression. These 
methods create a prediction for the value of every pixel; then the encoder stores only the 
error between this prediction and the true pixel value. If the prediction scheme is good, 
then the errors are very small, having a Laplacian distribution with most o f the values 
very close to zero. The MMP method developed in the previous section is a predictive 
method that uses the “minimum” and “maximum” images for predicting every pixel’s 
value. Another predictive method would be to use the “average image” from the set of 
similar images. A simple scheme for predicting the pixel value at position i in image j  
is:
where /n, is the average value from position i across all images. This is a very simple 
prediction scheme that results from intuition rather than mathematical development. 
However, a formal analysis is often necessary to produce more sophisticated and more 
accurate models. In this section the mathematical foundation for a better prediction 
scheme that uses more effectively the “average image” will be developed.
Let us assume we have a set of K  images, with N  pixels per image. We define 
x,j to be the pixel value of pixel Pj from image j .  For natural images, a model that can 
describe this value is:
X ' . j  =  + r >.j +  s < j  (Eq. 3)
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where x,.\j is the value of the previous pixel, rtJ is a random error, and s,j is the 
difference of the two pixels due to the local change in intensity values (slope). Taking 
the sum of (Eq. 3) for pixel position / across all K  images and dividing by K. results 
in:
K K K K
X*,., Xx^, . ,  x*„
i l l  _Jzl   i l l   , i l l___
K ~ K K K  ‘ (Eq. 4)
Since rtJ is a random variable, we have
2k, =o
y = i
Also, the average value m, of pixel / across all images is defined as:
x * ,7
y=i.
m , = — F -
Therefore (Eq. 4) becomes:




K  ' (Eq. 5)
Subtracting (Eq. 5) from (Eq. 3) yields:
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K
y=i
K  ' (Eq- 7)
The term etJ can be considered as an “error term” that denotes the difference of pixel 
value x,j from the mean value m, at pixel position /. From (Eq. 6) we have:
*'-> j . (Eq. 8)
Because the images are similar, the slope difference s,j at pixel position i o f image j  
will be very close to the average slope difference at the same pixel position / across all 
images. Therefore,
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(Eq. 9)
By replacing (Eq. 8) and (Eq. 9) at (Eq. 7) we get:
(Eq. 10)
To summarize, from (Eq. 3) and with the assumption of similarity across images we 
have derived equations (Eq. 6) and (Eq. 10) which define the following model for a 
pixel value in a set of similar images:
In this model, the error term is serially correlated or autocorrelated. Forecasting with 
autocorrelated error terms has been studied extensively in statistical theory [Neter89]. 
Linear regression with one independent variable and first-order autoregressive error is 
defined as:
where xtJ is the dependent variable, is the independent variable, f t  and f t  are the 
regression parameters, p  is the autocorrelation parameter, and is an independent
x,j = P o + P r m, + S,.j (Eq. 12)
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and normally distributed random error term with zero mean value. Clearly, the model 
defined by (Eq. 11) is the same as the linear regression model defined by (Eq. 12), 
with:
In statistical theory it is proven that a good prediction scheme for the model of (Eq. 12) 
is [Neter89]:
where F,-\j is the forecast for the (unknown) value x,~ij , and etJ is defined as:
Using (Eq. 13) these equations are simplified to:
These two equations define a model for predicting the value of a pixel using the average 
value for that pixel position plus a correction term. The experimental results that are 
presented in chapter 7 show that this model is more accurate and provides better 
compression than the simpler model of (Eq. 2).
/% = 0 , /?i = 1.0 , and p  = 1.0 (Eq. 13)
= / W ,  -« ,+i + P ' e,.j
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6.4 The Use of Robust Statistics
The problem with the average, minimum, or maximum is their sensitivity to 
outliers. For example, suppose that in a certain data distribution ail values are within 
the range 40-60, except one outlier with the value 190. In this case, the maximum will 
be 190, even though it is not representative of the distribution. Furthermore, the average 
value will also be skewed toward this outlier. Statistics sensitive to outliers can 
potentially degrade the performance of SRC methods. To avoid this, robust statistics 
can be used.
One statistical measure that is more robust to the presence of outliers is the 
median value. Median is defined as the central value in a sorted data set (or, the mean 
of the two central values). From a given set of images, the “median image” can be 
constructed instead of the “average image”. Then, a statistically robust version of the 
Centroid method would use this “median image” instead of the “average image”.
To increase the robustness of the minimum and maximum, a certain portion of 
values at the tail regions of the distribution can be ignored. The rationale is that outliers 
by definition lie in the tail regions o f the distribution, therefore by ignoring these tails 
the outliers can be avoided. For example, the maximum value in a dataset with 100 
points and 5% “robustness shield” would be the 6th largest value. In this way, “robust 
maximum” and “robust minimum” images can be created, which can be used to increase 
the statistical robustness of the MMD and MMP methods.
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6.5 Other Methods
Other approaches were also investigated as potential methods for set redundancy 
extraction. However, it was found that there were drawbacks to their practical 
implementation, therefore they were not included in the group of SRC methods 
developed in this research. These approaches and their practical disadvantages are 
briefly discussed next.
6.5.1 The “Block-Adaptive Huffman” Method
The basic idea in this method was to divide every image into non-overlapping 
blocks and use Huffman encoding with a different table for each block category. These 
local Huffman tables would be constructed by pooling together the data from the 
corresponding blocks across all images. The rationale was that the use of specialized 
Huffman tables would improve compression. However, preliminary experimental 
results were discouraging. It seems that there is not enough skewness in the data for 
each block category to benefit from the use of local Huffman tables. Therefore, this 
idea was not used in the development of the SRC methods.
6.5.2 The “Cluster-Adaptive Huffman” Method
Another idea was to create artificial skewness in the data by segmenting the 
images into regions. This segmentation process would define regions of pixels with 
similar values, so that the data distribution inside every region would become highly
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skewed. Then, region-based Huffman tables could be created by pooling the data from 
corresponding regions across all images. Theoretically, this method should result in 
better compression. However, there are drawbacks to its implementation. One 
drawback is the difficulty with segmenting the images. Image segmentation is 
computationally expensive, and the algorithms are complicated. As a result, this 
method would violate the requirements discussed in chapter 5 for simplicity and low 
computational cost. Moreover, storing the region boundaries for every image would 
increase the size of the datasets. Therefore, this method was not included in the SRC 
methods.
6.5.3 The “Video Sequence” Method
The frames in a short video sequence represent an ordered set of similar images. 
There are several existing video compression methods (see Appendix B). These 
methods take advantage of the well-defined sequence of frames to reduce temporal 
redundancy. In a set of similar images, there is no temporal redundancy, hence video 
compression methods cannot be used effectively. Nevertheless, it might be possible to 
convert part of set redundancy into temporal redundancy. The idea is to find the proper 
ordering for the images that would minimize the differences between every image from 
the next. A set of images with such ordering would resemble frames in a video 
sequence, therefore, video compression algorithms could be used.
This approach however has a number of drawbacks. First, finding the optimal 
sequence is similar to searching for the optimal path in the Traveling Salesman
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Problem; it is a combinatorial problem. Second, an image can not be decompressed 
without decompressing a number of other images, therefore the requirement (see chapter 
5) for decompressing individual images would be violated. Finally, most of the video 
compression methods are lossy, therefore they are not suitable for this type of 
compression. For all these reasons, neither this approach was used in the SRC methods.
6.6 Summary
In this chapter three SRC methods were presented: the Min-Max Differential 
method, the Min-Max Predictive method, and the Centroid method. These methods 
reduce set redundancy in a set of similar images by creating and using statistical images 
from the set, such as the “minimum”, “maximum”, or “average” image. The use of 
robust statistics was discussed as a way to reduce the effects of outliers. Three other 
approaches were also examined as possible ways to reduce set redundancy: the “Block- 
Adaptive Huffman”, the “Cluster-Adaptive Huffman”, and the “Video Sequence” 
method. However, it was found that these approaches do not satisfy the requirements 
for practical set redundancy extraction discussed in chapter 5. Therefore, the conclusion 
was that these approaches should not be included in the group of SRC methods 
developed in this research.
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A p p l i c a t i o n  o f  t h e  E n h a n c e d  
C o m p r e s s i o n  M o d e l  o n  M e d i c a l  I m a g e s
Medical imaging is a field that changes rapidly due to digital technologies. The 
development of an all-digital radiologic environment is expected to offer great benefits 
to medical centers. However, it will also result in overwhelming amounts of digital 
imaging data, that will impose exceedingly high data storage and communication 
requirements.
In this chapter the importance of image compression in medical imaging is 
discussed, and the application of the Enhanced Compression Model in a medical image 
database is presented. According to the Enhanced Compression Model, the 
performance of standard compression methods can be improved when they are 
combined with SRC methods. The results presented in this chapter verify the validity 
and the practical importance of the Enhanced Compression Model.
60
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7.1 The Digital Radiologic Environment
During the last half century, digital imaging technologies have revolutionized 
the field of medical imaging. The radiologic environment has become increasingly 
digital, leading to the anticipation of the “filmless hospital”. Picture Archival and 
Communication Systems (PACS) are the integrated electronic systems that will support 
this digital environment by aiding in the collection, storage, and communication of 
medical digital images.
The benefits and problems associated with an all-digital radiologic environment 
have been shown in several studies [Kositpaiboon89, Chimiak92, Chipman92, Cox92, 
Dwyer92, Huang92, Keizers92, Orozco92]. Some o f the most important benefits 
emanate from the replacement of film libraries by digital image archiving. Films stored 
in film libraries are often misfiled, damaged, lost, and occupy valuable space. 
Retrieving an image from a film library is time consuming because a person must 
physically search and retrieve the requested film. In addition, an image on film is no 
longer available for digital processing such as window and level manipulation and it 
cannot simultaneously exist in more than one location. In contrast, archiving of digital 
images has none of the above mentioned problems. Digital images are always available 
for digital processing, can be transmitted through computer networks, and can be 
accessed by more than one person at the same time. Finally, digital archiving provides 
response times that are far better than film library systems and operations like search 
and retrieval can become fully automated.
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Nevertheless, there are also some problems that impede the wide acceptance of 
the all-digital radiologic environment. One of these problems is the lack of economical 
displays that have both the required brightness and high resolution. Currently, 
radiological examinations are performed with films and viewboxes even though the 
technology exists for manufacturing high-quality computer displays. If vendors are 
convinced about the size of this potential market, then inexpensive customized displays 
will soon replace viewboxes. Another problem in digital radiology is the lack of 
definitive standards. There is a large number of proprietary data formats, 
communication protocols, and system interfaces. This cacophony impedes the 
integration and communication of digital medical systems. It is believed that the 
situation will improve as the field matures and standards like the ACR/NEMA DICOM* 
are adopted. However, the major problem in implementing an all-digital radiologic 
environment is the need to store, communicate, and manage huge amounts of data. 
Studies have shown that the radiology department of a large hospital can produce more 
than 20 terabits of image data per year [Wong92, Keizers92]. The large data 
requirements stem from the high resolutions needed for medical images and the large 
number of images required for each examination. Table 1 presents the storage 
requirements for the main digital techniques used in medical imaging [Wong95] which 
are Computed Tomography (CT), Magnetic Resonance Imaging (MRI), Positron 
Emission Tomography (PET), Single Photon Emission Computerized Tomography
* DICOM (Digital Imaging and Communication in Medicine) is a standard being jointly 
developed by the American College of Radiology (ACR) and the National Electrical 
Manufacturing Association (NEMA).
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(SPECT), Ultrasonography (US), Digital Subtraction Angiography (DSA), and Digital 
Flurography (DF).
Table 1: Amount o f data produced in medical imaging
Modality CT MRI PET SPECT US DSA DF
Image Dimension (one side) 512 256 128 128 512 1024 1024
Bits per pixel 12 12 16 8 or 16 6 8 8
Avg. # images per exam 30 50 62 50 36 20 15
Avg. Mbytes per exam 12 5 2 1 or 1.5 7 21 16
These numbers increase as more dimensions are added to the techniques. For 
example, new and faster MRI techniques have introduced a temporal dimension to MRI 
that significantly increases the size o f the datasets. In addition to the inherently digital 
modalities, digital data are also being produced by digitizing X-ray images. A digitized 
chest X-ray requires 4K x 4K x 12 bits, or 24 Mbytes per film image.
Overall, the amount o f digital radiologic data generated every year in the USA 
alone is on the order o f petabytes (1015) and is increasing rapidly [Wong95], This 
strains the capabilities of digital storage systems, and imposes exceedingly high 
requirements on the bandwidth of communication networks. Digital image compression 
can address these problems by reducing the data storage and transmission requirements. 
Many compression methods have been developed and have been evaluated for the 
medical environment. These compression methods usually reduce the size of the data 2 
to 3 times with no information loss and more than 10 times with some information loss. 
In the next section, a brief review of methods used in radiologic image compression will 
be presented.
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7.2 Image Compression In Medical Imaging
Lossy image compression research in medical imaging has traditionally 
concentrated on transform methods, especially the 2-D DCT [Lo85, Elnahas86, Chan89, 
Ishigaki90]. Two promising alternatives to DCT are Vector Quantization [Riskin90, 
Cosman93] and Wavelet Transform [Saipetch95]. Other lossy compression methods 
include DPCM with scalar quantization [Chen94], Lapped Orthogonal Transform, 
Subband Coding, and Quadtrees [Wong95].
Despite the higher compression ratios o f lossy compression methods, their use in 
medical imaging is limited because of concerns on losing image details. Even when the 
compression is visually lossless, an unsuccessful diagnosis from an image that has lost 
some information may lead to legal implications [Wong95]. Another reason for 
avoiding lossy compression is the potential development of computer-aided diagnosis 
techniques. Computerized analysis of an image can use even the smallest details (e.g., 
very smooth variations in pixel intensities) which are often invisible to the eye. 
Compression methods should not lose any of these potentially important image details.
For these reasons, many studies in medical image compression have focused on 
lossless methods, such as Run-Length Encoding [Rhodes85], HINT [Roos93], 
Multiplicative Autoregression [Das93], Differential and Huffman encoding 
[Bramble89], Laplacian pyramids, Bit-Plane Decomposition, and the use of contexts 
[Ramabadran92]. A good review of various methods is Wong et.al. [Wong95]. Also 
there are several studies that compare lossless compression methods for use in 
radiology, for example [Roos88, Roos91, Kuduvalli92].
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7.3 Set Redundancy In Medical Image Databases
Medical imaging is an area in which SRC compression methods can be used 
very effectively. The reason is that medical images always depict parts of the same 
subject: the human body. Therefore, medical image databases store thousands of 
images that are very similar to one another. Moreover, these images can be classified 
into categories, according to the modality that produced them and the specific organ or 
part of the body they depict (for example, chest X-rays, brain axial MRI scans, liver CT 
scans, etc). This classification results in sets o f images with high similarity, that contain 
large amount o f set redundancy. According to the Enhanced Compression Model, this 
set redundancy can be used to improve compression.
Improved compression of medical images results in more efficient storage and 
faster transmission of images. Efficient storage is important for large medical centers 
that produce and store thousands of new images every year. Faster transmission is 
essential for Telemedicine applications.
To demonstrate the application of SRC methods in medical imaging, a test 
database of CT and MRI brain scans was used. According to the Enhanced 
Compression Model, SRC methods were used to extract set redundancy from the images 
before any compression method compresses them. The combination of SRC methods 
with three standard compression methods was tested: Huffman encoding, Arithmetic 
coding, and Lempel-Ziv compression. The next sections present the experimental 
results.
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7.4 Experimental Results
7.4.1 The Test Database
A test database of 51 CT brain images and 57 MR brain images was used to 
evaluate the performance of the SRC methods (the images are presented in Appendix 
D). All images were obtained at M.D. Anderson Cancer Center in Houston, Texas. The 
resolution was 512x512 for the CT and 256x256 for the MR. All images were gray- 
level, and were scaled to 8 bits/pixel. They were randomly selected from patients of 
both sexes, various ages, and a variety of pathological conditions. From this test 
database, two image sets with high similarity were formed, one set from the CT and the 
other from the MR images. These two sets contained 10 images each; this set size was 
chosen to ensure high similarity among the images. The remaining images were 
considered to belong in other sets. In this small test database, the size of those other 
sets was not large enough for testing purposes. However, a real database containing 
hundreds or thousands of images can be partitioned in a number of sets with reasonably 
large sizes; in that case SRC methods can be efficiently implemented in every set.
Note that creating sets of similar images in an image database is equivalent to 
the cluster generation problem. This problem can be easily solved when external 
information that can aid image classification is available. However, the problem is 
more challenging when no external information exists, and the images are to be 
clustered based only on pixel data. In this research, no external information was used.
When image clustering is based on pixel data, a “distance metric” is used as a 
measure of similarity between two images. There are several distance metrics that can
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be used for image clustering, for example, correlation coefficient, mean-squared error, 
sum of absolute differences, etc. In this research, the average absolute differences 
between the pixel values of images was used as a distance metric. The reason is that 
this metric involves only additions and subtractions of pixel values, therefore can be 
calculated fast, and it is also robust to outliers.
The next section presents the clustering scheme that was used to create the sets 
of similar images from the test database. The goal was to demonstrate how the 
clustering problem can be solved when there is no external information available to aid 
the image classification.
7.4.2 Image Clustering
The problem of forming sets of similar images from an image database is known 
as the classification, or cluster generation problem. When there is external information 
about the content of the images, then the problem has a trivial solution. In the general 
case however, classification is based solely on some image distance metric and it 
becomes a combinatorial problem with exponential time complexity. To test the SRC 
methods, a variation of the classification problem was used, according to which only 
one cluster of a specific size is to be formed. This cluster corresponds to the set of 
images with the greatest similarity. Even in this simple case, the time complexity is 
prohibitively large. To find the best cluster of size k, an exhaustive search would 
require
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cluster formations and evaluations, where n is the total number of images. For a test 
database of 50 images, searching for the best 10-image set would require 
10,272,278,170 cluster evaluations. Even if a computer were powerful enough to 
perform 100 cluster evaluations per second, it would take more than 3 years to find the 
solution! Clearly, exhaustive search is not practical to solve this problem. Therefore, 
ad hoc or heuristic optimization methods are usually used in practice. In this research, 
genetic algorithms were used to find an acceptable solution.
Genetic algorithms is an optimization technique that was formulated during the 
early years of the 1970’s by John Holland [Holland75]. This technique is useful for 
finding the optimal or near optimal solutions for combinatorial optimization problems. 
It is based on the assumption that simulating an evolutionary process in a population of 
potential solutions can eventually “evolve” good solutions. Genetic algorithms start 
with an initial population of random solutions that form the first generation. Then 
“crossover” and “mutations” are used to create the next generations. Crossover 
combines parameters from current solutions to create new ones while mutations modify 
a few of these parameters. For every generation, the best solutions (according to their 
“fitness value”) are selected to form the next generation. This process is repeated until 
satisfactory solutions evolve. Even though it is not guaranteed that the optimal solution 
will be found, genetic algorithms is a technique that can rapidly produce solutions very 
close to the optimal. The pseudo code for the genetic algorithms is the following:
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Create_Random_Initial_Population







For the purpose of image clustering, every solution represents a potential cluster 
(or, set) of images. In this case, “crossover” of solutions is defined as the process of 
exchanging some of the images between two clusters. For example, assume that the 
construction of the best 5-image set is sought. If {3, 8, 10, 15, 43} and {7, 19, 21, 35, 
38} were two solutions (these numbers correspond to image indices), then “crossover” 
would randomly exchange parts of these cluster configurations. A possible result may 
be {3, 8, 21, 35, 38} and {7,19, 10, 15,43}.
In this research, the set size for clustering was chosen to be 10. Generally, the 
set size is directly related to the performance of the SRC compression methods. Smaller 
set sizes result in higher overall similarity among the images o f the set, therefore, better 
compression. However, the overhead of storing the “average”, “minimum”, or 
“maximum” images is relatively higher for smaller set sizes. The optimal set size also 
depends on the total number of images in the database. The more images a database 
contains, the larger the sets that can be created. For the test database used in this 
research, the size of 10 was considered to be an appropriate size for ensuring high 
similarity among the images included in the set.
The “fitness value” of each set was defined as the inverse of the summation of 
differences between its images. In this way, larger fitness values imply smaller total
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differences and, therefore, higher similarity among the images. In order to avoid 
repetitive calculations of image differences, a table with the differences between all 
image pairs was created before implementing the genetic algorithms.
For the test database used in the experiments, genetic algorithms produced good 
10-image sets with less than 30 seconds of computational time, using 50 generations 
and a population of 1000 solutions. The two resultant sets of images were the 
following:
{CT08, CT15, CT19, CT21, CT22, CT24, CT25, CT37, CT43, CT50}, and
{MR21, MR27, MR28, MR29, MR38, MR39, MR44, MR50, MR52, MR55}.
7.4.3 Image Registration
To facilitate the SRC compression methods, the original images were registered 
into a standard position and size. This was done with a semi-automatic procedure, in 
which three landmark points were identified in every image and then the images were 
rotated, translated, and scaled so that these three landmark points would coincide with 
standard positions. This registration is useful in creating the “minimum”, “maximum”, 
and “average” images. Note, however, that there is no need to store the registered 
versions of the original images. Once the registration parameters (rotation, translation, 
and scaling) for every image are known, these parameters can be used to perform the 
inverse registration on the “minimum”, “maximum” and “average” images, instead of 
using the registered versions of the original images. Consequently, the original images 
can be used without change.
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7.4.4 Experimental Procedure
As explained in chapter 5, the Enhanced Compression Model suggests 
combining the use of SRC methods with individual-image compression methods. The 
theoretical analysis of chapter 4 has shown that pre-processing a set of images with a 
SRC method increases the compressibility o f the images, i.e., standard compression 
methods then can be used with improved results.
To support the theoretical analysis with experimental results, all SRC methods 
were tested in combination with three well-known standard compression techniques: 
Huffman encoding, Arithmetic coding, and Lempel-Ziv compression (a brief description 
of these techniques was presented in chapter 2). The first two are entropy-based 
techniques; the third is a dictionary-based compression scheme. Huffman encoding is 
one o f the oldest and most widely used compression methods. Arithmetic coding is not 
as popular as Huffman, mainly because it is slower and more difficult to implement. 
However, it outperforms Huffman method in compression ratios. Lempel-Ziv 
compression is based on a different approach than these other two methods. There are 
many versions of Lempel-Ziv compression; in this research the LZW version [Welch84] 
was used.
All experiments were performed under the Unix operating system which 
includes standard implementations of Huffman and LZW compression methods 
(commands “pack” and “compress”, respectively). For Arithmetic coding, the publicly 
available software based on [Moffat95] was used.
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Every SRC method was tested by combining it with each of these three 
compression methods. The experimental results are presented in the next two sections. 
The first section presents the results from compressing the CT images, and the second 
section the results from compressing the MR images.
7.4.5 Application of SRC Methods on CT Images
The set of CT images used in the experiments contained axial CT brain scans 
which depicted a horizontal slice of the brain at the eye-level (see Appendix D). From 
this set, the “average”, “minimum”, and “maximum” images were created to be used in 
the MMD, MMP and Centroid methods. Figure 19, Figure 20, and Figure 21 
respectively present these three images.
Figure 19: The “average” CT brain image
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Figure 20: The “minimum” CT brain image
Figure 21: The “maximum” CT brain image
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7.4.5.1 The “Min-Max Differential” (MMD) Method
This method was implemented as it is described in chapter 6. The results are
presented in Table 2. The improvement in compression is defined as:
Rsrc — R 
improvement = ---- —----
where R is the compression ratio achieved when using a regular compression method
only, and Rsrc is the compression ratio achieved when combining SRC with that
regular compression method.
As the results show, the compression of all three compression methods was improved
when they were combined with MMD.






Original image 262 N/A
Huffman compressed 190 1.379 1
MMD + Huffman 128 2.047 1 48 % improvement
Arithmetic compressed 154 1.701 1
MMD + Arithmetic 120 2.183 1 28 % improvement
Lempel-Ziv compressed 107 2.449 1
MMD + Lempel-Ziv 95 2.758 1 13 % improvement
7.4.5.2 The “Min-Max Predictive” (MMP) Method
Three different versions of the MMP method were used. In the first one, the 
prediction for the “level” of every pixel is set equal to the “level” o f the previous pixel.
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This version has been named MMP1 (because it uses only 1 pixel for prediction), and 
the results are presented in Table 3.






Original image 262 N/A
Huffman compressed 190 1.379 1
MMP1 + Huffman 90 2.911 1 111 % improvement
Arithmetic compressed 154 1.701 1
MMP1 + Arithmetic 88 2.977 1 75 % improvement
Lempel-Ziv compressed 107 2.449 1
MMP1 + Lempel-Ziv 86 3.047 1 24%  improvement
In the second version of MMP (the MMP2), the prediction for the “level” of every pixel 
is calculated as the average value of the “levels” of its left and upper neighbor pixels. 
The results are presented in Table 4.






Original image 262 N/A
Huffman compressed 190 1.379 1
MMP2 + Huffman 83 3.157 1 129 % improvement
Arithmetic compressed 154 1.701 1
MMP2 + Arithmetic 80 3.275 1 93 % improvement
Lempel-Ziv compressed 107 2.449 1
MMP2 + Lempel-Ziv 78 3.359 1 37 % improvement
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In the third version (the MMP3), the prediction is calculated by adding the “level” 
values of the upper and left neighbors, and then subtracting the “level” value of the 
upper-left neighbor. The results are presented in Table 5.






Original image 262 N/A
Huffman compressed 190 1.379 : 1
MMP3 + Huffman 89 2.944: 1 113% improvement
Arithmetic compressed 154 1.701 : 1
MMP3 + Arithmetic 85 3.082 : 1 81 % improvement
Lempel-Ziv compressed 107 2.449:1
MMP3 + Lempel-Ziv 79 3.316:1 35 % improvement
7.4.S.3 The “Centroid” Method
The main idea of the Centroid method is to use the “average” image as a 
predictor for the pixel values of the images to be compressed. As stated in section 6.3, 
this can be realized using various prediction models. A simplistic approach would be to 
subtract the values o f the “average” image from each image to be compressed, and store 
only these differences. In section 6.3 a more sophisticated and improved approach was 
developed, based on a mathematical analysis. Both approaches were implemented and 
tested to demonstrate the difference in their performance. The first approach (taking the 
differences from the “average”) is referred to as DiffAve, and the results are presented 
in Table 6. The second approach is simply referred to as the Centroid method, and the
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results are presented in Table 7. As it is shown, the Centroid method yields much better 
results than simply taking the differences from the “average” image.






Original image 262 N/A
Huffman compressed 190 1.379 1
DiffAve + Huffman 162 1.617 1 17% improvement
Arithmetic compressed 154 1.701 1
DiffAve + Arithmetic 146 1.795 1 5 % improvement
Lempel-Ziv compressed 107 2.449 1
DiffAve + Lempel-Ziv 107 2.449 1 0%  improvement






Original image 262 N/A
Huffman compressed 190 1.379 : 1
Centroid + Huffman 100 2.620 : 1 90 % improvement
Arithmetic compressed 154 1.701 : 1
Centroid + Arithmetic 97 2.701 : I 59 % improvement
Lempel-Ziv compressed 107 2.449 : 1
Centroid + Lempel-Ziv 91 2.879 : 1 18 % improvement
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7.4.S.4 Summary of Data
Table 8 presents a summary of the results for compressing sets of similar CT 
images. Ail SRC methods improved the compression ratios of the standard 
compression techniques that were tested with. The best improvement was obtained by 
the MMP2 method. Using this method, Huffman encoding improved by 129%, 
Arithmetic coding by 93%, and Lempel-Ziv by 37%.
Table 8: Summary of compression improvement using SRC methods (CT images)
MMD MMP1 MMP2 MMP3 DiffAve Centroid
Huffman 48% 111% 129 % 113% 17% 90%
Arithmetic 28% 75% 93% 81 % 5% 59%
Lempel-Ziv 13% 24% 37% 35% 0% 18%
7.4.5.5 The Use of Robust Statistics
When regular statistics are used, outliers have a negative effect on minimum, 
maximum, and average values. This can adversely affect the performance of SRC 
methods. As it was described in section 6.4, robust statistics can be used to avoid the 
effect of outliers. When using robust statistics, the “average” image is replaced by the 
“median” image, whereas the “minimum” and “maximum” images are replaced by the 
“robust minimum” and “robust maximum” images (these are formed by excluding 10% 
of the extreme values). For the CT brain images used in the experiments, the “median” 
image is presented in Figure 22, the “robust minimum” in Figure 23, and the “robust 
maximum” in Figure 24.
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Figure 22: The “median” CT brain image
C-
Figure 23: The “robust minimum” CT brain image




Figure 24: The “robust maximum” CT brain image
A summary of the results when robust statistics are employed is presented in 
Table 9. A comparison with the summarized results of Table 8 reveals that robust 
statistics do not improve compression over the regular statistics. This suggests that the 
test data did not contain enough outlier values to justify the additional implementation 
complexity associated with the use of robust statistics.
Table 9: Summary of compression improvement using SRC methods 
and robust statistics (CT images)
MMD MMP1 MMP2 MMP3 DiffAve Centroid
Huffman 58% 102% 118% 107% 27% 88%
Arithmetic 33% 67% 81 % 73% 12% 57%
Lempel-Ziv 4% 16% 27% 26% 0% 11 %
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7.4.6 Application of SRC Methods on MR Images
The set of MRI scans used in the experiments depict horizontal slices about 7-8 
cm from the top of the head. In these slices the Cerebro-Spinal Fluid (CSF) in the 
middle looks loosely like an “X”. The “average”, “minimum”, and “maximum” images 
that were created for the experiments are presented in Figure 25, Figure 26, and Figure 
27, respectively.
Figure 25: The “average” MR brain image
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Figure 26: The “minimum” MR brain image
Figure 27: The “maximum” MR brain image
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7.4.6.1 The “Min-Max Differential” (MMD) Method
The results from implementing the MMD method on MR images are shown in 
Table 10. The improvement in compression is smaller than the improvement achieved 
for implementing the MMD method on CT images (see Table 2). This can be attributed 
to the fact that MR images typically have lower signal-to-noise ratio than the CT 
images.






Original image 66 N/A
Huffman compressed 51 1.294: 1
MMD + Huffman 38 1.737: 1 34 % improvement
Arithmetic compressed 47 1.404: 1
MMD + Arithmetic 39 1.692 : 1 21 % improvement
Lempel-Ziv compressed 50 1.320 : 1
MMD + Lempel-Ziv 43 1.535 : 1 16 % improvement
7.4.6.2 The “Min-Max Predictive” (MMP) Method
The three versions of the MMP method that were tested for the CT images were 
also used in the experiments with the MR images. Table 11 presents the results from 
implementing the MMP1 version, Table 12 the results from the MMP2, and Table 13 
the results from the MMP3 version.
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Original image 66 N/A
Huffman compressed 51 1.294: 1
MMP1 + Huffman 38 1.737:1 34%  improvement
Arithmetic compressed 47 1.404: 1
MMP1 + Arithmetic 38 1.737: 1 24%  improvement
Lempel-Ziv compressed 50 1.320:1
MMP1 + Lempel-Ziv 44 1.500 : 1 14% improvement






Original image 66 N/A
Huffman compressed 51 1.294: 1
MMP2 + Huffman 37 1.784: 1 38 % improvement
Arithmetic compressed 47 1.404: 1
MMP2 + Arithmetic 37 1.784: 1 27 % improvement
Lempel-Ziv compressed 50 1.320: 1
MMP2 + Lempel-Ziv 42 1.571 : 1 19% improvement






Original image 66 N/A
Huffman compressed 51 1.294: 1
MMP3 + Huffman 37 1.784: 1 38 % improvement
Arithmetic compressed 47 1.404 : 1
MMP3 + Arithmetic 37 1.784: 1 27 % improvement
Lempel-Ziv compressed 50 1.320 : 1
MMP3 + Lempel-Ziv 42 1.571 : 1 19 % improvement
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7.4.63 The “Centroid” Method
Similar to the experiments with the CT images, the DiffAve method (storing 
only differences from the “average” image) and the Centroid method were implemented. 
Table 14 presents the results from the DiffAve method and Table 15 the results from the 
Centroid method. Here too, the Centroid method clearly outperforms the DiffAve 
approach.






Original image 66 N/A
Huffman compressed 51 1.294 : 1
DiffAve + Huffman 45 1.467: 1 13 % improvement
Arithmetic compressed 47 1.404: 1
DiffAve + Arithmetic 45 1.467: 1 4%  improvement
Lempel-Ziv compressed 50 1.320 : 1
DiffAve + Lempel-Ziv 49 1.347: 1 2%  improvement






Original image 66 N/A
Huffman compressed 51 1.294 : 1
Centroid + Huffman 40 1.650 : 1 28 % improvement
Arithmetic compressed 47 1.404: 1
Centroid + Arithmetic 40 1.650 : 1 18 % improvement
Lempel-Ziv compressed 50 1.320: 1
Centroid + Lempel-Ziv 46 1.435 : 1 9%  improvement
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7.4.6.4 Summary of Data
A summary of the results from implementing the SRC methods on the MR 
images is presented in Table 16. Comparing with the results of implementing the SRC 
method on the CT images (Table 8), it is clear that the noisy nature of MR images limits 
the compression improvements.
Table 16: Summary of compression improvement using SRC methods (MR images)
MMD MMP1 MMP2 MMP3 DiffAve Centroid
Huffman 34% 34% 38% 38% 13% 28%
Arithmetic 21 % 24% 27% 27% 4% 18%
Lempel-Ziv 16% 14% 19% 19% 2% 9%
7.4.6.5 The Use of Robust Statistics
The use of robust statistics was also tested in the case of MR image 
compression. The “median”, “robust min”, and “robust max” images are presented in 
Figure 28, Figure 29, and Figure 30, respectively. A summary of the results from using 
robust statistics with the SRC methods is presented in Table 17. Comparing Table 17 
with Table 16 reveals that robust statistics do not improve the performance of the SRC 
methods for the MR images.
Table 17: Summary of compression improvement using SRC methods and
robust statistics (MR images)
MMD MMP1 MMP2 MMP3 DiffAve Centroid
Huffman 28% 31 % 38% 34% 19% 28%
Arithmetic 15% 18% 24% 24% 7% 15%
Lempel-Ziv 6% 9% 16% 14% 4% 9%
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Figure 28: The “median” MR brain image
Figure 29: The “robust minimum” MR brain image
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Figure 30: The “robust maximum” MR brain image
7.5 Summary - Conclusions
As radiology becomes increasingly digital, the amount of digital imaging data 
produced in medical centers increases rapidly. This overtaxes the storage and 
communication capabilities of their computer systems and impedes the realization of an 
all-digital radiologic environment. Efficient compression methods can alleviate this 
problem by reducing the size of imaging data.
The standard procedures used in radiology result in images very similar to one 
another. For example, for every chest X-ray the position of the patient, the orientation 
of the imaging device, and the parameters used are standard. A collection of 1,000 chest 
X-rays is significantly more self-correlated, in the statistical sense, than a collection of
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random images. The same is true for any collection o f medical images that are grouped 
together by modality and type of exam. This results in the existence of large amounts of 
set redundancy in medical image databases, that SRC methods can efficiently reduce to 
improve compression.
The implementation of SRC methods for medical image compression was 
demonstrated on a test database of 51 CT and 57 MRI brain scans. All these images 
were randomly selected from different patients and were registered in a standard 
position and size. Registration generally improves the effectiveness of the SRC 
methods because it increases the pixel-to-pixel similarities between images. However, 
registration is not necessary when the images are very similar to each other. In any case, 
omitting registration is expected to result in only a minor decrease in the effectiveness 
of the SRC methods.
Sets of similar images in the test database were formed by using a genetic 
algorithms procedure. In many cases, external information can be used to partition an 
image database into sets of similar images (for example, when textual data exist about 
the content of the images). In this research, no external information was used; instead, a 
general approach was sought and developed. The goal was to demonstrate how image 
clustering can be performed in the general case, when there are no external data about 
the content of the images.
Tests were performed by combining the SRC methods with three well-known 
compression techniques: Huffman, Arithmetic, and Lempel-Ziv compression. The 
results show that all SRC methods significantly improved the compression of these
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standard techniques. The best improvement (129%) resulted from combining the MMP 
method with Huffman compression. Figure 31 presents a bar chart with the percentage 
improvement that each SRC method produced when combined with each of the three 
standard compression techniques. This bar chart depicts the results from compressing 
CT images. Figure 32 presents a similar bar chart for MR images.
Figure 31: Improvement in compression by using SRC methods (CT images)
As shown in these two figures, the improvement in compression is smaller for 
the MR images. This can be attributed to the fact that MR images are very “noisy”,
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therefore although they have similar general features, the similarity at the pixel level is 
limited. As discussed in chapter 3, one of the characteristics o f similar images is the 
similar pixel intensities in the same areas. MR images exhibit low signal-to-noise ratio, 
therefore there is large standard deviation in the values of every pixel position. For 
these reasons, SRC methods are not as effective on MR images as they are on the less 
noisy CT images. Nevertheless, SRC methods improved compression on MR images 
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Figure 32: Improvement in compression by using SRC methods (MR images)
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Finally, it is important to note the time performance of the SRC methods. All 
methods required less than 2 seconds of computation time on a Sun SPARC 20 
workstation to process an image file of 262 Kbytes. Speed was one of the requirements 
for the development o f compression methods based on the Enhanced Compression 
Model; all the SRC methods developed in this study satisfy this requirement.
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Su m m a r y  a n d  F u t u r e  D ir e c t io n s
Image compression methods become increasingly important as new imaging 
applications are developed and the volume of imaging data grows rapidly. In many 
cases, large sets of similar images need to be compressed. However, the current image 
compression methods have been designed to compress individual images and do not 
take advantage of the potential for additional compression that exists in sets o f  similar 
images. This dissertation fills this research gap by setting the theoretical foundations 
and describing practical methods for effectively compressing sets of similar images.
Data compression is based on the existence of data redundancy. In individual 
images, three basic types of redundancy can be found: the interpixel, psychovisual, and 
symbol redundancy. All current compression methods are based on the same basic 
theoretical model that achieves compression by eliminating these three types of 
redundancy. However, sets of similar images contain an additional type of redundancy: 
the set redundancy. In this study the concept of set redundancy has been introduced and 
the Enhanced Compression Model has been developed to capitalize on set redundancy.
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This new model extends the current theoretical compression model by including an 
additional step for set redundancy extraction.
Based on the Enhanced Compression Model, sets of similar images are 
compressed by combining set redundancy extraction with regular compression 
techniques. Some of the requirements that practical set redundancy extraction must 
satisfy are the following:
• it must not be computationally expensive;
• it must enable compression and decompression of individual images from a set;
• it must be lossless.
Three methods that satisfy these requirements have been developed: the Min- 
Max Differential (MMD) method, the Min-Max Predictive (MMP) method, and the 
Centroid method. These methods and their variations are collectively referred to as 
SRC (Set Redundancy Compression) methods. SRC methods increase the 
compressibility of the images in a lossless way; in addition, they are fast and easy to 
implement.
Medical imaging is one of the best application areas for the Enhanced 
Compression Model. Medical centers produce and store Terabytes of imaging data each 
year, and telemedicine applications transmit Gigabytes of imaging data every day. 
Medical images classified by modality and type of exam are very similar to one another, 
because of the standard procedures used in radiology. Therefore, medical image
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databases store large sets of similar images that contain great amounts of set 
redundancy. Experiments were performed to measure the improvement of compression 
that SRC methods can deliver in medical imaging. A test database of CT and MR brain 
scans from a random population of patients was used. The SRC methods were tested in 
combination with Huffman encoding, Arithmetic coding, and Lempel-Ziv compression. 
The results showed that SRC methods improved compression by as much as two-fold 
when compared to single image compression.
In practice, any database that stores sets of similar images can significantly 
benefit from the use of the Enhanced Compression Model. In addition to medical 
imaging, other potential application areas are the following:
• Remote sensing
Satellite images that depict the same geographical area are usually 
remarkably similar to one another. If there are any differences, they are mainly 
due to meteorological variations (clouding coverage). However, the data for the 
morphology of the earth surface beneath the clouds remain more or less 
constant, and are common to every satellite photograph taken over that same 
area. These data represent set redundancy which is very large when images are 
taken with the same lighting conditions (i.e., same time of the day) and with 
similar weather conditions. SRC methods can effectively used to remove this 
set redundancy before the images are transmitted or stored.
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• Industrial image databases
Imaging technology in industry is often used for quality control that 
sometimes results in large databases of photographs depicting a single type of 
product or mechanical part. For example, in chemical plants pictures of 
pipelines are regularly taken and stored digitally in order to keep records of 
pipeline condition. Another example is manufacturing lines in which the 
products are monitored through robot vision applications and images of the 
products are stored for further computer processing. The result is image 
databases that store large numbers of very similar images.
• Astronomical image databases
Astronomers closely monitor specific areas in the sky by repetitively 
taking pictures of them. These pictures record the relative movement of celestial 
objects over a period of time and are stored digitally in image databases. Such 
movement is relatively slow, and the change in these images is very small; 
consequently astronomical image databases represent another good application 
area for the Enhanced Compression Model.
• Computer simulations in engineering
In many engineering fields, computer simulations are used to perform 
experiments and to test new designs. The output datasets of these simulations 
are often stored for further processing. In addition, the same simulations may
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run several times with small changes in parameters to test for different 
conditions. The output datasets that result from these simulations are often very 
similar to each other, especially when the changes in the parameters do not 
introduce large changes in the output. Even though these datasets are not images 
per se, the SRC methods can still be used to extract the set redundancy; then a 
general data compression method can be used to compress them.
The present research has focused on applying the Enhanced Compression Model 
in medical imaging. Future research may consider the application areas outlined above. 
Another open field for future investigation is the development of additional methods 
based on set redundancy. The three SRC methods developed in this study may be used 
as starting points for the development of other SRC techniques. Finally, the use of lossy 
image compression techniques may be explored as an alternative to the use of lossless 
techniques for the Enhanced Compression Model.
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A p p e n d i x  A
I m a g e  E n t r o p y  a n d  C o m p r e s s i o n
Image entropy is defined in information theory [Shannon48] as the amount of 
information that an image contains. This “information content” establishes a limit to 
the maximum compression that can be achieved by symbol encoding the image. For 
example, if  a given image has information content of 1 , 0 0 0  units and its current 
representation uses 2 0 , 0 0 0  units of information, then an optimum encoding scheme can 
achieve 1:20 lossless compression. This also implies that this image cannot be stored or 
represented with less than 1 , 0 0 0  units o f information without losing some of its 
information content.
The entropy of an image can often be reduced by the use of an appropriate 
mapping or quantization. An appropriate mapping can sometimes transform a given 
image into another image with less entropy and with better compressibility than the 
original image. Quantization can achieve the same result, but with some loss of 
information.
Image entropy is calculated as follows [Gonzalez93]. Consider an information 
source S  which generates a random sequence of symbols. There are («+1) possible 
symbols {a$, o\, ..., an} that this source can generate. This set is called source
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alphabet and its elements are called letters or simply symbols. The source produces 
every symbol aj with probability Pr(aj). In addition:
j=n
Z P r(a j)  = 1.0
7=0
The symbol generation from the source S  can be considered to be a random event. In 
general, a random event E  which occurs with probability Pr(E) contains 1(E) units of 
information, where:
1(E) = -logP r (E).
The base of the logarithm in this equation determines the unit used to measure 
information. If the base is 2 then the unit is the bit. The average information from this 
source can be defined as
j=n
H  = - Z  Pr(aj) log Pr(aj)
7=0
and it corresponds to the entropy of the source S. H  is a measure of the amount of 
uncertainty or information content associated with this source. The larger the value of 
the entropy H  for a given source, the larger the amount of information it can deliver. 
The entropy is maximized when the source symbols have equal probability of 
occurrence, that is:
Pr(flo) = Pr(tfi) =... = Pr(tfn) <=> H  is maximum.
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Every 8 -bit gray-level image can be assumed to be the output o f an imaginary 8 - 
bit gray-level source with alphabet {0, I, 2, 255}. The image entropy would be
equal to the entropy of the source. This entropy can be calculated when the probabilities 
Pr(0), Pr(l), ..., Pr(255) are known. However, in general, these probabilities are 
unknown. The only known output from this imaginary source is its corresponding 
image. If this image is assumed to be a good statistical indicator of the source's 
behavior, then one can model the probabilities of the source symbols using the gray 
level histogram of the image. For example, consider an image with the following gray- 
level values:
5 30 30 24 2 0
5 24 24 24 2 0
5 5 5 24 2 0
5 5 2 0 2 0 2 0
30 30 30 30 30
For this image, the probabilities are:
Gray Level Count Probability
5 7 0.28
2 0 6 0.24
24 5 0 . 2 0
30 7 0.28
25 1 . 0 0
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Then, the entropy is
H = - (0.28 log(0.28) + 0.24 log(0.24) + 0.20 log(0.20) + 0.28 log(0.28)) 
that is
H  = 1.9.
Note that the maximum possible entropy for a gray-level image with 256 gray levels is:
H max =  8 .0 .
The entropy can be used to estimate how many bits per pixel are required to represent 
the image. For the simple image in the example, H — 1.9 thus, this image can be coded 
with only 1.9 bits/pixel.
The computation of the entropy using this method is called first-order entropy 
estimate. Note that it does not take into account interpixel spatial relations 
(correlations) which in general decrease the information content (entropy) of an image. 
This results in an entropy estimate larger than the true value. Higher-order entropy 
estimates can be used for more accurate results. For a second-order estimate, instead of 
individual pixel frequencies the relative frequencies of 2-pixel blocks are used. Better 
approximations can be obtained with third, fourth, or even higher order estimates. 
However, the convergence of these estimates to the true entropy value is slow and 
computationally intensive. Therefore, despite its limitations, the first-order entropy 
estimate is usually preferred in practice because it provides a sufficiently good 
approximation to the entropy value with a minimum computational cost.
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A p p e n d ix  B
V i d e o  C o m p r e s s i o n  M e t h o d s
B.1 Review of Methods
There are three general approaches in compressing a video sequence:
(a) Independent frame compression
Every frame is compressed individually using standard image compression 
methods. This is the simplest way, although it is not efficient because it does not take 
advantage of the temporal redundancy that exists between the successive frames. 
fb) 3-D compression
In this approach the video sequence is considered to be a single 3-D image 
(where the third dimension is the time), and standard compression methods are used to 
compress it [Karlsson8 8 ]. In this way, the temporal redundancy is transformed into 
spatial redundancy which standard image compression can effectively use. However, 
there are two disadvantages. First, the 3-D image is usually too large to be handled 
efficiently by the current compression methods. Second, this method does not take into 
account motion information which can help significantly in compression.
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(c) Predictive compression
Information from the preceding frames in the video sequence is used to create a 
prediction for the successive frames. Then only the errors between the prediction and 
the actual frames are stored. These error frames usually can be compressed better than 
the original frames, because they contain many zero values (where the prediction was 
successful). In addition, the small errors can be discarded, thereby further reducing the 
storage requirements.
The techniques based on predictive compression are the most successful ones for 
compressing video sequences, and therefore they have prevailed in today’s video 
compression methods. The simplest technique is to use frame difference coding: the 
differences between successive frames are calculated by simply subtracting the 
corresponding pixel values [Jain81a]. In this case the prediction for the next frame is 
simply its previous frame. This technique can be extended to use a linear combination 
of more than one of the previous frames to create a better prediction. However, more 
powerful techniques use also motion compensation to improve the predictions 
[Netravali80]. These techniques use the previous frames to estimate motion parameters 
for the various objects in the current frame, and then according to these parameters 
(direction and velocity) they place the objects in the appropriate positions in the 
predicted frame. Jain [Jain81b] described a simple method to extract and use these
* motion compensation: utilization of the knowledge of motion or displacement of 
objects to predict their exact position in successive frames
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motion parameters for video compression, and Woods [Woods89] presented various 
video compression algorithms and experimental results based on this idea.
The differences between the predicted and the actual frames are stored as error 
frames. Then standard image compression methods are used to reduce the spatial 
redundancy in these error frames; for example, DCT transform is used in MPEG video 
compression [Legall91]. More recently the wavelet transform has been used 
successfully [Zhang92, Hilton94].
Motion estimation is a difficult problem and a variety of approaches has been 
proposed to solve it. For example, Woods [Woods89] described motion estimation 
using subband encoding of video sequences. This hierarchical calculation of motion 
was found to work better than the direct calculation. Using this technique, a pyramid 
structure of images is constructed from every frame. A QMF filter is used to obtain the 
1 1  (low-low) subband of the original frame, then the 1 1 - 1 1  subband is constructed, and 
so on. In other words, the image at a given level is a lower resolution version (subband 
11) o f the image just below it. A coarse estimation of motion is calculated using the 
lower subband, and thereafter this estimate is refined by using the higher subbands.
Other video compression methods perform image segmentation on every frame 
and then use the segmentation information to trace the displacement of moving objects 
across the images. However, these methods are quite complex and less effective for 
compression, because the boundaries of the segments as well as their translation need to 
be stored. A simpler method is to segment the images into fixed size blocks and then
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measure the translation of every one of these blocks. In this way only the displacement 
vector of each block needs to be stored [Jain8 lb].
Recently, Ozcelik, Brailean and Katsaggeios [Ozcelik95] proposed a new 
paradigm for designing encoders-decoders for video compression. According to this 
paradigm, the decoder should not simply undo the operations performed by the encoder 
but should solve an estimation problem to reconstruct the video sequence with the best 
possible quality, based on the compressed data. In other words, instead of the decoders 
performing passively the inverse operations done by the encoders, they actively try to 
reduce the artifacts due to the compression process and estimate the original video 
sequence, based on its (lossy) compressed version.
B.2 The H.261 Video Compression Standard
The H.261 standard is the result of the collaboration of experts from 12 
countries. The committee was formed on December 1984 and finished with the 
standardization process in November 1989. This standard was developed mainly for 
video phone and videoconferencing applications.
DESCRIPTION
Every input frame is divided into 8 x8  blocks of pixels, and motion compensated 
predictive compression based on block motion between successive frames is used. The 
error frames are encoded using Discrete Cosine Transform (DCT) and then are 
quantized by a linear quantizer with adjustable step size (the step size depends on how
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full the transmitting buffer is; if the buffer is nearly full, the quantization increases, 
otherwise it decreases). For more details see [Liou91] [Okubo95].
B.3 The MPEG Video Compression Standard
This standard was developed by the Moving Picture Experts Group. This 
committee was created in 1988 by Leonardo Chiariglione. The MPEG development 
followed three phases:
(a) Requirements Phase: a proposal package description and a test methodology were
developed.
(b) Competition Phase: companies and institutions submitted proposals for video
compression methods and formats.
(c) Convergence Phase: collaborative process where ideas and techniques identified as
promising at the end of the Competition Phase were integrated into one solution.
Two variations of the same standard emerged from the MPEG committee: the 
MPEG-1 and the MPEG-2. The main difference between MPEG-1 and MPEG-2 is that 
MPEG-1 has been optimized for noninterlaced format while MPEG-2 is a generic 
standard that can also handle the interlaced format [Pirsch95].
DESCRIPTION
Frames are classified as either Intraframes (I), Predicted (P), or Bidirectionally 
predicted (B) frames. The I frames are compressed individually by using DCT. Both P
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and B frames are compressed using a block-based motion compensated predictive 
technique. The difference between P and B frames is that for the prediction of P frames 
only previous frames are used, whereas for predicting the B frames both previous and 
successive frames are used. The I frames follow a standard distribution, for example 1 
in every 10 frames. However the decision whether a frame will be encoded as P or B is 
made after testing it in both ways, and choosing the one with better compression.
The motion compensated prediction technique that MPEG uses is the following. 
Every input frame is divided into 16x16 blocks (called Macroblocks) and a motion 
vector is calculated for every block. These motion vectors and the proper input frames 
are used to create a prediction frame P or B. The errors between the predicted frames 
and the actual frames are compressed using the following sequence of operations: DCT 
- Quantization - Zigzag scan - Run length - Huffman encoding. In addition the motion 
vectors are encoded using variable length codes and stored together with the error 
frames and some additional overhead information. For more details see [Legall91, 
Chiariglione95].
Table 18: Summary of video compression standards
H.261 MPEG-1 MPEG-2
Committee CCITT ISO ISO






Image form at QCIF, CEF (10 - 30 Hz) SIF (25 Hz, 30 Hz) CCIR
Bit rate p x 64 Kb/s ( l < p < 3 0 ) 1.2 Mb/s 4 - 9  Mb/s
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A p p e n d i x  C
M e d i c a l  I m a g i n g  M o d a l i t i e s
C.1 Computed Tomography (CT)
A Computed Tomography (CT) scanner consists of an X-ray source that rotates 
around the patient and has a linear X-ray detector array on the opposite side. This 
provides a single slice; a series of slices can be acquired by moving the patient. A new 
variation of the traditional CT is the helical CT. In this variation the device moves 
continuously around the patient in a helical path, producing as many as 1 0 0  image slices 
in 20 seconds [Cline93],
CT is the modality of choice for imaging bones and calcifications. The reason is 
that contrast in CT is a function of the electron density of tissue. Soft tissues have very 
similar electron densities; bone is the only tissue in the body with significantly different 
electron density. Therefore, normally CT has very limited soft tissue contrast. 
However, if contrast material is injected into the blood, soft tissues can also be 
contrasted. The main advantage of CT over other medical imaging methods is its high 
spatial resolution and accuracy of the data. A typical CT slice has 512x512 pixels, 0.5 
mm resolution, and 1.5 mm thickness [Cline93].
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C.2 Magnetic Resonance Imaging (MRI)
Magnetic Resonance Imaging (MRI) is a modality that best depicts soft tissue. 
The MR scanner consists o f a magnet with gradient control coils, an RF section to 
excite nuclear magnetic spins, and a receiver. The contrast mechanism depends on the 
relaxation parameters of the water in tissue; different soft tissues have different spin 
relaxation times. For example, the white matter in the brain has 140% higher MR signal 
than gray matter (in comparison, the difference between white and gray matter in CT 
imaging is only about 12%) [Healy95]. Another advantage of MRI is the ability to 
obtain views at arbitrary positions and orientations. The disadvantages are the limited 
spatial resolution (typically MR images are only 256x256 pixels) and the long time 
required for an MR exam. Also the cost of an MRI exam is higher than the cost of a CT 
exam.
C.3 Emission Tomography (SPECT, PET)
Emission Tomography includes two different techniques: the Single Photon 
Emission Computed Tomography (SPECT), and the Positron Emission Tomography 
(PET). Both techniques give information about local tissue metabolism, which 
corresponds to functional activity. In general, a substance with radioactive molecules is 
injected into the blood stream of a patient; then the emitted X-rays are measured by a 
detector surrounding the object. The difference between these two techniques is that in 
SPECT only one photon is emitted from each molecule, whereas in PET a positron is 
emitted, which gives rise to two photons moving in opposite directions.
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The advantage of these techniques is that radiopharmaceuticals can be used to 
selectively access specific parts o f the human body. Essentially, both techniques 
visualize the concentration of the emitting material in different parts of the body. Since 
this concentration depends on the blood flow, areas with most activity (higher blood 
flow) are highlighted. This is very useful to visualize, in vivo, parts of the brain with 
the highest activity. Many psychological experiments use PET to identify which parts 
of the brain are activated when the subject performs certain tasks.
The resolution of SPECT is typically 6  mm, and resolution of PET is about 1 
cm. The typical size of Positron Emission images is 128x128 pixels.
C.4 Ultrasound
Ultrasound is an inexpensive and easy to use medical imaging technique. It uses 
a transducer that generates pulses o f ultrasound and then detects the echo in the body. 
This technique can provide images in real time and is useful to visualize motion. The 
disadvantage is that ultrasound cannot depict structures deep in the body, and it cannot 
penetrate bone or air pockets surrounding an object of interest. This technique is useful 
mostly for visualization of the abdomen area and the heart.
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