Health-care expenditures in developed countries are increasing at a staggering rate. In the United States, for instance, the total health-care spending in 2009 was estimated to be $2.5 trillion, accounting for 18% of the gross domestic product (see Sullivan et al., 2011) . Within health-care costs, diseases contribute in different degrees to this rise. Cancer care, for instance, grew from $27 billion in 1990 to $90 billion in 2008, and is estimated to rise to $157 billion (in today's dollars) by 2020 (Sullivan et al., p. 934) . There are many drivers of this explosion in the costs of cancer care, ranging from increasing cancer incidence, increased access to care, to innovation in expensive treatment procedures. A Lancet Oncology commission concluded that without a real effort to address the cost explosion, the "economic burden of health care in general, and high-quality cancer care in particular, will become unaffordable" (Sullivan et al., p. 951) .
How to respond to this looming crisis in medical-care delivery? In a world of finite resources and competing societal priorities, we need to consider whether resources are efficiently and appropriately allocated. This process of determining cost effectiveness, the Lancet commission concluded, requires "socially derived assignment of value to clinical outcomes," and therefore the "input from important stakeholders such as patient groups or the general public" (Sullivan et al., 2011, p. 944) . Health care is just one of myriad domains in which finite resources thrust the goals of cost effectiveness and the consideration of societal preferences and values onto policy makers. Moreover, these goals not infrequently clash. According to Sunstein (2002) , too often "governments are making stabs in the dark," devoting "resources to little problems rather than big ones" and reacting to "short-term public outcries" (p. viii). When public fears rise, political pressure rises on governments to act, even when the feared disaster is very unlikely to happen or proved to be far less of a threat than had been feared (e.g., in November 2011, German health authorities announced the pending destruction of 16 million unused, expiring swine flu vaccines worth €250 million and purchased amid fears of a pandemic two years ago; Länder vernichten Millionen Dosen H1N1-Impfstoff, 2011). Similarly, governments can prove unwilling to spend frac-tions of their limited resources on key preventive infrastructurefor instance, on levees in the years before New Orleans' destruction by Hurricane Katrina (The shaming of America, 2005)-when the public fails to be worried about a specific serious risk.
In light of the key role that the public's voice plays in democratic societies' allocation of finite resources and the delivery of legitimate solutions to diverse risks, it is important to understand the psychological mechanisms underlying risk perception. The public's risk perception affects, for instance, "the priorities and legislative agendas of regulatory bodies, such as the United States Environmental Protection Agency" and represents a key element in the "risk-assessment battlefield" more generally (Slovic, 2000, p. 390) . The pioneering work of Paul Slovic and colleagues (for an overview, see Slovic, 2000) has led to a profound understanding of the dimensions of the public's risk perception. Less is known, however, about the precise cognitive and affective mechanisms involved. In this article, we aim to make progress by pitting against each other two key heuristics that people have been proposed to use in the process of judging risks.
Two Heuristics for Judging Risk:
Availability and Affect
The inherently subjective construct "risk" means different things to different people. Experts' judgments correlate highly with technical estimates of annual fatalities (Slovic, 2000, p. 
xxiii).
Laypeople's judgments about risks sometimes substantially deviate from those of experts, and they do not necessarily unfold in the form of a deliberative and analytic process; they can "be highly dependent upon intuitive and experiential thinking, guided by emotional and affective processes" (Slovic, p. xxxi) . How to model these processes? Two heuristics have been proposed and studied as possible mechanisms underlying nonexperts' risk judgments: the availability heuristic and the affect heuristic. Next, we describe both of them in more detail.
Availability Heuristic
According to Tversky and Kahneman's (1973) availability heuristic, People assess the frequency of a class or the probability of an event by the ease with which instances or occurrences can be brought to mind. For example, one may assess the risk of heart attack among middleaged people by recalling such occurrences among one's acquaintances. (Tversky & Kahneman, 1974 , p. 1127 The heuristic thus assumes that people infer the distal criterion (i.e., event frequency) by exploiting a proximal cue-namely, the mental availability of relevant instances. In the wake of the heuristic's conception, numerous studies have investigated the role of availability in judgment and decision making (e.g., Jacoby, Kelley, Brown, & Jasechko, 1989; Oppenheimer, 2004; Schwarz et al., 1991; Taylor & Thompson, 1982; Watkins & LeCompte, 1991 ; for an overview, see Betsch & Pohl, 2002, and Kahneman, 2011, Ch. 12) . But the notion of availability and its potential to cause systematic judgmental biases also quickly piqued the interest of scholars of risk. Lichtenstein, Slovic, Fischhoff, Layman, and Combs (1978;  see also Folkes, 1988) carried out the most influential examination of the availability heuristic in the context of risk judgments. They asked participants, for instance, to consider pairs of causes of death, say, stroke and asthma, and indicate which one causes more people to die. Across several studies, the authors found people's judgments of the frequency of various causes of death to be linked to availability. Specifically, they observed that two proxies of availability-direct suffering (e.g., at least one close friend or relative has died from the event) and indirect suffering (i.e., how often had they heard about the event via the media as a cause of death)-"did most of the job of predicting the subjects'" (p. 571) risk frequency judgments. Lichtenstein et al. also linked people's use of availability to several systematic biases in their respondents' judgments.
Building on Lichtenstein et al.'s (1978) seminal work, Hertwig, Pachur, and Kurzenhäuser (2005) operationalized different cognitive mechanisms based on the availability account and tested their specific predictions (see also Pachur, Hertwig, & Rieskamp, in press ). They found that among different instantiations of availability (e.g., fluency, number of instances recalled), availability-byrecall, which relies on knowledge about relevant instances in one's social network, best predicted people's judgments of which of two risks claims more lives. Henceforth, we will adopt Hertwig et al.'s (2005) operationalization of availability-by-recall. It works as follows:
Availability-by-recall: Recall instances of Risk A and Risk B, respectively, from your social network (encompassing family, friends, and acquaintances), and infer that risk to be more prevalent in the population for which more such instances can be recalled.
To illustrate, a person thus judges whether more people die from leukemia or from suicide by recalling actual fatalities within his or her proximate social network (see also Lichtenstein et al., 1978, Experiment 4; Fischhoff, Gonzalez, Lerner, & Small, 2005) . The cause of death for which more instances can be recalled will be judged to claim more lives in the population (for the processes underlying people's search in social memory, see, Hills & Pachur, 2012) .
Other key players in bringing specific risks to mind are the media, which are often skewed toward novelty, rarity, and poignancy (e.g., Eisenman, 1993; Meyer, 1990; Park & Grow, 2008) . For example, a moviegoer who has just watched Jaws (Zanuck, Brown, & Spielberg, 1975) would likely have little trouble retrieving the (albeit fictitious) victims of a shark attack. Consistent with the media's distorting impact on our perception of the frequency of risk events, Lichtenstein et al. (1978) observed that people's median estimated frequency was higher for risks for which media coverage was more extensive. In light of the potentially important warping role that media coverage can have on the public's risk perception, we will also implement (in Study 2) a variant of availability-by-recall, availability-by-recall TEX (with TEX for Total EXperience). This mechanism works as availability-by-recall, but retrieves instances from both a person's social network and the media (e.g., news, novels, and movies), thus total experience.
Affect Heuristic
Images of risk often come with strong emotional reactions. Consider, for instance, the burning and collapsing World Trade Center on September 11, 2001. Even 10 years after the event, images of it can evoke powerful and painful emotions. Indeed, risks are inextricably linked with emotions (such as dread; Slovic, 1987) . Focusing on this link, Slovic and colleagues (e.g., Finucane, Alhakami, Slovic, & Johnson, 2000) proposed that "in the process of making a judgment or decision, people consult or refer to an 'affect pool'" (Slovic, Finucane, Peters, & MacGregor, 2002, p. 400) . According to Slovic et al.' s affect heuristic, people may use their affective response to a risk (e.g., "How do I feel about genetically modified food, nuclear energy, breast cancer, or guns?") to infer how large they consider the risk to be (e.g., "What is the annual death toll of breast cancer?"). Consistent with the notion of the affect heuristic, there is converging evidence that emotions guide and impact risk judgments (see, e.g., Johnson & Tversky, 1983 Loewenstein, Weber, Hsee, & Welch, 2001; Pachur & Galesic, in press; Schwarz & Clore, 1983; Sjöberg, 2007; Slovic & Peters, 2006) , and that different emotions can vary in their influence on risk judgments (e.g., Lerner, Gonzalez, Small, & Fischhoff, 2003; Lerner & Keltner, 2000) . Here, we define the affect heuristic as follows, building on Slovic's (1987) analysis of the role of dread in risk perception:
Affect heuristic: "Gauge your feeling of dread that Risk A and Risk B, respectively, evoke and infer that risk to be more prevalent in the population for which the level of dread is higher."
How can we measure the amount of dread a risk conjures up in a person's mind, thus permitting us to derive a predicted judgment for the affect heuristic? First, we linked the affect heuristic to Slovic and colleagues' psychometric framework of risk perception (e.g., Fischhoff, Slovic, Lichtenstein, Read, & Combs, 1978) , in which the amount of dread evoked by a risk is captured by people's evaluations of risks on characteristics such as "voluntariness" or "certain to be fatal." Specifically, we tapped into the "affect pool" that the affect heuristic is thought to access by measuring a risk's dread score based on the characteristics that Slovic and colleagues identified as representing the "dread factor" underlying people's risk perception (see below). Furthermore, in Study 2 we measured dread by posing a single question: "Indicate the extent to which considering the cause of death triggers the feeling of dread." For both instantiations of the affect heuristic, a person infers which of two risks claims more lives by selecting the one that (based on his or her individual ratings) reaches the higher dread score or value on the dread item, respectively. 1 Finally, in Study 2 we used a third and more general approach by asking people to indicate how strongly each risk evokes each of seven basic emotions (for a similar approach, see Sjöberg, 2007) : anger, disgust, fear, happiness, sadness, surprise, and contempt (e.g., Ekman & Friesen, 1986) . Because this instantiation of the affect heuristic performed poorly in predicting people's responses, we do not report the results here. Note, however, that a factor analysis of the ratings on the seven emotions showed that the concept of dread proves to be closely linked to fear and sadness.
Although the availability and the affect heuristics are often listed side by side as accounts of how people assess risks (e.g., Breckenridge & Zimbardo, 2006; Keller, Siegrist, & Gutscher, 2006) , we do not know of a single attempt to test these two accounts against each other. It is important to note that the heuristics may not have equal amounts of influence over people's judgments of risk. For instance, Slovic et al. (2002) hypothesized that "using an overall, readily available affective impression can be easier-more efficient-than . . . retrieving from memory many relevant examples" (p. 400). Moreover, Finucane et al. (2000) pointed out that the "challenge is to begin hypothesizing about and testing models of judgment that elucidate the roles of both cognition and affect" (p. 14). Even a decade later, however, this challenge has remained mostly unaddressed. Our goal in this article is to test-to the best of our knowledge for the first time-the relative extent to which the availability heuristic and the affect heuristic can predict people's risk judgments (for a discussion of the importance of such model comparisons, see Pachur, 2011) . Moreover, by examining several measures of how people assess risks (e.g., frequency judgments, value of a statistical life)-henceforth measures of risk-we aim to carve out possible boundary conditions for the use of each heuristic in the context of risk judgments. We next turn to a description of the different measures of risk employed in our studies.
Three Measures of Risk
We employed three different measures of risk. First, we asked people to judge risks-various causes of death-in terms of their objective mortality rates (i.e., annual frequency of occurrence). Perceived frequency of a risk is an often-studied component of risk perception because it can be precisely explained to respondents, and their responses can be evaluated against an objective standard, thus identifying possible systematic distortions (cf. Brown & Siegler, 1993; Lichtenstein et al., 1978; Pachur & Hertwig, 2006) . But perceived frequency is, of course, not all there is to people's assessments of risk. According to Slovic, Monahan, and MacGregor (2000) , the public-unlike experts-sometimes draws distinctions that do not enter tabulated mortality statistics, such as that between "better deaths" and "worse deaths" (e.g., in terms of prolonged pain) or death due to an unlucky accident (e.g., lightning) or a voluntary activity (e.g., smoking). To access such distinctions and to find out how they link up with the use of the availability and affect heuristics, we employed two further risk measures. Specifically, we asked people to indicate for each risk the value of a statistical life (VSL), which refers to the cost of reducing the number of deaths in a specific class of risk by one. The VSL measure is used in a wide range of fields, including economics, health care, worker safety, and environmental-impact assessment. To obtain VSL judgments, we asked respondents to imagine that one single person dies from each risk each year and to indicate for each risk the amount of public money that should be invested to save the person from dying from the risk (cf. Tengs et al., 1995) . It is worth pointing out that this question, unlike that of probing mortality rates, conjures the image of an individual person at risk.
Mortality statistics imply that there is an objective risk that can be measured. Slovic (2000) , however, has challenged the idea that risk is objective, and emphasized its inherently subjective nature. To provide our respondents with the opportunity to express their subjective intuitions about risk (and to see which heuristic may underlie such judgments), our third measure to gauge people's risk judgments-perceived risk-was to instruct them (in Study 2) to assess which of two causes of death represents a "higher risk of dying from it" (cf. Slovic, Fischhoff, & Lichtenstein, 1985) . Although perceived frequency and perceived risk appear to be two sides of the same coin, Slovic, Fischhoff, and Lichtenstein (1979) found them to diverge. For instance, in regard to nuclear power, respondents indicated the lowest perceived frequency but the highest perceived risk, suggesting that "lay people incorporate other considerations besides annual fatalities into their concept of risk" (p. 20). Based on further analyses, the authors proposed that characteristics of a risk such as its disaster potential-a component of the dread factor underlying risk perception-have an influence on perceived risk, but play no role in perceived frequency.
We collected responses on the three measures of risk in two modes, relative and absolute. For perceived frequency (Studies 1 and 2) and perceived risk (Study 2), participants were presented with pairs of risk events and asked to pick one of them (as in Lichtenstein et al., 1978) .
2 For VSL judgments, participants provided absolute assessments (in Swiss francs); for perceived frequency, we also asked them for absolute frequency estimates, separately for each risk event.
Hypotheses
Do the relative contributions of availability and affect differ across the different measures of risk, and if so, how? For instance, does it make a difference whether a judgment refers to deindividualized statistical information, as in perceived frequency, or whether it prompts people to think of an individual person, as in VSL judgments? There is evidence that, relative to judgments of frequency, focusing on an individual case affected by a risk reduces reliance on availability (Jones, Jones, & Frisch, 1995) , and instead increases the impact of the affective component evoked by a risk ; see also Small, Loewenstein & Slovic, 2007) . A close link between case-specific information and reliance on affect is also predicted by Epstein's (1994) cognitiveexperiential self theory. Finally, Tsai and Thomas (2011) found evidence that people rely more on contextual information (e.g., affect) when thinking concretely (rather than abstractly) about a problem.
As perceived frequency refers to deindividualized statistical information, we hypothesized that, when judging the frequency of a risk, people would primarily rely on availability-by-recall. VSL judgments, by contrast, induce focus on a concrete, individual case. We therefore hypothesized that the role of the affect heuristic would here be more pronounced, whereas availability-by-recall would prove less predictive of VSL judgment than of frequency judgments. A corollary of these hypotheses is that measures of availability should correlate more strongly with people's absolute frequency estimates than measures of affect, but that measures of affect should be predictive of people's VSL judgments. Concerning our third risk measure, we hypothesized that judging possible causes of death in terms of the risk of dying from them would lead to a stronger reliance on affect (relative to availability) than in judgments of risk frequencies. The reason is that this type of risk judgment appears to trigger the dread aspect of a risk , thus fostering an affective evaluation.
Next we report two studies in which we presented participants with various types of risk events and asked them to judge the risks in terms of their (a) frequency of occurrence (Studies 1 and 2), (b) value of a statistical life (Studies 1 and 2), and (c) perceived risk (Study 2). Moreover, we probed each risk's availability and amount of dread evoked, allowing us to directly compare availability-by-recall and the affect heuristic. It is important to note that in constructing the test bed for examining the heuristics, we aimed to implement a representative design (cf. Brunswik, 1955; Dhami, Hertwig, & Hoffrage, 2004) , encompassing a broad set of risks, instead of focusing on a small and selective one. To that end, we employed as risks all 24 types of cancer listed in official health statistics (Study 1) and a classic assorted set of risks (Study 2; cf. Lichtenstein et al., 1978) . By using the full set of cancers and an assorted set of risks, we were also able to gauge how accurately heuristics can discriminate across a wide range of real-world risks.
Study 1: Availability and Affect in the
World of Cancer
Method
Participants, material, and design. Thirty-three students (30 female, M ϭ 22.0 years) from the University of Basel were presented with 24 types of cancer (Cancer set; Table 1 ; Hertwig et al., 2005) . We collected, using a within-subjects design, judgments on two measures of risk (perceived frequency and VSL), and studied one measure (perceived frequency) using two response modes (pairwise choice vs. estimation). In a choice task, participants were presented with all 276 pairs of the cancers and judged which of two claims more lives per year in Switzerland (i.e., perceived relative frequency). Beyond course credit, participants received and lost 0.04 Swiss francs for every correct and incorrect judgment, respectively. Further, in an estimation task, participants estimated for each cancer its annual death toll in Switzerland (i.e., perceived absolute frequency). Finally, in a valuation task (asking for VSL judgments), participants received the following instruction:
For each of the following risks, imagine that one single person dies from the risk each year. Further, for each risk there are measures that can prevent this fatality. However, implementing them is not without costs. How much money (in Swiss francs) should the government spend (at maximum) to avoid the one fatality caused by the respective risk?
We also collected information to measure affect and availability. In a risk questionnaire, people were asked to rate the 24 types of cancer on the 12 risk characteristics that Slovic, Fischhoff, and Lichtenstein (1980) found to contribute to the dread factor: voluntariness of risk, preventive control, control of severity, chronic-catastrophic, common-dread, certain to be fatal, equity of risks and benefits, threat to future generations, personal exposure, potential of global catastrophe, changes in risk, and ease of reduction. Participants rated risks on these characteristics using a 1-7 scale. For example (cf. Slovic et al., 1985) : "Is this a risk that kills people one at a time (chronic risk) or a risk that kills large numbers of people at once (catastrophic risk)?" Finally, in a recall task, participants reported for each type of cancer the number of deaths that they could recall from their social network.
Procedure. The choice task was presented on a computer; all other tasks were administered as paper-and-pencil questionnaires. Participants completed all tasks in the following order: choice task, risk questionnaire, estimation task, recall task, and valuation task. 3 The order in which the risks appeared in the individual tasks was randomized for each participant (as were the risks within each pair in the choice task). Between tasks, participants were encouraged to take a break whenever necessary, to avoid fatigue. Completing all tasks took between 75 and 90 min.
Results
In the choice task, participants made, on average, 62.2% correct inferences. For the estimation task, Table 1 shows the median estimated frequency for each risk. The correlation between the estimates and the actual frequencies (both log-transformed to reduce skew) was substantial, although not very high, r ϭ .46 (p ϭ .02; mean individual r ϭ .26). Table 1 shows that in the valuation task, people did not simply assign the same monetary values to all types of cancer. To illustrate, for leukemia, the median VSL was 35,000 Swiss francs, relative to 11,010 francs for cancer of the gall bladder. The dread score for each risk was calculated as the mean rating on the 12 characteristics assessed in the risk questionnaire, coded such that a higher value indicates higher dread. (The risks' factor scores, representing a weighted mean, yielded qualitatively very similar results.) Across risks, the mean dread score and the (log-transformed) mean number of recalled instances (see Table 1 ) were uncorrelated, r ϭ .04 (p ϭ .85; the mean individual r ϭ .03), a good test bed for pitting availability-by-recall and the affect heuristic against each other.
4
How well do availability-by-recall and the affect heuristic predict relative judgments of risk?
In order to derive individual-and item-specific predictions of availability-by-recall and the affect heuristic in the choice task, for each participant and each pair of risks, we determined for which of the two risks the participant recalled more instances, and which risk the person rated as triggering more dread (based on the dread score), respectively. By employing the full set of cancers (rather than focusing on Six-Year Period 1999 (Bundesamt Für Statistik, 2007 When comparing the descriptive accuracy of availability-byrecall and the affect heuristic, it is important to take into account these differences in the heuristics' power to discriminate. For instance, one heuristic may reach a lower overall performance than the other, merely because it makes predictions for a larger set of items, including "difficult" ones, whereas the other renders predictions for relatively "easy" items only. Therefore, in the following analysis we focused on the subset of pair comparisons in which both heuristics discriminated. This was the case, on average, for 63 items per participant (23.1% of all comparisons) in the choice task. Figure 1 shows the mean (across participants) percentage of correct predictions for availability-by-recall and the affect heuristic, separately for the relative frequency judgments (i.e., the choice task) and the VSL judgments. In the relative frequency judgments, availability-by-recall outperformed the affect heuristic with a lead of 19.6 percentage points, M ϭ 74.0 (SD ϭ 12.9) versus 54.4% (SD ϭ 16.1), t(28) ϭ 5.07, p ϭ .001, d ϭ 1.35. Furthermore, only 13.8% of participants were better predicted by the affect heuristic than by availability-by-recall. What about the VSL judgments? To be able to conduct a pair-comparison analysis for these, we used, separately for each person, responses in the valuation task (where they provided absolute judgments) to simulate choices in all 276 pairs of cancers. Had the person, for example, indicated a higher VSL for leukemia than for cancer of the gall bladder, we assumed that he or she would have chosen to spend more on preventing the former (items where both cancers were valued equally were not considered in this analysis; therefore, for the VSL judgments the number of items on which both heuristics made predictions equaled, on average, 34 items per participant, or 12.3% of all comparisons). We then tested these simulated VSL choices against the predictions of availability-by-recall and the affect heuristic. Contrary to the choices regarding perceived frequency, Figure 1 shows that availability-by-recall and the affect heuristic here performed indistinguishably, M ϭ 60.3% (SD ϭ 26.6) versus M ϭ 61.9% (SD ϭ 23.8), t(20) ϭ 0.19, p ϭ .86, d ϭ Ϫ0.06. Moreover, now about half of participants (52%) were better predicted by the affect heuristic than by availability-by-recall.
The results in Figure 1 suggest that the heuristics' descriptive validity depends on the risk measure used. This dependency was corroborated by a repeated-measurement ANOVA (with heuristic and type of risk measure as within-subjects factors), showing a significant interaction between heuristic and type of risk measure, F(1, 20) ϭ 8.16, p ϭ .01, p 2 ϭ .29. To wit, the impact of affective information appears substantially more pronounced in monetary evaluations of the value of an individual life than in judgments of mortality frequencies; the latter kind of judgments are well explained in terms of recall of direct experiences. As pointed out earlier, availability-by-recall does not discriminate between risks as frequently as the affect heuristic. Therefore, one could ask whether the latter may step in to help when the former does not render possible a decision. The brief answer is yes and the respective analyses can be found in Appendix A.
How well do availability and affect predict absolute judgments of risk? The descriptive analysis of the heuristics in relative judgments reported above did not consider cases where the heuristics failed to discriminate between two risks, thus excluding some risks. How robust are the conclusions with regard to people's reliance on availability and affect when considering all risks? To answer this question, we analyzed how the measures of availability and affect were related to participants' responses in the frequency estimation task and the valuation task, which involved absolute judgments of individual risks rather than pairs of risks. Both correlation and regression analyses were conducted. For comparability with Lichtenstein et al.'s (1978) analyses, we examined how aggregate frequency estimates and VSL judgments for the different risks were related to aggregate measures of availability and affect. To this end, the number of recalled instances, the estimated frequencies, VSL judgments, and actual frequencies (see Table 1 ) were log-transformed to reduce skew in the distribution.
Replicating results by Lichtenstein et al. (1978) , the median (across participants) estimated frequency for a risk was strongly related to the mean number of recalled instances, r ϭ .62, p ϭ .001. (Lichtenstein et al. reported correlations between r ϭ .50 -.90). Available risks, that is, risks for which participants recalled many instances from their social network, were estimated to be more frequent in the population than less available risks. In contrast, the mean amount of affect triggered by a risk (i.e., dread score) was orthogonal to estimated frequency, r ϭ .04, p ϭ .87. Did affect hold more sway over the VSL judgments? Indeed, median VSL judgments were related to both availability, r ϭ .56, p ϭ .005, and affect, r ϭ .44, p ϭ .03, suggesting again that the role of affect differs between different risk measures. Note that, as shown in Table 1 , the lower correlations for affect were not due to constrained variability of the dread score, which showed clear differentiation between the risks. Analyses based on aggregate data can be tainted by aggregation bias (e.g., Cohen, Cohen, West, & Aiken, 2003, p. 539) . Therefore, in Appendix B, we also report the results on the individual level. Although, due to the larger amount of unsystematic variance in individual data, the correlations were lower than for the aggregate analyses, the same pattern emerged.
Because we did not manipulate availability experimentally (but gauged people's experiences in their social networks), the correlation between frequency estimates and availability could be spurious, caused by their shared variance with the objective mortality statistics. This, however, did not turn out to be the case. Availability and frequency estimates were correlated even when controlling for actual frequency, r ϭ .48, p ϭ .02.
Finally, to examine the independent effects of availability and affect on people's risk judgments, we conducted regression analyses. Specifically, absolute frequency estimates and VSL judgments for a risk were regressed on affect and availability, both on the aggregate and the individual level. With regard to the aggregate analyses (i.e., predicting median frequency estimates and VSL judgments based on the each risk's mean score on the availability and affect measures), Table 2 shows that although availability was the strongest predictor for both frequency estimates and VSL judgments (i.e., it had the highest regression coefficients), there were important differences. For the absolute frequency estimates, affect was not a significant predictor, whereas for the VSL judgments availability and affect contributed about equally. In Appendix B, we report that this pattern was also obtained when regression models were computed for each individual participant. In sum, these results suggest that whereas affect has only a weak impact in frequency estimates of the risks, it plays a clearly larger role in VSL judgments.
How ecologically valid are availability and affect? Using the mortality rates in Switzerland (averaged across the 6-year period 1999 -2004; e.g., Bundesamt für Statistik, die Schweiz, 2007) as a reference, we also examined the ecological accuracy of availability-by-recall and the affect heuristic, based on the items in which they discriminate between risks. The heuristics' ecological validity, that is, the percentage of accurate inferences given that the heuristics discriminated, is shown in Table 3 . Availability-byrecall achieved an accuracy of 71.4% (SD ϭ 18.0), whereas the affect heuristic did not perform better than chance (48.7%, SD ϭ 17.3).
Summary
In Study 1, we found that when responding to an exhaustive set of cancers, people appear to recruit availability-by-recall and the affect heuristic to different degrees, depending on the measure of risk. When judging relative mortality frequencies (which of two cancers claims more lives?) and absolute frequencies (what is the annual death toll of a cancer?), people appear to primarily rely on the number of recalled instances from their social network. When judging how much money should be spent to avoid a single death due to a specific cancer, by contrast, a substantial portion of people appear to consult their affective response (dread) evoked by the risk.
Study 2: Availability and Affect in a Classic Set of Risks
In order to test the generalizability of our findings in Study 1, we next tested instantiations of the availability heuristic and the affect heuristic in the context of a classic set of risks: an assorted set of causes of deaths investigated by Lichtenstein et al. (1978) . Unlike the cancers used in Study 1, this set represents a heterogeneous collection of causes of death, including risks such as accidents, natural hazards, diseases, and homicide. Furthermore, we asked one group of participants to judge the causes of death in terms of their perceived risk (i.e., the subjective risk of dying from them). Finally, in order to test availability-by-recall TEX we extended our measures of availability to instances from the media, and we also made use of an alternative, simpler measure of affect. Note. In the analyses, the log-transformed median frequency estimates and value-of-a-statistical-life (VSL) judgments for the different risks were regressed on the different measures of affect (mean dread score and dread item) and availability (mean number of instances in social network ϭ direct experience, number of instances in media ϭ indirect experience). Significant standardized regression coefficients (p Ͻ .05) are in bold. 
Method
Participants, material, and design. Eighty-five students (62 female; mean age ϭ 24.9 years) from the University of Basel were presented with 41 causes of death (Assorted set; Table 4 ; Hertwig et al., 2005; Lichtenstein et al., 1978) . In the choice task, one group of participants (n ϭ 45; the frequency-choice group) was instructed to judge which of two causes of death has a higher annual mortality rate in Switzerland (the same task as used in Study 1); another group (n ϭ 40; the risk-choice group) was instructed to judge which of two causes of death represents "a higher risk of dying from it" in Switzerland. Both groups saw the same 106 pairs used by Lichtenstein et al. (1978) . Subsequently, all participants worked on the same tasks used in Study 1 (i.e., estimation task, valuation task, risk questionnaire, and recall task), with two modifications. In the recall task, in addition to reporting the number of instances in their social environment (direct experience) participants now also reported, separately for each risk, the number of specific instances that they could recall from sources such as the news, movies, and novels (indirect experience). In the risk questionnaire, dread was additionally measured using a single item, 
Results
In the choice task, participants selected the risk with the objectively higher mortality rate in, on average (across participants), 69.0% (SD ϭ 4.7) of the cases in the frequency-choice group and in 67.2% (SD ϭ 7.3) of the cases in the risk-choice group. Table  4 shows the individual risks' median estimated frequencies and VSL judgments in the estimation and valuation tasks, respectively. The median estimated frequencies were strongly correlated with the actual frequencies (both log-transformed), r ϭ .92 (p ϭ .001; mean individual r ϭ .68).
Before testing the heuristics, let us first turn to the additional measure of availability, the number of recalled instances in the media (i.e., indirect experience). How is it related to actual mortality statistics? For each risk, we subtracted its rank based on number of recalled instances in the media from its rank according to mortality statistics (both ranked in descending order). Consistent with the analysis by Combs and Slovic (1979) , the mean difference score was positive for accidents (M ϭ 7.1), natural hazards (M ϭ 20.5), and homicide (M ϭ 11), suggesting overrepresentation of these dangers in the media, and negative for diseases (M ϭ Ϫ7.4) and suicide (M ϭ Ϫ1), suggesting underrepresentation. Table 5 shows that, overall, the mean number of instances recalled from the media (log-transformed to reduce skew in the distribution) was related to the mortality statistics, although not very strongly (cf. Lichtenstein et al., 1978) . Table 5 shows that, unlike in Study 1 (cancer set), on the aggregate level (i.e., based on each risk's mean score on the measures of availability and affect), availability and affect were correlated across the events in this assorted set of risks (r ϭ .46 -.73). Table B2 in Appendix B shows that this also holds on the individual level. Affect (as measured by the single dread item) and availability (as measured by direct experience) showed the highest zero-order correlations with the actual mortality rates.
How well do availability-by-recall and the affect heuristic predict relative judgments of risk? As in Study 1, we derived, in the choice task, predictions of the different implementations of availability-by-recall and the affect heuristic for each participant and each pair of risks based on the individuals' responses on the measures of availability and affect. Across the different implementations of the heuristics, discriminability between risks in the pair comparisons varied markedly (see Table A1 in Appendix A). The affect heuristic based on the dread score and the dread item discriminated between the risks in, on average, 102.1 (96.3%) and 75.2 (71.0%) pair comparisons, respectively. Availability-byrecall (only direct experience) and availability-by-recall TEX (i.e., direct and indirect experience) discriminated in 30.7 (29.0%) and 67.4 (63.6%) pair comparisons, respectively.
In order to examine the performance of the heuristics in predicting people's choices, we focus on those pair comparisons for which all heuristics make a prediction (as done in Study 1). This was the case for, on average, 20.3 items (ϭ 19.1% of all comparisons), 20.6 items (ϭ 19.4%), and 17.0 items (ϭ 16.1%), for the frequency, risk, and (simulated) VSL choices, respectively (we simulated the responses for the VSL choices using the same approach as in Study 1). Figure 2 (upper panel) shows that for judging which of two risks claims more lives, availability-by-recall predicted results much better than availability-by-recall TEX . More important, availability-by-recall, with a performance of 81.5% (SD ϭ 13.7) correctly predicted choices, also outperformed the best-performing instantiation of the affect heuristic (based on the single dread item; 76.7%, SD ϭ 14.7), t(41) ϭ 2.3, p ϭ .03, d ϭ .34. This replicates Study 1.
Also, as in Study 1, the picture looks different for the (simulated) VSL choices. As Figure 2 (middle panel) shows, the bestperforming instantiation of the affect heuristic (based on the single dread item) tied with availability-by-recall: 75.1% (SD ϭ 16.8) versus 77.6% (SD ϭ 14.2), t(71) ϭ Ϫ1.2, p ϭ .25, d ϭ Ϫ.16. Similarly, Figure 2 (lower panel) shows that for judging which of two causes of death represents a higher perceived risk, the best-performing instantiation of the affect heuristic (based on the dread score) tied with availability-by-recall, 76.6% (SD ϭ . This indicates that availability and affect play different roles in frequency judgments versus VSL judgments, but not in VSL versus perceivedrisk judgments (i.e., which of two causes of death represents a higher risk of dying from it). The same pattern across the three risk measures also emerged when analyzing the percentages of participants that were best described by either model (see Table 6 ).
In sum, we obtained two major results. First, when judging which of two risks claims more lives, people are more likely to rely on direct experience than on indirect experience or affective information. Second, the instantiation of the affect heuristic based on a single dread item predicts frequency choices better than the instantiation based on the more complex dread score, and ties with it for the VSL judgments and perceived-risk choices. (Appendix A reports an analysis of the two implementations of the affect heuristic and availability-by-recall TEX in those cases where availability-by-recall failed to discriminate.)
Could availability and affect substitute for each other? So far, we have assumed that the availability and affect heuristics are two distinct heuristics. However, this need not be so and some results suggest that (some) people may draw on both of them. How could this be modeled? One possibility is that availability and affect do not operate as distinct heuristics but represent cues and can thus function vicariously (e.g., Brunswik, 1952) . Such a cuesubstitution process could be modeled in terms of a cue hierarchy, in which availability and affect are processed sequentially, and the second cue substitutes the first when it fails to discriminate. Below, we test two cue-substitution processes: one where affect (measured in terms of the single dread item) substitutes direct experience if the latter does not discriminate, and one where direct experience substitutes affect if the latter does not discriminate. Both processes assume that if neither cue discriminates, people guess. A second possibility to model people's reliance on both availability and affect is to assume that judgments are based on a composite of direct experience and affect. In order to determine this composite, we z-transformed, separately for each participant, the number of instances and the responses on the dread item, summed these two z-scores for each risk, and then determined for which risk the sum was higher. If the composite yields the same value for both risks, a decision is reached by guessing.
Using the frequency choice data of Study 2, we determined which of these integrative models-the two cue-substitution processes or the composite process-performs best in predicting people's judgments. As benchmark, we also calculated the performance when assuming that people exclusively rely on a one-reason heuristic-availability-by-recall or the affect heuristic (based on the single dread item), depending on which accounted for a given participant's choices best-and guess if the heuristic does not discriminate. We determined which of the possibilities predicts each person's judgments best, and then, across all people, determined the overall winner. Two mechanisms best described the largest percentage of participants: the cue-substitution process that operates on direct experience first and then affect (35.3%), and the mechanism that integrates instance knowledge and affect into a composite (32.2%). The scores for these two mechanisms were indistinguishable (z ϭ .42, p ϭ .68), but they surpassed the score for the cue-substitution process that considers affect first (16.7%; z Ͼ 2.2, p Ͻ .03), and that when assuming that people exclusively rely on availability-by-recall or the affect heuristic (15.9%; z Ͼ 2.3, p Ͻ .02).
How well do availability and affect predict absolute judgments of risk?
In order to find out how well measures of availability and affect predict absolute judgments as rendered in the estimation task and the valuation task, the frequency estimates, the VSL judgments, and the number of instances recalled from people's networks and from the media were log-transformed to reduce skew in the distribution (cf. Study 1). Table 5 shows, using zero-order correlations, how the frequency estimates and the VSL judgments were related to the measures of availability and affect on the aggregate level. (The correlations on the individual level, which largely showed the same pattern as on the aggregate level, are reported in Appendix B.) Following Study 1 and Lichtenstein et al. (1978) , the frequency estimates were correlated with direct experience (i.e., the number of recalled instances). Indirect experience (i.e., the number of instances recalled from the media) proved to be only weakly related to the estimates. The estimates were also related to the measures of affect, but less strongly than to direct experience. The VSL judgments, by contrast, were equally strongly linked to affect (as measured by the single dread item) and to direct experience. As in Study 1, the correlation between frequency estimates and direct experience also held when controlling for actual frequency, r ϭ .50, p ϭ .001.
Like in Study 1, we used multiple regression analyses to determine the independent contribution of the different measures of affect and availability on absolute judgments of risk. Table 2 shows the results on the aggregate level; the results for the regression analyses on the individual level are reported in Appendix B. The frequency estimates were best predicted by direct experience (as indicated by higher regression coefficients). The VSL judgments, by contrast, were best predicted by affect as measured by the single dread item. In sum, Study 2 replicates Study 1 by showing that the roles of availability and affect differ between the two risk measures, with affect playing a stronger role in the VSL judgments than in the frequency estimates.
How ecologically valid are availability and affect? We also examined the ecological accuracy of the different instantiations of the availability and the affect heuristics. For this classic, heterogeneous set of risks, we found that the ecological validity of availability and affect is much above chance across all instantiations (see Table 3 ).
General Discussion
What are the mental mechanisms underlying people's risk judgments? The goal of this article was to pit against each other, to the best of our knowledge for the first time, two prominent heuristics for judging risks. For that purpose, we proposed several clearly defined instantiations of the availability heuristic and the affect heuristic. Concerning the availability heuristic, we made a distinction between directly and indirectly experienced instances, thus enabling a test of which of the two drives people's judgments of risk more. Our results suggest that a person's encounters with instances of risk events that are conveyed through the mass media, relative to experience rooted in a person's proximate social network, played at best only a minor role in judgments of risk. For instantiating the affect heuristic, we proposed linking the affect heuristic with the "dread" concept in psychometric risk research (Slovic, 1987) . Across Studies 1 and 2, we found that affect associated with risks can be conveniently and parsimoniously gauged by a single item asking for the amount of dread a risk evokes. This is a very useful observation for future studies on the role of affect in risk judgments.
Across two studies involving a large assortment of different risks-both common and less common ones-availability-byrecall offered a substantially better descriptive account than the affect heuristic when people judged deindividualized, statistical mortality rates. Affect, however, was at least on par with availability when people were asked to put a price tag on a single life saved from a risk, or when they were asked to indicate the perceived risk of dying from a cause of death. One possible moderator for the relative influence of availability and affect could thus be the degree to which the measure used to probe people's risk perception invokes the image of an individual (cf. Slovic et al., 2000) .
In sum, these findings advance our understanding of the mental mechanisms underlying risk judgments in several ways: first, by disentangling the role of different measures of availability and affect for predicting risk judgments; second, by evaluating the relative merits of two key heuristics of risk judgments; and third, by helping to carve out the boundary conditions of the use of availability-by-recall and the affect heuristic, respectively. Although there seems to be a primacy of availability (direct experience) in risk judgments, we identified two situations in which affective information gains influence: when instance knowledge does not discriminate (Appendix A) and when the specific risk measure conjures up the image of an individual case. In what follows, we discuss potential objections to our results, the role of media on risk judgments, limitations of our studies, as well as policy and practical implications.
People's (Fortunately) Limited Experience With Risks and Cue Substitution
One objection to our test of the availability heuristic is that, due to the representative sample of risks that we used (e.g., in Study 1: all cancers, including rare ones), respondents were unable to consistently retrieve multiple instances of the respective risks. In fact, for 17% (Study 1) and 7% (Study 2) of the risks, participants could not retrieve any instances at all (Tables 1 and 4) , resulting in a relatively low discrimination rate of availability-by-recall. In our view, this finding is not a weakness of our investigations but tells us something important about the risk ecology in the social world. Specifically, the low discrimination rate reveals a price that the use of the best-performing implementation of the availability heuristic in our studies exacts: Availability-by-recall cannot be recruited across the whole range of pairs of risks (but note that limited knowledge does not necessarily lead to poor judgments; Pachur, 2010) . Accordingly, when judging the risks' objective frequencies, people's accuracy dropped substantially when their direct experience failed to discriminate relative to when it discriminated, both in Study 1, Ms ϭ 60.0% versus 68.8%, t(29) ϭ Ϫ3.5, p ϭ .002, d ϭ .91, and in Study 2, Ms ϭ 60.6% versus 75.1%, t(44) ϭ Ϫ5.7, p ϭ .001, d ϭ 1.27.
The restricted ability of availability-by-recall to discriminate speaks to a general feature of people's experience with risks and their risk perceptions. Happily, occurrences of risks tend to be relatively rare. Therefore, decision makers often lack immediate experience with relevant instances. Of course, as experimenters we could have employed a selective set of risks for which participants can typically recall many instances (e.g., breast cancer, heart attacks, and automobile accidents). Such a focus on common risks, however, would tell us little about how often the candidate heuristics can be employed across the full set of risks, and how people possibly substitute one heuristic for another.
When direct experience fails to discriminate, people can take (at least) two routes: They could extend their search space in memory to a virtual circle; that is, their encounters with death and diseases featured in the media. Alternatively, they could turn to their affective responses to the risks in question. Concerning the first route, we found little evidence that people rely heavily on instances drawn from such a virtual circle (see Table 2 ); on a related note, Hertwig et al. (2005) found little evidence that people make use of the mental fluency of risks as measured by the amount of media coverage to infer their frequency. Concerning the second route, we found in Study 2 that the assumption that people first retrieve direct experience and, if it fails to discriminate, exploit their affective responses, described more than a third of our respondents best. Another third of respondents were best described in terms of a composite measure that integrates direct experience and affect. Future investigations should shed more light on the sequential and simultaneous interplay of availability and affect. This interplay could also be investigated using participants who, relative to our young adults, are likely to have richer instance knowledge of various health risks. For instance, in judging fatal risks, to what extent do older people rely on their extensive instance knowledge or their affective responses to ever-more imminent risks?
Availability, Media, and Judgments of Risk
In their original description of the availability heuristic, Tversky and Kahneman (1973) did not distinguish between availability stemming from direct or indirect experience. In fact, it has often been explicitly assumed that judgments of risk may be equally driven by both (e.g., Lichtenstein et al., 1978) . Our results, by contrast, show that it is important to distinguish between the two sources of availability. Specifically, whereas direct experience plays a key role in shaping people's risk judgments, we obtained no evidence that availability through instances learned from the media has an impact, once direct experience and affect are taken into account (for similar conclusions, see Hertwig et al., 2005) . This contradicts the thesis that, because the media sometimes stress highly improbable risks, media coverage is instrumental in causing distorted judgments of risk (Combs & Slovic, 1979; Lichtenstein et al., 1978; Tyler & Cook, 1984) .
Previous and current results and conclusions, however, are not necessarily inconsistent. First and foremost, there is no doubt that because of fierce competition in the media marketplace, newsworthy items are screened for their potential to captivate the audience. Thus, the media tend to amplify some aspects of reality while scaling down others (Meyer, 1990) . We can observe traces of this dynamic also in our data. Consistent with previous analyses, we found distortions in media coverage, such as an overemphasis of news coverage of homicide, accidents, and disasters. For instance, although only the 15th most frequent cause of death in the assorted set, homicide was the 4th most frequently reported cause of death in the media (see Table 4 ). This may have contributed to the overestimation of homicide, which was estimated to be the 8th most frequent cause of death. Further, although asthma is more than twice as frequent as homicide, these two risks were estimated to be equally frequent. People could retrieve many cases of homicide from their virtual circle but not a single case of asthma (see Table 4 ). Notwithstanding these individual examples, across all risks, people's judgments were relatively sheltered from media biases. This observation is in line with recent analyses. For instance, Sjöberg and Engelberg (2010) observed that the influence of media exposure on risk perception, for instance, in terms of movies and news that reiterate what is already known (e.g., the spike in media coverage at the 10-year anniversary of the Chernobyl accident), is, at best, small and short-lived.
Two Limitations
Both of our studies involved a predominately female student sample. Therefore, we currently do not know to what extent our observations will generalize to a public consisting of citizens with diverse educational backgrounds, various ages, and/or a balanced gender distribution. A second possible limitation is that we recorded naturally occurring instance knowledge and affective responses, but did not manipulate them experimentally. To ascertain the causal influence of availability and affect on risk judgments, one could, for instance, attempt to prime instance knowledge or heighten (or lower) participants' dread of specific risks (e.g., by highlighting a risk's catastrophic potential), and then record how these experimental manipulations shape people's judgments of the risks.
Practical and Policy Implications
Our findings have several implications for public policy. One concerns the question of how well people are calibrated to risks in the environment. As we have seen, the story is not simply that people's calibration is either poor or good. Instead, accuracy depends on how risk perception is measured (cf. Fischhoff & MacGregor, 1983) . The number of recalled instances in one's social network is a good (i.e., ecologically valid) cue for inferring objective mortality (see Table 3 ). Consequently, asking people to judge risks in terms of their frequencies appears to trigger a 12 heuristic that exploits this cue (cf. Hertwig et al., 2005) , resulting in relatively good calibration. By contrast, asking people for perceived risk or VSL judgments also invites reliance on affective information, which is not an invariably good cue (see Table 3 ).
Of course, calibration to objective frequencies is only one measure of the public's assessment of risks. People's concerns and fears, for instance, regarding a risk's disaster potential are also important and tangible dimensions that can strongly affect legislative agendas (Slovic, 2000, p. 390) . Our results suggest that probing such consequential fears requires using measures of risk that go beyond perceived mortality frequencies. We found that measures such as perceived risk and VSL judgments are more likely to trigger affective components associated with risks. Therefore, depending on policy makers' and risk analysts' objectivesfor instance, helping to calibrate the public to objective mortality risks, thus attenuating the risk of misallocating public resources (Sunstein, 2002) , or forecasting how the public will respond to technological risks and risk regulations-they should take different roads to citizens' intuitions about risks.
Our results also have several practical implications by suggesting an important and neglected dimension in the design of public health campaigns. A common approach to calibrate people better to the risks in the environment and to change their behavior is to provide them with aggregate frequency statistics about the occurrence of risks, despite the fact that these efforts are often met with limited success (cf. Slovic, 1986 ). An alternative and potentially more effective way to educate the public about a specific risk could be to encourage people to trust their own experience concerning the risk garnered from their proximate social network. If the risk claimed fewer victims in their own social circle than another risk, then-on average-this asymmetry is a rough but good proxy for the risks' relative population frequencies. For instance, in order to make people aware of obesity-associated risks, campaigns could start with people's direct experiences and make them cognizant of instances of obesity-related diseases in their social ecology. Of course, there are limits to this approach: Direct experience is most likely available for common risks and lacking for rare risks. Education campaigns, however, often target common risks. Admittedly, people's memories of risk occurrences in their social environment are likely not devoid of distortions (e.g., due to primacy, recency, or sampling error). Moreover, such memories of risk occurrences may be rich in affect. Despite these confounding factors, however, our analyses show that the number of instances recalled from people's social circles is, by and large, a quite valid indicator of the risks' mortality rates in the population.
Still another practical implication of our results for risk communication concerns the effectiveness of fear appeals (i.e., healthrisk messages that arouse fear). Such appeals are often designed to amplify the amount of dread associated with a risk, and are used, for instance, to prevent drug consumption (for an overview, see Witte & Allen, 2000) . Our results suggest conditions under which fear appeals are more or less likely to affect people's risk perception. For instance, the designers of fear appeals should consider how likely it is that people have direct experience with the risk in question. When people lack direct experience, fear appeals find an experiential tabula rasa on which their impact can unfold more easily. When people possess direct experience, the question is whether it concurs with the fear appeal (thus possibly amplifying its impact) or contradicts it (thus possibly rendering it ineffective). Finally, conclusions about the impact of fear appeals are likely to differ depending on how one defines and measures the target audience's risk perception (e.g., morality rates vs. VSL judgments).
Conclusions
The staggering rises in the cost of health care and the publicdebt crises in many industrialized countries is increasing the pressure on societies to efficiently allocate their limited resources, so that the big problems and the big risks can be managed better. As Sullivan et al. (2011) highlighted, this process of allocating dwindling resources requires the input of important stakeholders and the public in general, in the health-care domain and beyond. Public participation is likely to increase the chance that agreed-upon priorities will be perceived to be legitimate. In order to veridically assess the public's priorities, it is imperative that we fully understand how the public judges risks and how different measures of risk perception may generate divergent subjective mappings of risk. By illuminating the differential roles of availability and affect in different facets of people's perception of risk, as well as the interplay between availability and affect, our findings contribute to a better understanding of the cognitive underpinnings of subjective risk. Our observations show that the accuracy of people's risk perception depends partly on how calibration is measured; they inspire an intuitive way to calibrate people's concerns about risks (e.g., encourage them to consult their direct experiences) and may aid the design of more effective health campaigns targeting the affective dimension of risks. 
Appendix B Correlation and Regression Analyses for Individual Participants
In addition to the correlation and regression analyses on the aggregate level, we also conducted these analyses on the individual level. As regards the regression analyses, we conducted a random coefficient analysis (Lorch & Myers, 1990) , which is a multilevel regression technique in which the magnitude of an experimental effect is first estimated within each participant, and then these within-subjects effects are tested against the null hypothesis of no effect.
Study 1
Although, due to the larger amount of unsystematic variance in individual data the correlations were lower than for the aggregate analyses, the correlations on the individual level replicated the results on the aggregate level: Estimated frequencies were, on average (across participants), more strongly correlated to the availability of instances than to the amount of dread a risk evokes, mean rs ϭ 0.32 (SD ϭ 0.18) versus 0.16 (SD ϭ 0.44), t(29) ϭ 1.82, p ϭ .08, d ϭ .48 (paired-samples t test based on z-transformed individual correlations); and there was a trend in the opposite direction for VSL judgments, with mean correlations of 0.15 (SD ϭ 0.22) to availability and 0.29 (SD ϭ 0.40) to affect, t(18) ϭ Ϫ1.41, p ϭ .18, d ϭ Ϫ.43. As on the aggregate level, it was also the case on the individual level that availability and frequency estimates were correlated even when controlling for actual frequency, individual rs ϭ .26, t(29) ϭ 7.35, p ϭ .001, d ϭ 1.90 (one-sample t test against zero).
As Table B1 shows, the mean (across participants) standardized regression coefficients were higher for availability than for affect in predicting absolute frequency estimates (although again, the amount of explained variance was lower than for the aggregate analyses). In predicting VSL judgments, by contrast, the relative contributions of availability and affect reversed, and hence affect had the larger (mean) regression coefficient. Table B2 shows, using the individual-level zero-order correlations, how the frequency estimates and the VSL judgments were related to the measures of availability and affect. Overall, the same pattern was obtained as on the aggregate level: The frequency estimates were correlated with direct experience (i.e., the number of recalled instances), but only weakly to indirect experience (i.e., the number of instances recalled from the media). Both the frequency estimates and the VSL judgments were about equally strongly related to the measures of affect (as measured by the single dread item) as to direct experience. As in Study 1, the correlation between frequency estimates and direct experience also held when controlling for actual frequency, mean individual rs ϭ .19, t(29) ϭ 9.44, p ϭ .001, d ϭ 1.47 (one-sample t test against zero). Table B1 shows that, although due to more unsystematic variance in individual data the differences in the regression coefficients for affect and availability were less pronounced, the same qualitative patterns were obtained as on the aggregate level. Specifically, for the frequency estimates, direct experience had the largest regression weight, whereas for VSL judgments, the dread item had the largest weight. Overall, indirect experience had only a small-and negative-impact on the risk assessments. Note. For the analyses, each participant's log-transformed frequency estimates and value-of-a-statistical-life (VSL) judgments for the different risks were regressed on the different measures of affect (dread score and dread item) and availability (number of instances in social network ϭ direct experience, number of instances in media ϭ indirect experience). Shown are the means of the individual-participant standardized regression coefficients (SDs in parentheses) as well as the mean adjusted R 2 . Regression coefficients significantly larger than zero (p Ͻ .05, based on a one-sample t test against zero) are in bold. Note. Significant correlations (p ϭ .05; two-tailed) are in bold.
Study 2

