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Re´sume´ : Une approche multifractale pour la mode´lisation du micro-me´lange a` grand
nombre de Schmidt.
Cette the`se est consacre´e a` la simulation du me´lange de scalaires passifs a` grand nombre de
Schmidt (faible diffusion), au moyen d’un mode`le de sous-maille structurel pour la Simulation
aux Grandes Echelles (LES pour Large Eddy Simulation) reposant sur le caracte`re multifrac-
tal des champs de gradient en turbulence. L’analyse multifractale des champs de dissipation
scalaire permet, a` l’aide d’une description statistique des singularite´s, de prendre en compte
l’intermittence inhe´rente a` ces champs. Des simulations nume´riques directes du me´lange a`
diffe´rents nombres de Schmidt supe´rieurs a` l’unite´ sont mises en oeuvre. Une analyse mul-
tifractale au moyen de diffe´rentes me´thodes est mene´e afin d’obtenir les spectres de singu-
larite´s de la dissipation scalaire. Une implantation du mode`le de sous-maille multifractal pour
la vitesse, propose´ par Burton et al., est d’abord re´alise´e dans le code volumes finis YALES2.
Une modification du mode`le e´quivalent pour les scalaires, reposant sur une cascade multi-
plicative pour reconstruire la dissipation scalaire de sous-maille, est propose´e afin de prendre
en compte le micro-me´lange a` grand nombre de Schmidt. Ce mode`le de sous-maille est alors
e´value´ au moyen de tests a priori.
Mots-cle´s : Micro-me´lange - Simulation aux Grandes Echelles - Mode`le de sous-maille -
Intermittence - Multifractal
Abstract : A multifractal approach for modeling turbulent micro-mixing at high Schmidt
numbers.
This thesis is focused on the simulation of turbulent mixing of passive scalars at high
Schmidt numbers (low diffusivity). The modeling work is based on a structural subgrid-scale
model for Large Eddy Simulation relying on the multifractal nature of gradient fields in tur-
bulence. The multifractal formalism provides a mean to handle the characteristic intermittency
of scalar dissipation fields through a statistical description of their singularities. Direct Numer-
ical Simulations of mixing at several Schmidt numbers above unity are run with a dedicated
code. Different methods are used to perform a multifractal analysis of scalar dissipation. The
multifractal subgrid-scale model of Burton et al. for velocity is implemented in the Finite Vol-
ume code YALES2. A modification of the equivalent multifractal model for scalars is proposed
to take into account micro-mixing at high Schmidt numbers. The model shows satisfactory re-
sults when tested a priori against direct simulations.
Keywords : Micro-mixing - Large Eddy Simulation - Subgrid-scale model - Intermittency -
Multifractal
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1.1 Contexte de l’e´tude
1.1.1 Le proble`me du micro-me´lange
La mode´lisation et la compre´hension fine des phe´nome`nes controˆlant le me´lange d’un
scalaire passif dans un e´coulement turbulent sont des proble`mes encore ouverts [15]. De nom-
breux proce´de´s industriels reposent sur le me´lange de re´actifs et be´ne´ficient donc de la recherche
dans ce domaine. La maıˆtrise des me´canismes d’interaction entre le me´lange d’un scalaire pas-
sif, qui peut eˆtre assimile´ a` la concentration d’un des constituants chimiques du fluide con-
side´re´, et les processus chimiques est primordiale. Les particularite´s propres a` la dynamique
du me´lange a` petite e´chelle, ou micro-me´lange, doivent eˆtre maıˆtrise´es dans les configurations
industrielles, comme souligne´ par Warhaft [87] :
≪ if the engineer is going to progress in determining reaction rates, dispersion and mix-
ing, then he or she must focus on the small scales and their morphology, because it is here
that the strong departures from simple Gaussian behavior occur. The resulting skewed and
intermittent fluctuations play a vital role in effecting the ultimate smearing and mixing at
the molecular scale, where reactions and combustion occur. ≫
En ge´nie chimique ou ge´nie des proce´de´s par exemple, c’est la mise en contact a` l’e´chelle
mole´culaire des re´actifs qui conditionnera l’efficacite´ et la qualite´ de la re´action. Cette e´chelle
spatiale, bien infe´rieure aux macro-e´chelles caracte´ristiques des e´coulements dans lesquels se
produisent ces re´actions, ne´cessite une description pre´cise des phe´nome`nes mis en jeu. Le
me´lange intime des re´actifs peut eˆtre re´alise´ par une homoge´ne´isation due a` la diffusion seule.
Le phe´nome`ne physique mis en jeu est alors extreˆmement simple et bien connu du point de
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vue de la me´canique des fluides. Il est cependant tre`s lent et, en conse´quence, inexploitable
du point de vue pratique. La solution consiste donc a` apporter de l’e´nergie au syste`me afin
d’acce´le´rer ce processus, ceci via un flux de masse convectif.
Pour acce´le´rer le me´lange, la me´thode utilise´e en pratique est des plus intuitive. De la
meˆme fac¸on qu’il est ne´cessaire de “touiller” la grenadine dans de l’eau pour obtenir un “bon”
me´lange dans un temps suffisamment court, l’agitation turbulente est utilise´e en ge´nie des
proce´de´s lorsque l’on souhaite homoge´ne´iser la composition d’un fluide. Caracte´rise´e par une
grande gamme d’e´chelles spatiales et temporelles, encore au cœur de nombreuses e´tudes, la
turbulence est un sujet d’investigation vaste et riche. Dans certaines conditions, qui seront as-
socie´es plus loin dans ce manuscrit aux grands nombres de Schmidt (i.e. une faible diffusion
du scalaire) et de Reynolds (les fluctuations du champ de vitesse s’e´panouissent sur une large
e´tendue d’e´chelles spatiales et temporelles), la description de la dynamique du scalaire pas-
sif pre´sente une complexite´ propre s’ajoutant a` la difficulte´ inhe´rente a` la description de la
dynamique du champ de vitesse seul. Il est d’usage d’utiliser le terme de micro-me´lange pour
de´signer ce champ de recherche en me´canique des fluides.
1.1.2 Difficulte´s en mode´lisation : intermittence et anisotropie a` petite e´chelle
Durant cette the`se, on s’est place´ dans le cadre de l’e´tude d’un e´coulement indilatable et
incompressible, a` viscosite´ cine´matique constante, susceptible de repre´senter le me´lange liq-
uide/liquide. Le coefficient de diffusion mole´culaire du scalaire est aussi suppose´ constant.
Malgre´ ces approximations, il est largement reconnu que l’e´quation de transport, pourtant
line´aire, d’un scalaire passif dans un champ turbulent ge´ne`re une dynamique quasi-patho-
logique, i.e. impre´dictible par les the´ories statistiques pionnie`res de la turbulence homoge`ne et
isotrope, a` savoir K41 (Kolmogorov et Obukhov, 1941) pour la vitesse, et KOC (Kolmogorov,
Obukhov et Corrsin, 1960) pour le scalaire, en particulier aux petites e´chelles. Historique-
ment, l’e´chec de ces the´ories“classiques” de la turbulence a e´te´ associe´ aux notions statistiques
d’intermittence et d’anisotropie a` petites e´chelles.
L’intermittence est une proprie´te´ statistique caracte´risant un phe´nome`ne non-gaussien, qui
montre des bouffe´es d’activite´ : si l’on se place en un point de l’espace et que l’on mesure,
par exemple, la concentration d’un scalaire dans un e´coulement turbulent, on obtient un sig-
nal pre´sentant de larges et soudaines fluctuations. Le poids statistique de ces e´ve´nements rares
et violents (“queues” des fonctions densite´ de probabilite´) a ge´ne´ralement une contribution
ne´gligeable sur la moyenne, mais devient important au niveau des moments statistiques d’or-
dres plus e´leve´s, dans le cas de phe´nome`nes statistiquement non-gaussiens 1. Cette proprie´te´
de la turbulence a` petite e´chelle introduit donc une difficulte´ de taille en mode´lisation.
L’anisotropie du champ scalaire a` petite e´chelle est e´galement a` l’origine d’interrogations.
La persistance de l’anisotropie aux petites e´chelles apparaıˆt comme he´rite´e de l’anisotropie des
grandes e´chelles, elles-meˆmes de´pendantes des conditions du forc¸age. Cette observation trou-
1. Pour un signal turbulent suivant une loi statistique gaussienne, la moyenne et la variance de ce signal (mo-
ments d’ordre 1 et 2) contiennent toute l’information statistique.
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blante remet en question la validite´ de l’hypothe`se d’isotropie ne´cessaire a` l’e´tablissement des
the´ories K41 et KOC. Un cadre the´orique plus ge´ne´ral est ne´cessaire.
Ainsi, intermittence et anisotropie sont deux proprie´te´s structurelles de la turbulence et
du me´lange a` petite e´chelle. Il s’agit d’ingre´dients essentiels qu’il est important d’inte´grer a` la
mode´lisation. Dans le paragraphe suivant, on pre´sente brie`vement les difficulte´s inhe´rentes a`
la description nume´rique du micro-me´lange.
1.1.3 Difficulte´s en simulation nume´rique
Pour des scalaires peu diffusifs, la dynamique du micro-me´lange peut eˆtre a` l’origine de
la ge´ne´ration d’e´chelles de fluctuations spatiales et temporelles potentiellement beaucoup plus
petites pour le scalaire que pour la vitesse, ce qui rend la simulation nume´rique de toutes les
e´chelles (ou DNS pour Direct Numerical Simulation) inenvisageable dans la plupart des applica-
tions industrielles, meˆme dans le cas de nombre de Reynolds tre`s mode´re´s. Les contraintes en
termes de maillages (i.e. re´solution spatiale) et de pas de temps d’inte´gration nume´rique (i.e.
re´solution temporelle) impliquent, en effet, un couˆt de calcul prohibitif. Pour contourner cette
limitation, il est ne´cessaire d’introduire une couche de mode´lisation, qui apparaıˆt donc comme
un enjeu crucial en simulation nume´rique e´galement, la qualite´ de la pre´diction fournie par le
code CFD (Computational Fluid Dynamics) e´tant bien entendue conditionne´es par la validite´ des
mode`les. Deux strate´gies peuvent alors eˆtre adopte´es :
– selon la simulation aux grandes e´chelles (en anglais Large Eddy Simulation, ou LES), on
re´sout les e´quations de Navier-Stokes sous leur forme filtre´e en espace, cette ope´ration
de filtrage (ou de moyenne spatiale) faisant apparaıˆtre des termes supple´mentaires qu’il
est ne´cessaire de mode´liser. Les solutions filtre´es sont moins raides que celles obtenues
par DNS et moins de mailles sont donc ne´cessaires pour les capter nume´riquement. En
pratique ceci est re´alise´ en augmentant la viscosite´ du fluide d’un facteur proportionnel
au nombre de Reynolds turbulent base´ sur la taille de la cellule de calcul et les fluctu-
ations de vitesse non-re´solues. On re´duit ainsi le couˆt de calcul, mais celui-ci demeure
conse´quent car la simulation pre´serve le caracte`re instationnaire de l’e´coulement et cette
approche n’a pas encore pleinement investi la Recherche et De´veloppement. Cependant,
avec l’essor des puissances de calcul, l’inte´gration de la LES dans les outils quotidiens de
l’inge´nieur apparaıˆt comme e´vidente a` plus ou moins bre`ve e´che´ance.
– selon l’approche Reynolds-Averaged Navier-Stokes, ou RANS, on inte`gre nume´riquement
les e´quations de Navier-Stokes moyenne´es (selon une moyenne de Reynolds fre´quemment
assimile´e a` une moyenne temporelle), ce qui appelle trois remarques. Tout d’abord, a`
l’instar de l’ope´ration de filtrage pour la LES, la moyenne temporelle des e´quations de
Navier-Stokes fait apparaıˆtre des termes a` mode´liser dans le syste`me obtenu. Ici en pra-
tique la viscosite´ est augmente´e d’un facteur proportionnel au nombre de Reynolds tur-
bulent de l’e´coulement, base´ sur l’e´chelle inte´grale de longueur et toutes les fluctuations
de vitesse. De plus, en RANS, rigoureusement, seule la solution stationnaire a du sens,
les transitoires obtenus n’e´tant que des e´tapes sans repre´sentativite´ physique, ne´cessaires
au calcul. Partant de cette proprie´te´, on a recours en RANS a` des me´thodes nume´riques
permettant d’acce´le´rer la convergence vers l’e´tat stationnaire, et donc de re´duire dras-
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tiquement le couˆt de calcul 2. Enfin, on conc¸oit qu’une solution moyenne´e en temps est
plus re´gulie`re qu’une solution instantane´e et ne´cessite donc moins de mailles pour eˆtre
repre´sente´e nume´riquement (on n’entre pas ici dans les de´tails inhe´rents a` la re´solution
des couches limites qui invalide partiellement ce constat). Le gain en terme de temps
de calcul que permet l’approche RANS est donc substantiel, ce qui fait d’elle l’outil
nume´rique privile´gie´ pour l’industriel a` l’heure actuelle.
Dans la suite de ce manuscrit, on se concentrera plus spe´cifiquement sur la mode´lisation
LES du micro-me´lange. Dans ce contexte, il existe deux grandes classes de mode`les :
– Les mode`les fonctionnels reproduisent le transfert d’e´nergie cine´tique net des e´chelles
re´solues aux e´chelles de sous-maille. Ils rendent compte d’une cascade e´nerge´tique mo-
yenne des grandes aux petites e´chelles. Les mode`les fonctionnels les plus utilise´s, no-
tamment dans l’industrie, sont ceux base´s sur le concept de viscosite´ tourbillonnaire
(utilise´ en RANS ou LES) introduit par Boussinesq en 1872. Leur validite´ repose sur un
accord approximatif avec les donne´es expe´rimentales qui, le plus souvent, se concentrent
sur des grandeurs moyennes et leurs variances. Les moments statistiques d’ordres plus
e´leve´s ne sont pas pris en compte par ces mode`les qui ne sont pas conc¸us pour rendre
compte de l’intermittence de la turbulence de´veloppe´e. De plus, d’un point de vue plus
the´orique, dans un gaz dilue´ constitue´ de sphe`res dures, les particules s’entrechoquent
de manie`re ale´atoire, inde´pendante et ponctuelle et la description de ces interactions est
faite en termes de probabilite´ de transition. Le libre parcours moyen de ces particules
est tre`s petit devant l’e´chelle de variation spatiale de la vitesse moyenne du gaz, et l’hy-
pothe`se de se´paration d’e´chelle est justifie´e. Dans ce paradigme, le concept de diffusion
ou de viscosite´ e´merge naturellement. Cependant, l’agitation turbulente re´sulte de l’in-
teraction continue entre de nombreux tourbillons couple´s les uns avec les autres par des
me´canismes inertiels et visqueux selon l’e´quation de Navier-Stokes : l’analogie de Boussi-
nesq est donc discutable.
– Les mode`les structurels ont pour ambition de reconstruire les structures de sous-maille,
de fac¸on a` mode´liser leur impact sur la dynamique des champs re´solus. Ainsi, ils ap-
paraissent comme des outils indispensables a` la mode´lisation haute-fide´lite´ de la turbu-
lence. Le mode`le de similarite´ d’e´chelles de Bardina et al. [8] entre dans cette cate´gorie.
Les auteurs supposent une similarite´ entre les plus petites e´chelles re´solues et les plus
grandes e´chelles de sous-maille. Par nature, la mode´lisation structurelle est donc beau-
coup plus adapte´e a` la description statistique fine des proprie´te´s structurelles de la tur-
bulence aux petites e´chelles et plus spe´cifiquement, a` la description de son intermittence.
1.1.4 Vers une mode´lisation structurelle base´e sur l’analyse multifractale
Les sous-sections 1.1.2 et 1.1.3 montrent qu’un mode`le de sous-maille LES pour le micro-
me´lange construit a` partir de moments statistiques d’ordres faibles, typiquement moyenne
et variance, ne saurait repre´senter correctement le comportement intermittent de la quantite´
2. Il existe e´galement une de´clinaison instationnaire de l’approche RANS appele´e U-RANS (Unsteady-RANS),
largement utilise´e dans l’industrie, mais dont la validite´ est sujette a` caution. On ne s’e´tendra pas sur ce sujet dans
ce manuscrit.
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physique conside´re´e. De plus, dans ce cadre, une mode´lisation de type structurelle apparaıˆt
comme toute indique´e. Reste a` de´terminer une loi permettant de de´duire de la structure du
champ re´solu celle du champ de sous-maille.
Le de´but des anne´es 70 voit l’e´mergence d’une petite re´volution dans le domaine des mathe´-
matiques, plus pre´cise´ment en ge´ome´trie. Mandelbrot (1924-2010), mathe´maticien franco-ame´-
ricain, introduit en 1974 le concept fe´cond de fractalite´, qui trouve tre`s vite des applications dans
de nombreux champs de la physique, et notamment en the´orie et mode´lisation de la turbulence.
La richesse particulie`re a` la dynamique de la turbulence ame`ne les chercheurs a` ge´ne´raliser
l’ide´e de Mandelbrot, en de´finissant la multifractalite´. Le nouveau formalisme qu’ils proposent
offre un cadre the´orique particulie`rement puissant pour la mode´lisation de l’intermittence.
1.2 Plan du manuscrit
Partant de ces constats, le pre´sent manuscrit s’organise comme suit :
1. La pre´sente introduction
2. Micro-me´lange : ou` les e´quations relatives a` l’e´volution d’un scalaire dans un e´coulement
turbulent sont pre´sente´es. La topologie et les phe´nome`nes lie´s aux champs scalaires dans
le cas de grands nombres de Schmidt sont aborde´s, ainsi que les grandeurs d’inte´reˆt pour
leur e´tude. Une analyse du point de vue de la turbulence est pre´sente´e, d’abord selon les
the´ories K41, puis d’un point de vue multifractal apre`s introduction des concepts d’inter-
mittence et d’anisotropie.
3. Simulation aux grandes e´chelles : ou` le concept ge´ne´ral de la LES est pre´sente´, ainsi que
des conside´rations sur le filtrage inhe´rent a` celui-ci. Diffe´rents mode`les existants pour la
simulation du micro-me´lange sont aborde´s.
4. Mode`le multifractal : ce chapitre pre´sente le concept d’un mode`le LES multifractal pour la
vitesse base´ sur une cascade sur les champs d’enstrophie, puis sa de´rivation formelle. Ce
mode`le est implante´ dans un code de calcul CFD et des tests a posteriori sont pre´sente´s.
5. Mode`le multifractal pour les scalaires : dans ce chapitre, un mode`le LES similaire au pre´ce´dent
est de´rive´ pour simuler le me´lange de scalaires a` grand nombre de Schmidt. Les re´sultats
d’une simulation nume´rique directe a` plusieurs nombres de Schmidt (1 a` 150) sont pre´sente´s.
Le mode`le LES lui-meˆme est de´rive´ et discute´. Des tests a priori du mode`le sont ensuite
mene´s sur la configuration de la DNS. Enfin, quelques tests ulte´rieurs et applications en-
visageables sont pre´sente´s.
6. conclusion

Chapitre 2
Le micro me´lange
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Ce chapitre pre´sente quelques aspects du micro-me´lange et plus ge´ne´ralement du me´lange
d’un scalaire passif dans un e´coulement turbulent a` masse volumique constante. La mise en
e´vidence de l’interaction entre la turbulence et le micro-me´lange suit une description plus
phe´nome´nologique, et les grandes lignes de la mode´lisation du micro-me´lange sont pre´sente´es.
2.1 Scalaires passifs a` grand nombre de Schmidt
2.1.1 Ge´ne´ralite´s
Le me´lange d’un scalaire passif dans un e´coulement est assimile´ a` l’homoge´ne´isation d’un
syste`me binaire conservatif, le passage d’un e´tat ou` les composants sont “se´pare´s” a` un e´tat
d’e´quilibre ou` ils sont indiscernables l’un de l’autre. Dans ce contexte, le scalaire peut repre´senter
la concentration d’un produit chimique dans un fluide, la tempe´rature, un taux d’humidite´,
etc... Le me´lange se produit spontane´ment de`s lors qu’il y a se´gre´gation, sous l’effet de la dif-
fusion d’un produit dans l’autre, la vitesse de cette diffusion e´tant directement lie´e au gradient
local de concentration et a` un coefficient de diffusion mole´culaire.
Ainsi, une goutte de grenadine de´pose´e dans un verre d’eau sans vitesse initiale va diffuser
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dans le verre jusqu’a` homoge´ne´isation de la concentration. La diffusion est un phe´nome`ne
“lent”, dont le temps caracte´ristique est τd ≈ L2/Γ, L e´tant une longueur caracte´ristique du
milieu conside´re´ et Γ la diffusivite´ du produit diffusant dans ce milieu. Pour la grenadine dans
le verre, ce temps est de l’ordre de l’heure. La soif aidant, on pre´fe´rera “touiller” la grenadine
dans le verre, forc¸ant le me´lange en injectant de l’e´nergie dans le syste`me.
C’est la` le roˆle de la turbulence dans les syste`mes physiques ou` le me´lange est pre´sent ou
souhaite´ : la dispersion d’un polluant atmosphe´rique est acce´le´re´e par l’effet convectif du vent,
un me´langeur rotatif est ajoute´ aux re´acteurs chimiques, afin de fournir l’e´nergie ne´cessaire a`
l’homoge´ne´isation la plus rapide du syste`me. Les re´actions n’ont lieu que lorsque les re´actifs
sont mis en contact au niveau mole´culaire, que ce soit dans les liquides ou les gaz. Pour
controˆler la re´action, on doit connaıˆtre les phe´nome`nes menant a` ce me´lange intime.
Pour de´crire le me´lange d’un scalaire passif φ dans un e´coulement, la re´solution de l’e´quation
de transport de ce scalaire est suffisante. Cette e´quation est line´aire en φ :
φ,t + u · ∇φ− Γ∇2φ = 0 (2.1)
ou` u est le vecteur vitesse. Le champ scalaire est influence´ par la vitesse au travers du terme
de convection u · ∇φ, tandis que la diffusion se produit avec le coefficient Γ, la diffusivite´
mole´culaire du scalaire (unite´s m2.s−1), qui peut eˆtre diffe´rente de la viscosite´ cine´matique ν
du fluide.
Dans le contexte du me´lange liquide/liquide d’un scalaire passif, e´tudie´ ici, les e´quations
qui re´gissent l’e´volution de la vitesse sont les e´quations de Navier Stokes incompressibles
2.2, dans lesquelles la viscosite´ ν et la masse volumique ρ sont conside´re´es constantes et ho-
moge`nes, et les effets de compressibilite´ sont ne´glige´s (on conside`re les effets de compressibilite´
ne´gligeables lorsque le nombre de Mach est faible, ge´ne´ralement Ma = U/a < 0.3 ou` a est la
ce´le´rite´ du son dans le milieu et U la norme d’une vitesse caracte´ristique U ).
∇ · u = 0 (2.2a)
u,t + u · ∇u− ν∇2u+
1
ρ
∇P = 0 (2.2b)
L’adimensionalisation des e´quations 2.1 et 2.2b fait apparaıˆtre des nombres sans dimension
permettant de parame´trer ces e´quations. En effet, en de´finissant les quantite´s sans dimension
x+i =
xi
d
; u+ =
u
U
; t+ =
tU
d
; P+ =
P
ρU2
, (2.3)
il vient
u,t+ + u
+ · ∇u+ −Re−1∇2u+ +∇P+ = 0 (2.4)
φ,t+ + u
+ · ∇φ− (ReSc)−1∇2φ = 0 (2.5)
ou`
Re =
Ud
ν
(2.6)
Sc =
ν
Γ
(2.7)
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Le nombre de Reynolds Re consiste en un rapport des effets convectifs sur les effets diffusifs.
Un e´coulement turbulent est caracte´rise´ par une pre´dominance des effets convectifs sur une
large gamme d’e´chelle d. L’activite´ turbulente augmente donc avec le nombre de Reynolds,
Re = 1 indiquant un e´quilibre entre les deux phe´nome`nes conduisant a` un e´coulement lami-
naire. Le nombre de Peclet Pe = ReSc qui apparaıˆt dans 2.5 renseigne sur l’action concomitante
de la convection par le champ de vitesse u et la diffusion du fait de Γ.
L’action de la diffusion est de dissiper les fluctuations locales, en lissant les gradients (le
terme de diffusion s’e´crivant en fonction du gradient Γ∇ · ∇φ ou ν∇ · ∇u). Pour la vitesse, ce
phe´nome`ne intervient des plus grandes e´chelles de l’e´coulement, ou` il est ne´gligeable devant
les interactions convectives non-line´aires, jusqu’aux plus petites e´chelles ou` l’e´nergie est dis-
sipe´e en chaleur. Cette dernie`re e´chelle, dite e´chelle visqueuse, la plus petite ou` des fluctuations
subsistent encore, est l’e´chelle de Kolmogorov ηk.
Lorsque l’on conside`re des scalaires a` faible diffusivite´, on a Γ < ν et le nombre de Schmidt
Sc devient supe´rieur a` l’unite´. Les structures du scalaire observe´es deviennent alors plus pe-
tites que celles de la vitesse, des gradients de scalaire subsistant a` des e´chelles infe´rieures a` celle
de Kolmogorov. Pour de´crire totalement le champ scalaire, il est alors ne´cessaire de descendre
a` des e´chelles tre`s petites. Les exemples de scalaires a` faible diffusivite´ incluent notamment
bon nombre de re´actifs chimiques en phase liquide. Cette proble´matique est donc relativement
ge´ne´rique.
Une analyse dimensionnelle [10] fournit une e´chelle caracte´ristique de dissipation des gradi-
ents scalaires correspondant a` la plus petite e´chelle du champ scalaire, dite e´chelle de Batchelor
quand Sc > 1 :
ηb = ηk/
√
Sc (2.8)
Le micro-me´lange concerne l’ensemble des phe´nome`nes permettant d’atteindre l’homo-
ge´ne´ite´ au niveau mole´culaire. Il est concomitant au macro-me´lange, associe´ aux phe´nome`nes
convectifs de taille caracte´ristique celle du dispositif (e´chelle inte´grale L), et au me´so-me´lange, as-
socie´ aux e´changes turbulents convectifs de la zone inertielle. A la fin, c’est toujours la diffusion
mole´culaire qui permet l’homoge´ne´isation, mais les phe´nome`nes complexes intervenant simul-
tane´ment dans les trois re´gimes de me´langes conditionnent fortement l’efficacite´ du me´lange.
En effet, le micro-me´lange est lie´ a` la de´formation des e´le´ments fluides par les contraintes lam-
inaires qui augmentent localement les gradients de scalaire, favorisant ainsi la diffusion aux
petites e´chelles.
De cette efficacite´ de´pendent dans bien des cas les proprie´te´s des produits de re´action chim-
ique (polyme´risation, pre´cipitation, produits de combustion tels que les NOx, qui de´pendent
des espe`ces radicalaires au nombre de Schmidt non unitaire, ... ).
Une des particularite´s des champs de scalaire en e´coulement turbulent est la pre´sence de
structures en “ramp-cliff” dans les enregistrements du scalaire, tant spatiaux que temporels.
Ces structures, dont un exemple est pre´sente´ en Fig. 2.1, consistent en une e´volution lente
du scalaire suivie de forts changements, assimilables a` des fronts scalaires. Ces structures en
ramp-cliff sont fortement lie´es a` des proprie´te´s caracte´ristiques des petites e´chelles des champs
scalaires en e´coulement turbulent, a` savoir l’intermittence et l’anisotropie [36, 66, 74].
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Fig. 2.1 : Exemple d’e´volution temporelle en un point de la tempe´rature conside´re´e comme un scalaire
passif, montrant les structures ramp-cliff. Figure issue de [77].
2.1.2 Phe´nome´nologie
Le me´lange du scalaire re´sulte de l’action simultane´e de la convection par le champ de
vitesse et de la diffusion, augmente´e par les gradients locaux de scalaire. Ces gradients sont lie´s
a` la structure du champ de vitesse transportant le scalaire. L’e´tude des gradients de vitesse ren-
seigne ainsi sur la structure des champs de concentration en espe`ces chimiques et de tempe´rature.
Structures en feuillets
Un e´coulement turbulent posse`de 3 directions principales correspondant aux vecteurs pro-
pres du tenseur gradient de vitesse. Dans le cas ou` les valeurs propres sont toutes re´elles, deux
directions correspondent en ge´ne´ral a` un allongement des structures fluides, et une correspond
a` une compression de celles-ci. Ceci peut eˆtre vu en admettant que les directions principales
sont aligne´es avec les axes de l’espace carte´sien R3, les seules composantes non nulles du
tenseur des contraintes e´tant alors diagonales. Par incompressibilite´, il vient ne´cessairement
que l’une de ces composantes est ne´gative, l’autre positive et l’une a un signe inde´termine´ [74].
Il s’ave`re que cette dernie`re est ge´ne´ralement positive.
Sous l’effet de ces contraintes, dans les zones de de´formation ou` les valeurs propres sont re´elles,
les structures scalaires aux e´chelles proches de celle de Kolmogorov sont allonge´es dans une
direction, subissent un rapide re´tre´cissement dans une autre et sont le´ge`rement e´paissies dans
une dernie`re. Des structures en feuillet sont forme´es (Fig. 2.2), de longueur caracte´ristique
la longueur inte´grale L. Elles sont caracte´rise´es par de tre`s forts gradients dans la direction
d’e´tre´cissement, qui favorisent la diffusion du scalaire dans cette direction. La diffusion diminue
les gradients. Un e´quilibre est trouve´ entre l’e´tre´cissement lie´ a` la vitesse et l’e´paississement duˆ
a` la diffusion. Une longueur caracte´ristique e´merge alors : l’e´chelle de Batchelor ηb [10]. C’est
la plus petite e´paisseur sure laquelle se de´veloppent les gradients de vitesse.
En meˆme temps que ces structures sont forme´es, elles sont entraıˆne´es par les tourbillons
qui les courbent et les replient, avec des longueurs caracte´ristiques de l’ordre de 10ηk (taille des
petits tourbillons stables).
Le plissement de ces feuillets est de´pendant de la vorticite´ et de la turbulence locales, ainsi
que du nombre de Schmidt. Dans la direction normale des feuillets, le scalaire varie fortement,
pre´sentant des gradients importants.
Du fait de l’e´longation des structures tourbillonnaires dans une direction, du fluide est in-
corpore´ depuis l’environnement vers ces structures dans les directions normales a` la direction
d’allongement (cf. Fig. 2.3). Ce phe´nome`ne est appele´ engouffrement (engulfment). Le proble`me
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Fig. 2.2 : Organisation du champ scalaire en feuillets sous l’effet des de´formations par le champ de
vitesse. La direction principale E1 du tenseur des contraintes correspond a` une forte e´longation, C est
une direction de compression par le champ de vitesse. Les feuillets ont une extension caracte´ristique de
l’ordre de l’e´chelle inte´grale L et une e´paisseur caracte´ristique ηb, l’e´chelle de Batchelor.
peut alors eˆtre mode´lise´ par un e´coulement 1D centripe`te dont la vitesse serait
u = urr = −Ψrr (2.9)
ou`Ψ est une constante qui peut eˆtre relie´e a` un taux de de´formation visqueux [6], et se comporte
comme l’inverse du temps caracte´ristique de Kolmogorov :
1
Ψ
∼ τk =
(ν
ε
)1/2
(2.10)
ou` ε est le taux de dissipation moyen de l’e´nergie cine´tique turbulente (cf. 2.2).
L’estimation de l’e´chelle de Batchelor peut ainsi eˆtre trouve´e :
ηb ∼
(
Γ
Ψ
)1/2
=
ηk√
Sc
(2.11)
avec ηk ∼ (ν3/ε)1/4.
Le temps caracte´ristique de formation d’une telle structure est alors
τdiff ∼ − 1
τk
ln
(
ηb
ηk
)
∼
(ν
ǫ
)1/2
ln(Sc) (2.12)
Les signaux en ramp-cliff observe´s lors de l’advection-diffusion du scalaire sont lie´s a` ce
couplage entre le champ de contrainte local et le gradient scalaire. Les cliffs correspondent
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Fig. 2.3 : Entraıˆnement depuis l’environnement des tubes tourbillonnaires. Tire´ de [6]. La longueur
caracte´ristique δω est celle des petits tourbillons stables, i.e. δω ∼ 10ηk.
a` de forts gradients d’un certain signe (positifs dans la suite) et les rampes a` de faibles gra-
dients de signe oppose´ (ne´gatifs). L’observation des fonctions densite´ de probabilite´ des gra-
dients de scalaire en pre´sence d’un gradient moyen [74] montrent que les gradients positifs
de grande amplitude sont associe´s a` des re´gions ou` la de´formation est importante (vecteurs
propres re´els du tenseur des contraintes) tandis que les gradients ne´gatifs de scalaire apparais-
sent lorsque de´formation et vorticite´ sont d’e´gale importance (valeurs propres re´elle et com-
plexes conjugue´es). Les fronts (gradients positifs forts) sont donc cre´e´s dans la situation de´crite
pre´ce´demment, ou` les de´formations donnent naissance aux structures en feuillet, tandis que les
rampes (gradients ne´gatifs plus faibles) apparaissent derrie`re ces structures du fait de l’action
simultane´e des de´formations et de la rotation par le champ de vitesse. Meˆme a` Schmidt petit,
les structures en feuillet existent toujours. Dans ce cas cependant, elles sont plus rapidement
dissipe´es par la diffusion qui contrebalance l’affinement de ces structures [15].
Bien que la re´duction de l’anisotropie aux petites e´chelles quand le nombre de Schmidt aug-
mente soit encore sujette a` e´tude, elle est ge´ne´ralement associe´e au fait que les fronts scalaires
(gradients forts) sont moins susceptibles d’eˆtre re´duits dans les zones de vorticite´/de´formation.
Quand la diffusivite´ du scalaire est faible, les structures en feuillet sont moins dissipe´es et sont
donc plus susceptibles de perdurer dans les zones de forte vorticite´. Ces structures auront alors
tendance a` s’enrouler sur elles-meˆmes, cre´ant des tubes et conduisant a` la pre´sence de gradi-
ents forts tant ne´gatifs que positifs, responsables de la re´duction de l’anisotropie. On observera
plutoˆt pour les grands Schmidt des pics de gradient plus syme´triques en espace, constituant
des singularite´s associe´es a` une forte intermittence.
La pre´sence de fluctuations du scalaire aux e´chelles plus petites que celle de Kolmogorov
est e´galement visible sur le spectre de l’e´nergie du scalaire en turbulence homoge`ne. La Fig. 2.4
compare les spectres dans l’espace de Fourier de l’e´nergie cine´tique k = 12u
2 et de l’e´nergie du
scalaire kφ =
1
2φ
2 en turbulence homoge`ne isotrope.
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Classiquement le spectre de la vitesse fait apparaıˆtre trois zones :
– la zone de production correspond aux grandes e´chelles, de l’ordre de celle du disposi-
tif et de l’e´chelle inte´grale L. C’est a` ces e´chelles que l’e´nergie est produite, les grandes
structures de´pendant de la ge´ome´trie du dispositif.
– la zone inertielle est domine´e par les effets convectifs qui transfe`rent l’e´nergie vers les
petites e´chelles, avec un taux de transfert constant 〈ε〉. C’est cette hypothe`se d’e´quilibre,
chaque tranche [k, k+dk] du spectre recevant l’e´nergie des e´chelles supe´rieures et la redis-
tribuant aux e´chelles infe´rieures a` un taux identique, qui a permis de de´duire la fameuse
forme en k−5/3 de la zone inertielle. Cette zone correspond aux e´chelles supe´rieures a`
celle de Kolmogorov k < kk.
– la zone dissipative correspond aux e´chelles ou` la dissipation visqueuse de l’e´nergie pre´domine.
Les fluctuations de vitesse disparaissent et leur e´nergie est convertie en chaleur. Cette
zone correspond a` k > kk.
k
k−5/3
k−1
kk kb
Eˆ, Eˆφ production inertielle-convective visqueuse-convective
visqueuse-
diffusive
production inertielle dissipation
scalairevitesse
Fig. 2.4 : Spectres Eˆ et Eˆφ en e´chelle log-log de l’e´nergie cine´tique k et de l’e´nergie du scalaire kφ dans
l’espace de Fourier. Le nombre d’onde k est homoge`ne a` l’inverse d’une longueur, k ∼ 1η . Les diffe´rentes
zones du spectres sont de´crites en haut pour la vitesse et en dessous pour le scalaire [41].
Le spectre du scalaire a` grand Schmidt est plus complexe [10, 41, 44] :
– la zone de production, similaire a` celle de la vitesse, correspond a` la cre´ation de structures
dont la taille est de l’ordre de l’e´chelle inte´grale L.
– la zone inertielle-convective, pour k < kk, a la meˆme pente −5/3 que la zone inertielle
pour la vitesse. En effet, le transfert d’e´nergie vers les petites e´chelles se fait essentielle-
ment ici par convection. La cascade de tourbillons de plus en plus petits transfe`re donc
l’e´nergie du scalaire de la meˆme fac¸on que l’e´nergie cine´tique, les poches de scalaire e´tant
de´forme´es et brise´es en poches plus petites par l’action du champ de vitesse. La diffusion
est ne´gligeable par rapport aux effets convectifs dans cette zone.
– dans la zone visqueuse-convective, pour kk < k < kb, la diffusion mole´culaire du scalaire
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commence a` gagner en importance. La dynamique reste essentiellement controˆle´e par
les de´formations laminaires lie´es a` la viscosite´ du fluide, jusqu’a` un e´quilibre avec la
diffusion mole´culaire pour η ∼ ηb. C’est dans la zone visqueuse-convective que sont
forme´s les feuillets scalaires de´crits pre´ce´demment. Le spectre d’e´nergie est proportionnel
a` k−1 dans cette zone [41].
– la zone visqueuse-diffusive enfin (k > kb) est domine´e par des phe´nome`nes de diffusion
mole´culaire, qui dissipent les fluctuations petites e´chelles du scalaire. Le spectre est con-
side´re´ comme variant en exp (−k) dans cette zone.
2.1.3 Gradient scalaire et dissipation scalaire
Si les e´quations d’e´volution de la vitesse contiennent un terme non-line´aire explicitement
responsable des transferts d’e´nergie entre les e´chelles, l’e´quation de transport du scalaire est
quant a` elle line´aire. Or on observe bien sur le spectre du scalaire a` grand Schmidt un transfert
d’e´nergie entre les e´chelles meˆme aux e´chelles infe´rieures a` celles de la vitesse (partie visqueuse
convective).
L’interaction du champ de vitesse avec le champ scalaire et l’influence des gradients de vitesse
sur ceux du scalaire, qui conditionne la cre´ation des structures en feuillet de´crites pre´ce´demment,
est visible a` travers l’e´quation de transport de la dissipation scalaire. La dissipation scalaire χ est
une quantite´ lie´e aux petites e´chelles responsable de la disparition des fluctuations du scalaire.
Elle apparaıˆt dans l’e´quation de transport de l’e´nergie scalaire kφ = 1/2φ
2, obtenue en multi-
pliant 2.1 par φ :
kφ,t + u · ∇kφ − Γ∇2kφ − χ = 0 (2.13)
La dissipation scalaire de´pend des gradients locaux de scalaire :
χ = Γ∇φ · ∇φ (2.14)
La dissipation scalaire est responsable de la disparition des fluctuations aux petites e´chelles,
son importance est donc cruciale dans l’e´tude du micro-me´lange.
L’interaction entre les gradients du champ de vitesse et ceux du champ scalaire, de´crite dans
la section pre´ce´dente, est visible a` travers l’e´quation de transport de la dissipation scalaire :
∂χ
∂t
= −ΓgiSijgj︸ ︷︷ ︸
(1)
+Γ∇2χ︸ ︷︷ ︸
(2)
− 2Γ2(∇g)2︸ ︷︷ ︸
(3)
(2.15)
ou`
g = ∇φ et S = 1
2
(∇u+∇uT )
Dans 2.15, le terme (1) correspond a` l’e´tirement par le gradient de vitesse, et donc au cou-
plage du champ scalaire avec le champ de vitesse, le terme (2) correspond au transport diffusif
et le terme (3) a` la destruction des fluctuations de dissipation par la diffusivite´ mole´culaire.
2.2 Micro-me´lange et turbulence
La dynamique du scalaire est fortement lie´ a` la turbulence de l’e´coulement dans lequel il
e´volue, mais posse`de ses spe´cificite´s propres [77]. A la complexite´ inhe´rente a` la description de
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la turbulence s’ajoute celle lie´e aux grands nombres de Schmidt. On de´crit dans cette section
l’e´volution de la mode´lisation de la turbulence. Une partie importante de la description des
mode`les de turbulence est une reproduction (tre`s simplifie´e ! ) du livre de Frisch [33].
Cette section propose d’abord une description succincte de la turbulence telle qu’initialement
de´crite par Kolmogorov. Le concept d’intermittence, qui fait de´faut a` cette the´orie, est intro-
duit, ainsi que celui d’anisotropie des petites e´chelles dans les champs scalaires. Les notions de
fractale et de multifractale sont ensuite pre´sente´es. Les mode`les de turbulence reposant sur ces
concepts sont de´crits en fin de section.
2.2.1 Bref aperc¸u de la turbulence selon Kolmogorov
Cette section concerne les travaux pionniers, et les plus connus, de Kolmogorov, datant de
1941 et regroupe´s sous le nom de the´orie K41. Ils consistent en une description statistique de
la turbulence homoge`ne isotrope, encore utilise´e aujourd’hui dans de nombreux mode`les. Le
pendant de cette the´orie sur la vitesse, mais applique´e au scalaire, est attribue´ a` Kolmogorov,
Obukhov et Corrsin et porte le nom de the´orie KOC.
La turbulence est caracte´rise´e par une multiplicite´ d’e´chelles spatiales et temporelles. La dy-
namique de la turbulence est donc tre`s complexe. Les mode´lisations de la turbulence s’at-
tachent donc a` de´crire celle-ci statistiquement, c’est a` dire en terme de fonctions densite´ de prob-
abilite´ (pdf). Une description statistique correcte de la turbulence peut ensuite eˆtre utilise´e
en simulation pour cre´er des mode`les d’e´volution fide`les. En outre, les expe´riences semblent
de´montrer l’existence d’une certaine universalite´ statistique des e´coulements a` haut Re et haut
Sc.
Pour de´crire la pdf p(ϕ) d’une quantite´ ϕ, on utilise ses moments statistiques d’ordre q, dont la
de´finition est rappele´e ici :
Mq(ϕ) = 〈ϕq〉 =
∫ +∞
−∞
p(ϕ)ϕqdϕ (2.16)
Connaıˆtre tous les moments d’une pdf revient a` connaıˆtre cette pdf, donc a` connaıˆtre statis-
tiquement le champ ϕ. 〈·〉 est la moyenne statistique.
La description statistique de la turbulence se fait notamment par la description de ses fonctions
de structure. La fonction de structure d’ordre q d’une quantite´ ϕ est une statistique en 2 points
de´finie comme le moment de l’incre´ment de ϕ. Les incre´ments de ϕ sont de´finis comme
∆rϕ(x) = ϕ(x+ r)− ϕ(x) (2.17)
ou` r est l’incre´ment de longueur, et la fonction de structure est donc
Sqϕ(r) = 〈
(
∆rϕ
)q〉 = ∫ +∞
−∞
p(∆rϕ)
(
∆rϕ
)q
d∆rϕ (2.18)
Les the´ories de la turbulence comme K41 s’attachent a` mode´liser les incre´ments de vitesse
(ϕ = u) tandis que la the´orie KOC applique les meˆmes arguments aux incre´ments du scalaire
(ϕ = φ). Dans la suite on parlera essentiellement de la the´orie K41. Le cadre de ces the´ories e´tant
une turbulence homoge`ne et isotrope, les incre´ments et leurs moments pourront eˆtre re´e´crits
en 1 dimension ∆rϕ(x) et Sqϕ(r).
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La the´orie de Kolmogorov se place dans le cadre de la turbulence statistiquement homoge`ne
et isotrope. Elle repose sur une description des transferts d’e´nergie cine´tique dans la zone in-
ertielle, c’est a` dire sur des e´chelles comprises entre la longueur inte´grale L et l’e´chelle de
Kolmogorov ηk. Pour de´crire ces transferts, K41 utilise le principe introduit par Richardson
[71] d’une cascade multiplicative pour l’e´nergie, des grandes e´chelles vers les petites e´chelles.
Dans ce mode`le, illustre´ en Fig. 2.5, l’e´nergie est injecte´e aux grandes e´chelles, typiquement au
niveau de l’e´chelle inte´grale L, et transfe´re´e a` chaque e´tape i de la cascade des e´chelles riL vers
les e´chelles ri+1L (0 < r < 1) a` un taux constant e´gal au taux moyen de dissipation de l’e´nergie
〈ε〉, jusqu’a` l’e´chelle ηk ou` l’e´nergie est dissipe´e par les me´canismes visqueux avec le meˆme
taux. Le taux de dissipation de l’e´nergie cine´tique est de´fini comme
ε = ν
(
∂ui
∂xj
∂uj
∂xi
)
(2.19)
Fig. 2.5 : cascade de Richardson. Figure issue de [33]. l0 est ici la longueur inte´grale L.
Deux hypothe`ses sont a` la base de cette repre´sentation :
– similarite´ d’e´chelle : r est suppose´ constant tout au long des e´tapes de la cascade,
– interactions locales : les e´chelles riL n’interagissent qu’avec les e´chelles ri+1L et ri−1L.
L’hypothe`se de similarite´ d’e´chelle implique que l’activite´ de la turbulence a` chaque e´chelle
recouvre l’inte´gralite´ de l’espace, et ce meˆme aux plus petites e´chelles, les structures de volume
V repre´sente´es donnant naissance a` n structures (ici n = 2) de volume V/n.
L’hypothe`se des interactions locales implique une de´corre´lation des grandes et des petites
e´chelles. Les petites e´chelles sont alors suppose´es universelles, ne de´pendant plus des me´canismes
de production a` grande e´chelle.
Plus formellement, les hypothe`ses de la the´orie K41 sont les suivantes : dans la limite des
Re infinis,
– toutes les syme´tries possibles des e´quations de Navier-Stokes sont re´tablies statistique-
ment a` petites e´chelles et loin des frontie`res du domaine physique ;
– l’e´coulement est auto-similaire aux petites e´chelles, c’est a` dire qu’il n’existe qu’un unique
h tel que :
∆λru(x) = λ
h∆ru(x) (2.20)
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qui peut eˆtre e´crit sous la forme d’une loi d’e´chelle
∆ru
uL
∼
( r
L
)h
(2.21)
ou` uL est la vitesse associe´e a` l’e´chelle inte´grale L.
– le taux moyen de dissipation de l’e´nergie par unite´ de masse est fini et strictement positif
A l’aide du principe de cascade et d’arguments dimensionnels, la the´orie K41 permet de
de´duire, a` partir des hypothe`ses pre´ce´dentes 1 une loi d’e´chelle pour les fonctions de structure :
Squ(r)
uqL
∼
( r
L
)ζq
(2.22)
avec
ζK41q =
q
3
(2.23)
Fig. 2.6 : spectres ζq des exposants des fonctions de structure Squ(r).
L’ensemble des valeurs ζq est appele´ spectre des exposants des fonctions de structure. Repro-
duire correctement le spectre expe´rimental est l’enjeu de tous les mode`les de turbulence pre´sen-
te´s dans cette section. A ce titre, la Fig. 2.6 montre les limites de la the´orie K41. Le spectre ζq
obtenu expe´rimentalement pour des ordres q jusqu’a` 20 est compare´ au spectre line´aire pre´dit
par K41, ainsi que par d’autres mode`les constituant des raffinements successifs des travaux de
Kolmogorov, et qui seront pre´sente´s en 2.2.3.3. Les fonctions de structure d’ordre faible sont
correctement repre´sente´es jusqu’a` q = 4, mais une de´viation importante est observe´e pour les
moments d’ordre plus e´leve´.
On verra que la raison principale de l’e´chec de la the´orie de Kolmogorov a` pre´dire les moments
e´leve´s est l’intermittence, de´crite en 2.2.2.
Quelques informations supple´mentaires lie´es a` la the´orie K41 et qui seront utilise´es dans la
suite sont donne´es ci-apre`s.
1. L’hypothe`se d’auto-similarite´ stricte joue ici un roˆle central. C’est elle qui sera remise en question dans les
descriptions suivantes de la turbulence
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– L’e´chelle dissipative de Kolmogorov, suppose´e la plus petite e´chelle de l’e´coulement, est
e´value´e comme :
ηk ∼
(
ν3
〈ε〉
) 1
4
(2.24)
– Historiquement on utilise, pour construire un nombre de Reynolds repre´sentatif de l’e´c-
oulement, l’e´chelle de Taylor ηλ de´finie a` l’aide du rapport :
η2λ =
〈u2〉
〈(∂u∂x)2〉 (2.25)
En turbulence isotrope, on peut montrer que l’e´chelle de Taylor vaut :
ηλ =
(
15〈u2〉ν
〈ε〉
) 1
2
(2.26)
Le nombre de Reynolds base´ sur l’e´chelle de Taylor et la valeur RMS de la vitesse est :
Reλ =
√
15
ν〈ε〉〈u
2〉 (2.27)
– A partir de la loi d’e´chelle 2.22 et de 2.23, on retrouve la fameuse progression en k−5/3 du
spectre de l’e´nergie cine´tique dans la zone inertielle, pour q = 2, par une transforme´e de
Fourier. L’expression exacte donne´e par Kolmogorov est :
Eˆ(k) = C〈ε〉2/3k−5/3 (2.28)
ou`C est une constante universelle. Si la loi en k−5/3 est en excellent accord avec l’expe´rience,
c’est l’universalite´ de la constante qui a tre`s vite e´te´ remise en question. Cette remarque
est bien suˆr e´galement valable pour la the´orie KOC, qui pre´voit une loi en k−5/3 pour
l’e´volution du spectre d’e´nergie du scalaire dans la zone inertielle-convective.
2.2.2 Anisotropie et intermittence
Anisotropie du champ scalaire
L’isotropie correspond a` l’absence de direction privile´gie´e dans un e´coulement. Meˆme dans
le cas ou une direction privile´gie´e existe aux grandes e´chelles, le champ de vitesse est sup-
pose´ pre´senter une isotropie croissante a` mesure que l’on descend vers les petites e´chelles
de la cascade turbulente, l’e´nergie se re´partissant avec une e´gale probabilite´ selon les 3 di-
rections a` chaque ite´ration du transfert d’e´nergie. De la meˆme fac¸on, on pourrait s’attendre a`
ce que le champ scalaire pre´sente la meˆme isotropie croissante aux petites e´chelles. Il s’ave`re
que l’anisotropie persiste bien plus longtemps dans les petites e´chelles du champ scalaire. Ce
phe´nome`ne est fortement lie´ et visible a` travers les structures en ramp-cliff.
On peut voir en Fig. 2.7 que dans le cas ou` un gradient de scalaire existe au niveau des grandes
e´chelles de l’e´coulement, du fait de la ge´ome´trie des conditions limites par exemple, les gradi-
ents locaux du scalaire de norme importante ont une tendance plus marque´e a` s’aligner avec
ce gradient moyen. Les gradients plus faibles sont quant a` eux plus isotropes. Ceci caracte´rise
l’anisotropie des champs de gradient scalaire a` petite e´chelle.
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Fig. 2.7 : moyenne du produit scalaire du gradient de scalaire local par le gradient scalaire moyen G de
forc¸age, conditionne´e par la valeur de la norme du gradient local. 1=alignement, 0=isotropie. THI force´e
a` Reλ = 85, Sc = 0.7. Figure issue de [15].
La persistance de l’anisotropie aux petites e´chelles diminue quand augmente le nombre de
Schmidt [15]. En effet, on a vu que les gradients de scalaire a` petite e´chelle de norme importante
sont cre´e´s dans les zones ou` pre´dominent les de´formations laminaires. Quand le nombre de
Schmidt est faible, les zones ou` la vorticite´ domine favorisent la dissipation des gradients par
diffusion. Quand le nombre de Schmidt augmente, la diminution de la diffusivite´ du scalaire
inhibe la dissipation des gradients, augmentant leur propension a` s’enrouler sous l’effet des
tourbillons. L’enroulement implique alors la pre´sence de forts gradients oriente´s dans toutes les
directions, produisant des pdf de gradient plus syme´triques a` grand Schmidt. Ce phe´nome`ne
est explicite´ en section 5.2.3.2.
Intermittence
L’intermittence aux petites e´chelles, qui remet en question la the´orie d’universalite´ de Kol-
mogorov, a e´te´ mise en e´vidence en 1949 par Batchelor et Townsend [11]. Ils calculent les
de´rive´es successives du champ de vitesse et observent dans ces champs des zones d’activite´
forte coˆtoyant des zones calmes, cette tendance augmentant avec l’ordre de la de´rive´e, le com-
portement des champs devenant ainsi de plus en plus “binaire”. Statistiquement, les zones
calmes correspondent a` des e´ve´nements dont l’ordre de grandeur est proche de la moyenne,
tandis que les zones d’activite´ correspondent a` des “accidents”, des e´ve´nements d’amplitude
pouvant eˆtre supe´rieure de plusieurs ordres de grandeur a` la moyenne [27] caracte´risant des
explosions locales d’activite´ de la turbulence.
La turbulence pleinement de´veloppe´e est alors caracte´rise´e par des statistiques non-gaussiennes
des champs de gradient aux petites e´chelles. La traıˆne de ces pdf, qui de´croit moins rapidement
que la gaussienne, indique la pre´sence de ces e´ve´nements rares mais catastrophiques. Cette
proprie´te´ est visible en Fig.2.8 pour les incre´ments de vitesse. Le taux de dissipation montre
e´galement une forte intermittence [54].
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Fig. 2.8 : fonctions densite´ de probabilite´ des incre´ments de vitesse longitudinaux ∆lu obtenus
expe´rimentalement a` Reλ = 300 pour diffe´rents incre´ments de longueur l. De haut en bas, l/L varie de
0.00092 a` 1. La gaussienne de meˆme variance pour l = L est trace´e en trait continu pour comparaison.
Figure issue de [21].
Le champ de dissipation du scalaire passif est plus intermittent encore que celui de l’e´nergie
cine´tique [65]. Des statistiques non gaussiennes sont observe´es meˆme quand le champ de
vitesse est gaussien (mode`le de Kraichnan) [34], preuve que le champ scalaire peut eˆtre in-
termittent meˆme en l’absence d’intermittence dans le champ le convectant. L’intermittence
spatiale du champ scalaire a` grand nombre de Schmidt est visible dans les fronts qui le car-
acte´risent, qui peuvent eˆtre conside´re´es comme des quasi-discontinuite´s du champ scalaire.
Ces fronts correspondent aux e´ve´nements rares de plus grande amplitude, dont la fre´quence
augmente avec le nombre de Schmidt [20].
L’intermittence correspond a` des e´ve´nements e´loigne´s de la moyenne, mais elle peut avoir
une influence importante. En termes spectraux, on verra par exemple qu’elle modifie la forme
du spectre en zone inertielle pre´vue par Kolmogorov
Eˆ(k) ∼ 〈ε〉2/3k−5/3 (2.29)
en
Eˆ(k) ∼ 〈ε〉2/3k−5/3(kL)−α (2.30)
Cette modification introduit en premier lieu une de´pendance a` l’e´chelle inte´grale L qui peut
eˆtre pre´judiciable aux mises a` l’e´chelle par similitudes 2. L’exposant α est cependant tre`s faible
et cette modification peut eˆtre ne´glige´e pour les grandes e´chelles k ∼ L−1. Pour les petites
e´chelles proches de Kolmogorov en revanche, la diffe´rence peut eˆtre importante. Le micro-
me´lange par exemple, a` Schmidt e´leve´, est fortement influence´ par l’intermittence interne du
champ de vitesse.
2. un mode`le re´duit expe´rimental en laboratoire d’un proce´de´ industriel produira une structure de la turbulence
diffe´rente, meˆme a` nombre de Reynolds e´quivalent.
Le micro me´lange 29
L’intermittence est caracte´rise´e par une flatness non nulle des pdf (moment statistique d’or-
dre 4), et de fac¸on ge´ne´rale par des fonctions de structure d’ordre pair e´leve´ qui restent impor-
tantes.
Le facteur d’intermittence, note´ I, fournit un moyen spatial de mesurer cette intermittence.
Formellement, il est de´fini pour une condition A comme :
I = 〈γ〉 (2.31)
ou` la fonction caracte´ristique γ de la condition A est de´finie par :
γ(x) =
 1, si A est vraie en x,0, sinon. (2.32)
Sous une hypothe`se d’ergodicite´, le facteur peut donc repre´senter la probabilite´ d’occurence
d’une condition A dans un volume donne´.
Sreenivasan dans [78] fournit une description plus image´e de ce facteur pour la dissipation,
qui pre´sente e´galement l’avantage de faire le lien avec les mode`les de turbulence pre´sente´s ci-
apre`s : sur un domaine cubique divise´ en n sous-cubes, la dissipation ne sera active que dans
un nombre m d’entre-eux. Le facteur d’intermittence, de´fini comme la fraction de l’espace ou`
la dissipation est active, vaudra alors :
I = m
n
(2.33)
Cette mode´lisation n’est cependant pas re´aliste, l’activation de la dissipation n’e´tant naturelle-
ment pas binaire. L’ide´e est donc de conside´rer que pour chaque sous-cube de taille l, contenant
une dissipation donne´e εl, les sous-cubes de longueur l/2 verront leur dissipation multiplie´e
par un facteur g, g e´tant une variable ale´atoire avec 〈g〉 = 1.
La notion d’intermittence a remis en question les the´ories K41 et KOC, et notamment la loi
d’e´chelle implique´e par la cascade de Richardson. La modification de la loi d’e´chelle, qui fait le
lien entre grandes et petites e´chelles, ame`ne a` la notion d’objets dont les proprie´te´s de´pendent
de l’e´chelle a` laquelle ils sont observe´s : les fractales.
2.2.3 Aspect fractal
Une description de la notion de fractalite´ est pre´sente´e ici, ne´cessaire pour la compre´hension
des mode`les de turbulence ayant suivi K41.
2.2.3.1 Objet fractal
Une fractale est un ensemble, au sens mathe´matique du terme (par exemple un ensemble
de points dans R3).
La fractale est introduite par Mandelbrot comme un objet “rugueux”, pre´sentant des aspe´rite´s
a` toutes les e´chelles d’observation [52]. L’exemple le plus connu est celui de la coˆte de Grande-
Bretagne : des zooms successifs font apparaıˆtre des structures similaires aux structures pre´sentes
dans le zoom pre´ce´dent. La pre´sence de ces structures implique que la longueur mesure´e de la
courbe e´volue avec la profondeur du zoom. La Fig. 2.9 montre ainsi l’e´volution de la longueur
mesure´e en fonction de la longueur unitaire de mesure. Dans le cas d’un objet euclidien, la
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Fig. 2.9 : e´volution en log-log de la longueur d’objets fractals et euclidiens en fonction de la longueur de
mesure, tire´ de [70]
mesure e´volue rapidement vers une valeur fixe quand l’e´chelle de mesure tend vers 0, tandis
que pour des objets ge´ologiques tels que les coˆtes, la longueur e´volue continuˆment en fonction
de la longueur de mesure, caracte´risant un comportement fractal.
La Fig. 2.9 fait apparaıˆtre une relation line´aire en log-log entre la longueur des coˆtes et la
longueur de mesure :
logL = A log h (2.34)
La longueur des coˆtes e´volue donc selon une loi puissance en fonction de la longueur de
mesure :
L ∼ hA (2.35)
Le re´el D = −A, exposant d’e´chelle de la mesure de longueur, rend compte de l’e´volution de
la mesure de longueur en fonction de l’e´chelle de cette mesure, et est appele´ dimension fractale.
La dimension fractale peut prendre des valeurs non entie`re.
Une fractale de´terministe : la courbe de Koch
Il est possible de construire des objets fractals a` l’aide d’algorithmes ite´ratifs [29] : la courbe
de Koch est un exemple de fractale construite de fac¸on de´terministe. L’e´tape 0 consiste en un
segment de longueur 1. A chaque e´tape, chaque segment de longueur ǫn est remplace´ par 4 seg-
ments de meˆme longueur ǫn+1 =
1
3ǫn, les deux segments centraux formant la pointe d’un trian-
gle isoce`le (cf. Tab. 2.1). Chaque e´tape correspond donc a` 4 reproductions d’une homothe´tie de
rapport 1/3 de l’e´tape pre´ce´dente. La fractale est obtenue apre`s un nombre infini d’ite´rations.
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n
longueur
segment ǫn
nbre
segments Nn
longueur Ln courbe
0 1 1 1
1 1/3 4 4/3
2 1/32 42 (4/3)2
... ... ... ... ...
n 1/3n 4n (4/3)n
Tab. 2.1 : description de la courbe de Koch en fonction du nombre d’e´tapes n de sa construction
On peut voir que le nombre de segments ne´cessaires a` la construction de la courbe de Koch
e´volue selon une loi puissance en fonction de la longueur de mesure ǫn :
Nn ∼ ǫ−Dn avec D =
log 4
log 3
(2.36)
Dans le cas d’une fractale de´terministe construite selon un algorithme re´pe´tant a` chaque
e´tape n copies d’homothe´ties de l’e´tape pre´ce´dente de rapport h, la dimension fractale est tou-
jours
D = − log n
log h
(2.37)
La mesure d’un objet fractal e´voluant avec l’e´chelle a` laquelle on l’observe (et tendant vers
l’infini quand l’e´chelle diminue), on ne peut pas a` proprement parler mesurer un objet fractal
(une de´finition de la notion de mesure peut eˆtre trouve´e en Annexe A). La notion de dimension
est plus adapte´e pour de´crire les objets fractals.
On peut trouver plusieurs de´finitions de dimensions fractales [83]. Elles permettent de de´crire
comment l’ensemble fractal “remplit” son espace support. On de´finira par exemple :
– pour de´terminer la dimension de Hausdorff, on couvre la fractale F du minimum possible
de boules de diame`tre r infe´rieur a` ǫ, et on de´finit une forme de “volume” de ces boules
comme rd. La dimension de Hausdorff est alors l’exposant critique DH tel que pour d <
DH , le volume total ne´cessaire pour couvrir la fractale
∑
rd tend vers l’infini quand ǫ→ 0,
et pour d > DH ,
∑
rd tend vers 0.
DH = min{d/ lim
ǫ→0
µdǫ (F ) = 0} (2.38)
ou`
µdǫ (F ) = minr<ǫ
{
∞∑
i=1
rd/F ⊆
∞⋃
i=1
Br} (2.39)
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et Br est une boule de diame`tre r.
Cette de´finition mathe´matiquement bien pose´e conduit a` un calcul de dimension difficile
en pratique.
– la dimension de capacite´ ou dimension de box counting mesure comment e´volue le nombre de
boıˆtes de taille ǫ pavant l’espace qui contiennent un point de la fractale, quand ǫ→ 0.
D0 = lim
ǫ→0
− logM(ǫ)
log ǫ
(2.40)
ou` M(ǫ) est le nombre de boıˆtes de taille ǫ contenant un point de la fractale.
– la dimension d’information mesure la quantite´ d’information ne´cessaire pour de´crire la frac-
tale, sous la forme de la variation avec la taille de boıˆte de la probabilite´ de trouver un
point de la fractale dans ces meˆmes boıˆtes :
D1 = lim
ǫ→0
−
∑M(ǫ)
k=1 pk log pk
log ǫ
(2.41)
ou` pk = Nk/N ou` N est le nombre de points de la fractale et Nk le nombre de points dans
la boıˆte k.
– la dimension de corre´lation mesure le nombre de paires de points dans la fractale dont la
distance est infe´rieure a` ǫ.
D2 = lim
ǫ→0
− log
1
N2
∑
i 6=j H (ǫ− |xi − xj |)
log ǫ
(2.42)
ou` H est la fonction de Heavyside.
D’une fac¸on ge´ne´rale, la dimension fractale est l’oppose´ de l’exposant d’e´chelle associe´ a` la
variation de la mesure quand l’e´chelle varie :
µǫ ∼ ǫ−D (2.43)
Les objets fractals ont ge´ne´ralement une dimension fractale supe´rieure a` leur dimension topologique,
indiquant qu’ils “remplissent” mieux leur espace support que les objets euclidiens de meˆme di-
mension.
Une fractale stochastique : le mouvement brownien
Le processus de construction d’un objet fractal peut e´galement eˆtre stochastique. Le pro-
cessus de Wiener par exemple, est un processus de Le´vy (collection de valeurs ale´atoires dont les
incre´ments sont statistiquement inde´pendants) dont les incre´ments obe´issent a` une loi normale.
Les lois pour construire l’ensemble Wt, t ∈ R+ du processus de Wiener sont les suivantes :
– W0 = 0
– la fonction W est partout presque suˆrement continue (i.e. continue avec une probabilite´
de 1)
– les incre´ments de Wt sont statistiquement inde´pendants et obe´issent a` une loi normale :
∀ 0 ≤ s < t, Wt −Ws ∼ N(0, t− s) avec N(0, t− s) la loi normale de moyenne nulle et
de variance t− s.
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Le processus de Wiener est associe´ en physique au mouvement brownien car il mode´lise le
mouvement d’une particule soumise a` un grand nombre de chocs (assimile´s alors a` une force
ale´atoire obe´issant a` une loi normale).
L’e´quivalent d’un e´chantillonnage d’une re´alisation du processus de Wiener, obtenu par
une ite´ration discre`te, est visible en Fig. 2.10.
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Fig. 2.10 : exemple d’ite´ration discre`te sur 216 pas de temps du processus de Wiener approximant une
re´alisation du mouvement brownien
Le processus de Wiener pre´sente des proprie´te´s d’auto-similarite´. On peut montrer en effet
qu’une dilatation d’e´chelle t → at d’un mouvement brownien produit un mouvement brown-
ien. On a alors
Wat ∼
√
aWt (2.44)
L’auto-similarite´ d’e´chelle est illustre´e en Fig. 2.11, ou` des zooms successifs sur le processus
initial donnent l’impression d’obtenir le meˆme signal.
Le scaling en
√
t du mouvement brownien est a` rapprocher du phe´nome`ne de diffusion, dans
lequel la longueur caracte´ristique varie elle aussi en fonction de la racine du temps de diffu-
sion 3.
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Fig. 2.11 : auto-similarite´ du processus de Wiener. Les graphes sont ceux de 1/
√
aWat pour a = 2,
a = 4 et a = 8
3. Le nombre de Fourier caracte´risant le transfert par diffusion s’e´crit Fo = Γt
L2
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La dimension fractale du graphe du processus de Wiener, tel que pre´sente´ en Fig. 2.10, peut
eˆtre obtenue par box-counting et vaut
D =
3
2
(2.45)
2.2.3.2 Extension a` la multifractalite´
La dimension fractale permet de de´crire comment e´volue une mesure sur un ensemble au
voisinage d’un point, selon une loi puissance si cet ensemble est fractal :
µ(Bǫ(x)) = ǫ
−D (2.46)
ou` Bǫ(x) est une boule de taille ǫ centre´e en x.
Si l’exposant d’e´chelle de´pend de la position x, la mesure est alors dite multifractale et le
comportement fractal devient local. L’ensemble constitue´ des diffe´rentes fractalesFD ayant une
dimension fractale D est alors un ensemble multifractal. Pour e´tudier un tel ensemble, on peut
alors de´crire la re´partition statistique des diffe´rentes dimensions fractales de la multifractale.
Dans le cas de l’e´tude d’un champ de´fini sur Rn, tel que le taux de dissipation dans un e´coule-
ment turbulent en 3 dimensions, caracte´rise´ par des pics d’activite´ soudaine tre`s localise´s, ce
sont ces zones d’activite´ qui s’organisent selon un arrangement multifractal. Les brusques vari-
ations spatiales du champ sont assimile´es a` des singularite´s du champ. Les ensembles de points
pre´sentant la meˆme singularite´ constituent alors des fractales, et le champ lui-meˆme est dit
multifractal.
Singularite´
La notion de singularite´ est fortement lie´e a` la de´rivabilite´. Un signal 1D ϕ infiniment de´rivable
en un point xi peut eˆtre assimile´ localement a` sa de´composition en se´rie de Taylor en xi :
ϕ(x) =
∞∑
n=0
dnϕ
dxn
(xi)× (x− xi)n (2.47)
Dans le cas d’un front ou d’un pic, le signal pre´sente une quasi-discontinuite´ et le signal n’est
plus de´rivable en xi que n fois ou` n ∈ N. Le signal est alors assimilable a`
ϕ(x) = ϕ(xi) +
dϕ
dx
(x− xi) + d
2ϕ
dx2
(x− xi)2 + · · · + d
nϕ
dxn
(x− xi)n + aα(x− xi)αi (2.48)
L’exposant non entier αi est appele´ exposant de Ho¨lder et permet de mesurer la singularite´ de
ϕ en xi. La de´finition formelle de l’exposant de Ho¨lder est la suivante : αi est le plus grand
exposant, n < αi < n+ 1, tel qu’il existe un polynoˆme Pn de degre´ n ve´rifiant
∃aα ∈ R / |ϕ(x)− Pn(x− xi)| ≤ aα|x− xi|αi (2.49)
Ainsi, l’exposant de Ho¨lder constitue une forme de ge´ne´ralisation de la de´rive´e. Un ex-
posant αi < 1 indiquera un signal non de´rivable, donc une singularite´ forte. Plus αi est grand,
plus la singularite´ sera faible. La de´finition en 2.49 permet de de´composer localement le signal
ϕ en une composante polynomiale, variant de fac¸on re´gulie`re, et une composante singulie`re
variant selon une loi puissance :
ϕ(xi + ǫ)− Pn(ǫ) ∼ ǫαi (2.50)
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Analyse multifractale
L’analyse multifractale des champs turbulents s’effectue en construisant le spectre des singu-
larite´s f(α) qui associe a` chaque singularite´ α pre´sente dans le champ la dimension fractale
f(α) de l’ensemble des points xi pre´sentant une singularite´ αi = α [39].
Les dimensions fractales ge´ne´ralise´es constituent une autre description possible d’un ensemble
multifractal [83]. En associant une mesure µ a` l’ensemble conside´re´, les dimensions ge´ne´ralise´es
Dq correspondent aux exposants d’e´chelle des moments d’ordre q de la mesure µ.
Pour de´terminer les dimensions ge´ne´ralise´es Dq, on construit d’abord les fonctions de partition
Z(q, ǫ). Pour ce faire, on couvre le support de la mesure de boıˆtes Bi(ǫ) de taille ǫ
4, et on de´finit
la fonction de partition comme
Z(q, ǫ) =
N(ǫ)∑
i=1
µq(Bi(ǫ)) (2.51)
ou`N(ǫ) est le nombre de boıˆtes. La fonction de partition est donc e´quivalente a` un box-counting
ponde´re´ graˆce aux exposants q, qui favorisent les singularite´s plus ou moins fortes, comme on
le verra plus loin avec la transforme´e de Legendre.
Quand ǫ→ 0, la fonction de partition obe´it a` une loi puissance
Z(q, ǫ) ∼ ǫτ(q) (2.52)
Les fonctions τ(q) sont appele´s exposants de masse. Ils sont de´termine´s simplement pour chaque
valeur de q comme pour une monofractale par :
τ(q) = lim
ǫ→0
logZ(q, ǫ)
log ǫ
(2.53)
Ils sont relie´s aux dimensions ge´ne´ralise´es par
Dq =
τ(q)
q − 1 (2.54)
Pour de´crire les proprie´te´s multifractales des signaux, on utilisera plus souvent les exposants
de masse que les dimensions ge´ne´ralise´es.
Les dimensions fractales classiques pre´sente´es en 2.2.3.1 peuvent eˆtre retrouve´es graˆce aux
dimensions ge´ne´ralise´es [83] :
– Pour q = 0, D0 est la dimension de box-counting.
– Pour q = 1, la quantite´ D1 = limǫ→0
(
1
q−1
logZ(q,ǫ)
log ǫ
)
est la dimension d’information.
– Pour q = 2 enfin, on retrouve la dimension de corre´lation.
On peut montrer que le spectre des singularite´s f(α) et les exposants de masse τ(q) sont
relie´s entre eux : les exposants sont obtenus par une transforme´e de Legendre du spectre des
singularite´s [83]
τ(q) = min
α
(αq − f(α)) (2.55)
4. Dans le cas d’un champ turbulent par exemple, le pavage revient a` cre´er un histogramme du champ avec
des intervalles ǫ (les boıˆtes) et la mesure peut eˆtre le rapport ni/nt du nombre d’e´ve´nements dans la boıˆte i sur le
nombre d’e´ve´nements total.
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Dans la pratique cependant, les exposants τ(q) sont plus souvent de´termine´s en premier et le
spectre des singularite´s est obtenu par la transforme´e de Legendre de τ 5, qui est la transforme´e
inverse de la pre´ce´dente si la fonction τ est concave :
f(α) = min
q
(qα− τ(q)) (2.56)
Pour comprendre la relation existant entre ces deux quantite´s, plac¸ons-nous dans le cadre
de l’e´tude d’un champ ou d’un signal ϕ de´fini dans Rn. La fonction de partition Z(q, ǫ) peut
eˆtre vue comme une approximation a` une e´chelle ǫ donne´e (dite “coarse grained”) du moment
d’ordre q de la pdf de ϕ 6 :
Z(q, ǫ) ∼
∫
ϕ
ϕqp(ϕ)dϕ (2.57)
A cette e´chelle, le signal ϕ pre´sente des singularite´s, il peut donc eˆtre localement assimile´ a`
ǫα pour une certaine gamme d’exposants de Ho¨lder α obe´issant a` une distribution p(α). On a
alors
Z(q, ǫ) ∼
∫
α
(ǫα)q p(α)dα (2.58)
f(α) e´tant la dimension fractale de l’ensemble des points pre´sentant une singularite´ α, on peut
postuler pour sa distribution une forme p(α) = ρ(α)ǫ−f(α). Il vient alors
Z(q, ǫ) ∼
∫
α
ρ(α)ǫαq−f(α)dα (2.59)
Quand ǫ → 0, l’inte´grale est domine´e par le terme ǫmin(αq−f(α)) (steepest descent). Par identifi-
cation avec 2.52, on obtient 2.55.
Les conside´rations lie´es aux fonctions de partition, ainsi qu’a` la transforme´e de Legendre
sont fortement inspire´es de la thermodynamique 7. Le formalisme multifractal a en effet e´te´
de´veloppe´ dans cette optique. Dans ce contexte, les champs e´tudie´s par l’analyse multifractale
peuvent eˆtre vus comme des “gaz de singularite´s”.
Comprendre les re´sultats de l’analyse multifractale
L’analyse multifractale est une description statistique par nature. Elle permet d’e´tudier la
re´partition statistique des comportements locaux d’un champ de´fini spatialement. De ce fait,
elle fournit une description compacte de phe´nome`nes complexes, qui conservent leur com-
plexite´ a` toutes les e´chelles.
Un spectre des singularite´s typique d’un champ multifractal est visible en Fig. 2.12. Les
abscisses correspondent aux exposants de Ho¨lder α, les ordonne´es a` la dimension fractale f(α)
associe´e. Les points les plus a` gauche correspondent donc aux singularite´s les plus fortes. Le
spectre e´tant une courbe continue, le champ posse`de une gamme continue de singularite´s sur
des ensembles intrique´s, ce qui constitue la signature des champs multifractals.
5. L’annexe A fournit un aperc¸u de me´thodes pratiques permettant d’obtenir le spectre des singularite´s d’un
signal, telles que la me´thode des moments ou la me´thode WTMM (Wavelet-Transform Modulus-Maxima).
6. La mesure µ est alors une mesure de probabilite´
7. q joue alors le roˆle de l’inverse de la tempe´rature, τ(q) celui de l’e´nergie libre.
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L’e´cartement des branches de la courbe renseigne sur la complexite´ des singularite´s du champ,
un spectre large indiquant une intrication complexe des singularite´s. Un champ monofractal
verra ainsi son spectre des singularite´s re´duit a` un point (les exposants de masse variant alors
line´airement en q, signe d’une seule similarite´ d’e´chelle).
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Fig. 2.12 : spectre des singularite´s d’un signal multifractal
Les exposants de masse fournissent une information se´lective sur l’e´volution de la fonc-
tion de partition en fonction de la densite´ locale. En effet, pour q > 0, la fonction de partition
Z(q, ǫ) ∼ ǫτ(q), qui e´value le nombre de fois ou` l’on rencontre un point de la multifractale,
varie plus vite avec ǫ. Les exposants q positifs favorisent donc les zones denses du champ. Pour
q < 0, τ(q) < 0 et Z varie moins vite avec ǫ, caracte´risant des zones moins denses.
Quand q = 0, Z(q, ǫ) devient le nombre de boıˆtes ne´cessaires pour couvrir l’ensemble, de sorte
que τ(q = 0) = −D devient l’oppose´ de la dimension fractale du support de la mesure. Dans
le cas de l’e´tude des singularite´s d’un champ, on a ge´ne´ralement τ(0) = −1.
Pour q = 1, les moments de la mesure n’e´voluent plus en fonction de ǫ, et l’on obtient τ(1) = 0.
Ces informations sont contenues dans le spectre des singularite´s. Ainsi, pour q → +∞, comme
le spectre reste fini, α→ αm. A l’inverse, quand q → −∞, α→ αM . Sur le spectre, l’augmenta-
tion de q favorise donc l’observation des zones plus singulie`res et α e´volue dans le sens inverse
de q.
Le maximum du spectre est atteint pour q = 0, pour lequel f(α) est la dimension du support
de la mesure f(α) = −τ(0). Pour q = 1, α = f(α) est la dimension fractale de la mesure.
Exemple de mesure multifractale : la cascade binomiale
La cascade binomiale est construite sur l’intervalle initial I = [0, 1] a` l’aide d’un processus
multiplicatif re´cursif [72]. L’intervalle initial a pour mesure µ(I) = 1. A chaque e´tape, on divise
en 2 segments e´gaux chaque intervalle et on attribue au segment gauche un poids p1 et au
segment droit un poids p2 = 1− p1. A la premie`re e´tape, on a donc deux intervalles dyadiques
I0 et I1 ayant pour mesures µ(I0) = p1 et µ(I1) = p2. Au bout de n e´tapes, chacun des 2
n
intervalles dyadiques a une mesure du type µ = pn11 p
n−n1
2 .
Une telle cascade est pre´sente´e en Fig. 2.13 pour p1 = 0.3 et n = 13.
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Fig. 2.13 : Repre´sentation de la mesure binomiale pour 13 pas de la cascade. p1 = 0.3
La mesure multifractale, que constitue la limite quand n → ∞ de la cascade, posse`de un
spectre multifractal analytique, pre´sente´ en Fig. 2.14. Notons qu’il ne s’agit pas ici de l’analyse
multifractale d’un champ de´fini spatialement. La binomiale en Fig. 2.13 est la mesure multifrac-
tale dont la fonction de partition pre´sente une loi d’e´chelle. Dans le cas d’un signal, la mesure
multifractale est construite comme la probabilite´ d’occurrence d’une singularite´.
Le spectre des singularite´s est ici syme´trique, les singularite´s les plus fortes e´tant repre´sente´es
a` proportions e´gales des singularite´s faibles. Les exposants de Ho¨lder extreˆmes de´pendent du
poids p1 utilise´ pour construire la binomiale :
− log2 p2 ≤ α ≤ − log2 p1 (2.60)
pour p1 < p2.
La dimension fractale supe´rieure est τ(0) = 1, qui est la dimension de l’intervalle [0, 1], support
de la mesure. La dimension fractale D1 de la mesure, obtenue pour α = f(α), est
D1 = −(p1 log2 p1 + p2 log2 p2) (2.61)
Une cascade multiplicative tre`s simple peut donc permettre la construction d’objets multi-
fractals. Le principe de cascade multiplicative est au cœur des concepts multifractals applique´s
a` la turbulence. Le mode`le LES pre´sente´ en 4 repose essentiellement sur la reconstruction de
champs de sous-maille ayant les bonnes proprie´te´s statistiques a` l’aide d’une cascade multi-
plicative.
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Fig. 2.14 : spectre des singularite´s f(α) a` gauche et exposants de masse τ(q) a` droite pour la mesure
binomiale avec p1 = 0.3. Les limites du spectre des singularite´s sont αm = − log2 p2 et αM = − log2 p1
2.2.3.3 Description fractale de la turbulence
Lorsque l’on parle d’objet fractal, la mesure devient de´pendante de l’e´chelle. Elle n’est donc
plus une donne´e ou un e´ve´nement mais devient un “processus”. Certains champs turbulents,
qui montrent des proprie´te´s fractales, peuvent eˆtre de´crits de la meˆme fac¸on : leur mesure
devient de´pendante de l’e´chelle conside´re´e et la description du processus menant a` l’e´chelle
donne´e fournit la mesure a` cette e´chelle. Cette observation permet de transfe´rer les notions
d’universalite´, avance´es notamment par Kolmogorov, depuis des mesures ou valeurs vers des
processus. Il s’ensuit une description tre`s compacte de phe´nome`nes complexes, ouvrant la voie
a` des mode´lisations nouvelles.
Cette section de´crit quelques e´volutions de la description de la turbulence ayant mene´ a` la no-
tion de multifractalite´.
K62
La premie`re remarque remettant en question une partie de la the´orie K41 est attribue´e a`
Landau. Elle entraıˆne la remise en question de l’hypothe`se selon laquelle le transfert d’e´nergie
a` chaque e´tape de la cascade se produit a` un taux constant 〈ε〉. La Fig. 2.15, montrant le caracte`re
intermittent de la dissipation via ses importantes fluctuations spatio-temporelles, justifie cette
remise en question.
En 1962, dans une premie`re tentative de rendre compte de l’intermittence, Kolmogorov et
Obukhov proposent un mode`le, connu sous le nom K62, dans lequel le taux de dissipation de
l’e´nergie cine´tique a` chaque e´tape obe´it a` une loi log-normale [43]. La moyenne de la dissipation
reste cependant inchange´e. Cette correction aboutit a` un spectre des exposants des fonctions de
structure quadratique
ζK62q =
q
3
+
µ
18
(
3q − q2) (2.62)
Les diffe´rents spectres donne´s ici sont repre´sente´s en Fig. 2.6. K62 permet d’obtenir une
bonne approximation des exposants jusqu’a` l’ordre 8.
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Fig. 2.15 : e´volution spatiale ou temporelle de ε′ = (du/dt)2, utilise´ comme substitut de la dissipation
ε en utilisant l’hypothe`se de Taylor d’e´coulement gele´ (∂/∂t = −U∂/∂x ou` U est la vitesse moyenne
dans la direction x) en plaque plane (a) et en couche limite atmosphe´rique (b). Figure issue de [80]
β-model
Une prise en compte fractale de l’intermittence, base´e sur des ide´es introduites par Man-
delbrot et Kraichnan [45], est propose´e par Frisch en 1977 [35]. Elle repose sur le concept de
dimension fractale propose´e par Mandelbrot en tant que mesure de la fac¸on dont un ensem-
ble couvre l’espace. L’observation de l’intermittence force a` constater qu’aux petites e´chelles,
l’activite´ de la turbulence ne remplit pas l’espace. Frisch propose donc le β-model, soit une
cascade dans laquelle, a` chaque e´tape, l’e´nergie est transfe´re´e vers une partie seulement, note´e
β, du volume disponible. A chaque e´tape d’une telle cascade, repre´sente´e en Fig. 2.16, l’activite´
de la turbulence remplit de moins en moins l’espace.
Fig. 2.16 : cascade du β-model repre´sentant le transfert d’e´nergie des grandes vers les petites e´chelles.
Figure issue de [33].
Plus formellement, a` chaque e´tape de la cascade, les tourbillons de taille ln = L2
−n pro-
duisent en moyenne N tourbillons de taille ln+1 = L2
−(n+1), avec β = N/2d ≤ 1 ou` d est la
dimension de l’espace. En conside´rant que les tourbillons a` l’e´chelle inte´grale L remplissent
tout l’espace, le fluide actif n’occupera au bout de n e´tapes qu’une fraction βn de l’espace. Ce
proce´de´ est de´crit en Fig. 2.17 pour d = 2 et β = 3/4. La dimension fractale d’un ensemble cre´e´
avec ce proce´de´ dans un espace de dimension d est
D = d+ log2 β (2.63)
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L’e´nergie cine´tique massique pre´sente au niveau des e´chelles ln est donc une portion β
n de
celle pre´dite par K41, ce qui se traduit au niveau du spectre par
Eˆ(k) = 〈ε〉2/3k−5/3(kL)− 13 (3−D) (2.64)
Fig. 2.17 : repre´sentation des premie`res e´tapes du β-model, pour d = 2 et β = 3/4, illustrant le caracte`re
fractal du mode`le. Les parties grise´es repre´sentent les volumes actifs. La dimension fractale du sous-
ensemble grise´ est D = log2 3
En terme de spectre des exposants des fonctions de structure, on obtient dans l’espace 3D :
ζβq =
q
3
+ (3−D)
(
1− q
3
)
(2.65)
ce qui constitue une correction du mode`le K41. Ce mode`le, line´aire e´galement, de´vie de l’expe´-
rience pour les ordres e´leve´s (cf. Fig. 2.6).
Il est inte´ressant de constater qu’en utilisant les meˆmes arguments dimensionnels d’e´qui-
valence des temps visqueux et convectifs que Kolmogorov, on peut retrouver ici une e´chelle
visqueuse modifie´e :
ην ∼
(
ν3
〈ε〉
) 1
D+1
L
3−D
D+1 (2.66)
qui est bien e´gale a` l’e´chelle de Kolmogorov pour D = 3. La dimension fractale moyenne D
peut en pratique prendre des valeurs infe´rieures (D = 2.87, cf. [7]).
Mode`le multifractal
Une modification du β-model, introduisant un rapport β variant a` chaque e´tape, est pro-
pose´e dans [60]. En choisissant a` chaque e´tape parmi 2 valeurs possibles de 0.5 et 1 pour β, le
spectre des exposants de structure obtenu se rapproche du spectre expe´rimental. Cette simple
correction constitue une entre´e dans les mode`les multifractals pour la turbulence.
Le mode`le multifractal en tant que tel est propose´ par Frisch. Dans ce mode`le, les singu-
larite´s de la dissipation sont localise´es sur des sous-ensembles de diffe´rentes dimensions frac-
tales. Une explication est donne´e dans [13] : on commence par rappeler l’e´quation 2.21, a` savoir
que l’incre´ment de vitesse varie dans la zone inertielle comme
∆ru
uL
∼
( r
L
)h
(2.67)
La` ou` la the´orie K41 permettait de de´terminer h = 1/3, la description multifractale de la
turbulence indique que l’exposant h varie spatialement : h = h(x).
Le micro me´lange 42
Si h ≥ 1 le gradient de vitesse reste faible aux petites e´chelles et le champ de gradient est
re´gulier. Si h < 1 en revanche, le champ de gradient devient singulier. Une description fractale
de la turbulence e´met l’hypothe`se que la condition h < 1 intervient sur un ensemble fractal F
de dimension fractaleDF < 3, tandis que le champ de gradient reste re´gulier sur le comple´ment
F de F .
Si l’on conside`re maintenant les sous-ensembles Ω(h) de F contenant les points ou` l’incre´ment
scale en rh, la dimension fractale de ces ensembles devient une fonction D(h) et l’ensemble F
est multifractal.
On a alors une probabilite´ r3−D(h) que ∆ru scale en rh. La fonction de structure de la vitesse,
moment d’ordre q de l’incre´ment, s’e´crit alors :
Squ(r) =
∫
rhqr3−D(h)d∆u (2.68)
Par un argument de type “steepest descent” (cf. 2.2.3.2), l’inte´grale est e´quivalente quand r → 0
a` rminh(hq+3−D(h)). On obtient donc le spectre des exposants des fonctions de structure :
ζMFq = minα
(αq + 3− f(α)) (2.69)
ou` f(α) est le spectre des singularite´s des incre´ments de vitesse. Notons que la connaissance
du spectre des singularite´s est suffisante pour connaıˆtre toutes les fonctions de structure, donc
pour connaıˆtre les incre´ments de vitesse. Le spectre des singularite´s de la dissipation e´tant lie´
au spectre des singularite´s des incre´ments, connaıˆtre le spectre de la dissipation est suffisant.
On peut voir en Fig. 2.6 que l’accord avec l’expe´rience est excellent.
De la meˆme fac¸on que le beta-model permettait de trouver une e´chelle visqueuse modifie´e par
la dimension fractale de la beta-cascade, l’e´chelle visqueuse va ici de´pendre des diffe´rentes
dimensions fractales pre´sentes dans le champ de dissipation. En fait, dans un e´coulement tur-
bulent, il n’existe pas une e´chelle visqueuse mais un ensemble continu d’e´chelles visqueuses
correspondant a` la dissipation visqueuse de l’e´nergie, et dont la distribution de´pend notam-
ment de l’e´chelle inte´grale.
2.3 Conse´quences en simulation
Les mode`les de turbulence permettent de mieux de´crire les champs turbulents et de com-
prendre les phe´nome`nes complexes mis en jeu. Cette description peut eˆtre utilise´e en simula-
tion afin de construire des mode`les susceptibles de reproduire fide`lement ces phe´nome`nes. Les
mode`les structurels, qui tirent partie de la description de la turbulence peuvent ainsi tirer partie
des avance´es en matie`re de description de la turbulence.
A cet e´gard, la notion de cascade qui apparaıˆt comme centrale dans le cadre de la description
fractale de la turbulence, est particulie`rement inte´ressante. A partir de quantite´s connues, telles
que les champs turbulents aux grandes e´chelles, on peut retrouver a` l’aide d’un processus mul-
tiplicatif les proprie´te´s statistiques de l’e´coulement.
L’enjeu de l’utilisation d’une description multifractale des champs turbulents en simulation
nume´rique du scalaire est double :
– d’une part elle peut permettre de construire des mode`les plus fide`les, susceptibles de
reproduire au mieux l’e´volution des champs scalaires,
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– d’autre part elle est susceptible de fournir une description statistique de´taille´e des champs,
qui permet alors un couplage direct avec d’autres phe´nome`nes tels que la chimie.
Pour la simulation aux grandes e´chelles, de´crite au chapitre suivant, l’ide´al serait un mode`le
permettant de reproduire l’e´volution locale des pdf du scalaire a` grand Schmidt en fonction des
quantite´s aux grandes e´chelles. La multifractalite´ associe´e aux champs de gradient du scalaire
semble alors une voie inte´ressante.

Chapitre 3
Simulation aux grandes e´chelles
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3.1 Concept
3.1.1 Equations
La turbulence e´tant caracte´rise´e par une grande gamme d’e´chelles spatiales et temporelles,
qui augmente avec le nombre de Reynolds et le nombre de Schmidt 1, il n’est possible de
simuler nume´riquement toutes ces e´chelles avec la puissance de calcul actuelle que pour des
e´coulements relativement canoniques ou a` faible Reynolds. Le concept de la simulation aux
grandes e´chelles, ou LES pour Large Eddy Simulation, repose sur la se´paration des grandeurs
simule´es en une partie re´solue au moyen d’e´quations d’e´volution et d’une partie mode´lise´e. La
partie re´solue correspond aux phe´nome`nes ”grandes e´chelles”, tandis que le mode`le reproduit
l’interaction entre ces e´chelles re´solues et les phe´nome`nes se produisant aux e´chelles infe´rieures
non repre´sente´es. L’e´chelle de coupure est alors l’e´chelle ∆ de la maille de la grille LES dans le
cas d’ope´rations de filtrage implicite, ou la taille ∆ d’un filtre applique´ sur le maillage dans le
cas de filtrage LES explicite. Ainsi, les grandeurs simule´es ϕ peuvent eˆtre de´compose´es en une
partie re´solue et une contribution de sous-maille (Sub-Grid Scale) :
ϕ = ϕ+ ϕs (3.1)
En LES, l’ope´ration de se´paration des e´chelles est ge´ne´ralement re´alise´e a` l’aide d’un ope´rateur
de filtrage spatial (·). Les e´quations re´solues en LES dans le contexte pre´sent sont les e´quations
1. le nombre de points ne´cessaire pour repre´senter l’ensemble des e´chelles du scalaire a` Sc > 1 dans un
e´coulement turbulent varie en N ∼ Re9/4Sc1/2.
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de Navier-Stokes incompressible 2.2, filtre´es a` l’aide de cet ope´rateur. Sous l’hypothe`se de com-
mutation du filtre et des de´rivations spatiales et temporelle, on obtient :
∇ · u = 0 (3.2a)
∂u
∂t
+ u · ∇u− ν∇2u+ 1
ρ
∇P = −∇ · τ (3.2b)
ou`
τij = uiuj − uiuj
= uiuj − uiuj + uiusj + usiuj + usiusj︸ ︷︷ ︸
τ∗ij
(3.3)
Le meˆme proce´de´ est applicable a` l’e´quation de transport d’un scalaire passif. En filtrant
(2.1), on obtient l’e´quation LES du scalaire :
∂φ
∂t
+ u · ∇φ− Γ∇2φ = −∇ · σ (3.4)
ou`
σi = uiφ− uiφ
= uiφ− uiφ+ uiφs + usiφ+ usiφs︸ ︷︷ ︸
σ∗i
(3.5)
Notons que seul un filtrage spatial est applique´, le fait de ne´gliger le filtrage temporel
revenant a` ne´gliger certaines interactions grandes e´chelles/petites e´chelles, faisant ainsi cer-
taines hypothe`ses sur les structures cohe´rentes et la ”me´moire” des e´coulements turbulents
[25, 28], qui ne seront pas de´veloppe´es ici. Une partie de l’information fre´quentielle peut eˆtre
perdue en re´solvant les e´quations LES avec un pas de temps diffe´rent de celui ne´cessaire a` la
re´solution des e´quations non filtre´es.
La formulation d’un mode`le LES pour le scalaire (resp. la vitesse) consiste en l’e´criture
d’une expression pour σi (resp. τij). Dans la mesure ou` σ comme τ contiennent des termes
ne faisant intervenir que des grandeurs re´solues, on trouvera certains mode`les donnant une
expression pour σ (resp τ ), ou seulement pour le vecteur (resp. tenseur) flux de sous-maille σ∗
(resp. τ∗), dont la mode´lisation est suffisante pour fermer le mode`le. Dans le second cas, les
e´quations de la LES deviennent :
∇.u = 0 (3.6a)
∂u
∂t
+∇ · u u− ν∇2u+ 1
ρ
∇P = −∇ · τ∗ (3.6b)
∂φ
∂t
+∇ · u φ− Γ∇2φ = −∇ · σ∗ (3.6c)
Les e´quations de la LES, dans leur formulation 3.2 et 3.4, sont identiques aux e´quations
originelles non filtre´es, adjointes d’un terme source ∇ · τ ou ∇ · σ, qui repre´sente les interac-
tions entre les e´chelles re´solues et les e´chelles de sous-maille.
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La re´solution de l’e´quation de transport filtre´e du scalaire 3.4 ou 3.6c fait intervenir la vitesse
de sous-maille, refle´tant l’interaction entre les champs de vitesse et de scalaire y compris en
sous-maille. Il est montre´ dans [24] que dans le cas d’une THI, le flux scalaire de sous-maille
s’aligne pre´fe´rentiellement avec les directions principales du tenseur des contraintes de sous-
maille, plutoˆt qu’avec les quantite´s re´solues telles que le gradient moyen. Un mode`le LES pour
le scalaire permettant de prendre en compte au moins partiellement le mode`le pour la vitesse
dans sa formulation peut donc eˆtre judicieux.
Spectralement, le filtrage LES est ge´ne´ralement repre´sente´ sous la forme en Fig.3.1, le terme
source LES repre´sentant la ”pente” au niveau de la fre´quence de coupure k∆.
kkk kb
Eˆ, Gˆ
e´chelles
re´solues
e´chelles
mode´lise´es
k∆
scalairevitesse
Fig. 3.1 : Repre´sentation spectrale d’un mode`le LES pour la vitesse et le scalaire
En the´orie il est possible d’e´crire un mode`le LES ”ide´al” qui reproduit au mieux les statis-
tiques en 1 et 2 points du champ turbulent [48, 56]. Reposant sur des moyennes conditionnelles
sur le domaine LES entier, il ne´cessite en tout point de connaıˆtre le champ LES de tous les
autres points du domaine de calcul. Le caracte`re extreˆmement peu compact de ce mode`le le
rend donc difficile a` appliquer en pratique. On peut cependant alle´ger son utilisation en re-
construisant les moyennes conditionnelles a` l’aide d’estimations stochastiques tire´es de DNS
pre´alables [1]. Pour e´tendre l’utilisation de la LES optimale a` des e´coulements arbitraires, l’es-
timation peut e´galement eˆtre re´alise´e en se basant sur la the´orie de la turbulence homoge`ne
isotrope de Kolmogorov [40].
Il existe des mode`les dits a` ze´ro e´quation qui formulent directement le tenseur des con-
traintes en fonction des grandeurs re´solues, et des mode`les ajoutant a` la re´solution des e´quations
filtre´es une ou des e´quations d’e´volution de grandeurs permettant de calculer le flux de sous-
maille. Pour la vitesse, on pourra par exemple de´river une e´quation d’e´volution de ks [63],
l’e´nergie cine´tique de sous-maille, qui compose en partie le tenseur des contraintes de sous-
maille (2ks = tr(τ)). Seules les mode`les a` ze´ro e´quation seront pre´sente´s plus avant ici.
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3.1.2 Filtrage
La description spectrale de la LES en Fig. 3.1 correspond a` la de´composition d’Obukhov
des variables ϕ conside´re´es, base´e sur une de´composition de Fourier :
ϕ(r) = ϕ<k∆ + ϕ
>
k∆
=
∑
k≤k∆
ϕˆke
ik.r +
∑
k>k∆
ϕˆke
ik.r (3.7)
Pour obtenir les e´quations de conservation des quantite´s grandes e´chelles, on exprime
ge´ne´ralement l’ope´rateur de filtrage (.) comme la convolution dans l’espace physique du champ
ϕ avec un noyau de convolution G(x) normalise´ sur le domaine de calcul.
ϕ(x) =
∫
D
ϕ(x′)G(x− x′)dx′ (3.8)
La se´paration d’e´chelle ne peut toutefois eˆtre nette a` la fois dans l’espace physique et dans
l’espace spectral. Ceci peut eˆtre exprime´ a` l’aide du principe d’incertitude d’Heisenberg :∫
R
x2 |ϕ(x)|2 dx×
∫
R
k2 |ϕˆ(k)|2 dk > π
2
(3.9)
De ce fait, plus le noyau de convolution sera localise´ en espace, moins le filtrage sera lo-
calise´ en fre´quence. Quelques filtres fre´quemment utilise´s en LES sont pre´sente´s en Tab. 3.1,
qui illustrent cet inconve´nient.
expression espace physique espace spectral
sinus
cardinal
G(x) = 1πx sin(
πx
σ )
gaussienne G(x) = 1√
2πσ
exp(−x
2
2σ2
)
porte G(x) =
 1σ , si |x| < σ,0, sinon.
Tab. 3.1 : Expressions des noyaux de filtres de convolution dans l’espace physique et formes dans l’espace
physique et spectral
Le filtre boıˆte dans l’espace physique, ou filtre porte , qui pre´sente une e´chelle de coupure
nette, correspond a` un sinus cardinal dans l’espace de Fourier, qui est une fonction oscillante,
ce qui implique une amplification non homoge`ne des fre´quences du signal filtre´. Il prend de
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plus des valeurs ne´gatives dans l’espace spectral. Le sinus cardinal permet un filtrage spectral
franc, mais est tre`s mal localise´ en espace, la convolution dans l’espace physique devenant tre`s
couˆteuse. Le filtre gaussien pre´sente une de´croissance rapide tant dans l’espace physique que
spectral, ce qui permet d’approximer le filtrage par une convolution sur un support re´duit (un
support d’une largeur minimale de 6σ permet une erreur acceptable). Le filtrage gaussien est
donc tre`s utilise´ en LES. Kwak dans [46] pre´sente le filtre gaussien comme mathe´matiquement
et physiquement pratique.
La gaussienne est e´galement une fonction de Green pour la diffusion, ce qui signifie que la
convolution d’une gaussienne avec un signal S0 est solution de l’e´quation de diffusion avec
S0 comme condition initiale. Dans ce cas, l’e´cart type de G peut eˆtre relie´ a` des parame`tres
physiques de l’e´quation de diffusion : on peut ve´rifier que G(x) est solution de l’e´quation de
diffusion d’une distribution de Dirac avec σ2 = 2Γ∆t comme e´cart type pour G.
Le proble`me du filtrage en LES est qu’il reste une ope´ration mal de´finie, qui permet essen-
tiellement de de´river conceptuellement les e´quations de la LES, mais ne laisse que peu d’infor-
mation quant a` la fac¸on de traiter les re´sultats des simulations. En effet, comment reconstruire
le champ complet a` partir des seules informations du champ filtre´ ? Seule la connaissance ex-
plicite de l’ope´rateur de filtrage permet cette ope´ration de de´convolution. Or l’application du
filtrage est implicite en LES du fait de la description des grandeurs filtre´es sur un maillage. Le
filtrage en ve´rite´ de´pend donc du maillage, de la discre´tisation en ge´ne´ral, etc... et ne peut donc
eˆtre connu explicitement.
Il existe cependant des me´thodes de de´convolution approche´e reposant sur des se´ries tronque´es
de l’inverse de l’ope´rateur de filtrage [81]. Cette proce´dure suppose toutefois la connaissance
pre´alable du filtre G utilise´ pour obtenir les e´quations de la LES.
L’hypothe`se de commutation e´galement peut poser proble`me en maillage non structure´.
En effet, l’erreur de commutation est proportionnelle a` d∆(x)/dx [85], qui s’annule pour un
maillage uniforme mais conduit a` des valeurs potentiellement importantes pour des maillages
fortement non structure´s (ge´ome´tries complexes, couches limites, ...)
La formulation utilise´e pour re´soudre la LES a e´galement son roˆle a` jouer : les e´le´ments
finis par exemple fournissent une base mathe´matique pour un filtrage modal des champs, par
exemple par prolongation puis projection des champs a` filtrer. Une de´finition e´quivalente dans
l’espace physique de ce genre de filtrage est cependant difficile a` obtenir analytiquement.
3.2 Micro-me´lange et simulation
Cette section pre´sente de fac¸on non-exhaustive quelques mode`les utilise´s en simulation
nume´rique du micro-me´lange.
3.2.1 Mode`les LES
Les mode`les les plus utilise´s actuellement sont des mode`les ”eddy diffusivity”, calque´s sur
les mode`les LES ”eddy viscosity” pour la vitesse, qui font l’hypothe`se, dite du gradient, d’un
alignement des directions du tenseur des contraintes de sous-maille avec le gradient de vitesse
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re´solu. Ils mode´lisent l’activite´ de sous-maille de la turbulence comme une diffusion avec un
coefficient νt de diffusion turbulente de´pendant des quantite´s re´solues.
τij = νtSij (3.10)
ou`
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
et νt = −2(Cs∆)2|S| (3.11)
Pour e´viter des composantes diagonales ne´gatives dans le tenseur de contrainte de sous-maille,
le mode`le est modifie´ [2] pour prendre la forme
τij = νtSij +
1
3
δijτkk (3.12)
La constante Cs est ge´ne´ralement prise e´gale a` 0.17. Une proce´dure dynamique a cependant e´te´
de´veloppe´e qui permet de calculerCs(x, t) [37, 38]. Elle implique de filtrer un certain nombre de
champs re´solus a` une e´chelle test ∆t > ∆ mais permet d’adapter la constante sans connaissance
pre´alable sur le champ a` re´soudre.
Si ses bases the´oriques d’assimilation de la turbulence de sous-maille a` un phe´nome`ne diffusif
sont faibles, voire fausses, le mode`le pre´sente l’avantage d’une grande stabilite´ nume´rique du
fait meˆme de son caracte`re diffusif.
Pour le scalaire, ces mode`les se transposent :
σj = Γt
∂φ
∂xj
=
νt
Sct
∂φ
∂xj
(3.13)
ou` le Schmidt turbulent peut eˆtre pris constant (ge´ne´ralement proche de 0.7) ou avoir une
expression de´termine´e dynamiquement [37].
Les mode`les de similarite´ d’e´chelle, introduits dans [8], sont inte´ressants en ce qu’ils con-
stituent une entre´e dans les mode`les structurels. Ils se basent en effet sur l’hypothe`se que
les champs de vitesse aux grandes e´chelles et aux petites e´chelles pre´sentent des similarite´s
d’e´chelle. Ils remettent donc en question l’hypothe`se d’universalite´ selon laquelle a` grand
Reynolds les petites e´chelles sont de´corre´le´es des grandes e´chelles en introduisant une notion
de fractalite´ dans le champ de vitesse. Dans ces mode`les, le champ de sous-maille peut eˆtre di-
rectement de´duit du champ re´solu et d’un filtrage supple´mentaire appele´ filtrage test (˜.) a` une
e´chelle ∆t > ∆. Pour reconstruire le tenseur de sous-maille, le mode`le de similarite´ conside`re
que le processus pour passer de u˜ a` u est le meˆme que pour passer de u a` u. Ainsi, les e´chelles
re´solues de la LES sont conside´re´es comme des ”e´chelles de sous-maille” pour l’e´chelle ∆t du
filtrage test et le tenseur de sous-maille prend la forme :
τij = Csim(u˜iuj − u˜iu˜j) (3.14)
Ces mode`les pre´sentent des taux de corre´lation a priori bien meilleurs que les mode`les eddy
viscosity[53]. S’ils semblent permettre une bonne pre´diction du tenseur de sous-maille, ils se
re´ve`lent souvent nume´riquement instables, puisque leur construction autorise une remonte´e
d’e´nergie des e´chelles mode´lise´es vers les e´chelles re´solues, donc un terme source localement
positif dans l’e´quation d’e´nergie. On peut donc adjoindre au flux de sous-maille obtenu a` l’aide
de ces mode`les une partie de type eddy viscosity afin de rendre le mode`le suffisamment dis-
sipatif [8]. Le mode`le obtenu est appele´ mode`le mixte et pre´sente e´galement de bons taux de
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corre´lation lors des tests a priori. La constante Csim, initialement prescrite en fonction de la
simulation conside´re´e, peut eˆtre calcule´e a` l’aide d’une proce´dure dynamique similaire a` celle
utilise´e pour le mode`le de Smagorinsky, faisant donc intervenir un troisie`me filtrage a` une
e´chelle supe´rieure a` ∆t.
Le filtre de base implicite de la LES et le filtre test doivent avoir la meˆme forme et ne diffe´rer
qu’en taille pour que l’hypothe`se d’auto-similarite´ soit ve´rifie´e [19], ce qui constitue une hy-
pothe`se supple´mentaire puisque le filtre implicite (.) n’est pas connu explicitement.
Les mode`les structurels tels que le mode`le de similarite´ d’e´chelles sont inte´ressants en ce
qu’ils ne se contentent pas de fournir un mode`le pour le flux de sous-maille susceptible de
reproduire les interactions entre les e´chelles re´solues et mode´lise´es, qui est le but des mode`les
fonctionnels. En effet, en se basant sur des conside´rations physiques, ils peuvent fournir des in-
formations structurelles ou statistiques sur les variables de sous-maille. L’ide´al pour de´crire la
turbulence ou le me´lange de sous-maille serait de fournir une description comple`te du champ
de sous-maille. D’un point de vue statistique, re´cupe´rer la fonction densite´ de probabilite´ du
champ de sous-maille suffit a` de´crire ce champ. Dans le cas du me´lange, connaıˆtre la pdf
des concentrations de sous-maille (ou a` de´faut ses premiers moments) permet par exemple
d’inte´grer les re´actions chimiques sans mode´lisation supple´mentaire.
Certains mode`les, dits a` ”pdf pre´sume´e”, reposent sur la spe´cification a priori d’une forme
de la pdf du scalaire qui est alors entie`rement de´crite par un nombre fini de parame`tres. Des
e´quations d’e´volution pour ces parame`tres (par exemple la moyenne et la variance) doivent
eˆtre e´crites qui ne´cessitent a` leur tour une fermeture [26].
Les mode`les d’e´volution des pdf [32, 64] apparaissent comme une voie inte´ressante. Ils
consistent en l’e´criture d’e´quations d’e´volution de la pdf du scalaire, ferme´es par des mode`les
de me´lange, ou` l’effet des re´actions apparaıˆt comme un terme source ne ne´cessitant pas de
mode´lisation. Le terme de micro-me´lange ne´cessitant une fermeture est la dissipation scalaire
conditionne´e par le scalaire. La re´solution de l’e´volution des pdf eule´riennes comprenant un
grand nombre de degre´s de liberte´, on lui substitue une formulation lagrangienne ou` l’e´volution
de particules est obtenue a` l’aide d’un processus stochastique de type Monte-Carlo. On fait
ainsi e´voluer un grand nombre de particules transportant les proprie´te´s du fluide, et les statis-
tiques eule´riennes sont re´cupe´re´es au moyen d’une interpolation.
Ces me´thodes peuvent eˆtre couple´es a` des mode`les LES [42, 67]. Les e´quations d’e´volution des
pdf inte`grent alors directement le filtrage par convolution de la LES et les variables filtre´es de la
LES eule´rienne nourrissent le processus stochastique d’e´volution des particules lagrangiennes
dans chaque cellule.
Parmi les mode`les de fermeture du micro-me´lange, le plus utilise´ est le mode`le IEM pour ”In-
teraction by Exchange with the Mean” et ses modifications [76, 86]. L’avancement du scalaire
sur une particule est de´fini dans ce mode`le comme une relaxation vers la moyenne, le coeffi-
cient de relaxation de´pendant d’un temps de me´lange a` de´terminer. Parmi les autres mode`les
de micro-me´lange pour les me´thodes de pdf lagrangiennes, on peut citer EMST (Euclidian Min-
imum Spanning Trees [82]), ou PSP (parametrized Scalar Profile [55]).
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3.2.2 Mode´lisation RANS
Une description de´taille´e des mode´lisations RANS (Reynolds Average Navier-Stokes) ne
sera pas entreprise ici. On se contentera de rappeler leur principe. Les e´quations de Navier-
Stokes sont ici moyenne´es par une moyenne de Reynolds, chaque variable e´tant se´pare´e en
une contribution moyenne et une contribution fluctuante. Le RANS, moins couˆteux que la
LES, est tre`s utilise´ dans l’industrie. Comme pour la LES, la re´solution des e´quations des quan-
tite´s moyenne´es doit eˆtre ferme´e. La fermeture est souvent re´alise´e a` l’aide de l’e´tablissement
d’e´chelles caracte´ristiques de temps et d’espace en chaque cellule, de´pendant de la variable
moyenne re´solue. On pourra par exemple de´terminer a` l’aide d’une e´quation d’e´volution pour
l’e´nergie cine´tique turbulente et sa dissipation un temps et une e´chelle de brassage turbulent,
permettant de reconstruire une viscosite´ tourbillonnaire qui ferme l’e´quation de transport de la
vitesse moyenne (mode`le k − ǫ). Les fermetures des e´quations RANS pour le me´lange scalaire
sont souvent base´es sur des conside´rations phe´nome´nologiques.
Les mode`les de micro-me´lange pour les pdf lagrangiennes peuvent eˆtre formule´s dans un con-
texte RANS comme dans un contexte LES.
Notons que bien que le RANS ne se pre´occupe que de moyennes, des modifications des mode`les
de me´lange lie´es a` l’intermittence peuvent lui eˆtre apporte´es. A titre d’exemple, une correction
multifractale propose´e dans [7] d’un mode`le phe´nome´nologique pre´ce´dent [5] influe sur le cal-
cul des temps caracte´ristiques de me´lange en mode´lisation RANS.
Chapitre 4
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Le caracte`re multifractal des champs de gradient en turbulence a e´te´ mis en e´vidence expe´ri-
mentalement et nume´riquement pour une gamme d’e´coulements diffe´rents, tant dans le cas
d’e´coulement isotropes et homoge`nes que pour des e´coulements fortement cisaille´s tels que
des couche limite atmosphe´riques [27, 54].
Cela implique une certaine universalite´ des processus physiques reliant les grandes et pe-
tites e´chelles, qui permet de construire des mode`les adapte´s a` de vastes gammes d’e´coulements,
base´s sur les proprie´te´s physiques des champs.
On pre´sente ici un mode`le LES propose´ par Burton [17, 18], le mode`le MFLES, qui utilise le
caracte`re multifractal de l’enstrophie pour reconstruire a` partir de la vitesse re´solue la vitesse
de sous-maille et, partant, le tenseur flux de sous-maille. Le mode`le est implante´ dans le code
YALES2 (www.coria-cfd.fr) et teste´ a posteriori.
4.1 Principe du mode`le
4.1.1 Caracte`re multifractal des champs de gradient
On a vu dans le cas de la cascade binomiale (cf. 2.2.3.2) que l’on pouvait cre´er un objet mul-
tifractal a` l’aide d’un proce´de´ multiplicatif ite´ratif. De la meˆme fac¸on, un champ multifractal
peut eˆtre conside´re´ comme re´sultant d’une cascade multiplicative depuis une e´chelle initiale
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jusqu’a` une e´chelle finale 1. Si le champ est multifractal, les multiplicateurs a` chaque e´tape
de la cascade (valeurs par lesquelles on multiplie le champ a` l’e´tape n pour obtenir le champ a`
l’e´tape n+1) obe´issent a` la meˆme loi de probabilite´. Ainsi, un champ multifractal rele`ve de l’ap-
plication d’une cascade multiplicative dont la pdf des multiplicateurs est invariante d’e´chelle
[22].
Il est donc possible, a` partir de la connaissance du champ a` une e´chelle quelconque, de
reconstruire le champ aux e´chelles infe´rieures, et notamment jusqu’aux plus petites e´chelles de
l’e´coulement. En fait, il est possible de reconstruire un champ ayant des proprie´te´s statistiques
mimant celles d’un champ re´el.
On peut alors imaginer appliquer ce principe dans un mode`le LES. Le champ de dissipation
(ou d’enstrophie) e´tant connu ou calculable a` une certaine e´chelle (par exemple l’e´chelle ∆ de
la maille LES), il est possible de reconstruire le champ jusqu’a` l’e´chelle dissipative.
L’e´tat initial de la cascade (la valeur du champ a` l’e´chelle conside´re´e) est appele´ initiateur de
la cascade. Il est note´ ϕ(ǫ0). On divise ensuite l’e´chelle initiale par 2 (cascade dyadique) et on
obtient une valeur de ϕ pour chacun des sous-ensembles de volume ǫ30/2
d (d est la dimension)
en multipliant ϕ(ǫ0) par des valeurs M tire´es ale´atoirement selon la pdf des multiplicateurs.
En 3D, on obtient donc huit valeurs
ϕ(ǫ0/2) = 2
3Mϕ(ǫ0) (4.1)
Au bout de n e´tapes, la valeur dans tous les sous-ensembles d’e´chelle ǫ0/2
n est de´termine´e
selon
ϕ(ǫ0/2
n) = ϕ(ǫ0)2
3n
n∏
i=1
Mi (4.2)
ou` les Mi obe´issent a` la meˆme pdf.
4.1.2 Formulation du mode`le
La de´rivation du mode`le est de´crite dans [18]. Il repose sur le caracte`re multifractal des
champs d’enstrophie. L’enstrophie Ω est de´finie comme :
Ω = ω · ω = ωiωi (4.3)
ou` ω = ∇× u est la vorticite´.
Le principe d’un mode`le LES est de reconstruire le tenseur (pour la vitesse) ou vecteur
(pour le scalaire) de sous-maille qui caracte´rise les e´changes entre les e´chelles re´solues et les
e´chelles mode´lise´es. La multifractalite´ des champs de gradient permet pre´cise´ment, via la cas-
cade multiplicative, d’exprimer a` partir d’une quantite´ connue a` une certaine e´chelle, les quan-
tite´s correspondantes a` toutes les e´chelles infe´rieures, jusqu’a` l’e´chelle dissipative estime´e. La
formulation multifractale se preˆte donc tre`s bien au formalisme de la LES. En substance, e´tant
1. Un objet multifractal au sens strict du terme rele`ve d’une cascade infinie. En physique, on rencontre plutoˆt
des pseudo-multifractales ou des multifractales observables, dont la cascade posse`de une e´chelle d’arreˆt. Par com-
modite´, on les appelle multifractale. En turbulence, l’e´chelle d’arreˆt sera typiquement l’e´chelle visqueuse de dissi-
pation.
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connue la valeur de l’enstrophie a` l’e´chelle du maillage, la donne´e de la pdf des multiplica-
teurs et du nombre de pas de la cascade est suffisante pour reconstruire le tenseur/vecteur de
sous-maille.
La construction du mode`le se fait en plusieurs e´tapes :
– de´termination de l’initiateur de la cascade multifractale (enstrophie a` faire cascader)
– calcul du nombre d’e´tapes de la cascade, de´duction de l’enstrophie de sous-maille
– calcul de la moyenne de la vitesse de sous-maille en fonction de l’enstrophie
– construction du tenseur de sous-maille
On verra que c’est la troisie`me e´tape qui contient le plus d’hypothe`ses et est la plus suscep-
tible d’eˆtre ame´liore´e.
Initiateur de la cascade
Pour appliquer la cascade multifractale, il est ne´cessaire de connaıˆtre l’initiateur de celle-
ci, c’est a` dire l’enstrophie totale pre´sente dans la maille, i.e. l’enstrophie pre´sente a` toutes les
e´chelles infe´rieures a` celle de la maille. Cette enstrophie est note´e Ωs. Pour de´terminer l’ini-
tiateur, on utilise la loi d’e´chelle sur l’enstrophie qui stipule que l’enstrophie se comporte en
moyenne en k1/3 dans la zone inertielle. Si l’e´chelle LES ∆ se situe dans la zone inertielle, la loi
d’e´chelle permet de connaıˆtre l’e´volution de Ωˆ de cette e´chelle jusqu’a` l’e´chelle dissipative, et
par inte´gration la totalite´ de l’enstrophie a` faire cascader. Ωs correspond donc a` l’aire hachure´e
sous la courbe en Fig.4.1 :
Ωs =
∫ kη
k∆
Ωˆ(k)dk (4.4)
Ωˆ(k)
k
k1/3
kηk∆
Fig. 4.1 : repre´sentation en log-log du spectre de l’enstrophie
Toutefois on ne connaıˆt que la pente dans l’espace spectral de cette courbe. On peut ainsi
e´crire :
Ωs =
∫ kη
k∆
Ωˆdk
= A
[
k4/3η − k4/3∆
] (4.5)
Il faut donc de´terminer A. Pour ce faire, on e´value a` l’aide de quantite´s calculables dans
l’espace physique l’enstrophie Ω∆ pre´sente entre les e´chelles ∆ et a∆, a > 1, qui obe´it a` la
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meˆme loi en k1/3 si l’e´chelle a∆ est elle-aussi dans la zone inertielle. La vitesse re´solue u est
filtre´e a` l’e´chelle a∆ pour obtenir une vitesse u∆ :
u∆ = u− (u)a∆ (4.6)
On assimile alors Ω∆ a` l’enstrophie associe´e a` la vitesse u∆ :
Ω∆ =
(∇× u∆) · (∇× u∆) (4.7)
Du fait de la nature non line´aire de l’enstrophie, la de´finition 4.7 de Ω∆ dans l’espace
physique conduit normalement a` une valeur plus grande que l’aire sous le spectre d’enstro-
phie entre ∆ et a∆ (partie grise´e en Fig. 4.2). En choisissant a suffisamment petit, du fait de la
syme´trie des zones dues aux termes croise´s de l’enstrophie, on peut cependant assimiler 4.7 a`
la de´finition spectrale de Ω∆ en 4.8 (cf. [18]). On choisira donc a = 2 dans la suite, qui permet
e´galement d’assurer que a∆ reste dans la zone inertielle.
Ωˆ(k)
kkηk∆ka∆
Ω∆
Fig. 4.2 : sche´ma de l’effet du filtrage a` a∆. La partie grise´e correspond a` la de´finition spectrale de Ω∆,
la ligne continue correspond a` la de´finition de Ω∆ dans l’espace physique.
On peut donc e´crire spectralement Ω∆ :
Ω∆ =
∫ k∆
ka∆
Ωˆdk
= A
[
k
4/3
∆ − k4/32∆
] (4.8)
fournissant ainsi une expression pour la constante A :
A = Ω∆k
−4/3
∆
(
1−
(
k2∆
k∆
)4/3)−1
(4.9)
En remplac¸ant cette expression dans 4.5, il vient :
Ωs = Ω∆
[(
∆
ηk
)4/3
− 1
] [
1− 2−4/3
]−1
(4.10)
qui constitue l’expression en fonction de quantite´s connues de l’initiateur utilise´ dans la suite.
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Cascade multifractale
L’application de N pas de la cascade multifractale sur l’initiateur Ωs fournit une valeur de
la norme de la vorticite´ |ωs| en tout point x de la sous-maille [18] :
|ωs| (x) =
[
Ωs(2N )3
N∏
n=1
Mn(x)
]1/2
(4.11)
Cette valeur correspond a` une re´alisation de la cascade pour chaque x, les multiplicateurs
Mn obe´issant a` la meˆme distribution. Il est important de noter que la cascade, stochastique,
applique´e a` une quantite´ initiale ne reconstruit pas le champ exact mais un champ ayant les
meˆmes proprie´te´s statistiques.
Le nombre de pas N de la cascade multifractale est de´termine´ comme le nombre d’e´tapes d’un
processus dyadique de division de la longueur permettant de passer de l’e´chelle ∆ a` l’e´chelle
ηk de dissipation, soit
N = log2(∆
ηk
) (4.12)
Le rapport ∆/ηk est fourni ici encore par une loi d’e´chelle classique :
∆
ηk
∼ Re9/4 (4.13)
Le nombre de Reynolds doit eˆtre repre´sentatif des phe´nome`nes a` l’e´chelle de la maille. On
peut donc conside´rer un Reynolds de maille construit sur la vitesse re´solue ou sur son gradient.
Re∆ =
∆|u|
ν
(4.14)
Re∆ =
∆2|∇u|
ν
(4.15)
Le choix du Reynolds utilise´ peut de´pendre du cas conside´re´, la seconde de´finitionn du
Reynolds e´tant par exemple plus adapte´e a` un e´coulement cisaille´.
Vitesse moyenne de sous-maille
L’e´quation 4.11 ne fournit que la norme de la vorticite´. On recourt donc a` une cascade addi-
tive d’orientations successives des vecteurs de vorticite´ pour reconstruire la direction de ω(x).
En effet l’orientation de la vitesse de sous-maille est fortement corre´le´e a` celle de la vitesse
re´solue [8, 50]. Il en est de meˆme pour la vorticite´. En partant de l’orientation de ω∆ note´e e∆,
la vorticite´ au cours de la descente de la cascade s’oriente successivement suivant des vecteurs
unitaires en. Les incre´ments d’orientation sont note´s δn et la cascade additive d’orientation de
la vorticite´ s’e´crit :
∀n ≤ N , en = en−1 + δn (4.16)
Du fait de l’orientation pre´fe´rentielle de ωs selon ω∆, la cascade additive de de´corre´lation est
conside´re´e comme isotrope, avec 〈δn〉 = 0.
En introduisant le facteur d’intermittence I,
I =
∫
ωs · ω∆dx
/∫
|ωs||ω∆|dx (4.17)
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on peut e´crire la vorticite´ en tout point x de sous-maille :
ωs(x) = |ωs|(x)
(
Ie∆ + (1− I)
N∑
n=1
δn
)
(4.18)
La valeur recherche´e est l’espe´rance 〈ωs〉 de ce champ. Elle fait ne´cessairement intervenir
des corre´lations entre les multiplicateursMn, pre´sents dans l’expression de |ωs|, et les incre´ments
δn de 4.18. Les moyennes des incre´ments d’angle conditionne´es par la valeur des multiplica-
teurs, 〈en · en+1|Mn〉, montrent une faible corre´lation pour les grandes valeurs des multiplica-
teurs, on peut donc ne´gliger ces corre´lations. Sous cette hypothe`se, l’espe´rance devient :
〈ωs〉 = I 〈|ωs|〉e∆ + (1− I)〈|ωs|〉
N∑
n=1
〈δn〉 (4.19)
Sous l’hypothe`se de cascade additive isotrope :
〈ωs〉 = I 23/2N 〈
N∏
n=1
M1/2n 〉(Ωs)1/2e∆ (4.20)
Les inte´grales de Biot-Savard, de la meˆme fac¸on que pour les champs magne´tiques, per-
mettent de reconstruire explicitement une expression alge´brique de usgs en tout point de sous-
maille en fonction de la vorticite´.
us(x) =
1
4π
∫
ωs(x′)× x− x
′
|x− x′|3d
3x′ (4.21)
L’inte´grale de Biot-Savard pour la moyenne s’e´crit :
〈us〉 = 1
4π
∫
〈ωs〉 × x− x
′
|x− x′|3d
3x′ (4.22)
La distribution des multiplicateurs Mn e´tant la meˆme pour tous x, on peut sortir les mul-
tiplicateurs de l’inte´grale. On fait alors apparaıˆtre l’inte´grale de Biot-Savard pour ω∆, qui vaut
u∆ :
〈us〉 = I 23/2N 〈
N∏
n=1
M1/2n 〉
(
Ωs
Ω∆
)1/2 1
4π
∫
(Ω∆)1/2e∆ × x− x
′
|x− x′|3d
3x′︸ ︷︷ ︸
u∆
(4.23)
Enfin, les multiplicateurs e´tant statistiquement inde´pendants, on obtient une expression
pour us :
〈us〉 = I 23/2N 〈M1/2〉N
(
Ωs
Ω∆
)1/2
u∆
= I 23/2N 〈M1/2〉N
[(
24/3N − 1
)(
1− 2−4/3
)−1]1/2
u∆
(4.24)
Reste a` e´valuer le facteur d’intermittence. Ceci est re´alise´ en passant a` la limite. En effet,
us doit rester fini quand Re∆ tend vers l’infini, donc quand N tend vers l’infini, impliquant le
comportement asymptotique suivant :
Cb = I 23/2N 〈M1/2〉N 22/3N (4.25)
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ou` Cb est une constante. Le facteur d’intermittence est donc
I ∼ Cb2−3/2N 〈M1/2〉−N 2−2/3N (4.26)
On obtient donc une expression de us en fonction de u∆ et N uniquement :
us = Cb2
−2/3N
[(
24/3N − 1
)(
1− 2−4/3
)−1]1/2
u∆ (4.27)
La formulation finale du mode`le est donc :
τ∗ = Bu∆u+Buu∆ +B2u∆u∆ (4.28)
avec
B = Cb2
−2/3N
[(
1− 2−4/3
)−1 (
24/3N − 1
)]1/2
(4.29)
Du fait du passage a` la limite, la constante Cb est cense´e eˆtre universelle, ne de´pendant
pas du nombre de Reynolds. Du fait qu’elle inte`gre toute l’information lie´e aux multiplica-
teurs, donc a` l’intermittence, il s’ave`re que cette constante montre une de´pendance au nombre
de Reynolds. Burton dans [16] de´termine a` l’aide de tests a priori du mode`le sur des THI la
de´pendance de Cb au nombre de Reynolds base´ sur l’e´chelle de Taylor. Comme on peut le voir
en Fig. 4.3, la constante tend asymptotiquement vers une constante quand Reλ → ∞. De la
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 1 2 3 4 5
C
b
log10Reλ
Fig. 4.3 : e´volution de la constante Cb du mode`le en fonction du nombre de Reynolds Reλ. Figure issue
de [16]
meˆme fac¸on on peut s’attendre a` ce que la constante Cb de´pende de la ge´ome´trie de la simula-
tion et des conditions limites ainsi que du re´gime local de l’e´coulement en ge´ome´trie complexe.
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Une discussion du mode`le, de´die´e au scalaire mais applicable a` la vitesse, peut eˆtre trouve´e
en sections 5.1.4 et 5.3.3.3.
4.1.3 Stabilite´ nume´rique et limiteur de cascade inverse
Le mode`le multifractal formule´ ainsi fournit une expression non line´aire pour le tenseur
de sous-maille. Il n’est donc pas dissipatif comme peuvent l’eˆtre les mode`les de gradient tels
les mode`les de Smagorinsky. De la meˆme fac¸on que pour un mode`le de similarite´, on pourrait
donc lui adjoindre une partie dissipative afin de construire un mode`le mixte.
La strate´gie choisie est ici diffe´rente. Le caracte`re non dissipatif du mode`le est lie´ a` la re-
monte´e d’e´nergie possible des e´chelles de sous-maille vers les e´chelles re´solues, que permet le
mode`le. Ce ”backscattering”, bien que physiquement ave´re´, est source d’instabilite´ nume´rique
[62] puisqu’une quantite´ positive d’e´nergie peut eˆtre transfe´re´e aux e´chelles re´solues. L’ide´e est
donc de ne laisser remonter qu’un certain pourcentage de cette e´nergie. Cette me´thode, bien
que base´e sur des phe´nome`nes physiques, n’est motive´e que par des conside´rations d’ordre
nume´rique [17].
L’e´nergie transfe´re´e des e´chelles re´solues vers les e´chelles de sous-maille peut eˆtre e´value´e
(cf. 4.2) comme :
P∗ = −τ∗ : S =
∑
i,j
−τ∗ijSij (4.30)
P+ = −u u : S =
∑
i,j
−uiujSij (4.31)
ou`
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
Chacun de ces termes est la somme de 9 composantes en 3D, ne faisant intervenir que des
quantite´s re´solues ou fournies par le mode`le. On peut donc choisir de re´duire d’un certain
pourcentage les composantes ne´gatives de ces quantite´s apre`s l’application du mode`le.
Les composantes des tenseurs τ∗ et u u sont donc re´duites d’un certain facteur (1 − C) avec
0 ≤ C ≤ 1 si ces composantes contribuent a` la cascade inverse :
τ∗ij = (1− C∗)τ∗ij si −τ∗ijSij < 0 (4.32)
uiuj = (1− C+)uiuj si −uiujSij < 0 (4.33)
ou` les coefficients C∗ et C+ du limiteur de cascade inverse peuvent eˆtre choisis constants ou
de´termine´s dynamiquement [17].
4.2 Test sur la vitesse
4.2.1 Implantation
Le mode`le est destine´ a` eˆtre utilise´ dans un contexte industriel et scientifique. Cependant,
la LES ne´cessite des sche´mas de discre´tisation d’ordre suffisamment e´leve´ pour donner des
re´sultats pre´cis. YALES2 est un code re´pondant a` ces deux crite`res.
Mode`le multifractal 61
YALES2
Ce code, de´veloppe´ au CORIA 2 [57] posse`de en effet les proprie´te´s suivantes :
– code de calcul Volumes Finis (VF) incompressible, destine´ a` re´soudre des e´quations de con-
servation,
– grille non structure´e, base´e sur un maillage dual constitue´ de triangles (2D) ou de te´trae`dres
(3D), permettant la simulation de ge´ome´tries complexes fre´quentes dans un contexte in-
dustriel,
– discre´tisations spatiale et temporelle jusqu’a` l’ordre 4, le sche´ma spatial e´tant centre´,
– code massivement paralle`le pre´sentant un scaling performant jusqu’a` plusieurs milliers de
processeurs.
YALES2 est un code re´solvant les e´quations de Navier-Stokes incompressibles dans leur for-
mulation Volumes Finis. Il prend en entre´e des maillages non structure´s constitue´s de triangles,
quadrangles en 2D, et de te´trae`dres et hexae`dres en 3D, susceptibles de paver des ge´ome´tries
complexes. Les volumes de controˆle Ω, polye´driques sont ensuite reconstruits : leurs centres
sont les nœuds du maillage dual fourni et les cellules sont de´coupe´es pour reconstruire les faces
des volumes de controˆle en pointille´s sur le sche´ma 4.4. Les sommets du volume de controˆle
sont donc les centres des segments et des e´le´ments.
Fig. 4.4 : Construction des volumes de controˆle Ω dans le code YALES2 en 2D. Ω est de´limite´ par le
contour en pointille´s.
Au centre p de chaque segment, constituant une paire de nœuds, est associe´e la normale
sortante Aij de la facette correspondante (en pointille´s gras dans 4.4). Cette normale est es-
time´e comme la moyenne des normales des surfaces constituant la facette (2 surfaces en 2D) ;
sa norme correspond a` l’aire totale de cette facette.
Les flux ne´cessaires a` la formulation VF sont calcule´s au niveau de ces paires. A partir de
l’inte´grale sur un volume de controˆle de l’e´quation de quantite´ de mouvement∫
Ω
u,t dV +
∫
Ω
∇ · u u dV − ν
∫
Ω
∇ · ∇u dV + 1
ρ
∫
Ω
∇P dV = 0 (4.34)
le the´ore`me de Green-Ostrogradsky permet d’e´crire∫
Ω
u,tdV +
∫
ω
u u · dS − ν
∫
ω
∇u · dS + 1
ρ
∫
Ω
∇P dV = 0 (4.35)
2. Merci a` Vincent Moureau et Ghislain Lartigue du laboratoire CORIA, ainsi qu’au groupement scientifique
SUCCESS pour la mise a` disposition du code YALES2.
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ou` ω est le contour du volume de controˆle Ω. Pour obtenir l’ordre 2 en espace, une vitesse
convective U ij est reconstruite au niveau des paires de nœuds :
U ij =
1
2
(
ui + uj
)
. (4.36)
et le gradient de vitesse au niveau des paires est reconstruit a` partir des valeurs de vitesse en i
et j a` l’ordre 1. En conside´rant que ω =
⋃
j Aij , ou` π(i) est l’ensemble des points j partageant
une paire avec i, et que les quantite´s u,t et ∇P sont homoge`nes sur le volume Ω, 4.35 peut eˆtre
re´e´crite
V ui,t + ui
∑
j∈π(i)
U ij ·Aij − ν
∑
j∈π(i)
∇uij ·Aij +
V
ρ
∇Pi = 0 (4.37)
qui est l’e´quation discre`te a` re´soudre.
formulation incompressible
Comme dans beaucoup de codes incompressibles, la condition d’incompressibilite´ (e´quation
de continuite´ 2.2a) n’est pas directement re´solue mais agit comme une contrainte impose´e a`
travers le champ de pression. Cette me´thode conduit a` se´parer l’avancement en temps en deux
ope´rations (operator splitting) selon la me´thode de´crite dans [23] :
– e´tape de pre´diction : un champ de vitesse non sole´noı¨dal u∗ est calcule´ a` l’aide du champ
de pression en de´but de pas de temps.
– e´tape de correction : un nouveau champ de pression re´sultant de l’imposition de la con-
trainte d’incompressibilite´ est calcule´ ; le champ de vitesse est alors modifie´ a` l’aide de ce
nouveau champ.
Le champ de pression est donc vu non pas comme un champ physique, mais plutoˆt comme
un multiplicateur de Lagrange permettant l’application implicite de la contrainte d’incom-
pressibilite´.
L’e´tape de pre´diction se fait par application de la relation alge´brique suivante :
u∗ = un − δt
V
(
1
ρ
∇Pn +∇ · un un − ν∆un) (4.38)
On obtient ensuite une e´quation de Poisson pour la pression en appliquant l’ope´rateur diver-
gence a` l’e´quation de quantite´ de mouvement (2.2b) et en remplac¸ant ∇∇un+1 = 0 dans cette
e´quation :
∇2p∗ = ρ∇ · u∗ (4.39)
La vitesse est enfin corrige´e graˆce au gradient de cette nouvelle pression :
un+1 = u∗ − δt
ρ
∇p∗ (4.40)
L’e´quation 4.39 est re´solue a` l’aide d’un solveur line´aire DPCG (Deflated Preconditioned Con-
jugate Gradient) faisant appel a` la de´flation sur plusieurs niveaux de grille [51].
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Le mode`le multifractal lui-meˆme implique le calcul, au de´but de chaque pas de temps, du
terme ∇ · τ de l’e´quation 3.2b. En formulation VF, ce terme est calcule´ comme la somme sur les
facettes du flux associe´ au tenseur τ :
∇ · τ =
∑
j∈π(i)
τ
ij
·Aij
=
∑
j∈π(i)
1
2
(τ
i
+ τ
j
) ·Aij
(4.41)
Le mode`le peut e´galement eˆtre implante´ dans tout code re´solvant les e´quations de Navier-
Stokes. On rappelle a` cet e´gard qu’un mode`le LES peut n’apparaıˆtre que comme l’ajout d’un
terme source aux e´quations de transport des quantite´s filtre´es.
Une contrainte supple´mentaire apparaıˆt cependant, lie´e a` la ne´cessite´ d’un filtrage des champs
re´solus lors de l’application du mode`le, pour le calcul de σ ou τ : il est ne´cessaire de pouvoir
appliquer ce filtrage, et cela impose certaines restrictions notamment dans un code non struc-
ture´. Dans ce contexte, un filtrage par moyenne des points adjacents est aise´ a` implanter (filtre
porte (Tab. 3.1)), et le filtrage gaussien peut eˆtre approche´ par l’application d’une se´rie tronque´e
d’ope´rateurs laplacien [58]. Cette facilite´ d’application dans un code non structure´ a pre´side´ au
choix de ces deux ope´rateurs de filtrage dans l’implantation du mode`le. Le filtrage implicite
de Raymond [69], suppose´ spectralement plus se´lectif qu’un filtrage gaussien, e´tait e´galement
disponible dans le code. Les tests du mode`le ont montre´ que ce filtre apportait des re´sultats
moins bons qu’avec les filtres moyenne ou gaussien.
L’algorithme permettant d’appliquer le mode`le multifractal est donc le suivant :
• filtrage de u a` 2∆, calcul de u∆ via 4.6
• en tout point, calcul de Re∆, calcul de N = log2∆/ηk,
calcul de B = Cb2−2/3N
[(
1− 2−4/3)−1 (24/3N − 1)]1/2
• en tout point assemblage de σ∗ = Bu∆u+Buu∆ +B2u∆u∆
• filtrage de u u
• limitation du backscattering par diminution des composantes ne´gatives de P∗ (resp. P+)
d’un pourcentage C∗ (resp. C+)
• avancement en temps a` l’aide de ∇ · σ∗ et ∇ · u u
En terme de temps de calcul, le mode`le lorsque le limiteur est active´ surP∗ etP+ est environ
30% plus couˆteux qu’un Smagorinsky dynamique localise´.
4.2.2 THI
4.2.2.1 Hypothe`ses
Les tests a posteriori pre´sente´s ici visent essentiellement a` valider l’implantation du mode`le
LES multifractal (MFLES) dans le code YALES2. Une validation plus pousse´e peut eˆtre trouve´e
dans [18] et [17]. Les re´sultats consistent essentiellement en spectres d’e´nergie issus de cal-
culs de turbulence homoge`ne isotrope, ainsi que de courbes d’e´volution des grandeurs tur-
bulentes inte´gre´es sur le domaine, compare´s entre des simulations directes et des simulations
grandes e´chelles. L’e´nergie turbulente n’est pas force´e afin de tester la re´ponse du mode`le a` la
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de´croissance de la turbulence, en terme de stabilite´ et de fide´lite´.
Deux cas de THI sont conside´re´s, correspondant a` deux jeux de proprie´te´s de la turbulence
ainsi que de maillage. Les proprie´te´s initiales des deux cas sont re´sume´es dans le tableau 4.1.
L’ope´rateur (·) utilise´ pour calculer les grandeurs qui seront compare´es a` celles produites
par le mode`le LES est un filtrage gaussien.
cas 1 cas 2 unite´s
Reλ 35 83 [−]
ν 1.4× 10−3 1.0× 10−3 [m2.s−1]
u′ 70 118 [m.s−1]
Lt 2.2× 10−3 2.2 10−3 [m]
ηk 6.01× 10−5 3.92× 10−5 [m]
d 7.5× 10−3 1× 10−2 [m]
τ 3.5× 10−5 4.9× 10−5 [s]
maillage DNS 1283 2563 [−]
maillage LES 163 163 [−]
Tab. 4.1 : proprie´te´s initiales des THI utilise´es pour les tests du mode`le MFLES sur la vitesse. d est la
taille du domaine et Lt la longueur inte´grale.
Le champ de vitesse de la DNS est initialise´ suivant un spectre de Passot-Pouquet [61]. Le
champ LES initial re´sulte du filtrage au moyen d’un filtre gaussien de ce meˆme champ.
Le spectre d’initialisation est peu physique et la dissipation passe par une phase d’aug-
mentation avant de de´croıˆtre re´ellement. Les mode`les de LES - Smagorinsky comme multifrac-
tal - sont incapables de reproduire l’e´volution initiale du calcul pour s’ajuster au spectre non
physique initial. Afin de tester re´ellement la capacite´ des mode`les a` reproduire la de´croissance
de la turbulence, le champ initial utilise´ dans la LES re´sultera donc plutoˆt du filtrage du champ
DNS au de´but de la re´elle de´croissance de la THI, correspondant ici a` t = 1.0 × 10−5s pour le
cas 1 et t = 4.998 × 10−5s pour le cas 2. Les champs de vitesse correspondants sont reproduits
en Fig. 4.5.
En sus d’une reproduction correcte des spectres d’e´nergie, la validite´ du mode`le peut eˆtre
e´value´e en comparant, a posteriori entre la DNS et le calcul LES, le transfert d’e´nergie cine´tique
depuis les e´chelles re´solues vers les e´chelles de sous-maille. En effet, l’e´quation de transport de
l’e´nergie cine´tique re´solue s’e´crit :
∂k
∂t
+ ui
∂k
∂xi
= −∂Fi
∂xi
− ǫ− P (4.42)
Dans 4.42, ǫ repre´sente la dissipation de l’e´nergie re´solue,
ǫ = ν
∂ui
∂xj
∂uj
∂xi
(4.43)
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(a) DNS, cas 1 (b) LES, cas 1
(c) DNS, cas 2 (d) LES, cas 2
Fig. 4.5 : champs de vitesse initiaux des tests sur la vitesse
F est un vecteur flux dont l’inte´grale sur le domaine pe´riodique de la THI est nulle :
Fi = uj
(
uiuj + τ
∗
ij
)− uik + ui p
ρ
− ν ∂k
∂xi
(4.44)
et P , la production d’e´nergie de sous-maille, est constitue´ de deux contributions P = P∗+P+ :
P∗ = −τ∗ : S (4.45a)
P+ = −u u : S (4.45b)
ou`
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(4.46)
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Pour eˆtre valide´, le mode`le doit notamment correctement reproduire les valeurs inte´gre´es
de production d’e´nergie de sous-maille P . La dissipation totale ǫ + P∗ + P+ est e´galement un
indicateur de la fide´lite´ globale du mode`le.
4.2.2.2 Re´sultats
Cas 1
La constante Cb du mode`le de´pend du nombre de Reynolds Reλ. La courbe 4.3 d’apre`s Burton
[16] pre´conise pour Reλ = 35 une constante
Cb = 0.117 (4.47)
Cette constante, issue d’une re´gression minimisant l’erreur commise sur la vitesse de sous-
maille us, n’est pas force´ment celle qui reproduira au mieux les spectres DNS et la de´croissance
correcte de la turbulence. De plus, elle peut de´pendre de l’implantation nume´rique effective du
mode`le, Burton la de´rivant a` partir d’un code e´le´ments finis tandis que la pre´sente implantation
repose sur une formulation volumes finis. Le filtrage, de la DNS comme des champs LES, est
en outre diffe´rent dans les deux cas : Burton utilise des filtres boıˆte pour calculer les champs
re´solus LES, et un filtrage de Legendre pour le calcul de u∆.
Afin de tester toutes les hypothe`ses, les pre´sents re´sultats utilisent plusieursCb, comprenant
notamment la constante admise par Burton de 0.117. Une valeur beaucoup plus e´leve´e de 1.25
est trouve´e en essayant de reproduire la de´croissance de la turbulence par le mode`le, c’est a`
dire en faisant varier cette constante jusqu’a` trouver la courbe d’e´volution de la dissipation to-
tale ε + P∗ + P+ du mode`le la plus proche de la DNS. Cette courbe est repre´sente´e en Fig. 4.6
pour Cb = 1.25 et Cb = 0.117, avec des valeurs du limiteur de cascade inverse de BSL = 15%.
L’accord est excellent avec la DNS pour la plus forte constante Cb. Pour la plus faible en
revanche, la dissipation totale est syste´matiquement surestime´e. A titre de comparaison, les
courbes correspondantes pour les mode`les de Smagorinsky sont incluses. Le Smagorinsky dy-
namique est relativement proche de la courbe DNS, tandis que la LES multifractale a`Cb = 0.117
est moins bonne que le Smagorinsky classique pour ce crite`re.
La dissipation totale est une donne´e importante pour tester la bonne reproduction de la
de´croissance de la turbulence par le mode`le. Cette dissipation contient plusieurs termes qui
peuvent eˆtre explicite´s se´pare´ment. Si la dissipation totale permet d’e´valuer la fide´lite´ globale
de celui-ci, l’action directe du mode`le est e´value´e via P∗. Les courbes d’e´volution temporelle
de cette quantite´ sont reproduites en Fig. 4.7 pour Cb = 1.25 et 4.8 pour Cb = 0.117.
La production de sous-maille est surestime´e d’un ordre de grandeur quand la constante
vaut 1.25, tandis que la constante de Cb = 0.117 permet une excellente reproduction de P∗
obtenue dans la DNS pour une limitation de cascade inverse de 15%.
Notons qu’appliquer a` la constante un facteur 10 conduit a` une multiplication par 10 de la
valeur de P∗ pre´dite par le mode`le, correspondant donc a` un instant donne´ a` une multiplica-
tion par 10 du tenseur σ∗. Celui-ci n’est pourtant pas line´aire en Cb. Ceci fournit un indice pour
expliquer le fait qu’une des valeurs de Cb reproduit correctement la dissipation totale mais pas
la production de sous-maille, et inversement pour l’autre valeur. En effet, on est ici a` faible Reλ,
associe´ a` un faible rapport ∆/ηk. La vitesse u
∆ prend donc de petites valeurs, la partie quadra-
tique en Cb de l’expression de σ
∗ devenant ne´gligeable.
Un facteur 128/16 = 8 entre l’e´chelle de coupure LES et l’e´chelle de Kolmogorov est loin d’eˆtre
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Fig. 4.6 : cas 1 - e´volution de la dissipation totale ε + P∗ + P+ au cours du temps. Les valeurs sont
normalise´es par (ε+ P∗ + P+)0, valeur de la dissipation totale initiale issue de la DNS.
: DNS ;  :Cb = 0.117 ;▽ :Cb = 1.25 ;× : Smagorinsky classique ; + : Smagorinsky dynamique
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Fig. 4.7 : cas 1 - e´volution de la partie non-re´solue P∗ de la production de sous-maille au cours du temps
pour diffe´rentes valeurs du limiteur de backscattering. Cb = 1.25.
: DNS ; © : limiteur 0% ;  : limiteur 15% ; ▽ : limiteur 30%
repre´sentatif d’un cadre re´el d’application de la LES, de sorte que l’influence du mode`le reste
limite´e. L’e´nergie transfe´re´e des e´chelles re´solues vers les e´chelles de sous-maille est peu im-
portante au regard de la dissipation visqueuse de l’e´nergie cine´tique re´solue (le facteur entre
les deux est de l’ordre de 5000), dont l’e´volution est reproduite en fig. 4.9. Un test plus re´solu, a`
Re plus e´leve´ permettant un filtrage a` une e´chelle plus e´loigne´e de l’e´chelle dissipative, semble
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Fig. 4.8 : cas 1 - e´volution de la partie non-re´solue P∗ de la production de sous-maille au cours du temps
pour diffe´rentes valeurs du limiteur de backscattering. Cb = 0.117.
: DNS ; © : limiteur 0% ;  : limiteur 15% ; ▽ : limiteur 30%
ne´cessaire. Ce test correspond au cas 2.
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Fig. 4.9 : cas 1 - e´volution des diffe´rents taux de transfert d’e´nergie au cours du temps, issus de la DNS.
ε ; P∗ ; P+
L’effet de la constante du mode`le sur la reproduction des spectres d’e´nergie cine´tique est
pre´sente´ en Fig. 4.10. Les spectres de la DNS sont repre´sente´s a` diffe´rents instants, ainsi que
ceux de la LES pour Cb = 0.117, Cb = 1.25 et pour une valeur interme´diaire. Les petites e´chelles
re´solues sont tre`s peu affecte´es par le changement de constante, en lien avec la faible contribu-
tion de σ∗ a` la dissipation totale. En revanche, les e´chelles interme´diaires sont mieux repro-
duites avec les constantes plus faibles qu’avec Cb = 1.25, qui conduit a` une sous-estimation
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syste´matique de leur e´nergie.
Une meilleure reproduction des spectres conduirait donc a` pre´fe´rer une valeur de 0.117 pour
la constante du mode`le.
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Fig. 4.10 : cas 1 - e´volution des spectres d’e´nergie cine´tique lors de la de´croissance de la turbulence pour
diffe´rentes constantes Cb. Initialement, Reλ = 35. La DNS comprend 128
3 points et la LES 163. Les
spectres correspondent respectivement (du haut vers le bas) a` tτ = 2.9, 5.7 et 11.4.
: DNS ; © : Cb = 0.118 ;  : Cb = 0.3 ; ▽ : Cb = 1.25
L’influence de la valeur du limiteur de backscattering est montre´e en Fig. 4.11 pour Cb =
0.117. Le calcul reste stable meˆme en l’absence de limiteur. La turbulence n’e´tant pas force´e,
cette constatation n’est cependant gue`re e´tonnante.
Le limiteur montre une action au-dela` de la simple stabilisation nume´rique : il modifie
e´galement la fide´lite´ du mode`le. On peut voir qu’il influe sur toute la largeur du spectre, mais
de fac¸on plus pre´gnante aux petites e´chelles re´solues. Dans tous les cas l’e´nergie des e´chelles
me´dianes est le´ge`rement surestime´e, tandis que les e´chelles proches de l’e´chelle de coupure
voient leur e´nergie sous-estime´e par le mode`le par rapport a` la DNS, au moins en de´but de cal-
cul. Dans ces calculs, les deux termes P+ et P∗ sont limite´s avec le meˆme facteur. La limitation
de P+, qui influe plus sur les e´chelles me´dianes, be´ne´ficie d’avantage d’une valeur de 15%,
tandis qu’une valeur plus faible pour la limitation de P∗ semble judicieuse pour reproduire au
mieux les petites e´chelles.
Au vu des courbes d’e´volution temporelle des termes de transfert d’e´nergie vers les petites
e´chelles, une valeur de 15% de limitation est retenue comme procurant une meilleure fide´lite´.
La Fig. 4.12 compare les spectres obtenus pour les valeurs retenues de la MFLES (Cb = 0.117
et BSL = 15%) avec ceux tire´s du mode`le Smagorinsky classique et de sa version dynamique
localise´e. Si le mode`le ne reproduit pas exactement les spectres de la DNS, il reste meilleur que
le dynamique localise´, sans toutefois e´galer la reproduction des spectres DNS par le Smagorin-
sky classique.
Mode`le multifractal 70
1e-14
1e-12
1e-10
1e-08
1e-06
0.0001
0.01
1
1000 10000
Eˆ
[m
2
.s
−
2
]
k [m−1]
Fig. 4.11 : cas 1 - e´volution des spectres d’e´nergie cine´tique lors de la de´croissance de la turbulence pour
diffe´rentes valeurs du limiteur de backscattering. THI de´croissante a` Reλ = 35.
: DNS ; © : limiteur 0% ;  : limiteur 15% ; ▽ : limiteur 30%
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Fig. 4.12 : cas 1 - comparaison des spectres obtenus par MFLES, mode`le de Smagorinsky et Smagorinsky
dynamique localise´.
: DNS ; ▽ : MFLES ; × : Smagorinsky classique ; + : Smagorinsky dynamique
Cas 2
Le deuxie`me cas teste´ est une THI a` un Re plus e´leve´ de 83. Le rapport entre la dissipa-
tion visqueuse des e´chelles re´solues et la production de sous-maille due au mode`le (Fig. 4.13)
reste cependant de l’ordre de 3000 en de´but de de´croissance. Pour ce nombre de Reynolds, la
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constante issue de 4.3 vaut Cb = 0.28 tandis que celle donnant la meilleure ade´quation entre la
courbe de dissipation totale LES et celle de la DNS vaut Cb = 1.7. La courbe correspondante en
Fig.4.14 montre les meˆmes tendances que pour le cas 1.
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Fig. 4.13 : cas 2 - e´volution des diffe´rents taux de transfert d’e´nergie au cours du temps, issus de la DNS.
ε ; P∗ ; P+
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 1 2 3 4 5 6
(ε
+
P
∗
+
P
+
)/
(ε
+
P
∗
+
P
+
) 0
[−
]
t/τ [−]
Fig. 4.14 : cas 2 - e´volution de la dissipation totale ε+ P∗ + P+ au cours du temps.
: DNS ;  : MFLES Cb = 0.28 ; ▽ : MFLES Cb = 1.7 ; × : Smagorinsky classique ; + :
Smagorinsky dynamique
La partie non re´solue P∗ de la production de sous-maille, visible en Fig. 4.15 pour les deux
constantes Cb, pre´sente une e´volution e´galement similaire au cas 1. Si Cb = 0.28 produit une
dissipation moins bonne pour ce Reynolds plus e´leve´, l’accord reste cependant satisfaisant. La
constante plus e´leve´e persiste a` surestimer grandement la production de sous-maille.
La valeur initiale de P+ (Fig. 4.16) est diffe´rente de celle de la DNS alors meˆme que cette
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Fig. 4.15 : cas 2 - e´volution de la partie non-re´solue P∗ de la production de sous-maille au cours du
temps pour diffe´rentes valeurs du limiteur de backscattering. Cb = 0.28 (gauche) et Cb = 1.7 (droite)
: DNS ; © : limiteur 0% ;  : limiteur 15% ; ▽ : limiteur 30%
quantite´ ne de´pend que de grandeurs re´solues. Cela est duˆ au limiteur de cascade inverse
de 15%, qui augmente l’e´nergie transfe´re´e aux e´chelles de sous-maille (les courbes correspon-
dantes, mais sans limitation, sont en dessous de la courbe DNS). Cette tendance se poursuit tout
au long du calcul, conduisant a` surestimer syste´matiquement la production de sous-maille, de
fac¸on cependant moins importante pour la constante Cb = 1.7. P+ ne renseignant que sur les
grandeurs re´solues, le meilleur comportement avec la plus grande constante est duˆ au fait que
celle-ci reproduit mieux la dissipation totale, donc l’e´volution de u moyenne sur le domaine.
La courbe d’e´volution de l’e´nergie cine´tique re´solue moyenne k, non reproduite ici car n’ap-
portant pas d’information supple´mentaire par rapport a` la Fig. 4.14, le confirme.
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Fig. 4.16 : cas 2 - e´volution de la partie re´solue P+ de la production de sous-maille au cours du temps.
: DNS ;  : MFLES Cb = 0.28 ; ▽ : MFLES Cb = 1.7 ;
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Fig. 4.17 : cas 2 - e´volution de la dissipation visqueuse re´solue ε au cours du temps.
: DNS ;  : MFLES limiteur 15% ; ▽ : MFLES limiteur 30% ; × : Smagorinsky classique ; + :
Smagorinsky dynamique
La courbe d’e´volution de la dissipation visqueuse re´solue, en Fig. 4.17, est tre`s similaire a`
celle de la dissipation totale, en accord avec le rapport trop important du taux de dissipation
visqueuse sur la production de sous-maille due au mode`le. Ce constat contraint a` ne conside´rer
que les courbes de la production de sous-maille pour juger du mode`le, du fait du nombre de
Reynolds teste´, trop faible meˆme dans le cas 2.
L’effet de la constante du mode`le sur les spectres, visible en Fig. 4.18, est plus important
pour cette valeur du Reynolds que dans le cas 1. La constante e´leve´e reproduit mal les spectres
de la DNS en sous-estimant l’e´nergie a` toutes les e´chelles. La constante Cb = 0.28 produit des
spectres satisfaisants, bien que l’e´nergie au niveau de l’e´chelle de coupure soit trop faible, en
accord avec la dissipation totale trop e´leve´e trace´e en Fig. 4.14.
L’effet du limiteur est pre´sente´ en Fig.4.19 pour cette valeur de la constante. Cet effet est
ici plus visible aux e´chelles interme´diaires que pour un nombre de Reynolds plus faible. Le
limiteur de 15% donne les re´sultats les plus fide`les. L’e´nergie des petites e´chelles re´solues est
toujours trop faible, meˆme sans limitation de la cascade inverse.
La reproduction des spectres par le mode`le multifractal est au global assez bonne pour Cb =
0.28 et 15% de limitation, comme en te´moigne la comparaison avec les mode`les de Smagorinsky
en Fig. 4.20. Le mode`le dynamique peine a` reproduire les spectres DNS a` tout instant et a` toutes
les e´chelles. Le mode`le classique de Smagorinsky, connu pour produire de bons re´sultats en
Turbulence homoge`ne isotrope, est effectivement assez fide`le. La LES multifractale donne des
re´sultats le´ge`rement meilleurs que celui-ci sur les e´chelles interme´diaires, bien que les e´chelles
les plus petites soient moins bien repre´sente´es.
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Fig. 4.18 : cas 2 - e´volution des spectres d’e´nergie cine´tique lors de la de´croissance de la turbulence pour
diffe´rentes constantes Cb. Initialement, Reλ = 83. La DNS comprend 256
3 points et la LES 163. Les
spectres correspondent respectivement (du haut vers le bas) a` tτ = 2.04, 4.69 et 7.55.
: DNS ; © : Cb = 0.28 ;  : Cb = 0.4 ; ▽ : Cb = 1.7
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Fig. 4.19 : cas 2 - e´volution des spectres d’e´nergie cine´tique lors de la de´croissance de la turbulence pour
diffe´rentes valeurs du limiteur de backscattering. Cb = 0.28.
: DNS ; © : limiteur 0% ;  : limiteur 15% ; ▽ : limiteur 30%
Les calculs ont e´te´ lance´s e´galement sans mode`le afin de tester l’influence du mode`le. Pour
le cas 1, les re´sultats sont le´ge`rement meilleurs avec le mode`le multifractal au niveau des spec-
tres mais l’influence est faible. Le mode`le multifractal montre un effet plus important pour le
cas 2, ou` l’ame´lioration en terme de spectres est plus visible.
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Fig. 4.20 : cas 2 - comparaison des spectres obtenus par MFLES, mode`le de Smagorinsky et Smagorinsky
dynamique localise´.
: DNS ; ▽ : MFLES ; × : Smagorinsky classique ; + : Smagorinsky dynamique
Conclusions
Les deux cas de turbulence homoge`ne isotrope teste´s montrent que le mode`le multifractal
tel qu’il a e´te´ implante´ dans le code YALES2 se comporte de fac¸on satisfaisante.
La constante Cb du mode`le de´pend du nombre de Reynolds conside´re´. La valeur tire´e de la
courbe 4.3 provient d’une re´gression sur us, en minimisant l’erreur produite par le mode`le
dans la reproduction des valeurs de la vitesse de sous-maille issue d’une simulation directe. A
faible nombre de Reynolds, cela revient a` une re´gression sur le tenseur de sous-maille τ∗. La
production d’e´nergie de sous-maille associe´e a` ce tenseur, P∗, telle que pre´dite par le mode`le,
est d’ailleurs moins bonne a` Reλ = 83 que pour une plus faible valeur de 35. Les valeurs plus
e´leve´es de la constante pre´sente´es dans ces tests permettent quant a` elles de minimiser l’erreur
sur la dissipation totale du mode`le LES, autrement dit celle associe´e au tenseur τ . Les tests
pre´sente´s ici n’ont qu’un nombre de Reynolds tre`s faible. Quand celui-ci augmente, la dissi-
pation visqueuse des e´chelles re´solues ε tend vers ze´ro. La partie de la dissipation totale de
sous-maille que le mode`le doit reproduire fide`lement est alors bien P∗, qui conditionne alors
toute la dynamique. De plus la vitesse de sous-maille est alors mieux reproduite par le mode`le,
ce qui peut eˆtre avantageux si celle-ci doit eˆtre utilise´e dans la fermeture de mode`les lie´s a`
d’autre phe´nome`nes physiques.
Le limiteur de cascade inverse, bien que destine´ uniquement a` assurer la stabilite´ nume´rique
du mode`le multifractal par nature non diffusif, influe sur les grandeurs calcule´es par le mode`le
et leur e´volution lors du calcul. Afin d’assurer la stabilisation sans nuire a` la fide´lite´ du mode`le,
une valeur de 15% semble approprie´e. Cette valeur est celle pre´conise´e par Burton [17].
Il est inte´ressant de constater que, bien que le mode`le multifractal soit sous cette implanta-
tion un mode`le localise´, il se comporte sur une turbulence homoge`ne isotrope plus comme le
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mode`le classique de Smagorinsky que comme la version de Germano et Lilly. Il est en effet
meilleur sur les spectres que le Smagorinsky dynamique, et surestime dans les cas teste´s la dis-
sipation totale de l’e´nergie des e´chelles re´solues, comme le fait le mode`le classique. On peut y
voir l’avantage des mode`les structurels : le mode`le de gradient classique reproduit assez bien
une THI en moyenne, alors que le mode`le localise´ ne peut capter les e´carts locaux a` la moyenne,
produisant des spectres peu fide`les quand le nombre de Reynolds augmente. Un mode`le struc-
turel semble plus a` meˆme de reproduire ces e´carts, bien que les courbes d’e´volution montrent
qu’il produise en moyenne une dissipation de sous-maille trop e´leve´e. Cet avantage est bien
suˆr plus inte´ressant sur des cas autres qu’homoge`nes et isotropes, pour lesquels le mode`le clas-
sique ne fonctionne pas aussi bien.
Pour finir, ces tests valident l’implantation du mode`le multifractal dans YALES2 et notamment
le caracte`re localise´ du calcul du nombre de Reynolds Re∆ associe´ a` la maille LES. Ces tests
soulignent cependant l’importance donne´e a` la constante Cb du mode`le, qui concentre une
grande partie de l’information multifractale et de la variabilite´ du mode`le. Cette importance
est regrettable en ce qu’elle force a` une forme de re´gression a priori sur un parame`tre, ce qui
re´duit l’inte´reˆt du caracte`re structurel du mode`le. Rendre Cb dynamique et localise´ pourrait
eˆtre une option.
Chapitre 5
Mode`le multifractal pour les scalaires
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Une de´rivation du mode`le MFLES applique´ aux scalaires a` grand Schmidt est pre´sente´ dans ce
chapitre. Une simulation nume´rique directe du transport de scalaires a` diffe´rents Schmidt en
e´coulement turbulent ont permis de mener des tests a priori du mode`le propose´.
5.1 De´rivation du mode`le LES pour les scalaires a` grand Schmidt
Sur la base de son mode`le pour la vitesse de´crit en 4.1.2, Burton de´rive un mode`le similaire
pour le scalaire [16], base´ sur une cascade de la dissipation scalaire, qui posse`de elle aussi un
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caracte`re multifractal [65, 79]. Ce mode`le n’est de´rive´ que dans les cas ou` :
– Sc = 1, la cascade intervenant entre l’e´chelle de coupure de la LES et l’e´chelle de Kol-
mogorov,
– Sc > 1, l’e´chelle de coupure de la LES devant se situer dans la zone visqueuse-convective
avec une cascade depuis cette e´chelle jusqu’a` l’e´chelle de Batchelor. Cette configuration
implique une re´solution de toutes les e´chelles de la vitesse.
Cette section propose une modification du mode`le multifractal pour les scalaires a` grand
Schmidt susceptible de simuler le transport de scalaire avec une fre´quence de coupure LES
situe´e dans la zone inertielle.
5.1.1 Initiateur de la cascade
Comme pour la vitesse, il est ne´cessaire pour appliquer le mode`le de reconstruire a` partir
des quantite´s re´solues l’initiateur de la cascade, c’est a` dire la quantite´ de dissipation scalaire
a` re´partir par la cascade. Le mode`le s’applique de la meˆme fac¸on au scalaire et a` la vitesse. La
diffe´rence tient dans les lois d’e´chelle distinctes relatives aux grandeurs conside´re´es. Ainsi, le
spectre de la dissipation scalaire a` Sc > 1 comporte une zone inertielle-convective et une zone
visqueuse-convective. L’initiateur de la cascade χs est donc constitue´ de deux contributions
χsIC et χ
s
V C repre´sente´es en Fig. 5.1.
χˆ(k)
k
k1/3
kηk∆
k1
kbk2∆
χsV C
χsICχ∆
Fig. 5.1 : spectre sche´matique de la dissipation scalaire pour Sc > 1
χs =
∫ kb
k∆
χˆ(k)dk
= χsIC + χ
s
V C
=
∫ kη
k∆
χˆ(k)dk +
∫ kb
kη
χˆ(k)dk
(5.1)
Les e´chelles de Kolmogorov et Batchelor sont ici estime´es a` l’aide du nombre de Reynolds
de maille Re∆ (4.13) pour η et du nombre de Schmidt Sc pour ηb.
Pour estimer χsIC , on recourt a` la similarite´ d’e´chelle : la dissipation e´volue de la meˆme fac¸on
entre k∆ et kη que entre k2∆ et k∆ si k2∆ est e´galement dans la zone inertielle-convective, or la
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dissipation χ∆ entre k2∆ et k∆ peut eˆtre estime´e dans l’espace physique a` l’aide de quantite´s
re´solues :
χ∆ ≈ Γ∇φ∆ · ∇φ∆ (5.2)
ou`
φ∆ = φ− φ2∆ (5.3)
l’ope´rateur (·)2∆ e´tant un filtrage a` l’e´chelle 2∆.
χ∆ =
∫ k∆
k2∆
χˆ(k)dk
= Ak
4/3
2∆
[(
k∆
k2∆
)4/3
− 1
]
= Ak
4/3
2∆
(
24/3 − 1
)
(5.4)
donc
A = χ∆k
−4/3
2∆
(
24/3 − 1
)−1
(5.5)
ce qui permet le calcul de χsIC :
χsIC =
∫ kη
k∆
χˆ(k)dk
= Ak
4/3
∆
[(
kη
k∆
)4/3
− 1
]
= χ∆(1− 2−4/3)−1
[
24/3NIC − 1
]
(5.6)
ou` NIC est le nombre de pas de cascade dans la zone inertielle-convective NIC = log2 ∆ηk .
Le meˆme principe est applique´ pour le calcul de la dissipation en zone visqueuse-convective.
On de´finit les quantite´s suivantes, repre´sente´es en Fig. 5.2 : χ+ est la dissipation entre k2η et kη
et χ− est la dissipation entre kη et kη/2.
χ+ =
∫ kη
k2η
χˆdk
= χ∆k
−4/3
2∆ (2
4/3 − 1)−1k4/32η
[(
kη
k2η
)4/3
− 1
]
= χ∆
(
∆
η
)4/3
= χ∆24/3NIC
(5.7)
Par continuite´ du spectre de dissipation :
χ− ≈ χ+ (5.8)
et on peut exprimer χsV C en fonction de χ
− :
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χˆ(k)
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Fig. 5.2 : repre´sentation de χ+ et χ− sur le spectre de dissipation scalaire.
χsV C =
∫ kb
kη
χˆdk
= Bk2η
[(
kb
kη
)2
− 1
] (5.9)
χ− =
∫ kη/2
kη
χˆdk
= Bk2η
[(
kη/2
kη
)2
− 1
]
= Bk2η
(
22 − 1)
(5.10)
donc
B = χ∆24/3N
IC
k−2η
(
22 − 1)−1 (5.11)
En remplac¸ant B dans 5.9, il vient :
χsV C = χ
∆ 1
3
24/3N
IC [
22NV C − 1] (5.12)
ou` NV C est le nombre de pas de cascadde dans la zone visqueuse-convective NV C = log2 ηkηb .
L’expression finale de l’initiateur de la cascade est donc
χs = χ∆
[(
1− 2−4/3
)−1 (
24/3NIC − 1
)
+
24/3NIC
3
(
22NV C − 1)] (5.13)
5.1.2 Expression du scalaire de sous-maille
A partir de l’initiateur de la cascade, on applique la meˆme me´thode que pour la vitesse.
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Norme du gradient de scalaire de sous-maille
La cascade binomiale stochastique est applique´e a` χs pour re´cupe´rer un champ de norme
de gradient de scalaire en tout point x de la maille :
|∇φs| (x) =
[
χs
Γ
23NIC
(NIC∏
i=1
MICi (x)
)
23NV C
(NV C∏
i=1
MV Ci (x)
)]1/2
(5.14)
Orientation du gradient de scalaire de sous-maille et intermittence
On introduit le facteur d’intermittence du gradient de scalaire qui de´pend du nombre de
pas de cascade :
I(NIC ,NV C) =
∫
x′ ∇φs · ∇φ∆d3x′∫
x′ |∇φs| |∇φ∆| d3x′
(5.15)
qui permet d’e´crire en moyenne sur la maille :
〈∇φs〉 = 〈|∇φs|〉I(NIC ,NV C) ∇φ
∆
|∇φ∆|
= I(NIC ,NV C)
(
χs
Γ
)1/2
23/2(NIC+NV C)〈(MIC)1/2〉NIC 〈(MV C)1/2〉NV C ∇φ∆|∇φ∆|
(5.16)
Moyenne de scalaire sur la sous-maille
On peut exprimer le scalaire en fonction de son gradient, de la meˆme fac¸on que l’inte´grale de
Biot-Savard permettait d’exprimer la vitesse en fonction de la vorticite´ :
〈φs〉 = ∇ · 1
4π
∫
x′
〈∇φs〉
|x− x′|dx
′ (5.17)
Selon la meˆme proce´dure qu’en section 4.1.2, l’e´quation 5.17 permet d’exprimer le scalaire
de sous-maille moyen en fonction de φ∆ :
〈φs〉 = I(NIC ,NV C)23/2(NIC+NV C)〈
(MIC)1/2〉N IC 〈(MV C)1/2〉NV C ( χs
χ∆
)1/2
φ∆ (5.18)
E´valuation du facteur d’intermittence par passage a` la limite
Quand les nombres de pas de cascade NIC et NV C tendent vers l’infini, le scalaire de sous-
maille tend vers une constante finie :
cste ∼ I(NIC ,NV C)23/2(NIC+NV C)〈
(MV C)1/2〉NV C 〈(MIC)1/2〉NIC22/3NIC+NV C (5.19)
On peut donc finalement exprimer la moyenne du scalaire de sous-maille en fonction de
φ∆, NIC , NV C et une constante Cd :
〈φs〉 = Cd2−2/3NIC−NV C
[(
1− 2−4/3
)−1 (
24/3NIC − 1
)
+
24/3NIC
3
(
22NV C − 1)]1/2 φ∆ (5.20)
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5.1.3 Formulation du mode`le
La formulation du mode`le inte`gre l’expression de la vitesse de sous-maille us donne´e en
4.27 et celle de´rive´e en 5.20. Le flux de sous-maille s’exprime donc comme :
σ∗ = Duφ∆ +Bu∆φ+BDu∆φ∆ (5.21)
avec
B = Cb2
−2/3NIC
[(
1− 2−4/3
)−1 (
24/3NIC − 1
)]1/2
(5.22)
D = Cd2
−2/3NIC−NV C
[(
1− 2−4/3
)−1 (
24/3NIC − 1
)
+
24/3NIC
3
(
22NV C − 1)]1/2 (5.23)
5.1.4 Commentaires
La partie de´pendante de N dans l’expression du scalaire de sous-maille, e´gale a` D/Cd est
une puissance de 2. Elle e´volue tre`s rapidement en fonction de N (que ce soit NIC ou NV C)
pour atteindre une valeur asymptotique.
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Fig. 5.3 : e´volution de la partie de´pendante de N dans le coefficient d’auto-similarite´ du mode`le multi-
fractal en zone inertielle-convective (NV C = 0, e´volution en fonction de NIC , ligne pleine) et en zone
visqueuse-convective (NIC = 0, e´volution en fonction de NV C , ligne pointille´e).
Le mode`le MFLES apparaıˆt donc comme un mode`le de similarite´ d’e´chelle modifie´, qui
fournit une expression pour le scalaire de sous-maille (ou la vitesse de sous-maille) en fonction
du scalaire re´solu (ou la vitesse re´solue) filtre´ a` une e´chelle test supe´rieure a` l’e´chelle de coupure
LES.
5.2 Simulation nume´rique directe
5.2.1 Conditions de simulation
La simulation est celle de l’advection-diffusion de poches de scalaires pour diffe´rents nom-
bres de Schmidt par une turbulence homoge`ne isotrope fige´e. Cinq nombres de Schmidt supe´-
rieurs a` 1 sont conside´re´s, pour un nombre de Reynolds de 25.
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Le champ de vitesse est obtenu par un forc¸age line´aire dans le code YALES2. Le champ initial
est ge´ne´re´ selon un spectre synthe´tique de Passot-Pouquet. Ce champ initial n’influe pas sur
la solution finale force´e, et n’a d’importance que dans la mesure ou` il permet d’obtenir plus
ou moins vite une solution stationnaire. Ce champ de vitesse est ensuite fige´ pour la suite de
l’e´tude. un autre code discute´ ci-apre`s est utilise´ pour re´soudre l’e´quation du scalaire.
L’ide´al pour des THI est d’utiliser un code spectral, qui permet a` la fois une pre´cision nume´rique
plus grande et un forc¸age efficace sur des bandes du spectre choisies, correspondant ge´ne´rale-
ment aux zones physiques de production de l’e´nergie (faibles nombres d’onde). Ce choix n’a
pas e´te´ retenu ici principalement pour utiliser des outils de´ja` disponibles et par manque de
temps. Il s’est ave´re´ a posteriori que, le temps de forc¸age line´aire e´tant beaucoup plus long que
pour un forc¸age spectral, le de´veloppement d’un code spectral euˆt e´te´ judicieux.
grandeur valeur unite´
u′i 22.4 [m.s
−1]
ν 10−3 [m2.s−1]
L (inte´grale) 2× 10−3 [m]
ηk 1.11× 10−4 [m]
ε 6634118 [m2.s−3]
Reλ 25 [−]
Tab. 5.1 : proprie´te´s de la THI utilise´es dans la DNS. Le domaine cubique a un coˆte´ de Lt = 10
−2m. Le
maillage de 10243 points a un espacement homoge`ne et isotrope de δ = 9.77× 10−6 m.
Des poches de scalaire, dont une repre´sentation est visible en Fig. 5.4(a) et dont les pro-
prie´te´s sont re´sume´e en Tab. 5.2, sont ge´ne´re´es avec deux longueurs caracte´ristiques de 0.4Lt
et 0.05Lt .
grandeur valeur unite´
Sc 1 10 50 100 150 [−]
Γ 10−3 10−4 2× 10−5 10−5 6.67× 10−6 [m2.s−1]
ηb 1.11× 10−4 3.5× 10−5 1.57× 10−5 1.11× 10−5 9.05× 10−6 [m]
Tab. 5.2 : proprie´te´s des scalaires utilise´es dans la DNS. Le scalaire a` Sc = 150 est le´ge`rement sous-
re´solu (ηb/δ = 1.08).
5.2.2 Code utilise´
La simulation a e´te´ re´alise´e a` l’aide du code de calcul grOlapin e´crit a` cet effet en Fortran
(norme 90). Ce code est paralle´lise´ a` l’aide de MPI et re´sout les e´quations de transport du
scalaire en diffe´rences finies par le champ de vitesse fige´e sur une grille carte´sienne re´gulie`re.
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(a) la pdf du scalaire est constitue´e de deux demi-
gaussiennes centre´es en 0 et 1. Le spectre du scalaire
contient de l’e´nergie sur deux nombres d’onde corre-
spondant a` 0.4Lt et 0.05Lt.
(b) norme du champ de vitesse
Fig. 5.4 : repre´sentation sur un plan de coupe du domaine des poches de scalaire utilise´es comme champ
initial (a) et du champ de vitesse (b).
me´thodes nume´riques
Des sche´mas d’ordre e´leve´ (jusqu’a` 8 spatialement) ont e´te´ envisage´s pour l’e´criture du
code. L’analyse de stabilite´ a mis en avant un crite`re CFL beaucoup trop restrictif, qui impo-
sait un travail conse´quent de de´veloppement de sche´mas plus robustes. Les sche´mas com-
pacts de´crits dans [49] ont e´te´ abandonne´s du fait de leur caracte`re implicite qui rend leur par-
alle´lisation trop couˆteuse. De plus, les sche´mas d’ordre e´leve´s ne sont pas force´ment adapte´s a`
la re´solution de fronts raides comme peut l’exiger la simulation d’e´coulements peu diffusifs en
conditions DNS.
Le choix s’est donc porte´ sur des sche´mas spatiaux d’ordre 2 qui rendent accessible la simula-
tion pour un couˆt de calcul tre`s faible. Ainsi, une me´thode de type MUSCL a e´te´ implante´e qui
permet de conserver la monotonicite´ [84] du sche´ma meˆme en pre´sence de fronts de scalaire.
Ce sche´ma TVD (Total Variation Diminishing) repose sur une limitation de la pente au cours
du calcul. Le limiteur utilise´ est celui de Van Albada :
L =
r2 + r
r2 + 1
, (5.24)
ou` r =
φi − φi−1
φi+1 − φi (5.25)
L’avancement en temps est re´alise´ a` l’aide d’un Runge-Kutta d’ordre 2, dont l’algorithme
en dimension 1 est de´crit ci-apre`s :
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• 1er pas RK centre´
pente pi =
1
2δ
(φi+1 − φi−1) (5.26)
φ∗i = φ
n
i −
1
2
dt ui pi (5.27)
• 2eme pas reconstruit de´centre´ avec limiteur
φn+1i = φ
n
i −
dt
δ
ui(φ
l
i+ 1
2
− φl
i− 1
2
) (5.28)
Les φl sont les valeurs de φ interpole´es entre 2 points a` partir des gradients limite´s (a`
gauche ou a` droite en fonction du signe de ui) :
– reconstruction a` gauche si u > 0 :
pmoy =
1
δ
(φ∗i+1 − φ∗i ) (5.29a)
a =2pi − pmoy (5.29b)
b =pmoy (5.29c)
pli =
a2b+ ab2
a2 + b2
(5.29d)
φl
i+ 1
2
=φ∗i +
1
2
δpli (5.29e)
i i+1
pi
φlim
pmoy
pi+1
Fig. 5.5 : reconstruction a` gauche de φi+1/2 si ui > 0
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– reconstruction a` droite si u < 0 :
pmoy =
1
δ
(φ∗i+1 − φ∗i ) (5.30a)
a =2pi+1 − pmoy (5.30b)
b =pmoy (5.30c)
pli+1 =
a2b+ ab2
a2 + b2
(5.30d)
φl
i+ 1
2
=φ∗i+1 −
1
2
δpli+1 (5.30e)
pi
pi+1
pmoy
φlim
i i+1
Fig. 5.6 : reconstruction a` droite de φi+1/2 si ui < 0
Analyse de stabilite´
Une analyse de stabilite´ line´aire [3] permet de de´terminer que ce sche´ma est stable sous la
contrainte d’un crite`re CFL ≤ 1.
forc¸age du scalaire
Pour e´tudier la re´duction de l’anisotropie du scalaire aux petites e´chelles, un gradient moyen
est impose´ sur le scalaire. Il consiste en l’ajout d’un gradient homoge`ne de scalaire α dans
la re´solution de l’e´quation de transport du scalaire, qui conduit a` l’adjonction d’un terme
supple´mentaire de forc¸age fφ = u·α. L’ajout du gradient est e´quivalent a` un forc¸age du scalaire.
Il permet donc e´galement d’atteindre un e´tat statistiquement stationnaire, impliquant la con-
servation de l’e´nergie moyenne 〈kφ〉 = 〈φ2〉 du scalaire sur le domaine au cours du temps.
Le terme source sur l’e´nergie correspondant a` ce gradient doit donc eˆtre e´gal a` la dissipation
scalaire moyenne. En effet la conservation de l’e´nergie scalaire s’e´crit :
kφ,t + u · ∇kφ + χ− Γ∇2kφ + φ′u · α = 0 (5.31)
La moyenne de (5.31) sur un domaine pe´riodique devient
〈kφ〉,t + 〈χ〉+ 〈φ′u〉 · α = 0 (5.32)
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Pour maintenir une e´nergie constante il est donc ne´cessaire d’imposer un gradient moyen de
la forme :
αi =
−〈χ〉
〈φui〉 (5.33)
Ce gradient, s’il conserve l’e´nergie moyenne sur le domaine pe´riodique, ne conserve pas la
valeur moyenne du scalaire (on a 〈φ′〉,t = −〈u〉 · α). Pour e´viter une de´rive de φ′, on modifie le
terme source dans l’e´quation de transport en prenant en compte la vitesse moyenne :
fφ = (u− 〈u〉) · α (5.34)
Dans ce cas le gradient moyen a` imposer a pour expression
αi =
−〈χ〉
〈φ(ui − 〈ui〉)〉 (5.35)
Le terme source est relaxe´ pour e´viter les oscillations :
αi = β
(〈φ′2〉 − 〈φ′2〉0)
δt〈φ(ui − 〈ui〉)〉 (5.36)
Le coefficient de relaxation β peut eˆtre choisi arbitrairement afin de permettre une relaxation
suffisamment rapide vers l’e´tat d’e´quilibre tout en limitant les overshoots locaux provoque´s
par un trop fort gradient moyen.
Pour re´aliser cette simulation, le code grOlapin a tourne´ sur la machine Turing de l’IDRIS,
une IBM Blue Gene/Q. 12 calculs de 20 h ont e´te´ ne´cessaires, mobilisant 4096 processus MPI
pour le maillage de 10243 points.
5.2.3 Re´sultats sur le champ scalaire
5.2.3.1 Champs instantane´s
Les Fig. 5.7 a` 5.9 montrent pour trois nombres de Schmidt les champs du scalaire et la
dissipation scalaire correspondante sur un plan de coupe du domaine cubique, apre`s qu’un
e´tat statistiquement stationnaire a e´te´ atteint. L’intermittence spatiale est visuellement recon-
naissable dans les champs de dissipation, qui montrent des structures similaires aux filaments
de vorticite´ observe´s en turbulence 1. Ces structures indiquent que la dissipation se concentre
dans des zones de forte activite´ entoure´es de zones plus calmes. Une description en termes
de statistiques lagrangiennes est ne´cessaire pour confirmer cette observation et sera pre´sente´e
plus loin.
Le champ scalaire montre quant a` lui des grandes structures similaires pour les diffe´rents
nombres de Schmidt pre´sente´s, avec toutefois des structures internes plus complexes et strie´es
quand le Schmidt augmente.
1. On sait cependant que ces filaments ne sont pas suffisants pour expliquer a` eux seuls l’intermittence des
champs turbulents [73]
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(a) (b)
Fig. 5.7 : contours instantane´s de scalaire et de dissipation scalaire sur un plan pour Sc = 1. Valeur
max χM = 12766s
−1
(a) (b)
Fig. 5.8 : contours instantane´s de scalaire et de dissipation scalaire sur un plan pour Sc = 10. Valeur
max χM = 9086s
−1
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(a) (b)
Fig. 5.9 : contours instantane´s de scalaire et de dissipation scalaire sur un plan pour Sc = 150. Valeur
max χM = 8994s
−1
Les Fig. 5.10 a` 5.12 montrent des iso-surfaces de scalaire φ = 0.5 sur 1/8e`me du domaine
total de simulation. Le scalaire s’organise en feuillets qui sont plisse´s et de´forme´s par le champ
de vitesse. La complexite´ des structures augmente logiquement avec le nombre de Schmidt.
On peut observer pour Sc = 150 un exemple d’enroulement des structures en feuillet, comme
de´crit dans la section 2.1.2. Cet enroulement est responsable de la re´duction de l’anisotropie
aux petites e´chelles quand le nombre de Schmidt augmente, ainsi qu’on le verra plus loin.
Ces surfaces sont colore´es par une composante ω1 = ω · x de la vorticite´ pour permettre
la visualisation. Dans la mesure ou` l’on observe ici des structures instantane´es du scalaire
cre´e´es par un champ de vitesse fige´, ces visualisations ne sauraient permettre une analyse
phe´nome´nologique pousse´e du me´lange, et seul une analyse statistique est valide.
Fig. 5.10 : isosurface de scalaire, φ = 0.5 , colore´e par ω1. Sc = 1.
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Fig. 5.11 : idem Fig. 5.10. Sc = 10.
Fig. 5.12 : idem Fig. 5.10. Sc = 150.
5.2.3.2 Anisotropie aux petites e´chelles
Les scalaires dans ces simulations sont soumis a` un gradient moyen dans une direction z
de l’espace, qui correspond a` l’introduction d’une anisotropie des grandes e´chelles. On e´tudie
ici la persistance de cette anisotropie aux petites e´chelles.
Pour ce faire il est ne´cessaire d’introduire une quantite´ statistique importante, le moment centre´
normalise´. Le moment centre´ d’ordre q d’une variable ϕ est de´fini comme
Mq(ϕ) =
∫
ϕ
(ϕ− 〈ϕ〉)qp(ϕ)dϕ (5.37)
ou` p(ϕ) est la fonction densite´ de probabilite´ de ϕ et 〈ϕ〉 sa moyenne. Le moment central nor-
malise´ est alors de´fini comme
Sq(ϕ) = M
q(ϕ)
(M2(ϕ))q/2
(5.38)
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On appelle skewness le moment centre´ normalise´ d’ordre 3 et flatness celui d’ordre 4. Les mo-
ments centre´s normalise´s, souvent nomme´s simplement moments, permettent de comparer
directement les moments d’ordre q > 2 de deux variables ale´atoires, meˆme si celles-ci n’ont pas
la meˆme moyenne ou la meˆme variance.
La persistance de l’anisotropie aux petites e´chelles peut eˆtre quantifie´e a` l’aide de la skew-
ness de la composante du gradient local de scalaire paralle`le a` la direction de forc¸age :
S3(∇‖φ) (5.39)
Un champ de gradient isotrope montrera une syme´trie de sa distribution autour de 0, traduite
par des moments impairs faibles. Une skewness positive indique quant a` elle une pre´dominance
des gradients positifs (i.e. dans le sens du forc¸age grandes e´chelles) indiquant la persistance
d’une direction privile´gie´e du gradient aux petites e´chelles. Les fonctions densite´ de probabilite´
pre´sente´es ci-apre`s sont obtenues sur un total de plus de 1010 e´ve´nements. Les histogrammes
les repre´sentant sont donc conside´re´s comme converge´s statistiquement, en sorte qu’ils sont
une repre´sentation fide`le des pdf correspondantes.
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Fig. 5.13 : pdf (e´chelle log) de la composante paralle`le (a) et d’une composante perpendiculaire (b) du
gradient scalaire. Le gradient est normalise´ par son e´cart type.
+ : Sc = 1 ; × : Sc = 10 ;  : Sc = 50 ; ◦ : Sc = 100 ; ▽ : Sc = 150
Les proprie´te´s statistiques des composantes du gradient scalaire paralle`le au gradient moyen
et perpendiculaire a` celui-ci sont re´sume´es dans le Tab. 5.3. L’e´cart type de´pend logiquement du
Schmidt mais il est sensiblement le meˆme pour les composantes paralle`les et perpendiculaires
du gradient. La skewness S3 en revanche diffe`re selon la composante conside´re´e, caracte´risant
la persistance de l’anisotropie : elle est environ 2.5 fois supe´rieure pour la composante paralle`le,
qui est donc moins syme´trique. De plus, tandis que la skewness reste sensiblement constante
pour la composante perpendiculaire quelque soit le nombre de Schmidt, elle diminue en fonc-
tion du Sc pour la composante paralle`le, indiquant que l’anisotropie petites e´chelles diminue
quand le Sc augmente.
La traıˆne de la pdf de ∇φ‖ en Fig. 5.13(a) est plus importante du cote´ des valeurs positives.
Il y a donc plus de gradients positifs, et leur amplitude maximale est supe´rieure a` celle des
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gradients ne´gatifs. Les pdf montrent que la re´duction de l’anisotropie avec l’augmentation du
nombre de Schmidt est due a` une augmentation du nombre d’e´ve´nements ou` le gradient est
ne´gatif, tandis que la population des gradients positifs reste constante (a` partir de Sc = 50).
Les gradients positifs correspondent aux cliffs, d’amplitude e´leve´e, tandis que les gradients
ne´gatifs sont associe´s aux rampes, dans la direction inverse du gradient moyen. La re´duction
de l’anisotropie petites e´chelles quand le nombre de Schmidt augmente semble donc lie´e a` la
re´duction du nombre des structures en ramp-cliff observe´es dans les champs de scalaire a` faible
nombre de Schmidt.
composante paralle`le composante perpendiculaire
Sc moyenne σ S3 moyenne σ S3
1 0 392 1.44 0 414 0.60
10 0 878 1.64 0 891 0.59
50 0 1515 1.54 0 1521 0.63
100 0 1845 1.40 0 1847 0.63
150 0 2026 1.30 0 2027 0.62
Tab. 5.3 : proprie´te´s statistiques des gradients de scalaire paralle`les et perpendiculaires au gradient
moyen
5.2.3.3 Intermittence
L’intermittence dans les champs turbulents est caracte´rise´e par la pre´sence de zones spa-
tiales de forte activite´ turbulente coexistant avec des zones calmes ou` l’activite´ est faible. Pour
le scalaire, l’activite´ de la turbulence peut eˆtre mesure´e a` l’aide de la dissipation scalaire χ.
D’un point de vue statistique, l’intermittence est lie´e aux statistiques non-gaussiennes des
champs turbulents. Les pdf pre´sentent alors de longues traıˆnes a` la de´croissance moins rapide
qu’une exponentielle, correspondant a` des e´ve´nements rares mais violents. L’intermittence est
alors mesure´e a` l’aide de la kurtosis, qui correspond a` la flatness S4 de la pdf auquel on a oˆte´ la
flatness d’une gaussienne de meˆme e´cart-type, qui vaut 3.
K = S4 − 3 (5.40)
Les pdf de∇φ ·∇φ sont pre´sente´es en Fig. 5.14. La diffusivite´ Γ a e´te´ retire´e afin de pouvoir
comparer les pdf pour les diffe´rents Schmidt. La pdf pour Sc = 1 pre´sente bien un pic vers sa
valeur moyenne et une de´croissance forte, tandis que lorsque la diffusivite´ diminue, les pdf de
la dissipation sont plus plates et leurs traıˆnes pour les grandes valeurs de la dissipation sont
supe´rieures.
La flatness de la dissipation scalaire est pre´sente´e en Tab. 5.4 pour les diffe´rents Schmidt consi-
de´re´s. Pour toutes les valeurs de Schmidt, la flatness est positive, montrant que meˆme pour
Γ = ν et avec le faible nombre de Reynolds conside´re´, le scalaire pre´sente un caracte`re inter-
mittent, alors meˆme que le champ de vitesse est fige´. A l’exception d’une anomalie inexplique´e
pour Sc = 50, la flatness augmente avec le nombre de Schmidt caracte´risant une intermittence
croissante en accord avec les observations eule´riennes des Fig. 5.7 a` 5.9.
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Fig. 5.14 : pdf de ∇φ · ∇φ en fonction du nombre de Schmidt. L’axe des abscisses est en log dans (b)
+ : Sc = 1 ; × : Sc = 10 ;  : Sc = 50 ; ◦ : Sc = 100 ; ▽ : Sc = 150
Sc moyenne kurtosis K
1 422 8.45
10 184 9.12
50 93 8.48
100 75 11.64
150 65 14.45
Tab. 5.4 : proprie´te´s statistiques de χ = Γ∇φ · ∇φ pour les diffe´rents nombre de Schmidt conside´re´s
5.2.3.4 Analyse multifractale
L’analyse multifractale permet d’e´tudier la re´partition statistique des singularite´s d’un champ
turbulent. Elle permet de caracte´riser l’intermittence de ces champs. Le spectre des singularite´s
ainsi construit en fonction du nombre de Schmidt permet de nourrir un mode`le structurel.
L’analyse est ici re´alise´e sur des lignes choisies arbitrairement dans le champ DNS, repre´-
sentant des e´chantillons du champ de dissipation scalaire χ multifractal. La me´thode WTMM,
de´crite en Annexe A, est utilise´e. Un exemple des donne´es utilise´es est pre´sente´ en Fig. 5.15,
ou` l’on peut voir croıˆtre le niveau de singularite´ avec le nombre de Schmidt. Du fait du nom-
bre de Peclet fini toutefois, on peut constater de visu que le signal, meˆme a` Sc = 150, reste
faiblement singulier. Les transforme´es en ondelette correspondantes, avec une ondelette me`re
de type sombrero (de´rive´e d’ordre 2 du noyau gaussien) sont pre´sente´es en Fig. 5.16 en regard
des squelettes montrant les lignes de maxima. Ces squelettes montrent une complexite´ crois-
sante des singularite´s avec le nombre de Schmidt. On observe sur les squelettes que certaines
singularite´s grandes e´chelles se retrouvent pour les trois nombres de Schmidt, dans des zones
proches spatialement.
Les fonctions de partition sont ensuite obtenues en utilisant les coefficients d’ondelette pour
re´aliser une forme de ”box counting” le long des lignes de maxima. Une re´gression en log-log
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Fig. 5.15 : signaux de dissipation scalaire le long d’une ligne issue de la DNS e´tudie´s par analyse mul-
tifractale. Les e´chantillons comportent 1024 points. De gauche a` droite, Sc = 1, Sc = 10 et Sc = 150
en fonction de l’e´chelle a est re´alise´e sur une plage d’e´chelles ou` Z(q, a) est conside´re´e comme
variant line´airement, afin d’obtenir les fonctions exposants d’e´chelle τ(q) (cf annexe A). Les
courbes correspondantes sont pre´sente´es en Fig. 5.17.
Les spectres multifractals sont enfin obtenus par transforme´e de Legendre de τ(q).
La me´thode WTMM montre ici une grande variabilite´ dans les re´sultats obtenus. Les ex-
posants de masse de´pendent fortement de la plage d’e´chelles choisie pour la re´gression des
fonctions de partition. La transforme´e de Legendre exacerbe encore meˆme les faibles variations
de τ(q). Il est difficile de croire en l’existence d’une zone d’e´volution line´aire des fonctions de
structure en Fig. 5.17 pour les valeurs de q ne´gatives, et les spectres sont ge´ne´ralement trouve´s
en testant diffe´rentes zones de re´gression jusqu’a` obtenir un re´sultat satisfaisant, remettant en
question leur validite´.
Ce comportement semble lie´ au caracte`re faiblement multifractal des signaux e´tudie´s. On peut
voir en effet sur les spectres de singularite´ que les courbes pre´sentent pour les faibles nombres
de Schmidt un point anguleux au niveau de leur maximum. Ce maximum de plus n’atteint pas
la valeur 1, dimension fractale du support de la mesure. Pour un signal monofractal, le spectre
des singularite´s de´ge´ne`re en un point. La me´thode WTMM, teste´e sur des signaux monofrac-
tals a tendance a` produire tout de meˆme un spectre, avec un point d’inflexion et une longue
branche droite similaire a` celle observe´e en Fig. 5.18(a).
La conclusion sur les spectres obtenus est donc que les signaux e´tudie´s ne semblent pas
assez singuliers, le nombre de Peclet e´tant trop faible, pour fournir des re´sultats fiables par
WTMM. Le faible nombre d’e´chantillons statistiques (le signal n’est e´chantillonne´ que sur 1024
points) pourrait e´galement eˆtre en cause, les singularite´s devant eˆtre statistiquement repre´sente´es
pour eˆtre de´tecte´es. La branche droite des spectres (q < 0) est sans doute un artefact lie´ a` la
me´thode (WTMM a tendance a` sur-repre´senter les points re´gulier) et la branche gauche doit
eˆtre observe´e avec circonspection.
Les valeurs les plus singulie`res peuvent toutefois eˆtre compare´es pour les diffe´rents Schmidt.
On peut voir que l’augmentation du nombre de Schmidt conduit bien a` l’apparition d’ex-
posants de Ho¨lder plus faibles.
On voit donc clairement avec cette analyse l’influence du Pe fini. L’augmentation du nom-
bre de Schmidt (Sc = 150) permet de commencer a` obtenir des spectres acceptables (valeur
maximale de 1, pas de point d’inflexion) mais ceux-ci sont encore trop sensibles et difficile-
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(a) Sc = 1 (b) squelette Sc = 1
(c) Sc = 10 (d) squelette Sc = 10
(e) Sc = 150 (f) squelette Sc = 150
Fig. 5.16 : transforme´es en ondelette et squelettes correspondants pour les donne´es pre´sente´es en
Fig. 5.16. L’ondelette me`re est un sombrero.
ment exploitables en l’e´tat. Le proble`me de Pe fini provient principalement du faible nombre
de Reynolds utilise´ dans ces simulations.
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(a) Sc = 1 (b) Sc = 1, re´gression sur 0 < log2(a) < 8
(c) Sc = 10 (d) Sc = 10, re´gression sur 0 < log2(a) < 8
(e) Sc = 150 (f) Sc = 150, re´gression sur 2 < log2(a) < 8
Fig. 5.17 : fonctions de partitions Z(q, a) et exposants de masse τ(q) obtenues par re´gression line´aire en
log-log de Z(q, a) sur une plage d’e´chelle.
L’analyse multifractale a cependant pu eˆtre mene´e sur un jeu de donne´es a` Reλ = 130 et
Sc = 128. Ces donne´es proviennent de calculs de THI force´e mene´s dans [47] pour tester un
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(a) Sc = 1
(b) Sc = 10
(c) Sc = 150
Fig. 5.18 : spectres multifractals
mode`le hybride spectral/particulaire 2. Le signal de la dissipation sur 3072 points est reproduit
en Fig. 5.19 et montre un comportement de´ja` beaucoup plus intermittent.
La complexite´ de la transforme´e en ondelette de ce signal et du squelette correspondant
(Fig. 5.20) confirme cette observation. Le squelette montre par exemple une densite´ bien plus
importante des singularite´s aux petites e´chelles. Malgre´ des variations locales, les fonctions de
partition en Fig. 5.21 pre´sentent un comportement line´aire beaucoup plus marque´. Le spectre
obtenu est de`s lors beaucoup plus digne de confiance.
2. On remercie ici Guillaume Balarac pour avoir gracieusement accepte´ de fournir ces donne´es.
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Fig. 5.19 : signal de dissipation sur une ligne, Re = 130, Sc = 128, THI force´e issue de [47]
(a) (b)
Fig. 5.20 : transforme´e en ondelette (sombrero) du signal de la Fig. 5.19 et squelette correspondant
Comme le spectre montre la dimension fractale de chaque ensemble iso-Ho¨lder dans l’e´cou-
lement, il est possible de reconstruire la pdf de la partie singulie`re de la dissipation dans le
champ, qu’il faut ensuite relier a` la densite´ de probabilite´ du champ correspondant. Un mode`le
LES base´ sur ce genre de caracte´risation serait puissant dans la mesure ou` il permettrait de re-
construire l’ensemble des moments statistiques de la quantite´ de sous-maille. Le processus de
reconstruction de la pdf reste difficile et le passage des gradients, dont on peut espe´rer recon-
struire leur pdf du fait qu’ils sont multifractals, au scalaire lui-meˆme, est loin d’eˆtre imme´diat.
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(a) (b) obtenu par re´gression sur toute la gamme d’e´chelles
Fig. 5.21 : fonctions de partitions Z(q, a) et exposants de masse τ(q)
Fig. 5.22 : spectre multifractal
5.2.4 Obtention des multiplicateurs
Le spectre des singularite´s d’une mesure multifractale peut eˆtre obtenu selon diffe´rentes
me´thodes. Il peut notamment eˆtre de´duit de la pdf des multiplicateurs de la mesure [80]. Dans
cette section, les multiplicateurs du champ de dissipation scalaire sont extraits de la DNS.
La proce´dure de construction des multiplicateurs d’une mesure est la suivante : supposons
que la mesure soit connue sur un e´chantillon de taille ǫ en dimension d. On de´coupe le support
de la mesure en n boıˆtes plus petites de taille ǫ/a, avec ad = n (on parlera de fractionnement
en base n) 3. Les multiplicateurs sont alors de´finis comme les rapports de la mesure des plus
3. Le nombre de boıˆtes n peut eˆtre choisi arbitrairement, mais les pdf de´pendront force´ment de la base choisie.
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petites boıˆtes sur celle de la boıˆte de taille supe´rieure. On re´pe`te cette ope´ration jusqu’aux plus
petites e´chelles, obtenant a` chaque e´tape n re´alisations du multiplicateur par boıˆte.
Une re´alisation i du multiplicateur permettant de passer de l’e´chelle ǫ a` l’e´chelle ǫ/a en base n
est :
Mn,i = χi (ǫ/a)
χ (ǫ)
=
χi(ǫ/a)∑n
j=1 χj (ǫ/a)
(5.41)
Ici on conside`re la dissipation scalaire χ comme une mesure (la construction des multipli-
cateurs permet d’assurer la proprie´te´ d’additivite´) dont on veut tester le caracte`re multifractal.
Les donne´es e´tant tire´e de champs 3D de la DNS, la dimension fractale du support de la mesure
est D0 = 3. La construction des multiplicateurs, pre´sente´e en Fig. 5.27 applique´e au cas 3D avec
a = 2 implique n = 8.
Pour reconstruire les multiplicateurs de la dissipation scalaire, l’ope´ration est re´alise´e a`
l’envers : on part de la valeur de χ calcule´e sur la grille DNS 3D (les boıˆtes sont donc conside´re´es
comme de taille ǫ = δ, l’espacement de la grille), puis on somme n = 2 × 2 × 2 valeurs de χ
pour obtenir la valeur de la mesure sur la boıˆte de taille 2 δ. On re´cupe`re alors 8 re´alisations
des multiplicateurs, et on re´pe`te l’ope´ration selon la proce´dure de´crite en Fig. 5.23 dans un cas
1D.
ǫ
22ǫ
23ǫ
22ǫ
Fig. 5.23 : Proce´de´ de calcul des multiplicateurs Mn en 1D (d = 1, n = 2) a` partir d’une e´chelle ǫ. A
chaque e´tape, on joint n = 2d blocs de mesure pour calculer la mesure a` l’e´chelle supe´rieure aǫ. Chaque
groupe de fle`ches correspond a` une somme.
On obtient ainsi une se´quence de multiplicateurs Mn(ǫk) = χ(ak−1δ)/χ(akδ). Les pdf des
multiplicateurs ont e´te´ obtenues ici pour k = 2 a` 6 e´tapes de cascade avec d = 3, a = 2, n = 8
correspondant a` des boıˆtes de taille maximale 64 δ. La zone visqueuse-convective pour les
diffe´rents Sc > 1 de la DNS, identifie´e par l’e´chelle suppose´e ηb correspondante, est repre´sente´e
en Fig. 5.24. Les pdf des multiplicateurs correspondent donc a` la zone visqueuse-convective du
scalaire
– a` Sc = 150 pour k = 1, 2, 3
– a` Sc = 100 et Sc = 50 pour k = 2, 3
– a` Sc = 10 pour k = 3.
Pour des valeurs de k infe´rieures, le scalaire est cense´ eˆtre homoge`ne, ainsi que la dissipation,
ce qui correspond a` une seule valeur 1/n deMk. Pour k = 5 et 6, les multiplicateurs correspon-
dent a` une e´tape de la cascade dans la zone inertielle-convective.
L’e´quation 5.42 pour retrouver les exposants de masse faisant intervenir la base n choisie, les spectres des singu-
larite´s obtenus, eux, ne de´pendront plus de n.
Mode`le multifractal pour les scalaires 101
25δ26δ 24δ 23δ 22δ 2δ δǫ
k 6 5 4 3 2 1
Sc = 10
ηk
Sc = 50
Sc = 100
Sc = 150
Lt
Fig. 5.24 : repre´sentation en fonction de l’e´chelle ǫ (e´chelle log) des zones visqueuse-convectives des
diffe´rents scalaires de la DNS et des indices k de la se´quence de multiplicateurs M(ǫk) obtenue.
Les pdf p(M8(ǫk)) des multiplicateurs obtenues pour les diffe´rentes valeurs de k sont re-
porte´es pour Sc = 1 et Sc = 150 en Fig 5.25.
Pour Sc = 1, la pdf se rapproche effectivement d’un pic de Dirac en 1/8 pour k = 1 mais
les multiplicateurs sont multiples sur toutes les e´chelles supe´rieures. La vision ide´ale d’un
point d’arreˆt net de la cascade e´nerge´tique est donc fortement remise en cause, la pdf relax-
ant vers le Dirac sur toute la gamme d’e´chelles infe´rieures a` ηk. Les pdf pour Sc = 10 montrent
un comportement similaire sur la zone visqueuse-convective, la de´ge´ne´rescence vers le Dirac
commenc¸ant avant l’e´chelle ηb correspondant a` des fluctuations nulles. Pour les nombres de
Schmidt supe´rieurs, si ce comportement est e´galement observe´, les pdf des e´chelles supe´rieures
montrent une tendance a` se superposer. Pour Sc = 10, les pdf de k = 5 et k = 6 sont tre`s simi-
laires, pour Sc = 50 et 100 la similarite´ tient sur k = 4 a` 6, tandis que les pdf des multiplicateurs
pour Sc = 150 sont assimilables, dans la limite de la barre d’erreur, pour k ≥ 3.
On observe donc une invariance d’e´chelle des multiplicateurs de la cascade, sur une cer-
taine gamme d’e´chelles de´pendant du nombre de Schmidt (et possiblement du nombre de
Reynolds). L’invariance d’e´chelle des multiplicateurs de la cascade multiplicative est une carac-
te´risation de la multifractalite´. Ce constat valide le concept de processus multiplicatif pour
mode´liser une mesure turbulente mais conforte dans l’ide´e qu’il existe, associe´es a` cette cas-
cade, une multiplicite´ d’e´chelles de coupure, dont l’e´chelle visqueuse calcule´e sur la base de
conside´rations dimensionnelles ne repre´senterait qu’une forme de valeur moyenne. Ces diffe´-
rentes e´chelles de coupure semblent pre´senter une grande variabilite´. Leur de´pendance aux
nombres de Schmidt et Reynolds pourrait eˆtre e´tudie´e avec des plages d’e´tude plus larges
(grands nombres de Peclet), les 2 e´tapes pour Sc > 10 disponibles ici n’e´tant pas suffisantes.
Sur la plage d’invariance d’e´chelle, les multiplicateurs de la cascade ne semblent que peu
de´pendre du nombre de Schmidt. La Fig. 5.26 montre la pdf des multiplicateurs a` l’e´tape 5 pour
les diffe´rents Schmidt. Ces pdf ont e´te´ filtre´es a` l’aide d’une moyenne glissante de largeur 1%
environ de la largeur du signal, afin de les rendre lisibles. Ces pdf correspondant aux grandes
e´chelles sont en effet e´tablies sur un moins grand nombre d’e´chantillons et sont tre`s bruite´es.
Ce sont ces pdf qui sont utilise´es dans la suite pour de´terminer le spectre des singularite´s.
Il est e´tabli dans [14, 22] que les fonctions densite´ de probabilite´ des multiplicateurs d’une
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Fig. 5.25 : pdf des multiplicateurs M(ǫk) a` diffe´rentes e´tapes de la cascade pour Sc = 1 (a), Sc = 10
(b), Sc = 100 (c), Sc = 150 (d).
+ : k = 2 ; × : k = 3 ;  : k = 4 ; ◦ : k = 5 ; ▽ : k = 6
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Fig. 5.26 : pdf des multiplicateurs de la mesure multifractale pour k = 5. Les pdf ont e´te´ filtre´es a` l’aide
d’une moyenne glissante pour atte´nuer le bruit.
× : Sc = 10 ;  : Sc = 50 ; ◦ : Sc = 100 ; ▽ : Sc = 150
mesure multifractale permettent de recouvrer le spectre des singularite´s de cette mesure. Cette
me´thode, simple et robuste, est parfois pre´fe´rable a` la me´thode des moments ou a` WTMM.
Quand la pdf des multiplicateurs est connue dans une base n, les exposants de masse s’expri-
ment simplement en fonction de ses moments :
τ(q) = −D0 − loga〈Mq〉 (5.42)
ou` D0 est la dimension fractale du support de la mesure (ici D0 = 3).
En appliquant 5.42 puis la transforme´e de Legendre, on obtient le spectre pre´sente´ en
Fig. 5.27.
Les spectres obtenus posse`dent une forme similaire. Les branches droites des spectres, cor-
respondant aux valeurs les plus re´gulie`res, sont confondues pour tous les nombres de Schmidt
conside´re´s. La branche gauche en revanche est tre`s de´pendante du nombre de Schmidt, pre´sen-
tant plus d’e´ve´nements singuliers quand le Schmidt augmente, en accord avec le caracte`re plus
intermittent des champs associe´s.
Il est tentant de comparer ces spectres avec ceux obtenus dans la section pre´ce´dente. Ils ne
correspondent cependant pas tout a` fait a` la meˆme e´tude. Tout d’abord, la me´thode WTMM a
montre´ une grande variabilite´ dans les re´sultats produits, notamment en fonction de l’intervalle
de re´gression de Z en fonction de ǫ. Ensuite, si les spectres de la section pre´ce´dente sont ceux
des singularite´s du champ de dissipation scalaire DNS re´el (ou au moins d’un e´chantillon 1D
de celui-ci), les spectres pre´sente´s ici correspondent au champ de dissipation conside´re´ comme
une mesure multifractale. A travers le choix d’une e´chelle k pour la pdf des multiplicateurs,
on a admis que le champ e´tudie´ par cette me´thode relevait de l’application d’une cascade mul-
tiplicative dont les multiplicateurs obe´issent a` cette pdf invariante d’e´chelle. Les singularite´s
e´tudie´es dans cette section sont donc celles d’un champ ide´alise´, sans conside´rations de nom-
bres d’e´tapes de cascade notamment.
Si un mode`le devait eˆtre construit sur la base du spectre multifractal du champ de dissipation
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× : Sc = 10 ;  : Sc = 50 ; ◦ : Sc = 100 ; ▽ : Sc = 150
scalaire, la pre´sente me´thode des multiplicateurs semble la plus approprie´e pour de´terminer le
spectre des singularite´s.
5.3 Tests a priori du mode`le LES
Les tests a priori du mode`le MFLES consistent en la comparaison a` un instant donne´ des
quantite´s issues d’une DNS avec celles pre´dites par le mode`le LES a` partir des quantite´s filtre´es
provenant de la DNS. Si ce type de test ne permet pas d’e´valuer l’e´volution temporelle ni la
stabilite´ d’un mode`le, il donne en revanche une information importante sur sa fide´lite´. Ici, il
permet e´galement de trouver la constante du mode`le Cb ou Cd ne´cessaire a` sa fermeture.
5.3.1 Conditions de simulation
Les tests sont effectue´s sur une solution de la DNS (Tab.5.2) apre`s e´tablissement des condi-
tions stationnaires. Le Reλ de 24 est faible, la longueur de coupure de la LES se situant donc
ne´cessairement proche de l’e´chelle de Kolmogorov. Trois scalaires, aux nombres de Schmidt de
1, 10 et 150, sont retenus pour les tests. La LES conside´re´e consiste en un filtrage d’e´chelle car-
acte´ristique ∆ correspondant a` 16 fois la longueur δ de la maille DNS, soit ∆ = 1.562× 10−4m.
Rappelons que l’e´chelle de Kolmogorov moyenne de la THI conside´re´e est de ηk = 1.108 ×
10−4m. Le rapport de dimension LES/DNS est de 16, quelque soit le nombre de Schmidt con-
side´re´. Dans ces conditions, le domaine DNS entier de 10243 points serait simule´ en LES a` l’aide
de 643 points.
5.3.2 Reconstruction des termes LES
Le flux de sous-maille de la LES du scalaire s’e´crit :
σ∗i = uiφs + usiφ+ u
s
iφ
s (5.43)
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Les diffe´rents termes de la relation 5.43 ne´cessitent l’application de l’ope´rateur de filtrage (·).
Le filtrage effectue´ ici sur la DNS est un filtrage gaussien. Le filtrage est applique´ effectivement
comme un filtre de convolution sur le maillage DNS, avec comme variance σ la demi dimension
de la maille LES ∆/2. Les valeurs de sous-maille (·)s sont obtenues par soustraction du champ
filtre´ au champ DNS (φs = φ − φ, us = u − u). On obtient donc chacun des termes de la
somme dans la relation 5.43 en tout point du maillage DNS. Les comparaisons avec les valeurs
produites par la LES se font donc a` partir des moyennes sur la maille LES de ces quantite´s, par
exemple :
σ∗LES ∼ 〈σ∗DNS〉 (5.44)
ou` 〈(·)〉 repre´sente une moyenne volumique sur la maille de LES.
Afin de tester l’e´quivalence du filtrage applique´ par le solveur LES sur le maillage LES u˜φ
et le filtrage DNS uφ, on re´cupe`re e´galement le terme convectif re´solu uφ.
Le post-traitement ne´cessite en tout plus de 40 ope´rations de filtrage gaussien pour les 3
scalaires conside´re´s. Du fait de la lourdeur d’un tel post-traitement, les comparaisons seront
effectue´es sur moins de 1/8 du domaine DNS. Le nombre d’e´chantillons correspond a` un cube
de 20 points de cote´, soit 8000 points.
5.3.3 Re´sultats
Deux nombres sont utilise´es pour e´valuer la corre´lation des valeurs DNS et LES d’une quan-
tite´ ϕ. Le Coefficient de corre´lation de Pearson,
ρ =
∑
i
(
ϕDi − 〈ϕDi 〉
) (
ϕLi − 〈ϕLi 〉
)√∑
i
(
ϕDi − 〈ϕDi 〉
)2√∑
i
(
ϕLi − 〈ϕLi 〉
)2 (5.45)
ou` (.)D repre´sente une valeur extraite de la DNS et (.)L une valeur mode´lise´e, indique a` quel
point les deux jeux de donne´e sont line´airement lie´s, sans indication sur la valeur de la pente. Il
est compris entre -1 et 1, 1 indiquant une parfaite coline´arite´, -1 de meˆme mais avec une pente
oppose´e et 0 une absence de line´arite´.
Le coefficient de de´termination
R2 = 1−
∑
i
(
ϕDi − ϕLi
)2∑
i
(
ϕDi − 〈ϕDi 〉
)2 (5.46)
indique quant a` lui a` quel point les deux jeux de donne´e sont corre´le´s, donc si le mode`le ”fit”
correctement les donne´es DNS. En l’absence de re´gression fournissant les valeurs mode´lise´es,
il peut prendre des valeurs ne´gatives. En effet, il consiste en un rapport entre la variance du
mode`le par rapport aux donne´es et la variance des donne´es elle-meˆmes. Si la variance des
donne´es DNS est faible, l’erreur de pre´diction du mode`le peut lui eˆtre supe´rieure, le rapport
devenant plus grand que 1.
Pour chaque grandeur teste´e, ces deux quantite´s seront donne´es dans la suite. Les tests por-
tent sur trois grandeurs de rangs diffe´rents. Pour le scalaire, il s’agit de φs, σ∗ et ∇ · σ∗.
Le terme∇ · σ∗, constituant le terme source apparaissant effectivement dans l’e´quation re´solue
par le solveur LES, est important car il permet de tester, en plus de σ∗ seul, la fac¸on dont le
mode`le est implante´ nume´riquement. Ainsi, la divergence sera par exemple e´crite sous forme
de somme de flux dans un code VF, une validation de ∇ · σ∗ permettant alors de tester l’influ-
ence effective du mode`le.
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5.3.3.1 Vitesse
Les mode`les pour la vitesse et le scalaire sont lie´s puisque l’expression du flux de sous-
maille du scalaire fait intervenir la vitesse de sous-maille us. Le mode`le sur la vitesse est donc
teste´ en premier lieu.
Dans un premier temps, la constante Cb est de´termine´e comme celle donnant la meilleure
corre´lation avec les donne´es DNS. La vitesse de sous-maille us et le terme source LES ∇ · τ∗
obtenus avec cette valeur de Cb sont ensuite compare´s avec les valeurs DNS.
De´termination de la constante Cb du mode`le
La vitesse de sous-maille us est calcule´e dans le mode`le comme
us = Cbf(N )u∆ (5.47)
ou` f est une fonction s’annulant pour N = 0, permettant au mode`le de prendre en compte
la relaminarisation, du fait qu’un nombre de Reynolds de maille Re∆ infe´rieur ou e´gal a` l’u-
nite´ indique l’absence d’activite´ turbulente de sous-maille. Dans le pre´sent domaine de test, le
nombre de pas de cascade N s’annule pour environ 10% des points de calcul.
Re´gresser la constante Cb pour obtenir la meilleure corre´lation entre la vitesse de sous-maille
LES et DNS revient a` trouver le facteur Cb permettant une relation line´aire de pente 1 entre
les donne´es LES et les donne´es DNS. De ce point de vue, les points ou` N s’annule apparais-
sent comme pathologiques. La re´gression de Cb s’effectue donc sur un jeu de donne´es dont on
a retire´ les points incrimine´s. Le calcul des coefficients de corre´lation dans la suite s’effectue
cependant sur l’ensemble complet des donne´es test.
La de´termination de la constante Cb s’effectue en calculant les valeurs de ρ et R
2 corre-
spondant au jeu de donne´es DNS et aux jeux de donne´es LES calcule´s en faisant varier Cb. Les
re´sultats sont pre´sente´s en Fig. 5.28.
Comme us est line´aire en Cb, et que ρ rend compte d’une corre´lation line´aire entre les donne´es
et le mode`le, ρ reste constant quelque soit Cb. La valeur de Cb choisie est donc celle qui max-
imise R2. Elle diffe`re en fonction de la composante de us conside´re´e. C’est donc la moyenne
des trois valeurs qui est retenue. La constante Cb est donc fixe´e a` 1.21.
Pour Reλ = 24, la Fig. 4.3 pre´conise une valeur Cb = 0.099. Cette diffe´rence de valeur semble
s’expliquer par les conditions particulie`res du test. Du fait qu’on conside`re ici une LES tre`s
re´solue d’un e´coulement au Reynolds de´ja` faible, le Reynolds associe´ a` la maille LES est tre`s
faible, de l’ordre de l’unite´, conduisant a` un nombre de pas de la cascade multifractale compris
entre 0 et 2. Cet e´tat de fait implique une grande variabilite´ relative des quantite´s pre´dites par
le mode`le, produisant des erreurs locales potentiellement plus importante que dans un cadre
d’application LES typique ou` le nombre de pas de cascade sera plutoˆt supe´rieur a` 10. On verra
dans la suite que cette erreur est notamment due a` la coupure associe´e au caracte`re entier du
nombre de pas de cascade.
La diffe´rence de constante peut eˆtre associe´e au faible Reynolds delta moyen ainsi qu’a` la
diffe´rence d’implantation du mode`le dans le code, bien qu’une si forte diffe´rence puisse dif-
ficilement lui eˆtre inte´gralement impute´e.
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Fig. 5.28 : courbes d’e´volution des coefficients R2 (symboles) et ρ (traits pleins) pour la vitesse de sous-
maille us, en fonction de la constante Cb du mode`le.
+ : usx ; × : usy ; ◦ : usz
Courbes d’e´volution des grandeurs de sous-maille
La Fig. 5.29, pre´sentant une comparaison des vitesses de sous-maille issues de la DNS et
calcule´es par le mode`le LES le long d’une ligne du domaine de test, montre que le mode`le
reproduit correctement la dynamique de la vitesse de sous-maille. Cette vitesse e´volue peu
spatialement, en accord avec le rapport ∆/η faible, la vitesse e´tant presque re´solue directement.
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Fig. 5.29 : e´volution spatiale des composantes (x, y, et z de gauche a` droite) de la vitesse de sous-maille
us le long d’une ligne du domaine de test.
+ : DNS ; × : LES
Graphes de dispersion
Les graphes de dispersion correspondant sont visibles en 5.30, ainsi que les coefficients de
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corre´lation associe´s. Les coefficients de Pearson de l’ordre de 0.9 indiquent une grande line´arite´
entre les donne´es LES et DNS. Les coefficients de de´termination de l’ordre de 0.8 sont tre`s bons
pour la vitesse de sous-maille.
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Fig. 5.30 : graphes de dispersion des composantes x , y et z de la vitesse de sous-maille us tire´e de la DNS
et pre´dite par le mode`le. Les coefficients sont respectivement : ρ ∼ 0.922 et R2 ∼ 0.828 (x) ; ρ ∼ 0.917
et R2 ∼ 0.838 (y) ; ρ ∼ 0.890 et R2 ∼ 0.788 (z)
Ces graphes laissent apparaıˆtre une partie horizontale ou` la vitesse pre´dite par le mode`le
est nulle, mais pas celle issue de la DNS. Ces points correspondent aux donne´es exclues de la
re´gression de Cb discute´es pre´ce´demment, ou` le champ de vitesse est conside´re´ par le mode`le
comme re´solu directement. Ces points repre´sentant 10% de l’ensemble des valeurs teste´es, les
coefficients de corre´lation sont susceptibles d’augmenter dans une configuration de simulation
aux grandes e´chelles plus classique ou` les nombres de Reynolds de maille sont moins faibles.
La Fig. 5.32 montrera ne´anmoins que ces points correspondent a` des valeurs acceptables du
terme ∇ · τ∗.
Les graphes de dispersion de ce terme source LES,∇·τ∗, sont pre´sente´s en Fig. 5.31. Si le co-
efficient ρ pre´sente des valeurs honorables de l’ordre de 0.65, le coefficient de de´termination R2
ne´gatif indique une grande dispersion. Ceci peut eˆtre explique´ notamment par la configuration
de test du mode`le. En effet, la fre´quence de coupure LES est ici situe´e juste en dessous de celle
de kolmogorov moyenne, de sorte que le nombre de pas de la cascade pre´dit par le mode`le
varie seulement de 0 a` 2. Une erreur sur cette valeur conduit a` un changement de valeur tre`s
important pour le terme source LES. L’erreur relative dans cette configuration est beaucoup
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plus importante que pour une configuration LES classique.
Cette dispersion, graphiquement, est lie´e a` deux facteurs :
– il existe une constellation de points proches de l’axe vertical, ou` la divergence issue de la
DNS est proche de ze´ro tandis que celle provenant de la LES prend des valeurs impor-
tantes,
– le mode`le pre´sente une tendance a` surestimer en valeur absolue le terme source LES (la
vitesse de sous-maille est quant a` elle sous-estime´e en valeur absolue).
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Fig. 5.31 : graphes de dispersion des composantes x, y et z de la divergence du tenseur de sous-maille
∇ · τ∗ tire´e de la DNS et pre´dite par le mode`le. Les coefficients sont respectivement : ρ ∼ 0.621 et
R2 ∼ −4.76 (x) ; ρ ∼ 0.713 et R2 ∼ −2.57 (y) ; ρ ∼ 0.712 et R2 ∼ −1.30 (z)
Concernant le premier point, la Fig. 5.32 montre le meˆme graphe de dispersion de (∇ · τ∗)x
mais en fonction du nombre de pas de cascade pre´dit par le mode`le. On peut y voir que ces
valeurs disperse´es correspondent aux nombres de Reynolds Re∆ les plus e´leve´s (N = 2).
Le proble`me dans cette configuration peut provenir du fait que le nombre de pas de cas-
cade est calcule´ comme la partie entie`re de log2Re
9/4
∆ . Un test a alors e´te´ effectue´ en ajoutant
syste´matiquement un pas de cascade. En conservant la constante Cb correspondant au calcul
pre´ce´dent, on obtient de meilleures corre´lations tant pour la vitesse de sous-maille us que pour
le terme source ∇ · τ∗. La premie`re voit sa valeur moyenne augmenter tandis que le second
diminue, tous deux se rapprochant des valeurs DNS. Les coefficients obtenus sont en effet :
– pour la vitesse ρ ∼ 0.934 et R2 ∼ 0.837 (x) ; ρ ∼ 0.940 et R2 ∼ 0.862 (y) ; ρ ∼ 0.924 et
R2 ∼ 0.852 (z)
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Fig. 5.32 : graphe de dispersion d’une composante du terme source LES.
Symboles + : N = 0 ; × : N = 1 ; ◦ : N = 2
– pour le terme source ρ ∼ 0.561 et R2 ∼ −1.07 (x) ; ρ ∼ 0.668 et R2 ∼ 0.276 (y) ; ρ ∼ 0.625
et R2 ∼ 0.339 (z).
Cette correction permet e´galement de retirer la partie horizontale des graphes de dispersion
5.30 re´duisant la line´arite´ des donne´es, expliquant l’augmentation du coefficient ρ pour la
vitesse de sous-maille.
Cette correction, be´ne´fique dans ce cas d’application ou` le nombre de Reynolds Re∆ est tre`s
proche de l’unite´, peut cependant difficilement eˆtre extrapole´e au cadre plus classique d’ap-
plication d’un mode`le LES a` Re∆ e´leve´. Elle met toutefois en lumie`re une difficulte´ lie´e au
caracte`re entier du nombre de pas de cascade, meˆme a` Reynolds e´leve´. Ainsi, le mode`le ne fera
pas de diffe´rence entre un Reynolds de 480 et de 640 par exemple, produisant tous deux un
nombre d’e´tapes de cascade N = 20.
D’autre part, le fait que les disparite´s les plus importantes entre la DNS et la LES intervien-
nent lorsque la valeur du terme source DNS est proche de ze´ro tandis que celle provenant de
la LES est surestime´e pourrait eˆtre due a` une me´sestimation du nombre de Reynolds Re∆ lui-
meˆme. Les corre´lations ont donc e´galement e´te´ calcule´es en conside´rant le nombre de Reynolds
base´ sur le cisaillement
Re∆ =
∆2‖∇u‖
ν
(5.48)
Si cela permet en effet de re´duire la dispersion des valeurs de la divergence de τ∗, obtenant
des coefficients de de´termination de l’ordre de −0.6, on observe une chute importante des co-
efficients de Pearson, ceux-ci avoisinant ρ ∼ 0.1. Le nombre de Reynolds lie´ au cisaillement
permet d’obtenir de meilleurs re´sultats sur les points ou` le nombre de pas de cascade est im-
portant, mais fournit au global des re´sultats de´grade´s. La re´ponse du mode`le concernant la
vitesse de sous-maille est quant a` elle nettement moins bonne, avec des coefficients ρ ∼ 0.3 et
R2 ∼ 0.1. On note cependant de fac¸on inte´ressante un resserrement des valeurs des coefficients
pour les diffe´rentes composantes conside´re´es, comme si utiliser un nombre de Reynolds base´
sur le gradient de vitesse permettait de mieux prendre en compte l’anisotropie locale du champ
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de vitesse.
Fonctions densite´ de probabilite´
Les pdf de la vitesse de sous-maille de la DNS et de la LES sont pre´sente´es en Fig. 5.33. Un
certain de´ficit de convergence statistique rend difficile une analyse pre´cise.
Un pic autour de ze´ro apparaıˆt dans les pdf de la LES, correspondant a` la partie horizontale
des graphes de dispersion en Fig. 5.30. En dehors de ce pic, l’accord est assez bon au niveau
des queues de pdf.
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Fig. 5.33 : fonctions densite´ de probabilite´ des composantes x, y et z de la vitesse de sous-maille us.
+ : DNS ; × : LES
5.3.3.2 Scalaire
Cette section pre´sente la validation du filtrage de la partie convective de l’e´quation de
transport LES du scalaire, puis la de´termination des constantes Cd du mode`le en fonction des
diffe´rents Schmidt e´tudie´s. Les diffe´rentes quantite´s calcule´es par le mode`le sont ensuite com-
pare´es a` leurs valeurs tire´es de la DNS.
Filtrage du terme convectif
L’implantation du mode`le LES dans le code YALES2 utilise la formulation 3.6c, qui fait in-
tervenir le terme uφ dans la partie convective. Les quantite´s filtre´es u et φ accessibles au solveur
LES sont en re´alite´ 〈u〉 et 〈φ〉 (ou` 〈·〉 repre´sente une moyenne sur la maille), et l’ope´ration de
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filtrage ne´cessaire au calcul du terme convectif est suppose´e eˆtre effectue´e sur l’ensemble des
valeurs filtre´es de sous-maille. L’ope´ration re´alise´e par le solveur LES est en fait un filtrage
(˜·) sur le maillage LES des quantite´s filtre´es moyenne´es sur la maille. Le but est ici de ve´rifier
l’exactitude de la relation
〈˜u〉〈φ〉 = uφ (5.49)
La Fig. 5.34 consiste en une comparaison entre le filtrage gaussien de uφ effectue´ sur le mail-
lage DNS et un filtrage de meˆme e´chelle caracte´ristique ∆ de 〈u〉〈φ〉, effectue´ sur le maillage
LES, cette dernie`re quantite´ e´tant note´e u˜φ par simplicite´. Le filtrage DNS est un filtrage par
convolution sur maillage structure´ respectant la re`gle des 3∆, tandis que le filtrage gaussien sur
maillage LES repose sur les se´ries tronque´es de laplacien implante´es dans YALES2. Les coeffi-
cients de corre´lation R2 comme ρ sont supe´rieurs a` 0.996 pour toutes les valeurs teste´es. Meˆme
pour le Schmidt e´leve´, qui pre´sente des variations de sous-maille plus importantes, l’accord est
excellent et valide l’utilisation de ce filtrage dans la suite des calculs LES. Cette validation ne
s’applique pas qu’au scalaire et est e´galement valable pour la partie convective de l’e´quation
LES de quantite´ de mouvement.
De´termination de la constante du mode`le
Comme pour la vitesse, la constante Cd associe´e au mode`le pour le scalaire est re´gresse´e
en minimisant le coefficient R2 de la quantite´ de sous-maille, φs. Contrairement a` la vitesse,
l’ensemble des points est conside´re´, inde´pendamment de la valeur du nombre de pas de cas-
cade, et ce meˆme pour Sc = 1. Les courbes correspondantes en Fig. 5.35 permettent de de´terminer
les valeurs Cd = 1.4 pour Sc = 1, Cd = 2.74 pour Sc = 10 et Cd = 4.08 pour Sc = 150. Le faible
Re∆ ne permet pas de conside´rer ces constantes comme universelles.
L’effet du limiteur de cascade inverse a e´te´ teste´ et donne des re´sultats moins bon avec que
sans, pour la corre´lation de φs comme σ∗. La suite des tests n’utilise donc pas de limitation de
cascade inverse pour le scalaire.
Courbes d’e´volution spatiale
Les Fig. 5.36 et 5.37 pre´sentent des courbes d’e´volution typiques du scalaire de sous-maille,
du flux de sous-maille et de sa divergence, issus de la DNS et pre´dits par le mode`le. La dy-
namique plus importante quand le Schmidt augmente est visible. Cette dynamique est bien
reproduite par le mode`le, y compris a` Sc = 150 ou` les variations inter-maille sont impor-
tantes. L’amplitude des variations brusques du scalaire de sous-maille de la DNS est parfois
le´ge`rement sous-estime´e par le mode`le.
Le meilleur accord sur les composantes (y) du vecteur flux que sur les autres composantes, de´ja`
observable en Fig. 5.29, est duˆ au hasard de l’e´chantillon choisi.
Si l’accord est plutoˆt bon pour le scalaire de sous-maille et le vecteur flux, il diminue quand on
conside`re la divergence, tendance confirme´e par les graphes de dispersion pre´sente´s ci-apre`s.
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Fig. 5.34 : graphes de dispersion de u˜φ en fonction de uφ pour 3 composantes de la vitesse et pour Sc = 1
(gauche) et Sc = 150 (droite).
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Fig. 5.36 : e´volution spatiale du scalaire de sous-maille φs (gauche) et du terme source LES∇·σ∗ (droite)
le long d’une ligne du domaine de test pour Sc = 1 (haut), Sc = 10 (centre), Sc = 150 (bas).
+ : DNS ; × : LES
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Fig. 5.37 : e´volution spatiale des composantes (x, y, z de gauche a` droite) du flux de sous-maille σ∗ le
long d’une ligne du domaine de test pour Sc = 1 (haut), Sc = 10 (centre), Sc = 150 (bas).
+ : DNS ; × : LES
Graphes de dispersion
Les graphes de dispersion pour le scalaire de sous-maille, le flux de sous-maille et sa diver-
gence sont pre´sente´s pour les trois nombres de Schmidt conside´re´s en Fig. 5.38 et 5.39.
L’influence du mode`le sur la vitesse et du nombre de cascade nulle dans la zone inertielle-
convective est tre`s visible sur les graphes du scalaire a` Sc = 1, alors qu’elle est moins pre´gnante
quand le nombre de Schmidt augmente. Lorsque le nombre de Schmidt vaut 1, le mode`le pour
le scalaire a` grand Schmidt de´ge´ne`re correctement vers une configuration sans zone visqueuse-
convective.
L’augmentation du nombre de Schmidt semble mener a` une plus grande dispersion des
valeurs de φs autour de l’axe y = x, tendance confirme´e par les valeurs de R2, faible pour
Sc = 1 du fait des points pathologiques de´ja` cite´s, augmentant pour Sc = 10 puis diminu-
ant pour Sc = 150. Les valeurs de ρ, supe´rieures a` 0.8 et de R2, supe´rieures a` 0.6, sont assez
bonnes.
L’accord concernant le flux de sous-maille σ∗ entre la DNS et la LES est lui excellent, les co-
efficients de corre´lation reproduits dans le Tab.5.5 e´tant supe´rieurs a` 0.9, tandis que R2 est
supe´rieur a` 0.8 pour Sc > 1. Les valeurs du flux de sous-maille a` Sc = 1, bien que moins
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Fig. 5.38 : graphes de dispersion du scalaire de sous-maille φs (gauche) et du terme source LES ∇ · σ∗
(droite) tire´s de la DNS et pre´dits par le mode`le pour Sc = 1 (haut), Sc = 10 (centre) et Sc = 150 (bas).
Les coefficients sont respectivement
pour φs : ρ ∼ 0.863 et R2 ∼ 0.594 (Sc = 1) ; ρ ∼ 0.892 et R2 ∼ 0.780 (Sc = 10) ; ρ ∼ 0.811 et
R2 ∼ 0.653 (Sc = 150)
pour ∇ · σ∗ : ρ ∼ 0.504 et R2 ∼ −1.54 (Sc = 1) ; ρ ∼ 0.670 et R2 ∼ 0.127 (Sc = 10) ; ρ ∼ 0.625 et
R2 ∼ 0.0892 (Sc = 150)
bonnes, ne souffrent que peu des approximations observe´es dans le mode`le pour la vitesse au
chapitre pre´ce´dent.
La corre´lation du terme source LES ∇ · σ∗ est nettement moins bonne. Bien que les coefficients
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de Pearson entre 0.5 et 0.7 soient acceptables, les valeurs de R2, comme dans le cas de la vitesse,
sont tre`s faibles. Elles le sont toutefois moins que pour la divergence du tenseur de sous-maille
du mode`le pour la vitesse, qui e´taient toutes ne´gatives. Cette ”correction” par l’ajout d’une
partie visqueuse-convective observe´e quand Sc > 1 semble confirmer l’influence ne´gative de
la faible largeur spectrale de la zone inertielle-convective du pre´sent cas test.
La brusque de´gradation des coefficients de corre´lation lorsque l’on prend la divergence
d’une quantite´, alors meˆme que le calcul de la divergence est nume´riquement identique pour
les quantite´s issues de la DNS et produites par le mode`le grandes e´chelles, est ge´ne´rale et a e´te´
observe´e pour toutes les quantite´s conside´re´es. Malgre´ le caracte`re structure´ du maillage de´die´
a` la THI utilise´ ici, le calcul de la divergence est bien e´crit en formulation volumes finis non
structure´s comme de´crit au paragraphe 4.2.1. La divergence en un point est donc une combi-
naison line´aire des quantite´s sur les mailles adjacentes. On peut par conse´quent s’attendre a`
des re´sultats encore de´grade´s sur un maillage non structure´.
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Fig. 5.39 : graphes de dispersion des composantes (x, y et z de gauche a` droite) du vecteur flux de sous-
maille σ∗ tire´ de la DNS et pre´dit par le mode`le pour Sc = 1 (haut), Sc = 10 (centre) et Sc = 150 (bas).
Les coefficients de corre´lation sont indique´s en Tab. 5.5.
Fonctions densite´ de probabilite´
Les Fig. 5.40 et 5.41 pre´sentent les pdf du scalaire de sous-maille, du flux de sous-maille et
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Sc
x y z
ρ R2 ρ R2 ρ R2
1 0.931 0.863 0.917 0.815 0.905 0.773
10 0.941 0.870 0.934 0.834 0.937 0.857
150 0.937 0.859 0.930 0.826 0.935 0.862
Tab. 5.5 : coefficients de corre´lation pour les graphes de dispersion du vecteur flux de sous-maille σ∗
pre´sente´s en Fig. 5.39
de sa divergence.
En ce qui concerne le scalaire de sous-maille, l’observation pour Sc = 1 est la meˆme que pour la
vitesse de sous-maille us. Pour les nombres de Schmidt plus e´leve´s l’accord est bon, le manque
d’e´chantillons statistiques e´tant visible et rendant toute conclusion plus pre´cise hasardeuse.
La quantite´ φs repre´sente´e ici est en fait la moyenne, moment d’ordre 1 du scalaire de sous-
maille sur la maille. Sa bonne reproduction est donc importante si l’on veut de´velopper un
mode`le LES multifractal susceptible de reproduire les diffe´rents moments statistiques de celui-
ci, afin de les utiliser pour la fermeture d’autres mode`les par exemple.
Les fonctions densite´ de probabilite´ de la divergence de σ∗ issues de la DNS et de la LES
diffe`rent essentiellement dans une zone proche de la moyenne. Le mode`le semble pre´dire
moins d’e´ve´nements de faible amplitude que n’en comporte la DNS. La` encore, il serait ne´cessaire
d’augmenter la taille de l’e´chantillon statistique.
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Fig. 5.41 : fonctions densite´ de probabilite´ des composantes (x, y, z de gauche a` droite) du vecteur flux de
sous-maille σ∗ pour Sc = 1 (haut), Sc = 10 (centre), Sc = 150 (bas).
+ : DNS ; × : LES
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Mode`les de Smagorinsky
Les mode`les de Smagorinsky n’e´tant pas des mode`les structurels, les tests a priori sont peu
approprie´s pour leur validation. Toutefois, dans le cadre d’une THI, ils peuvent reproduire
correctement les grandeurs issues de la DNS. Les mode`les classiques et dynamiques ont e´te´
teste´s au regard de la pre´sente DNS. Ces mode`les ne fournissant pas de scalaire de sous-maille,
seule la corre´lation entre −Γt∆φ et ∇ · σ est teste´e.
Pour le mode`le classique, la diffusivite´ turbulente est de´finie comme Γt = νt/Sct a` l’aide d’un
Schmidt turbulent qu’il est ne´cessaire d’e´valuer. Il est de´termine´, comme pour les constantes
Cb et Cd, comme celui qui maximise le coefficient de de´termination R
2. Les valeurs trouve´es
sont respectivement Sct = 0.345 (Sc = 1), Sct = 0.465 (Sc = 10) et Sct = 0.7325 (Sc = 150).
Les graphes de dispersion obtenus avec le mode`le classique pour ces valeurs du Schmidt
turbulent et avec le mode`le dynamique sont pre´sente´s en Fig. 5.42.
Les corre´lations, issues d’une THI a` faible Reynolds, sont plutoˆt bonnes. Le mode`le dy-
namique donne de meilleurs re´sultats que sa version classique pour tous les nombres de Schmidt
teste´s, avec des coefficients syste´matiquement supe´rieurs mais un e´cart plus grand quand la
diffusivite´ mole´culaire diminue. Il pre´sente e´galement l’avantage de ne pas ne´cessiter de fitter
une constante telle que le nombre de Schmidt turbulent. La valeur choisie de Sct peut d’ailleurs
faire chuter radicalement les coefficients de corre´lation associe´s au mode`le classique, rendant
l’utilisation d’une valeur moyenne arbitraire (e.g. Sct = 0.7) quelque peu dangereuse.
Que ce soit pour le mode`le classique ou dynamique, on observe une baisse sensible des coef-
ficients de corre´lation quand le nombre de Schmidt augmente, meˆme si l’extrapolation a` des
Schmidt de l’ordre de 1000 ou plus reste difficile.
5.3.3.3 Discussion
Le mode`le multifractal pre´sente´ est un mode`le structurel qui permet a` partir des vitesses
et scalaires re´solus de reconstruire une importante quantite´ d’informations. Les coefficients de
corre´lation associe´s a` ces informations varient e´norme´ment. La fide´lite´ du mode`le en terme de
reconstruction du scalaire de sous-maille est satisfaisante, mais les re´sultats sur le terme source
LES restent mitige´s.
Il est difficile d’obtenir de bons re´sultats pour toutes les quantite´s conside´re´es meˆme s’il reste
possible de re´gresser une constante Cd adapte´e a` chaque quantite´ conside´re´e. Ce proce´de´ est
discutable et le caracte`re structurel du mode`le imposerait, dans la mesure ou` la constante inclut
une partie de l’information d’intermittence (cf. passage a` la limite) de re´gresser la constante en
fonction de l’ade´quation de φs aux champs issus de la DNS, comme cela a e´te´ fait ici.
Le Reynolds faible utilise´ ici, et surtout la faible extension spectrale de la partie mode´lise´e de la
vitesse, pose proble`me pour tirer des conclusions claires. En effet certaines anomalies semblent
pouvoir eˆtre impute´es a` ce cas test particulier, mais sans certitudes.
Ainsi, la constante Cb telle qu’elle a e´te´ e´value´e ici est plus grande que celle pre´conise´e par
Burton, et qui donnait des re´sultats satisfaisants pour la production de sous-maille P∗ dans
4.2.2.2. Il est difficile de de´terminer si cela provient du faibleRe∆ ou d’une autre diffe´rence, telle
que l’implantation du mode`le dans le code nume´rique. Une diffe´rence d’un ordre de grandeur
semble trop importante pour eˆtre due a` l’implantation.
De meˆme, les constantesCd du mode`le scalaire ne peuvent eˆtre extrapole´es a` des configurations
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Fig. 5.42 : graphes de dispersion du terme source LES ∇ · σ tire´ de la DNS et pre´dit par les mode`les
Smagorinsky classique (gauche) et dynamique (droite) pour Sc = 1 (haut), Sc = 10 (centre) et Sc = 150
(bas). Les coefficients de corre´lation sont respectivement
pour le mode`le classique : ρ ∼ 0.814 et R2 ∼ 0.663 (Sc = 1) ; ρ ∼ 0.692 et R2 ∼ 0.479 (Sc = 10) ;ρ ∼
0.501 et R2 ∼ 0.251 (Sc = 150)
pour le mode`le dynamique : ρ ∼ 0.854 et R2 ∼ 0.681 (Sc = 1) ; ρ ∼ 0.806 et R2 ∼ 0.639 (Sc =
10) ;ρ ∼ 0.711 et R2 ∼ 0.503 (Sc = 150)
diffe´rentes, du fait de ce faible Re∆ et parce qu’un seul nombre de Reynolds a e´te´ teste´.
Les tests a priori ne permettent pas de de´terminer quelle valeur du limiteur de cascade
inverse est ne´cessaire pour assurer la stabilite´ du calcul scalaire. La fide´lite´ en terme de repro-
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duction du terme source LES e´tait le´ge`rement de´grade´e avec un limiteur a` 15% par rapport a`
une absence de limitation, quelque soit le nombre de Schmidt, mais avec un effet moindre que
pour la vitesse.
D’autre part, il s’ave`re que ne conside´rer que des valeurs entie`res pour le nombre de pas
de cascade pose proble`me, surtout lorsque celui-ci est faible. A posteriori, il n’y a en fait aucune
raison pratique ou conceptuelle de ne pas autoriser des valeurs re´elles pour N = log2(∆/η),
d’autant plus que les re´sultats en section 5.2.4 montrent que le mode`le d’une cascade pre´sentant
une e´chelle d’arreˆt nette est une ide´alisation de la re´alite´.
De fac¸on plus ge´ne´rale, le mode`le MFLES, pour le scalaire ou la vitesse, apparaıˆt au fi-
nal comme une modification du mode`le scale-similarity, meˆme s’il n’a pas e´te´ de´veloppe´ dans
cette optique. En effet, sa formulation finale consiste en l’expression de la quantite´ de sous-
maille en fonction de la quantite´ re´solue et de son filtrage test a` une e´chelle supe´rieure. Le
facteur de proportionnalite´ fait intervenir une information locale, sous la forme d’une fonction
de N le nombre de pas de cascade, et une information ”universelle”, constitue´e de la pdf des
multiplicateurs. Dans le mode`le MFLES, l’information multifractale contenue dans la pdf des
multiplicateurs est inte´gre´e a` la constante Cb ou Cd.
Le formalisme multifractal est une voie encourageante pour construire des mode`les LES sus-
ceptibles de de´crire les statistiques des quantite´s de sous-maille (telles que la pdf de φs) en
fonction des grandeurs re´solues (telles que la dissipation scalaire a` l’e´chelle ∆). En substance,
il permet d’ores et de´ja` de reconstruire les statistiques de la dissipation en sous-maille. Pour
obtenir celles du scalaire de sous-maille, des hypothe`ses supple´mentaires sont ne´cessaires, la
cascade multiplicative n’e´tant plus suffisante. En ce sens, le mode`le MFLES pre´sente´ ici con-
stitue un premier pas : en faisant une hypothe`se forte sur la cascade additive des incre´ments
d’orientation, il permet d’obtenir la moyenne du champ de sous-maille, c’est a` dire le moment
d’ordre 0. En relaxant l’hypothe`se sur les corre´lations existant entre la norme du gradient et
son orientation (autrement dit entre le gradient de scalaire et le scalaire lui-meˆme), il est pos-
sible de reconstruire des proprie´te´s statistiques d’ordres plus e´leve´s. Bien suˆr, plus l’ordre des
statistiques recherche´ est e´leve´, plus la quantite´ d’informations a` inte´grer au mode`le est e´leve´e.
L’analyse multifractale des champs turbulents semble susceptible de fournir a` terme cette in-
formation, ne´cessaire a` la fermeture des statistiques d’ordre e´leve´.
Ces conside´rations semblent une voie d’exploration fe´conde. Des mode`les LES base´s sur la re-
construction spatiale des champs de sous-maille par interpolation fractale ont de´ja` e´te´ propose´s
[75]. Plus ge´ne´ralement, la turbulence synthe´tique [9], qui consiste en la reproduction de champs
posse´dant certaines proprie´te´s de´sire´es, pourrait a` terme permettre d’utiliser une description
multifractale de la turbulence pour construire des mode`les LES performants.
Notons qu’une modification du mode`le MFLES de Burton a de´ja` e´te´ propose´e dans [68].
En plus de pre´senter l’utilisation du mode`le dans le cadre Variational Multi-Scale (VMS-LES
[12]), les auteurs proposent de reformuler la constante Cb comme le produit d’un terme con-
stant et d’une contribution de´pendant du nombre de Reynolds de maille base´ sur le gradient de
vitesse, susceptible de prendre en compte l’intermittence due a` l’anisotropie locale. Le mode`le
est applique´ a` la simulation d’e´coulements en proche paroi. Cette approche constitue une mod-
ification inte´ressante notamment dans le cas de ge´ome´tries complexes mais n’aurait que peu
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d’impact dans le cas pre´sent.
Chapitre 6
Conclusion ge´ne´rale
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6.1 Conclusions
Le me´lange d’un scalaire passif a` grand nombre de Schmidt dans un e´coulement turbu-
lent est un domaine d’e´tude alliant une grande richesse scientifique et un inte´reˆt industriel.
La compre´hension des phe´nome`nes de me´lange, et notamment ceux intervenant aux petites
e´chelles et constituant le micro-me´lange, fait encore l’objet d’e´tudes. Si une description phe´-
nome´nologique du micro-me´lange est possible, les nombreuses interactions existant avec ce
phe´nome`ne doivent eˆtre prises en compte pour obtenir une description pre´cise. Des interac-
tions existent entre les grandes et les petites e´chelles, rendant ne´cessaire la prise en compte
des couplages avec le macro- et le me´so-me´lange. Des interactions fortes existent avec la tur-
bulence (unidirectionnelles dans le cas d’un scalaire passif) qui influent sur le champ scalaire
meˆme aux e´chelles ou` la vitesse ne pre´sente plus de fluctuations. Une description pre´cise de ces
phe´nome`nes est ne´cessaire a` leur mode´lisation, qui permet a` son tour de simuler efficacement
le micro-me´lange. La complexite´ des phe´nome`nes mis en jeu rend particulie`rement adapte´e
une description statistique du micro-me´lange.
Dans cette optique, le formalisme multifractal apparaıˆt comme une voie prometteuse pour
proposer une description statistique unifie´e de la turbulence et du me´lange en re´sultant. Base´
sur l’observation d’ensembles intrique´s montrant un comportement fractal, il rend compte de
la complexite´ de ces phe´nome`nes sous une forme compacte. Il permet notamment de proposer
une mode´lisation correcte des moments statistiques d’ordre e´leve´. Ainsi, l’analyse multifractale
apparaıˆt comme ne´cessaire pour prendre en compte l’intermittence, qui est une composante
importante du micro-me´lange et influe dans nombre de ses applications, telles que la qualite´
globale des produits de re´action, l’efficacite´ des re´actions chimiques ou l’auto-allumage.
L’analyse multifractale e´tudie la re´partition des singularite´s d’un signal turbulent, et permet
ainsi de caracte´riser les soudaines bouffe´es d’activite´ qui rendent compte de l’inhomoge´ne´ite´
des champs de gradient en turbulence et constituent le phe´nome`ne d’intermittence. D’autre
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part la description des phe´nome`nes, lie´e aux fractales, sous forme de cascade rend cette ap-
proche prometteuse dans le cadre de la simulation.
En faisant un lien, possiblement universel, entre les grandes et les petites e´chelles, le for-
malisme multifractal ouvre la voie a` des mode`les structurels, base´s sur la description physique
des champs turbulents. La simulation aux grandes e´chelles, dont l’utilisation en simulation
nume´rique des e´coulements ne devrait cesser de croıˆtre, peut tirer partie de cette description.
Les mode`les structurels, par opposition aux mode`les fonctionnels, peuvent ainsi permettre
d’obtenir des simulations de plus en plus fide`les. Si cette possibilite´ est inte´ressante, ce n’est
toutefois pas la` l’attrait le plus important du formalisme multifractal en LES. La reconstruction
des statistiques des champs de sous-maille en fonction des quantite´s aux grandes e´chelles graˆce
a` un proce´de´ multifractal serait en effet avantageuse en ce qu’elle permettrait, outre une de-
scription pre´cise des champs aux petites e´chelles, de greffer d’autres phe´nome`nes, intervenant
au niveau de ces petites e´chelles, sans hypothe`se de fermeture supple´mentaire. Ces proprie´te´s
pourraient eˆtre utilise´es dans le cadre d’e´coulements re´actifs ou multiphasiques.
L’utilisation de la multifractalite´ en simulation aux grandes e´chelles n’est pas encore ma-
ture. Le mode`le multifractal (MFLES) propose´ par Burton et modifie´ ici en constitue une petite
e´tape. Il permet, a` l’aide d’une cascade multiplicative sur la dissipation scalaire aux grandes
e´chelles, d’e´valuer celle-ci aux petites e´chelles. En applicant une se´rie d’hypothe`ses suscep-
tibles d’eˆtre ulte´rieurement relaxe´es, les inte´grales de Biot-Savard ou les inte´grales de Green
permettent alors d’obtenir une expression pour la moyenne du scalaire de sous-maille. Ces
hypothe`ses rendent la connaissance des multiplicateurs facultative et imposent au mode`le un
parame`tre de´pendant du cas simule´.
Le mode`le MFLES pre´sente de bons re´sultats pour la simulation ae´rodynamique en terme de
fide´lite´. La stabilisation nume´rique propose´e par Burton sous forme d’une limitation de la cas-
cade inverse d’e´nergie des e´chelles mode´lise´es vers les e´chelles re´solues permet son utilisation
dans des simulations aux grandes e´chelles. Les re´sultats mitige´s obtenus en e´coulement proche
paroi peuvent eˆtre grandement ame´liore´s par la prise en compte localise´e du cisaillement dans
le mode`le, d’une fac¸on assez simple a` mettre en œuvre. Le mode`le est assez peu couˆteux en
temps de calcul relativement au gain en fide´lite´ qu’il procure par rapport aux mode`les fonc-
tionnels.
La modification du mode`le pour les grands Schmidt propose´e dans ce manuscrit consiste
en une simple extension du domaine d’application de la cascade multifractale. Les tests a priori
mene´s sur une turbulence homoge`ne isotrope sont encourageants et montrent une reproduc-
tion correcte des quantite´s de sous-maille. La petitesse du nombre de Peclet atteignable par
simulation directe rend cependant difficile toute conclusion de´finitive.
Cette remarque est e´galement valable pour les informations issues de la simulation directe
elle-meˆme. Au cours de celle-ci, l’e´volution de certaines proprie´te´s en fonction de la diffusivite´
du scalaire a pu eˆtre de´termine´e, en accord avec la litte´rature et la phe´nome´nologie du me´lange.
Ainsi, la diminution de l’anisotropie et l’augmentation de l’intermittence avec le nombre de
Schmidt ont pu eˆtre observe´es et quantifie´es.
Les spectres des singularite´s du champ de dissipation scalaire ont e´te´ obtenus avec diffe´ren-
tes me´thodes. Si la construction des fonctions de partition base´e sur les champs eux-meˆmes
Conclusion ge´ne´rale 127
(telle que la me´thode Wavelet-Transform Modulus-Maxima) pre´sente une grande variabilite´
du fait sans doute du faible nombre de Peclet, la me´thode des multiplicateurs en revanche, qui
fournit la pdf des multiplicateurs a` chaque e´tape de la cascade, permet d’une part d’obtenir des
spectres des singularite´s propres, et d’autre part d’utiliser e´ventuellement les pdf invariantes
d’e´chelle pour baˆtir un mode`le de la dissipation scalaire.
6.2 Perspectives
Le mode`le MFLES applique´ au me´lange de scalaires passifs a` grand nombre de Schmidt
pourrait eˆtre teste´ plus avant afin d’obtenir des conclusions plus de´finitives. L’inte´gration des
modifications concernant un limiteur de backscattering adaptatif ainsi que la prise en compte
du cisaillement dans la constante du mode`le rendraient celui-ci plus robustes et permettraient
d’envisager un certain nombre de cas tests et de cas d’application inte´ressants.
A terme, l’e´tude de l’interaction de la chimie avec le mode`le devra eˆtre envisage´e. Dans
ce contexte, l’e´tude de la faisabilite´ d’un mode`le susceptible de reconstruire les statistiques du
scalaire de sous-maille a` l’aide du formalisme multifractal est fortement privile´gie´e. A ce pro-
pos, bien des aspects doivent eˆtre e´claircis. Ainsi, est-il possible de reconstruire directement
la pdf du scalaire de sous-maille, ou doit-on se contenter des quelques premiers moments ? Le
passage de la pdf de la dissipation, que l’on peut espe´rer e´valuer de par son caracte`re multifrac-
tal marque´, a` celle du scalaire lui-meˆme peut eˆtre envisage´ de diffe´rentes manie`res. Expliciter
les corre´lations existant entre la cascade multiplicative et la cascade additive des incre´ments
d’orientation en est une. Utiliser des donne´es disponibles telles que les moyennes du scalaire
conditionne´es par son gradient, qui de´pendent de la configuration simule´e, en est une autre.
Cette the`se a e´te´ l’occasion de de´couvrir notamment le formalisme multifractal. S’il reste
beaucoup a` faire dans le domaine conjoint de la LES et du multifractal, cette voie semble
prometteuse. La puissance et la compacite´ de la description multifractale des champs turbu-
lents, non de´nue´e d’un certain esthe´tisme, incite a` la poursuite de cette voie.
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Annexe A
Analyse multifractale
L’analyse multifactale d’un champ de´fini sur Rn est l’analyse de la re´partition statistique de
ses singularite´s, via l’e´tablissement de son spectre des singularite´s, qui donne les dimensions
fractales des sous-ensembles iso-singuliers.
On donne ici une de´finition simplifie´e d’une mesure, avant de pre´senter deux me´thodes pra-
tiques permettant d’e´tablir le spectre des singularite´s d’un champ turbulent.
A.1 Mesure
La de´finition simple d’une mesure telle qu’elle est utilise´e dans le cadre de l’analyse multi-
fractale est donne´e ici.
Une mesure µ sur un ensemble E est une fonction d’un sous-ensemble de E a` valeurs dans R+.
Elle posse`de les proprie´te´s suivantes :
– µ(∅) = 0,
– A ⊆ B =⇒ µ(A) ≤ µ(B),
– ∀x ∈ E, µ({x}) = 0,
– µ (
⋃
Ai) =
∑
µ(Ai) ou` les Ai sont des sous-ensembles disjoints de E.
Une mesure peut eˆtre vue comme une probabilite´. En fait, pour qu’une mesure soit une
mesure de probabilite´, une condition de normalisation supple´mentaire est ne´cessaire :
µ(E) = 1 (A.1)
A.2 Me´thode des moments
La me´thode des moments permet de reconstruire les fonctions de partition Z(q, ǫ) d’un
champ ϕ, afin de calculer les exposants de masse τ(q) correspondants.
Par souci de simplicite´, on se placera ici dans le cadre de l’analyse d’un signal 1D s(x).
Les fonctions de partition sont vues ici comme les moments d’ordre q de l’histogramme
a` l’e´chelle ǫ du signal s. sm et sM de´signe les valeurs minimale et maximale de s. On choisit
un ensemble d’exposants q, par exemple q ∈ [−20, 20]. Pour chaque valeur de ǫ, on de´coupe
l’intervalle [sm, sM ] en n intervalles de largeur ǫ. On compte ensuite le nombre Nk de valeurs
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de s appartenant a` chaque intervalle k. La fonction de partition a` l’e´chelle ǫ est alors construite
comme
Z(q, ǫ) =
n∑
k=1
(
Nk
N
)q
(A.2)
ou` N de´signe le nombre total de valeurs de s.
Les exposants de masse sont obtenus comme le comportement limite des fonctions de partition
quand ǫ→ 0 :
τ(q) = lim
ǫ→0
logZ(q, ǫ)
log ǫ
(A.3)
Cette ope´ration peut eˆtre re´alise´e par une re´gression line´aire sur le graphe en log-log de (ǫ, Z(q, ǫ)).
Le spectre des singularite´s est alors de´duit par une transforme´e de Legendre :
f(α) = min
q
(αq − τ(q)) (A.4)
A.3 Me´thode WTMM : Wavelet Transform Maxima Modulus
Cette analyse permet de caracte´riser l’aspect multifractal de donne´es (qu’elles soient 1D, 2D
ou 3D). Elle est applique´e avec succe`s en analyse financie`re, en analyse de transfert de donne´es
re´seau, en me´te´orologie [31], et bien entendu en turbulence [33].
La me´thode WTMM permet de pallier certains de´fauts de la me´thode des moments dans
l’analyse multifractal de signaux turbulents. Elle repose sur la transforme´e en ondelettes con-
tinue du signal e´tudie´. L’analyse par ondelette est une analyse en temps-e´chelle (ou en espace-
e´chelle).
La transforme´e en ondelette (discre`te ou continue) est utilise´e dans beaucoup de domaines, no-
tamment l’analyse de signaux acoustiques. Les transforme´es en ondelette sont utilise´es en tur-
bulence par exemple pour le filtrage et la se´paration des structures cohe´rentes et incohe´rentes
(ayant une pdf gaussienne) [30].
A.3.1 Transforme´e en ondelette continue
La transforme´e en ondelette continue de la fonction univariante s de´finie sur D consiste a`
de´composer le signal s en contributions e´le´mentaires en espace et en e´chelle. Les ondelettes
sont construites a` l’aide d’une fonction Ψ, bien localise´e en espace et en fre´quence et appele´e
ondelette me`re, qui est ensuite translate´e et dilate´e.
La transforme´e en ondelette continue de s est de´finie comme :
T [s](x0, a) =
1√
a
∫
D
s(x)Ψ∗
(
x− x0
a
)
dx (A.5)
ou` Ψ∗ est le conjugue´ complexe de Ψ. x0 correspond a` la translation de l’ondelette me`re et a a`
une dilatation. L’ope´ration est donc e´quivalente a` une convolution du signal avec l’ondelette a`
une certaine e´chelle a, et T [s](x0, a) fournit une information localise´e en espace et en e´chelle.
Le facteur de normalisation 1√
a
permet a` la transforme´e de conserver l’e´nergie (norme L2 :
‖s‖2 = ‖T [s]‖2). On rencontre parfois e´galement 1a qui permet de conserver la norme L1.
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L’ondelette utilise´e est choisie en fonction de l’application conside´re´e, et il existe de multi-
ples ondelettes diffe´rentes. Dans le cas de l’analyse multifractale, l’ondelette est utilise´e pour
filtrer les composantes re´gulie`res du signal, et l’ondelette me`re doit posse´der les proprie´te´s
suivantes :
– elle doit eˆtre de moyenne nulle,
– elle doit eˆtre orthogonale a` tous les monoˆmes de degre´ infe´rieur a` m arbitraire afin d’oˆter
toute contribution polynomiale re´gulie`re d’ordre infe´rieur a` m, c’est a` dire avoir m mo-
ments nuls. ∫ +∞
−∞
xkΨ(x)dx = 0, pour 0 ≤ k < m (A.6)
Une ondelette tre`s utilise´e en analyse multifractale est base´e sur l’ondelette g(n), consistant
en la de´rive´e n-ie`me du noyau gaussien :
Ψ(x) = gn(x) =
dn
dxn
e−x
2/2 (A.7)
gn pre´sente l’avantage d’eˆtre orthogonale a` toute fonction polynomiale de degre´ infe´rieur ou
e´gal a` n− 1. Les 2 premie`res ondelettes utilisant gn sont trace´es en Fig. A.1
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Fig. A.1 : formes du noyau gaussien g, et de ses de´rive´es g1 et −g2. −g2 est fre´quemment appele´e
ondelette chapeau mexicain.
A.3.2 WTMM : Wavelet-Transform Modulus-Maxima
La me´thode WTMM a e´te´ introduite dans [4] pour pallier les inconve´nients de la me´thode
des moments[59]. Elle permet notamment de pre´venir la divergence des fonctions de structure
pour les exposants ne´gatifs, et d’obtenir les singularite´s les plus faibles d’un signal.
La me´thode propose, plutoˆt que d’e´tudier directement le signal, d’e´tudier sa transforme´e en
ondelette, dont les maxima locaux font apparaıˆtre les singularite´s.
On rappelle ici la de´finition d’une singularite´ du signal s en x, sous la forme de l’exposant
de Ho¨lder h :
|s(x)− P (a)| ∼ ah(x0) (A.8)
En choisissant judicieusement l’ondelette analysante, on peut se placer sous l’hypothe`se
A.6 et dans ce cas si m > h(x0), la transforme´e en ondelette de s se comportera localement
comme le signal s lui-meˆme :
T [s](x0, a) ∼ ah(x0) (A.9)
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Sous re´serve que m > h(x0), la transforme´e en ondelette permet donc de filtrer les com-
posantes re´gulie`res du signal pour se concentrer sur ses singularite´s.
Les fonctions de partition sont ensuite construites sur les maxima locaux des coefficients T [s] de
la transforme´e en ondelette. Les maxima locaux sont de´finis, pour chaque e´chelle a, comme les
maxima de |T [s](x0, a)| conside´re´e comme une fonction de x0. Ces maxima sont dispose´s dans
le cas d’un signal multifractal le long de lignes qui constituent ce que l’on appelle le squelette
de la transforme´e, dont un exemple est pre´sente´ en Fig. A.2.
Fig. A.2 : exemple de squelette obtenu en construisant les lignes de maxima de la transforme´e en on-
delette d’un signal s. Ces lignes montrent une structure hie´rarchique qui caracte´rise un comportement
multifractal. Figure issue de [59].
Le squelette met en e´vidence les singularite´s du signal car si s posse`de une singularite´
h < m en x0, il existe au moins une ligne de maxima qui descend vers x0. On construit ensuite
les fonctions de partition en faisant du box-counting le long de ce squelette qui repre´sente les
singularite´s, avec les ondelettes conside´re´es comme des ”boites oscillantes de taille a” :
Z(q, a) =
∑
l∈L(a)
 sup
(x,a′)∈l
a′≤a
|T [s](x, a′)|

q
(A.10)
ou` L(a) est l’ensemble de toutes les lignes de maxima qui existent a` l’e´chelle a et qui contien-
nent des maxima a` toutes les e´chelles infe´rieures a` a.
On peut alors reconstruire les exposants de masse τ(q) de fac¸on classique :
Z(q, a) ∼ aτ(q) (A.11)
Enfin par transforme´e de Legendre on construit le spectre des singularite´s :
f(α) = min
q
(qα− τ(q)) (A.12)
Du fait qu’elle est localise´e en espace e´galement, contrairement a` la me´thode des moments,
la me´thode WTMM pre´sente e´galement l’avantage de permettre une localisation spatiale des
singularite´s, susceptible de fournir une repre´sentation des ensembles iso-Ho¨lder.
