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real line. The error estimates involveweightedmoduli of continuity
corresponding to general Freud-typeweights for which the density
of polynomials is not always guaranteed.
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1. Introduction
The aim of the present paper is to approximate functions on the real line with Freud-type weights
by two kinds of entire functions interpolating at equidistant nodes (compare with the ordinary
Lagrange interpolation polynomial based at roots of orthogonal polynomials).
The advantages of the first operator (see Section 3) are:
1. It is an exponential-type operator, interpolating at finitely many nodes.
2. It uses only finitely many function values, while it is an infinite sum.
3. It allows one to approximate functions growing exponentially at infinity, which is a new
phenomenon compared to the approximation of bounded and uniformly continuous functions by
sinc-type functions. (The need for approximation by such sinc-type functions has been explored in
numerous works of F. Stenger (see e.g. [1]). However, the case of weighted approximation seems
to be unexploited.)
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The second operator (see Section 4) is an entire function which is not of exponential type,
interpolating at infinitely many equidistant points. It allows the weighted approximation of a wider
class of functions than the first operator (namely it allows weights for which there is no density of
polynomials) and the rate of convergence is faster than that in the first case.
2. Preliminaries and notations
In the following C denotes a positive constant which may assume different values in different
formulas. Moreover we write µ ∼ ν for two quantities ν and µ depending on some parameters, if
|ν/µ|±1 ≤ C , with C independent of the parameters.
Let
w(x) = exp (−|x|α) , x ∈ R, (1)
for α > 0, and
Cw =
{
f ∈ C (R) , lim|x|→∞(wf )(x) = 0
}
.
The norm in Cw is defined as ‖wf ‖Cw := ‖wf ‖ = sup |(wf )(x)|. We also put ‖wf ‖I = supx∈I |(wf )(x)|
for intervals I .
In case α > 1, for f ∈ Cw define the weighted modulus of continuity by
ω(f , t)w = sup
0<h≤t
‖w∆hf ‖[−h∗,h∗] + inf
a∈R ‖w(f − a)‖[t∗,∞] + infb∈R ‖w(f − b)‖[−∞,−t∗], (2)
where t∗ = 1/t1/(α−1) (cf. [2, p. 182, Definition 11.22]), while in case 0 < α ≤ 1 let
ω(f , t)w = sup
0<h≤t
‖w(x)[f (x+ h)− f (x− h)]‖. (3)
The K -functional is defined for all α > 0 as
K(f , t)w = inf
g∈ACloc
{‖w(f − g)‖ + t‖wg ′‖}. (4)
Then
ω(f , t)w ∼ K(f , t)w, α > 0.
This is well known for α > 1, and easily seen for 0 < α ≤ 1.
3. The operator L∗σ
Firstwe recall some results from [3, Section 4.3.2, pp. 184–186]. LetBσ denote the class of all entire
functions of finite degree≤ σ (i.e., |f (z)| ≤ exp((σ + ε)|z|), ∀ε > 0) and bounded on the real line.
If the entire function G(x) ∈ Bp, p < σ , and
∞∑
k6=0
k=−∞
|G(xk)|
|k| <∞, xk =
kpi
σ
,
then
G(x) = sin σ x
∞∑
k=−∞
(−1)k
σ x− kpi G(xk). (5)
If we choose the function
G(x) =
[
sin ρ(x− w)
ρ(x− w)
]2
∈ B2ρ ⊂ Bσ , ρ = σ3 , w ∈ C,
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then by the above statement it follows that[
sin ρ(x− w)
ρ(x− w)
]2
= sin σ x
σρ2
∞∑
k=−∞
(−1)k sin
2 ρ(w − xk)
(w − xk)2(x− xk)
and puttingw = xwe get the identity
1 = 9sin σ x
σ 3
∞∑
k=−∞
(−1)k sin
2 σ(x−xk)
3
(x− xk)3 .
This identity suggests introducing the operator
Lσ (f , x) = 9sin σ x
σ 3
∞∑
k=−∞
(−1)k sin2 σ(x−xk)3
(x− xk)3 f (xk) (6)
for those f ∈ C(R) for which the infinite series converges uniformly on R.
From (6) it follows that Lσ is a linear (not positive) operator preserving constants. It is an entire
function of exponential type of degree 5σ/3 interpolating f at xk, k = 0,±1, . . .. Starting from Lσ we
can consider new operators for the weighted approximation of functions from Cw . Let
fσ (x) =
{f (x), |x| ≤ aσ
f (−aσ ), x ≤ −aσ
f (aσ ), x ≥ aσ ,
with
aσ = log1/α σ ,
and consider the operator
L∗σ (f , x) = Lσ (fσ , x).
From the definition it follows that L∗σ is a linear operator, preserving constants, interpolating f at
O(σaσ ) nodes and it is an entire function of exponential type.
The definition of aσ above may seem unexplained, but it will be clear from the proof that if we
chose it larger (which would improve the error estimate; see Theorem 1), then the boundedness of
the operator would fail to hold.
We prove the following theorem.
Theorem 1. With the notation (1), for all α > 1 and f ∈ Cw we have
‖wL∗σ (f )‖ ≤ C‖wf ‖ (7)
and
‖w[L∗σ (f )− f ]‖ ≤ Cω
(
f ; 1
log1−1/α σ
)
w
. (8)
4. The operator Gσ
Following the preliminaries in Section 3, we consider the function Gw defined by
Gw(x) = 64
(
sin σ(x−w)4
σ(x− w)
)3
,
and from (5) withw = x, we have
1 = 64 sin σ x
σ 4
∞∑
k=−∞
(−1)k sin3 σ(x−xk)4
(x− xk)4 , ∀x ∈ C, xk =
kpi
σ
.
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In particular if we replace x by x exp x2s, s > 0 an integer, we get the identity
1 = 64 sin(σ x exp x
2s)
σ 4
∞∑
k=−∞
(−1)k sin3 σ(x exp x2s−xk)4
(x exp x2s − xk)4 .
This identity suggests considering the operator
Gσ (f , x) = 64 sin(σ x exp x
2s)
σ 4
∞∑
k=−∞
(−1)k sin3 σ(x exp x2s−xk)4
(x exp x2s − xk)4 f (yk),
where the yk’s are defined by
yk exp y2sk = xk, k = 0,±1,±2, . . .
and f (x) = O(exp x2s) (|x| → ∞). From the definition it follows that Gσ (f ) is an entire function, and
a linear (not positive) operator preserving constants and interpolating f at yk, k = 0,±1,±2, . . ..
We show that Gσ is a good tool for the weighted approximation of functions from Cw . Indeed we
have the following theorem.
Theorem 2. If 0 < α < 2s in (1) then for all f ∈ Cw we have
‖wGσ (f )‖ ≤ C‖wf ‖, (9)
and
‖w(f − Gσ (f ))‖ ≤ Cω
(
f ,
1
σ
)
w
, (10)
where ω(f , t)w is defined by (2) (for α > 1) or by (3) (for α ≤ 1).
5. Proofs
5.1. Proof of Theorem 1
First we prove (7). Without loss of generality, we may assume x ≥ 0. First we remark that if for
some jwe have |x− xj| ≤ pi/(2σ), then from the definition of Lσ∣∣∣∣∣ sin σ xσ 3 sin
2 σ(x−xj)
3
(x− xj)3
∣∣∣∣∣ =
∣∣∣∣∣ sin σ(x− xj)σ (x− xj) sin
2 σ(x−xj)
3
σ 2(x− xj)2
∣∣∣∣∣ ≤ C
and the corresponding jth term in the sum defining L∗σ is ≤ C‖wf ‖. Hence we have to handle only
those terms for which k 6= j. Then
w(x)|L∗σ (f , x)| = w(x)|Lσ (fσ , x)|
≤ C + 9‖wf ‖
σ 3

∑
|xk |≤aσ
k6=j
w(x)
|x− xk|3w(xk) +
w(x)
w(aσ )
∑
|xk |>aσ
k6=j
1
|x− xk|3

:= Σ1 +Σ2.
First we estimateΣ1. If x > |xk|, thenw(x) < w(|xk|) and
Σ1 ≤ C ‖wf ‖
σ 3
∑
|xk |<aσ
k6=j
1
|x− xk|3 ≤ C‖wf ‖.
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Assume now x < |xk| < aσ . Then
T := 1
σ 3
∑
|xk|≤aσ
w(x)
|x− xk|3w(xk)
≤ C
∑
j<k≤σ log1/α σ/pi
exp(xαk − xα)
(k− j)3
:= C
{ ∑
jα<kα≤σα+jα
+
∑
σα+jα≤kα≤σα log σ/pi
}
exp(piα(kα − jα)/σ α)
(k− j)3
:= T1 + T2.
Obviously
T1 ≤ C
∑
jα<kα≤σα+jα
1
(k− j)3 ≤ C .
As for T2,
T2 ≤
∑
σα+jα≤kα≤σα log σ/piα
exp(piαkα/σ α)
(k− j)3
≤ σ
∑
σα+jα≤kα≤σα log σ/piα
1
(k− j)3
≤ Cσ
((σ α + jα)1/α − j)2
≤ C σ(log
1/α σ)2α−2
σ 2α−1
≤ C log
2−2α σ
σ
→ 0,
i.e.Σ1 = 9‖wf ‖(T1 + T2) ≤ C‖wf ‖.
Now we estimateΣ2. If x ≥ aσ − a1−ασ then
w(x)
w(aσ )
= exp(aασ − (aσ − a1−ασ )α)
≤ exp
{
aασ
[
1−
(
1− 1
aασ
)α]}
≤ exp
(
aασ
C
aασ
)
≤ C
and
Σ2 ≤ C ‖wf ‖
σ 3
∑
|xk |>aσ
k6=j
1
|xk − x|3 ≤ C‖wf ‖.
Now let 0 ≤ x ≤ aσ − a1−ασ . Then
Σ2 ≤ C‖wf ‖
σ 2
∑
xk>aσ
1
(xk − x)3 .
Here
xk − x = xk − aσ + aσ − x = pi
σ
(
k− σ aσ
pi
)
+ (aσ − x),
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and so
Σ2 ≤ Cσ‖wf ‖
∑
k>σaσ /pi
1
[(k− σaσ /pi)+ σ(aσ − x)/pi ]3
≤ C σ‖wf ‖
σ 2(aσ − x)2
≤ C‖wf ‖a
2α−2
σ
σ
= o(‖wf ‖),
and the proof of (7) is complete.
Now we prove (8). Let g ∈ ACloc be the function realizing the inf in (4) for t = a1−ασ . Then
w(x)|f (x)− L∗σ (f , x)| ≤ w(x)|f (x)− g(x)| + w(x)|g(x)− L∗σ (g, x)| + w(x)|L∗σ (g − f , x)|
≤ C‖w(f − g)‖ + w(x)|g(x)− L∗σ (g, x)|.
So we have to estimatew(x)|g(x)−L∗σ (g, x)|. By symmetry, again wemay assume that x ≥ 0. If xj ≤ x
is the nearest node to x, then
w(x)|g(x)− L∗σ (g, x)| ≤ Cw(x)
| sin σ(x− xj)| sin2 σ(x−xj)3
σ 3|x− xj|3 |g(x)− g(xj)|
+ Cw(x)
σ 3
∑
|xk |≤aσ
k6=j
|g(x)− g(xk)|
|x− xk|3
+ Cw(x)|g(x)− g(aσ )|
σ 3
∑
xk>aσ
k6=j
1
|x− xk|3
+ Cw(x)|g(x)− g(−aσ )|
∑
xk<−aσ
1
|x− xk|3
:= S0 + S1 + S2 + S3.
Here
S0 ≤ Cw(x)
σ
|g ′(ξ)| ≤ C ‖wg
′‖
σ
exp |ξα − xα| ≤ C ‖wg
′‖
σ
(xj < ξ < x).
Next we estimate S1.
Case 1: 0 ≤ x ≤ aσ . Since |g(x)− g(xk)| = |x− xk||g ′(ξk)|, ξk ∈ (xk, x), then
S1 ≤ Cw(x)
σ 3
∑
|xk |≤aσ
k6=j
w(x)|g ′(ξk)|
(x− xk)2
≤ C ‖wg
′‖
σ 3
∑
|xk |≤aσ
k6=j
exp(|ξ |αk − xα)
(x− xk)2
≤ C ‖wg
′‖
σ 3

∑
|xk |<x
k6=j
1
(x− xk)2 +
∑
x<|xk|≤aσ
exp(|xk|α − xα)
(x− xk)2

≤ C ‖wg
′‖
σ
1+ ∑
j<k≤σ log1/α σ/pi
exp(xαk − xα)
(k− j)2
 .
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Here ∑
j<k≤σ log1/α σ/pi
exp(xαk − xα)
(k− j)2 ≤ C
{ ∑
jα<kα≤σα+jα
1
(k− j)2 +
∑
σα+jα≤kα≤σα log σ/pi
σ
(k− j)2
}
≤ C
{
1+ σ
(σ α + jα)1/α
}
≤ C
1+
1
log1/α σ
[(
1+ 1log σ
)1/α − 1]

≤ C log1−1/α σ .
Case 2: x > aσ . Then
S1 ≤ Cw(x)‖wg
′‖
σ 3
∑
|xk|≤aσ
1
w(ξk)
(x− xk)2 ≤ C
σ
‖wg ′‖ (xk < ξk < x).
Next we estimate S2.
Case 1: 0 ≤ x ≤ aσ . Then by |g(x)− g(aσ )| = |x− aσ ||g ′(ξσ )|, x < ξσ < aσ ,
S2 ≤ Cw(x)|g
′(ξn)|(aσ − x)
σ 3
∑
xk>an
1
(xk − x)3
≤ C ‖wg
′‖
σ 3w(aσ )
∑
xk>aσ
1
(xk − x)2 ,
≤ C ‖wg
′‖
σ
∑
k>j
1
(k− j)2 ≤
C
σ
‖wg ′‖.
Case 2: x ≥ aσ . Then using the definition (2) of the modulus of continuity (supposing that a
realizes the first infimum) and that of the K -functional in (4), as well as their equivalences (cf. (4))
with t = a1−ασ , we get
S2 ≤ w(x)|g(x)− g(aσ )| ≤ w(x)|f (x)− g(x)|
+w(aσ )|f (aσ )− g(aσ )| + w(x)|f (x)− a| + w(aσ )|f (aσ )− a|
≤ 2K(f , a1−ασ )+ 2ω(f , a1−ασ )w
≤ Cω(f , a1−ασ )w.
Finally we estimate S3:
S3 ≤ C ‖wg
′‖
σ 3
w(x)
w(aσ )(aσ + x)
∑
xk<−aσ
1
(x− xk)3
≤ C ‖wg
′‖(aσ + x)
σ 2
∑
xk>aσ
1
(x+ xk)3
≤ C (x+ aσ )‖wg
′‖
σ(x+ aσ )2 ≤ C
‖wg ′‖
σaσ
.
Collecting our estimates we get
w(x)|f (x)− L?σ (f , x)| ≤ C‖w(f − g)‖ +
C
σ
‖wg ′‖ + Cω(f , a1−ασ )w
≤ CK(f , a1−ασ )+ Cω(f , a1−ασ )w ≤ Cω(f , a1−ασ )w. 
310 B. Della Vecchia et al. / Journal of Complexity 25 (2009) 303–310
5.2. Proof of Theorem 2
First we prove (9). If yj ≥ x is the closest knot to x from the right (and again, assume without loss
of generality that x ≥ 0), then it is easy to see that the corresponding jth term in the sum defining Gσ
is≤ C‖wf ‖. Hence we may assume in the estimations that k 6= j. Then
w(x)|Gσ (f , x)| ≤ C‖wf ‖
[
1+ 1
σ 4
∑
k6=j
exp(|yk|α − xα)
(xj − xk)4
]
≤ C‖wf ‖
[
1+
∑
0≤k<j
1
(j− k)4 +
1
σ 4
∑
|k|>j
exp(yαk − xα)
(xj − xk)4
]
.
Here, by (8) and by the monotone increasing property of the function ϕ(α) := yαk − yαj for α ∈ [1,∞)
we get
1 ≤ exp(yαk − xα) ≤ exp(yαk − yαj )
≤ exp(y2sk − y2sj )
= xkyj
xjyk
≤ xk
xj
= k
j
, yk ≥ max(1, yj),
and the validity of these inequalities (apart from a multiplicative constant) is obviously extended to
the cases 0 ≤ yj < yk ≤ 1. Hence we obtain
w(x)|Gσ (f , x)| ≤ C‖wf ‖
[
1+ 1
j
∑
k>j
k
(k− j)4
]
≤ C‖wf ‖,
and (9) follows.
Nowwe prove (10). From the above considerations we assume that k 6= j. Hence working as in the
proof of (8) we need to prove
w(x)|f (x)− Gσ (g, x)| ≤ C ‖wg
′‖
σ
, (11)
for g ′ ∈ ACloc realizing the K -functional (4). By the mean value theorem we get, using |yk − yj| ≤
|xk − xj|,
w(x)|g(x)− Gσ (g, x)| ≤ C‖wg
′‖
σ
1+ w(x)
σ 3
∞∑
k=−∞
k6=j
|g(x)− g(yk)|
(xj − xk)4

≤ C‖wg
′‖
σ
[
1+ 1
σ 3
∑
|k|<j
yj − yk
(j− k)4 +
w(x)
w(yk)σ 3
∑
|k|≥j
(yk − yj)
(k− j)4
]
≤ C ‖wg
′‖
σ
[
1+
∑
|k|<j
1
(j− k)3 +
1
j
∑
|k|>j
k
(k− j)3
]
≤ C ‖wg
′‖
σ
,
that is (11). 
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