Abstract. The Extended Krylov Subspace Method has recently arisen as a competitive method for solving large-scale Lyapunov equations. Using the theoretical framework of orthogonal rational functions, in this paper we provide a general a-priori error estimate when the known term has rankone. Special cases, such as symmetric coefficient matrix, are also treated. Numerical experiments confirm the proved theoretical assertions.
Introduction. The numerical solution of the large-scale matrix Lyapunov equation
is of great relevance in a large variety of scientific and engineering applications; see, e.g., [1] , [4] , [27] . Here and later on x * denotes conjugate transposition of the vector x. In the following we shall assume that B = b is a vector, but our results can be generalized to the case when B is a tall and slim matrix.
Projection type approaches are particularly appealing approximation methods to reduce the order of the problem, so that the projected matrix equation is solved in a much smaller approximation space. Usually some condition is imposed on the residual to produce the smaller equation so as to uniquely derive an approximate solution within the approximation space. A very common choice, the Galerkin condition, is to require that the residual matrix be orthogonal to the approximation space. Various alternative approximation spaces have been proposed in the past, starting with the now classical Krylov subspace K m (A, b) = span{b, Ab, . . . , A m−1 b} [26] ; see also [17] . Although the Galerkin procedure associated with the standard Krylov subspace has been used for long time since it was first proposed in [26] , its convergence analysis was only recently developed in [28] . Other approximation methods based on projection include the well-established ADI method, in its factorized form [23, 25] , the global Krylov solver [18] , and the Kronecker formulation approach [15] . Except for the approach based on the Kronecker formulation, projection approaches have the convenient feature of determining an approximate solution of low rank, which can be written as X m = Z m Z * m , where Z m has few columns, so that only Z m needs to be stored.
In this paper we analyze a recently developed Galerkin-type method, which projects the original problem onto an enriched space that extends the Krylov subspace recurrence to inverse powers of A. This Extended Krylov subspace is given by 
Let Y m be the symmetric positive semidefinite solution to the reduced Lyapunov equation above. Then an approximation to X is obtained as X m = Q m Y m Q * m . We are thus interested in evaluating the accuracy of the approximation by estimating the error norm X − X m , where · is the matrix norm induced by the Euclidean vector norm. To this end, we define the field of values W := W (A) = {x * Ax, x ∈ C n , x = 1}, and we assume that W is symmetric with respect to the real axis R and (strictly) lays in the right half-plane. The solution to equation (1.1) may be written as (cf., e.g., [22] , [12, exercise 4.4] ):
where Γ is a closed contour in C\[W ∪ (−W )] homeotopic to the imaginary axis iR being passed from −i∞ to +i∞. Γ r and G r (r > 1) are canonical contours and domains for W , respectively. A similar expression can be used for X m (see also [26] ), namely
Note that these relations are common to any projection method with approximation space spanned by Q m , and they are not restricted to the Extended Krylov space. We can thus write the error of the approximate solution as
3. Error estimates for the approximate solution. Let D denote the closed unit circle, and let Ψ : C\D → C\W , Φ = Ψ −1 be the direct and inverse Riemann mappings for W . Consider the Takenaka-Malmquist system of rational functions (see [32] , [24] , [33, § 9.1], [30, Ch. 13, § 3]) for the cyclic sequence of poles 0, ∞, 0, ∞, 0, . . .:
where The functions defined in (3.1) are orthogonal and uniformly bounded on the unit circumference (see, e.g., [30] ):
In [9] Dzhrbashyan introduced the following rational functions that are now called the Faber-Dzhrbashyan rational functions:
Taking into account the definition and the properties of the Faber transformation F (see [31] , [10] , [30, § 7.4 , § 9.3], [11] ), one concludes from (3.5) and (3.6) that M n = F[φ n ], therefore M n is a rational function of type [2l/l] if n = 2l, of type 2l + 1/l + 1 if n = 2l + 1 (l ∈ N). Moreover, M n has only a zero finite pole (of multiplicity l and, due to the convexity of W , l + 1, respectively) and is uniformly bounded in n on W . In [20] Kocharyan established for M n the following generating relation
which in our case gives
and
Substituting (3.7)-(3.8) and the analogous decompositions for H m into (2.1) and (2.2), respectively, we obtain
where
Owing to [6, Theorem 2 and formula (1)] and the uniform boundedness of M k on W , we have
Combining this fact with the exactness of Extended Krylov subspace for M k , k ≤ 2m − 1 (see [19, Lemma 3.3] ) and subtracting (3.10) from (3.9), we derive the bound
It remains to estimate the coefficients a k,l . Lemma 3.1. There exists a number µ, 0 < µ < 1, such that the coefficients in (3.11) satisfy the inequality
Proof. It follows from (3.11) with Γ = iR, (3.1), (3.3) and properties of Riemann mappings that
Introduce the function
and the number
(the inequality follows from (3.3)). Theorem 3.2. The following error estimate holds:
, if l is odd.
All the functions h, g l and exp(i Arg w) are smooth on the unit circumference. Accounting for the orthogonality (3.4), the definition (3.15) and Parceval's theorem, we derive the inequalities
Analogously, exploiting in (3.11) the contour −∂W , we "symmetrically" obtain the inequality
Combining (3.12), (3.17) and (3.18) yields
Setting j 0 = m log ρ log µ and exploiting (3.19) and (3.13), we obtain max{k,l}≥2m
Substitution of this into (3.12) gives (3.16).
The scheme of the proof is quite general for projection-type methods, as emphasized by the following remark. The closed form expression for ρ is obtained due to the convexity of canonical domains for the convex compact W . 4 This result generalizes the ones in [28] . Our experience with bound (3.16), and specialized results for A symmetric ( [21] ) seem to show that the factor m is an artifact of our proof methodology, and that X − X m = O(ρ m ) may be a realistic estimate. For this reason, our further discussion focuses on the leading term ρ m . In fact, relying on the results of our numerical experiments partially reported below (cf. Example 5.4-4.4), we would like to formulate the following conjecture which, if true, would considerably sharpen the result of Theorem 3.2 and of available bounds especially for ρ close to one.
Conjecture 3.4. Under the conditions of Theorem 3.2, the following estimate is valid:
We think that one way to improve (3.16) is to account for the non-constancy of |h(w)| on the unit circumference in the integral formula for a k,l . However, it can be realized that the estimate (3.21) cannot be derived from (3.12); thus, to achieve (3.21), a different estimation strategy should be adopted. Conjecture 3.4 appears to be particularly appropriate as ρ → 1, that is for difficult problems, where ρ m becomes looser.
In the following sections we report on numerical experiments that confirm the quality of the bound in Theorem 3.2, and the appropriateness of our setting. In some specific case, such as A symmetric, the estimates are simplified thanks to the explicit knowledge of the Riemann's mapping. Unless explicitly stated, our experiments use the vector of all ones as b, normalized so as to have unit norm.
4. Numerical evidence. Symmetric A. We first give an explicit form for the convergence factor ρ in terms of the extreme eigenvalues of A.
Proposition 4.1. Let A be symmetric and positive definite with spectral interval [λ min , λ max ], and define κ = λ max /λ min . Then
Proof. We show that the function B(u) defined in (3.2) has a single local maximum for u ∈ R, attained at some u + ; since such u + is contained in the image of (Φ(−Ψ(1/w))) −1 with |w| = 1, we will conclude that ρ = B(u + ) = ((κ B(u).
Therefore, B has the following two critical points: u ± = Φ(0) ± Φ(0) 2 − 1, where
A sign analysis of B ′ shows that B increases between u − and u + and decreases on the right of u + , which implies that u + is a local maximum point. After some little algebra we can write that B(u + ) = B(Φ(0) + Φ(0) 2 − 1) = u 2 + . Explicitly writing u + in terms of λ min , λ max we obtain
Using (4.2) it can be verified that (−λ max −c)/r ≤ Φ(0) ≤ (−λ min −c)/r, therefore again for the monotonicity on R of Riemann maps for real-symmetric domains on R, we have that u + ∈ [ℓ 1 , ℓ 2 ]. In addition, it can also be verified that u − < −1 < ℓ 1 . Therefore, B(u + ) is the maximum in [ℓ 1 , ℓ 2 ], completing the proof. 2 ) from [−1, 1] to the spectral interval of a symmetric matrix A. Let A be the operator of multiplication by the independent variable in H. If A is a diagonal matrix, whose eigenvalues are the nodes of the n degree quadrature with suitably chosen shifts, and if the vector b ∈ R n consists of the square roots of the quadrature's weights, then a rational Krylov process (and thus also the Extended Krylov method) with A and b up to step n − 1 gives the same error as the rational Krylov process in H with the operator A and the initial "vector" 1 (the constant function "unit" from H). Since the spectral measure of the pair (A, 1) is regular and its support is a segment, such an example shall not show adaptation. The true convergence curve and the conjectured rate ρ m / √ m for these data are reported in Figure 4 .2, for n = 5000 (the value of n is shown for completeness) and spectral interval [0.002, 500]. The true rate is optimally captured throughout the convergence history. 
Further considerations for
A symmetric. In [21] an estimate of the error norm X − X m for A real symmetric was proposed. In our notation, the bound in [21] can be written as
Here we propose a simple derivation of the estimate in [21] by rewriting the Extended Krylov subspace approximation in terms of the Standard Krylov subspace with a suitably chosen coefficient matrix, and then by applying the bounds in [28] .
We consider the two equivalent equations
We multiply the second equation by γ 2 , where γ ∈ R, γ > 0, and we sum the two equations and obtain the new equivalent one:
Analogously, Y solves the following two equivalent equations: Therefore, we can write the analytic solutions as
We next recall from [19] that polynomials of degree up to m − 1 in A + γ 2 A −1 with vector b or A −1 b can be represented exactly in the Extended Krylov Subspace, that is,
where p k is a polynomial of degree k ≤ m − 1. Therefore, the obtained approximation X m belongs to EK m (A, b). It is interesting to remark that the derivation up to this point is very general, and it also applies to the nonsymmetric case. However, it is not completely clear how the optimization performed below could be generalized to the nonsymmetric case, and whether this approach would lead to a sharp estimate of the convergence rate. If Θ k denotes the Chebyshev polynomial of degree k, then the exponential function of the matrix −t(A + γ 2 A −1 ) can be expanded in terms of Chebyshev series as follows (see, e.g., [28] ):
This setting allows us to use the estimate in [28] for A = A + γ 2 A −1 symmetric. We only need to chose γ so as to minimize κ(A + γ 2 A −1 ). This is determined next. But first, we would like to remark that the fact that polynomials in A + γ 2 A −1
are exactly represented in the Extended Krylov subspace does not necessarily imply that the obtained bound is sharp. In other words, the Extended Krylov subspace solution could be the result of a possibly better rational function in A, A −1 . Our argument below seems to support the claim that using A + γ 2 A −1 does yield the desired formulation, at least in the symmetric case.
Lemma 4.5. Let A be symmetric with spectral interval [α, β]. We have
attained at γ = √ αβ, and λ min (A + αβA
. By collecting the two extremes we obtain κ(A + γ 2 A) = we obtain
where κ = (λ max (A) + λ min (A))/(2λ min (A)). Using the formulas for the extreme eigenvalues in Lemma 4.5 we find κ = (
, which is precisely κ in (4.3). We conclude this discussion with a comparison between the rate
and ρ given in (4.1). We have
Therefore, our convergence rate ρ in (4.1) coincides with that in [21] . Finally, we would like to compare the convergence rate for A symmetric, obtained by the Extended Krylov subspace method, with that obtained either by the Standard Krylov method ( [28] ) or by the ADI method with a single pole. In the latter case, the rate is known to be ([23, (2.12)])
In Figure 4 .3 we show the different rates of convergence (considering ρ 1/2 for the Extended Krylov subspace) as λ max varies in [10 2 , 10 5 ] and λ min = 1. The curves clearly show that the Extended Krylov subspace provides the best (smallest) rate among the considered methods, with a significant gap for large condition numbers.
5. Numerical evidence. Nonsymmetric A. We first derive an explicit formula for ρ in the case of a disk.
+ is a disk with center c > 0 and radius r < c. Then
Proof. can directly work with Ψ(w), |w| = 1. Let α = r/c. After some little algebra we have
where we used the fact that |w| = 1 and 0 < α < 1. Using once again |w| = 1, we have
+ ℜ(w)
where β j (α) are positive constants only depending on α.
Critical points of f are obtained for f ′ (ℜ(w)) = 0, whose numerator, except for the positive constant β 0 , equated to zero gives
A sign analysis shows that the local maximum of f is obtained for the root w ⋆ with positive square root sign. Some tedious algebra shows that the square root argument can be written as
Substituting in (5.1) we find ρ = α 2 /(4 − 3α 2 ) = r 2 /(4c 2 − 3r 2 ). We conclude by observing that substituting w = ±1 into (5.1) we obtain that |B(1/(Φ(−Ψ(±1))))| = α 2 /(4 − α 2 ) < ρ. Example 5.2. Our first experiment for A nonsymmetric aims to confirm the result of Proposition 5.1. We consider the 5000 × 5000 upper bidiagonal matrix with diagonal c and off-diagonal r, with c = (g + 1/g)/2 and r = (g − 1/g)/2 and g = 6, resulting in W (A) being tightly enclosed in the disk of center c and radius r, yielding ρ = 0.68018. Figure 5 .1 displays the true convergence rate and the leading asymptotic estimate ρ m as predicted by Theorem 3.2 with the help of Proposition 5.1. The slope is well captured by the a-priori estimate.
Example 5.3. We consider an external mapping from the family used for instance in [14] , [28] ,
The function ψ maps the exterior and boundary of the unit circle onto the exterior of a wedge-shaped convex set Ω in C + (cf. left plot of Figure 5 .2). We consider the 500 × 500 (normal) diagonal matrix A whose eigenvalues are the image through ψ of uniformly distributed points on the unit circle. The optimal rate is computed numerically as the maximum of the function h in (3.14), yielding ρ ≈ 0.051971. The true convergence history and the estimated convergence curve with leading term 6. Conclusions. In this paper we have analyzed the convergence of the Extended Krylov subspace method for numerically solving large scale Lyapunov equations. Our main Theorem 3.2 shows that after m iterations the error norm decreases as least as mρ m , where ρ is related to information on the field of values of the coefficient matrix. We also conjecture that the faster rate ρ m / √ m should hold, which appears to be appropriate in some specifically chosen tough numerical examples.
