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Abstract: We present a robust test for a change-point in time series which
is based on the two-sample Hodges–Lehmann estimator. We develop new
limit theory for a class of statistics based on two-sample U-quantile pro-
cesses, in the case of short range dependent observations. Using this the-
ory we derive the asymptotic distribution of our test statistic under the null
hypothesis of a constant level. The proposed test shows better overall per-
formance under normal, heavy-tailed and skewed distributions than sev-
eral other modifications of the popular cumulative sums test based on U-
statistics, one-sample U-quantiles or M-estimation. The new theory does
not involve moment conditions, so that any transform of the observed pro-
cess can be used to test the stability of higher order characteristics such as
variability, skewness or curtosis.
Key words: Change-point tests; Functional central limit theorem;
Hodges–Lehmann estimator; Two-sample U-process; Two-sample U-
quantiles; Two-sample U-statistics; Weak dependence.
21 Introduction
Statistical tests for the presence of a change in the structure of a time series are
of great importance, for instance regarding economic, technological and climate
data. Many procedures for detecting changes and for estimating change-points have
been proposed in the literature, see Cso¨rgo˝ & Horva´th (1997). There has been a
growing interest in change-point analysis for heavy-tailed time series recently, see
Huskova & Marusiakova (2012), Praskova & Chochola (2014), Chakar et al. (2017),
Vogel & Wendler (2017) and Fearnhead & Rigaill (2018).
We study tests for detecting a level shift in a time series (Xi : i ∈ Z), assuming that
Xi = µi + Yi,
where (µi : i ∈ Z) is a sequence of unknown constants and (Yi : i ∈ Z) is a sta-
tionary process with mean zero. We will focus on the case when (Yi : i ∈ Z) is a
weakly dependent process, in a sense that we will specify below. Given observations
X1, . . . , Xn, we want to test the null hypothesis that the process is stationary, that is
H0 : µ1 = . . . = µn,
against the alternative that there is a level shift after some unknown point in time k⋆,
that is
H1 : µ1 = . . . = µk⋆ 6= µk⋆+1 = . . . = µn, k
⋆ ∈ {1, . . . , n− 1}.
If the change-point k⋆ was known in advance, this would be a standard two-sample
problemwith samplesX1, . . . , Xk⋆ andXk⋆+1, . . . , Xn. Tests for the two-sample prob-
lem serve as guideline for finding tests for the more difficult change-point problem
studied here where k⋆ is unknown.
The standard statistic for the change-point problem is the cumulative sum statistic
Cn, which can be written as the maximum of
Cn,k =
1
n1/2
(
k∑
i=1
Xi −
k
n
n∑
i=1
Xi
)
= n1/2
k
n
(
1−
k
n
)(
1
k
k∑
i=1
Xi −
1
n− k
n∑
i=k+1
Xi
)
3over all candidate split time points k. The last term on the right hand side is the
difference of the sample means, or equivalently the mean pairwise difference be-
tween the samples, which is the standard estimator for a location shift if the two
samples X1, . . . , Xk and Xk+1, . . . , Xn are Gaussian. The cumulative sums test uses
the test statistic Cn/σˆn, where σˆ
2
n is a consistent estimator of the long run variance
σ2 =
∑∞
j=−∞Cov(Y0, Yj) of the mean. The asymptotic distribution of this test statistic
underH0 can be derived from a functional central limit theorem for the partial sum pro-
cess (n−1/2
∑⌊nλ⌋
i=1 Yi : 0 ≤ λ ≤ 1). Approximate critical values can hence be obtained
from tables of the Kolmogorov–Smirnov distribution, which is the distribution of the
supremum of the Brownian bridge process sup0≤λ≤1{|W (λ)− λW (1)| : 0 ≤ λ ≤ 1}.
The cumulative sums test is based on partial sums and not robust to outlying obser-
vations. We propose a test based on the Hodges–Lehmann two-sample estimator of a
location shift, which is the median pairwise difference Medi=1,...,k;j=k+1,...,n(Xi−Xj),
instead of the mean difference. The Hodges–Lehmann estimator is robust, and its
asymptotic efficiency relatively to the mean difference is larger than 95% in case of
Gaussian observations and never below 86.4% in case of continuous distributions
(Hodges & Lehmann, 1963). Fried & Dehling (2011) explored the good robustness
properties of two-sample tests based on this estimator, and Dehling & Fried (2012)
proved its asymptotic normality in the case of short range dependent observations.
The change-point test constructed here will be valid without any moment assumptions
on the underlying data, and can thus be applied to arbitrarily heavy-tailed data.
The Hodges–Lehmann change-point statistic proposed here is
Mn = n
1/2 max
1≤k≤n
k
n
(
1−
k
n
)
|Med{(Xj −Xi) : 1 ≤ i ≤ k < j ≤ n}| .
H0 will be rejected for large positive values ofMn. The asymptotic distribution ofMn
can be derived from studying the process [n1/2λ(1 − λ)Med{(Xj − Xi) : 1 ≤ i ≤
⌊nλ⌋, ⌊nλ⌋+1 ≤ j ≤ n}, 0 ≤ λ ≤ 1]. More generally, we study the quantile process
of the values
g(Xi, Xj), 1 ≤ i ≤ ⌊nλ⌋, ⌊nλ⌋ + 1 ≤ j ≤ n,
4indexed by 0 ≤ λ ≤ 1, where g(x, y) is a given function of two variables. We inves-
tigate the asymptotic distribution of this process in the case of short range dependent
data, and obtain the following theorem as a special case of the more general Theorem
3.
Theorem 1. Let (Yi : i ∈ Z) be a stationary process that is a near epoch dependent
functional of an absolutely regular process (Zi : i ∈ Z) with mixing coefficients (βj :
j ∈ N) and approximating constants (aj : j ∈ N) satisfying βj = O(j
−8) and
aj = O(j
−12). Moreover, let Y1 have an absolutely continuous distributionwith density
f(x) and assume that u(x) =
∫
f(y)f(x+ y)dy is 1
2
-Ho¨lder continuous. Then, under
H0, we obtain
n1/2 max
1≤k≤n
k
n
(1−
k
n
) |Med{(Xj −Xi) : 1 ≤ i ≤ k < j ≤ n}| −→
σ
u(0)
sup
0≤λ≤1
∣∣W (0)(λ)∣∣ ,
in distribution, where {W (0)(λ) : 0 ≤ λ ≤ 1} denotes a standard Brownian bridge
process,
σ2 =
∞∑
i=−∞
Cov{F (X0), F (Xi)},
and F is the marginal distribution function of the Xi, i ∈ Z.
For a definition of the mixing coefficients and the approximation constants see the
next section. By combining these two notions of weak dependence, our assumptions
cover essentially all classes of short range dependence processes. Long range depen-
dence, arising for instance in MA(∞)-processes with non-summable coefficients, is
not covered by our assumptions, and indeed our results do not apply to long range
dependent processes. Borovkova et al. (2001) provide a detailed list of examples of
short range dependent processes covered by our theory. For instance, stationary au-
toregressive moving average processes have an exponential decay of the approxima-
tion constants aj and the mixing coefficients βj are zero for j ≥ 1. The approxi-
mation constants aj for GARCH(1,1)-processes also converge to 0 exponentially fast
(Hansen, 1991). More general nonlinear time series models often can be represented
5as a Volterra sequence
Xi =
∞∑
l=1
∞∑
u1,...,ul=0
gl(u1, . . . , ul)Zi−u1 . . . Zi−ul.
and fulfill the conditions of our theorem if some summability condition hold for the
coefficients gl(u1, . . . , ul) and absolute regularity holds for the sequence (Zi : i ∈
Z). Furthermore, many dynamical systems are covered by our assumptions, see
Borovkova et al. (2001). Our results are general and can be applied without choos-
ing and fitting specific time series models.
Application of Theorem 1 needs consistent estimators for the nuisance parameters
σ and u(0). In order not to restrict our analysis to a specific time series model, we use
nonparametric estimators. We use overlapping subsampling for estimation of σ,
σˆn =
π1/2
(2l)1/2(n− l + 1)
n−l∑
i=0
|
i+l∑
j=i+1
{Fn(Xj)− 0.5}|,
where Fn is the empirical distribution function of X1, . . . , Xn. Dehling et al. (2013)
have established consistency of the non-overlapping version of this estimator under the
same assumptions as made here if the block length l = ln →∞ fulfills ln = o(n
−1/2).
Consistency of σˆn under the hypothesis can be shown similarly. To achieve consis-
tency under the alternative of one level shift, we can split the time series into three
disjoint subsequences of similar length and use the median of the resulting three sep-
arate estimations. This estimates σ consistently also under the alternative. However,
according to our experience gained in simulations this splitting should only be applied
if each subsequence consists of about 200 or more observations, since the median of
the right-skewed and downward biased individual estimations is strongly downward
biased otherwise.
For the parameter u(0), observe that u(x) is the density of X − Y , where X and Y
are independent random variables with the same distribution as X1. An estimator of
u(0) can be constructed applying a kernel density estimator to the pairwise differences
6Xi −Xj , 1 ≤ i < j ≤ n, leading to
uˆ(0) =
2
n(n− 1)b
∑
1≤i<j≤n
K
(
Xi −Xj
b
)
,
for a symmetric, Lipschitz-continuous kernel function K which integrates to 1. Be-
low, we show that uˆ(0) is a consistent estimator of u(0) under H0, provided that the
bandwidth b = bn is chosen appropriately. According to our experience gained from
simulations, we recommend estimation of u(0) from data sets which are corrected for
a possible level shift at each k ∈ {1, . . . , n − 1}. For this, we subtract the median
pairwise difference Med{(Xj − Xi) : 1 ≤ i ≤ k < j ≤ n} from Xk+1, . . . , Xn when
considering the possibility of a shift at time k. Application of uˆ(0) to the corrected data
X1, . . . , Xk, X
(k)
k+1, . . . , X
(k)
n leads to different estimates uˆk,n(0) and a more powerful
test. In the online supplement we prove that the difference uˆk,n(0) − uˆ(0) is asymp-
totically uniformly (with respect to k) negligible under H0. Multiplication by uˆk,n(0)
thus means consistent scaling underH0 and also at the true position k
⋆ of a single level
shift as its effect in the corrected estimate uˆk⋆,n(0) cancels out.
The following corollary states that the change-point test statistic proposed in this
paper follows asymptotically a Kolmogorov–Smirnov distribution under H0, like the
cumulative sums test statistic, for the estimates of σ2 and u(0) discussed before.
Corollary 1. Under the same assumptions as in Theorem 1, and applying subsampling
estimation of σ and kernel density estimation of u(0) using block lengths ln = o(n
−1/2)
and bandwidths bn = o(1) such that nb
4
n →∞, we obtain that the test statistic
Tn =
n1/2
σˆn
max
1≤k≤n
uˆk,n(0)
k
n
(
1−
k
n
)
|Med{(Xj −Xi) : 1 ≤ i ≤ k, k + 1 ≤ j ≤ n}|
converges in distribution to sup0≤λ≤1
∣∣W (0)(λ)∣∣ underH0, where {W (0)(λ) : 0 ≤ λ ≤
1} denotes a standard Brownian bridge process.
So we can reject the hypothesis if the value of the test statistic Tn exceeds q1−α,
where q1−α is the (1−α)-quantile of the Kolmogorov-Smirnov distribution. This leads
to a test with asymptotical level α. This test is consistent under fixed alternatives. To
7see this, we consider fixed values of τ ∈ (0, 1) and ∆ 6= 0 and the sequence of
alternatives
An = An(τ,∆) : µ1 = . . . = µ[nτ ] = µ[nτ ]+1 −∆ = . . . = µn −∆.
Theorem 2. Under the above sequence of alternatives An and the assumptions of
Theorem 1, Tn converges to infinity in probability as the sample size n increases.
2 Main Mathematical Results
2.1 Near Epoch Dependent Processes
We derive the asymptotic results in this paper under the assumption of short range
dependence. In the literature, there is a wide range of notions for this. We follow an
approach used already by Billingsley (1968) and Ibragimov (1971) and assume that the
noise process (Yi : i ∈ Z) is near epoch dependent on an absolutely regular process.
Definition 1. (i) Let A,B ⊂ F be two σ-fields on the probability space (Ω,F , P ). We
define the absolute regularity coefficient β(A,B) by
β(A,B) = E{sup
A∈A
|pr(A|B)− pr(A)|}.
(ii) For a stationary process (Zi : i ∈ Z) we define the absolute regularity coefficients
βj = sup
i≥1
β(Gi1,G
∞
i+j),
where Glk denotes the σ-field generated by the random variables Zk, . . . , Zl. The pro-
cess (Zi : i ∈ Z) is called absolutely regular if βj → 0 as j →∞.
(iii) Let {(Xi, Zi) : i ∈ Z} be a stationary process. We say that (Xi : i ∈ N0) is
L1-near epoch dependent on (Zi : i ∈ Z) with approximating constants (aj : j ∈ N),
if limj→∞ aj = 0 and
E{|X0 − E(X0|G
j
−j)|} ≤ aj.
82.2 Two-sample empirical U-quantile process
Now we investigate the two-sample empirical quantile process associated with the ker-
nel g(x, y). We formally define this process, as well as the related two-sample empiri-
cal U-process, both in a slightly more general setup of empirical processes indexed by
classes of functions.
Definition 2. Let h : R2 × R → [0, 1] be a measurable function, and let (Xi : i ∈ Z)
be a stochastic process.
(i) We define the two-sample empirical U-process
Un(λ, t) =
1
⌊nλ⌋(n− ⌊nλ⌋)
⌊nλ⌋∑
i=1
n∑
j=⌊nλ⌋+1
h(Xi, Xj, t), 0 ≤ λ ≤ 1, t ∈ R.
(ii) Given p ∈ [0, 1], we define the two-sample empirical U-quantile process
Qn(λ, p) = inf{t : Un(λ, t) ≥ p}, 0 ≤ λ ≤ 1.
Remark 1. (i) Given a kernel g(x, y), we define h(x, y, t) = 1{g(x, y) ≤ t}. Then,
Un(λ, ·) is the empirical distribution function of the data g(Xi, Xj), 1 ≤ i ≤ ⌊nλ⌋ <
j ≤ n, and Qn(λ) is the p-th quantile of the same data.
(ii) For fixed t, the process {Un(λ, t) : 0 ≤ λ ≤ 1} is a two-sample U-process that has
been introduced and investigated by Dehling et al. (2015).
A useful tool for analyzing the asymptotic distribution of the two-sample empirical
U-quantile process {Qn(λ) : 0 ≤ λ ≤ 1} is the following Hoeffding decomposition.
Definition 3. Let h(x, y, t) be a measurable function, and let X, Y be independent
random variables with the same distribution as Xi. Then we define the functions
U(t), h1(x, t), and h2(y, t) by
U(t) = E{h(X, Y, t)}, (1)
h1(x, t) = E{h(x, Y, t)} − U(t), (2)
h2(y, t) = E{h(X, y, t)} − U(t). (3)
9Moreover, let Q(p) = inf{t : U(t) ≥ p} be the quantile function and tp = Q(p) the
p-quantile.
Our theorems will require the following technical conditions regarding the process
(Xi : i ≥ 1) and the kernel h(x, y, t).
Assumption 1. (C1) The process (Xi : i ∈ Z) is a near epoch dependent functional
of an absolutely regular process (Zi : i ∈ Z) with mixing coefficients (βj : j ∈ N)
and approximation constants (aj : j ∈ N), such that for some constant β > 3 we have
βj = O(j
−β), aj = O(j
−(β+3)).
(C2) The function U(t), as defined in (1), is differentiable in a neighborhood of tp.
Moreover, u(t) = U ′(t) satisfies u(tp) > 0, and, as t→ tp,
|U(t)− p− u(tp)(t− tp)| = O(|t− tp|
3/2).
(C3) The kernel h : R3×R is a bounded measurable function. Moreover, t 7→ h(x, y, t)
is nondecreasing, and (x, y) 7→ h(x, y, t) is uniformly 1-Lipschitz continuous in a
neighborhood of tp. This means that there exists a neighborhood of tp and a constant
L > 0 such that
E [|h(X, Y, t)− h(X ′, Y, t)|1{|X −X ′| ≤ ǫ}] ≤ L ǫ,
E [|h(X, Y, t)− h(X, Y ′, t)|1{|Y − Y ′| ≤ ǫ}] ≤ L ǫ
holds for all t in this neighborhood, for all ǫ > 0, and for all quadruplesX, Y,X ′, Y ′
of random variables such that (X, Y ) has joint distribution prX1 × prX1 or prX1,Xk ,
for some k, and such that X ′ and Y ′ each have the same marginal distribution as Xi.
Theorem 3. Let {Xi : i ∈ Z} be a near epoch dependent functional of an absolutely
regular process such that assumption (C1) is satisfied and h : R3 × R → R a mea-
surable kernel such that assumptions (C2) and (C3) hold. Then we have the following
convergence in distribution:
[
n1/2λ(1− λ){Qn(λ, p)−Q(p)} : 0 ≤ λ ≤ 1
]
−→ [(1− λ)W1(λ) + λ{W2(1)−W2(λ)} : 0 ≤ λ ≤ 1] ,
10
where {W1(λ),W2(λ)} is a two-dimensional Brownian motion with covariance struc-
ture
Cov{Wi(µ),Wj(λ)} = (µ ∧ λ)
1
u2{Q(p)}
∑
k∈Z
E[hi{X0, Q(p)}, hj{Xk, Q(p)}].
An important ingredient in the proof of the limit theorem for the two-sample U-
quantile process is the Bahadur–Kiefer representation of the U-quantiles, see Bahadur
(1966). The Bahadur-representation for two-sample U-quantiles (with fixed λ) has
been studied by Inagaki (1973) for independent data and by Dehling & Fried (2012)
for dependent data. To the best of our knowledge, there are no results for the process
indexed by λ. There is much more literature on one-sample U-quantiles, beginning
with Geertsema (1970). In this case, better rates of the Bahadur representation are
known, see Wendler (2011).
Theorem 4. Under the same assumptions as in Theorem 3, we obtain
sup
0≤λ≤1
λ(1− λ)
[
Qn(λ, p)−Q(p) +
Un{λ,Q(p)} − p
u{Q(p)}
]
= Opr(n
− 5
9 ).
3 Simulation Results
We illustrate the practical value of the theoretical results presented above in a simu-
lation study using the statistical software R (R Development Core Team, 2016). Time
series are generated from autoregressive moving average models,
Yi = φ1Yi−1 + φ2Yi−2 + θǫi−1 + ǫi,
where (ǫi : i ∈ Z) are Gaussian, t3- or χ
2
3-distributedwhite noise innovations, scaled to
have zero mean and unit variance and representing normal tails, heavy tails and skew-
ness, respectively. We consider a broad range of practically relevant positive autocorre-
lation structures, namely first order models with φ1 = 0, 0.4, 0.8 or θ = 0.5, 0.8, second
11
order models with (φ1, φ2) = (0.4, 0.3), and mixed models with (φ1, θ) = (0.3, 0.5),
setting the other parameters to zero.
Besides the cumulative sum test, we compare our test to further competitors
also designed for shift detection in weakly dependent data. Extending work by
de Jong & Davidson (2000), Huskova & Marusiakova (2012) suggest a version of the
cumulative sum test based on the partial sums of M-residuals ψ{Yi−µˆn(ψ)}, replacing
the sign function used by the former authors by the Huber function ψ(x) = x1(|x| ≤
cκˆn) + cκˆn1(|x| > cκˆn), where κˆn is a robust estimate of the standard deviation of the
observations. The Huber function comprises the sign and the identity function as lim-
iting cases as the tuning constant c ∈ [0,∞) approaches zero or infinity, respectively.
We call this the Huberization test, using the sample median µˆn and median absolute
deviation about the median κˆn of the data for standardization, and c = 1.5 to achieve a
reasonable compromise between performance under normality and under heavy-tails.
Dehling et al. (2015) construct a Wilcoxon change-point test based on the two-
sample Wilcoxon–Mann–Whitney statistic. Vogel & Wendler (2017) use the differ-
ence between the one-sample Hodges–Lehmann estimators Med{(Xi + Xj)/2 : i =
1, . . . , j − 1, j = 2, . . . , l} obtained from the first l = k and all l = n observations to
construct a robust alternative to the cumulative sum test, called one-sample Hodges–
Lehmann change-point test hereafter.
For estimation of the respective long-run variances needed for standardization of the
test statistics, we follow Carlstein (1986) and Dehling et al. (2013), who suggest over-
lapping subsampling with Carlstein’s adaptive block length ln = max[⌈n
1/3{2φˆ/(1 −
φˆ2)}2/3⌉, 1] depending on the lag-one sample autocorrelation φˆ. In case of the
Wilcoxon and the Hodges–Lehmann change-point tests we use Spearman’s rank au-
tocorrelation for this, while it is the ordinary sample autocorrelation of the possibly
transformed data in case of the ordinary and the Huberization cumulative sums test.
For comparison we also comment on a fixed block length l = ⌈(3n)1/3 + 1⌉, which is
appropriate for a first order autoregression with φ = 0.5 according to Carlstein’s rule.
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The tests based on the one- or two-sample Hodges-Lehmann estimators additionally
need estimation of a density at its median which is done as discussed before Corollary
1.
First we assess the sizes of the tests, applying them with the asymptotic critical value
1.36 at a nominal significance level of 5%. We generate 6000 time series for each of the
21 combinations of an innovation distribution and an autoregressive moving average
model mentioned above, considering time series of lengths n = 100 and n = 200.
The standard errors of the estimated rejection rates are about 0.3%. Figure 1 presents
dotplots of the empirical sizes for the different settings. The adaptive block length
works well also in the presence of an additional moving average component but leads
to oversized tests for the second order autoregression. These problems with the size are
larger if n = 100, where only the Wilcoxon change-point test keeps its nominal size
for almost all scenarios. Increasing the sample size to n = 200 reduces the problems
for the tests based on the Hodges–Lehmann estimators. Subsampling with the fixed
block length (not shown here) leads to substantially oversized tests in case of strong
positive autocorrelations.
Next we compare the power of the tests after size-correction to achieve a fair com-
parison, using the respective 95% percentiles obtained in the simulations underH0 for
the same scenario as critical values. The power of the size-corrected tests is examined
by generating 600 time series of length n = 100 or n = 200 from each model and
each of ten different shift heights and two change-point positions τ = δn, δ = 0.5
or δ = 0.75. Larger heights are considered for stronger positive autocorrelations and
for change-points outside the center of the time series, since detection of small shifts
becomes more difficult then. Table 1 reports the shift heights which were chosen after
some experiments such that the more powerful tests achieve powers of about 95% in
case of the highest shifts considered.
Figure 2 depicts estimated power curves of the size-adjusted tests with adaptive
subsampling for shifts of increasing height in independent observations. The tests
13
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Figure 1: Empirical sizes in percent for time series of length n = 100 (left) and
n = 200 (right) generated from different time series models with normal, heavy-tailed
or skewed innovations. Cumulative sums test (C) and its variants using Huberization
(H), the Wilcoxon (W), one- (O) or two-sample (T) Hodges–Lehmann statistic. Sub-
sampling with an adaptive block length assuming a first order autoregression keeps the
nominal significance level 5% well also in the presence of a moving average part if
n = 200, but has some difficulties with the second order autoregression represented by
filled dots, particularly for H and C.
Table 1: Smallest height of a shift considered for each model. These heights are mul-
tiplied by 1, . . . , 10 to achieve increasingly large shifts. These heights are multiplied
by 1.5 if the shift is not in the center but after 75% of the observations, and additionally
by 1.4 if n = 100
φ1, φ2, θ 0, 0, 0 0.4,0,0 0.8,0,0 0.4,0.3,0 0.4,0,0.5 0,0,0.5 0,0,0.8
Heights 0.06 0.1 0.25 0.2 0.13 0.1 0.12
14
perform quite similar if a shift occurs in the center of independent Gaussian data.
If a shift occurs outside the center, the Wilcoxon change-point test gets worse. In
case of heavy-tailed t3- or skewed χ
2
3-distributed observations the ordinary cumulative
sums test loses a lot of its power. In case of χ23-observations this also applies to the
Huberization and even more to the one-sample Hodges–Lehmann change-point test.
Huberization transforms the data symmetrically, which is not the best solution if the
data are skewed. The problems of the one-sample Hodges-Lehmann change-point test
can be explained by the lack of efficiency of the underlying estimator as compared to
the mean or the median difference in case of skewed distributions (Hoyland, 1965).
We summarize the power curves of the size-adjusted tests by calculating the average
power across all shift heights for each model scenario. Figure 3 shows dotplots of the
average powers resulting for the different scenarios. The ordinary cumulative sum test,
the Wilcoxon and the Huberization change-point tests have some difficulties detecting
shifts in data with strong positive autocorrelations, that is, the second order autore-
gression and the first order autoregression with φ1 =0.8, if there are only n = 100
observations available. Only the tests based on the Hodges-Lehmann statistics do not
show particular weaknesses, with the test based on the two-sample statistic advocated
here providing the largest average powers.
For a more detailed comparison we perform an analysis of variance for the average
size-adjusted powers of the tests. Shifts inside and outside the center of the time se-
ries are analyzed separately, including main effects for the dependence structure and
the innovation distribution but ignoring possible interactions. Table 2 in the online
supplement reports the detailed results.
It turns out that the test based on the two-sample Hodges–Lehmann estimator is com-
petitive to or better than the other tests in all scenarios considered here. The test based
on the one-sample Hodges–Lehmann estimator performs similar to it for the symmet-
ric innovation distributions but worse for the skewed χ23-distributed innovations. This
agrees with the smaller asymptotic efficiency of the underlying estimator. The other
15
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Figure 2: Size-adjusted power in percent of the tests with adaptive subsampling in
case of a shift after 100 (left) or 150 (right) out of n = 200 independent normally
(top), t3- (center) or χ
2
3-distributed (bottom) observations. Cumulative sums test based
on ordinary (thin dots) or Huberized observations (bold dots), on the Wilcoxon (thin
solid), the two- (bold solid) or one-sample Hodges–Lehmann estimate (bold dashes).
The pointwise standard errors of the power estimates are at most about 2%.
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Figure 3: Estimated average powers of the size-adjusted tests for different time series
models and a shift in the center (panels 1 and 2) or after 75% of the observations
(panels 3 and 4) in a time series of length n = 100 (panels 1 and 3) or n = 200
(panels 2 and 4). Cumulative sums test (C) and its variants based on Huberization (H),
Wilcoxon (W), one- (O) or two-sample Hodges–Lehmann (T) statistics. Results for
the second and the first order autoregression with large positive autocorrelations are
worse for some of the methods and depicted by filled black dots.
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tests perform somewhat less powerful than these in the presence of strong positive auto-
correlations, particularly for the smaller sample size n = 100. In case of the cumulative
sums tests based on the ordinary or the Huberized observations this can be explained
by the more difficult estimation of the long run variance, since for the tests based on
the Hodges–Lehmann estimators it refers to bounded variables. TheWilcoxon change-
point test is less powerful for a shift outside the center. The ordinary cumulative sums
test seems to be inferior to the other tests for heavy-tailed t3- or skewed χ
2
3-distributed
innovations and not much better for Gaussian innovations. Additional simulations not
reported here indicate that the advantage of the robust tests gets larger as the tails get
heavier, see also Huskova & Marusiakova (2012) and Vogel & Wendler (2017).
The time point k where a test statistic as those considered here takes its maximum
is a natural estimator of the time of a shift. Figure 4 compares the resulting absolute
estimation errors, relative to the length of the time series, obtained in case of the largest
shift for each data generating process. Apparently, these estimators work similarly well
here. Only the estimator based on the Wilcoxon statistic behaves somewhat differently
as it provides more precise estimations if the shift is in the center, but less precise ones
if it is far from the center. Nevertheless, this estimator is consistent for the time of the
change under conditions similar to those considered here as has been proven recently
(Gerstenberger, 2018).
4 Data analysis
For illustration we analyze the 254 absolute daily stock returns of Volkswagen at the
Frankfurt stock exchange in 2015, downloaded from yahoo finance. In September
2015 irregularities with the emissions of diesel cars of this company became public.
Analyzing the stability of the level of the absolute values provides information about
changes of the variability of the returns. A histogram and the sample autocorrelations
of the absolute values indicate large skewness and positive dependencies with a lag-
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Figure 4: Average estimation errors of the time point of the change (relative to the
length of the time series) for different time series models and a shift in the center
(panels 1 and 2) or after 75% of the observations (panels 3 and 4) in a time series of
length n = 100 (panels 1 and 3) or n = 200 (panels 2 and 4). Cumulative sums test
(C) and its variants based on Huberization (H), Wilcoxon (W), one- (O) or two-sample
Hodges–Lehmann (T) statistics.
19
one autocorrelation of about 0.6, but this might be due to change-points for instance in
September, see Fig. 5. We perform several analyses with these data.
First we test the null hypothesis Hn0 : µ1 = . . . = µn of a constant level of vari-
ability up to the n-th trading day, using the data for the first n = 30, . . . , 254 trading
days, only. All tests reject Hn0 at the usual nominal 0.05 significance level if n is be-
tween about 40 and 80, possibly due to a larger variability in January than in February
and March. However, some tests do not reject the null hypothesis H2540 of a constant
level throughout the year, probably due to difficulties with multiple shifts into opposite
directions. All these tests are designed under the assumption of at most one change
and such difficulties are well known for the cumulative sums test. As opposed to this,
the two-sample Hodges–Lehmann change-point test constantly signals that the level
is unstable whenever applied to n ≥ 40 observations. This can be explained by the
robustness of the underlying estimator of a level shift, which takes a large absolute
value whenever there is a split of the n data points such that the majority of the data
before the split time point is at another level than the majority of the data after it. This
applies similarly to the Huberization and, to a smaller extent, also to the Wilcoxon
change-point test. The one-sample Hodges–Lehmann change-point test considered
here compares the first k to all n observations so that the corresponding robust level
estimates can be quite similar in case of a late shift.
The focus of our paper is on robust change-point tests within the at most one change
scenario, but in practical applications like the one considered here several change-
points can occur. A recent proposal for robust detection of multiple change-points in
a sequence of independent observations is due to Fearnhead & Rigaill (2018). A thor-
ough solution of this problem for dependent data is outside the scope of this paper.
However, we feel that simple strategies like binary segmentation can be improved by
combination with a powerful robust test as proposed here. To illustrate this, we ap-
ply the tests to the whole year and estimate the date of the change-point by the value
of the split k for which the test statistic takes its maximum. Doing so, only our test
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dates a shift where we expect it to be, namely in September, while the Wilcoxon and
the Huberization test point at a change about two months earlier in July, and the other
two tests do not detect a change at all. After detection of a change, the sample is
split into the observations before and after the estimated change-point. Then the test-
ing is repeated on each of these subsequences. When applying this strategy with our
Hodges–Lehmann change-point test, we sequentially detect further changes in July and
at the beginnings of February and October, even when applying Bonferroni correction
to achieve the same overall 0.05 significance level in each step. The sample autocor-
relations of the absolute returns within the different segments identified this way agree
well with white noise assumptions. Among the other tests, only Huberization leads to
an at least weakly significant test statistic in September in a second step when applied
with Bonferroni correction, and to a third change-point in October without Bonferroni
corection. The Wilcoxon test statistic detects a change in September only when being
applied without Bonferroni correction.
These are just exploratory findings for a single data set, of course, and a careful
examination needs further studies. Promising candidates for further improvements
might be combinations of techniques like wild binary segmentation (Fryzlewicz, 2014)
and the robust test statistic considered here.
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Appendix 1: auxiliary results
The proofs require some further notations, which we introduce now. Given the kernel
h(x, y, t), we define the two-sample empirical U-process
Un1,n2(t) = (n1 n2)
−1
n1∑
i=1
n1+n2∑
j=n1+1
h(Xi, Xj, t),
and the two-sample empirical U-quantile process
Qn1,n2(p) = U
−1
n1,n2
(p) = inf{t : Un1,n2(t) ≥ p}.
Note that Un(λ, t) = U[nλ],n−[nλ](t) and Qn(λ, p) = Q[nλ],n−[nλ](p). Moreover, we
define
g(x, y, t) = h(x, y, t)− h1(x, t)− h2(y, t)− U(t),
where h1(x, t), h2(y, t), and U(t) have been defined in (1), (2) and (3), respectively.
Thus, we obtain the Hoeffding decomposition of the two-sample U-statistic as
Un1,n2(t) = U(t)+n1
−1
n1∑
i=1
h1(Xi, t)+n2
−1
n1+n2∑
j=n1+1
h2(Xj, t)+(n1n2)
−1
n1∑
i=1
n1+n2∑
j=n1+1
g(Xi, Xj, t).
The next two lemmas will deal with the last sum, which is called degenerate part:
Lemma 1. Under the assumptions (C1) and (C3), there exists a constant C, such that
for any integers 0 ≤ m1 ≤ n1 ≤ m2 ≤ n2
E
{
n1∑
i=m1+1
n2∑
j=m2+1
g(Xi, Xj , t)
}2
≤ C(n1 −m1)(n2 −m2), (4)
for all t in the neighborhood referred to in assumption (C3).
For the special case m2 = n1, this is Proposition 6.2 of Dehling & Fried (2012).
The general case can be proved with the same arguments; we omit the details.
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Lemma 2. Suppose that the assumptions (C1) and (C3) hold.
(i) There is a constant C, such that for all t
E
{
max
0≤m1≤n1≤m2≤n2≤2l
∣∣∣ n1∑
i=m1+1
n2∑
j=m2+1
g(Xi, Xj, t)
∣∣∣
}2
≤ C22ll4.
(ii) As n→∞, we have
sup
0≤λ≤1
∣∣∣∣∣
⌊λn⌋∑
i=1
n∑
j=⌊λn⌋+1
g(Xi, Xj, t)
∣∣∣∣∣ = o(n log3 n),
almost surely.
Proof. To prove the first part of the lemma, we introduce the notation
Qm1,n1,m2,n2 =
n1∑
i=m1+1
n2∑
j=m2+1
g(Xi, Xj, t),
for m1 ≤ n1 ≤ m2 ≤ n2, and Qm1,n1,m2,n2 = 0 otherwise. These quantities satisfy an
addition rule
Qm1,n1,m2,n2 +Qn1,n′1,m2,n2 = Qm1,n′1,m2,n2Qm1,n1,m2,n2 +Qm1,n1,n2,n′2 = Qm1,n1,m2,n′2
Note that
max
0≤m1≤n1≤m2≤n2≤2l
|Qm1,n1,m2,n2| ≤ 2 max
0≤m1≤n1≤m2≤2l
|Qm1,n1,m2,2l| ≤ 4 max
0≤n1≤m2≤2l
|Q0,n1,m2,2l|
Now we use a chaining technique. For example,
|Q0,5,7,16| ≤ |Q0,4,7,8|+ |Q0,4,8,16|+ |Q4,5,7,8|+ |Q4,5,8,16|.
We conclude that
max
0≤m1≤n1≤m2≤n2≤2l
|Qm1,n1,m2,n2| ≤ 4
l∑
d1=0
l∑
d2=0
max
i=1,...,2l−d1
j=1,...,2l−d2
|Q(i−1)2d1 ,i2d1 ,(j−1)2d2 ,j2d2 |.
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Note that for any random variables Y1, . . . , Yk we have that E (maxi=1,...,k Yk)
2 ≤∑k
i=1EY
2
i . Using this inequality and (4), we conclude that
E
(
max
0≤m1≤n1≤m2≤n2≤2l
|Qm1,n1,m2,n2|
)2
≤ 16E
(
l∑
d1=0
l∑
d2=0
max
i=1,...,2l−d1
j=1,...,2l−d2
|Q(i−1)2d1 ,i2d1 ,(j−1)2d2 ,j2d2 |
)2
≤ 16l2
l∑
d1=0
l∑
d2=0
E
(
max
i=1,...,2l−d1
j=1,...,2l−d2
|Q(i−1)2d1 ,i2d1 ,(j−1)2d2 ,j2d2 |
)2
≤ 16l2
l∑
d1=0
l∑
d2=0
2l−d1∑
i=1
2l−d2∑
j=1
E
(
Q(i−1)2d1 ,i2d1 ,(j−1)2d2 ,j2d2
)2
≤ Cl2
l∑
d1=0
l∑
d2=0
2l−d1∑
i=1
2l−d2∑
j=1
2d12d2 ≤ Cl422l.
So the first part of the lemma is proven. For the second part, it suffices to show that
max
0≤m1≤n1≤m2≤n2≤2l
|Qm1,n1,m2,n2| = o(2
ll3).
Now by the Chebyshev inequality, we obtain
∞∑
l=1
pr
(
2−ll−3 max
0≤m1≤n1≤m2≤n2≤2l
|Qm1,n1,m2,n2| ≥ ǫ
)
≤ ǫ−2
∞∑
l=1
2−2ll−6E
(
max
0≤m1≤n1≤m2≤n2≤2l
|Qm1,n1,m2,n2|
)2
≤ C
∞∑
l=1
l−2 <∞.
The Borel-Cantelli lemma completes the proof.
In order to prove Theorem 4, we need some information about the local behaviour
of the empirical U-process. We will first concentrate on the first half of the process,
that is λ ∈ [0, 1/2]:
Lemma 3. Under the assumptions (C1), (C2), and (C3),
sup
λ∈[0,1/2]
|t−tp|≤C[ log log{min(λ,1−λ)}nmin(λ,1−λ)n ]
1/2
λ(1−λ)
∣∣{U⌊λn⌋,n−⌊λn⌋(t)− U(t)}− {U⌊λn⌋,n−⌊λn⌋(tp)− p}∣∣ = O (n− 59)
almost surely.
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Proof. We define n1 = ⌊nλ⌋, n2 = n − ⌊nλ⌋ and rn = (log logn1/n1)
1/2, and note
that n1 + n2 = n. We define the sequences c2l = 2
−5l/9, and for n = 2l−1 + 1, . . . , 2l
we set cn = c2l . By the monotonicity of Un1,n2 and U in t, we have that
sup
n1≤n/2
|t−tp|≤Crn
n1n2
n2
∣∣∣{Un1,n2(t)− U(t)} − {Un1,n2(tp)− p}∣∣∣
≤max
n1≤n/2
t∈cnZ
|t−tp|≤Crn
n1n2
n2
∣∣∣{Un1,n2(t)− U(t)} − {Un1,n2(tp)− p}∣∣∣+max
t∈cnZ
|t−tp|≤Crn
|U(t)− U(t + cn)|.
As U is differentiable in tp, we get that the second summand is of the order O(cn). For
the first summand, we use the Hoeffding decomposition and get
max
n1≤
n
2
t∈cnZ
|t−tp|≤Crn
n1n2
n2
∣∣∣{Un1,n2(t)− U(t)} − {Un1,n2(tp)− p}∣∣∣ (5)
≤ max
n1≤
n
2
t∈cnZ
|t−tp|≤Crn
∣∣∣ 1
n
n1∑
i=1
h1(Xi, t)−
1
n
n1∑
i=1
h1(Xi, tp)
∣∣∣
+ max
n1≤
n
2
t∈cnZ
|t−tp|≤Crn
n1
n
∣∣∣ 1
n
n∑
j=n1+1
h2(Xj, t)−
1
n
n∑
j=n1+1
h2(Xj, tp)
∣∣∣
+ max
n1≤
n
2
t∈cnZ
|t−tp|≤Crn
∣∣∣ 1
n2
n1∑
i=1
n1+n2∑
j=n1+1
g(Xi, Xj, t)
∣∣∣+ max
n1≤
n
2
∣∣∣ 1
n2
n1∑
i=1
n1+n2∑
j=n1+1
g(Xi, Xj, tp)
∣∣∣
For the first summand, we refer to (13) in Theorem 1 of Wendler (2011) and conclude
that it is of size o{n−(5+γ)/8(logn)3/4(log log n)1/2} = O(n−5/9) almost surely for a
γ > 0. Note that the continuity condition on the kernel in Wendler (2011) is dif-
ferent, but the continuity is only needed to guarantee that {h1(Xi)}i∈N is near epoch
dependent. This also holds under our continuity condition by Proposition 2.11 from
Borovkova et al. (2001).
We split the second summand into two parts, so that for the first part n1/n is small
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and for the second part rn = (log logn1/n1)
1/2:
max
n1≤n/2
t∈cnZ
|t−tp|≤Crn
n1n
−1
∣∣∣∣∣n−1
n∑
j=n1+1
h2(Xj, t)− n
−1
n∑
j=n1+1
h2(Xj , tp)
∣∣∣∣∣
≤ max
n1≤n4/9
t∈cnZ
|t−tp|≤Crn
n−5/9
∣∣∣∣∣n−1
n∑
j=n1+1
h2(Xj, t)− n
−1
n∑
j=n1+1
h2(Xj , tp)
∣∣∣∣∣
+ max
n1≤n/2
t∈cnZ
|t−tp|≤C(log logn4/9/n4/9)
1/2
∣∣∣∣∣n−1
n∑
j=n1+1
h2(Xj, t)− n
−1
n∑
j=n1+1
h2(Xj, tp)
∣∣∣∣∣
=: A1 + A2.
As h is bounded and therefore h2 is bounded, we have that A1 = O(n
−5/9). Along the
lines of the proof of Theorem 1 in Wendler (2011), we obtain
A2 = O{n
−2(1+γ)/36n−1/2(logn)3/4(log log n)1/2} = O(n−5/9)
almost surely. For the third summand on the r.h.s. of (5), we use the first part of Lemma
A1, the Chebyshev inequality, and the fact that the second moment of the maximum of
random variables is smaller or equal to the sum of second moments. We obtain
∞∑
l=1
pr
{
c−1
2l
max
2l−1≤n≤2l
max
n1≤n/2
t∈cnZ
|t−tp|≤Crn
∣∣∣∣∣n−2
n1∑
i=1
n1+n2∑
j=n1+1
g(Xi, Xj , t)
∣∣∣∣∣ ≥ ǫ
}
≤
∞∑
l=1
c−2
2l
ǫ−22−4(l−1)E
{
max
2l−1≤n≤2l
max
n1≤n/2
t∈cnZ
|t−tp|≤Crn
∣∣∣∣∣
n1∑
i=1
n1+n2∑
j=n1+1
g(Xi, Xj, t)
∣∣∣∣∣
}2
≤
∞∑
l=1
∑
t∈c
2l
Z
|t−tp|≤C
c−2
2l
ǫ−22−4(l−1)E
{
max
0≤n1≤n1+n2≤2l
∣∣∣∣∣
n1∑
i=1
n1+n2∑
j=n1+1
g(Xi, Xj, t)
∣∣∣∣∣
}2
≤ 25C
∞∑
l=1
c−3
2l
2−4l22ll4 ≤ 25C
∞∑
l=1
l42−l/3 <∞,
as the set {t ∈ c2lZ, |t − tp| ≤ C} has at most 2C c
−1
2l
elements. Using the Borel-
Cantelli lemma, we conclude that the third summand on the r.h.s. of (5) is of size o(cn)
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almost surely. The last summand can be treated in the same way and so in total we
have proved the order O(n−5/9) almost surely.
Lemma 4. Under the assumptions (C1) and (C3),
sup
n2>n1
|Un1,n2(tp)− p| = O
{
(log log n1/n1)
1/2
}
almost surely.
Proof. We use the Hoeffding decomposition
sup
n2>n1
|Un1,n2(tp)− p| ≤
∣∣∣∣∣n1−1
n1∑
i=1
h1(Xi, tp)
∣∣∣∣∣+
∣∣∣∣∣n2−1
n1∑
i=1
h2(Xi, tp)
∣∣∣∣∣
+ sup
n2>n1
n2
−1
∣∣∣∣∣
n1+n2∑
j=1
h2(Xj, tp)
∣∣∣∣∣+ supn2>n1(n1n2)−1
∣∣∣∣∣
n1∑
i=1
n2∑
j=n1+1
g(Xi, Xj, tp)
∣∣∣∣∣ .
For the first two summands, we use Proposition 3.7 of Wendler (2011), which leads to∣∣∣∣∣n1−1
n1∑
i=1
hk(Xi, tp)
∣∣∣∣∣ = O
{
(log log n1/n1)
1/2
}
for k = 1, 2 almost surely. Furthermore
sup
n2>n1
n2
−1
∣∣∣∣∣
n1+n2∑
j=1
h2(Xj , tp)
∣∣∣∣∣ ≤ supn2>n1 2(n1 + n2)−1
∣∣∣∣∣
n1+n2∑
j=1
h2(Xj, tp)
∣∣∣∣∣ = O
{
(log logn1/n1)
1/2
}
.
For the last summand, we use Lemma A1 to obtain
E

 max
0≤m1≤n1≤2l1
n1≤m2≤n2≤2l2
|Qm1,n1,m2,n2|


2
≤ Cl21l
2
22
l12l2.
Now by the Chebyshev inequality, we obtain
∞∑
l2=1
l2∑
l1=1
pr

(2l1 log l1)−1/2 2−l2 max0≤m1≤n1≤2l1
n1≤m2≤n2≤2l2
|Qm1,n1,m2,n2| ≥ ǫ


≤ ǫ−2
∞∑
l2=1
l2∑
l1=1
(
2l1 log l12
2l2
)−1/2
E

 max
0≤m1≤n1≤2l1
n1≤m2≤n2≤2l2
|Qm1,n1,m2,n2|


2
≤ C
∞∑
l2=1
l2∑
l1=1
l21l
2
2/(log l12
l2)−1 <∞,
so we can conclude that the last summand is of the required order almost surely.
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Proposition 1. Under the assumptions (C1), (C2) and (C3), the process
n1/2
{
λ(1− λ)(U⌊λn⌋,n−⌊λn⌋(tp)− p
}
λ∈[0,1]
converges weakly to
[(1− λ)W1(λ) + λ{W2(1)−W2(λ)}]λ∈[0,1] ,
where W = (W1,W2) is a two-dimensional Brownian motion with covariance struc-
ture
Cov{Wi(µ),Wj(λ)} = (µ ∧ λ)
∑
k∈Z
E [hi{X0;Q(p)}, hj{Xk;Q(p)}] .
This is Theorem 2.4 of Dehling et al. (2015).
Lemma 5. Under the assumptions (C1), (C2) and (C3) for any bandwidth b = bn with
b+ b−3n−1 = o(1) we have the following convergence in probability:
uˆ(0) =
2
n(n− 1)b
∑
1≤i<j≤n
K
(
Xi −Xj
b
)
→ u(0)
Proof. First note that uˆ is a one-sample U-statistic with symmetric kernel kn(x, y) =
b−1K{(x− y)/b} depending on n. We use the Hoeffding decomposition
u˜n = Ekn(X, Y ),
k1,n(x) = Ekn(x,X)− u˜n,
k2,n(x, y) = kn(x, y)− k1,n(x)− k1,n(y)− u˜n,
where X , Y are independent with the same distribution as X1. We obtain
uˆ(0) = u˜n + 2n
−1
n∑
i=1
k1,n(Xi) + 2{n(n− 1)}
−1
∑
1≤i<j≤n
k2,n(Xi, Yi).
By our assumptions,K has a bounded support, so letK(x) = 0 for |x| > M . Because
the density u is continuous andK integrates to 1, we can conclude that for n→∞ we
have
|u˜n − u(0)| = |
∫
b−1K(x/b)u(x)dx− u(0)| ≤ sup
|x|≤Mb
|u(x)− u(0)| → 0,
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since bn → 0. As K is Lipschitz continuous, |K(x) − K(y)| ≤ L1|x − y| for some
constant L1, we have that k1,n(x) is Lipschitz continuous with constant L1/b
2. By
Proposition 2.11 of Borovkova et al. (2001), it follows that {k1,n(Xi)}i∈N is near epoch
dependent with approximation constants a′k = 3(ak)
1/2/b2n. LetC1 = C/b be the upper
bound of k1,n(Xi), then by Lemma 2.18 of Borovkova et al. (2001)
|E {k1,n(Xi)k1,n(Xj)}| ≤ 4C1a
′
|i−j|/3+2C
2
1β(|i−j|/3) ≤ Cb
−3{a
1/2
|i−j|/3+β(|i−j|/3)},
so we obtain by stationarity that
E
{
2n−1
n∑
i=1
k1,n(Xi)
}2
≤ 4n−1
∞∑
i=1
|E {k1,n(X1)k1,n(Xi)}|
≤ Cn−1b−3
∞∑
i=1
{(a|i−j|/3)
1/2 + β(|i− j|/3)} → 0,
because nb3 →∞, so the second summand converges to 0. For the third summand, we
use Lemma 4.3 of Borovkova et al. (2001) and the fact that k2,n(x, y) is a degenerate
kernel bounded by 4C1/b and that the product k2,n(x1, x2)k2,n(x3, x4) is 1-Lipschitz
with constant 4{4(C1/b)(L1/b
2)} = Cb−3. We get the inequality
|E {k2,n(Xi1 , Xi2)k2,n(Xi3, Xi4)}| ≤ C
{
Am/3 + β(m/3)
}
/b2 + CAm/3/b
3
with Ai = (2
∑∞
n=i an)
1/2
and m = max
{
i(2) − i(1), i(4) − i(3)
}
, where i(1) ≤ i(2) ≤
i(3) ≤ i(4) are the order statistics of the indices i1, i2, i3, i4. Thus, we obtain
E
{
2n−1(n− 1)−1
∑
1≤i<j≤n
k2,n(Xi, Yi)
}2
≤ Cn−4
n∑
i1<i2,i3<i4
|E {k2,n(Xi1 , Xi2)k2,n(Xi3 , Xi4)}|
= Cn−4
n∑
m=0
∑
i1<i2,i3<i4
max{i(2)−i(1),i(4)−i(3)}=m
|E {k2,n(Xi1 , Xi2)k2,n(Xi3, Xi4)}|
≤ Cn−4b−3
n∑
m=0
∑
i1<i2,i3<i4
max{i(2)−i(1),i(4)−i(3)}=m
{
Am/3 + β(m/3)
}
.
At this point, we have to calculate the number of quadruples (i1, i2, i3, i4) such that
max{i(2) − i(1), i(4) − i(3)} = m. First note that there are at most 6 quadruples which
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lead to the same ordered numbers i(1), i(2), i(3), i(4). There are at most n
2 possibilities
to choose i(1) and i(4). If i(2) − i(1) = max{i(2) − i(1), i(4) − i(3)} = m, then i(2)
is already fixed and there are m possibilities for i(3). The same argument applies if
i(4) − i(3) = max{i(2) − i(1), i(4) − i(3)} = m, so we finally obtain
E
{
2n−1(n− 1)−1
∑
1≤i<j≤n
k2,n(Xi, Yi)
}2
≤ Cn−2b−3
n∑
m=0
m
{
Am/3 + β(m/3)
}
→ 0,
as themAm/3 andmβ(m/3) are summable by assumption (C1), and n
2b3 →∞.
Lemma 6. If nb4 → ∞, then we have the following convergence in probability under
H0:
max
k
|uˆk,n(0)− uˆ(0)| → 0
Proof. Define the estimate ∆ˆk = Med{(Xj −Xi) : 1 ≤ i ≤ k < j ≤ n} of the height
of a possible level shift at time k and the corrected data
X
(k)
i :=


Xi, i ≤ k
Xi − ∆ˆk, i ≥ k + 1.
The density estimator based on the corrected data is then given by
uˆk,n(0) =
2
n(n− 1)b
∑
1≤i<j≤n
K
(
X
(k)
i −X
(k)
j
b
)
.
We analyze this density estimator by comparing it with the density estimator based on
the original data, given by
uˆ(0) =
2
n(n− 1)b
∑
1≤i<j≤n
K
(
Xi −Xj
b
)
.
Observe that for 1 ≤ i < j ≤ n, we have X
(k)
i −X
(k)
j = Xi −Xj , unless 1 ≤ i ≤
k < j ≤ n. Thus we obtain
uˆk,n(0)− uˆ(0) =
2
n(n− 1)b
k∑
i=1
n∑
j=k+1
{
K
(
X
(k)
i −X
(k)
j
b
)
−K
(
Xi −Xj
b
)}
.
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Denoting the Lipschitz constant ofK by L, we get
max
k
|uˆk,n(0)−uˆ(0)| ≤ max
k
2(n− k)k
n(n− 1)b
L
∣∣∣∆ˆk∣∣∣
b
= n−1/2b−2 max
k
2Ln1/2k(n− k)
∣∣∣∆ˆk∣∣∣
n(n− 1)
→ 0,
if n1/2b2 →∞, since the second ratio converges to the supremum of a Brownian bridge
according to Theorem 1.
Lemma 7. Let G be a non-decreasing function, c, l > 0 constants and [C1, C2] ⊂ R.
If for all t, t′ ∈ [C1, C2] with |t− t
′| ≤ l + 2c
|G(t)−G(t′)− (t− t′)| ≤ c,
then for all p, p′ ∈ R with |p−p′| ≤ l andG−1(p), G−1(p′) ∈ (C1+2c+ l, C2−2c− l)
|G−1(p)−G−1(p′)− (p− p′)| ≤ c
where G−1(p) = inf
{
t
∣∣G(t) ≥ p} denotes the generalized inverse.
Proof. This is Lemma 3.5 of Wendler (2012).
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Appendix 2: proofs of the main theorems
Proof of Theorem 4. Without loss of generality, we can assume that u(tp) = 1, other-
wise replacing h(x, y, t) by h{x, y, t/u(tp)}. We will first concentrate on the first half,
that means we will investigate
sup
λ∈[0, 1
2
]
λ(1− λ)
∣∣∣U−1⌊λn⌋,n−⌊λn⌋(p)− tp + U⌊λn⌋,n−⌊λn⌋(tp)− p∣∣∣
≤ sup
λ∈[0, 1
2
]
λ(1−λ)
∣∣∣U−1⌊λn⌋,n−⌊λn⌋(p)− U−1⌊λn⌋,n−⌊λn⌋ {U⌊λn⌋,n−⌊λn⌋(tp)}+ U⌊λn⌋,n−⌊λn⌋(tp)− p∣∣∣
+ sup
λ∈[0, 1
2
]
λ(1− λ)
∣∣∣U−1⌊λn⌋,n−⌊λn⌋ {U⌊λn⌋,n−⌊λn⌋(tp)}− tp∣∣∣ .
Define rn = {log log(λn)/(λn)}
1/2
. By Lemma A4, we can choose C1 > 0, such that
for all n
pr
[
sup
λ∈[0, 1
2
]
∣∣U⌊λn⌋,n−⌊λn⌋(tp)− p∣∣ /rn ≥ C1
]
≤ ǫ.
Hence, using Lemma A3 and A7, there exists a constant C2 such that
pr
[
sup
λ∈[0, 1
2
]
λ(1− λ)
∣∣U−1⌊λn⌋,n−⌊λn⌋(p)− U−1⌊λn⌋,n−⌊λn⌋{U⌊λn⌋,n−⌊λn⌋(tp)}+ U⌊λn⌋,n−⌊λn⌋(tp)− p∣∣ > C2n−5/9]
≤ pr
[
sup
λ∈[0, 1
2
]
|p−p′|≤C1rn
λ(1− λ)
∣∣∣U−1⌊λn⌋,n−⌊λn⌋(p)− U−1⌊λn⌋,n−⌊λn⌋(p′) + p′ − p∣∣∣ > C2n−5/9
]
+pr
[
sup
λ∈[0, 1
2
]
∣∣U⌊λn⌋,n−⌊λn⌋(tp)− p∣∣ /rn ≥ C1
]
≤ pr
(
sup
λ∈[0, 1
2
]
|t−tp|≤C1rn
λ(1− λ)
∣∣U⌊λn⌋,n−⌊λn⌋(t)− U(t)− U⌊λn⌋,n−⌊λn⌋(tp) + p∣∣ > C2n−5/9
)
+ ǫ
≤ 2ǫ.
Thus, the first summand is of order n−5/9. It remains to show the convergence of the
second summand U−1⌊λn⌋,n−⌊λn⌋{U⌊λn⌋,n−⌊λn⌋(tp)} − tp. By the definition of the gener-
alized inverse,
U−1⌊λn⌋,n−⌊λn⌋{U⌊λn⌋,n−⌊λn⌋(tp)} − tp ≤ 0.
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Furthermore, if Un1,n2(t) < Un1,n2(tp) by the monotonicity of h, we have for all n
′
2 ≥
n2 that Un1,n′2(t) < Un1,n′2(tp). As U
−1
n1,n2{Un1,n2(tp)} is the supremum of all t such
that Un1,n2(t) < Un1,n2(tp), it follows that U
−1
n1,n2
{Un1,n2(tp)} is nondecreasing in n2.
For every c > 0, the inequalityU−1n1,n1{Un1,n1(tp)}−tp < −c implies that Un1,n1(tp−
c)− Un1,n1(tp) ≥ 0, which is equivalent to
Un1,n1(tp − c)− Un1,n1(tp)− U(tp − c) + p ≥ −U(tp − c) + p.
By Lemma A3, there is a constant C3 such that
pr
(
sup
n1∈N
n
5/9
1 sup
|t−tp|≤rn
|Un1,n1(t)− U(t)− {Un1,n1(tp)− p}| > C3
)
< ǫ.
As U is differentiable, we have that U(tp−C4n
−5/9
1 )+p > C3n
−5/9
1 for some constant
C4 and consequently for all n2 ≥ n1
U−1n1,n2{Un1,n2(tp)} − tp ≥ −C4n
−5/9
1 .
Finally we have that λ(1− λ)⌊λn⌋−5/9 ≤ n−5/9, and so we arrive at
pr
[
sup
λ∈[0, 1
2
]
λ(1− λ)
∣∣∣U−1⌊λn⌋,n−⌊λn⌋{U⌊λn⌋,n−⌊λn⌋(tp)} − tp∣∣∣ > C4n−5/9
]
≤ pr
[
sup
n1≤n/2
n
5/9
1
∣∣U−1n1,n1{Un1,n1(tp)} − tp∣∣ > C4
]
≤ pr
[
sup
n1∈N
n
5/9
1
∣∣∣Un1,n1(tp − C4n−5/91 )− U(tp − C4n−5/91 )− {Un1,n1(tp)− p}∣∣∣ > C3
)
≤ pr
[
sup
n1∈N
n
5/9
1 sup
|t−tp|≤rn
|Un1,n1(t)− U(t)− {Un1,n1(tp)− p}| > C3
]
< ǫ,
and we have shown the convergence in probability for λ restricted to [0, 1/2]. For
λ ∈ [1/2, 1], note that
sup
λ∈[ 1
2
,1]
λ(1− λ)
∣∣∣U−1⌊λn⌋,n−⌊λn⌋(p)− tp + U⌊λn⌋,n−⌊λn⌋(tp)− p∣∣∣
= sup
λ∈[0, 1
2
]
λ(1− λ)
∣∣∣U˜−1⌊λn⌋,n−⌊λn⌋(p)− tp + U˜⌊λn⌋,n−⌊λn⌋(tp)− p∣∣∣ ,
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where U˜n1,n2 is the two sample U-statistics with kernel h˜(x, y, t) = h(y, x, t) calcu-
lated for the stochastic process (X˜i)i∈Z with X˜i = Xn−i. Because of stationarity,
the probability distribution of this does not change if we insert the random variables
X˜ ′i = X−i instead. The process (X−i)i∈Z inherits the near epoch properties of (Xi)i∈Z.
Thus, with the same arguments as above, we obtain
sup
λ∈[0, 1
2
]
λ(1− λ)
∣∣∣U˜−1⌊λn⌋,n−⌊λn⌋(p)− tp + U˜⌊λn⌋,n−⌊λn⌋(tp)− p∣∣∣ = OP (n−5/9).
Proof of Theorem 3. We decompose the stochastic process into two parts:
n1/2
[
λ(1− λ){U−1⌊λn⌋,n−⌊λn⌋(p)− tp}
]
λ∈[0,1]
= n1/2
[
λ(1− λ){p− U⌊λn⌋,n−⌊λn⌋(tp)}/u(tp)
]
λ∈[0,1]
+ n1/2
[
λ(1− λ)
{
U−1⌊λn⌋,n−⌊λn⌋(p)− tp +
U⌊λn⌋,n−⌊λn⌋(tp)− p
u(tp)
}]
λ∈[0,1]
.
By Theorem 4, the second part converges to zero in supremum norm. As a consequence
of Proposition A1, the first part converges weakly to
[(1− λ)W1(λ) + λ{W2(1)−W2(λ)}]λ∈[0,1] ,
where W = (W1,W2) is a two-dimensional Brownian motion with covariance struc-
ture
Cov{Wi(µ),Wj(λ)} = (µ ∧ λ)u
−2{Q(p)}
∑
k∈Z
E[hi{X0;Q(p)}, hj{Xk;Q(p)}].
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Proof of Theorem 1 and Corollary 1. By Theorem 3,
n1/2λ(1− λ){Med
(
Xi −Xj
∣∣1 ≤ i ≤ ⌊nλ⌋, ⌊nλ⌋ + 1 ≤ j ≤ n)}λ∈(0,1)
converges to
[(1− λ)W1(λ) + λ{W2(1)−W2(λ)}]λ∈[0,1] ,
whereW = (W1,−W1) andW1 is a Brownian motion, as h1(x, 0) = −h2(x, 0). The
variance is Var{W1(1)} = σ
2/u2(0). Now
u(0)
σ
[(1− λ)W1(λ) + λ{−W1(1) +W1(λ)}] =
u(0)
σ
W1(λ)− λ
u(0)
σ
W1(1)
is a Brownian bridge. Finally, by Lemma A5, Lemma A6 and Theorem 1.2 of
Dehling et al. (2013), uˆk,n/σˆn → u(0)/σ in probability, which completes the proof
also of Corollary 1.
Proof of Theorem 2. For simplicity of notation, we write k∗ = k∗n = [nτ ]. Observe
that
Tn ≥
uˆk∗n,n(0)
σˆn
k∗n
n
(
1−
k∗n
n
)
n1/2 |Med{(Xj −Xi) : 1 ≤ i ≤ k
∗
n, k
∗
n + 1 ≤ j ≤ n}|
=:
uˆk∗n,n(0)
σˆn
Mn,k∗n
Now, we can apply Theorem 2.4 of Dehling and Fried (2012), and we obtain
n1/2 [Med{(Xj −Xi) : 1 ≤ i ≤ k
∗
n, k
∗
n + 1 ≤ j ≤ n} −∆] −→
1
U ′(∆)
W∆.
Thus Mn,k∗n ≥ τ(1 − τ)n
1/2∆ + OP (1). Note that the corrected estimate uˆk⋆n,n(0),
which is used in Tn at the true change-point position k
⋆
n, is consistent for u(0) not
only under H0 but also under the alternative, since the effect of ∆ cancels out due to
correcting with an equivariant estimator. Thus showing σˆnn
−1/2 → 0 as n → ∞ is
sufficient for the consistency of the test based on Tn, since the above lower bound for
Tn, and also Tn itself, will converge to infinity in probability if ∆ 6= 0. Recall that
σˆn =
π1/2
(2ln)1/2(n− ln + 1)
n−ln∑
i=0
∣∣∣∣
i+ln∑
j=i+1
{
Fn(Xi)− 1/2
}∣∣∣∣.
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Because Fn is bounded by 0 and 1, we have |
∑i+ln
j=i+1{Fn(Xi)− 1/2}| ≤ ln/2. Since
we have assumed that ln = o(n
1/2), it follows that σˆn ≤ (πln/8)
1/2 = o(n1/4), which
completes the proof.
In fact, the test is even consistent if the corrected estimates uˆk,n(0) in the definition
of Tn are replaced by the simpler uncorrected estimate uˆ(0). For this we just need to
argue that additionally uˆ(0) ≥ vn → v in probability as n → ∞, for some random
variables vn and some constant v > 0. Observe that
uˆ(0) =
2
n(n− 1)b
∑
1≤i<j≤n
K
(
Xi −Xj
b
)
≥
2
n(n− 1)b
∑
1≤i<j≤k⋆n
K
(
Xi −Xj
b
)
+
2
n(n− 1)b
∑
k⋆n<i<j≤n
K
(
Xi −Xj
b
)
:= vn.
Because the sample Xi, i ≤ k
⋆
n is not affected by the change and the same is true for
Xi, k
⋆
n < i ≤ n, we can apply Lemma A5 to obtain
vn =
k⋆n(k
⋆
n − 1)
n(n− 1)
2
k⋆n(k
⋆
n − 1)b
∑
1≤i<j≤k⋆n
K
(
Xi −Xj
b
)
+
(n− k⋆n)(n− k
⋆
n − 1)
n(n− 1)
2
(n− k⋆n)(n− k
⋆
n − 1)b
∑
k⋆n<i<j≤n
K
(
Xi −Xj
b
)
n→∞
−−−→ {τ 2+(1−τ)2}u(0)
in probability, which is larger than 0 by assumption.
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Appendix 3: further simulation results
In this appendix we report some further simulation results.
In some additional simulation experiments we have investigated the estimation of
the long run variance σ2 under the alternative of a single level shift. For this we have
generated time series of length N = 200, N = 500 or N = 1000 from a first order
autoregressive model with lag one correlation φ1 =0.4 and Gaussian innovations with
unit variance, including a level shift of increasing height j/4, j = 0, 1, . . . , 9, in the
center of the data set, that is, after the time point N/2. 600 data sets have been gener-
ated for each scenario. Figure 6 depicts simulation results for estimation of the square
root of the long run variance of the cumulative sums or the Hodges-Lehmann change-
point statistic. The adaptive subsampling estimators tend to underestimate the long run
standard deviation, which is depicted by a horizontal line, under the hypothesis. This
negative bias gets smaller with increasing sample size, since the chosen block lengths
get larger then. Note that the true standard deviation of the change-point statistics in
finite samples is somewhat smaller than this asymptotical limit, so the underestima-
tion under the hypothesis is not severe if N is large. Splitting the time series into
non-overlapping subsequences of equal size stabilizes the estimation of the standard
deviation under the alternative of a change-point but increases the underestimation un-
der the hypothesis if N is not very large, resulting in an increased probability of a type
one error. Nevertheless, in case of long time series such splitting strategies will lead to
a substantial further increase of the power against shifts.
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Figure 6: Boxplots depicting the simulation results for estimation of the long run stan-
dard deviation of the cumulative sum (panels on the left hand side) and the Hodges-
Lehmann (right hand side) change-point test statistic in case of a shift of increasing
height j/4, j = 0, 1, . . . , 9, in the center of a first order autoregressive time series with
φ1=0.4 and length N = 200 (top), N = 500 (center) or N = 1000 (bottom). Results
are on a logarithmic scale as it is natural for scaling factors. Adaptive subsampling as
described in the paper applied to the full data set (left hand side of each panel) and me-
dian of the subsampling estimates obtained from three non-overlapping subsequences
of length ⌊N/3⌋ each (right).
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Table 2 provides detailed results for an analysis of variance of the average powers of
the different tests obtained under different autoregressive moving average models and
innovation distributions.
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Table 2: Analysis of variance of the average size-adjusted empirical power of the
tests, considering additive effects of the innovation distributions and the autocorrela-
tion model. Fitted powers are given in percent for autoregressive moving average mod-
els with different parameters (φ1, φ2, θ) and Gaussian innovations. Additive effects are
reported for t3- and χ
2
3-distributed innovations. For instance, the fitted average power
of the cumulative sums test C for a shift in the center of n = 100 t3-distributed white
noise observations, with (φ1, φ2, θ) = (0, 0, 0), is 55.5%+1.6%=57.1%, while for the
test T proposed here it is 66·1%. The adjusted measure of determination is usually
larger than 80% and often larger than 90%. The standard error of the fit is less than 4%
Test C W O T H C W O T H
n=100
(φ1, φ2, θ) change after k
⋆ = 50 change after k⋆ = 75
(0, 0, 0) 55.5 55.0 57.6 58.4 54.4 57.2 52.4 59.7 60.8 56.0
(0.4, 0, 0) 49.7 50.1 57.8 58.1 49.5 46.5 31.5 59.8 61.5 44.5
(0.8, 0, 0) 14.2 8.5 39.3 37.4 10.9 11.8 6.3 45.4 50.9 6.3
(0.4, 0.3, 0) 21.3 12.9 52.3 51.6 16.8 7.4 4.6 52.0 57.7 4.4
(0, 0, 0.5) 56.3 57.7 61.9 62.1 56.9 56.6 45.4 65.1 65.5 56.6
(0, 0, 0.8) 55.3 55.7 60.7 61.2 55.5 45.7 34.5 55.8 57.5 45.1
(0.3, 0, 0.5) 45.6 42.8 52.2 53.9 44.9 34.7 23.1 50.3 53.6 33.5
t3 1.6 6.1 7.1 7.7 6.7 2.3 4.5 6.7 7.8 6.9
χ2
3
-1.4 4.0 -6.2 4.0 3.7 -1.2 2.8 -10.2 3.2 3.8
n=200
change after k⋆ = 100 change after k⋆ = 150
(0, 0, 0) 52.7 53.5 54.7 54.6 52.3 59.1 54.9 60.8 60.8 58.3
(0.4, 0, 0) 51.7 53.2 56.9 57.2 52.5 56.1 49.2 61.7 62.2 56.5
(0.8, 0, 0) 30.7 24.9 45.7 45.1 28.9 21.3 11.0 46.6 49.5 17.8
(0.4, 0.3, 0) 45.0 43.2 56.8 55.9 44.2 33.5 18.6 58.4 59.5 30.7
(0, 0, 0.5) 57.0 58.8 61.1 61.3 58.1 50.8 45.7 55.9 56.8 52.1
(0, 0, 0.8) 56.6 58.0 60.5 60.8 57.2 52.0 45.8 56.9 57.8 52.6
(0.3, 0, 0.5) 50.3 51.0 55.5 55.4 50.2 54.6 44.0 60.4 60.5 53.9
t3 2.7 8.1 8.6 8.7 7.8 2.6 8.0 8.0 8.6 7.1
χ2
3
-0.2 5.2 -1.8 5.2 3.6 -0.8 4.5 -4.8 4.0 3.3
