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A new trigonometrically-fitted method for
second order initial value problems
Changbum Chun and Beny Neta
Abstract. Numerical schemes approximating the solution of ordinary
initial value problems interpolate polynomial up to a certain degree.
Brock and Murray have suggested in 1952 to interpolate exponential
functions when the solution is of exponential type. In 1961 Gautschi has
suggested the use of complex exponential functions of the frequency and
multiples of it. Later others developed methods based on combination of
both. The basis of all these methods are the well known linear multistep
(including Obrechkoff schemes) and Runge-Kutta (RKN) schemes. We
develop methods for the solution of first and second order systems having
periodic solution with approximately known period. Our methods based
on Obrechkoff schemes. We compare our new methods to existing ones.
Mathematics Subject Classification (2010). 65L05, 65L06.
Keywords. Obrechkoff schemes; Initial value problems; Trigonometrically-
fitted methods.
1. Introduction
In this paper we develop new schemes for approximating the solution of
ordinary initial value problems




If the right hand side depends on y′(x) then the equation is replaced by a
system
y′ = f(x,y), y(a) = y0, (1.2)
where y = [y, y′]T , f = [y′, f(x, y, y′)]T , and y0 is a vector of the initial
values.
This work was completed with the support of our TEX-pert.
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There are basically two classes of methods, i.e. linear multistep methods
[12] which include Obrechkoff methods [19] and Runge-Kutta methods [1]. In
this paper, we develop trigonometrically-fitted Obrechkoff-type schemes for
(1.1) and (1.2) whose solution is periodic or almost periodic with approxi-
mately known period, see review article [4].
2. Obrechkoff-type methods
Simos [20] has developed a trigonometrically-fitted Obrechkoff P-stable tenth
order method for (1.1).







n+1 + 2βj 1y
(2j)








































The free coefficient β3 1 is obtained from the P-stability condition
β3 1 =
(
190816819200[1− cos(v)]− 95408409600v2 + 7950700800v4




where v = ωh. The approximation of the first derivative is given by (36) in
Chun and Neta [4]. Wang et al. [24] have modified slightly β3 1 to read
β3 1 =
3155040− 1428000v2 + 60514v4 − α1 cos(v)
5040v2(−15120 + 6900v2 − 313v4 + α2 cos(v))
, (2.4)
where α1 = 3155040+149520v
2+3814v4+59v6 and α2 = 15120+660v
2+13v4.
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Wang et al. [24] have developed a new P-stable Obrechkoff-type twelfth
order method




























































and A2 is chosen to satisfy P-stability,
A2 = 2v
−2 + v2B2 − v4C2 + 2 cos(v)
(
−v−2 −A1 + v2B1 − v4C1
)
.
The first order derivative approximation is given by (3.9) in [24].
Remark 2.1. The typographical errors in the coefficients given in [24] are
corrected here.
Vanden Berghe and Van Daele [23] have suggested fitting the functions
{x0, x1, . . . , xK , e±λx, xe±λx, . . . , xP e±λx}.
When P = −1 we get the well known Obrechkoff method and for K = −1,
we get no monomials. We list here two of their eighth order methods in the
form (2.6) with K = 5, P = 1 and K = 7, P = 0.
The methods are symmetric and given by





n+2 + bi 1y
(2i)
n+1 + bi 0y
(2i)
n ), ` ≥ 2. (2.6)








+ 2β2 0 + 2β2 1,
β2 0 =








where Q = v2 − 1 + cos(v), R = (v2 + 1) cos(v) − 1 and C = 12v7 sin(v) −
48v4(1− 2 cos(v) + cos(v)2).
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where S = −3v4 + 56v2 + 120(cos(v) − 1) and D = 120v2(12(cos(v) − 1) +
(cos(v) + 5)v2).
Cash [2] considered hybrid two-step methods, i.e. using off-step points.
Neta [13], [14] has constructed high order hybrid Störmer-Cowell implicit and
explicit methods. See also Ibrahim and Ikhile [8], Felix and Okuonghae [5]
and Kovalnogov et al. [11] for other hybrid methods.
Fukushima [6] has introduced the super-implicit methods, i.e. using also
future value. Clearly, in this case one has to design schemes for initial and
terminal points in each block of points and then solve for all the unknown
values in the block. The initial value for the next block is the terminal value at
the previous one. Neta and Fukushima [16] and Neta [17], [18] have developed
various P-stable symmetric super-implicit methods.
Ibrahim and Ikhile [9] have combined the ideas of hybrid and super-
implicit methods to construct high order schemes with minimal phase-lag.
Here we list the twelfth order method
















(fn+4 + fn−4) +
18718533
40268800



































































Khalsaraei and Shokri [10] have developed an explicit six-step P-stable
method of order 10. It is given by (note the typographical errors in [10]).
k∑
i=1







































































































































v6 + · · · .
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3. New schemes
In this section, we develop new Obrechkoff-type explicit and implicit schemes
for first order and second order systems of ordinary initial value problems
whose solution is periodic or almost periodic. The methods fit a combination






{xn sin(rωx), xn cos(rωx)}n=0,1r=1,2,...,q .
For example, the method (2.7) using monomials to power 5 with q =
n = 1. The method (2.8) uses monomials to power 7 and q = 1 and n = 0.
Both of these methods are implicit with ` = 2 in (2.6). We only developed
schemes for which n = 0. Therefore, from now on we will not mention the
index n.
For first order systems, we developed Obrechkoff-type two-step methods





n+2 + bi 1y
(i)
n+1 + bi 2y
(i)
n ), ` ≥ 2. (3.1)
The method is not stable unless |a| < 1.
For ` = 2, the explicit method of trigonometric order 1, (K = q = 1) is
given by





n+1 + bi 2y
(i)
n ), (3.2)
where a and b1 1 are free parameters and
b1 2 = −a− b1 1 + 1,
b2 1 =








There is no way of choosing the free parameters to increase the trigonometric
order.
The implicit method (3.1) for ` = 2 led to a = 1 which is not zero stable.
So we have taken





n+1 + bi 2y
(i)
n ). (3.4)
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v cos(v)− 2 sin(v) + v
v2 sin(v)
,
b2 2 = −
1
2














b2 1 = −
1
4






















For second order ordinary initial value problems, we have developed
a new Obrechkoff-type scheme with trigonometric order 2. The method is
fitting complex exponentials and monomials with K = 5 and q = 2.
The method is







n+1 + 2βj 1y
(2j)
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The set of equations to solve is:
−4β1 0 − 4β1 1 + 2 = 0,
(− cos(wh)β2 0 − β2 1)h4w4 + (cos(wh)β1 0 + β1 1)h2w2 + cos(wh)− 1 = 0,
−(β2 0 cos(wh) + β2 1)h4w4 + (β1 0 cos(wh) + β1 1)h2w2 + cos(wh)− 1 = 0,
−24β1 0 − 48β2 0 − 48β2 1 + 2 = 0,
(−16 cos(wh)2β2 0 + 8β2 0 − 8β2 1)h4w4 + (4 cos(wh)2β1 0 − 2β1 0 + 2β1 1)h2w2
+ cos(wh)2 − 1 = 0,
(4 cos(wh)2 − 4) + h2w2(16β1 0 cos(wh)2 − 8β1 0 + 8β1 1)
+h4w4(−64β2 0 cos(wh)2 + 32β2 0 − 32β2 1) = 0.
(3.8)
We solved this system for the coefficients β1 0, β1 1, β2 0, β2 1 using Maple
software [3] to get
β1 0 = −
1
12






5(2 cos(v) + 1)v4 + 3(6 cos(v)2 + 8 cos(v) + 1)v2 + 45(cos(v)2 − 1)
D1
,
β2 0 = −
1
24






N3 + 3(15 cos(v)





D1 = (2 cos(v)v
2 + v2 + 3 cos(v)2 − 3)v2,
N2 = cos(v)
3 − cos(v)2 − cos(v) + 1,
N3 = (3 cos(v)
3 + 20 cos(v)2 − 4 cos(v)− 10)v4,
D2 =
[
(2 cos(v)2 − cos(v)− 1)v2 + 3N2
]
v4.
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4. Comments on order
Note that a method for first or second order ODEs is of order p if it fits
monomials up to degree p+ 1 or p+ 2, respectively. Therefore, the definition
of order for trigonometrically-fitted methods is now based on the number of
equations satisfied. Method, such as (2.7), for second order IVPs is of order
8, because it fits the set{
1, x, . . . , x5
}⋃
{sin(ωx), cos(ωx), x sin(ωx), x cos(ωx)} .
In Table 1, we list methods used here along with their order.
5. Numerical examples
In this section we compare our new schemes for first order, denoted E1 and
I2, and second order systems, denoted OM2, to the following known methods
for the solution of five examples:
1. K7p0, Vanden Berghe and Van Daele [23] method (2.8)
2. K5p1, Vanden Berghe and Van Daele [23] method (2.7)
3. Wang, Wang et al. [24] method of order 12, given here by (2.5)
4. RKNS, Runge-Kutta trigonometrically-fitted scheme of Simos [21]
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Table 1. Methods order.
5. KS20, Explicit P-stable Obrechkoff-type method of Khalsaraei and Shokri
[10], given by (2.12)
We did not include Adams implicit [7] and Neta and Ford [15] gen-
eralized Milne-Simpson methods because of their poor performance in the
examples in our previous paper [4]. The RKNS was corrected for typograph-
ical errors in [21], therefore we list the method and the expansion in Taylor















































6 + . . . ,
(5.2)
g1 = 1− 196v
2 + 130720v
4 − 120643840v
6 + . . . ,





6 + . . . ,






































6 + . . . .
(5.3)
Our methods for first and second order systems used for the comparison
are:
A new trigonometrically-fitted method 11
1. E1, Explicit method (3.3) for first order systems with ` = 2 and trigono-
metric order 1 with a = b1 1 = 1/3
2. I2, Implicit method (3.4), (3.6) for first order system with ` = 3 and
trigonometric order 2
3. OM2, Our method (3.7) for second order systems with trigonometric
order 2







y(x) = 0, 1 ≤ x ≤ 90. (5.4)




and pick ω = 10.
The methods require the approximation of the first derivative in com-
puting the higher derivatives of y(x) and we used the fourth order method in
Simos [21], see also [23] and (36) in [4]. For Wang (2.5) we use (3.9) in [24]
to approximate the first derivative.
Remark 5.1. The approximation (3.9) in [24] for the first derivative requires
higher order derivative that is used in (2.5) but not in the other methods.
The results at x = 9.0 are given in Table 2. It is clear that KS20 and
Wang gave superior results as expected by the highest order method used.
Our method OM2 (3.7) and Van Daele methods K7p0 (2.8) were second best
followed by I2, Vanden Berghe K5p1 (2.7) and RKNS. The worst method is
E1. We ran Wang’s method with the fourth order predictor as all others and
the results are about the same as OM2, i.e. the error was 0.156719(-13).
Note that even though K5p1 is of the same order as OM2, our method










Table 2. The L2 error of various methods at x = 90 using
h = 0.002 where the exact solution is 0.1898627894
Example 5.2. A second example is
y(4) + 2y′′ + y = sin(x), (5.5)
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subject to
y(0) = 1, y′(0) = 1, y′′(0) = 1, y′′′(0) = 1. (5.6)












We can rewrite this as a system of 2 second order initial value problems
y′′1 = y2,
y′′2 = −2y2 − y1 + sin(x),
(5.8)
y1(0) = 1, y2(0) = 1. (5.9)




y′4 = −2y3 − y1 + sin(x),
(5.10)
y1(0) = 1, y2(0) = 1, y3(0) = 1, y4(0) = 1. (5.11)















Table 3. The L2 error of various methods at x = 40π using
two values of time steps
Now KS20 is best even though Wang is of higher order. Wang came
second and K7p0 and OM2 were closely following. I2, surprisingly performed
better than K5p1. The worst method is again E1.
Example 5.3. In our third example we took
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This example should give a leg up to the method K5p1 using x sin(ωx) and
x cos(ωx), as can be seen in the exact solution below.
The exact solution is
z(x) = u(x) + iv(x),
u(x) = cos(x) + 0.0005x sin(x),
v(x) = sin(x)− 0.0005x cos(x).
(5.14)
We solved the equation on the interval 0 ≤ x ≤ 40π using ω = 1 and
compared the exact value of γ defined as γ =
√
u2 + v2 =
√
1 + (0.0005x)2
to the approximate value at the end of the interval using two values of h =
















Table 4. The L2 error of various methods at x = 40π using
two values of time steps
In this case KS20 and Wang performed best followed by the methods
K5p1, K7p0 and OM2. The method E1 is worst.
Example 5.4. In our fourth example, we consider the nonlinear undamped
Duffing’s equation, see e.g. Van Dooren [22] and Vanden Berghe and Van
Daele [23]
y′′ + y + y3 = B cos(Ωt),
with B = .002 and Ω = 1.01. The exact solution (see Vanden Berghe and
Van Daele [23]) is given by
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The initial conditions are
y(0) = A1 +A3 +A5 +A7 +A9,
y′(0) = 0.
The results are displayed in Table 5. The best methods are KS20 and
Wang which are also of the highest order. Clearly, the methods based on
Obrechkoff scheme (K7p0, K5p1 and OM2) are better, if we take under con-
sideration the order of the schemes. As was shown in [23], the error can be












Table 5. The L2 error of various methods at x = 40π.
Example 5.5. In our last example, we consider the Mathieu differential equa-
tion




and α = 0.1. The frequency is π/5 (see Gautschi [7]). Mathieu equation ap-
pears in physical problems involving elliptical shapes or periodic potentials.
We will solve the equation for 0 ≤ x ≤ 50 and tabulate at several points. The
results are compared to the values obtained from Maple using the function
MathieuC(100,5,x). The absolute error is computed at the end point of in-
tegration. The best method is again Wang, followed by OM2. The methods
K7p0 and K5p1 did not perform as well as OM2. The worst is again E1. The
explicit method KS20 diverged and that is why the results are not listed in
the table.
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Method
x = 5.0 x = 10.0 x = 20.0 x = 30.0 x = 40.0 x = 50.0 L2 error
K7p0 0.941764 0.666764 0.186253 -0.128919 -0.511972 -0.951685 0.276245(-3)
K5p1 0.941764 0.666772 0.186275 -0.128924 -0.512066 -0.951940 0.255555(-3)
E1 0.907675 0.641881 0.221878 -0.0122481 -0.271998 -0.586723 0.369962
I2 0.934728 0.643377 0.140281 -0.187190 -0.560786 -0.927932 0.237532(-1)
OM2 0.941737 0.666732 0.186244 -0.128919 -0.511972 -0.951684 0.490900(-6)
Wang 0.941737 0.666732 0.186244 -0.128919 -0.511972 -0.951685 0.2808498(-9)
RKNS 0.944174 0.670037 0.187888 -0.131346 -0.523116 -0.976630 0.249453(-1)
KS20
Exact 0.941737 0.666732 0.186244 -0.128919 -0.511972 -0.951685
Table 6. The approximate solution using various methods
(with h = 0.02) at various values of the independent variable.
The exact value at each point was found using the Maple
function MathieuC.
6. Conclusions
We have developed several trigonometrically-fitted methods of orders 3 to 8
and compared them to existing trigonometrically-fitted methods of order 8
and P-stable methods of order 10 and 12. We have used 5 linear and nonlinear
second and fourth order initial value problems. The explicit method of order
10, KS20, did not converge for the last example. This shows the limitation of
the explicit method as a standalone. Our eighth order method gave similar
or better results than the other eighth order methods but could not compete
with the twelfth order method. In the future we will develop a twelfth order
trigonometrically-fitted method to see if it can compete with the P-stable
method due to Wang et al. [24].
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