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ABSTRACT 
Given a finite population characterized by two attributes A and B, and a factor C 
with n levels, one case of Simpson's paradox (SP) occurs when A and B are positively 
associated within each level of C, but they are negatively associated or independent in
the population. Given an attribute K, let K be its complement. Assume the 
conditional proportions of the combinations of attributes AB, AB, AB, A B, respec- 
tively, within each level of C are known to the analyst, but the proportions of the n 
subpopulations (corresponding to the n levels of C) in the population are not known 
to the analyst. The problem is to find conditions under which SP occurs, and find the 
probability of SP. The first part of the problem is solved completely for all n >/2 
using properties of copositive matrices, and the theorems of Cottle, Habetler, and 
Lemke (1970) and of Pereira (1972). The second part of the problem is solved 
partially. © 1997 Elsevier Science Inc. 
1. INTRODUCTION 
An attribute, A, is a characteristic of a population. A member of a 
population possesses the attribute ,a~if it does not possess A. A factor C with 
n levels (where n >/2) divides the population into n subpopulations 
C 1 . . . . .  C, ,  i.e., into n mutually exclusive and exhaustive subsets. 
Consider a finite population characterizedby two attributes A and B, and 
a factor C with n levels. I f  K, L, M ~ {A, A, B, B, C 1 . . . . .  C,}, then KLM 
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denotes the subset of the population whose members possess or belong to K, 
L, and M. Denote by p(KLM) the proportion of all units in the population 
that belong to KLM.  Similar definitions can be given for 
p(K),  p(L), p(M),  p(KL), etc. Denote by p(K[LM)  the proportion of all 
units in LM that possess or belong to K. (This proportion is called a 
conditional proportion.) The first case of Simpson's paradox (SP) occurs when 
p( AIB) <~ p( ~B) ,  (1) 
but 
p(AIBC,)  > p(FdBC,) for i = 1 . . . . .  n. (2) 
The second case of SP occurs when the above inequalities hold with > 
replaced by < , and ~< replaced by >/. In the first case, the attributes are 
said to be negatively associated or independent in the population, and 
positively associated within each subpopulation. The terminology is reversed 
for the second case. 
Simpson's paradox was named after E. H. Simpson by Blyth [1] because it
appeared in Simpson [17]. Some forms of it, however, were studied much 
earlier by Yule [19]. The paradox has been also studied in [4], [7], [8], [11], 
[12], [16], [20], and elsewhere. 
This paper examines the following problem. Assume a~ = p(ABICi) > O, 
b, = p(ABIC,) > O, c, = p(KBIC~) > 0, and d, = p(ABIC,) > 0 for i = 
1 . . . . .  n are known to the analyst, but p~ = p(C~) > O, i = 1 . . . . .  n, are not 
known to her. Assume A and B are positively associated within each 
subpopulation. Find conditions under which SP occurs, and find the probabil- 
ity of SP. 
Obviously, a i + b~ + c i + d i = 1 for i = 1 . . . . .  n and ~]n= 1Pi = l. Since 
A and B are positively associated within each subpopulation, it can be easily 
shown that 
a~d i>b ic  i for i=  1 . . . . .  n. (3) 
The condition that A and B are negatively associated or independent in the 
population becomes 
COPOSITIVE MATRICES AND SIMPSON'S PARADOX 477 
which is equivalent to Enffi lEy= l(aidj - bicj)p~ pj <~ O. The latter is equiva- 
lent to 
~ a, dj + a id , -  bic j -- bjc, 
2 i= l j= l  
P' P1 ~< O. (5) 
Define the n × n matrix K by K,j = (a, dj + aid, - b, cj - bjc,)/2 for all 
integers i and j such that 1 ~< i, j ~< n. Then the inequality (5) is equivalent 
to pTKp <~ 0 where pT = (Pl . . . . .  p,). Notice that K is symmetric. Notice 
also that the inequalities (3) are equivalent to K,  > 0 for i = 1 . . . . .  n. 
The problem can be solved using properties of copositive and strictly 
copositive matrices. An n X n symmetric matrix L is called copositive if 
xTLx >1 0 for all x ~ R" with nonnegative coordinates. It is called strictly 
copositive if xTLx > 0 for all nonzero x ~ R" with nonnegative coordinates. 
The n × n symmetric matrix L is called copositive (strictly copositive) of 
order m, where 1 ~< m ~< n, if every m × m principal submatrix of /3 is 
copositive (strictly copositive). (All matrices in this paper are assumed to be 
real.) 
The concept of a copositive matrix was introduced by Motzkin [131, and 
has been studied in [2], [5], [6], [18], and elsewhere. The next two theorems 
appear in Cottle, Habetler, and Lemke [2], and are useful for characterizing 
the copositive and strictly copositive matrices, respectively, that appear in this 
paper. (A matrix is called nonnegative if all of its elements are nonnegative, it 
is called positive if all of its elements are positive.) 
THEOREM 1.1. Suppose that the n × n symmetric matrix L is copositive 
of order n - 1. Then L is not copositive if and only if 
adj(L) is a nonnegative matrix, and det(L)  < 0. 
THEOREM 1.2. Suppose that the n × n symmetric matrix L is strictly 
copositive of order n - 1. Then L is not strictly copositive if and only if 
adj(L) is a positive matrix, and det(L)  ~< 0. 
For a 2 × 2 symmetric matrix L, the following theorem is also useful 
(e.g., see Hadeler [5]). 
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THEOREM 1.3. A 2 × 2 symmetric matrix L is copositive if and only if 
L u >10, L2~ >lO, and 
(L11L22 - L212 >I O or LI2 >I O). 
It is strictly czrpositive if and only if L n > O, L22 > O, and 
(LuL22-L212 >0 or L12 >10). 
Given an n × n symmetiic matrix L, let n÷(L)  be the number of 
positive eigenvalues of L. The following theorem is due to Pereira [15, 
Theorems 3.14, 3.15], and is re-proved by V'~liaho [18, Theorem 5.2]. 
THEOREM 1.4. Assume the n × n symmetric matrix L satisfies n + ( L ) < 
n. Then L is (strictly) copositive if and only if it is (strictly) copositive of 
order n + ( L ) + 1. 
Finally, the following theorem is used in the next section. It is Ostrowski's 
extension of Sylvester's law of inertia; see [14, Theorem 2] and [3, p. 148]. 
THEOREM 1.5. Let L be any n x n symmetric matrix, and let M be any 
n x m matrix. Then n+(MTLM) <~ n+(L). 
Section 2 examines ome properties of the matrix K. Section 3 examines 
the problem in general. Section 4 examines the case n = 2, whereas Section 
5 examines the cases n >I 3. 
2. PROPERTIES OF THE MATRIX K 
The main result of the section is Theorem 2.3. It is useful for solving the 
problem described in Section 1. 
LEMMA 2.1. I f  n = 3, then the sum of the elements of the adjoint matrix 
of K is negative or zero. 
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and K* & 
i al bl cl dl 
b3 c3 d3]' 
-1  -1  
K12 Kz2 K23 ~ . 
K13 K23 K33 
°°°i/ 0 0 -1  0 -1  0 ' 1 0 0 
Since a i+b i+c~+d~= 1 for i--- 1, 2, 3, it is easy to prove that K* 
= ½(~r) .  It follows from Magnus and Neudecker [10, Theorem 3.4, 
1 p. 43] that deft K*) equals - ~ times the sum of the elements of adj(K). But 
1 
= I ~ 2 det(K*) ~-~ det (~)det (~)det (~ r) = ~[det (_ ) ]  /> 0. 
Hence, the sum of the elements of adj(K) is less than or equal to zero. • 
LEMMA 2.2. For n >1 3, K is (strictly) copositive of order three if and 
only if it is (strictly) copositive of order two. 
Proof. 
(a) The copositive case. The "'only iF' part of the lemma is obvious. To 
prove the "iF" part, assume that K = K, is copositive of order two, but not of 
order three. Without loss of generality we may assume that the leading 3 × 3 
principal submatrix, K3, of K. is not copositive. By Theorem 1.1, adj(K 3) 
has all its elements nonnegative, and det(K 3) < 0. But, by the previous 
lemma, the sum of the elements of adj(K 3) is negative or zero. Therefore 
adj(K 3) = 0 3. But K 3 adj(K 3) = det(K 3) 13, where 13 is the 3 x 3 identity 
matrix. Hence, deft K 3) = 0, a contradiction. 
(b) The strictly copositive case. It can be proven in a way similar to the 
copositive case using Theorem 1.2 and the previous lemma. • 
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THEOREM 2.3. For n >1 3, K is (strictly) copositive if and only if it is 
(strictly) copositive of order two. 
Proof• By Theorem 1.4, if n+ (K) < n, then K is (strictly) copositive if 
and only if it is (strictly) copositive of order n+(K)  + 1. Note that K = K n = 
1(~ ~T~ where • is defined as in the proof of Lemma 2.1, and 
al bl cl dl 
a2 b2 c2 d2 
a n b n c n d,  
By Theorem 1.5, n+(K n) ~< n+(~)= 2, since the eigenvalues of • are 
1, 1, -1 ,  -1 .  Consequently, K n is (strictly) copositive if and only if it is 
(strictly) copositive of order three. The proof is completed by using Lemma 
2.2. • 
3. THE PROBLEM IN GENERAL 
The purpose of this section is first to give conditions under which SP 
occurs in the problem mentioned in the introduction; second to give condi- 
tions such that the probability of SP in the same problem is positive. The 
following theorem solves the first part of the problem• Define ],¢'("- 1) to  be 
the set of all (~'1 . . . . .  7r,_ 1) r ~ (0, 1)"- 1 such that 7rrKTr < 0 where 7r, 
1 - (% + --. +Tr,_ 1) > 0 and It& (It 1 . . . . .  %-1 ,%) .  
THEOREM 3.1. 
(a) I f  K is strictly copositive, then SP cannot occur in the population. 
(b) I f  K is copositive, but not strictly copositive, then the set 
"~ = { "n" E [ O ' l ] n : ~ "n'i = l ' "n" rK ar = O = l 
is nonempty. In such a case: 
(i) I f  .~N (0, 1)" ~ 0,  then SP occurs  i f f  pTKp  = O. 
(ii) I f  S a (~ (0, 1)" = 0 ,  then SP cannot occur. 
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(c) The matrix K is not copositive iff the set ,Tf("-1) is nonempty. In such 
a case, se occurs iff 
( Pl . . . . .  Pn-1) r ~'+Tf("-l), 
where ~ ("- l) is the closure of the 8et,¢~ a(n-i) in ~ . -  a. 
Proof. (a): It follows from the definition of a strictly copositive matrix. 
(b): From the copositivity of K it follows that for all x ~ R" with 
nonnegative coordinates, xrKx >/0. Since K is not strictly copositive, there is 
y ~ Rn kk{0n} with nonnegative coordinates uch that yrKy ~< 0. Thus, 
E" = E" i=lYi > 0, and yTKy = O. Let w Y~ i=lYi" Thus, w ~-o qa and .E a is 
nonempty. 
The remaining statements of part (b) are easy to prove. 
(c)(i): Assume K is not copositive. Then there is x ~ ~n with nonnega- 
tive coordinates such that xTKx < 0. Since quadratic forms are continuous 
functions, one can find small enough e > 0 such that 
(x + E1)rK(x + el)  < 0, 
where 1 is an n x 1 vector of ones. But the vector x + e 1 has positive 
coordinates. Thus, (J¢l "4- • . . . . .  Xn_ 1 -]- e)T//~3=I(X j + 6) is an element of 
,¢q~(n- 1) 
(ii) Conversely, if the set •(" - i) is nonempty, it is obvious that K is not 
copositive. 
(iii) Assume that K is not eopositive (or equivalently, assume that the set 
,¢~(n-1) is nonempty). I f (p i  . . . . .  pn_a) T Ea'~ (n-l),  then prKp ~ 0, and thus 
SP occurs in the population. Conversely, if SP occurs in the population, then 
pTKp <~ O. Hence, (Pl . . . . .  Pn-1 )T (~a~'(n'-X)" • 
In case (b) in the above theorem, if K is copositive, but not strictly 
copositive, then the set ~ is nonempty. This fact shows that for such K, 
there is always a probability vector ¢r (possibly with some zero coordinates) 
that satisfies ~rTK~ = 0. If _oqa has an element with positive coordinates [case 
(bXi)], then this information tells the analyst (who does not know p) that it is 
possible that A and B are independent in the population. If, however, 
does not contain an element with positive coordinates [case (bXii)], then A 
and B cannot be independent in the population (since by assumption p~ > 0 
for all i, which implies p ~-o~). 
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If n = 2, it is shown in Section 4 that if K is copositive, but not strictly 
copositive, then S ° f3 (0, 1) n 4= O. However, for n = 3, there are matrices K 
which are copositive, but not strictly copositive, such that .2 a A (0, 1) n = O 
(see Section 5, after the examples). 
To solve the second part of the problem (described in Section 1), define 
,¢~:g = {(7/" i . . . . .  q'l'n_i )T E (0 ,  1 )n - i :0  < 71" i -3 I- "'" -~-'r/'n_ 1 < 1}. Obviously, 
(P l  . . . . .  P , -1 )  ~T¢~*- For any integer k t> 1, let ~(k)  be the Borel sets in 
Rk, and let h k be the Lebesgue measure on ~k. Let f : (~ , (n -1) ,  Rn- i )  
(~,(l), R1) be a measurable function such that f (x )  = 0 for all x ~ R n-1 \ 
,g,~* a.e. [An_l], and f (x )  > 0 for all x E~T¢'* a.e. [An_i]; assume also that 
f fdAn-  l = 1. One can think of the integral fx(" ' , fdAn- 1 as the probability 
of SP with respect o f ;  this will be denoted by Pf(SP). 
THEOREM 3 .2 .  
Pf (SP) > 0 ¢* K is not copositive. 
Proof. 
(a) Assume K is not copositive. By Theorem 3.1, part (c), Yd "(n-l) # O. 
Since quadratic forms are continuous functions, it follows that A n_ ~(,,V (n- 1)) 
> O, and hence Pf(SP) = fx ( " - ' ) fdh . -1  > O. 
(b) The converse is proved by contradiction. Assume Pf(SP) > 0, and K 
is copositive. Then xTKx ~> 0 for all x ~ •" with nonnegative coordinates. 
Let S °(n- 1) be the set of all (It 1 . . . . .  rr._ 1) T ~ (0, 1) n- 1 such that 7rrK1r = 0, 
where 7r n A 1 - (Tr 1 + "-. +Trn_ 1) > 0 and 7r a-- (~r i . . . . .  7r._l, 7rn). The 
constant erm of the expression 7rTKTr, as a polynomial in 7r 1 . . . . .  7r._ 1, is 
Knn > 0; thus, 7rrK~ ", as a polynomial in 7r I . . . .  ,7rn_ 1, is not the zero 
polynomial. Hence, A,_ 1(-7~ ("- i)) = 0. Hence, Pf(SP) = f~(._ l)fdt~n_ 1 = O. 
This is a contradiction, and hence K is not copositive. • 
REMARK. Since the population is assumed to be finite, the p~'s are 
rationals between zero and one. The above discussion about the calculation 
of the probability of SP implicitly assumes that the pi's may have irrational 
values (instead of only rational values). This is done in order to avoid using 
probability measures on countably infinite sets. 
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For n = 2 note that for all 7r = (7rl, 0r2) T ~ (0, 1) 2 with 0r 1 + 7r 2 = 1, 
wTK'n "~ 0 ¢:~ Kl l~ I  2 + 2K127rllr2 + K2z~ ~ ~< 0 
~=~ (K l l  + K22 - 2K12)Trl 2 + 2(K1~ - K2~)1"r 1 + K22 ~< 0. 
Using Theorem 1.3, it is easy to prove that for n = 2: 
(a) K is strictly copositive iff Kl2 > -- Kl~--~lK~z; 
(b) K is copositive, but not strictly copositive, iff K12 
(c) K is not copositive iff K12 < - ~ .  
In case (b), it is easy to prove that in Theorem 3.1, 
= _ ~1iK22.  
(Kz~ - K12  , K l l  - K12) T 
K H +K22-2K12 
i.e., there is only one possible value for (P l ,  P2) such that SP occurs. [Note 
that, in this case, S a f~ (0, 1) ~ 4: 0 ,  since K l l  , K22 > 0 and K12 < 0.] 
I f  K12 < - ~ ,  then it can be easily proved that the equation 
(K l l  + K22 - 2K12)x 2 + 2(K12 - K22)x + K22 = 0 has two distinct real 
roots r 1 and r 2 such that 0 < r 2 < r 1 < 1. In case (c), X/ (" -  1) = (r~, r 1) c_ 
R ~, and SP occurs iff r 2 ~< Pl ~< rl- 
EXAMPLES. There are examples of rationals a,, b i, c i, d i ~ (0, 1), i = 1, 2, 
with a i+b  i+c  i+d i=  1 for i = 1,2, and Kij =(a id  j +a jd~-b ic  - 
b j c , ) /2  for 1 -<< i, j ~< 2, such that each of the above three cases is possible. 
For case (a), 
42 a l=- -  b =48 
120 , 1 120 ' 
a2 =a°  b =a 120,  2 120 ,  
220  I t "  
L~11 3200,  L .  1 o 
3 c1=- -  d = 2__2_7 
120 ' 1 120 ' 
- -  57  
c3 - ~ ,  d2 = ~,  
75 /XV22 ~ 162 
3200 , 3200 • 
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For case (b), 
2 _ 5 b , = ~ ,  c 2=~,  d 1=~,  al 16 
3 6 
a 2 =~,  b2 = ~,  c2 = ~,  d2 =~,  
g l  1 6 K12 6 6 512, = - b-~ K22 • 
For case (c), 
12 - -  18 3 al = ~,  bl ~ ,  cl = ~,  dl = ~0, 
8 3 21 az = ~ b2 c2 d2 = s ,  , -~ ,  =~,  
K11 r,o K12 _ z~ K2 z 2 = 32""-~, 3200, = ~ • 
Consider the notation preceding Theorem 3.2. For n = 2, X¢'* = (0, 1). It 
follows from Theorem 3.2 that Pf(SP) > 0 iff Kl2 < - ~ .  In such a 
case, usual choices for f are from the family of beta distributions (see [9, pp. 
64-65, 241]), i.e., 
r (a + b) x)b_ 1 f(x) xa-l(1 - -  for 0 < x < 1. (6)  
r (a) r (b)  
Here, F is the gamma function, and a and b are positive reals. The uniform 
distribution is a special member  of this family with a = b = 1. The other 
members of the beta family offer to the analyst alternative choices for f ,  
especially when she thinks that P l lies in certain parts of [0, 1] with high 
probability. It follows that 
F(a  --}- b )  xa - l (  1 _ x)b_ 1 dx. 
Pf(SP) = fff F(a)F(b ) 
Define the sequence (D,  : n = 1, 2 . . . .  ) by 
2(K2a - K12)D,,_ 1 - K22Dn_ 2 
D o=0, D 1=1, D n= for n >/2. 
Kll + K22-  2Klz 
For positive integers a and b, define 
(a +b- l ) '  b-1 ( ) Da+i 
~,b)= (a--- i -~Z )T E ( -1 ) '  b -1  ___  
i=0 i a+ i "  
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THEOREM 4.1. For positive integers a and b, and for  f : ff~ ~ R given 
by (6) (with f (x )  = 0 fo rx  ~ R\ (0 ,  1)), 
2s( a, b ) ~[ K~ - Kll K2z 
Pf(SP) = Kll + K22 _ 2K12 (7) 
Proof. Let F n = (r? - r~) / ( r  1 - r 2) for all integer n >/0. Note that 
(Kl l  + K22 - 2K12)rl 2 + 2(K12 - K22)rl + K22 = 0 
and 
(K1, + K22 - 2K12)r ~ + 2(K12 - K22)r2 + K22 = O. 
n- 2 subtract- Multiplying the first equation by r{'- 2 and the second one by r 2 , 
ing the two resulting equations, and dividing by r 1 - r 2, one gets that F n 
satisfies the recurrence for D n. Since F 0 = 0 and F 1 = 1, it follows that 
F n = 19, for all integers n /> 0. Using the binomial theorem, the fact that 
F(m + 1) = m! for integer m/> 0, and the fact that 
r 1 - r 2 
2~/ K~2 - Kll  K22 
g l l  + K22 - 2K12' 
it is easy to prove the theorem. 
For the uniform case s(1, 1) = 1. For large integral values of a and b, the 
calculation of s(a, b) as a rational function of the elements of the matrix K is 
complicated; some examples of s(a, b) for small integral values of a and b 
are the following: 
Kll  - K12 
s (1 ,2 )  = 2 
K n +K22-2K12 '  
Kz~ - K12 
s(2, 1) = 2 
K n +K22-2K12 '  
s (2 ,2 )  = 
4KlZ2 - 6K I2 (K l l  + K22 ) + 8KnK22 
(Kl l  + Kz2 - 2K12) 2 
Plugging the value of s(a, b) into (7), one can calculate Pf(SP). 
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5. THE CASE n >1 3 
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Theorem 3.1, which gives conditions for SP to occur in the population, 
distinguishes three cases: (a) K is strictly copositive; (b) K is eopositive, but 
not strictly copositive; and (c) K is not copositive. For n >/3, the statements 
of the three cases are simplified in the following theorem. 
THEOREM 5.1. Let n >1 3. 
(a) K is strictly copositive iff the inequality K,j > - ~ holds for  
each pair (i, j )  of  integers that satisfy 1 <~ i < j ~< n. 
(b) K is copositive, but not strictly copositive, iff the inequality K,j >>. 
- VF~,Kjj holds for  each pair ( i , j )  of integers that satisfy 1 <~ i < j  <~ n, 
and at least one of these inequalities holds as an equality. 
(c) K is not copositive iff the inequality K 0 < - ~ Kjj holds for  at 
least one pair (i, j )  of  integers that satisfy 1 <~ i < j <<. n. 
Proof. The theorem follows from Theorems 2.3 and 1.3. 
EXAMPLES (For the case n = 3). There are examples of rationals 
a i, b i, % di ~ (0, 1), i = 1, 2, 3, with a i + b i + c i + d, = 1 for i = 1, 2, 3, 
and K,j = (a, dj + aft ,  - b, cj - b jq ) /2  for 1 ~< i, j ~< 3, such that each of 
the three cases in the previous theorem is possible. For case (a), 
(al, bl ' Cl, d l )  = (1, }, 1, 1) (a2, b2 ' c2 ' d2 ) = (± , 1 2 3 , 3, ~, ~, ~), (a3, ba, Ca, d3) = 
(1 10, 1,  -3) Also, Kll 1 1 " 1 1 ~, s . = ~,  K2 2 K3 a n = ~,  iN, K12 K23 =~,  =Y6, 
7 
K31 = ~.  
For case (b), (al, bl, Cl, d 1) = (~g, 1~, ~6, li~g), (a2, b2, c2, d2) = 
(~,~,  6 ~) ,  (aa, ba ,ca,dR )=(± _a) Also, a a 
Ka a 11 3 7 iN, K12 K2a ~g, Kal = ~.  
18 3 7 For case (c), (al, bl, cl, dl)  = (~,  i~, ~,  ~) ,  (a~, bz, c~, d~) = 
(8 ,  3 ~1 s d3 ) = (_1 1 _3) Also, K11 3 1 ~,  N, ~) ,  (a3, ba, Ca, 5, i-o, ~0 5 • = iN, K2~ = - -  , 1600 ,  g3a 11 47 1 13 = iN, K12 K2a Kal 640,  160 " 
REMARK [This comment is related to case (b)(ii) of Theorem 3.1 and the 
discussion after that; recall the definition of the set .~  from Section 3]. In 
the above example for case (b), the 3 × 3 matrix K is copositive, but not 
strictly copositive, and we have S a f3 (0, 1) 3 = QS. To prove the second claim 
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let 7r ~ S a be given. Note that 1r~ >/0 for i = 1, 2, 3, 3 = E~= 17ri 1, and 
0 = "lrrKqr = --~(~/'/'1 -- I)'2) 2 ..[_ ~71"3112 ..~ ~,/].21Tal ..[_ .~/.3,/].1.7 
1 Then 7r 1 = 7r~ = ~ and 1r 3 = 0; thus 1r ~ (0, 1) 3. 
Although the evaluation of Pf(SP), for some ehoices of f ,  is possible when 
n = 3, the calculations involved are very complicated and tedious. They are 
thus omitted. For higher values of n, the calculation of Pf(SP) is very 
difficult. 
This paper was based on some parts of my Ph.D. thesis. I would like to 
thank J. n. Kadane and J. j. Schiiffer for their help in writing this paper. I 
would also like to thank the referee, who provided a concise proof to Theorem 
2.3, and thus simplified an earlier version of the paper. 
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