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Molecular Communication is an emerging paradigm with the potential to revolutionize the technology behind wearable and implantable devices and the broad range
of functions they support, from tracking physical activity to medical diagnostics. This
can be achieved through intra-body communication networks that take advantage of
natural biological processes as a means of transmitting, propagating and receiving
information. In this thesis we focus particularly on using the neuron as a means
to facilitate information transfer for interconnected wearable or implantable devices
through a technique known as sub-threshold electrical stimulation. We develop upon
a prior work by introducing a linear model of the neuron that incorporates a noise
model. This thesis seeks to define and evaluate a communication channel using this
noisy linear model. The communication channel is tested with the basic modulation techniques amplitude shift keying, frequency shift keying and phase shift keying.
Additionally, we define an operational bandwidth for this communication channel
and find its maximum theoretical capacity. To verify our linear model we use the
widely-used NEURON software to simulate the communication channel.
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Chapter 1
Introduction
In the ever evolving world of nano and micro technology we frequently see the introduction of devices with unprecedented processing and sensory capabilities that create
a multitude of new applications [8]. These new devices are capable of delivering targeted cell therapy, accurate monitoring of a myriad of body parameters and in some
cases diagnose conditions much sooner than conventional medical techniques [27].
These devices interact with the biological environment and illicit Intra-Body communication Networks (IBNs) that facilitate information exchange across devices and
diagnostics within the novel paradigm of Internet of Bio-Nano Things [1]. Quickly
developing IBN technology threatens to outpace conventional communication techniques based on Electromagnetic (EM) communications, as these conventional techniques can pose risks to a natural organisms health when applied inside the body or
even introduce pollution in natural ecosystems as a result of EM radiation [1]. In
anticipation of more advanced IBNs there are new solutions being explored such as
ultrasonic communications [8] and even Terahertz band communication [1]. However,
there still exists the alternative option of using natural biological processes to realize
channels for the transmission, propagation and recovery of information across the
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human body [9].
In prior works we proposed a communication system where transmission of information though a neuron can be achieved without the generation of action potentials [14]. The proposed system limits the interference of natural neuro-spike communications within the nervous system by leveraging sub-threshold electrical stimulation,
where the applied stimulus will not propagate from neuron to neuron since no action
potential is generated [32] with the ultimate goal of guaranteeing orthogonality between IBNs and natural communications. This is a viable communication channel as
some neurons have been shown to be over a meter in length inside the human body
one such example being the dorsal root ganglion which carries touch-based stimuli
from the toe up through the spinal cord and towards the brain [26]. Additionally,
subthreshold communications hold the potential to reduce other harmful interfering
phenomena caused by the electrical activity of stronger neuro-spikes, such as those
reportedly impacting axon plasticity, learning capabilities [10] and myelination [6]. In
this work we look to further develop upon our initial neuron model by introducing a
noise component [17], which allows us to create more precise simulations that better
estimate real life neuron conditions. This noise is a result of the ion channels experiencing stochastic fluctuations between different conformational states and provides a
more robust model of sub-threshold communication in neurons. With this addition to
our initial channel we will define and evaluate a communication channel by testing the
channel with several binary modulation techniques including Amplitude Shift Keying
(ASK), Frequency Shift Keying (FSK) and Phase Shift Keying (PSK). Finally, we
will identify a transmission bandwidth for this channel and determine its maximum
theoretical channel capacity. All this serves to further advance the research behind
additional infrastructure for IBNs. This thesis is organized as follows. In Chapter 2
we introduce the concept of molecular communication and describe how this model
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applies to our work. In Chapter 3 we describe our system model and detail its implementation. In Chapter 4 we outline the modulation techniques we will be using
and the water filling technique we use to calculate the capacity of our communication
channel. In Chapter 5 we present and discuss the results from our modulation and
channel capacity calculations. Finally, in Chapter 6 we conclude the thesis and briefly
discuss possible avenues for future work on the subject.
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Chapter 2
Background
2.1

Molecular Communications

In this chapter we begin by broadly defining the concept of molecular communications, we then develop upon this by focusing specifically on the neuron and finally
conclude with the details of our proposed communication channel. An integral part
of IBNs is the ability to interact with biological systems at the molecular level, this
ability for bio-engineered nanomachines to communicate with the complex natural
biological nanomachines that make up a biological system is what we refer to as
Molecular Communication (MC) [24]. In MC information transfer is facilitated by
these biological machines through chemical reactions and relationships between different molecules. MC shares similarities with telecommunications in that biological
sender nanomachines encode information using molecules which serve as the medium
for information propagation until they interact with receiver bio-machines that decode information as seen in Figure 2.1. This is the basis upon which biological cells
are used as a substrate to actualize Bio-Nano Things, with the ability to control,
reuse and reengineer a biological cell’s functionalities in order to create a biological
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communication channel [1]. Additionally, MC could serve as an opportunity to further improve our understanding of biological processes and the role they play in the
biological machine. For instance, fluctuations in concentration of a specific molecule
after introduction of a certain bacterium, this change could be recorded directly as
variations in electrical measurements, offering increased insight on the operation of
previously ambiguous biological processes [27].

Figure 2.1: Generic molecular communication system comprising of two nanomachines
(source: [9]).

2.2

Neurons and Signalling

Neurons are cells within the body that are highly specialized for intercellular communication, they are the fundamental building blocks of the nervous system and
responsible for receiving sensory input from the external world and relaying this information through the body via electrical signaling [26]. They are made up of 3 main
functional parts: a dendritic tree, a soma and an axon [26]. The dendritic tree is
composed of random electrically-conductive projections from the neuron’s body, the
soma is the main body of the neuron containing the cell’s nucleus and organelles, and
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the axon is the projection from the soma responsible for the transmission of electrical
impulses along its length. The neuron’s components derive their electrical properties
as a result of the lipid bilayered membrane that binds the neuron, and separates intracellular and extracellular environments. The difference in concentrations of ions
between extracellular and intracellular environments is induced and maintained by
certain mechanisms in the neuron membrane, and creates an electrical potential across
the membrane itself [29]. Neurons take advantage of these attributes and use them
to achieve intercellular communication via synaptic contacts made along dendrites,
where molecules from the presynaptic terminal bind to receptors in the postsynaptic
cell, thus propagating the information from one neuron to another [26]. Neurons are
generally studied in two main states, namely, the active and the passive state. In
the passive state membrane potential is below a certain level called the threshold
potential and the neuron passively conducts electricity. If the membrane experiences
depolarization and potential increases above the threshold potential, an action potential arises. An action potential is the neuron active response generated by this
change in membrane potential and is propagated to the surrounding neurons via the
synaptic contacts described above [26]. In this work we assume that as long as no
external perturbation is applied to the neuron, its membrane potential should remain
constant and homogenous throughout, and equal to a resting potential Em which is
congruent with widely accepted neurophysiology literature [29].
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Figure 2.2: Neuron-based communication channel (source: [14]).

2.3

Neural Molecular Communications

In the proposed a communication system as shown in Figure 2.2, there is a Sender
responsible for modulating the injection of an electrical current into the soma depending on the signal to be transmitted; a Channel, which corresponds to the membrane
potential perturbation resulting from the current injection, and its propagation along
the axon; and a Receiver, which recovers the transmitted signal by reading the membrane potential at a location along the axon away from the soma. We have created a
linear channel model of this communication system and to further bolster this model
we are going to factor in the noise that arises from natural stochastic perturbations
in neuronal membrane potential [17]. Voltage-gated ion channels experience random
transitions between different conformational states as a result of thermal agitation,
these changes of state result in conductance fluctuations which are a source of mem-

8

Figure 2.3: Equivalent circuit diagram of a dendritic 1D cable. The cable is modeled
as an infinite ladder network. (source: [18]).
brane noise [7]. In order to accurately model the channel noise we first consider the
factors that contribute to membrane potential fluctuations. The cable equation can be
used to model a dendrite as a 1-dimensional ladder network, as shown in 2.3. Where
ra (Ω/µm) is the longitudinal cytoplasmic resistance, and cm (F/µm) and gL (S/µm)
denote the transverse membrane capacitance and conductance (due to leak channels
with the reversal potential EL ), respectively. Ia (x, t) denotes the longitudinal current,
whereas Im (x, t) is the transverse membrane current. The membrane also contains
active channels (K + , N a+ ) with conductances and reversal potentials denoted by
(gk , gN a) and (Ek , EN a ) respectively, and fast, voltage-independent synapses with
conductance gSyn and reverse potential ESyn . With those parameters we can define
the following partial differential equation for membrane voltage Vm [18]:


∂Vm
∂ 2 Vm
= ra Cm
+ gk (Vm − Ek ) + gN a (Vm − EN a )+
2
∂x
∂t

gSyn (Vm − ESyn ) + gL (Vm − EL ) + Iinj .

(2.1)

For the purposes of our noise model we will be focusing on the conductances
gN a and gK as they are directly determined by the proportion of corresponding ion
channels in the open sate [17].

9

Chapter 3
System Model based on
Sub-threshold Signaling
Unlike the neuron discussed in Section 2.2 for our communication channel, we do not
model our neuron in the active or passive state but instead in the quasi-active state.
By fixing the subthreshold condition at the soma, we can develop a linear channel
model rooted in the quasi-active model of a neuron’s membrane from neurophysiology
literature [15]. In Figure 3.3 we can see the differences between a passive HodgkinHuxely (HH) and a quasi-active isopotential membrane patch, the biggest difference
being the introduction of inductive elements and an additional capacitor. In the quasi′
active membrane patch where Cm and Cm
models the capacitance of the lipid bilayer,

G, gn , gh, g ′ m are conductances induced by the membrane, potassium channels and
sodium channels, respectively. The impedances Ln and Lh are from leak currents in
potassium and sodium channels [16]. We then establish our linear model by applying
transmission line theory to the quasi-active isopotential membrane patch.
This linear model holds true as long as the membrane potential remains below
Vth , the subthreshold condition, and if this condition is satisfied at the soma the con-
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Figure 3.1: Quasi-active isopotential membrane patch

Figure 3.2: HH Model of an isopotential membrane patch
Figure 3.3: Isopotential membrane patches (source : [14])
dition holds throughout the rest of the membrane. Based on the electrophysiological
properties of the neuron, Vth generally lies with the range of -55mV to -60mV. We
further implemented a Python script in order to validate our initial results, and for
this we express the linear model in the frequency domain as:

V0 (ω) = Z(x, ω)Ii (ω) ,

(3.1)

where V0 (ω) is the Fourier transform of the membrane potential V (x, t) at the
receiver, which is function of time t and is read at distance x along the axon, Z(x, ω)
is the transimpedance as a function of the frequency ω and a distance x along the
axon, and Ii (ω) is the Fourier transform of the current Ii (t), which is injected by the
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sender. Based off of this relationship, the Python script was designed to calculate the
transimpedance, that along with the injected current signal Ii (t) allows us to find the
resulting membrane voltage.

3.1

Noise Model

One significant difference between this work and prior works is the inclusion of a
noise model. The noise model serves to further increase the validity of our work as it
imitates real neuronal membranes more accurately. We implemented the noise model
created by Linaro et al in [17], on top of our linear model. The primary source of noise
in this model is the stochastic state changes of voltage gated ion channels, which has
been shown to have a significant effect on information transfer within the neuronal
membrane [3]. As voltage-gated ion channels in the neuronal membrane fluctuate
between the open and closed sate, ions migrate through these channels in irregular
amounts, this random change in ion concentrations is what we call channel noise.
Unlike older noise models that rely on Montecarlo simulation techniques to explicitly
implement single-channel stochastic models for each of the voltage-gated ion channels
in a neuron, this model macroscopiclly accounts for changes in ion channel state using
the diffusion approximation [5]. Instead of monitoring the state of each voltage-gated
ion channel, this model considers the number of channels in each state and uses
that in conjunction with conditional probabilities that rely on the transition rates
set by the Markov kinetic scheme applied to simulate channel noise. This somewhat
basic approach is verified against conventional techniques that simulate exact channel
states [17]. The noise created by this noise model is non-white meaning it’s spectral
density is not flat. Incorporating this noise model into our linear sub-threshold model
is a novel approach in simulating sub-threshold communication.
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Figure 3.4: UML diagram of Python script

3.2

Implementation

In this section we detail the inner workings of the linear model and its implementation
in Python. The script consists of two main functional parts, a class named dendrite
tree and its counterpart class neuron channel as seen in the UML diagram in 3.4.
The dendrite tree class is responsible for representing the tree-like projections of
the dendrites from the central neuron body and calculating the parameterZdendrites (ω)
[26]. The dendrite tree class implements a binary tree for calculating the total
impedance seen at the soma from all the branching dendrites, Zdendrites (ω). We chose
a binary tree for this because it facilitates efficient traversal from parent node to child
node and vice-versa, this allows for easy summation of the impedance seen at each
node of the tree. Furhtermore, they are easy to search quickly regardless of the declared tree depth and size, this way dendrite impedance calculations can be performed
relatively quickly. Lastly, as there is no need for node deletion or insertion once the
tree is created, we are able to avoid one of the major downsides of using a binary tree
as we never have to perform node deletion or insertion [2]. The second functional
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unit of the Python script is the neuron channel class. This class is responsible for
calculating all other channel impedances based on the following equation from [14]:

Zm (ω) =

Vm (ω)
.
Im (ω)

(3.2)

The transmembrane impedance is taken as the ratio between the membrane potential over an area where membrane potential is approximated as a constant value equal
to Vm (ω) and the transmembrane current is Im (ω). This is then used to determine
the characteristic impedance Z0 (ω):
s
Z0 (ω) =

4Ra Zm (ω)
π 2 d3a

(3.3)

whereRa is the axial resistance which we consider as constant along the length of
the axon, and da is the average diameter of the axon. These impedances are then
used in concert to attain an expression of the axon transimpedance Zaxon (x, ω) at a
distance x from the soma at frequency ω, as

−x

Zaxon (x, ω) = 0.5Z0 (ω)e

q

4Ra
Zm (ω)da

.

(3.4)

We then incorporate the results from the dendrite tree and use them to find the
equivalent impedance at the soma, which is the site of the current injection from the
sender:

Zsoma (ω) =

Zdendrites (ω)Z0 (ω)
.
Zdendrites (ω) + Z0 (ω)

(3.5)

This series of equations comes together to produce the final output of our neuron
channel class, namely, the transimpedance in the following relation:
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Z(x, ω) =

Zsoma (ω)
Zaxon (x, ω) .
Z0 (ω)

(3.6)

Using the transimpedance and the Fourier transform of the injected current Ii (t),
we can calculate V0 (ω) and use that to recover the membrane potential, V (x, t). From
the knowledge of changes in the membrane potential we are then able to estimate the
injected current signal Ii (t).
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Chapter 4
Modulation Techniques and
Channel Capacity
4.1

Modulation Techniques

In this chapter we discuss the modulation techniques implemented in order to assess our channel model and to estimate its capacity. In order to assess the efficacy
of the channel, we employ binary versions of the following widely known fundamental modulation techniques, namely, ASK, FSK and PSK. These simple modulation
schemes will serve as a basis for more complex and efficient modulation techniques
in future work. While these modulation techniques and their more advanced versions
are widely used in conventional communication systems but in this work we apply the
principles of molecular communication and translate these techniques to our neuronal
linear channel.
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4.1.1

Amplitude Shift Keying

ASK is one of the simplest digital modulation schemes in telecommunications, where
binary data can be represented using a variation in a signal amplitude, the most basic
from of ASK being on-off keying [33]. In ASK we encode a digital binary sequence onto
an analog carrier wave by keeping the frequency and phase of the signal fixed, while
altering the amplitude between a low value to represent a 0 in the binary sequence and
a high value to represent a 1. ASK is known to have high bandwidth efficiency and
allows for simple transmitter and receiver design [25]. With this modulation technique
we hope to stimulate the neural membrane with a current strong enough to slightly
depolarize the membrane and illicit a graded potential that is strong enough to be
detected at the receiver, without triggering an action potential [12]. Our stimulus
should be able to alter the membrane potential such that we can detect the difference
between the high amplitude and low amplitude regions of our ASK signal at the
receiver.
For ASK we implemented a binary ASK encoder and decoder in MATLAB. On
the encoder side the MATLAB script takes a binary sequence as input and multiplies
this sequence with a carrier signal whose frequency and amplitude are set by the user.
On the decoder side we chose to implement a coherent demodulator so as to decrease
the error probability [11]. The modulated waveform after passing through the channel
then goes through a multiplier where it is multiplied with a synchronous carrier signal,
then a Low-Pass Filter (LPF) and finally a comparator which discerns between the
high and low amplitude based on a calculated threshold, the block diagram of this
process is represented in Figure 4.1.
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Figure 4.1: ASK signal demodulator.

4.1.2

Frequency Shit Keying

FSK is another classic modulation scheme wherein the two digital binary states 0
and 1 are represented by a carrier wave with a mark (high) frequency to represent
a 1 in the binary sequence and a space (low) frequency corresponding to a binary
0. This technique is known to be more robust towards noise than ASK and can
generally support a higher data rate [21]. Here the key factor is the timing of our
stimulation on the neuronal membrane, by altering the frequency of our stimulus we
can create a discernible change in membrane potential between portions of the signal
where frequency is high and portions where it is lower. To achieve this and remain
in sub-threshold we have to be careful to avoid modulating at high frequencies where
the cumulative effect of the gradient potentials could result in creation of an action
potential.
Similarly to ASK, we developed a MATLAB script to modulate and demodulate
our binary input. On the encoder side we used two oscillators, one to generate the
higher frequency and the other responsible for the lower frequency, then the binary
input is applied and determines which of the two frequencies is selected based on the
binary input. On the decoder side we implemented a coherent demodulator alike to
the one built for ASK. However, there are some key differences, in this case there are
two multipliers, one for the high frequency and another for the low frequency, and
each of these feeds into a Band-Pass Filter (BPF) unlike the LPF in ASK, and finally
both BPFs feed into a single comparator which recovers the transmitted binary signal
as in Figure 4.2.

18

Figure 4.2: FSK signal demodulator.

4.1.3

Phase Shift Keying

Lastly, we implemented a binary PSK, the simplest form of PSK where we modulate
the analog carrier signal by altering the phase between two distinct values to represent
a binary 1 and 0. PSK is known to be more power efficient than both ASK and FSK,
and is less vulnerable to errors than ASK [21]. With the amplitude and frequency of
our stimulus being fixed in PSK we look to detect phase changes in the membrane
potential fluctuations. This may be particularly difficult as unlike the other two
modulation schemes this won’t result in a clear difference in membrane potential
between regions where the phase is high, and where the phase is low or zero. This
may potentially make it more difficult to demodulate the PSK signal compared to
ASK and FSK.
As in the prior modulation techniques, we implemented a MATLAB script for
modulation and demodulation. On the modulation side, the binary input is multiplied
with the carrier wave to produce the modulated output. On the decoder side, the
modulated input from the channel is first input to a multiplier which multiplies it with
a synchronous carrier signal before passing through a BPF and finally a comparator
to recover the original binary sequence as in Figure 4.3. These three techniques are
used in this dissertation work to evaluate the performance of our channel and can be
used as the selection basis for more complex modulation schemes in future work.
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Figure 4.3: PSK signal demodulator

4.2

Water Filling

As a further methodology to characterize the subthreshold neuronal channel, in this
dissertation work we also estimate its theoretical capacity through the water filling
technique. The capacity of communication channel is the maximum amount of information that can be transmitted across it [19]. In information theory, the capacity of
an ideal band-limited Gaussian Channel with additive non-white noise can be represented as


(v − Sn (ω))+
log2 1 +
dω
C=
Sn (ω)
Bw
Z

(4.1)

Where C is the maximum number of bits/sec the system is capable of achieving
using any modulation/demodulation scheme, v is the ”water-line” chosen so as to
meet the power constraint P and Sn (ω) is the noise power spectrum [30]. The average
received power or P is the power constraint that is set for our communication. In our
case this power limit is set so as to keep the system within subthreshold conditions,
then the expression for the average received power is as follows:
Z
(v − Sn (ω))+ , dω .

P =

(4.2)

Bw

The noise power spectrum which is also called the Power Spectral Density (PSD)
of a signal is the Fourier transform of the noise autocorrelation, giving the noise power
at the each frequency within the system bandwidth [18]. The driving concept behind
this technique is that signal power should be increased where there is low noise and
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decreased in regions where the noise power is higher [25]. The noise power spectrum
is analogous to the bottom of a bowl where we pour in an amount of water equal to
the average power and the water distributes itself so as to reach the capacity.
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Chapter 5
Numerical Results
Similar to past works [14] we used the NEURON software to simulate and evaluate the
linear channel model outlined above. NEURON relies on the numerical computation
of the HH model throughout a neuron cell with a predefined structure and morphology
[4]. In order to increase the accuracy of our findings, we implemented on top of the HH
model a channel noise created by the stochastic state changes of membrane voltagegated channels. Channel noise has been identified as having a substantial impact on
the generation, propagation and integration of neuronal signals [19] [31] [23]. As a
consequence, the incorporation of a noise model makes our simulation more realistic as
it encompasses more attributes of real neurons. The noise model accurately replicates
the statistical properties of ion conductances as predicted by the exact microscopic
description, and it is verified against widely accepted channel noise models that are
based in Montecarlo methods [17]. To attain our preliminary results, we created
a dendritic tree consisting of only one dendrite as shown in Figure 5.1, as this is
the same topology used in prior works [14] and allows us to further build on the
initial progress. For our evaluation, we constructed a neuron with the following
parameters: the soma, dendrite and axon have a length of 100 µm, 3400 µm and 1500
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Figure 5.1: topology of model neuron in NEURON software featuring geometry settings
µm, respectively, with each having a diameter of 50 µm, 50µm, 10µm, respectively.
The membrane axial resistance Ra =100 Ω∗cm and the membrane capacitance Cm =
1 µF/cm2 . The HH parameters used in NEURON simulations correspond to gN a =
0.12S/cm2 , gK = 0.036S/cm2 , gl = 0.0003 S/cm2 , El = -54.3 mV, these parameter
values are derived from the HH model of the giant squid axon [22]. Finally the
parameters that specifically control the noise are set to γN a = 10 pS and γK = 10
pS, where γN a and γK are the single channel conductances for sodium and potassium
channels, respectively, and they were experimentally determined in [17].

5.1

Preliminary Feasibility Study

In Fig 5.2 we see the results of preliminary runs of ASK, FSK and PSK. For all
three we encoded a short 10 bit sequence at a rate of 10 bits/sec just to establish the
feasibility of these modulation techniques. On the transmitter side using a current
clamp the modulated waveforms were injected into the soma and for the receiver the
current fluctuations were recorded at an electrode x = 665µm along the axon. For
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ASK to generate the modulated waveform we used a mark amplitude of 8 nA and a
space amplitude of 2nA with a carrier frequency of 100 Hz. In FSK the modulated
waveform used a mark frequency of 100 Hz was used with a space frequency of 40 Hz.
Lastly, in PSK a phase shift of 180 degrees denoted the mark from the space. In all
cases the 10 bit sequence was correctly demodulated without any bit errors. This told
us that the channel is a capable medium for the transmission of simply modulated
waveforms but with a relatively low bitrate. Once this was established, we went on
to test the limits of our proposed channel.

5.2

BER Performance

We explored the maximum achievable bitrate with each of the modulation techniques
by gradually increasing the transmission bitrate and recording the resulting bit error
rate (BER), this time using a longer 100 bit sequence in order to get a more accurate
representation of channel properties. We chose to test the bitrate as it is a key
consideration when assessing the performance of data channels since it considers the
performance of the entire communication system from transmitter to medium to
receiver [28]. For our purposes we, will consider the BER to be:

BER =

Bit Errors
.
T otal number of Bits

(5.1)

The results for each of the modulation techniques can be seen in Figure 5.3. FSK
attained the highest bit rate of 60 bit/sec before introducing any bit errors and only
had a BER of around 20% at 70 bits/sec where ASK and PSK were incapable of
transmitting. This could be a result of FSKs increased immunity to noise, as a result
of its constant envelope [21]. This indicates that the channel is more sensitive to
changes in the frequency of the stimulus than changes in the amplitude and phase of
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(a) ASK

(b) FSK

(c) PSK

Figure 5.2: Initial modulation results for ASK, FSK and PSK
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the stimulus as FSK can transmit with the highest bitrate. ASK and PSK perform
relatively similarly and are able to transmit at a maximum of around 50 bits/sec.
However, there is something to be noted about the performance of PSK, unlike the
other two whose BER steeply increases as PSK’s BER changes almost instantly from
0% to 100%, which may be indicative that there is a threshold bitrate after which
differences in phase become indistinguishable. This is not a surprise as we mentioned
in Sub-section 4.1.3 it may be difficult to discern between high and low in PSK
as all that changes is the phase of the stimulus which doesn’t change membrane
potential unlike the other two modulation techniques. This could indicate that once
the frequency of phase changes gets to a certain level it becomes impossible to discern
the phase differences in membrane potential fluctuations.
Additionally, we tested the minimum required difference before the mark and space
become indistinguishable for our binary transmission, where mark (high) corresponds
to 1 and space (low) corresponds to 0. We chose to test this as it gives us an idea
of how sensitive each of the modulation techniques are to channel noise. Being able
to limit the difference between mark and space means being able to better restrict
the frequency band taken up by the communication channel, or the range of currents
applied, which serves to make the system potentially less invasive [8]. This test was
performed by modulating a 100 bit sequence at a fixed bit rate of 10 bit/sec and
altering the separation of the mark and space. These results can be seen in Figure
5.4. In ASK a minimum difference of 4 nA was required before zero bit error was
achieved, in FSK a minimum separation of 10 Hz between mark and space frequencies
resulted in zero bit error and in PSK a phase difference of at least 120 degrees was
necessary to achieve zero bit error. In the case of FSK, a 10Hz separation is relatively
small and means that in a 100 Hz bandwidth one could theoretically distinguish bits at
10 distinct frequencies. This could indicate that modulation methods like Orthogonal
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(a) ASK

(b) FSK

(c) PSK

Figure 5.3: Maximum achievable bitrate for ASK, FSK and PSK
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Frequency Division Multiplexing (OFDM) stand a very good chance of exploiting the
full potential of such a communication system [25]. More so, this further showcases
the neuronal membranes sensitivity to changes in simulus frequency. As for ASK, a
minimum separation of 4 nA is relatively large when you consider that the maximum
current you can apply before triggering an action potential is 8.73 nA, a figure we
determined experimentally and discuss further in Section 5.3. Furthermore, if it
takes 4 nA to elicit a discernible change in membrane potential this may make ASK
unfavorable for transmission over longer distances as even more current will be needed
to produce a response in membrane potential at the reciever. Overall, it seems that
FSK was the most favorable modulation scheme as it outperforms ASK and PSK
and this is indicative that frequency based modulation techniques may have the best
potential for achieving high transmission rates while minimizing the error.

5.3

Channel Capacity

One of the key factors impacting channel capacity in a communication system is the
noise power, usually represented as a PSD. To evaluate the noise power for our system,
we recorded the membrane potential while no current was applied for 20 seconds and
then we utilized the Welch method for power spectrum estimation [20], with moving
windows of duration 0.5s and overlapping by 0.3s, and subsequently averaging the
results to give us the PSD in Figure 5.6a. To determine the capacity of our channel,
one of the parameters we must determine is an operation bandwidth. With a similar
approach as in prior works, we attained the transimpedance of our NEURON model as
seen in Figure 5.5. In this same figure we can also see the results of the Python script
described in Section 3.2. In order to get these transimpedance plots, we injected
a current of 5nA, which satisfies the subthreshold condition at the soma, and we

28

(a) ASK

(b) FSK

(c) PSK

Figure 5.4: Mark-space separation for ASK, FSK and PSK
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Figure 5.5: Transimpedance magnitude results from NEURON software and Python
script
recorded the response at x= 0.0665 cm along the axon projection axis. There is a
clear difference between the two plots: in the NEURON plot in red we see a peak
transimpedance magnitude of 0.43M Ω which hints towards a resonant frequency at
71 Hz. As for the Python script we see the peak magnitude being reached very close
to 0 Hz, after which the transimpedance magnitude quicky drops down to zero. The
NEURON result is more reliable as it matches results attained in prior works [14].
As for the Python, after conducting numerous tests and refactors, we suspect there is
an issue with the complex number precision in some of the calculations performed on
the nano scale, with the possibility of even smaller numbers. We used the mpmath
library, which should provide arbitrary-precision floating-point arithmetic, but still
encountered these issues [13].
Using the resonant frequency we determined to be around 71 Hz, we defined our
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systems bandwidth to be centered around this resonant frequency to minimize the
power needed to effectively transmit across the neuron. For our system we limit the
bandwidth of our communication channel from 50 – 150 Hz. The next step was then
to identify the power limit of the system to then apply the water filling technique
entailed in Section 4.2. The goal of our system is to remain in the subthreshold
domain, meaning that the transmission current that we can apply is limited by the
subthreshold condition. this is then used to calculate the power limit. Using a
script created with the NEURON software, we implemented a script that iteratively
increased the current injected into the neuron until an action potential was created.
The script returned a maximum 8.73 nA when the initial membrane voltage was set
to -65 mV, and 28.02 nA when the initial membrane voltage was set to -55 mV.
Using the latter of the two, we recorded the resulting membrane potential fluctuation
and from this we determined power limit to be 0.000146 W using the water filling
algorithm entailed in Section 4.2 the water line is determined to be 2.86 µW or the
red line in Figure 5.6c. We then apply equation (4.1) to find the channel capacity,
and it returns 22 bits/sec.
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(a) Noise PSD in decibels

(b) Noise PSD in Watts

(c) Noise PSD zoomed to fit BW with water limit

Figure 5.6: Noise PSD
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Chapter 6
Conclusion and Future work
In this thesis we developed upon a prior work that introduced a linear neuron based
communication channel. We added onto this initial model by including a noise source
to make our model more realistic. With this new addition, we attempted to validate
the results from the prior with a Python script, and identified and characterized
a viable communication channel with this new model. Using ASK, FSK and PSK
we found that the proposed communication channel was capable of supporting basic
modulation schemes. Additionally, we identified a potential transmission bandwidth
for a communication channel and calculated the maximum theoretical capacity of the
channel. There are many avenues for future work on this topic but the most impactful
would be to continue to develop a means to verify the NEURON software results as
this makes the model more reliable. Furthermore, now that we have identified a
transmission channel, we can conduct further experiments to see what modulation
schemes can achieve the bitrate closest to the theoretical maximum.
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