We study models of continuous-time, symmetric, d -valued random walks in random environment, driven by a field of i.i.d. random nearest-neighbor conductances ω x y ∈ [0, 1] with a power law with an exponent γ near 0. We are interested in estimating the quenched asymptotic behavior of the on-diagonal heat-kernel h ω t (0, 0). We show that for γ > d 2 , the spectral dimension is standard, i.e.,
INTRODUCTION
We study the model of random walk among polynomial lower tail random conductances on d , d ≥ 2. Our aim is to derive estimates on the asymptotic behavior of the heat-kernel in the absence of uniform ellipticity assumption. This paper follows up recent results of Fontes and Mathieu [9] , Berger, Biskup, Hoffman and Kozma [3] , and Boukhadra [5] .
Describing the model.
Let us now describe the model more precisely. We consider a family of symmetric, irreducible, nearest-neighbors Markov chains taking their values in d , d ≥ 2, and constructed in the following way. Let Ω be the set of functions ω :
iff x ∼ y, and ω x y = ω x y ( x ∼ y means that x and y are nearest-neighbors). We call elements of Ω environments.
Define the transition matrix 1) and the associated Markov generator
(1.2) X = {X (t), t ∈ + } will be the coordinate process on path space ( d ) + and we use the notation P ω x to denote the unique probability measure on path space under which X is the Markov process generated by (1.2) and satisfying X (0) = x, with expectation henceforth denoted by E ω x . This process can be described as follows. The moves are those of the discrete time Markov chain with transition matrix given in (1.1) started at x, but the jumps occur after independent Poisson (1) waiting times. Thus, the probability that there have been exactly n jumps at time t is e −t t n /n! and the probability to be at y after exactly n jumps at time t is e −t t n P n ω (x, y)/n!. Since ω x y > 0 for all neighboring pairs (x, y), X (t) is irreducible under the "quenched law P ω x " for all x. The sum π ω (x) = y ω x y defines an invariant, reversible measure for the corresponding (discrete) continuous-time Markov chain.
The continuous time semigroup associated with ω is defined by
Define the heat-kernel, that is the kernel of P ω t with respect to π ω , or the transition density of X (t), by
and satisfies the Chapman-Kolmogorov equation as a consequence of the semigroup law P ω t+s = P ω t P ω s . We call "spectral dimension" of X the quantity
(if this limit exists). In the discrete-time case, we inverse the indices and denote the heatkernel by h n ω (x, y). Such walks under the additional assumptions of uniform ellipticity,
have the standard local-CLT like decay of the heat kernel as proved by Delmotte [6] : 6) where c 1 , c 2 are absolute constants.
Once the assumption of uniform ellipticity is relaxed, matters get more complicated. The most-intensely studied example is the simple random walk on the infinite cluster of supercritical bond percolation on
is the percolation threshold (cf. [10] ). Here an annealed invariance principle has been obtained by De Masi, Ferrari, Goldstein and Wick [7, 8] in the late 1980s. More recently, Mathieu and Remy [15] proved the on-diagonal (i.e., x = y) version of the heat-kernel upper bound (1.6)-a slightly weaker version of which was also obtained by Heicklen and Hoffman [11] -and, soon afterwards, Barlow [1] proved the full upper and lower bounds on P n ω (x, y) of the form (1.6). (Both these results hold for n exceeding some random time defined relative to the environment in the vicinity of x and y). Heat-kernel upper bounds were then used in the proofs of quenched invariance principles by Sidoravicius and Sznitman [16] for d ≥ 4, and for all d ≥ 2 by Berger and Biskup [2] and Mathieu and Piatnitski [14] .
Let
d denote the set of (unordered) nearest-neighbor pairs in d . We choose in our case the
where γ > 0 is a parameter. In general, given functions f and g, we write f ∼ g to mean that f (a)/g(a) tends to 1 when a tends to some limit a 0 .
Our work is motivated by the recent study of Fontes and Mathieu [9] of continuous-time random walks on d with conductances given by
. For these cases, it was found that the annealed heat-kernel, d (ω)P 
(1.8)
Further, in a more recent paper [5] , we show that the quenched heat-kernel exhibits also opposite behaviors, anomalous and standard, for small and large values of γ. We first prove for all d ≥ 5 that the return probability shows an anomalous decay that approaches (up to sub-polynomial terms) a random constant times n −2 when we push the power γ to zero. In contrast, we prove that the heat-kernel decay is as close as we want, in a logarithmic sense, to the standard decay n −d/2 for large values of the parameter γ, i.e. : there exists a positive constant δ = δ(γ) depending only on d and γ such that − a.s.,
These results are a follow up on a paper by Berger, Biskup, Hoffman and Kozma [3] , in which the authors proved a universal (non standard) upper bound for the return probability in a system of random walk among bounded (from above) random conductances. In the same paper, these authors supplied examples showing that their bounds are sharp. Nevertheless, the tails of the distribution near zero in these examples was very heavy.
Main results.
Consider random walk in reversible random environment defined by a family
. random variables subject to the conditions given in (1.7), that we refer to as conductances, d being the set of unordered nearest-neighbor pairs (i.e., edges) of d . The law of the environment is denoted by .
We are interested in estimating the decay of the quenched heat-kernel h ω t (0, 0), as t tends to +∞ for the Markov process associated with the generator defined in (1.2) and we obtain, in the quenched case, a similar result to (1.8). Although our result is true for all d ≥ 2, but it is significant when d ≥ 5.
The main result of this paper is as follows:
Our arguments are based on time change, percolation estimates and spectral analysis. Indeed, one operates first a time change to bring up the fact that the random walk viewed only on a strong cluster (i.e. constituted of edges of order 1) has a standard behavior. Then, we show that the transit time of the random walk in a hole is "negligible" by bounding the trace of a Markov operator that gives us the Feynman-Kac Formula and this by estimating its spectral gap.
An expected consequence of this Theorem is the following corollary, whose proof is given in part 3.3 and that gives the same result for the discrete-time case. For the random walk associated with the transition probabilities given in (1.1) for an environment ω with conductances satisfying the assumption (1.7), we have
Corollary 1.2 For any γ > d/2, we have
(1.11) Remark 1. 3 As it has been pointed out in [4] , Remark 2.2, the invariance principle (CLT) (cf. Theorem 1.3 in [13] ) and the Spatial Ergodic Theorem automatically imply the standard lower bound on the heat-kernel under weaker conditions on the conductances. Indeed, let represents the set of sites that have a path to infinity along bonds with positive conductances.
For ω x y ∈ [0, 1] and the conductance law is i.i.d. subject to the condition that the probability of ω x y > 0 exceeds the threshold for bond percolation on d , we have then by the Markov property, reversibility of X and Cauchy-Schwarz 
or equivalently, since the conductances are − a.s. positive by (1.7),
A TIME CHANGED PROCESS
In this section we introduce a concept that is becoming a standard fact in the fields of random walk in random environment, namely random walk on the infinite strong cluster. First, we will give some important characterization of the volume of the holes, see Lemma 5.2 in [13] . denotes the infinite cluster. For the rest of the section, choose ξ > 0 such that (ω b ≥ ξ) >p.
Define the conditioned measure
Consider the following additive functional of the random walk :
its inverse (A ξ ) −1 (t) = inf{s; A ξ (s) > t} and define the corresponding time changed process
Thus the process X ξ is obtained by suppressing in the trajectory of X all the visits to the holes. Note that, unlike X , the process X ξ may perform long jumps when straddling holes.
As X performs the random walk in the environment ω, the behavior of the random process X ξ is described in the next The Markov property, which is not difficult to prove, follows from a very general argument about time changed Markov processes. The reversibility of X ξ is a consequence of the reversibility of X itself as will be discussed after equation (2.2).
The generator of the process X ξ has the form
where Consider a pair of neighboring points x and y, both of them belonging to the infinite cluster ξ and such that ω(x, y) ≥ ξ, then 
For a proof, we refer to [13] , Lemma 4.1. In the discrete-time case, see [3] , Lemma 3.2.
PROOF OF THEOREM 1.1 AND COROLLARY 1.2
The upper bound (1.13) will be discussed in part 3.2 and the proof of Corollary 1.2 is given in part 3.3. We first start with some preliminary lemmata.
Preliminaries.
First, let us recall the following standard fact from Markov chain theory :
Proof. This is an immediate consequence of the semigroup property of the family of bounded self-adjoint operators (P 
Thus, for arbitrary µ > 0, we can write − a.s. for r large enough,
Proof. This is a restatement of Lemma 3.6 of [9] .
Consider now the following formula
This object will play a key role in our proof of Theorem 1.
where ϕ = 1 {· ∈ ξ } . One also has the perturbation identities
Proof. The proof, that we give here, very closely mimics the arguments of [17] , Theorem 1.1. Indeed, we begin with the proof of (3.5). Observe that P ω x − a.s., for every x ∈ d , the time function t → e −λA ξ (t) is continuous, and
Multiplying both sides of the first equality of (3.6) by f (X (t)) and integrating we find :
which is the first identity of (3.5). Analogously we find the second identity of (3.5) with the help of the second line of (3.6). This completes the proof of (3.5).
Clearly
We thus proved that R
The strong continuity of this semigroup follows readily by letting t tend to 0 in (3.5).
Let us finally prove (3.4). To this end notice that for
Coming back to the first line of (3.5), this proves that the convergence of 
Proof of the upper bound.
In this last part, we will complete the proof of Theorem 1.1 by giving the proof of the upper bound (1.13).
Proof of Theorem 1.1.
Assume that the origin belongs to ξ . By lemma 3.1, we have
The additive functional A ξ being a continuous increasing function of the time, so by operating a variable change by setting s = (
which is bounded by
Therefore, for ε ∈ (0, 1)
and using lemma 2.3,
It remains to estimate the second term in the right-hand side of the last inequality, i.e.
, but we can neglect the constant 2 ε in the calculus as one will see in (3.15).
For each λ ≥ 0, Chebychev inequality gives
From the Carne-Varopoulos inequality, it follows that
4t + e −c t , (3.9) where C and c are numerical constants, see Appendix C in [15] . With our choice of r such that t ∼ r 2 (log r) −b (b > 1), we get that P ω 0 (τ r ≤ t) decays faster than any polynomial as t tends to +∞. 
and the sum ranges over b = (x, y) ∈ Let us get back to the proof of the upper bound. Let 16) which yields (3.10).
In conclusion, as µ is arbitrary and according to (3.9)-(3.10), we obtain lim sup which gives (1.13).
We conclude that for any sufficiently small ξ, then ξ 0 −a.s. (1.11) is true and since ∪ ξ>0 {0 ∈ ξ (ω)} = 1, it remains true -a.s.
Proof of the discrete-time case.
Proof. In the same way, the lower bound holds by the Invariance Principle (cf. [4] ) and the Spatial Ergodic Theorem (see Remark 1.3).
For the upper bound, let (N t ) t≥0 be a Poisson process of rate 1. Set n = t . P From here the claim follows.
