Introduction
Let (X t ), t ≥ 0, be the one-dimensional Cauchy process, that is a one-dimensional symmetric α-stable process for α = 1. Let us consider the Cauchy process killed upon first exit time from D for D = (0, ∞) and D = (−1, 1). The purpose of this article is to study the spectral properties of the transition semigroup of this killed process, defined by
and its infinitesimal generator A D , which is the operator − − d 2 dx 2 with a Dirichlet exterior condition (on D c ); see the Preliminaries section for a formal introduction. The key problem in our paper is the description of eigenfunctions and eigenvalues of A D and P D t . The study of the spectral theoretic properties of the semigroups of killed symmetric α-stable processes has been the subject of many papers in recent years, see for example [1, 2, 3, 14, 15, 16, 18, 19] . Our paper is a continuation of the work of Bañuelos and Kulczycki [1] .
In the first part of this note, the identification of the spectral problem for P D t and the so-called mixed Steklov problem in two dimensions, a method developed in [1] , is applied for the case of the half-line D = (0, ∞). Instead of searching for a function f satisfying P D t f (x) = e −λt f (x) for x ∈ D, f (x) = 0 for x ∈ D c , we solve the equivalent mixed Steklov problem
∂y 2 is the Laplace operator in R 2 . The relation between f and u is here given by u(x, y) = E x f (X y ). In this way a nonlocal spectral problem for the pseudo-differential operator on R (or its semigroup (P D t ) on a domain D) is transformed into a local one for a harmonic function of two variables, with spectral parameter in the boundary conditions. From the point of view of stochastic processes, this corresponds to the identification of the jump-type process (X t ) with the trace left on the horizontal axis by the two-dimensional Brownian motion. Similar or related methods were also applied e.g. by DeBlassie and Mendez-Hérnandez [17, 18, 19, 31] , and the idea can be traced back to the work of Spitzer [39] , see also [32] .
When D = (0, ∞), the spectrum of A D is equal to (−∞, 0] and is of continuous type, so there are no eigenfunctions of A D in L 2 (D) (this follows easily from scaling properties of A D ; see also Theorem 3 below). It turns out, however, that for all λ > 0 there exist continuous generalized eigenfunctions ψ λ ∈ L ∞ (D). More precisely, we have P D t ψ λ = e −λt ψ λ . Using the 1 identification described in the previous paragraph, an explicit formula for ψ λ is derived in Section 3, see (3.3) and (3.4) . Surprisingly, to our knowledge, there are no earlier works concerning the spectral problem 
in place of the Dirichlet one (1.3). The sloshing problem is one of the fundamental problems in the theory of linear water waves, see e.g. [22] for a historical survey. The explicit solution of the sloshing problem in the half-plane for D = (0, ∞) was first obtained by Friedrichs and Lewy in 1947 [21] , see also [12, 24, 27] . The results of the Section 3 are closely related to their counterparts for the sloshing problem in the half-plane. The spectral problem for the interval D = (−1, 1) is studied in the second part of this note. We remark that due to translation invariance and scaling property of (X t ), the results for (−1, 1) extend easily to any open interval. It is well-known that there is an infinite sequence of continuous eigenfunction
Each ϕ n is either symmetric or antisymmetric. The study of the properties of ϕ n and λ n , dates back to the paper of Blumenthal and Getoor [5] , where the Weyl-type asymptotic law was proved for a class of Markov processes in domains. In [5] (formula (3.6)) it was proved that λ n /n → π/2 as n → ∞. Over the last few years, there have been an increasing amount of research related to this topic see e.g. [1, 2, 15, 16, 18, 19, 29, 30] and the references therein. In [1] it was shown that λ n ≤ nπ 2 . The best known estimates for general λ n , namely
, were proved in [15] , Example 5.1, where subordinate Brownian motions in bounded domains are studied. The simplicity of eigenvalues was studied in Section 5 of [1] , where λ 2 and λ 3 are proved to be simple (simplicity of λ 1 is standard), and in [30] , where all eigenvalues are proved to have at most double multiplicity. All these results are improved below.
Notation and preliminaries
We begin with a brief introduction to the Cauchy process (X t ) and its relation to the Steklov problem. We only collect the properties used in the sequel; for a more detailed exposition the reader is referred to [1] or [14, 28] . For an introduction to more general Markov processes, see e.g. [4, 20, 37] .
The one-dimensional Cauchy process (X t ) is the symmetric 1-stable process, that is, the Lévy process with one-dimensional distributions
Here P x corresponds to the process starting at x ∈ R; E x is the expectation with respect to P x . Clearly, the P x -distributions of (X t + a) and (bX t ) are equal to P x+a -distribution of (X t ) and P bx -distribution of (X bt ) respectively; these are the translation invariance and scaling property mentioned in the Introduction. The transition semigroup of (X t ) is defined by
, and when f is continuous and bounded, then P t f converges to f locally uniformly as t ց 0. The infinitesimal generator A of (P t ) acting on L 2 (R) is the square root of the second derivative operator. More precisely, for a smooth function f with compact support we have
where the integral is the Cauchy principal value. Throughout this article, D always denotes the interval (−1, 1) or the half-line (0, ∞). The time of the first exit from D is defined by
and the semigroup of the process (X t ) killed at time τ D is given by 
. By A D we denote the infinitesimal generator of (P 
Then u is harmonic in the upper half-plane R × (0, ∞), and if p ∈ [1, ∞), then u(·, y) converges to f in L p (R) as y ց 0. Conversely, for p ∈ (1, ∞), if u(x, y) is harmonic in the upper half-plane and the L p (R) norms of u(·, y) are bounded for y > 0, then u(·, y) converges in L p (R) to some f when y ց 0, and u(x, y) = P y f (x). By the definition,
pointwise for all x ∈ R. When f is in the domain of A, then the above limit exists in L 2 (R) and it is equal to Af .
Our motivation to study the mixed Steklov problem (1.1)-(1.3) comes from the following simple extension of Theorem 1.1 in [1] to the case of unbounded domains. 
is the eigenfunction of the semigroup (P Remark 3. The functions ψ λ can be effectively computed by numerical integration. Indeed, the identity
where Li 2 (z) is the dilogarithm function, yield that
Spectral representation of the transition semigroup for the half-line
Let D = (0, ∞). In this section we study the L 2 (D) properties of the operators P given by (3.3) and (3.4) .
Πf (Plancherel's theorem);
Id (inversion formula).
Transition density for the half-line
The aim of this section is to compute an explicit formula of the transition density p , which follows from the reflection principle. For the Cauchy process we cannot use the reflection principle and the computation of p D t (x, y) requires using much more complicated methods. 
where Li 2 is the dilogarithm function.
Theorem 5. For D = (0, ∞), we have
Using the function f defined in (5.3), we have
Remark 5. The integral of p D t (x, y) with respect to t ∈ (0, ∞) is the Green function of (X t ) on the half-line, given by the well-known explicit formula of M. Riesz, see e.g. [6] . Also, the distribution of X(τ D ) (and even the joint distribution of τ D and X(τ D )) is determined by p D t (x, y), see [25] . Explicit formulas for Green functions and exit distributions for some related processes in half-lines and intervals were found recently in [10, 11] .
Theorem 5 implies a new result for the 2-dimensional Brownian motion. Namely we obtain the distribution of some local time of the 2-dimensional Brownian motion killed at some entrance time. For the 1-dimensional Brownian motion similar results were widely studied and are usually called Ray-Knight theorems [26, 33, 35] .
s ) ds be the local time of B t on the line (−∞, ∞) × {0}. Let A = (−∞, 0] × {0} and T A = inf {t ≥ 0 : B(t) ∈ A} be the first entrance time for A. Then for any x > 0 we have
For (x, y) ∈ R 2 , y = 0 and t ≥ 0 we have
6. Simplicity of eigenvalues for the interval Theorem 6. We have
In particular, all eigenvalues of (P Better numerical bounds for first few eigenvalues are obtained in Section 8.
Estimates of eigenfunctions for the interval
Corollary 2. The function ϕ n is symmetric when n is odd, and antisymmetric when n is even. More precisely, for n ≥ 1 we have ϕ n ∞ ≤ 3. (7.1)
Numerical estimates
In this section we give numerical estimates for the eigenvalues λ n of the semigroup (P This is the result of numerical computation of the eigenvalues of 900 × 900 matrices using Mathematica 6.01.
