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y ( t ) = X
T
t + ( t ) , ( t = 1, 2, ) ( 1)
其中, y ( t )为 t 时刻实测流量与水文模型预报流量的偏差.当实测流量存在异常误差, 就转化为 y 存在
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为了减小旧数据的信息量,强调新信息, 对旧的残差逐次加遗忘因子 ∀( ∀ 1) ,则残差向量为
Et = [ ∀
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当 y 中不可避免存在异常误差时, 将不再服从正态分布, 而成为一个正态混合分布,可表示为
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式中, Wt=
w ( 1) 0
w ( 2)
0 w ( t )
, w ( t )为抗差等价权,表示 y ( t )的权重,即 y ( t )的可信度.得
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T
t WtYt , ( 7)
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可获得与式( 7)、式( 8)相似的结果:
^ ( t + 1) = Pt+ 1  
T
t+ 1 Wt+ 1 Yt+ 1 , ( 11)
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将式( 7)、( 16)代入式( 15)得
^ ( t + 1) = ( t ) + w ( t + 1) PtX t+ 1 [ ∀
2
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式中, I 为单位矩阵.
式( 17)和式( 18)构成了完整的带有遗忘因子的抗差递推最小二乘算法.遗忘因子 ∀降低了旧数据





取值一般在 0 9到 1 0之间. w ( t )表征 y ( t )的可信度,在洪水预报实时校
正时,本文采用的抗差等价权函数
[ 6]
w ( t ) =
w ( t ) | ( t ) |  1 5%
w ( t ) 1. 5%/ | ( t ) | 1 5% < | ( t ) |  2 5 %,
0 | ( t ) | > 2 5%
( 19)
式中, %为加权残差均方差.
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当残差绝对值较小时(  1 5%) ,权重保持不变, 表示 y 可信; 当残差绝对值较大时( > 2 5 %) ,权重
为0, 表示 y 异常,干扰严重, 将其淘汰;当残差绝对值位于两者之间时,采取降权处理,减小其对参数估
计的影响.由于 RRLS算法中 w ( !)是残差的函数,所以需要采用迭代计算,过程如下:
( 1) 首先假设 w ( t+ 1) = 1,根据式( 17)、( 18)计算 ^
( 1)
( t+ 1) , P t+ 1 ,计算出
(1)
( t + 1) ;
( 2) 按式( 19)计算 t+ 1时刻的等价权;
( 3) 重复( 1)、( 2) , 迭代权重, 直到 |
( k)
( t + 1) -
( k+ 1)
( t + 1) | < &, 迭代停止, ^ ( t + 1) =
( k+ 1)
( t+ 1) .迭代停止时,若 w( t+ 1) = 0, 可判断 y ( t+ 1)为异常值, 根据式( 17)计算出的 ^ ( t+ 1)与
^ ( t )相同,抵御了异常值对参数估计的影响.
RRLS算法需要初始条件 ^ ( 0) , P( 0) .考虑到实时洪水与历史洪水存在相似性,实时洪水是历史洪
水平均条件下的振荡,所以本文采用历史洪水的平均参数作为 ^ ( 0) ,相应的 P 值作为P( 0) .
2 计算实例
本文采用的资料为闽江七里街流域 1988~ 1998年间人工监测洪水水情资料, 由于是人工监测,所
以此类资料中不含异常误差. 其中 1988~ 1996年的 36场视为历史洪水, 用来试算, ∀
2
= 0 96, ^ ( 0) =
0 9848. 1997~ 1998年的 7场洪水视作实时洪水. 水文预报模型采用新安江模型,实时校正模型采用一
阶AR模型. 实时校正的预见期为 3 h. A1为 RLS的算法结果, A2 为RRLS的算法结果.
2 1 无异常值情况
首先将RRLS 算法与 RLS算法分别运用于无异常值情况. 很明显,此时RLS算法可得到无偏最优估
值.本文将此时 RLS算法获得的参数值作为近似真值的参数值, 记为 ^ 0 .表 1显示了无异常值时, RRLS
算法获得的参数 ^ r 相对于 ^ o 的离散程度.用 2种算法获得的参数估值进行实时修正,洪水过程线确定
性系数的比较见表 2.
表 1 无异常值时 RRLS算法参数估值的离散程度
Flood V Flood V
980608 0 0217 970701 0 0009
980509 0 0048 970618 0 0041














洪水 Dc( A1 ) Dc( A2) 洪水 Dc(A 1) Dc( A2 )
980608 0 966 0 962 970701 0 976 0 976
980509 0 958 0 942 970618 0 969 0 978
980301 0 976 0 978 970605 0 889 0 905
980215 0 965 0 959
注: Dc = 1-
∀ ( Q i - Qti ) 2
∀ ( Qi - !Q ) 2
, Q 为实测流量; Qt 为预报流量;
!Q 为实测流量均值.







( r - 0 5) !Qp i = int ( i L ) L
0 i # int ( i L ) L
, ( 20)
式中, r 为随机数; !Q 为实测流量的均值, 考虑添加的异常误差与洪水量级有关; p 为常数, 可控制异常
误差的大小; L 为异常值产生的频率间隔,可控制异常误差产生的频率.对 p 和L 的随机选取几个值,来
分析不同量级、不同频率的异常误差对估计方法的影响. 本文选取以下 4种组合: ( 1) p = 3, L = 10; ( 2)
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p= 3, L = 15; ( 3) p = 5, L = 10; ( 4) p= 5, L = 15.
表3显示了 2种算法在 4种组合下获得的参数估值相对于 ^ o 的离散程度; 采用 2种算法获得的参
数估值进行洪水预报实时校正,洪水校正过程线确定性系数见表 4.
表 3 4 种组合下 2种算法离散程度
Flood

















980608 0 2294 0 0116 0 2294 0 0116 0 2856 0 0141 0 2765 0 0137
980509 0 0510 0 0031 0 0510 0 0031 0 1140 0 0020 0 1177 0 0020
980301 0 2910 0 0035 0 2910 0 0035 0 3508 0 0087 0 3168 0 0023
980215 0 2331 0 0020 0 2331 0 0020 0 2982 0 0021 0 2700 0 0010
970701 0 1939 0 0042 0 1939 0 0042 0 2742 0 0042 0 2683 0 0049
970618 0 2249 0 0043 0 2249 0 0043 0 2990 0 0048 0 2495 0 0012






















( i ) - ^ o ( i ) ]
2
0 5
表 4 4 种组合下 2种算法校正精度
Flood
p = 3, L= 10 p = 3, L= 15 p = 5, L= 10 p = 5, L= 15
Dc(A 1) Dc( A2 ) Dc( A1) Dc( A2) Dc(A 1) Dc(A2 ) Dc( A1 ) Dc( A2)
980608 0 893 0 964 0 893 0 964 0 841 0 961 0 802 0 966
980509 0 917 0 959 0 917 0 959 0 861 0 958 0 910 0 957
980301 0 902 0 971 0 902 0 971 0 800 0 972 0 833 0 974
980215 0 736 0 958 0 736 0 958 0 456 0 946 0 642 0 953
970701 0 857 0 975 0 857 0 975 0 736 0 971 0 793 0 973
970618 0 897 0 968 0 897 0 968 0 798 0 966 0 861 0 966
970605 0 782 0 900 0 782 0 900 0 633 0 887 0 756 0 886
分析表 3可以发现,对于选取的不同 p 和L , RLS算法由于对异常值比较敏感,参数估值偏离真值
较远; 同时随着异常误差量级的增大( p 增大)和间隔频率的缩短( L 减小) ,估计结果偏离真值越严重.
而RRLS算法对异常值赋 0权,抵御了异常值对参数估计的影响, 4种组合下均能获得较稳定且接近于
^ o 的参数估值.
分析表 4同样发现, RLS算法的校正精度明显受异常值的影响, 随着异常误差量级的增大( p 增大)
和间隔频率的缩短( L 减小) ,预报精度降低. 而 RRLS算法在不同 p 和L 的情况下,均可获得较稳定且
精度较高的校正精度.
由于计算结果类似, 本文仅选取洪水 980608,显示了 2种算法在 4种组合下的估值与 ^ o 的比较(见
图1和图 2) .
分析图1和图 2,当有异常值存在时, RRLS算法的参数估值与 ^ o 差别不大,较好地跟踪了时变参数
的变化,而 RLS算法的参数估值已远远偏离了 ^ o ,且随着异常误差量级的增大( p 增大)和间隔频率的
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存在异常值, RRLS算法都能获得高精度的实时校正结果.这为提高实时洪水预报精度提供了一种新的
方法.
图 1 洪水 960608 两种算法的参数估值( p= 3) 图 2 洪水 960608 两种算法的参数估值( p= 5)
今后的研究工作一方面要进一步完善抗差递推算法,如抗差权函数的选取等;另一方面要比较其他
常用的实时校正方法,如卡尔曼率波算法,与 AR模型的 RRLS 算法在有异常误差情况下的效果,验证
RRLS 算法的优越性.
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Robust recursive algorithm for real time co correction model
ZHAO Chao HONGHua Sheng ZHANG Luo Ping
( State Key Laboratory of Marine Environmental Science , Environmental Science Research Center, Xiamen Universi ty , Xiamen 361005, China )
Abstract Data observed by telemetric system often carries outliers resulting from instrument malfunctioning, false
signal acquisit ion because of signal leak, collision and disturbance during signal transmission, and special
measuring demand of hydrologic variable, in addition to unavoidable random errors. When the parameters of real
t ime co correction model are estimated by the abnormal data, the algorithm must not only be able to resist the effect
of the outliers, but also have ability for real time tracing of the changes of parameters. In this paper, a robust
recursive least squares algorithm with a forgetting factor is produced based on the recursive least squares algorithm.
And an example is given to demonstrate that the algorithm is insensitive to the outliers and adapts to the time varying
parameter estimation.
Key words co correct ion model, robustness, recursive algorithm, forgetting factor
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