We discuss the application of the adiabatic perturbation theory to analyze the dynamics in various systems in the limit of slow parametric changes of the Hamiltonian. We first consider a two-level system and give an elementary derivation of the asymptotics of the transition probability when the tuning parameter slowly changes in the finite range. Then we apply this perturbation theory to many-particle systems with low energy spectrum characterized by quasiparticle excitations. Within this approach we derive the scaling of various quantities such as the density of generated defects, entropy and energy. We discuss the applications of this approach to a specific situation where the system crosses a quantum critical point. We also show the connection between adiabatic and sudden quenches near a quantum phase transitions and discuss the effects of quasiparticle statistics on slow and sudden quenches at finite temperatures.
I. INTRODUCTION
The dynamics in closed systems has recently attracted a lot of theoretical interest largely following the experimental developments in cold atoms systems (see E.g. Ref. [1] for a review). Several spectacular experiments already explored different aspects of the nonequilibrium dynamics in interacting many-particle systems [2, 3, 4, 5, 6, 7, 8] . Recent theoretical works in this context have focused on various topics, for instance: the connection of dynamics and thermodynamics [9, 10, 11, 12] , the dynamics following a sudden quench in low dimensional systems [11, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26] , the adiabatic dynamics near quantum critical points [27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44] . Although there is so far very limited understanding of the generic aspects of the non-equilibrium quantum dynamics, it has been recognized that such issues as integrability, dimensionality, universality (near critical points) can be explored to understand the non-equilibrium behavior of many-particle systems in various specific situations.
The aim of this paper is to address some generic aspects of nearly adiabatic dynamics in many-particle systems. In particular, we will discuss in details the scaling of the density of generated quasiparticles n ex , entropy S d , and heating Q (non-adiabatic part of the energy), with the quenching rate. It has been already understood that this scaling is universal near quantum critical points [27, 28, 30] , and more generally in low-dimensional gapless systems [31] . The universality comes from the fact that if the system is initially prepared in the ground state or in a state with small temperature, then under slow perturbations very few transitions happen and the system effectively explores only the low energy part of the spectrum. This low energy part can be described by a small number of parameters characterizing some effective low energy theory (typically field theory). The situation can become different, however, in high dimensional systems [31] . This is mainly due to a typically small density of low energy states, which for e.g. for free quasiparticles scales as ρ(ǫ) ∝ ǫ d/z−1 , where d is the dimensionality and z is the dynamical exponent determining the scaling of energy ǫ with momentum k at small k: ǫ(k) ∼ k z . As a result the transitions to high energy states dominate the dynamics and the universality is lost. A similar situation happens for sudden quenches near quantum critical points [45] . In low dimensions the excitations of low energy quasiparticles determine the (universal) scaling of various thermodynamic quantities. However, in high dimensions the transitions to the high energy states following the quench become predominant. In this case one can use the ordinary perturbation theory or linear response which predicts that n ex , S d , and Q become analytic (quadratic) functions of the rate for slow quenches and of the quench amplitude for sudden quenches.
In this paper we will explain in details how the transition between quadratic and universal regimes can be understood as a result of breakdown of the linear response. More specifically we will illustrate how exactly the crossover between different scaling regimes occurs in the situations where the system can be well described by quasiparticle excitations. We will concentrate on the slow, linear in time, quenches and briefly mention the situation with fast quenches in the end. First we will discuss the adiabatic perturbation theory and its implications for many-particle systems. Then using this theory we will analyze a simple driven two-level system (Landau-Zener problem [46, 47] ) where the coupling linearly changes in time in the finite range. We will show how the quadratic scaling of the transition probability with the rate emerges from this perturbation theory. Then we will consider a more complicated situation where the system consists of free gapless quasiparticle excitations. We will show that in low dimensions, d ≤ 2z, the scaling of the density of excitations and entropy is universal n ex , S d ∼ |δ| d/z , while in high dimensions the quadratic scaling is restored. The quadratic scaling can be understood as the result of multiple Landau-Zener transitions to high energy quasiparticle states. We will illustrate our argument with a specific model of coupled harmonic oscillators. Next we will consider a more complicated situation where the system is quenched through a second order quantum phase transition. We will show how the universal scaling n ex ∼ |δ| dν/(zν+1) [27, 28] (ν is the critical exponent for the correlation length) emerges from combining adiabatic perturbation theory and universal scaling form of energies and matrix elements near the quantum critical point. We will also show how this scaling law breaks down and is substituted by a simple quadratic relation n ex ∼ δ 2 when the exponent dν/(zν +1) exceeds two. We will illustrate these results using specific exactly solvable models. We will also discuss the connection between adiabatic and sudden quenches near the quantum critical point. In particular, we will show that in low dimensions, dν < 2, the density of excited quasiparticles for a slow quench can be understood as a result of a sudden quench, if one correctly identifies the quench amplitude λ ⋆ (for the sudden quench) with the quench rate δ (for the slow quench): λ ⋆ ∼ |δ| 1/(zν+1) . This analogy is very similar to the Kibble-Zurek picture of topological defect formation for quenches through classical phase transitions [48, 49] , where one assumes that below certain energy (temperature) scale topological excitations essentially freeze. However at higher dimensions, dν > 2, this analogy becomes misleading since for sudden quenches scaling of n ex is no longer determined by low energy excitations. This work mostly focuses on the situation in which the system is initially in the ground state. In the end of the paper we will discuss what happens if the system is initially prepared at finite temperature. We will argue that the statistics of low energy quasiparticles strongly affects the response of the system to fast or slow quenches, enhancing the non-adiabatic effects (compared to the zero-temperature case) in the bosonic case and suppressing them in the fermionic case. We will discuss the corrections to the universal scaling laws if the low energy quasiparticles are described by either bosonic or fermionic statistics.
II. ADIABATIC PERTURBATION THEORY
We consider the following setup: the system is described by the Hamiltonian H(t) = H 0 +λ(t)V , where H 0 is the stationary part and λ(t)V is the time-dependent part of the Hamiltonian. Our purpose is to characterize the dynamics of this system resulting from the timedependent perturbation. We consider the situation in which the system is in a pure state. More general situations, where the state is mixed, can be addressed similarly by either solving von Neumann's equation or averaging solutions of the Schrödinger equation with respect to the initial density matrix. We assume that λ(t) is a linear function of time:
Here δ is the rate of change of the parameter λ(t): δ → 0 corresponds to the adiabatic limit, while δ → ∞ corresponds to a sudden quench. In principle the values λ i and λ f can be arbitrarily far from each other, therefore we can not rely on the conventional perturbation theory in the difference between couplings |λ f − λ i |.
In the limit of slow parametric changes, we can use δ as a small parameter and find an approximate solution of the Schrödinger equation:
where |ψ is the wave function. Here we use the convention that = 1 (this can be always achieved by rescaling either energy or time units). Our analysis will be similar to the one in Ref. [50] , nevertheless for completeness we will present here the details of the derivation. It is convenient to rewrite the Schrödinger equation (2) in the adiabatic (instantaneous) basis:
where |φ n (t) are instantaneous eigenstates of the Hamiltonian H(t):
corresponding to the instantaneous eigenvalues E n (t). These eigenstates implicitly depend on time through the coupling λ(t). Substituting this expansion into the Schrödinger equation and multiplying it by φ m | (to shorten the notations we drop the time label t in |φ n ) we find:
We then perform a gauge transformation:
where
The lower limit of integration in the expression for Θ n (t) is arbitrary. We chose it to be equal to t i for convenience. In consequence the Schrödinger equation becomeṡ
(8) which can also be rewritten as an integral equation:
If the energy levels E n (τ ) and E m (τ ) are not degenerate, the matrix element n|∂ t |m can be written as
where we emphasize that the eigenstates |n and eigenenergies E n (t) are instantaneous. If λ(t) is a monotonic function of time then in Eq. (9) one can change variables from t to λ(t) and derive:
Formally exact Eqs. (9) and (11) can not be solved in the general case. However, they allow for a systematic expansion of the solution in the small parameterλ. Indeed, in the limitλ → 0 all the transition probabilities are suppressed because the phase factors are strongly oscillating functions of λ. The only exception to this statement occurs for degenerate energy levels [51] , which we do not consider in this work. In the leading order inλ only the term with m = n should be retained in the sums in Eqs. (9) and (11) . This term results in the emergence of the Berry phase [52] :
so that a n (t) ≈ a n (0) exp[−iΦ n (t)].
In many situations, when we deal with real Hamiltonians, the Berry phase is identically equal to zero. In general, the Berry phase can be incorporated into our formalism by doing a unitary transformation α n (t) → α n (t) exp[−iΦ n (t)] and changing Θ n → Θ n + Φ n in Eqs. (9) and (11) .
We now compute the first order correction to the wave function assuming for simplicity that initially the system is in the pure state n = 0, so that α 0 (0) = 1 and α n (0) = 0 for n = 0. In the leading order inλ we can keep only one term with m = 0 in the sums in Eqs. (9) and (11) and derive
or alternatively
The transition probability from the level |φ 0 to the level |φ n as a result of the process is determined by |α n (λ f )| 2 . The expression (16) can be further simplified in the case where the initial coupling λ i is large and negative and the final coupling λ f is large and positive, employing the stationary-phase approximation. The complex roots of the equation E n (λ ⋆ ) − E 0 (λ ⋆ ) = 0 define the stationary point. Consequently the dominant contribution to the transition probability is determined by the negative imaginary part of the phase difference Θ n − Θ 0 evaluated at these roots [51] :
In particular, for linearly changing coupling λ(t) = δt, we obtain
and the transition probability exponentially vanishes as δ → 0. However there are many cases where the coupling λ i or λ f or both are finite. In this case Eq. (17) is no longer valid and the asymptotic values of the integrals in Eqs. (15) and (16) are determined by the initial and final times of evolution. Using the standard rules for evaluating the integrals of fast oscillating functions we find:
In the following analysis we will retain only the first nonvanishing term inλ = δ. The terms proportional to higher powers of the expansion parameter, such asλ, (λ) 2 , as well as non-analytic terms similar to Eq. (17), will be neglected assuming sufficiently small δ → 0.
The probability of the transition to the n-th level is approximated by:
is the phase difference between the states |φ n and |φ 0 accumulated during the time evolution. This phase difference is usually very large and thus the last term in Eq. (20) is a highly oscillating function, which can be typically dropped because of the statistical or time averaging.
A. Application to the Landau-Zener problem.
We apply the general formalism presented above to the notorious Landau-Zener (LZ) problem [46, 47] . The Hamiltonian to study this problem is given by a 2 × 2 matrix:
which is conveniently expressed through the Pauli matrices:
This system has two eigenstates:
where tan θ = g/λ, with corresponding energies E ± = ± λ 2 + g 2 . We assume that the coupling λ linearly changes in time: λ = δt. The system is initially, at t = t i , prepared in the ground state and the process continues until t = t f . In the limit t i → −∞ and t f → ∞ the probability to occupy the excited state |+ [46, 47] is a non-analytic function of δ:
However, in the general case, where t i or t f are finite, the probability contains both non-analytic and analytic contributions in δ.
In principle the LZ problem can be solved exactly for arbitrary t i and t f [53, 54] (Appendix A), however the general solution is quite cumbersome. Here we illustrate how the asymptotical behavior of the transition probability at small δ can be recovered employing the adiabatic (26) in the complex t-plane. Integration over the real axis is given by several contributions: the one along Cr around the point t = i that gives the first term in Eq. (27) , C+ and C− from the two sides of the branch represented by second term in Eq. (27) , and also CR andCR that vanish in the limit R → ∞.
perturbation theory. The only non-zero matrix element, which enters Eq. (16), is
We first apply Eq. (15) to the case t i → −∞ and t f → ∞ which corresponds to the classic LZ problem. Then Eq. (16) gives:
The asymptotic behavior of this expression at small δ ≪ g 2 can be derived by studying the analytic properties of the integrand in the complex plane of the variable t = t ′ +it ′′ . We notice that the phase factor has a branchcut singularity in the upper and lower-half planes along the imaginary axis, that starts at t ′′ = ±1 and goes to infinity at t ′′ = ±∞. Deforming the contour of integration to include a singularity, e.g. in the upper-half plane, we find that the integral has two contributions: one is provided by t ′′ = 1 point, and another one is given by a combination of two paths that run from the complex infinity to t ′′ = 1 and backwards with the corresponding phase shift (Fig. 1) . As a result, we obtain:
where we changed the variables tδ/g = i cosh x to simplify the expressions. In the limit δ ≪ g 2 , the integral in the brackets is a constant equal to π/6, which leads to the following asymptotic behavior of the transition probability:
This expression correctly reproduces the exponential dependence of the transition probability on the LandauZener parameter g 2 /δ. However, the exponential prefactor is larger than the exact value of unity [53] . The reason for this discrepancy is that the exponential dependence is a result of a delicate interference of the transition amplitudes in time, which can not be obtained within perturbative approach. Conversely, as we argue below, in the case of finite t i or t f , the asymptotical behavior of the transition probability with δ is analytic, allowing for a systematic treatment within the adiabatic perturbation theory.
Let us now turn to such situation with finite t i or t f or both (positive or negative) and sufficiently small δ . Then using Eq. (20) and ignoring the fast oscillating term we find
In the case of λ i = −∞ and λ f = 0, i.e. t i = −∞ and t f = 0, this gives
as it can be found solving exactly the LZ-problem (see Appendix A). We would like to emphasize that in agreement with the general prediction (20) in the adiabatic limit the transition probability (29) is quadratic in the rate δ. We note that a more accurate asymptotic includes an additional exponential non-perturbative term (24) if λ i and λ f have opposite signs [54] . With this additional term Eq. (29) will give the correct asymptotic for |α + (t f )| 2 , even when both |λ i | and |λ f | are large.
III. ADIABATIC DYNAMICS IN GAPLESS SYSTEMS WITH QUASIPARTICLE EXCITATIONS
In the previous section we applied the adiabatic perturbation theory to a two-level system with a timedependent gap separating the eigenstates of the Hamiltonian. Now we are interested in extending the analysis to the case of a many-particles system. If we consider a situation in which the system (initially prepared in the ground state) is characterized by gapped quasiparticle excitations, then clearly the previous analysis applies to each mode independently. Then under slow quench different quasiparticle states can be excited. Since the transition probability to each quasiparticle state quadratically depends on the quench rate δ, we can expect that the density of created quasiparticles and other thermodynamic quantities will also quadratically depend on δ. The situation becomes more complicated and more interesting if we consider a system with gapless excitations. Then for the low energy states the adiabatic conditions are effectively always violated (unless we consider quench rates which go to zero with the system size) and in principle the adiabatic perturbation theory and the quadratic scaling can break down. Although the adiabatic perturbation theory in this case is no longer quantitatively correct, here we will show that it can nevertheless be very useful in finding the scaling of various quantities with the quench rate and when this scaling becomes quadratic. Let us assume that we are dealing with a homogeneous system of quasiparticles characterized by a dispersion relation:
where z is the dynamical exponent and c(λ) is a prefactor depending on the external parameter λ. We assume that λ changes linearly in time, λ = δt, between the initial and the final value λ i and λ f respectively. The parameterization (31) explicitly demonstrates that during the evolution the details of the quasiparticle spectrum do not change, i.e. the system remains gapless and the exponent z stays the same. Another interesting possibility where the system crosses a singularity such as a critical point, which violates this assumption, will be considered in the next section. In this work we also limit ourselves to global uniform quenches, where the coupling λ is spatially independent.
In this section we consider the situation where the ground state corresponds to the state with no quasiparticles. Such situation naturally appears in a variety of physical systems, e.g. bosonic systems with shortrange interactions, fermionic systems without Fermi surfaces such as gapless semiconductors [55] , graphene [56] at zero voltage bias, some one-dimensional spin chains, that can be mapped to systems of fermions using the Jordan-Wigner transformation [57, 58] , system of hardcore bosons in one-dimension (or Tonks gas) [58, 59, 60] and so on. The situation with Fermi systems with the ground state corresponding to the filled Fermi sea requires special attention and will not be considered here. We do not expect any qualitative differences in the response to slow quenches in these Fermi systems.
Dimensional analysis allows us to estimate the scaling of various thermodynamic quantities with the quench rate. On the one hand, in a gapless system the transitions to the low energy states are unavoidable since any change in the coupling λ looks fast (diabatic) with respect to them. On the other hand transitions to the high energy states are suppressed for small δ because of the fast-oscillating phase factor entering the expression for the transition amplitude (16) , so that the dynamics with respect to these states is adiabatic. It is straightforward to estimate the boundary separating diabatic and adiabatic states. Namely, if throughout the evolutionε k (λ) becomes larger or comparable to ε 2 k (λ), then the corresponding energy level is diabatic and the quasiparticles are easily created. On the other hand ifε k (λ) ≪ ε 2 k (λ) in the whole interval of λ ∈ [λ i , λ f ] then the transitions are suppressed. Of course the implicit assumption here is that there is no kinematic constraint preventing creation of quasiparticles, i.e. that the matrix element for the transition is non-zero. In spatially uniform systems single quasiparticles typically can not be created because of the momentum conservation, so that quasiparticles can be created only in pairs with opposite momenta. This implies that one should use 2ε k (λ) instead of ε k (λ) in the argument, however, this extra factor of two is not important for a qualitative discussion. The crossover energỹ ε k (λ) is found by equating the two expressions:
or alternativelỹ
More precisely one needs to find the maximal momentum satisfying the equation above in the whole interval of λ ∈ [λ i , λ f ]. If there are no singularities during the evolution the derivative ∂ λ ln c(λ) remains non-zero and bounded. Thus we see that the crossover energyε k (λ) scales linearly with the rate δ. Then we can estimate, for example, the total number of quasiparticles created during the process as
We expect this scaling to be valid only when d/z ≤ 2. Otherwise (as we will argue below) the contribution from high energy quasiparticles with ε >ε will dominate, resulting in the quadratic scaling of n ex . The result (34) can be derived more accurately using the adiabatic perturbation theory. Namely, let us perform the scaling analysis of Eq. (16) . Because quasiparticles can be typically created only in pairs with opposite momenta one should use twice the quasiparticle energy in the dynamical phase Θ n in Eq. (16) . The number of quasiparticles should be also multiplied by two, but at the same time the sum over momenta should only go over half the available states to avoid double counting of pairs with momenta k and −k. So this second factor of two can be absorbed extending the integration over momenta to the whole spectrum. Thus we get
Rescaling the momentum k as k = δ 1/z η we find
(36) If the integral over η converges at large η and the matrix element k|∂ λ |0 goes to a non-zero constant as k → 0, then we get the desired scaling. The second condition means that there is no kinematic suppression of the transitions to the low energy and momentum states. The absence of this suppression was implicitly assumed in the elementary derivation of Eq. (34) . The first condition of convergence of the integral in Eq. (36) over η implies that only low energy modes contribute to the total number of generated quasiparticles since k ∼ ηδ 1/z . This happens only in the case where d/z < 2, otherwise the quadratic scaling n ex ∼ δ 2 , which we derived in the previous section, coming from excitations to all energy scales, is restored. Technically the crossover can be seen from the fact that the transition probability to the state with momentum k at large k ≫ δ 1/z corresponding to η ≫ 1 scales as 1/η 2z . This follows from combining Eqs. (20) and (31) . Clearly then only if d ≤ 2z the integral over η in Eq. (36) converges at large η. Therefore after the rescaling k = δ 1/z η the upper limit of integration over η can be sent to infinity. Otherwise the quasiparticle excitations with large momenta independent of δ dominate n ex and we obtain the quadratic scaling according to the general result (20) .
One can check that under the same conditions the excess energy or heat [61] per unit volume in the system scales as:
This scaling is now valid provided that (d + z)/z ≤ 2. Otherwise the energy absorbtion comes from the high energy states with k ≫ δ 1/z and in this case Q ∝ δ 2 . Since we assume that the quasiparticles are created independently in different channels, i.e. the probability to create a pair of quasiparticles with momentum k is uncorrelated with the probability to create a pair of quasiparticles with momentum k ′ = k, we can easily find the scaling of the (diagonal) entropy density of the system [62] :
where the factor of 1/2 comes from the fact that we need to account each state characterized by momenta q and −q once and sum only over half of the momentum modes to avoid over-counting. As before one can instead sum over all momentum modes but multiply the result by 1/2. In the domain of validity of the adiabatic perturbation theory, |α k (λ f )| 2 ≪ 1, the expression for the entropy is very similar to the expression for the number of quasiparticles. The extra logarithm clearly does not affect the scaling with δ and we thus expect that
Example: harmonic chain. Let us consider a specific example from Ref. [31] , where one slowly changes the mass of particles in a harmonic chain. Specifically we consider the following Hamiltonian
where x k and p k are conjugate coordinate and momentum. We will assume that κ, playing the role of an inverse mass, linearly increases in time: κ(t) = κ i + δt. For simplicity we will also assume that κ f ≫ κ i . In Ref.
[31] a more complicated situation with κ dependent on k was analyzed, however this k-dependence is only important if κ i → 0 corresponding to a singularity in the spectrum. In this section we are interested in non-singular situations, therefore we assume that κ i is finite and that an extra possible dependence of κ on k is irrelevant. The problem was analyzed both exactly and perturbatively in Ref. [31] .
Here we briefly repeat the analysis and present additional results. Within the adiabatic perturbation theory changing κ in time generates pairs of quasiparticle excitations with opposite momenta. It is straightforward to check that the matrix element k, −k|∂ κ |0 = 1/(4 √ 2κ) is independent of k satisfying the second requirement (see the sentence after Eq. (36)) necessary to get the correct scaling of the excitations. Substituting this matrix element together with the dispersion ǫ k = k √ κρ s into Eq. (16), we find that within the perturbation theory the probability to excite a pair of quasiparticles with momenta k and −k is
where Γ(0, x) is the incomplete Γ-function. In the equation above we used the fact that κ f ≫ κ i so the upper limit in the integration over κ can be effectively extended to infinity. The expression depends on the single dimensionless parameter:
When ξ k ≫ 1, which corresponds to the high momentum modes, we have
and in the opposite limit Eq. (40) gives
Hence at high energies the transition probability is proportional to δ 2 , as expected from the discussion in the previous section, while at small momenta k → 0 the transition probability diverges. This is of course unphysical and indicates the breakdown of the perturbation theory. Note, however, that because of the small prefactor 1/72 this divergence occurs at very small values of ξ k .
This problem can also be solved exactly (see details in Ref. [31] ). The initial ground state wave function can be written as a product of Gaussians:
One particularly useful property of Gaussian functions is that for arbitrary time-dependence of κ(t) (or ρ s (t)) the wave function remains Gaussian with σ k satisfying the first order differential equation:
The solution of this equation which satisfies the proper initial condition can be expressed through the Airy functions. It is convenient to introduce the effective width of the wave function at time t f :
It can be shown that [31] :
As it occurs in the perturbative treatment, the solution is expressed entirely through the single parameter ξ k . It is easy to show that the average number of excited particles with momenta k and −k in the Gaussian state characterized by the width σ ⋆ k is
This expression has the following asymptotics: for ξ k ≫ 1
and for ξ k ≪ 1
For large momenta the exact asymptotic clearly coincides with the approximate one (41) (noting that n k = 2|α k | 2 ), while at low energies as we anticipated the adiabatic perturbation theory fails. The perturbative result clearly underestimates the number of excitations. This fact is hardly surprising because the adiabatic perturbation theory neglects the tendency of bosonic excitations to bunch together, leading to the enhancement of the transitions. We can anticipate that the result will be opposite in the fermionic case and in the next section we will see that this is indeed the case.
Density of quasiparticles. The density of quasiparticles created during the process can be obtained by summing n k over all momenta:
We remind that the factor of 1/2 is inserted to avoid double counting of pairs with momenta k and −k. In low dimensions d ≤ 2 this sum is dominated by low momenta k ∼ k δ and the upper limit can be send to ∞:
This gives the correct scaling n ex ∼ δ d/z anticipated from the general argument since z = 1. On the other hand above two dimensions the integral over k is dominated by high momenta close to the high energy cutoff and we have
This result again confirms our expectations that the number of excited quasiparticles scales as δ 2 in high dimensions. Note that when d = 2 the integral above is still valid but it should be cutoff at small k ∼ k δ , leading to the additional log-dependence of n ex on δ. We point out that the perturbative analysis predicts a very similar qualitative picture: it correctly predicts the density of excitations in high dimensions d ≥ 2 and gives the correct scaling in low dimensions d < 2. However, in the latter case the perturbative analysis gives a wrong prefactor. We note that there are situations when the adiabatic perturbation theory can fail completely predicting even incorrect scaling [31] . This can happen, for example, if the initial coupling κ 0 is very small. Then the integral (50) can become infrared divergent at small momenta and should be cutoff by the inverse system size or another large spatial scale (e.g. the mean free path).
The smallest (and the only) physical dimension where the scaling n ex ∝ |δ| d/z is valid in our situation is d = 1. Accurate evaluation of the quasiparticle density in this case gives
For completeness we also quote the perturbative result obtained by integrating Eq. (40):
Clearly the difference between the exact and perturbative results is very minor in this case. In two dimensions both perturbative and exact treatments give the same result
where Λ is the short distance cutoff. At higher dimensions, as we mentioned above, results of perturbative and exact treatments are identical and non-universal:
It is interesting to note that adiabatic conditions are determined now by the high momentum cutoff: δ ∼ 1/Λ d/2−1 . This sensitivity to Λ might be an artifact of a sudden change in the rate of change of the parameter κ resulting in the infinite accelerationλ at initial (and final) times. However, analyzing this issue in detail is beyond the scope of this work.
Heat (excess energy). The quasiparticle density is not always an easily detectable quantity, especially if the system is interacting and the number of quasiparticles is not conserved. A more physical quantity is the energy change in the system during the process, which is equal to the external work required to change the coupling κ. This energy consists of two parts: adiabatic, which is related to the dependence of the ground state energy on κ, and heat, i.e. the additional energy pumped into the system due to excitations of higher energy levels. The first adiabatic contribution depends only on the initial and final couplings κ i and κ f but not on the details of the process. On the contrary the heat (per unit volume) Q is directly
This integral converges at large k only for d < 1. Therefore in all physical dimensions it is dominated by the high energy asymptotic (41) so Q ∝ δ 2 . In one dimension there is an extra logarithmic correction
Entropy. Finally let us evaluate the generated diagonal entropy in the system. The latter is formally defined as (see Ref. [62] )
where ρ nn are the diagonal elements of the density matrix in the eigenbasis of the (final) Hamiltonian. At finite temperatures it is this entropy which is connected to heat via the standard thermodynamic relation ∆Q = T ∆S d . However, at zero initial temperature this relation breaks down and one should analyze
Since in our problem different momentum states are decoupled the d-entropy is additive:
where the factor of 1/2 is again present in order to avoid double counting of quasiparticle excitations created in pairs. Within the adiabatic perturbation theory only one pair of quasiparticles can be excited. Therefore s
Note that at large k the entropy per mode falls off with k essentially in the same manner as |α k | 2 so we conclude that the entropy is dominated by small energies below two dimensions. Then we find
In dimensions higher than two the entropy is dominated by high momenta so
In one dimension Eq. (61) gives
To calculate the exact value of the entropy density one needs to project the Gaussian wave function describing each momentum mode to the eigenbasis and calculate the sum (59). There is, however, a simple shortcut allowing to instantly write the answer. One can easily check that the probabilities to occupy different eigenstates are identical to those of the equilibrium thermal ensemble. Therefore the entropy per mode can be expressed through the average number of excited quasiparticle pairs n k /2 as
Using explicit solution for n k we find
The result is again quite close to the perturbative one.
In two dimensions the entropy density is also readily available from the expressions above:
IV. ADIABATIC DYNAMICS NEAR A QUANTUM CRITICAL POINT
Let us apply the analysis of the previous section to the case of crossing a quantum critical point. As before we consider the situation in which the system is prepared in the ground state, characterized by some initial coupling λ i , then this coupling is linearly tuned in time until a finite value λ f . We assume that the system undergoes a second order quantum phase transition at λ = 0. We differentiate the two situations: (i) when λ i is finite and negative and λ f is finite and positive and (ii) when either λ i = 0 and λ f is large and positive, or λ f = 0 and λ i is large and negative. As in the previous section we will first give a general discussion closely following Ref. [27] and then analyze specific examples.
A. Scaling analysis
The non-adiabatic effects are especially pronounced in the vicinity of a quantum critical point (QCP), where one can expect universality in the transition rates. Near a QCP for λ = 0 the system develops a characteristic energy scale ∆, vanishing at the critical point as ∆ ∼ |λ| zν , where z is the dynamical exponent, and ν is the critical exponent of the correlation length, ξ ∼ |λ| −ν [58] . This energy scale can be either a gap or some crossover scale at which the energy spectrum qualitatively changes.
As before, let us perform the scaling analysis of Eq. (16) assuming that the quasiparticles are created in pairs of opposite momenta. First we rewrite the dynamical phase factor entering the expression for the transition amplitude (16) as
Near the QCP the quasiparticle energy can be rewritten using the scaling function F as:
For x ≫ 1 the function F (x) should have asymptotic F (x) ∝ x z , reflecting the fact that at large momenta the energy spectrum should be insensitive to λ. At small x, corresponding to small k, the asymptotical behavior of the scaling function F (x) depends on whether the system away from the singularity is gapped, then F (x) →const at x → 0, or gapless, then F (x) ∝ x α with some positive exponent α. The scaling (68) , inserted in (67), suggests the change of variables
In addition to analyze Eq. (16) we adopt the scaling ansatz for the matrix element
where G(x) is another scaling function. This scaling dimension of the matrix element, which is the same as the engineering dimension 1/λ, follows from the fact that the ratio of the two energies k|λV |0 and ε k (λ) − ε 0 (λ) should be a dimensionless quantity. At large momenta k ≫ λ ν this matrix element should be independent on λ so G(x) ∝ x −1/ν at x ≫ 1. This statement must be true as long as the matrix element k|V |0 is non-zero at the critical point, which is typically the case. In the opposite limit x ≪ 1 we expect that G(x) ∝ x β , where β is some non-negative number.
These two scaling assumptions allow one to make some general conclusions on the behavior of the density of quasiparticles and other thermodynamic quantities with the quench rate for the adiabatic passage through a quantum critical point. Thus
where, after the rescaling (69),
(72) Note that if λ i < 0 and λ f > 0 then ξ i is large and negative and ξ f is large and positive. If we start (end) exactly at the critical point then ξ i = 0 (ξ f = 0). Note that the integral over ξ is always convergent because: at large ξ we are dealing with a fast oscillating function, and at ξ ∼ 0 there are no singularities because of the scaling properties of G(x). The only issue which has to be checked carefully is the convergence of the integral over η at large η. If this integral converges then Eq. (71) gives the correct scaling relation for the density of quasiparticles with the rate δ found in earlier works [27, 28] . If the integral does not converge then the density of created defects is dominated by high energies and from general arguments of Sec. II we expect that n ex ∝ δ 2 . As it is evident from Eq. (71), the crossover between these two regimes happens when d = 2z +2/ν [71] . To see how this crossover emerges from Eq. (71) we analyze the asymptotical behavior of α(η) at η ≫ ξ ν . In this limit the integral over ξ can be evaluated in accord to the discussion given in Sec. II because the exponent in Eq. (72) is a rapidly oscillating function of ξ. Using the explicit asymptotics of the scaling functions F (x) and G(x) at large x we find
Then the integral over η in Eq. (71) converges at large η precisely when d ≤ 2z + 2/ν. Instead when the integral does not converges, the scaling n ex ∝ |δ| dν/(zν+1) breaks down and we get n ex ∝ δ 2 . As in the previous section we can expect logarithmic corrections at the crossover between these two scaling behaviors.
One can similarly analyze the dependence of the heat Q and the diagonal entropy S d on the rate δ. The entropy has the same scaling as the number of quasiparticles. We note that in general the heat is universal only if the process ends at the critical point λ f = 0, where ǫ k ∝ k z . Then it is easy to see that
This scaling is valid for d ≤ z + 2/ν, while it becomes quadratic when d > z + 2/ν. If the final coupling λ f is away from the critical point then the δ-dependence of Q becomes sensitive to the behavior of the spectrum. Thus if there is a gap in the spectrum, Q has the same scaling as n ex and S d , since each excitation roughly carries the same energy equal to the gap. If the spectrum at λ f is gapless then the scaling (74) remains valid.
B. Examples
Here we will consider several specific models illustrating the general predictions above. In particular we will analyze the transverse field Ising model, which serves as a canonical example of quantum phase transitions [58] and which was used as an original example where the general scaling (71) was tested [27, 28, 29] . The transverse field Ising model also maps to the problem of loading onedimensional hard-core bosons or non-interacting fermions into a commensurate optical lattice potential [35] and describes the so-called Toulouse point in the sine-Gordon model, where this model can be mapped to free spinless fermions [57] .
Transverse field Ising and related models
The transverse-field Ising model is described by the following Hamiltonian:
For simplicity we will focus only on the domain of nonnegative values of the transverse field g. This model undergoes a quantum phase transition at g = 1 [58] with g > 1 corresponding to the transversely magnetized phase and g < 1 corresponding to the phase with longitudinal magnetization. It is thus convenient to use λ(t) = g(t) − 1 as the tuning parameter. Under the Jordan-Wigner transformation:
the Hamiltonian assumes the quadratic form:
and can be diagonalized using the Bogoliubov transformation in the momentum space:
.
After this transformation the Hamiltonian becomes
The ground state of this Hamiltonian factorizes into the product:
The excited states can be obtained by applying various combinations of operators γ † k to the ground state above. However, because of the momentum conservation, only the excited states obtained by acting on the ground state by the products γ † k γ † −k are relevant. Because the excitations to different momentum states are independent, the problem effectively splits into a sum of independent Landau-Zener problems [29] and can be exactly solved. In the case when g i and g f lie on the opposite sides of the quantum critical point the transition probability in the slow limit is approximately given by [29] 
The density of the excited quasiparticles is then
Similarly one can find the entropy density generated during the process
Both the expressions for n ex and S d agree with the general scaling law (71) with d = z = ν = 1. Since in the final state all the excitations are gapped the heat in this case is approximately equal to the number of excited quasiparticles multiplied by the gap in the final state and thus has the same scaling as n ex . The same problem can be also solved using the adiabatic perturbation theory. Let us note that as it follows from Eq. (82) the transition matrix element reads [27] 
(86) In the limit of small δ only the transitions happening in the vicinity of the critical point contribute to n ex . In this case we have
which clearly satisfies the scaling (70) . Under the same approximation we can use that ε k ≈ 2 √ k 2 + λ 2 , which in turn satisfies the energy scaling (68) . Substituting these expansions into Eq. (16) and extending the limits of integration over λ to (−∞, ∞) we find that
where the additional factor of two in the exponent comes from the fact that two quasiparticles are created during each transition. It is now straightforward to evaluate the perturbative expression for n pert ex :
Note that unlike the bosonic case discussed in the previous section, the adiabatic perturbation theory now overestimates the number of created quasiparticles. This happens because this perturbation theory does not take into account the Pauli blocking which prevents more than one pair of quasiparticles with momenta k, −k to be excited. Technically the perturbative transition probability |α k | 2 can exceed unity. This prevents from computing the generated entropy using Eq. (38) because there will be spurious negative contributions. To get a sensible expression one needs to integrate only over the momenta satisfying |α k | 2 ≤ 1, and this results in:
The perturbative argument can be somewhat improved explicitly using the fact that the quasiparticles are fermions and adding an additional contribution com-
which is closer to the exact result. In a similar spirit we can consider the situation when either λ i = 0 or λ f = 0, i.e. when the initial or final state exactly corresponds to the quantum critical point. This situation requires fine tuning from the point of view of crossing a quantum phase transition. However, it naturally appears in other contexts. For example, the problem of loading hard core bosons into a commensurate periodic potential exactly describes this situation [35] . Since we consider λ ∈ (0, ∞) then Eq. (88) becomes: This problem can be also solved exactly and the results remain very close to the perturbative case. We will postpone a careful analysis of this problem to the next section.
sine-Gordon model: Toulouse point and limit of free massive bosons
A convenient playground to test the general scaling laws presented in Sec. IV A is the sine-Gordon model (SG) -a one dimensional model described by the Hamiltonian:
Here Π(x) and φ(x) are conjugate fields, λ is the tuning parameter and β = 2 √ πK SG is a constant. From the renormalization group (RG) analysis it is known that the cosine-term is a relevant perturbation to the quadratic model only if 0 ≤ K SG < 2, and therefore the system is gapped at any finite λ [57] , while for K SG > 2 the system remains gapless. Turning on the interaction in the regime K SG < 2 is akin starting at the critical point and driving the system into the new gapped phase. Hence the scaling of the density of excitations and other quantities should be described by the critical exponents in accord to Eq. (71) as it was indeed shown in Ref. [35] . The spectrum of the SG model consists of solitons and antisolitons for 1 ≤ K SG ≤ 2 and in addition to those for K SG < 1 there are also breathers excitations. The point K SG = 1 is the Toulouse point described by free fermions and in the limit K SG → 0 the SG model effectively describes a system of free massive bosons with B 1 breathers being the only surviving excitations (see e.g. Ref. [63] ). The energy spectrum for each momentum k is of the form:
where m s is the soliton (or breather) mass, that scales with the external parameter as m s ∼ λ 1/(2−KSG) . Therefore it is evident how this model fulfills the assumption (68) with the critical exponents z = 1 and ν = 1/(2 − K SG ).
The SG model gives the correct low energy description of: (i) interacting bosons in a commensurate periodic potential and (ii) two one-dimensional condensates (Luttinger liquids) coupled by a tunneling term [35] . In the former case increasing λ in time corresponds to loading bosons into an optical lattice and in the latter case increasing λ describes turning on the tunneling coupling. We note that φ describes the density modulation in the first situation and the relative-phase between the two superfluids in the second. The SG model also naturally appears in several other one-dimensional systems [57] . To simplify the analysis we will consider only the situation where either λ i = 0 and λ f large or vice versa. For a generic value of K SG the problem can only be solved perturbatively [35] and the corresponding discussion is beyond the scope of this work. Here we will discuss only two specific solvable limits K SG ≪ 1 and K SG = 1.
a. K SG ≪ 1: free bosons. This limit can be naturally realized in the situation of merging two weakly interacting one-dimensional condensates. Then K SG = 1/(2K), where K ≫ 1 is the Luttinger liquid parameter describing the individual condensates [35] . Since K SG and hence β in the Hamiltonian (92) is small we can expand the cosine term and get a quadratic Hamiltonian that in the Fourier space has the form:
with κ k (t) = k 2 + 2λ(t)β 2 , where as before we assume that λ(t) = δt. We see that in this case the problem is equivalent to the harmonic chain (39) already considered in Section III. The only difference is in the excitations spectrum ǫ k = κ k (t) which is now gapped:
with c = 2β 2 . The perturbative and exact solutions follow the similar steps showed in Sec. III. In the pertur-bative case we find
where we used the fact that κ i = k 2 . It is convenient to introduce the rescaled momentum
Then all the results can be found from those of the harmonic chain (cf. Eq. (40)), performing the mapping
In the limit ζ k ≫ 1, corresponding to the high momentum modes, the transition probability becomes
and in the opposite limit
For the exact solution of the problem we again follow the Gaussian functions ansatz as in Eq. (43), with initial value
and time dependence satisfying the equation:
The solution of this equation is analogous to the one of Eq. (44) with the only difference that the function f k (cf. Eq. (46)) now becomes
which gives the following asymptotics for the average number of excited particle pairs with momenta k and −k:
for ζ k ≫ 1 and
in the opposite limit. Density of quasiparticles. We note that the exact result gives weak logarithmic divergence of the density of quasiparticles with the system size coming from the 1/k dependence of n k at small k (see Eq. (104)):
while the perturbative solution gives:
As previously found, the perturbative result underestimates the number of excitated quasiparticles, since it does not take into account the bosonic enhancement of the transitions. Emergence of the length dependence in the expression for n ex indicates the breakdown of the adiabatic perturbation approach and corresponds to a different (non-adiabatic) response of the system according to the classification of Ref. [31] . Physically this divergence comes from the effect of bunching of bosons at small momenta and overpopulation of low momentum modes, which can not be captured in the lowest order of the adiabatic perturbation theory. A similar analysis can be also performed for the heat and the entropy. In the situation in which the system starts at the critical point (λ i = 0) and λ f is finite, both the entropy and the heat have a very similar behavior as n ex , i.e. proportional to δ 1/3 and showing a weak logarithmic divergence with the system size. In the opposite case where λ i is finite but λ f = 0 the expressions for the density of excitations and entropy do not change, while the expression for the heat becomes different because each mode now carries energy ǫ k ∼ k proportional to the momentum. This removes the logarithmic divergence and both perturbative and exact results give Q ∼ k
b. K SG = 1: Tonks-Girardeau gas. In the limit of K SG = 1 the repulsive interaction between bosons is infinitely strong, therefore the particles behave as impenetrable spheres (hard-core bosons). It is well known that in this limit the system known as the Tonks-Girardeau gas [59] can be mapped into an equivalent system of free spinless fermions (the corresponding limit of the SG model describes the so called Toulouse point). Therefore the dynamical problem of loading hard-core bosons into a commensurate optical lattice can instead be approached with the much simpler analysis of free fermions in a periodic potential.
To understand the dynamics in this case we need to solve the Schrödinger equation of free fermions in a periodic potential with time dependent amplitude V (x, t) = V (t) cos(2k f x), where k f = π/a is the Fermi momentum and a is the lattice spacing. The potential V (t) is related to the coupling λ(t) in the SG Hamiltonian (92) according to V (t)n = 4λ(t), where n = k f /π is the electron density [35, 64] . We assume V (t) = δ V t, therefore the rate δ V is related to the rate δ by simple rescaling: δ V = 4δ/n. We restrict the analysis to the two lowest bands of the Brillouin zone (Fig. 2) and we linearize the spectrum close to the Fermi momentum. These two approximations, justified for analyzing the low energy excitations that we are interested in, make the fermion problem equivalent to the SG problem. It follows that for each momentum k the problem is described by a Landau-Zener Hamiltonian
where ∆ k = (ǫ k − ǫ k−2k f )/2 is half the energy difference between the 1st and the 2nd band. In the linearized approximation (under which the mapping to SG model is valid) we have
, where v f is the Fermi velocity. Choosing the units where v f = 1 makes the free fermion problem identical to the SG problem with the Hamiltonian (92).
FIG. 2: TG-gas: the loading into a commensurate lattice problem can be mapped into a two-level system composed of lower filled band and upper empty band, the excitations are the particles hopping on the upper band (figure taken from [35] ).
The problem of turning on the potential amplitude from zero maps then to a direct sum of half LZ-problem (t ∈ [0, +∞)) (see Appendix A) and can be solved exactly (see also Ref. [65] ). Then the probability of exciting a particle from the lower to the upper band during the loading process is:
with
To find the total density of excited particles we have to sum the probability p ex (k) over all the momenta in the first Brillouin zone:
It is convenient to introduce a shifted momentum q = (k − k f ). Then we have τ k = (q/k δ ) 2 with k δ = √ δV 2 . In the limit of small δ V the upper limit of the integral over q can be sent to infinity, therefore
We see that the exact solution confirms the general scaling n ex ∝ √ δ (see Eq. (71)) provided that d = z = ν = 1. This problem can be also solved perturbatively. In fact the loading problem becomes equivalent to the transverse field Ising model. For example from the mapping to the LZ problem it easy to see that the matrix element appearing in Eq. (16) is:
which is similar to Eq. (87). The situation is also analogous for the energy spectrum. The net result of the calculation is
The results for the entropy and heat for the loading problem have identical scaling with the loading rate.
V. SUDDEN QUENCHES NEAR QUANTUM CRITICAL POINTS
So far we focused exclusively on the adiabatic regime of small δ. For simplicity we restrict the discussion in this section only to the situation where we start at the critical point and increase λ in time: λ(t) = δt. We argued that in low dimensions, when dν/(zν + 1) < 2, the dynamics is dominated by the low energy excitations with energies ǫ ǫ ⋆ = |δ| zν/(zν+1) . The energy scale ǫ ⋆ corresponds to the value of the tuning parameter λ ⋆ = |δ| to λ ⋆ . I.e. one can expect that the scaling of the density of excitations and other thermodynamic quantities can be approximately obtained by projecting the initial ground state corresponding to the critical point (λ = 0) to the eigenstates of the new quenched Hamiltonian with λ = λ ⋆ . Such approach was indeed successfully applied to the problem of quenching the system through the BCS-BEC crossover [66] . This argument implies that for sudden quenches we should have that n ex ∼ |λ ⋆ | dν [45] . For dν < 2 this is a non-analytic function of the quench rate, which can not be obtained within the ordinary perturbation theory. As we will show below this scaling, however, immediately follows from the adiabatic perturbation theory applied to sudden quenches. Also we will show that when dν > 2 this scaling fails and the perturbative analytic result is restored n ex ∼ (λ ⋆ ) 2 . As in the case of slow quenches the analytic quadratic dependence comes from the dominance of the high energy excitations [45] .
Let us return to the discussion of Sec. II, where we introduced the adiabatic perturbation theory. We emphasize that the word adiabatic only means that we are working in the instantaneous (adiabatic) basis. The small parameter in this theory is the probability to excite higher energy levels. For slow quenches the excitation probability is small because the rate δ is small, while for fast quenches this probability is small because the quench amplitude λ ⋆ is small. Thus for sudden quenches of small amplitude we can still use Eq. (16), with further simplification that the phase factor Θ n − Θ 0 → 0 since it is inversely proportional to the rate δ → ∞. Thus instead of Eq. (16) we can write [45] 
(114) Note that in the case where there is a finite gap in the spectrum, the difference E n (λ
. If the same is true for the matrix element then this expression reduces to the one from the ordinary perturbation theory:
The advantage of using the expression (114) for α n over the standard perturbative result (115) is that Eq. (114) does not give an explicit preference to the initial state λ = 0 over the final state λ = λ ⋆ and it does not assume the analytic behavior of α n with λ ⋆ . As we will see both these points are necessary for studying quench dynamics near QCP.
Let us apply Eq. (114) to the problem of quenching starting from the critical point. Using the scaling ansatz for the matrix element (70), we find that the density of excitations is approximately given by
To analyze this expression it is convenient to change variables as:
This expression gives the desired scaling n ex ∼ (|λ| ⋆ ) dν provided that the integral over η converges at large η.
From the asymptotics of the scaling function G(x) ∝ 1/x 1/ν at large x, discussed earlier, we see that the necessary condition for convergence of the integral is d < 2/ν or dν < 2. In the opposite limit, dν > 2, the high energy quasiparticles dominate the total energy and one can use the ordinary perturbation theory (linear response) which gives
where all the quantities are evaluated at the critical point λ = 0. We note that the quantity multiplying |λ ⋆ | 2 is called the fidelity susceptibility [67] . Thus the regime of validity of the universal scaling (117) corresponds to a divergent fidelity susceptibility. One can make similar analysis of the scaling of the heat and the entropy:
As in the case of n ex these scaling laws are valid as long as the corresponding exponents are less than two. One can verify that these scalings are indeed reproduced for the models we analyzed in the previous section. Both adiabatic perturbation theory and the exact calculation give the same scaling, however, the perturbative approach gives a mistake in the prefactor.
From the above analysis we see that in low dimensions dν < 2 there is indeed a direct analogy between slow and sudden quenches. One gets the same scaling if correctly identifies the quench rate δ in the former case and the quench amplitude λ ⋆ in the latter: λ ⋆ ∼ |δ| 1/(zν+1) . This analogy has direct similarity with the original arguments by Kibble and Zurek who predicted the scaling (71) in the context of topological defect formation while crossing classical phase transition with the parameter δ playing the role of temperature quenching rate [48, 49] . The main argument in the Kibble-Zurek (KZ) mechanism is that there is a divergent relaxation time scale near the critical point and a corresponding divergent length scale. The topological excitations with distances bigger than this length scale do not have a chance to thermalize and remain in the system for a long time even if they are thermodynamically forbidden. A simple estimate gives that this length scale behaves precisely as ξ ∼ 1/|δ| ν/(zν+1) [49] , resulting in a density of topological defects n ex ∼ 1/ξ d , which is the same as in Eq. (71) . One can thus think about the KZ mechanism as adiabatic quenching of the temperature up to the scale T ⋆ , corresponding to the correlation length ξ, followed by sudden quench of the temperature to zero, so that remaining topological excitations essentially freeze. Essentially the same argument we used here in the quantum case and it indeed works qualitatively right for dν < 2.
The situation is different in the regime dν/(zν + 1) < 2 < dν. In this case for slow quenches the universal scaling is still applicable, i.e. only the low energy excitations created at λ λ ⋆ are important for the scaling of n ex while for sudden quenches this is no longer the case. Namely, the scaling of n ex with the quench amplitude becomes quadratic and non-universal, i.e. sensitive to the high energy cutoff. Therefore in this regime the analogy between slow and sudden quenches becomes misleading. This makes an important difference with the Kibble-Zurek mechanism where such issues do not arise. If dν/(zν + 1) > 2 then the scaling becomes quadratic in both cases (with the rate δ for slow quenches and with the amplitude λ ⋆ for sudden quenches), with the main contribution to excitations coming from the high energy quasiparticles.
VI. EFFECT OF THE QUASIPARTICLE STATISTICS IN THE FINITE TEMPERATURE QUENCHES
One can try to extend the analysis we carried through (both for sudden and slow quenches) to the finite temperature situation. We note that because we consider isolated systems with no external bath, the temperature only describes the initial density matrix. To realize this situation one can imagine that the system weakly couples to a thermal bath and reaches some thermal equilibrium. Then, on the time scales of the dynamical processes we are interested in, this coupling has a negligible effect and the dynamics of the system is essentially Hamiltonian. One does not even have to assume a coupling to the external bath if we are dealing with ergodic systems, since they are believed to reach thermal equilibrium states by themselves. By now this problem remains unsolved in the most general case. As we will argue below at finite temperatures the statistics of the low energy quasiparticles plays a key role. In general one can have critical points where the low energy excitations have fractional statistics or do not have well defined statistics at all.
In this section we will consider only a relatively simple situation in which the statistics of quasiparticles is either bosonic or fermionic. In particular, the two limits of the sine-Gordon model corresponding to K SG ≪ 1, where the system maps to a set of independent harmonic oscillators, and K SG = 1, where the system is equivalent to non-interacting fermions, are examples of critical systems with bosonic and fermionic statistics respectively. The other two examples in this paper (harmonic chain and transverse field Ising model) obviously also fall into the category of a system with well defined statistics of quasiparticles (bosonic and fermionic respectively).
For bosonic excitations it is straightforward to show that the Gaussian ansatz (43) still holds at finite temperatures for the Wigner function [31, 68] . The width of the Wigner function satisfies a similar equation as the width of the wave function (44), (101). The only difference with the initial ground state is that this width gets "dressed" as σ k coth(ǫ 0 k /2T ) at initial time, where σ 0 k is the ground state width defined earlier and ǫ 0 k is the initial energy of the particle with momentum k. Using this fact it is straightforward to show [31] that:
Since we are interested in the excitations created by the dynamical process, we need to subtract from this quantity the initial number of quasiparticles excitations, which were present due to initial thermal fluctuations:
where n 0 ex (k) is the number of created quasiparticles with momentum k at zero temperature. Note that this result does not depend on the details of the quench process, i.e. whether it is fast or slow. At low temperatures T ≪ ǫ 0 k the expression (120) obviously reduces to the zero temperature result. However, at high temperatures T ≫ ǫ 0 k we have the bosonic enhancement of the transitions
When we sum n T ex (k) over all possible momenta k starting from a gapless system, this extra T /ǫ 0 k factor makes the result more infrared divergent. In the regime of validity of the adiabatic perturbation theory it changes the scaling for example for the density of excitations to
The crossover, where the quadratic scaling is restored, is determined by the equation (d − z)ν/(zν + 1) = 2. We note, however, that in small dimensions the response of the system can become non-adiabatic [31] and the scaling above can break down. For the sine-Gordon model in the bosonic limit using Eq. (104) it is indeed straightforward to see that
where L is the system size. If we consider massive bosonic theories in higher dimensions we would find that the scaling (122) would be restored above two dimensions. Even though in one dimension the adiabatic perturbation theory fails to predict the correct scaling, it unambiguously shows that the finite temperatures make the response of the system less adiabatic. For sudden quenches the effect of initial temperature on harmonic system was recently considered in Ref. [69] and the authors obtained results consistent with the statements above. The scenario becomes quite opposite in the fermionic case, K SG = 1, where we are dealing with a sum of independent two-level systems. At finite temperature each level is occupied according to the Fermi distribution
The probability of excitation thus gets corrected as:
The fact that we got tanh factor for fermions (and coth for bosons) is hardly surprising. Similar factors appear in conventional fluctuation-dissipation relations [70] . However, this mere change of coth to tanh factor has an important implication. As in the case of bosons, in the small temperature limit this additional factor reduces to unity and the zero temperature result is recovered. At high temperatures T ≫ ǫ 0 k we find
Therefore the number of created quasiparticles is much smaller than in the zero temperature case. This fact reflects fermionic anti-bunching. In other words the preexisting thermal quasiparticles are blocking the transition to the already occupied excited states and the dynamical process becomes more adiabatic. Thus for the density of excitations we expect now the scaling
This analysis is not sensitive to the details of the process, hence the situation remains the same for sudden quenches. Thus instead of the scaling n ex ∼ |λ ⋆ | dν we will get n ex ∼ |λ ⋆ | (d∓z)ν T ±1 where the upper "+" or "-" sign corresponds to bosons and the lower sign does to fermions. The crossover to the quadratic linear response scaling happens when the corresponding exponent becomes two. As in the case of slow quenches one should be careful with the validity of the perturbative scaling in low dimensions for bosonic excitations, where the system size can affect the scaling and change the exponent.
The main conclusion of this section is that at finite initial temperatures the statistic of quasiparticles qualitatively changes the response of the quantum critical system to quenches (independently if they are slow or fast). At zero temperature the quasiparticle statistics does not seem to play an important role, since it does not enter the general scaling exponents. This suggests that the non-adiabatic response will be extremely interesting in the systems with fractional statistics of excitations. This sensitivity and potential universality of the response of the system to sudden or slow perturbations at finite temperatures might allow one to use non-adiabatic transitions as an experimental probe of the quasiparticle statistics.
VII. CONCLUSIONS
In this work we focused on the analysis of the response of a translationally invariant system, initially prepared in the ground state, to linear quenches, where an external parameter globally coupled to the whole system linearly changes in time. Using the adiabatic perturbation theory we showed how to obtain the scaling of various quantities like the density of quasiparticles n ex , heating (excess non-adiabatic energy) Q and entropy S d with the quench rate δ, for small δ. We started from a simple two-level system, where we showed that the transition probability scales quadratically with δ, at δ → 0, if the external parameter changes in the finite range. We then showed that this quadratic scaling can be violated in various low-dimensional systems, especially quenched through singularities like quantum critical points. This violation comes because excitations of low energy levels, for which dynamics is diabatic, dominate the scaling of n ex and other quantities, which then acquire universal non-analytic dependence on the rate δ. For example, we argued that in generic low-dimensional gapless systems n ex ∝ |δ| d/z as long as d/z < 2. In the opposite limit d/z > 2 we expect that the high energy quasiparticles dominate n ex and the quadratic scaling is restored: n ex ∝ δ 2 . Similar story is true for heat and entropy. We note that the quadratic scaling of the transition probability to highly excited states is specific to linear quenches, where the time derivative of the tuning parameter has a discontinuity at initial and final times. E.g. we analyzed the situation whereλ = δ for t > t i andλ = 0 for t < t i . If the tuning parameter is turned on and off smoothly in time then this quadratic scaling is no longer valid. One can argue, however, that at sufficiently high energies there are always dephasing mechanisms for quasiparticles which reset their phase and effectively reset the value of t i . This resetting of the phase will likely restore the quadratic scaling. However, this issue needs to be investigated separately and is beyond the scope of this work.
Using the same adiabatic perturbation theory and the general scaling arguments we showed how the universal behavior of n ex , S d , and Q emerges for quenching through quantum critical points. In particular, we showed that the density of generated quasiparticles (and entropy) scale as n ex , S d ∼ |δ| dν/(zν+1) , where ν is the critical exponent characterizing the divergence of the correlation length near the phase transition in agreement with earlier works [27, 28] . Based on the scaling analysis we showed that for linear quenches this scaling is valid as long as dν/(zν + 1) < 2, otherwise the quadratic scaling is restored. We also discussed the connection between adiabatic and sudden quenches near a quantum critical point. We argued that if dν < 2 the two are qualitatively similar provided that one correctly associates the quench amplitude λ ⋆ and the quench rate δ: λ ⋆ ∼ |δ| 1/(zν+1) . Using the adiabatic perturbation theory adopted to sudden quenches of small amplitude we showed that the den-sity of excitations scales with the quench amplitude as n ex ∝ |λ ⋆ | dν . When dν > 2 the quadratic scaling, which follows from the conventional perturbation theory (linear response), is restored and n ex ∼ (λ ⋆ ) 2 . As in the case of slow quenches the quadratic scaling comes from the dominant contribution of the high energy quasiparticles to n ex .
We also discussed the situation where a gapless system is initially prepared at finite temperature. In this case we argued that the statistics of the quasiparticles becomes crucial. In particular, for bosonic quasiparticles the finite temperature enhances the effects of non-adiabaticity due to bunching effect, while conversely for fermions the response becomes more adiabatic than at zero temperature due to the Pauli blocking. In the regime of validity of the adiabatic perturbation theory we argued that in the scaling laws presented above (both for sudden and slow quenches) one should change d → d−z in the bosonic case and d → d + z in the fermionic case. We note, however, that in the bosonic case the adiabatic perturbation theory can breakdown due to overpopulation of low energy bosonic modes and the system can enter a non-adiabatic regime [31] . We illustrated our general statements with explicit results for various solvable models.
where M (a, b, z) is the confluent hypergeometric function otherwise called 1 F 1 . The coefficients c 1 , c 2 , c 3 , c 4 are determined by the initial conditions on the wave function at the initial time t in |ψ(t in ) = φ 1 (t in ) 1 0 + φ 2 (t in ) 0 1 plus two auxiliary conditions e.g.
The conventional LZ problem [46, 47] considers the case of starting in the ground state at t = −∞ and asks what is the excitation probability after evolving the system to a final time t = +∞, which is
This result can be recovered imposing the initial conditions: and looking at the asymptotic behavior of |φ 1 (∞)| 2 . Another situation that can be straightforwardly considered corresponds to starting from t = 0 (instead of t = −∞) and ending at t = +∞, essentially this is half of the usual LZ-problem. As we have explained in Sec. IV B 2 this situation naturally arises in e.g. describing the problem of loading hard-core bosons into an optical lattice. Here we need to impose the initial conditions As expected the latter slow asymptotic agrees with the result of the adiabatic perturbation theory (30) .
