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UNCONDITIONALITY OF PERIODIC ORTHONORMAL SPLINE
SYSTEMS IN Lp
KAREN KERYAN AND MARKUS PASSENBRUNNER
Abstract. Given any natural number k and any dense point sequence (tn) on the
torus T, we prove that the corresponding periodic orthonormal spline system of order
k is an unconditional basis in Lp for 1 < p <∞.
1. Introduction
In this work, we are concerned with periodic orthonormal spline systems of arbitrary
order k with arbitrary partitions. We let (sn)
∞
n=1 be a dense sequence of points in the
torus T such that each point occurs at most k times. Such point sequences are called
admissible.
For n ≥ k, we define Sˆn to be the space of polynomial splines of order k with grid
points (sj)
n
j=1. For each n ≥ k+1, the space Sˆn−1 has codimension 1 in Sˆn and, therefore,
there exists a function fˆn ∈ Sˆn that is orthonormal to the space Sˆn−1. Observe that
this function fˆn is unique up to sign. In addition, let (fˆn)
k
n=1 be an orthonormal basis
for Sˆk. The system of functions (fˆn)
∞
n=1 is called periodic orthonormal spline system
of order k corresponding to the sequence (sn)
∞
n=1. We remark that if a point x occurs
m times in the sequence (sn)
∞
n=1 before index N , the space SˆN consists of splines that
are in particular (k − 1 − m) times continuously differentiable at x, where here for
k − 1−m ≤ −1 we mean that no restrictions at the point x are imposed. This means
that if m = k and also sN = x, we have SˆN−1 = SˆN and therefore it makes no sense to
consider non-admissible point sequences.
The main result of this article is the following
Theorem 1.1. Let k ∈ N and (sn)n≥1 be an admissible sequence of knots in T. Then
the corresponding periodic orthonormal spline system of order k is an unconditional
basis in Lp(T) for every 1 < p <∞.
This is the periodic version of the main result in [13]. We now give a few comments
on the history of this result. We can similarly define the spaces Sn corresponding to an
admissible point sequence (tn) on the interval [0, 1]. A celebrated result of A. Shadrin
[16] states that the orthogonal projection operator onto those spaces Sn is bounded
on L∞[0, 1] by a constant that depends only on the spline order k. As a consequence,
(fn)n (also similarly defined to fˆn) is a Schauder basis in L
p[0, 1], 1 ≤ p <∞ and in the
space of continuous functions C[0, 1]. There are various results on the unconditionality
of spline systems restricting either the spline order k or the partition (tn)n≥0. The
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first result in this direction is [1], who proves that the classical Franklin system—
that is orthonormal spline systems of order 2 corresponding to dyadic knot sequence
(1/2, 1/4, 3/4, 1/8, 3/8, . . .)—is an unconditional basis in Lp[0, 1], 1 < p < ∞. This
argument was extended in [3] to prove unconditionality of orthonormal spline systems
of arbitrary order, but still restricted to dyadic knots. Considerable effort has been
made in the past to weaken the restriction to dyadic knot sequences. In the series of
papers [9, 11, 10] this restriction was removed step-by-step for general Franklin systems,
with the final result that it was shown for each admissible point sequence (tn)n≥0
with parameter k = 2, the associated general Franklin system forms an unconditional
basis in Lp[0, 1], 1 < p < ∞. Combining the methods used in [11, 10] with some
new inequalities from [15] it was proved in [13] that non-periodic orthonormal spline
systems are unconditional bases in Lp[0, 1], 1 < p <∞, for any spline order k and any
admissible point sequence (tn).
The periodic analogue of Shadrin’s theorem can be obtained from Shadrin’s result
[16] using [5]. Alternatively, [14] gives a direct proof. In case of dyadic knots, J. Domsta
[8] obtained exponential decay for the inverse of the Gram matrix of periodic B-splines,
which were exploited to prove the unconditionality of the periodic orthonormal spline
systems with dyadic knots in Lp for 1 < p < ∞. In [12] it was proved that for any
admissible point sequence the corresponding periodic Franklin system (i.e. the case
k = 2) forms an unconditional basis in Lp[0, 1], 1 < p < ∞. Here we obtain an
estimate for general periodic orthonormal spline functions, which combined with the
methods developed in [10] yield the unconditionality of periodic orthonormal spline
systems in Lp(T).
The main idea of the proofs of (fn) or (fˆn) being an unconditional basis in L
p,
p ∈ (1,∞) in the articles [10, 12, 13] is that corresponding to one single function fn,
a grid point interval is associated on which most of the mass of fn is concentrated. In
case of Haar functions hn, its support splits into two intervals I and J , where on I, the
function hn is positive and on J , hn is negative. As the associated interval, we could
just use the largest one of I and J .
The organization of the present article is as follows. In Section 2, we give some pre-
liminary results concerning polynomials, splines and non-periodic orthonormal spline
functions. Section 3 develops crucial estimates for the periodic orthonormal spline func-
tions fˆn and gives several relations between fˆn and its non-periodic counterpart. In
Section 4 we prove a few technical lemmata used in the proof of Theorem 1.1 and
Section 5 finally proves Theorem 1.1.
We remark that the results and most of the proofs in Sections 4 and 5 follow closely
[10]. Let us also remark that the proof of the crucial Lemma 4.4 is new and much
shorter than it was in [10].
2. Preliminaries
Let k be a positive integer. The parameter k will always be used for the order of
the underlying polynomials or splines. We use the notation A(t) ∼ B(t) to indicate
the existence of two constants c1, c2 > 0 that depend only on k, such that c1B(t) ≤
A(t) ≤ c2B(t) for all t, where t denotes all implicit and explicit dependences that
the expressions A and B might have. If the constants c1, c2 depend on an additional
parameter p, we write this as A(t) ∼p B(t). Correspondingly, we use the symbols
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.,&,.p,&p. For a subset E of the real line, we denote by |E| the Lebesgue measure
of E and by 1E the characteristic function of E.
We will need the classical Remez inequality:
Theorem 2.1 (Remez). Let V ⊂ R be a compact interval in R and E ⊂ V a measurable
subset. Then, for all polynomials p of order k on V ,
‖p‖L∞(V ) ≤
(
4
|V |
|E|
)k−1
‖p‖L∞(E).
This immediately yields the following corollary:
Corollary 2.2. Let p be a polynomial of order k on a compact interval V ⊂ R. Then∣∣{x ∈ V : |p(x)| ≥ 8−k+1‖p‖L∞(V )}∣∣ ≥ |V |/2.
Proof. This is a direct application of Theorem 2.1 with the set E := {x ∈ V : |p(x)| ≤
8−k+1‖p‖L∞(V )}. 
Let
(2.1) T = (0 = τ−k = · · · = τ−1 < τ0 ≤ · · · ≤ τn−1 < τn = · · · = τn+k−1 = 1)
be a partition of [0, 1] consisting of knots of multiplicity at most k, that means τi < τi+k
for all 0 ≤ i ≤ n− 1. Let ST be the space of polynomial splines of order k with knots
T . The basis of L∞-normalized B-spline functions in ST is denoted by (Ni,k)
n−1
i=−k or
for short (Ni)
n−1
i=−k. Corresponding to this basis, there exists a biorthogonal basis of
ST , which is denoted by (N
∗
i,k)
n−1
i=−k or (N
∗
i )
n−1
i=−k. Moreover, we write νi = τi+k − τi =
| suppNi|. We continue with recalling a few important results for B-splines Ni and their
dual functions N∗i .
Theorem 2.3 (Shadrin [16]). Let P be the orthogonal projection operator onto ST
with respect to the canonical inner product in L2[0, 1]. Then, there exists a constant Ck
depending only on the spline order k such that
‖P : L∞[0, 1]→ L∞[0, 1]‖ ≤ Ck.
Proposition 2.4 (B-spline stability). Let 1 ≤ p ≤ ∞ and g =
∑n−1
j=−k ajNj be a linear
combination of B-splines. Then,
(2.2) |aj | . |Lj |
−1/p‖g‖Lp(Lj), −k ≤ j ≤ n− 1,
where Lj is a subinterval [τi, τi+1] of [τj , τj+k] of maximal length. Additionally,
(2.3) ‖g‖p ∼
( n−1∑
j=−k
|aj|
pνj
)1/p
= ‖(ajν
1/p
j )
n−1
j=−k‖ℓp.
Moreover, if h =
∑n−1
j=−k bjN
∗
j ,
(2.4) ‖h‖p ∼
( n−1∑
j=−k
|bj|
pν1−pj
)1/p
= ‖(bjν
1/p−1
j )
n−1
j=−k‖ℓp.
The two inequalites (2.2) and (2.3) are Lemma 4.1 and Lemma 4.2 in [7, Chapter 5],
respectively. Inequality (2.4) is a consequence of Theorem 2.3. For a deduction of the
lower estimate in (2.4) from this result, see [4, Property P.7]. The proof of the upper
estimate uses a simple duality argument which we shall present here:
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Proof of the upper estimate in (2.4). Just consider the case p < ∞ and w.l.o.g. we
assume bj ≥ 0. Let Nj,p = ν
−1/p
j Nj be the p-normalized B-spline function and corre-
spondingly N∗j,p = ν
1/p
j N
∗
j be the p-normalized dual B-spline function. By definition, the
system N∗j,p forms a dual basis to the system of functions Nj,p. By choosing p
′ = p/(p−1)
and α = 2/p′ (so 2− α = 2/p), we obtain by (2.3)∑
j
b2j = 〈
∑
j
bαjN
∗
j,p,
∑
j
b2−αj Nj,p〉 ≤ ‖
∑
j
b2−αj Nj,p‖p‖
∑
j
bαjN
∗
j,p‖p′
= ‖
∑
j
b2−αj ν
−1/p
j Nj‖p‖
∑
j
bαj ν
1/p
j N
∗
j ‖p′
.
(∑
j
b2j
)1/p
‖
∑
j
bαj ν
1/p
j N
∗
j ‖p′.
So we get
(2.5)
(∑
j
b2j
)1/p′
. ‖
∑
j
bαj ν
1/p
j N
∗
j ‖p′.
Setting aj = b
α
j ν
1/p
j , we see that b
2
j = (ajν
−1/p
j )
2/α = ap
′
j ν
−p′/p
j = a
p′
j ν
1−p′
j and therefore,
we may write (2.5) as (∑
j
ap
′
j ν
1−p′
j
)1/p′
. ‖
∑
j
ajN
∗
j ‖p′,
which is the upper estimate in (2.4). 
It can be shown that Shadrin’s theorem actually implies the following estimate on
the B-spline Gram matrix inverse:
Theorem 2.5 ([15]). Let k ∈ N, the partition T be defined as in (2.1) and (aij)
n−1
i,j=−k
be the inverse of the Gram matrix (〈Ni, Nj〉)
n−1
i,j=−k of B-spline functions Ni = Ni,k of
order k corresponding to the partition T . Then,
|aij | ≤ C
q|i−j|
| conv(suppNi ∪ suppNj)|
, −k ≤ i, j ≤ n− 1,
where the constants C > 0 and 0 < q < 1 depend only on the spline order k and where
by conv(U) for U ⊂ [0, 1] we denote the smallest subinterval of [0, 1] that contains U .
Let f ∈ Lp[0, 1] for some 1 ≤ p < ∞. Since the orthonormal spline system
(fn)n≥−k+2 is a basis in L
p[0, 1], we can write f =
∑∞
n=−k+2 anfn. Based on this expan-
sion, we define the maximal function Mf := supm
∣∣∑
n≤m anfn
∣∣. Given a measurable
function g, we denote by Mg the Hardy-Littlewood maximal function of g defined as
Mg(x) := sup
I∋x
|I|−1
∫
I
|g(t)| dt,
where the supremum is taken over all intervals I containing the point x.
A corollary of Theorem 2.5 is the following relation between M and M:
Theorem 2.6 ([15]). If f ∈ L1[0, 1], we have
Mf(t) .Mf(t), t ∈ [0, 1].
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2.1. Orthonormal spline functions, non-periodic case. This section recalls some
facts about orthonormal spline functions fn = f
(k)
n for fixed k ∈ N and n ≥ 2 induced
by the admissible sequence (tn).
We consider again the mesh T from before:
T = (0 = τ−k = · · · = τ−1 < τ0 ≤ · · · ≤ τi0
≤ · · · ≤ τn−1 < τn = · · · = τn+k−1 = 1),
where we singled out the point τi0 and the partition T˜ is defined to be the same as T ,
but with τi0 removed. In the same way we denote by (Ni : −k ≤ i ≤ n−1) the B-spline
functions corresponding to T and by (N˜i : −k ≤ i ≤ n − 2) the B-spline functions
corresponding to T˜ . Bo¨hm’s formula [2] gives us the following relationship between Ni
and N˜i:
(2.6)


N˜i(t) = Ni(t) if − k ≤ i ≤ i0 − k − 1,
N˜i(t) =
τi0 − τi
τi+k − τi
Ni(t) +
τi+k+1 − τi0
τi+k+1 − τi+1
Ni+1(t) if i0 − k ≤ i ≤ i0 − 1,
N˜i(t) = Ni+1(t) if i0 ≤ i ≤ n− 2.
In order to calculate the orthonormal spline function corresponding to the partitions
T˜ and T , we first determine a function g ∈ span{Ni : −k ≤ i ≤ n−1} such that g ⊥ N˜j
for all −k ≤ j ≤ n− 2. The function g is of the form (up to a multiplicative constant)
(2.7) g =
i0∑
j=i0−k
αjN
∗
j ,
where (N∗j : −k ≤ j ≤ n − 1) is the biorthogonal system to the functions (Ni : −k ≤
i ≤ n− 1) and
(2.8) αj = (−1)
j−i0+k
( j−1∏
ℓ=i0−k+1
τi0 − τℓ
τℓ+k − τℓ
)( i0−1∏
ℓ=j+1
τℓ+k − τi0
τℓ+k − τℓ
)
, i0 − k ≤ j ≤ i0.
Alternatively, the coefficients αj can be described by the recursion
(2.9) αi+1
τi+k+1 − τi0
τi+k+1 − τi+1
+ αi
τi0 − τi
τi+k − τi
= 0.
In order to give estimates for g and a fortiori, for the normalized function f =
g/‖g‖2, we assign to each function g a characteristic interval that is a grid point interval
[τi, τi+1] and lies in the proximity of the newly inserted point τi0 :
Definition 2.7 ([13], Characteristic interval for non-periodic sequences). Let T , T˜
be as above and τi0 be the new point in T that is not present in T˜ . We define the
characteristic interval J corresponding to τi0 as follows.
(1) Let
Λ(0) := {i0 − k ≤ j ≤ i0 : |[τj, τj+k]| ≤ 2 min
i0−k≤ℓ≤i0
|[τℓ, τℓ+k]|}
be the set of all indices j for which the corresponding support of the B-spline
function Nj is approximately minimal. Observe that Λ
(0) is nonempty.
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(2) Define
Λ(1) := {j ∈ Λ(0) : |αj| = max
ℓ∈Λ(0)
|αℓ|}.
For an arbitrary, but fixed index j(0) ∈ Λ(1), set J (0) := [τj(0), τj(0)+k].
(3) The interval J (0) can now be written as the union of k grid intervals
J (0) =
k−1⋃
ℓ=0
[τj(0)+ℓ, τj(0)+ℓ+1] with j
(0) as above.
We define the characteristic interval J = J(τi0) to be one of the above k
intervals that has maximal length.
Using this definition of J , we recall the following estimates for g:
Lemma 2.8 ([13]). Let T , T˜ be as above and g =
∑i0
j=i0−k
αjN
∗
j =
∑n−1
j=−k wjNj be
the function from (2.7), where the coefficients (wj) are defined through this equation.
Moreover, let f = g/‖g‖2 be the L
2-normalized orthogonal spline function corresponding
to the mesh point τi0. Then,
‖g‖Lp(J) ∼ ‖g‖p ∼ |J |
1/p−1, 1 ≤ p ≤ ∞,
and therefore
‖f‖Lp(J) ∼ ‖f‖p ∼ |J |
1/p−1/2, 1 ≤ p ≤ ∞,
where J is the characteristic interval associated to the point τi0 given in Definition 2.7.
Additionally, if dT (z) denotes the number of grid points from T that lie between J
and z including z and endpoints of J , then there exists a q ∈ (0, 1) depending only on
k such that
(2.10) |wj| .
qdT (τj )
|J |+ dist(suppNj, J) + νj
for all − k ≤ j ≤ n− 1.
Moreover, if x < inf J , we have
(2.11) ‖f‖Lp(0,x) .
qdT (x)|J |1/2
(|J |+ dist(x, J))1−1/p
, 1 ≤ p ≤ ∞.
Similarly, for x > sup J ,
(2.12) ‖f‖Lp(x,1) .
qdT (x)|J |1/2
(|J |+ dist(x, J))1−1/p
, 1 ≤ p ≤ ∞.
2.2. Combinatorics of characteristic intervals. We additionally have a combina-
torial lemma concerning the collection of characteristic intervals corresponding to all
grid points of an admissible sequence (tn) of points and the corresponding orthonormal
spline functions (fn)
∞
n=−k+2 of order k. For n ≥ 2, the partitions Tn associated to fn
are defined to consist of the grid points (tj)
n
j=−1, the knots t−1 = 0 and t0 = 1 having
both multiplicity k in Tn and we enumerate them as
Tn = (0 = τn,−k = · · · = τn,−1 < τn,0 ≤
≤ · · · ≤ τn,n−1 < τn,n = · · · = τn,n+k−1 = 1).
If n ≥ 2, we denote by J
(0)
n and Jn the characteristic intervals J
(0) and J from Def-
inition 2.7 associated to the new grid point tn, which is defined to be the characteristic
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interval associated to (Tn−1, Tn). If n is in the range −k + 2 ≤ n ≤ 1, we additionally
set Jn := [0, 1].
Lemma 2.9 ([13]). Let V be an arbitrary subinterval of [0, 1] and let β > 0. Then
there exists a constant Fk,β only depending on k and β such that
card{n : Jn ⊆ V, |Jn| ≥ β|V |} ≤ Fk,β,
where cardE denotes the cardinality of the set E.
3. Periodic splines
In this section, we give estimates for periodic orthonormal spline functions (fˆn)
similar to the ones contained in Lemma 2.8 for non-periodic orthonormal splines. The
main difficulty in proving such estimates is that we do not have a periodic version of
Theorem 2.5 at our disposal. Instead, we estimate the differences between fˆn and two
suitable non-periodic orthonormal spline functions fn.
Let n ≥ k and (Nˆi)
n−1
i=0 be periodic B-spline functions of order k with arbitrary
admissible grid (σj)
n−1
j=0 on T canonically identified with [0, 1):
Tˆ = (0 ≤ σ0 ≤ σ1 ≤ · · · ≤ σn−2 ≤ σn−1 < 1).
Moreover, let (Nˆ∗i )
n−1
i=0 be the dual basis to (Nˆi)
n−1
i=0 and SˆTˆ be the linear span of (Nˆi)
n−1
i=0 .
First, we recall that we have a periodic version of Shadrin’s theorem:
Theorem 3.1. Let Pˆ be the orthogonal projection operator onto SˆTˆ with respect to the
canonical inner product in L2(T). Then, there exists a constant Ck depending only on
the spline order k such that
‖Pˆ : L∞(T)→ L∞(T)‖ ≤ Ck.
We refer to the articles [16, 5] for a proof of this result for infinite knot sequences
on the real line, which then can be carried over to T. Alternatively, we refer to [14] for
a direct proof.
Next, note that B-spline stability carries over to the periodic setting:
Proposition 3.2. Let n ≥ 2k and 1 ≤ p ≤ ∞. Then, for g =
∑n−1
j=0 ajNˆj, we have
‖g‖p ∼
( n−1∑
j=0
|aj|
p| supp Nˆj |
)1/p
= ‖(aj · | supp Nˆj |
1/p)n−1j=0‖ℓp.
If we define the matrix (aˆij)
n−1
i,j=0 = (〈Nˆ
∗
i , Nˆ
∗
j 〉)
n−1
i,j=0, we have the following geometric
decay inequality, which is a consequence of Theorem 3.1 on the uniform boundedness
of the periodic orthogonal spline projection operator:
Proposition 3.3. Let n ≥ 2k. Then, there exists a constant q ∈ (0, 1) depending only
on the spline order k such that
|aˆij| .
qdˆ(i,j)
max(| supp Nˆi|, | supp Nˆj |)
, 0 ≤ i, j ≤ n− 1,
where dˆ is the periodic distance function on {0, . . . , n− 1}.
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The proof of this proposition follows along the same lines as in the non-periodic case,
where B-spline stability and Demko’s theorem [6] on the geometric decay of inverses
of band matrices is used. Its proof in the non-periodic case can be found in [4].
Observe that the estimate contained in this proposition for periodic splines is not
as good as the one from Theorem 2.5 for non-periodic splines due to the different term
in the denominator. Next, we also get stability of the periodic dual B-spline functions
(N∗i ):
Proposition 3.4. Let n ≥ 2k, 1 ≤ p ≤ ∞ and h =
∑n−1
j=0 bjNˆ
∗
j , then
‖h‖p ∼
( n−1∑
j=0
|bj |
p| supp Nˆj |
1−p
)1/p
= ‖(bj · | supp Nˆj |
1/p−1)n−1j=0‖ℓp.
Proof. We only prove the assertion for p ∈ (1,∞). The boundary cases follow from
obvious modifications of the proof. By Propositions 3.3, 3.2, and Ho¨lder’s inequality∥∥∥∑
j
ajν
1/p′
j Nˆ
∗
j
∥∥∥p
p
=
∥∥∥∑
j
ajν
1/p′
j
∑
i
aˆijNˆi
∥∥∥p
p
=
∥∥∥∑
i
(∑
j
ajν
1/p′
j aˆij
)
Nˆi
∥∥∥p
p
≤
∑
i
∣∣∣∑
j
ajν
1/p′
j aˆij
∣∣∣pνi
.
∑
i
(∑
j
|aj |ν
1/p′
j ν
1/p
i
qdˆ(i,j)
max(νi, νj)
)p
≤
∑
i
(∑
j
|aj |q
dˆ(i,j)
)p
≤
∑
i
(∑
j
|aj|
pqdˆ(i,j)
p
2
)
·
(∑
j
qdˆ(i,j)
p
2(p−1)
)p−1
.
∑
i
∑
j
|aj |
pqdˆ(i,j)
p
2 . ‖a‖pp.
Setting bj = ajν
1/p′
j yields the first inequality of dual B-spline stability. The other
inequality is proved similarly to the result for the non-periodic case in Proposition 2.4.

3.1. Periodic orthonormal spline functions. We now consider the same situation
as for the non-periodic case: Let
Tˆ = (0 ≤ σ0 ≤ σ1 ≤ · · · ≤ σi0 ≤ · · · ≤ σn−2 ≤ σn−1 < 1)
be a partition of T canonically identified with [0, 1) and
˜ˆ
T be the same partition, but
with σi0 removed. Similarly, we denote by (Nˆj)
n−1
j=0 the periodic B-spline functions of
order k with respect to Tˆ and by (
˜ˆ
Nj)
n−2
j=0 the periodic B-spline functions of order k
with respect to
˜ˆ
T . Here, we use the notation of periodic extension of the sequence
(σj)
n−1
j=0 , i.e. σrn+j = r + σj for j ∈ {0, . . . , n − 1} and r ∈ Z and in the subindices of
the B-spline functions, we take the indices modulo n.
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In order to calculate the periodic orthonormal spline functions corresponding to the
above grids, we determine a function gˆ ∈ span{Nˆi : 0 ≤ i ≤ n − 1} such that gˆ ⊥
˜ˆ
Nj
for all 0 ≤ j ≤ n− 2. That is, we assume that gˆ is of the form
gˆ =
n−1∑
j=0
αˆjNˆ
∗
j ,
where (Nˆ∗j : 0 ≤ j ≤ n − 1) is the system biorthogonal to the functions (Nˆi : 0 ≤ i ≤
n− 1) and αˆj = 〈g, Nˆj〉. In order for gˆ to be orthogonal to
˜ˆ
Nj for 0 ≤ j ≤ n− 2, it has
to satisfy the identities
0 = 〈gˆ,
˜ˆ
Ni〉 =
n−1∑
j=0
αˆj〈Nˆ
∗
j ,
˜ˆ
Ni〉, 0 ≤ i ≤ n− 2.
We can look at the indices j here periodically meaning that αˆj 6= 0 only for j ∈
{i0 − k, . . . , i0}. Observing that the formulas for B-splines are local and thus, we are
able to use formula (2.6) for
˜ˆ
Ni, to get the recursion formula
(3.1) αˆi+1
σi+k+1 − σi0
σi+k+1 − σi+1
+ αˆi
σi0 − σi
σi+k − σi
= 0, i0 − k ≤ i ≤ i0 − 1.
With the starting value
αˆi0−k =
i0−1∏
ℓ=i0−k+1
σℓ+k − σi0
σℓ+k − σℓ
,
we get the explicit formula
(3.2) αˆj = (−1)
j−i0+k
( j−1∏
ℓ=i0−k+1
σi0 − σℓ
σℓ+k − σℓ
)
·
( i0−1∏
ℓ=j+1
σℓ+k − σi0
σℓ+k − σℓ
)
, i0 − k ≤ j ≤ i0.
Now, similarly to Definition 2.7, we are able to define characteristic intervals for
periodic grids as follows:
Definition 3.5 (Characteristic interval for periodic sequences). Let Tˆ ,
˜ˆ
T be as above
and σi0 be the new point in Tˆ that is not present in
˜ˆ
T . Under the restriction n ≥ 2k,
we define the characteristic interval Jˆ corresponding to σi0 as follows.
(1) Let
Λ(0) := {i0 − k ≤ j ≤ i0 : |[σj , σj+k]| ≤ 2 min
i0−k≤ℓ≤i0
|[σℓ, σℓ+k]|}
be the set of all indices j in the vicinity of the index i0 for which the corre-
sponding support of the periodic B-spline function Nˆj is approximately minimal.
Observe that Λ(0) is nonempty.
(2) Define
Λ(1) := {j ∈ Λ(0) : |αˆj| = max
ℓ∈Λ(0)
|αˆℓ|}.
For an arbitrary, but fixed index j(0) ∈ Λ(1), set Jˆ (0) := [σj(0), σj(0)+k].
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(3) The interval Jˆ (0) can now be written as the union of k grid intervals
Jˆ (0) =
k−1⋃
ℓ=0
[σj(0)+ℓ, σj(0)+ℓ+1] with j
(0) as above.
Define the characteristic interval Jˆ = Jˆ(σi0) to be one of the above k intervals
that has maximal length.
3.2. Lp norms of gˆ.
Proposition 3.6. Let n ≥ 2k + 2. Then,
‖gˆ‖p ∼ |Jˆ |
1/p−1, 1 ≤ p ≤ ∞.
Proof. We are able to arrange the periodic point sequence (σj)
n−1
j=0 such that σ0 > 0
and i0 = ⌊n/2⌋. Corresponding to this point sequence, we define a non-periodic point
sequence (τj)
n+k−1
j=−k by τj = σj for j ∈ {0, . . . , n − 1}, τ−k = · · · = τ−1 = 0 and
τn = · · · = τn+k−1 = 1. With this choice and the assumption n ≥ 2k+2, the conditions
i0 ≥ k and i0 ≤ n− k − 1 are satisfied. Therefore, by comparing (2.8) to (3.2), we get
αj = αˆj for i0 − k ≤ j ≤ i0, which yields
gˆ =
i0∑
j=i0−k
αˆjNˆ
∗
j , g =
i0∑
j=i0−k
αˆjN
∗
j .
Also, comparing the two definitions of J and Jˆ , in the present case we see that |J | = |Jˆ |
and thus, we use B-spline stability to get
‖gˆ‖pp ∼
i0∑
j=i0−k
|αˆj|
p| suppNj |
1−p ∼ ‖g‖pp ∼ |Jˆ|
p−1.
where the last equivalence follows from Lemma 2.8. 
Lemma 3.7. Let n ≥ 2k + 2. If we write gˆ =
∑n−1
i=0 wˆiNˆi, we can estimate the coeffi-
cients wˆi by
|wˆi| . q
dˆ(i,i0) max
i0−k≤j≤i0
1
max(| supp Nˆi|, | supp Nˆj |)
where we take the index j to be modulo n and dˆ is the periodic distance function on
{0, . . . , n− 1}.
Proof. By looking at formula (3.2), we see that |αˆj| ≤ 1 for all j and therefore, by
Proposition 3.3,
|wi| =
∣∣∣ i0∑
j=i0−k
αˆjaˆij
∣∣∣ . i0∑
j=i0−k
|aˆij| .
i0∑
j=i0−k
qdˆ(i,j)
max(| supp Nˆi|, | supp Nˆj|)
.
This readily implies the assertion. 
Proposition 3.8. There exists an index N(k) that depends only on k such that for all
partitions Tˆ with n ≥ N(k), we have
‖gˆ‖Lp(Jˆ) & |Jˆ |
1/p−1, p ∈ [1,∞].
UNCONDITIONALITY OF PERIODIC ORTHONORMAL SPLINE SYSTEMS IN L
p
11
Proof. Assuming again that i0 = ⌊n/2⌋ and n ≥ 2k + 2, we begin by considering the
difference between the periodic function gˆ to the non-periodic function g corresponding
to the partition T = (τj)
n+k−1
j=−k with τj = σj for j ∈ {0, . . . , n− 1}, τ−k = · · · = τ−1 = 0
and τn = · · · = τn+k−1 = 1:
u := g − gˆ =
n−1∑
j=−k
βjN
∗
j ,
where the coefficients βj are chosen so that this equation is true. This is possible since
both g and gˆ are contained in the linear span of the functions (N∗j ). By defining the
set of boundary indices B in T by
B = {−k, . . . ,−1} ∪ {n− k, . . . , n− 1} ⊂ {−k, . . . , n− 1},
we see that for j ∈ Bc,
βj = 〈u,Nj〉 = 〈g − gˆ, Nj〉 = 〈g,Nj〉 − 〈gˆ, Nˆj〉 = αj − αˆj = 0,
where the last equation follows from the fact that αj = αˆj for all indices j in our
current definition of T . Therefore, the function u = g − gˆ can be expressed as
(3.3) u =
∑
j∈B
βjN
∗
j .
Now, we estimate the coefficients βj for j ∈ B by Lemma 3.7:
|βj| = |〈g − gˆ, Nj〉| = |〈gˆ, Nj〉|
=
∣∣∣ n−1∑
i=0
wˆi〈Nˆi, Nj〉
∣∣∣ . n−1∑
i=0
|wˆi| · | supp Nˆi ∩ suppNj |
.
n−1∑
i=0
qdˆ(i,i0)
i0
max
m=i0−k
1
max(| supp Nˆi|, | supp Nˆm|)
· | supp Nˆi ∩ suppNj |
≤
∑
i:| supp Nˆi∩suppNj |>0
qdˆ(i,i0)
and, since j ∈ B = {−k, . . . ,−1} ∪ {n− k, . . . , n− 1},
(3.4) |βj| . q
dˆ(0,i0) . qn/2, j ∈ B.
So, we estimate for x ∈ Jˆ :
|u(x)| =
∣∣∣∑
j∈B
βjN
∗
j (x)
∣∣∣ = ∣∣∣∑
j∈B
βj
n−1∑
i=−k
aijNi(x)
∣∣∣
=
∣∣∣∑
j∈B
βj
∑
i:Jˆ⊂suppNi
aijNi(x)
∣∣∣
.
∑
j∈B
|βj| max
i:Jˆ⊂suppNi
|aij|.
So, by (3.4) and the estimate in Theorem 2.5 for the non-periodic matrix (aij)
|u(x)| . qn/2 max
i:Jˆ⊂suppNi
max
j∈B
q|i−j|
hij
,
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where hij = | conv(suppNi ∪ suppNj)|. Since Jˆ ⊂ suppNi for the above indices i, we
have hij ≥ |Jˆ | = |J | and therefore,
|u(x)| = |(g − gˆ)(x)| . qn|J |−1.
This means that on J , we can estimate gˆ from below: let x ∈ J be a point such that
|g(x)| ≥ ‖g‖L∞(J)/2, then |g(x)| & |J |
−1 by Lemma 2.8 and we get
|gˆ(x)| = |g(x)− (g(x)− gˆ(x))|
≥ |g(x)| − |g(x)− gˆ(x)|
≥ C1|J |
−1 − C2|J |
−1qn,
where C1 and C2 are constants that only depend on k and q < 1. So there exists an
index N(k) such that for all n ≥ N(k)
‖gˆ‖L∞(Jˆ) & |Jˆ|
−1.
Since gˆ is a polynomial on Jˆ , by Corollary 2.2 we now get for any p ∈ [1,∞]
‖gˆ‖Lp(Jˆ) & |Jˆ |
1/p−1,
which is the assertion. 
3.3. More estimates for gˆ. We now change our point of view slightly and compare
the function gˆ with a non-periodic function g where we shift the sequence Tˆ = (σj)
n−1
j=0
in such a way that we split in the middle of a largest grid point interval:
σ0 = 1− σn−1 =
1
2
max
0≤j≤n−1
(σj − σj−1),
and, like before, choose T = (τj)
n+k−1
j=−k such that τj = σj for j ∈ {0, . . . , n− 1} so that
we have
τ0 − τ−1 = τn − τn−1 =
1
2
max
0≤j≤n−1
(σj − σj−1).
We refer to this choice of T as the maximal splitting of Tˆ . Similar to above, we define˜ˆ
T and T˜ to be the partitions Tˆ and T respectively, with the grid points σi0 and τi0
removed.
If we work under this assumption, it is not necessarily the case that |J | = |Jˆ | as
there is the possibility that J lies near τ0 or τn , but we have
Proposition 3.9. Let J be the characteristic interval corresponding to the point se-
quences (T , T˜ ) and Jˆ be the periodic one corresponding to (Tˆ ,
˜ˆ
T ) with the above max-
imal splitting. Then
|J | ∼ |Jˆ|.
Proof. The definition of the characteristic intervals J (Definition 2.7) and Jˆ (Defini-
tion 3.5) yield that
(3.5) |J | ∼ min
i0−k≤j≤i0
| suppNj |, |Jˆ| ∼ min
i0−k≤j≤i0
| supp Nˆj |,
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where the periodic indices are interpreted in the sense of the usual periodic continuation
of the subindices. Then, the very definition of the point sequence T in terms of the
point sequence Tˆ implies
| suppNj | ≤ | supp Nˆj |, −k ≤ j ≤ n− 1,
so, in combination with (3.5), we get the first inequality |J | . |Jˆ |. In order to show
the converse inequality, we show
(3.6) min
i0−k≤j≤i0
| supp Nˆj| . min
i0−k≤j≤i0
| suppNj |.
We assume that j0 is an index such that | suppNj0| = mini0−k≤j≤i0 | suppNj|. If j0 /∈
B = {−k, . . . ,−1}∪{n−k, . . . , n−1}, we even have | suppNj0| = | supp Nˆj0|. If j0 ∈ B,
we have due to the choice of the maximal splitting
| suppNj0| ≥
1
2
max
0≤j≤n−1
(σj+1 − σj) ≥
1
2k
| supp Nˆj |
for all indices j. So, in particular, (3.6) holds. Thus we have shown the converse in-
equality |Jˆ | . |J | as well and the proof is complete. 
We also have the following relation between the dual B-spline coefficients of g and
gˆ:
Proposition 3.10. For the maximal splitting, there exists a constant c ∼ 1 such that
for all j /∈ B,
αj = c · αˆj.
Proof. Comparing the recursion formulas (2.9) for αj and (3.1) for αˆj, we see that for
j ∈ {i0 − k, . . . , i0 − 1},
(3.7)
αˆj+1
αˆj
=
αj+1
αj
, {j, j + 1} ⊂ Bc
since by definition τi = σi for 0 ≤ i ≤ n−1. So, now take an arbitrary j ∈ B
c. Looking
at the formulas for αj and αˆj we write
αˆj
αj
=
( j−1∏
ℓ=i0−k+1
σi0 − σℓ
τi0 − τℓ
)( j−1∏
ℓ=i0−k+1
τℓ+k − τℓ
σℓ+k − σℓ
)
·
( i0−1∏
ℓ=j+1
σℓ+k − σi0
τℓ+k − τi0
)( i0−1∏
ℓ=j+1
τℓ+k − τℓ
σℓ+k − σℓ
)
.
Note that for every s, t ∈ {i0 − k + 1, . . . , i0 + k − 1} such that 0 < s − t ≤ k either
σs − σt = τs − τt or σs − σt > τs − τt, and the latter can only happen when [τ−1, τ0] or
[τn−1, τn] is a subset of [τt, τs], so
σs − σt ≥ τs − τt ≥
1
2
max
0≤j≤n−1
(σj+1 − σj) ≥
1
2k
(σs − σt).
Hence we obtain σs − σt ∼ τs − τt. Therefore αj ∼ αˆj . This, in combination with (3.7)
proves the proposition. 
Proposition 3.11. Let x ∈ [σℓ, σℓ+1]. Then, there exists an interval C = C(x) ⊂ T
which is minimal under the inclusion relation with
Jˆ ∪ [σℓ, σℓ+1] ⊂ C
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such that if K(C) is the number of grid points of Tˆ contained in C,
|gˆ(x)| .
qˆK(C)
|C|
,
where qˆ ∈ (0, 1) depends only on k.
Proof. In order to estimate gˆ, we consider the difference u := g− c · gˆ and g separately,
where g is the orthogonal spline function corresponding to (T˜ , T ) that arises from the
maximal splitting and c ∼ 1 denotes the constant from Proposition 3.10. We can write
u =
n−1∑
j=−k
βjN
∗
j
for some coefficients βj . This is possible since g as well as gˆ is contained in the linear
span of (N∗j )
n−1
j=−k. We calculate for j /∈ B = {−k, . . . ,−1} ∪ {n− k, . . . , n− 1},
βj = 〈g − c · gˆ, Nj〉 = 〈g,Nj〉 − c · 〈gˆ, Nˆj〉 = αj − c · αˆj = 0,
where the last equality follows from Proposition 3.10. Therefore, the function u = g−c·gˆ
can be expressed as
(3.8) u =
∑
j∈B
βjN
∗
j
and its coefficients βj can be estimated by
|βj| = |〈g − cgˆ, Nj〉| . |〈g,Nj〉|+ |〈gˆ, Nj〉|
=
∣∣∣ n−1∑
i=−k
wi〈Ni, Nj〉
∣∣∣+ ∣∣∣ n−1∑
i=0
wˆi〈Nˆi, Nj〉
∣∣∣ =: Σ1 + Σ2.
Now, we estimate the term Σ1 by using inequality (2.10) and the fact that j ∈ B:
Σ1 ≤
n−1∑
i=−k
|wi|| suppNi ∩ suppNj |
.
n−1∑
i=−k
qdT (τi)
|J |+ dist(suppNi, J) + | suppNi|
| suppNi ∩ suppNj |
≤
∑
i:| suppNi∩suppNj |>0
qd(i,i0) ≤ qdˆ(0,i0).
The term Σ2 is estimated similarly by using Lemma 3.7:
Σ2 ≤
n−1∑
i=0
|wˆi| · | supp Nˆi ∩ suppNj|
.
n−1∑
i=0
qdˆ(i,i0) max
i0−k≤m≤i0
1
max(| supp Nˆi|, | supp Nˆm|)
· | supp Nˆi ∩ suppNj |
≤
∑
i:| supp Nˆi∩suppNj |>0
qdˆ(i,i0) . qdˆ(0,i0).
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Combining the estimates for Σ1 and Σ2, we get |βj| . q
dˆ(0,i0). So, we continue to
estimate u(x) for x ∈ [τℓ, τℓ+1):
|u(x)| =
∣∣∣∑
j∈B
βjN
∗
j (x)
∣∣∣ = ∣∣∣∑
j∈B
βj
n−1∑
i=−k
aijNi(x)
∣∣∣
=
∣∣∣∑
j∈B
βj
ℓ∑
i=ℓ−k+1
aijNi(x)
∣∣∣
≤
∑
j∈B
|βj|
ℓ
max
i=ℓ−k+1
|aij |.
So, by the above calculation and the estimate for the non-periodic Gram matrix inverse
in Theorem 2.5,
|u(x)| . qdˆ(0,i0)
ℓ
max
i=ℓ−k+1
max
j∈B
q|i−j|
hij
,
where hij = | conv(suppNi ∪ suppNj)|. Since for j ∈ B, either hij ≥ τ0 − τ−1 or
hij ≥ τn − τn−1, we have by the defining property of the maximal splitting that hij ≥
1
2
max0≤m≤n−1(σm − σm−1), and therefore,
(3.9) |u(x)| .
qdˆ(i0,ℓ)
maxm(σm − σm−1)
,
since we also have dˆ(i0, ℓ) ≤ dˆ(i0, 0) + dˆ(0, ℓ) ≤ dˆ(i0, 0) + 2k +minj∈B,ℓ−k+1≤i≤ℓ |i− j|.
Thus, we conclude by Lemma 2.8 and (3.9)
|gˆ(x)| ≤ c−1|g(x)|+ |gˆ(x)− c−1g(x)| .
qd(i0,ℓ)
| conv([τℓ, τℓ+1] ∪ J)|
+
qdˆ(i0,ℓ)
maxm(σm − σm−1)
,
which, with the use of Proposition 3.9 and the definitions of the characteristic intervals
J and Jˆ , finishes the proof. 
So, by defining the normalized orthonormal spline function fˆ = gˆ/‖gˆ‖2, we imme-
diately obtain
Corollary 3.12. Let U be an arbitrary subset of T. Then,∫
U
|fˆ(x)|p dx . |Jˆ |p/2
∑
ℓ:[σℓ,σℓ+1]∩U 6=∅
qˆpK(C(σℓ))
|C(σℓ)|p
|U ∩ [σℓ, σℓ+1]|
where qˆ ∈ (0, 1) depends only on k.
We will also need the pointwise estimate of the maximal spline projection operator
by the Hardy-Littlewood maximal function in the periodic case, which is true in the
non-periodic case by Theorem 2.6:
Theorem 3.13. Let Pˆ be the orthogonal projection onto SˆTˆ . Then
|Pˆ h(t)| . Mˆh(t), h ∈ L1(T),
where Mˆh(t) = supI∋t |I|
−1
∫
I
|h(y)| dy is the periodic Hardy-Littlewood maximal func-
tion operator and the sup is taken over all intervals I ⊂ T containing the point t.
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Proof. Let h be such that supp h ⊂ [σℓ, σℓ+1] for some ℓ ∈ {0, . . . , n − 1}. The first
thing we show is that for any index r,
‖Pˆ h‖L1[σr,σr+1] . q
dˆ(r,ℓ)‖h‖L1.
For this, we write in the case t ∈ [σr, σr+1]
Pˆ h(t) =
∑
j:supp Nˆj∋t
∑
i:supp Nˆi⊃[σℓ,σℓ+1]
aˆij〈h, Nˆi〉Nˆj(t).
After using Proposition 3.3 and a simple Ho¨lder, this is less than
‖h‖L1 ·
∑
j:supp Nˆj∋t
∑
i:supp Nˆi⊃[σℓ,σℓ+1]
qdˆ(i,j)
max(| supp Nˆi|, | supp Nˆj |)
Nˆj(t).
Integrating this estimate over [σr, σr+1], we get
(3.10) ‖Pˆ h‖L1[σr,σr+1] . ‖h‖L1q
dˆ(ℓ,r).
The same can be proved for the non-periodic projection operator P , since here we can
use the same estimates.
Now, we take an arbitrary function h and localize it by setting
hℓ = h · 1[σℓ,σℓ+1].
We fix a point t ∈ [σm, σm+1] and associate to Pˆ the non-periodic projection operator
P corresponding to the maximal splitting. Then
(3.11) Pˆ h(t) = Ph(t) +
(
Pˆ h(t)− Ph(t)
)
.
In order to show Pˆ h(t) . Mˆh(t), we first recall that Theorem 2.6 yields |Ph(t)| .
Mh(t) ≤ Mˆh(t). For the second term (Pˆ − P )h, we write
(Pˆ − P )h =
n−1∑
ℓ=0
(Pˆ − P )hℓ
and prove an estimate for gℓ(t) := (Pˆ − P )hℓ. Observe that
gℓ(t) =
∑
i∈B
〈gℓ, Ni〉N
∗
i (t) =
m∑
j=m−k+1
∑
i∈B
aij〈gℓ, Ni〉Nj(t),
since the range of both Pˆ and P is contained in the linear span of the functions (N∗i )
and hℓ− Pˆ hℓ and hℓ−Phℓ are both orthogonal to the span of Ni, i /∈ B. Therefore, by
using Theorem 2.5 for aij ,
|gℓ(t)| .
m∑
j=m−k+1
∑
i∈B
q|i−j|
hij
‖gℓ‖L1(suppNi).
Consequently, by (3.10) and its non-periodic counterpart,
(3.12) |gℓ(t)| .
m∑
j=m−k+1
∑
i∈B
q|i−j|
hij
qdˆ(i,ℓ)‖hℓ‖L1 .
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Since we performed the maximal splitting for our periodic partition, we get that
hij ≥
1
2
max
ν
(σν − σν−1), i ∈ B.
Denoting by Cℓm the convex set that contains [σℓ, σℓ+1]∪[σm, σm+1] containing the least
grid points, we get
hij &
|Cℓm|
dˆ(ℓ,m)
, i ∈ B.
Thus, we estimate (3.12) by
m∑
j=m−k+1
∑
i∈B
q|i−j|+dˆ(i,ℓ)dˆ(ℓ,m)
‖h‖L1[σℓ,σℓ+1]
|Cmℓ|
. dˆ(ℓ,m)max
i∈B
(q|i−m|+dˆ(i,ℓ)) · Mˆh(t)
for all t ∈ [σm, σm+1]. By the triangle inequality, dˆ(ℓ,m) ≤ dˆ(i,m) + dˆ(i, ℓ) ≤ |i−m|+
dˆ(i, ℓ) and thus we can estimate further
|gℓ(t)| . max
i∈B
α|i−m|+dˆ(i,ℓ)Mˆh(t),
where α can be chosen as q1/2. Summing this over ℓ, we finally obtain
|(Pˆ − P )h(t)| . αdˆ(0,m)Mˆh(t) ≤ Mˆh(t),
which, in combination with (3.11) and the result for Ph(t) yields the assertion of the
theorem. 
3.4. Combinatorics of characteristic intervals. Similarly to the non-periodic case
we are able to analyze the combinatorics of subsequent characteristic intervals. Let
(sn)
∞
n=1 be an admissible sequence of points in T and (fˆn)
∞
n=1 be the corresponding
periodic orthonormal spline functions of order k. For n ≥ 1, the partitions Tˆn associated
to fˆn are defined to consist of the grid points (sj)
n
j=1 and we enumerate them as
Tˆn = (0 ≤ σn,0 ≤ · · · ≤ σn,n−1 < 1).
If n ≥ 2k, we denote by Jˆ
(0)
n and Jˆn the characteristic intervals Jˆ
(0) and Jˆ from
Definition 3.5 associated to the new grid point sn, which is defined to be the charac-
teristic interval associated to (Tˆn−1, Tˆn). For any x ∈ T, let Cn(x) be the interval from
Proposition 3.11 associated to Jˆn. We define dˆn(x) to be the number of grid points in
Tˆn between x and Jˆn contained in Cn(x) counting x and endpoints of Jˆn. Moreover, for
a subinterval V of T, we denote dˆn(V ) = minx∈V dˆn(x).
An immediate consequence of the definition of Jˆn is that the sequence of character-
istic intervals (Jˆn) forms a nested collection of sets, i.e., two sets in it are either disjoint
or one is contained in the other.
Since the definition of the characteristic interval Jˆn only involves local properties
of the point sequence (sj) and the definition of Jˆn is the same as the definition of Jn
for any identification of T with [0, 1) that has the property that between the newly
inserted point si0 and 0 or 1 are more than k grid points of Tn, we also get the periodic
version of Lemma 2.9.
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Lemma 3.14. Let V be an arbitrary subinterval of T and let β > 0. Then there exists
a constant Fk,β only depending on k and β such that
card{n ≥ 2k : Jˆn ⊆ V, |Jˆn| ≥ β|V |} ≤ Fk,β.
Additionally, Lemma 3.14 has the following corollary:
Corollary 3.15. Let (Jˆni)
∞
i=1 be a decreasing sequence of characteristic intervals, i.e.
Jˆni+1 ⊆ Jˆni. Then, there exists a number κ ∈ (0, 1) and a constant Ck, both depending
only on k such that
|Jˆni| ≤ Ckκ
i|Jˆn1|, i ∈ N.
4. Technical estimates
The lemmas proved in this section are similar to the corresponding results in [10]
or [13] and also the proofs are more or less the same. The exception is Lemma 4.4 for
which we give a renewed and shorter proof.
Lemma 4.1. Let N(k) be the number given by Proposition 3.8, f =
∑∞
n≥N(k) anfˆn and
V be a subinterval of T. Then,∫
V c
∑
j∈Γ
|aj fˆj(t)| dt .
∫
V
(∑
j∈Γ
|aj fˆj(t)|
2
)1/2
dt,(4.1)
where
Γ := {j : Jˆj ⊂ V and N(k) ≤ j <∞}.
Proof. First, assume that |V | = 1. Then (4.1) holds trivially. In the following, we
assume that |V | < 1. Fixing n ∈ Γ, Corollary 3.12 and Proposition 3.8 then imply
(4.2)
∫
V c
|fˆn(t)| dt . qˆ
dˆn(V c)|Jˆn|
1/2 . qˆdˆn(V
c)
∫
Jˆn
|fˆn(t)| dt.
Now choose β = 1/4 and let Jˆβn be the unique closed interval that satisfies
|Jˆβn | = β|Jˆn| and center(Jˆ
β
n ) = center(Jˆn).
Since fn is a polynomial of order k on the interval Jn, we apply Corollary 2.2 to (4.2)
and estimate further
(4.3)
∫
V c
|anfˆn(t)| dt . qˆ
dˆn(V c)
∫
Jˆβn
|anfˆn(t)| dt ≤ qˆ
dˆn(V c)
∫
Jˆβn
(∑
j∈Γ
|aj fˆj(t)|
2
)1/2
dt.
Define Γs := {j ∈ Γ : dˆj(V
c) = s} for s ≥ 0. If (Jˆnj )
N
j=1 is a decreasing sequence of
characteristic intervals with nj ∈ Γs, we can split (Jˆnj) into at most two groups so that
for each group one endpoint of Jˆnj coincides for each j ∈ Γ since Jˆj ⊂ V for all j ∈ Γ.
So, Lemma 3.14 implies that there exists a constant Fk only depending on k, such
that each point t ∈ V belongs to at most Fk intervals Jˆ
β
j , j ∈ Γs. Thus, summing over
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j ∈ Γs, we get from (4.3)∑
j∈Γs
∫
V c
|aj fˆj(t)| dt .
∑
j∈Γs
qˆs
∫
Jˆβj
(∑
ℓ∈Γ
|aℓfˆℓ(t)|
2
)1/2
dt
. qˆs
∫
V
(∑
ℓ∈Γ
|aℓfˆℓ(t)|
2
)1/2
dt.
Finally, we sum over s ≥ 0 to obtain inequality (4.1). 
Let g be a real-valued function defined on the torus T. In the following, we denote
by [g > λ] the set {x ∈ T : g(x) > λ} for any number λ > 0.
Lemma 4.2. Let f =
∑∞
n=1 anfˆn with only finitely many nonzero coefficients an,
λ > 0, r < 1 and
Eλ = [Sf > λ], Bλ,r = [Mˆ1Eλ > r],
where Sf(t)2 =
∑∞
n=1 a
2
nfˆn(t)
2 is the spline square function. Then we have
Eλ ⊂ Bλ,r.
Proof. Let t ∈ Eλ be fixed. The square function Sf =
(∑∞
n=1 |anfˆn|
2
)1/2
is continuous
except possibly at finitely many grid points, where Sf is at least continuous from one
side. As a consequence, for t ∈ Eλ, there exists an interval I ⊂ Eλ such that t ∈ I.
This implies the following estimate:
(Mˆ1Eλ)(t) = sup
t∋U
|U |−1
∫
U
1Eλ(x) dx
= sup
t∋U
|Eλ ∩ U |
|U |
≥
|Eλ ∩ I|
|I|
=
|I|
|I|
= 1 > r.
The above inequality shows t ∈ Bλ,r, proving the lemma. 
Lemma 4.3. Let f =
∑
n≥N(k) anfˆn with only finitely many nonzero coefficients an,
λ > 0 and r < 1, where N(k) is the number given by Proposition 3.8. Then we define
Eλ := [Sf > λ], Bλ,r := [Mˆ1Eλ > r],
where Sf(t)2 =
∑
n≥N(k) a
2
nfˆn(t)
2 is the spline square function. If
Λ = {n : Jˆn 6⊂ Bλ,r and N(k) ≤ n <∞} and g =
∑
n∈Λ
anfˆn,
we have
(4.4)
∫
Eλ
Sg(t)2 dt .r
∫
Ecλ
Sg(t)2 dt.
Proof. First, we observe that in the case Bλ,r = T, the index set Λ is empty and thus,
(4.4) holds trivially. So let us assume Bλ,r 6= T. Then, we start the proof of (4.4) with
an application of Proposition 3.6 and Proposition 3.8 to obtain∫
Eλ
Sg(t)2 dt =
∑
n∈Λ
∫
Eλ
|anfˆn(t)|
2 dt .
∑
n∈Λ
∫
Jˆn
|anfˆn(t)|
2 dt.
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We split the latter expression into the parts
I1 :=
∑
n∈Λ
∫
Jˆn∩Ecλ
|anfˆn(t)|
2 dt, I2 :=
∑
n∈Λ
∫
Jˆn∩Eλ
|anfˆn(t)|
2 dt.
For I1, we clearly have
(4.5) I1 ≤
∑
n∈Λ
∫
Ecλ
|anfˆn(t)|
2 dt =
∫
Ecλ
Sg(t)2 dt.
It remains to estimate I2. First we observe that by Lemma 4.2, Eλ ⊂ Bλ,r. Since the
set Bλ,r = [Mˆ1Eλ > r] is open in T, we decompose it into a countable collection of
disjoint open subintervals (Vj)
∞
j=1 of T. Utilizing this decomposition, we estimate
(4.6) I2 ≤
∑
n∈Λ
∑
j:|Jˆn∩Vj |>0
∫
Jˆn∩Vj
|anfˆn(t)|
2 dt.
If the indices n and j are such that n ∈ Λ and |Jˆn ∩ Vj| > 0, then, by definition of Λ,
Jˆn is an interval containing at least one endpoint x of Vj for which
Mˆ1Eλ(x) ≤ r.
This implies
|Eλ ∩ Jˆn ∩ Vj | ≤ r · |Jˆn ∩ Vj| or equivalently |E
c
λ ∩ Jˆn ∩ Vj | ≥ (1− r) · |Jˆn ∩ Vj |.
Using this inequality and that |fˆn|
2 is a polynomial of order 2k − 1 on Jˆn allows us to
use Corollary 2.2 to conclude from (4.6)
I2 .r
∑
n∈Λ
∑
j:|Jˆn∩Vj |>0
∫
Ecλ∩Jˆn∩Vj
|anfˆn(t)|
2 dt
≤
∑
n∈Λ
∫
Ecλ∩Jˆn∩Bλ,r
|anfˆn(t)|
2 dt
≤
∑
n∈Λ
∫
Ecλ
|anfˆn(t)|
2 dt =
∫
Ecλ
Sg(t)2 dt.
The latter inequality combined with (4.5) completes the proof the lemma. 
Lemma 4.4. Let V be an open subinterval of T and f =
∑
n aˆnfˆn ∈ L
p(T) for p ∈
(1,∞) with supp f ⊂ V . Then, there exists a number R > 1 depending only on k such
that
(4.7)
∑
n
Rpdˆn(V )|aˆn|
p‖fˆn‖
p
Lp(V˜ c)
.p,R ‖f‖
p
p,
with V˜ being the interval with the same center as V but with three times the diameter.
Proof. We observe first that we can assume that |V | ≤ 1/3, since otherwise |V˜ c| = 0
and the left hand side of (4.7) is zero.
We start by estimating |aˆn|. Depending on n, we partition V into intervals (An,j)
Nn
j=1,
where except at most two intervals at the boundary of V , we choose An,j to be a grid
point interval in the grid Tˆn. Let In,ℓ := [σn,ℓ, σn,ℓ+1] be the ℓth grid point interval in
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Tˆn. Moreover, for a grid point interval I in grid Tˆn and all subsets E ⊂ I, we set Cn(E)
to be the interval given by Proposition 3.11 that satisfies
Cn(E) ⊃ I ∪ Jˆn
and Kn(Cn(I)) denotes the number of grid points from Tˆn that are contained in the set
Cn(I). Next, we define rn = minℓ:In,ℓ∩V˜ c 6=∅Kn(Cn(In,ℓ)), an,j = Kn(Cn(An,j)) and we
choose a number S > 1 which we will specify later and estimate by Ho¨lder’s inequality
with the dual exponent p′ = p/(p− 1) to p,
|aˆn| = |〈f, fˆn〉| =
∣∣∣ Nn∑
j=1
∫
An,j
f(t)fˆn(t) dt
∣∣∣
≤
Nn∑
j=1
(∫
An,j
|f(t)|p dt
)1/p( ∫
An,j
|fˆn(t)|
p′ dt
)1/p′
=
Nn∑
j=1
S−an,jSan,j
(∫
An,j
|f(t)|p dt
)1/p(∫
An,j
|fˆn(t)|
p′ dt
)1/p′
≤
( Nn∑
j=1
S−p
′an,j
)1/p′( Nn∑
j=1
Span,j
∫
An,j
|f(t)|p dt ·
(∫
An,j
|fˆn(t)|
p′ dt
)p−1)1/p
.
Since the first sum above is a geometric series and by using Corollary 3.12 on the
integral of fˆn, we obtain
(4.8) |aˆn| .
( Nn∑
j=1
Span,j
∫
An,j
|f(t)|p dt · |Jˆn|
p/2 qˆ
pan,j |An,j|
p−1
|Cn(An,j)|p
)1/p
.
We also estimate ‖fˆn‖
p
Lp(V˜ c)
by Corollary 3.12 and get
‖fˆn‖
p
Lp(V˜ c)
. |Jˆn|
p/2qˆprn
∑
ℓ:V˜ c∩In,ℓ 6=∅
|V˜ c ∩ In,ℓ|
|Cn(In,ℓ)|p
= |Jˆn|
p/2qˆprn
∫
V˜ c
∑
ℓ:V˜ c∩In,ℓ 6=∅
1In,ℓ(t)
|Cn(In,ℓ)|p
dt.
By integration of the function t 7→ t−p, this is dominated by
(4.9)
|Jˆn|
p/2qˆprn
minℓ:V˜ c∩In,ℓ 6=∅ |Cn(In,ℓ)|
p−1
.
For an arbitrary set E ⊂ T, let ℓ0(E) be an index such that In,ℓ0(E) ∩ E 6= ∅ and
|Cn(In,ℓ0(E))| = min
ℓ:In,ℓ∩E 6=∅
|Cn(In,ℓ)|.
Then, we introduce one more notation and set Bn(E) ⊂ Cn(In,ℓ0(E)) to be the largest
interval B such that B ∩ E = Jˆn ∩ E. Obviously Bn(E) ⊃ Jˆn for every E. Using this
notation, we estimate (4.9) and conclude
(4.10) ‖fˆn‖
p
Lp(V˜ c)
.
|Jˆn|
p/2qˆprn
|Bn(V˜ c)|p−1
.
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Combining (4.8) and (4.10) yields∑
n
Rpdˆn(V )|aˆn|
p‖fˆn‖
p
Lp(V˜ c)
.
∑
n
|Jˆn|
pqˆprnRpdˆn(V )|Bn(V˜
c)|1−p ·
( Nn∑
j=1
(qˆS)pan,j
∫
An,j
|f(t)|p dt ·
|An,j|
p−1
|Cn(An,j)|p
)
.
Since (An,j)
Nn
j=1 is a partition of V for any n, we further write∑
n
Rpdˆn(V )|aˆn|
p‖fˆn‖
p
Lp(V˜ c)
.
∫
V
∑
n
( |Jˆn|
|Bn(V˜ c)|
)p−1
qˆprnRpdˆn(V )
Nn∑
j=1
(qˆS)pan,j
|Jˆn||An,j|
p−1
|Cn(An,j)|p
1An,j (t)|f(t)|
p dt.
In order to estimate this by
∫
V
|f(t)|p dt, we estimate pointwise for fixed t ∈ V . To do
this, we first observe that we have to estimate the expression∑
n
( |Jˆn|
|Bn(V˜ c)|
)p−1
qˆprnRpdˆn(V )(qˆS)pan,j(n)
|Jˆn||An,j(n)|
p−1
|Cn(An,j(n))|p
,
where An,j(n) is just the interval An,j such that t ∈ An,j. Next, we split the summation
index set into ∪Ts, where
Ts = {n : rn + an,j(n) = s}.
Since dˆn(V ) ≤ an,j(n), we get that if R, S > 1 are such that RSqˆ < 1, there exists α < 1
depending only on k, such that the above expression is .
(4.11)
∞∑
s=0
αs
∑
n∈Ts
( |Jˆn|
|Bn(V˜ c)|
)p−1 |Jˆn||An,j(n)|p−1
|Cn(An,j(n))|p
.
Now, we split the analysis of this expression into two cases:
Case 1: Ts,1 = {n ∈ Ts : |Bn(V˜
c)| ≤ |Bn(V )| or |V | ≤ |Jˆn|}:
We want to estimate the inner sum in (4.11) over n ∈ Ts,1, which in the present
case is immediately estimated by∑
n∈Ts,1
|Jˆn||An,j(n)|
p−1
|Cn(An,j(n))|p
.
In order to estimate this sum, we further split the set Ts,1 into
S1 = {n ∈ Ts,1 : Jˆn contains at least one of the two endpoints of V },
S2 = Ts,1 \ S1.
By the conditions of Case 1 and the definition of V˜ , if n ∈ S1, we have |Jˆn| ≥ |V | and
a geometric decay in the length of Jˆn by Corollary 3.15, therefore,∑
n∈S1
|Jˆn||An,j(n)|
p−1
|Cn(An,j(n))|p
≤
∑
n∈S1
|Jˆn||V |
p−1
|Cn(An,j(n))|p
≤
∑
n∈S1
( |V |
|Jˆn|
)p−1
. 1.
Next, observe that under the conditions in Case 1 and the definition of S2, we have
|Jˆn ∩ V | = 0 for n ∈ S2. Since additionally (An,j(n)) is a decreasing family of subsets
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of V and since rn + an,j(n) = s for n ∈ Ts, we can split S2 into two subsets S2,1 and
S2,2 such that for two different indices n1, n2 ∈ S2,i for i ∈ {1, 2}, we have that the
corresponding intervals Jˆn1 and Jˆn2 are either disjoint or share an endpoint.
If n ∈ S2,i then an endpoint a of Bn(V ) coincides with an endpoint of V (since
Jˆn ⊂ V
c). In this case, we let Bn(t) ⊂ Bn(V ) be the interval with the endpoints t and
a for t ∈ Bn(V ). Let Jˆ
β
n for β = 1/4 be the interval characterized by the properties
Jˆβn ⊂ Jˆn, center(Jˆ
β
n ) = center(Jˆn), |Jˆ
β
n | = |Jˆn|/4.
By Lemma 3.14, for each point u ∈ T, there exist at most Fk indices in S2,i such that
u ∈ Jˆβn . We now enumerate the intervals Jˆn with n ∈ S2,i in the following way: Since
those are nested, we write Jˆnℓ,1 for the maximal ones under the inclusion relation and we
enumerate as Jˆnℓ,j such that Jˆnℓ,j+1 ⊂ Jˆnℓ,j for all j. Since an endpoint of Jˆn2 ⊂ Jˆn1 for
n1, n2 ∈ S2,i coincides, for each maximal interval Jˆnℓ,1, we have at most two sequences
of this form.
Using this enumeration, we write
∑
n∈S2,i
|An,j(n)|
p−1|Jˆn|
|Cn(An,j(n))|p
≤ 2β−1|V |p−1
∑
ℓ,j
∫
Jˆβnℓ,j
dt
|Bnℓ,j(t)|
p
.
Observe that the function
x 7→ |{ℓ, j, t : t ∈ Jˆβnℓ,j , x = |Bnℓ,j(t)|}|
is uniformly bounded by 4Fk for all x ≥ 0. Since we also have the estimate
|V |/2 ≤ |Bn(t)|, n ∈ S2,i, t ∈ Jˆ
β
n ,
we conclude
β−1|V |p−1
∑
ℓ,j
∫
Jˆβnℓ,j
dt
|Bnℓ,j(t)|
p
≤ 4Fkβ
−1|V |p−1
∫ ∞
|V |/2
dx
xp
≤ Ck
where Ck is some constant only depending on k. This finishes the proof in the case
n ∈ Ts,1.
Case 2: Ts,2 = {n ∈ Ts : |Bn(V )| ≤ |Bn(V˜
c)| and |Jˆn| ≤ |V |}:
Observe that for n ∈ Ts,2, we have Jˆn ⊂ V˜ . Next, we subdivide Ts,2 into generations
Gs,ℓ such that for two indices n1, n2 in the same generation, the corresponding charac-
teristic intervals Jˆn1 and Jˆn2 are disjoint. We observe that from the geometric decay
of characteristic intervals, we get that |Jˆn|/|V | . κ
ℓ for some κ < 1 and n ∈ Gs,ℓ.
Therefore, by introducing β < 1 such that β(p− 1) < 1 we continue estimating (4.11)
by using the inequality |V | . |Bn(V˜
c)| for n ∈ Ts,2,
∑
n∈Ts,2
( |Jˆn|
|Bn(V˜ c)|
)p−1 |Jˆn||An,j(n)|p−1
|Cn(An,j(n))|p
.
∞∑
ℓ=0
κℓ(1−β)(p−1)
∑
n∈Gs,ℓ
|Jˆn|
1+β(p−1)|An,j(n)|
p−1
|V |β(p−1)|Cn(An,j(n))|p
.
We further split Gs,ℓ into two collections G
(i)
s,ℓ, where
G
(1)
s,ℓ = {n ∈ Gs,ℓ : |Cn(An,j(n))| ≥ 1− 2|V |}, G
(2)
s,ℓ = Gs,ℓ \ G
(1)
s,ℓ .
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Since we have |V | ≤ 1/3 and the Jˆn’s in the collection G
(1)
s,ℓ are disjoint, for the sum
over the first collection, we immediately see that
∑
n∈G
(1)
s,ℓ
|Jˆn||An,j(n)|
p−1 ≤ 1, so we
next consider
(4.12)
∑
n∈G
(2)
s,ℓ
|Jˆn|
1+β(p−1)|An,j(n)|
p−1
|V |β(p−1)|Cn(An,j(n))|p
.
To analyze this expression, we define C ′n(An,j(n)) as Cn(An,j(n)) if ∂Cn(An,j(n))∩An,j(n) 6=
∅ and as the smallest interval which is a subset of Cn(An,j(n)) that contains Jˆn and
∂V ∩An,j(n) if ∂Cn(An,j(n))∩An,j(n) = ∅. The canonical case is the first one, the second
case can only occur if An,j(n) is not a grid point interval in grid n which happens only if
An,j(n) lies at the boundary of V . With this definition, we consider the set of different
endpoints of C ′n(An,j(n)) intersecting An,j(n) as
Es,ℓ = {x ∈ ∂C
′
n(An,j(n)) ∩An,j(n) : n ∈ G
(2)
s,ℓ },
enumerate the set Es,ℓ by the sequence (xr)
∞
r=1 which by definition is entirely contained
in V and split the collection G
(2)
s,ℓ according to those different endpoints into
G
(2)
s,ℓ,r = {n ∈ G
(2)
s,ℓ : r is minimal with xr ∈ ∂C
′
n(An,j(n)) ∩ An,j(n)}.
If we set Λs,ℓ = {r : G
(2)
s,ℓ,r 6= ∅}, we can write and estimate (4.12) as∑
r∈Λs,ℓ
∑
n∈G
(2)
s,ℓ,r
|Jˆn|
1+β(p−1)|An,j(n)|
p−1
|V |β(p−1)|Cn(An,j(n))|p
.
1
|V |β(p−1)
∑
r∈Λs,ℓ
∑
n∈G
(2)
s,ℓ,r
|Jˆn|
|C ′n(An,j(n))|
1−β(p−1)
.
Since the Jˆn’s in the above sum are disjoint, Jˆn ⊂ V˜ and xr is an endpoint of C
′
n(An,j(n))
for all n ∈ G
(2)
s,ℓ,r, we can estimate by integration:
1
|V |β(p−1)
∑
r∈Λs,ℓ
∑
n∈G
(2)
s,ℓ,r
|Jˆn|
|C ′n(An,j(n))|
1−β(p−1)
.
1
|V |β(p−1)
∑
r∈Λs,ℓ
∫ 2|V |
0
1
t1−β(p−1)
dt . |Λs,ℓ|.
In order to finish our estimate, we show that |Λs−1,ℓ| < 8s
2 + 1 =: N . If we assume
the contrary, let (ni)
N
i=1 be an increasing sequence such that
ni ∈ G
(2)
s,ℓ,rni
for some different values rni. Consider F := AnN ,j(nN ) and since the Jˆn’s corresponding
to ni are disjoint, one of the two connected components of V˜ \F contains (N−1)/2 = 4s
2
intervals Jˆni, i = 1, . . . , N . Enumerate them as Jˆm1 , . . . , Jˆm(N−1)/2 .
Since any real sequence of length s2 + 1 has a monotone subsequence of length s,
we only have the following two possibilities:
(1) There is a subsequence (ℓi)
s
i=1 of the sequence (mi) such that, for each i,
conv(Jˆℓi ∪ F ) ⊂ conv(Jˆℓi+1 ∪ F )
(2) There is a subsequence (ℓi)
s
i=1 of the sequence (mi) such that, for each i,
conv(Jˆℓi+1 ∪ F ) ⊂ conv(Jˆℓi ∪ F ),
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where by conv(U) for U ⊂ V˜ we mean the smallest interval contained in V˜ that contains
U .
We observe that conv(Jˆni ∪ F ) ⊂ C(Ani,j(ni)) for all i since the sequence (Ani,j(ni))i
is decreasing and therefore, in case (1), we have aℓi,j(ℓi) ≥ i and therefore aℓs,j(ℓs) ≥ s
which is in conflict with the definition of Ts−1,2.
We now recall that rn = minr∈In(V˜ c)Kn(Cn(In,ℓ)). We let i(n) be an index such that
rn = Kn(Cn(In,i(n))).
In case (2), we distinguish the two cases
(a) Cℓs(Iℓs,i(ℓs)) ⊃ ∪
s
j=1Jˆℓj ,
(b) Cℓs(Iℓs,i(ℓs)) contains the set of points {xrℓ1 , . . . , xrℓs}.
If we are in case (a), we have of course rn ≥ s in contradiction to the definition of
Tm,2. If we are in case (b), since the points xrℓi are all different by definition of G
(2)
s,ℓ,r
and they are all (except possibly the two endpoints of V ) part of the grid points in the
grid corresponding to the index ℓs, we have here as well that rn ≥ s, which shows that
|Λs−1,ℓ| ≤ 8s
2 + 1 and therefore, by collecting all estimates and summing geometric
series over ℓ and s, ∑
n
Rpdˆn(V )|aˆn|
p‖fˆn‖
p
Lp(V˜ c)
. ‖f‖pp,
which finishes the proof of the lemma. 
5. Proof of the Main Theorem
In this section, we prove our main result Theorem 1.1, that is unconditionality of
periodic orthonormal spline systems corresponding to an arbitrary admissible point
sequence (sn)n≥1 in L
p(T) for p ∈ (1,∞).
Proof of Theorem 1.1. We recall the notation
Sf(t) =
( ∑
n≥N(k)
|anfˆn(t)|
2
)1/2
, Mf(t) = sup
m≥N(k)
∣∣∣ m∑
n=N(k)
anfˆn(t)
∣∣∣
when
f =
∑
n≥N(k)
anfˆn.
Since (fˆn)
∞
n=1 is a basis in L
p(T), 1 ≤ p < ∞, by Theorem 3.1, for showing its un-
conditionality, it suffices to show that (fˆn)n≥N(k) is an unconditional basis sequence in
Lp(T). Khintchine’s inequality implies that a necessary and sufficient condition for this
is
(5.1) ‖Sf‖p ∼p ‖f‖p, f ∈ L
p(T).
We will prove (5.1) for 1 < p < 2 since the cases p > 2 then follow by a duality
argument.
We first prove the inequality
(5.2) ‖f‖p .p ‖Sf‖p.
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To begin with, let f ∈ Lp(T) with f =
∑∞
n=N(k) anfn. Without loss of generality, we
may assume that the sequence (an)n≥N(k) has only finitely many nonzero entries. We
will prove (5.2) by showing the inequality ‖Mf‖p .p ‖Sf‖p and we first observe that
(5.3) ‖Mf‖pp = p
∫ ∞
0
λp−1ψ(λ) dλ,
with ψ(λ) := [Mf > λ] := {t ∈ T : Mf(t) > λ}. Next we decompose f into the two
parts ϕ1, ϕ2 and estimate the corresponding distribution functions ψi(λ) := [Mϕi >
λ/2], i ∈ {1, 2}, separately. We continue with the definition of the functions ϕi. For
λ > 0, we define
Eλ := [Sf > λ], Bλ := [Mˆ1Eλ > 1/2],
Γ := {n : Jˆn ⊂ Bλ, N(k) ≤ n <∞}, Λ := Γ
c,
where we recall that Jˆn is the characteristic interval corresponding to the grid point sn
and the function fˆn. Then, let
ϕ1 :=
∑
n∈Γ
anfˆn and ϕ2 :=
∑
n∈Λ
anfˆn.
Now we estimate ψ1 = [Mϕ1 > λ/2]:
ψ1(λ) = |{t ∈ Bλ : Mϕ1(t) > λ/2}|+ |{t /∈ Bλ : Mϕ1(t) > λ/2}|
≤ |Bλ|+
2
λ
∫
Bcλ
Mϕ1(t) dt
≤ |Bλ|+
2
λ
∫
Bcλ
∑
n∈Γ
|anfˆn(t)| dt.
We decompose the open set Bλ into a disjoint collection of open subintervals of T and
apply Lemma 4.1 to each of those intervals to conclude from the latter expression
ψ1(λ) . |Bλ|+
1
λ
∫
Bλ
Sf(t) dt
= |Bλ|+
1
λ
∫
Bλ\Eλ
Sf(t) dt+
1
λ
∫
Eλ∩Bλ
Sf(t) dt
≤ |Bλ|+ |Bλ \ Eλ|+
1
λ
∫
Eλ
Sf(t) dt,
where in the last inequality, we simply used the definition of Eλ. Since the Hardy-
Littlewood maximal function operator Mˆ is of weak type (1,1), |Bλ| . |Eλ| and thus
we obtain finally
(5.4) ψ1(λ) . |Eλ|+
1
λ
∫
Eλ
Sf(t) dt.
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We now estimate ψ2(λ) and obtain from Theorem 3.13 and the fact that Mˆ is a
bounded operator on L2[0, 1]
ψ2(λ) .
1
λ2
‖Mˆϕ2‖
2
2 .
1
λ2
‖ϕ2‖
2
2 =
1
λ2
‖Sϕ2‖
2
2
=
1
λ2
(∫
Eλ
Sϕ2(t)
2 dt+
∫
Ecλ
Sϕ2(t)
2 dt
)
.
We apply Lemma 4.3 to the former expression to get
(5.5) ψ2(λ) .
1
λ2
∫
Ecλ
Sϕ2(t)
2 dt
Thus, combining (5.4) and (5.5),
ψ(λ) ≤ ψ1(λ) + ψ2(λ)
. |Eλ|+
1
λ
∫
Eλ
Sf(t) dt+
1
λ2
∫
Ecλ
Sf(t)2 dt.
Inserting this inequality into (5.3),
‖Mf‖pp . p
∫ ∞
0
λp−1|Eλ| dλ+ p
∫ ∞
0
λp−2
∫
Eλ
Sf(t) dt dλ
+ p
∫ ∞
0
λp−3
∫
Ecλ
Sf(t)2 dt dλ
= ‖Sf‖pp + p
∫ 1
0
Sf(t)
∫ Sf(t)
0
λp−2 dλ dt
+ p
∫ 1
0
Sf(t)2
∫ ∞
Sf(t)
λp−3 dλ dt,
and thus, since 1 < p < 2,
‖Mf‖p .p ‖Sf‖p.
So, the inequality ‖f‖p .p ‖Sf‖p is proved.
We now turn to the proof of the inequality
(5.6) ‖Sf‖p .p ‖f‖p, 1 < p < 2.
It is enough to show that the operator S is of weak type (p, p) for each exponent p in
the range 1 < p < 2. This is because S is (clearly) also of strong type 2 and we can
use the Marcinkiewicz interpolation theorem to obtain (5.6). Thus we have to show
(5.7) |[Sf > λ]| .p
‖f‖pp
λp
, f ∈ Lp(T), λ > 0.
We fix the function f and the parameter λ > 0. To begin with the proof of (5.7), we
define Gλ := [Mˆf > λ] for λ > 0 and observe that
(5.8) |Gλ| .p
‖f‖pp
λp
,
since Mˆ is of weak type (p, p), and, by the Lebesgue differentiation theorem,
(5.9) |f | ≤ λ a. e. on Gcλ.
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We decompose the open set Gλ ⊂ [0, 1] into a collection (Vj)
∞
j=1 of disjoint open subin-
tervals of [0, 1] and split the function f into the two parts h and g defined by
h := f · 1Gcλ +
∞∑
j=1
TVjf, g := f − h,
where for fixed index j, TVjf is the projection of f · 1Vj onto the space of polynomials
of order k on the interval Vj .
We treat the functions h, g separately and begin with h. The definition of h implies
(5.10) ‖h‖22 =
∫
Gcλ
|f(t)|2 dt +
∞∑
j=1
∫
Vj
(TVjf)(t)
2 dt,
since the intervals Vj are disjoint. We apply the following argument to the second
summand: by Corollary 2.2,∫
Vj
(TVjf)(t)
2 dt ∼ |Vj|
−1
(∫
Vj
|TVjf(t)| dt
)2
.
Since TVj is a bounded operator on L
1 (this can be seen as a very special instance of
Shadrin’s theorem, Theorem 2.3),∫
Vj
(TVjf)(t)
2 dt . |Vj |
−1
(∫
Vj
|f(t)| dt
)2
. (Mˆf(x))2|Vj| ≤ λ
2|Vj|,
where x is a boundary point of Vj and the last inequality follows from the defining
property of Vj . So, by using this estimate, we obtain from (5.10)
‖h‖22 . λ
2−p
∫
Gcλ
|f(t)|p dt+ λ2|Gλ|,
and thus, in view of (5.8),
‖h‖22 .p λ
2−p‖f‖pp.
This inequality allows us to estimate
|[Sh > λ/2]| ≤
4
λ2
‖Sh‖22 =
4
λ2
‖h‖22 .p
‖f‖pp
λp
,
which concludes the proof of (5.7) for the part h.
We turn to the proof of (5.7) for the function g. Since p < 2, we have
(5.11) Sg(t)p =
( ∑
n≥N(k)
|〈g, fn〉|
2fn(t)
2
)p/2
≤
∑
n≥N(k)
|〈g, fn〉|
p|fn(t)|
p
For each index j, we define V˜j to be the open interval with the same center as Vj but
with 5 times its length. Then, set G˜λ :=
⋃∞
j=1 V˜j and observe that |G˜λ| ≤ 5|Gλ|. We
get
|[Sg > λ/2]| ≤ |G˜λ|+
2p
λp
∫
G˜cλ
Sg(t)p dt.
By (5.8) and (5.11), this becomes
|[Sg > λ/2]| .p λ
−p
(
‖f‖pp +
∞∑
n≥N(k)
∫
G˜cλ
|〈g, fˆn〉|
p|fˆn(t)|
p dt
)
.
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But by definition of g and the fact that TVj is a bounded operator on L
p,
‖g‖pp =
∑
j
∫
Vj
|f(t)− TVjf(t)|
p dt .p
∑
j
∫
Vj
|f(t)|p . ‖f‖pp,
so in order to prove the inequality |[Sg > λ/2]| ≤ λ−p‖f‖pp, it is enough to show the
inequality
(5.12)
∑
n≥N(k)
∫
G˜cλ
|〈g, fˆn〉|
p|fˆn(t)|
p dt . ‖g‖pp.
We now let gj := g · 1Vj . The supports of gj are therefore disjoint and we have ‖g‖
p
p =∑∞
j=1 ‖gj‖
p
p. Furthermore g =
∑∞
j=1 gj with convergence in L
p. Thus for each n, we
obtain
〈g, fˆn〉 =
∞∑
j=1
〈gj, fˆn〉,
and it follows from the definition of gj that∫
Vj
gj(t)p(t) dt = 0
for each polynomial p on Vj of order k. This implies that 〈gj, fˆn〉 = 0 for n < n(Vj),
where
n(V ) := min{n : Tˆn ∩ V 6= ∅}.
Thus we obtain for all R > 1 and for every n
(5.13)
|〈g, fˆn〉|
p =
∣∣∣ ∑
j:n≥n(Vj)
〈gj, fˆn〉
∣∣∣p ≤ ( ∑
j:n≥n(Vj)
Rdˆn(Vj)|〈gj, fˆn〉|R
−dˆn(Vj)
)p
≤
( ∑
j:n≥n(Vj)
Rpdˆn(Vj)|〈gj, fˆn〉|
p
)( ∑
j:n≥n(Vj)
R−p
′dˆn(Vj)
)p/p′
,
where p′ = p/(p− 1). If we fix n ≥ n(Vj), there is at least one point of the partition Tˆn
contained in Vj . This implies that for each fixed s ≥ 0, there are at most two indices j
such that n ≥ n(Vj) and dˆn(Vj) = s. Therefore,
( ∑
j:n≥n(Vj)
R−p
′dˆn(Vj)
)p/p′
.p 1,
thus we obtain from (5.13),
|〈g, fˆn〉|
p .p
∑
j:n≥n(Vj)
Rpdˆn(Vj)|〈gj, fˆn〉|
p.
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Now we insert this inequality in (5.12) to get
∞∑
n=N(k)
∫
G˜cλ
|〈g, fˆn〉|
p|fˆn(t)|
p dt
.p
∞∑
n=N(k)
∑
j:n≥n(Vj)
Rpdˆn(Vj)|〈gj, fˆn〉|
p
∫
G˜cλ
|fˆn(t)|
p dt
≤
∞∑
n=N(k)
∑
j:n≥n(Vj)
Rpdˆn(Vj)|〈gj, fˆn〉|
p
∫
V˜ cj
|fˆn(t)|
p dt
≤
∞∑
j=1
∑
n≥n(Vj)
Rpdˆn(Vj)|〈gj, fˆn〉|
p
∫
V˜ cj
|fˆn(t)|
p dt
We choose R > 1 such that we can apply Lemma 4.4 to obtain
∞∑
n=N(k)
∫
G˜cλ
|〈g, fˆn〉|
p|fˆn(t)|
p dt .p
∞∑
j=1
‖gj‖
p
p = ‖g‖
p
p,
proving (5.12) and with it the inequality ‖Sf‖pp .p ‖f‖
p
p. Thus the proof of Theorem 1.1
is completed. 
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