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Abstract
Dementia is the fifth cause of death worldwide with 10 million new
cases every year. Healthcare applications using machine learning tech-
niques have almost reached the physical limits while more data is be-
coming available resulting from the increasing rate of diagnosis. Recent
research in Quantum Machine Learning (QML) techniques have found dif-
ferent approaches that may be useful to accelerate the training process of
existing machine learning models and provide an alternative to learn more
complex patterns. This work aims to report a real-world application of a
Quantum Machine Learning Algorithm, in particular, we found that using
the implemented version for Variational Quantum Classification (VQC)
in IBM’s framework Qiskit allows predicting dementia in elderly patients,
this approach proves to provide more consistent results when compared
with a classical Support Vector Machine (SVM) with a linear kernel using
different number of features.
1 Introduction
Dementia is a syndrome that comprises a range of forms that are indistinct,
mixed and often co-exist, resulting in low rates of recognition by health-care
professionals and patients [1]. The main repercussions of dementia are disability
and dependency, creating physical, psychological, social and economic impacts
on people who suffer it and their families. Worldwide 50 million people are
diagnosed with Dementia, every year there are 10 million new cases of this
disease, making it the fifth cause of death [2]. This disease is recognized as a
public health priority and entails a yearly cost of $810 Billion USD, this implies
a burden in the healthcare system.
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There have been many efforts in creating predictive models to aid in the
dementia diagnosis [3, 4, 5]. The main premise is that statistical classification
methods derived from data mining and machine learning could enhance com-
puter assisted diagnosis. Some models like Support Vector Machines (SVM),
Neural Networks and decision tree based models can provide improved accuracy,
sensitivity and specificity of predictions evaluating data obtained by neuropsy-
chological testing on dementia and other mental-health diseases [6]. Multiple
advances in Machine Learning have proved that if healthcare models can scale
to more realistic machine learning tasks, they will become an integral part of
automated forecasting and decision-making systems.
The current state of classical healthcare applications using machine learning
techniques have almost reached the physical limits for the solutions in terms of
their speed, while the size of the available datasets is still increasing [7]. Due to
the massive data volume, conventional techniques will require vast resources to
support healthcare professionals, consequently their scalability will be impaired
by physical limitations in the future. Therefore, there is a need to create fast
and feasible methods that strength healthcare professionals in the diagnostic
process.
Quantum Technologies are growing at a fast pace, multiple fields have im-
portant developments achieved, implying that Quantum Computing is ready to
reach the point where real world applications must be included into its scope. In
particular, Quantum Machine Learning (QML) is one of the fields with further
development [8] with several contributions including quantum inspired neural
networks [9, 10, 11], hybridized low-depth Variational Quantum Circuits (VQC)
[12, 13], Nearest–Neighbour [14], Support Vector Machines (SVM) and algo-
rithms for optimization and classification [15, 16, 17]. Indeed, these methods
show that Quantum computers may be useful to accelerate the training process
of existing learning models, also provide an alternative to learn more complex
patterns in conventional datasets.
Some classical models have proven functionality in tasks related with mental-
health disease prediction. Contributions including SVM [18, 19] and Neural
Networks [20] have been presented, these models use demographic information,
diagnose supported with cerebrospinal fluid biomarkers or imaging [21], and
neuropsychological tests including Mini Mental State Examination (MMSE) or
Montreal Cognitive Assessment (MoCA) [22]. These applications could be en-
hanced by applying quantum computing techniques that are mathematically
related with statistical classification methods, merging the individual advan-
tages of these two technologies.
Provided the existing Near Intermediate Scale Quantum (NISQ) devices lim-
itations, develop QML algorithms usually requires the usage of well-known or
scaled-down datasets [23], these are still far from being suitable for real appli-
cations. Thus, experiments that demonstrate the usage of health-care datasets
with Quantum Classification models at a realistic scale are needed and valuable.
We present an application of Variational Quantum Classifier [13] to a real
dataset of Dementia patients comparing its prediction performance with a classi-
cal SVM classification model. This aims to provide useful information for future
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research in the application of real-world datasets to quantum machine learning
techniques. This paper is arranged as follows: we present the preprocessing and
feature selection techniques employed in our dataset, then we give a summa-
rized description for VQC and SVM, following with the information related to
the study case of dementia and we conclude with our results and discussions.
2 Materials and Methods
Quantum Machine Learning techniques are currently impaired by NISQ devices
limitations [24]. Thus, many proposed QML applications rely on using well-
known datasets, where pre-processing techniques are standard [16, 25, 26].
2.1 Pre-processing and Feature Selection
The first step is to ensure that any input in the model are in the same scale, this
will provide the same weight to all features involved in the classification process.
This step is required in most of the machine learning techniques, constituting
a preprocessing pipeline [27]. For Quantum Machine Learning applications,
pre-processing data has a particular relevance provided the system constraints.
Preprocessing data is a fundamental step to represented classical data into quan-
tum states. In this particular proposal we used min-max normalization.
Besides normalizing data, we conducted feature selection techniques, remov-
ing less relevant or redundant information, reducing data dimensionality [28].
In medical datasets, these techniques are common given that usually medical
features induce noise in the models. Algorithms like Principal Component Anal-
ysis (PCA) are widely used for this purpose, including QML applications and
processing [29, 30]. We based our feature selection methodology in a variable
ranking, calculating a score obtained when applying Gradient Boosting [31],
Random forest and Extra Trees that minimizes overfitting the data, and K-
Best. We obtained a subset of features from our dataset that based on the top
features of the calculated score.
2.2 VQC
Variation Quantum Classfier (VQC) is an algorithm that allows to obtain exper-
imental results in NISQ devices without the need to perform additional error-
correction techniques. This method is a hybrid approach where the parameters
are optimized and updated in a classical computer, making the optimization
process without increasing the coherence times needed. The cost function cal-
culation is base on iterative measurements from the device serve as error mit-
igation, by including noisy measurements into optimization calculations [13].
Schuld et.al. [17, 25] showed that mapping features to quantum states using
amplitude encoding, is a suitable option to pre-process data when using VQC,
provided that data is low dimensional or its structure allows for efficient ap-
proximate preparation.
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Figure 1: Schematic View of VQC Algorithm
One of the key components from this method is the feature map definition,
which maps data into a potentially vastly higher-dimensional Hilbert space of a
quantum system [17] allowing to perform efficient computations over non-linear
basic functions on a possibly intractably large space, the feature space.
Havl´ıcˇek, et.al. [13] proposed a VQC method with two main elements pre-
sented in Figure 1. First, a feature map that works as a fixed black-box encoding
classical data xi into a quantum states |Ψ(xi)〉, by applying transformations to
the ground state |0〉n using products of single and two-qubits unitaries phase-
gates. In specific, the experimental implementation of the authors result in a
unitary gate Uφ(x) = Uφ(x)H⊗nUφ(x)H⊗n where H represent the Hadamard
gate and
Uφ(x) = exp
i ∑
S⊆[n]
φs(x)
∏
i∈S
Zi
 ,
is a diagonal gate in the Pauli-Z basis. Second, a short depth unitary U(θ)
circuit with l layers of θ-parameters, optimized during training by minimizing a
cost function in a classical device, and tuning θ iteratively. Using parameterized
quantum circuits known as Quantum Circuit Learning (QCL), implies the usage
of an exponential number of functions with respect to the number of qubits from
the parameterized circuit, this is intractable on classical computers, therefore,
allows to represent more complex functions than the classical counterparts [32].
2.3 SVM
Support Vector Machine (SVM) is a Machine Learning method capable of per-
forming linear and nonlinear classification over small or medium sized datasets
with a high level of complexity in a suitable amount of time [33]. The funda-
mental idea behind this method is to perform an optimization task finding an
optimal hyperplane which classifies new examples and data points relying on a
classification margin by using instances located at its edge called Support vec-
tors. This methodology allows to control the balance of the decision boundary
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Figure 2: Elements of SVM machine
in the hyperplane, preventing margin violations when classifying new samples,
and acting as a regularization type. Formally, finding a classification margin
imply solving a convex quadratic problem with linear constraints, also known
as Quadratic Programming, that follows the general formulation described in
Equation (1)
Minimize
p
1
2
pT ·H · p+ fT · p
subject to A · p ≤ b
(1)
where

p is an np-dimensional vector (np = number of parameters),
H is an np × np matrix,
f is an np-dimensional vector,
A is an nc × np matrix (nc = number of constraints),
b is an nc-dimensional vector.
In the Figure 2 we can observe the different elements of SVM classifying
a linear separable dataset using two dimensions. The remarked points are the
instances for the support vectors. An important advantage of SVM method is
that it makes possible to transform data into a higher dimensional space where
it can be easily separable without performing the actual calculations, leaving the
mapping completely implicit. This is known as “Kernel Trick” and is possible
following Mercer’s theorem: It exist a function φ that maps the points a and b
into another possibility beastly dimensional space such that a kernel function K
that complaints certain conditions, can be expressed as K(a, b) = φ(a)T · φ(b),
allowing to employ the Kernel K instead of completely compute the dot product.
Depending on the selected kernel, this can get the same result as if you added
polynomial features to classify the data [33, 34].
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Gender (%) 76% (Female)
Average Schooling (Years) 3.46± 3.8767
Average Age (Years) 78.90± 7.7939
Avg. Number of Chronic Diseases 2.96± 1.3242
Table 1: Demographic information of employed Dementia dataset from the Gen-
eral Hospital of Tijuana
3 Case Study: Dementia prediction on elder pa-
tients
A dementia study was conducted in elder adults at the General Hospital of Ti-
juana. In 2017 the total elderly population between 65 and 90 years of age in
Tijuana was 85,529. Out of these patients, 65% were treated in the General
Hospital of Tijuana. This Hospital is a public institution for a population with
limited resources. The hospital serves people in Baja California region specifi-
cally Tijuana, Mexicali, Tecate, Rosarito, and Ensenada. Table 1 presents the
demographic data.
The data collection for the database creation contains information of 166
patients with 99 variables of each. Patients with physical or psychological de-
pendence were excluded from this study. Collected data includes clinical his-
tory, psychological tests; comorbidity (Charlson), functional ability (Barthel
and Lawton), malnutrition (MNA validated test), pharmacology, biochemical
data, and demographic data.
4 Results
Data classification was performed by using the implemented version of VQC in
IBM’s framework Qiskit version 0.11.1 and executed in the provided simulator
Aer version 0.2.3 [35]. Every combination of the experiments were executed 1024
shots, using the implemented version of the Cobyla optimizer [36] through the
same framework. We conducted tests with different number of qubits ranging
from 2 to 5, in each case we compared the accuracy, precision, recall and F1-
Score.
We found that using Variational Quantum Classification method performs
well predicting the presence of Dementia in patients compared to classical clas-
sification models, in specific a SVM with linear kernel. Our experiments show
that Quantum Machine Learning are suitable to classify real-world data achiev-
ing close enough results compared to these classical approaches.
Given the limitations on current NISQ devices, we selected a reduced num-
ber of features to predict dementia, taking into account the actual number of
qubits and algorithm execution time. The results from these experiments are
summarized in Figure 3, where it can be seen that VQC in general outperform
SVM and the results are more consistent when changing the number of fea-
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Figure 3: Dementia prediction metrics for different number of Features
tures. Therefore, with the evaluated metrics we found that using Variational
Quantum Classification method is a suitable approach to predict the presence of
Dementia. Moreover, our experiments indicate that Quantum Machine Learn-
ing techniques could be used to classify real-world data archiving close enough
results compared with classical approaches.
5 Conclusions
Dementia is a major concern in public health, therefore several research efforts
have been conducted including topics that are addressed using statistics, data
mining and machine learning techniques. Every year more data is becoming
available from the increased diagnosis rate. The data availability has lead to the
emergence from Machine learning methods, which are nowadays an extremely
valuable tool for healthcare professionals to understand and mitigate this and
other conditions.
In particular, major concern diseases research is enhancing due to this data
increment, the next stage will continue to explore new machine learning tech-
niques that performs equally or better than current methods, optimizing the
computational resources when obtaining predictions. Quantum Machine Learn-
ing Algorithms have proven theoretical advantages in terms of computational
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complexity when compared with some classical counterparts. A milestone to
pursue is to achieve quantum advantages in real applications, our results sug-
gest that dementia prediction for health-mental related diseases is a feasible and
valuable example, we foresee that in the future QML will enhance medical data
assessment, providing more efficient support to healthcare professionals.
This work reports an application of a Quantum Machine Learning Algorithm,
using the capabilities of the methods available through the current devices and
frameworks for quantum computing. In particular, we materialize an appli-
cation of VQC for a real-world dataset on dementia patients. We compared
VQC performance with classical SVM classification model using linear kernel.
Our results showed that VQC performs consistently better when using different
number of features. Although some SVM cases show better precision classifying
specific classes, this method is not as proficient when using a limited number of
features. In general, VQC results demonstrate that it is a promising technique
when quantum devices grown its capabilities, attending the future necessities of
the healthcare system. Even if according to our experiments, current state-of-
art techniques can not be yet replaced with VQC for dementia prediction, we
foresee that these methods will be of common use in the near future. We are
currently working in exploring new approaches that could enhance the outcomes
of these quantum techniques, evaluating the execution advantages of applying
algorithms in different environments.
Data Availability
The data that support the findings of this study are available from the corre-
sponding author upon justified request by email.
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