We investigate quasi-Monte Carlo integration using higher order digital nets in weighted Sobolev spaces of arbitrary fixed smoothness α ∈ N, α ≥ 2, defined over the s-dimensional unit cube. We prove that randomly digitally shifted order β digital nets can achieve the convergence of the root mean square worst-case error of order N −α (log N ) (s−1)/2 when β ≥ 2α. The exponent of the logarithmic term, i.e., (s − 1)/2, is improved compared to the known result by Baldeaux and Dick, in which the exponent is sα/2. Our result implies the existence of a digitally shifted order β digital net achieving the convergence of the worst-case error of order N −α (log N ) (s−1)/2 , which matches a lower bound on the convergence rate of the worst-case error for any cubature rule using N function evaluations and thus is best possible.
Introduction and the main result
In this paper we investigate quasi-Monte Carlo (QMC) integration of functions defined over the s-dimensional unit cube. For an integrable function f : [0, 1) s → R, we denote the true integral of f by Here P is a multiset and so if an element occurs multiple times it is counted according to its multiplicity. The key ingredient for success of QMC integration is to construct good point sets depending on a function class to which f belongs. In the classical QMC theory, for instance, a class of functions with bounded variation in the sense of Hardy and Krause has been often considered [10, 14] . For this function class, the Koksma-Hlawka inequality states that the integration error is bounded by
where V HK (f ) denotes the variation of f in the sense of Hardy and Krause, and D * (P ) the star-discrepancy of P , see [14, Chapter 3] . This inequality motivates construction of low-discrepancy point sets. We refer to [7, Chapter 8] for several explicit constructions of point sets whose star-discrepancy is of order N −1 (log N ) s−1 , where N denotes the number of points, i.e., N = |P |. One of the recent interest in the research community is to consider a function class consisting of smooth functions and to construct good point sets which achieve higher order convergence of the integration error in that function class, see for instance [4, 9, 11, 19] . A function space of our particular interest in this paper is a weighted Sobolev space H α,γ of arbitrary fixed smoothness α for a set of non-negative real numbers γ = (γ u ) u⊆{1,...,s} . Here α ≥ 2 is a positive integer. ( We shall give the precise definition of H α,γ in Subsection 2.1.) This space has been studied, for instance, in [1, 5, 7] in the context of QMC integration. The breakthrough in this research direction was made by Dick and his collaborators [1, 2, 3, 4, 5, 7] , who provide us with an explicit construction of good point sets called higher order digital nets achieving almost optimal convergence of the integration error of order N −α (log N ) c(s,α) for some c(s, α) > 0. (We shall give the definition of higher order digital nets in Subsection 2.2.) The above order of convergence α is best possible up to some power of a log N factor.
A thorough analysis on the exponent c(s, α) has been recently done for periodic Sobolev spaces and periodic Nikol'skij-Besov spaces with dominating mixed smoothness in [9] . They obtained c(s, α) = (s − 1)/2 for order 2 digital nets in the former spaces for instance. Although the result is best possible, there are restrictions that only periodic function spaces are taken into account and that the smoothness parameter α, which equals r in their notation and is considered to be a positive real number, should be less than 2. Thus, the question arises whether higher order digital nets can achieve the best possible convergence of the integration error in non-periodic function spaces of α ≥ 2. In this paper we give an affirmative answer to this question.
To state the main result of this paper, we introduce some notation here. Let N be the set of positive integers and N 0 := N ∪ {0}. Let b be a prime and F b the finite field with b elements, which is identified with the set {0, 1, . . . , b − 1} equipped with addition and multiplication modulo b.
is understood to be unique in the sense that infinitely many of the ξ i 's are different from b − 1. The operator ⊕ denotes digitwise addition modulo b, that is, for
Note that x ⊕ x ′ is not always defined via its unique b-adic expansion and even may equal 1 / ∈ [0, 1). Such an instance is given by setting b = 2,
′ can be written in a finite b-adic expansion, this situation never occurs. Moreover, let V be a normed function space with norm · V . The worst-case error of QMC integration over P in V is defined as
For σ ∈ [0, 1) s , we write P ⊕ σ := {x ⊕ σ : x ∈ P }, where ⊕ is applied componentwise. Since we shall only consider a point set P whose each element x can be written in finite b-adic expansions in this paper, x ⊕ σ is always defined via unique b-adic expansions. Then the root mean square (RMS) worstcase error of QMC integration over P ⊕ σ in V with respect to a randomly chosen σ ∈ [0, 1) s is defined as
. Now the main result of this paper is given as follows.
Theorem 1. For α, β, m ∈ N and t ∈ N 0 with α ≥ 2, β ≥ 2α and 0 ≤ t ≤ βm, 
where
Note that the explicit form of C α,β,b,t,u can be found later in (4) . This result directly implies the following. 
Although the t-value and thus the constants C α,β,b,t,u may depend on m, it was shown by Dick [3, 4] that for large m we can explicitly construct an order β digital (t, m, s)-net with its t-value independent of m, see also Remark 1. Therefore, the rate of convergence which we obtain in this paper is of order N −α (log N ) (s−1)/2 unless γ {1,...,s} = 0. This compares favorably with what was obtained by Baldeaux and Dick in [1, Theorem 24] , where they considered the case where P is an order α digital net over F b , i.e., the case where the order of digital nets and the smoothness parameter coincide, and obtained a similar bound on the RMS worst-case error but with the exponent of the logarithmic term equal to sα/2. Our result shows that the exponent of the logarithmic term is actually independent of α. Here we note that the convergence of order N −α (log N ) (s−1)/2 in a similar function space has been proven by using the Frolov cubature rule in conjunction with periodization strategy, see for instance [20] , which is not a QMC integration rule though.
Moreover, from the results of [6] , we can see that the above results in Theorem 1 and Corollary 1 are best possible. Now let P = {x 0 , . . . ,
s be an N element point set and w = {w 0 , . . . , w N −1 } be an arbitrary real tuple. The worst-case error of cubature rule with points in P and weights w is defined as
A lower bound on e wor (V ; P, w) in the so-called half-period cosine space of smoothness α for the case of product weights, i.e., weights of the form γ u = j∈u γ j for γ 1 , . . . , γ s > 0, was proven in [6, Theorem 4] , and furthermore, it was shown in [6, Theorem 1] that the half-period cosine space is continuously embedded in the Sobolev space H α,γ which we consider in this paper. Combining these two results, we immediately have the following. 
where c α,γ,s is positive and independent of P and w.
This implies that the exponent c(s, α) cannot be less than (s − 1)/2 in H α,γ for the case of product weights with γ 1 , . . . , γ s > 0. Since Corollary 1 shows the existence of point sets which achieve exactly this order, our result is best possible. However, as our result is again an existence result and thus is not fully constructive, it is interesting to study an explicit construction of deterministic point sets which achieve the best possible convergence of the worst-case error in H α,γ . We leave it open for future work to address.
In the next section, we shall introduce the necessary background and notation such as weighted Sobolev spaces of smoothness α and higher order digital nets. In Section 3, we shall prove Theorem 1, i.e., an upper bound on the RMS worst-case error of randomly digitally shifted order β digital nets in H α,γ .
Preliminaries 2.1 Weighted Sobolev spaces
First let us consider the one-dimensional unweighted case. The Sobolev space which we consider is given by
absolutely continuous for r = 0, . .
where f (r) denotes the r-th derivative of f . As in [21, Section 10.2] this space is indeed a reproducing kernel Hilbert space with the reproducing kernel K α : [0, 1) × [0, 1) → R and the inner product ·, · α given as follows:
, where B r denotes the Bernoulli polynomial of degree r, and
Let us move on to the s-dimensional weighted case. In the following we write {1 : n} := {1, . . . , n} for n ∈ N. Let γ = (γ u ) u⊆{1:s} be a set of nonnegative real numbers which are called weights. Note that the weights moderate the importance of different variables or groups of variables in function spaces and play an important role in the study of tractability [17] . However, such an investigation is out of the scope of this paper since we are interested in showing the optimal exponent of log N term in the error bound. We consider the weighted function space for the sake of completeness. Moreover, we shall use the following notation: For v ⊆ {1 : s} and x ∈ [0, 1) s , let x v = (x j ) j∈v . For v ⊆ u ⊆ {1 : s} and r u\v = (r j ) j∈u\v , (r u\v , α v , 0) denotes the s-dimensional vector whose j-th component is r j if j ∈ u \ v, α if j ∈ v, and 0 otherwise. Now the weighted Sobolev space H α,γ which we consider is the reproducing kernel Hilbert space whose reproducing kernel K α,γ : [0, 1) s × [0, 1) s → R and inner product ·, · α,γ are given as follows [1] :
s , where the empty product always equals 1, and
for f, g ∈ H α,γ , where for u ⊆ {1 : s} such that γ u = 0 we assume
Note that an integral and sum over the empty set is the identity operator and we formally set 0/0 := 0.
Higher order digital nets
Here we start with the general digital construction scheme of point sets as introduced by Niederreiter [14] .
where ξ 1,h,j , ξ 2,h,j , . . . , ξ n,h,j are given by
The set P = {x 0 , x 1 , . . . ,
The dual net of P , denoted by P ⊥ , is defined as follows. , let P be a digital net over F b with generating matrices C 1 , . . . , C s . The dual net of P is defined as
where we set k := (κ 0 , . . . , κ n−1 ) for k ∈ N 0 with its b-adic expansion k = κ 0 + κ 1 b + · · · , which is actually a finite expansion.
For α ∈ N, we define a metric function µ α as follows.
Note that the above definition was originally given in [12, 16] for the case α = 1 and in [3, 4] for α ≥ 2. We simply call µ α the Dick metric function for any α ≥ 1 throughout this paper. Now we define the minimum Dick metric of a digital net, which shall play a critical role in the subsequent analysis.
Definition 4. Let P be a digital net over F b and P ⊥ its dual net. For α ∈ N, the minimum Dick metric of P is defined as
Now we give the definition of higher order digital nets. The following property of order α digital (t, m, s)-nets directly follows from the linear independence of the rows of the generating matrices, that is, for any order α digital (t, m, s)-net P over F b , we have
Moreover, the following lemma is an obvious adaptation of the result shown in [3, Theorem 3.3] and [4, Theorem 4.10], which states that any order α digital net is also an order α ′ digital net as long as 1 ≤ α ′ < α.
Dick [3, 4] proposed the following digit interlacing composition to obtain explicit construction of higher order digital nets over 
Thus in order to obtain an order α digital (t, m, s)-net with small t-value, we need an order 1 digital (t ′ , m, αs)-net with small t ′ -value. Here we recall that there have been many explicit constructions of order 1 digital sequences (defined below) over F b for arbitrary dimension proposed in the literature, so that we can construct order 1 digital (t ′ , m, αs)-nets with small t ′ -value. 
where ξ 1,h,j , ξ 2,h,j , . . . are given by
The sequence S = (x 0 , x 1 , . . .) with x h = ( [8, 13, 15, 18] . We refer to [7, Chapter 6] 
Proof of Theorem 1
Throughout this section, let P be an order β digital net over F b for β ∈ N. Here we prove Theorem 1, i.e., an upper bound on the RMS worst-case error of QMC integration over P ⊕ σ in H α,γ with respect to a randomly chosen σ ∈ [0, 1) s when β ≥ 2α.
Interpolation of Dick metric functions
In this subsection, we discuss an interpolation property of Dick metric functions, which shall become a crucial tool in the proof of an upper bound on the RMS worst-case error. 
For convenience, we shall in what follows write
, it suffices to prove that the inequality
holds for any k ∈ N 0 . As the result is trivial for k = 0, we only consider the case k ≥ 1 in the following. Let us denote the b-adic expansion of
as well as
By using the above two inequalities, we obtain
from which we can easily see that the result follows. 
Upper bound on the RMS worst-case error
Finally, we prove an upper bound on the RMS worst-case error of QMC integration over P ⊕ σ in H α,γ with respect to a randomly chosen σ ∈ [0, 1) s . The following lemma stems from the proof of [1, Theorem 30] .
Lemma 4. Let P be a digital net over F b and P ⊥ its dual net. For u ⊆ {1 : s}, we write P
The mean square worst-case error of QMC integration over P ⊕ σ in H α,γ with respect to a randomly chosen σ ∈ [0, 1) s is bounded by
where we simply write µ α (k u ) := j∈u µ α (k j ) for ∅ = u ⊆ {1 : s} and k u ∈ N |u| , and D α,b > 0 depends only on α and b and is given by
and
In the subsequent analysis, we shall use the following inequality, see [7, Lemma 13 .24] for its proof.
Lemma 5. For any real number b > 1 and any k, t 0 ∈ N, we have
Now we are ready to prove Theorem 1.
Proof of Theorem 1. Using Lemmas 3 and 4, we have
where δ β (P ) is defined as in Definition 4 and we write
for ∅ = u ⊆ {1 : s}. Since β ≥ 2α, we have B αβ > 1/2 as stated in Remark 2.
In the following we focus on the term W 1,2B αβ u (P ). Since µ 1 (k u ) is an integer no less than both |u| and δ 1 (P ) for any k u ∈ N |u| , we have
where we denote |l u | 1 = j∈u l j . For the innermost sum in the last expression, it is known from [7, Lemma 13.8] 1 that we have
Thus W 1,2B αβ u (P ) can be bounded by
For the second sum in (3), we have
where we used Lemma 5 in the first inequality as we have B αβ > 1/2 by the assumption β ≥ 2α, and the second inequality stems from the inequality
For the first sum in (3), we have
where we used Lemma 5 again in the last inequality. Now let us consider the case δ 1 (P ) ≥ |u|. The first sum in (3) is bounded by
|u| (δ 1 (P ) + 1)
|u|−1 b 2B αβ δ1(P ) .
For the case δ 1 (P ) < |u|, the first sum in (3) is bounded by b 2B αβ δ1(P ) .
Thus, regardless of whether δ 1 (P ) ≥ |u| or δ 1 (P ) < |u|, we have the bound on the first sum in (3) as Finally let us recall that P is an order β digital (t, m, s)-net over F b . From this fact and Lemma 1, we have δ 1 (P ) > m − t 1 and δ β (P ) > βm − t, where t 1 = ⌈t/β⌉. Thus, we have 2A αβ δ β (P ) + 2B αβ δ 1 (P ) > 2A αβ (βm − t) + 2B αβ (m − t 1 ) = (2βA αβ + 2B αβ )m − 2A αβ t − 2B αβ t 1 .
In the above, it holds that 2βA αβ + 2B αβ = 2α.
Since t 1 = 0 is best possible, we have δ 1 (P ) ≤ m + 1. Therefore, we get (e rms-wor (H α,γ ; P )) 2 ≤ b for all ∅ = u ⊆ {1 : s} such that the bound (1) holds.
