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ABSTRACT
Complex communities of microbes act collectively to regulate human health, provide
sources of clean energy, and ripen aromatic cheese. The efficient functioning of these
communities can be directly related to competitive and cooperative interactions be-
tween species. Physical constraints and local environment affect the stability of these
interactions. Here we explore the role of spatial habitat and interaction networks in
microbial ecology and human disease.
In the first part of the dissertation, we model mutualism to understand how spa-
tial microbial communities survive number fluctuations in physical habitats. We
explicitly account for the production, consumption, and diffusion of public goods in a
two-species microbial community. We show that increased sharing of nutrients breaks
down coexistence, and that species may benefit from making slower-diffusing nutri-
ents. In multi-species communities, indirect and higher order interactions may affect
community function. We find that the requirement for spatial proximity severely re-
stricts the network of possible microbial interactions. While cooperation between two
species is stable, higher-order mutualism requiring three or more species succumbs
easily to number fluctuations. Additional cyclic or reciprocal interactions between
vi
pairs can stabilize multi-species communities.
Inter-species interactions also affect human health via the human microbiome: micro-
bial communities in the gut, lungs and skin. In the second part of the dissertation, we
use machine learning and statistics to establish links between microbiota abundance
and composition, and the incidence of chronic diseases. We study the gut fungal
profile to probe the effects of diet and fungal dysbiosis in a cohort of Saudi children
with Crohn’s disease.
While statistical microbiome studies established that each disease phenotype is as-
sociated with a distinct state of intestinal dysbiosis, they often produced conflicting
results and identified a very large number of microbes associated with disease. We
show that a handful of taxa could drive the dynamics of ecosystem-level abundance
changes due to strong inter-species interactions. Using maximum entropy methods,
we propose a simple statistical approach (Direct Association Analysis or DAA) to
account for interspecific interactions. When applied to the largest dataset on IBD,
DAA detects a small subset of associations directly linked to the disease, avoids p-
value inflation and identifies most predictive features of the microbiome.
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4·1 Rank abundance distribution. The 20 most abundant genera for (a)
mucosal communities and (b) stool communities. The genera are or-
dered by median abundance in controls, and their abundance distribu-
tion is visualized by a box plot showing the median and the deviant
points lying outside the inter-quartile range for each genus. The sig-
nificant genera with FDR corrected p value < 0.05 are indicated in
italics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
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(b) stool, and (c) both mucosa and stool. Panel (c) shows clear sepa-
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4·5 CD-associated taxa in mucosa and stool (a) shows taxa elevated in the
mucosa of CD subjects all belonging to Basidiomycota phylum and
taxa depleted in the mucosa of CD subjects all belonging to Ascomy-
cota phylum while (b) shows taxa elevated in the stool of CD subjects
all belonging to Basidiomycota phylum and taxa depleted in the stool
of CD subjects all belonging to Ascomycota phylum. In each case,
the taxa with FDR corrected p-values < 0.05 are declared significantly
different between CD and control groups. . . . . . . . . . . . . . . . . 78
4·6 . Shannon Index. Alpha diversity is much lower in stool than mucosa,
as the taxa abundances are more even in mucosa than in stools. The
difference is significant in CD samples (p = 0.0001) while it is not
significant in control samples (p = 0.35). . . . . . . . . . . . . . . . . 80
4·7 Dysbiosis score classification curve. The receiver operating character-
istic (ROC) curve for the logistic regression dysbiosis classifier. The
mean ROC curve for stool (solid black line) and mucosal (solid red line)
dysbiosis scores in fungi cohorts is shown. The standard deviation from
100 permutations is shown in gray and light red shading. The AUC
for stool dysbiosis is significantly higher than mucosal dysbiosis with a
Fischer t-test computed p value of 2.8.10−17 . . . . . . . . . . . . . . 81
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5·1 Microbial interactions generate spurious associations. (A) A
hypothetical interaction network of five species together with their dy-
namics in disease. Only two species (shown in color) are directly linked
to host phenotype. These directly-linked species inhibit or promote
the growth of the other members of the community (shown with ar-
rows). As a result, all five species have different abundances between
case and control groups. (B) Microbial interactions are visualized via
a hierarchically-clustered correlation matrix computed from the data
in Ref. [129]. We used Pearson’s correlation coefficient between log-
transformed abundances to quantify the strength of co-occurrence for
each genus pair. Dark regions reflect strong interspecific interactions
that could potentially generate spurious associations. See section 5.7
for the list of 47 most prevalent genera included in the plot. . . . . . 90
xxiii
5·2 Signatures of indirect associations in synthetic and IBD data
sets. The synthetic data set was generated to match the statistical
properties of the IBD data set from Ref. [129], but with a predefined
number of 6 directly associated taxa (See section 5.7). (A) In syn-
thetic data, DAA identifies no spurious association and detects 4 out
of 6 directly associated genera. All 6 genera and no false positives
are detected when the sample size is increased further ( Fig. 5·13). In
sharp contrast, a large number of spurious associations is observed for
metrics that rely on changes in abundance between cases and controls
and do not correct for microbial interactions. The number of false pos-
itives grows rapidly with statistical power until all taxa are reported
as significantly associated with the disease. (B) All spurious asso-
ciations show substantial differences between cases and controls and,
therefore, cannot be discarded based on their effect sizes. To quan-
tify the effect size, we estimated the magnitude of the fold change for
each genus. Specifically, we first computed the difference in the mean
log-abundance between cases and controls and then exponentiated the
absolute value of this difference. (caption continued on next page) . . 93
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5·2 The plot shows how the median effect size for significantly associated
genera depends on the sample size. Larger samples sizes result in much
higher number of associations, but only a small drop in the typical ef-
fect size. (C) and (D) are the same as (A) and (B), but for the IBD
data set. The results are consistent between the two data sets suggest-
ing that most associations detected by traditional MWAS are spurious.
The complete list of indirect associations inferred from the IBD data
set is shown in section 5.7, and the results for different synthetic data
sets are shown in Fig. 5·18. . . . . . . . . . . . . . . . . . . . . . . . 94
5·3 Network of direct associations with Crohn’s Disease. Five
species and four genera were found to be significantly associated with
Crohn’s Disease (q < 0.05) after correcting for microbial interactions (Figs. 5·5
and 5·8). The links correspond to significant interactions (q < 0.05)
between the taxa with Jij > 0.27 or Jij < −0.15; the width of the
arrows reflects the strength of the interactions. For comparison, the
correlation-based network for directly associated taxa is shown in Figs. 5·11
and 5·9, and a complete summary of correlations and interactions for
all species pairs is provided in section 5.7. . . . . . . . . . . . . . . . 96
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5·4 Direct associations analysis corrects p-value inflation and re-
tains diagnostic accuracy. (A) The distribution of p-values in DAA
closely follows the expected uniform distribution. Because conventional
MWAS does not correct for microbial interactions, it yields an excess
of low p-values, which is a strong signature of indirect associations.
For both methods, p-values were computed using a permutation test.
The expected uniform distribution was obtained by sampling from a
generator of uniform random numbers. The ranked plot of p-values
visualizes their cumulative distribution functions; this is a variant of a
Q-Q plot. (B) Direct associations are a small subset of all associations
with IBD (see Fig. 5·8), yet they retain full power in classifying samples
as cases or controls. In contrast, the classification power is substan-
tially reduced for an equally-sized subset of randomly-chosen indirect
associations. In each case, we used sparse logistic regression to train a
classifier on 80% of the data and tested its performance on the remain-
ing 20% (Methods). The shaded regions show one standard deviation
obtained by repeated partitioning the data into training and validation
sets. Identical results were obtained with a random forest [171, 172]
and support vector machine [173] classifiers (Fig. 5·12) . . . . . . . . 98
5·5 Microbial abundances follow the log-normal distribution. The
histograms show probability distributions of the relative log-abundance
for the species and genera detected by DAA (summarized in Fig. 5·3).
The best fit of a Gaussian distribution is shown in green. . . . . . . . 106
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5·6 Pairwise interactions are sufficient to explain the patterns of
microbial co-occurence. The parameters in our maximum entropy
model were chosen to fit only the first and the second moments of the
multivariate distribution of microbial abundances. Nevertheless, the
model captures most of the higher-order correlations in the data sug-
gesting pairwise interactions are sufficient to accurately describe the
patterns of microbial co-occurences. (A) For each choice of three gen-
era, the third order moment was computed by averaging the product of
the log-abundances over all the samples in the IBD data (“observed”)
or from Eq. 5.18 (“predicted”), which states the predictions of the max-
imum entropy model. The plot shows excellent agreement between the
two quantities. (B) For each choice of three genera (“index”), we plot
the third-order central moment computed from the IBD data (“ob-
served”) and from an equally-sized sample drawn from our maximum
entropy model (“Gaussian distribution”). The latter quantifies the ex-
pected deviations between the observations and predictions due to the
finite size of the sample. (C) Same as (A), but for the fourth-order
central moment. The expected level of noise is quantified via a sample
from the maximum entropy model that obeys Eq. 5.18 exactly in the
limit of infinite sample size. The correlation coefficient between “ob-
served” and “predicted” values from this sample sets the upper bound
on the expected correlation coefficient in IBD data. . . . . . . . . . . 113
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5·7 Microbial interactions are only weakly affected by host pheno-
type. To determine whether Crohn’s disease drastically alters the pat-
tern of microbial interactions, we computed and compared the covari-
ance matrixes CCD and Ccontrol for CD and control groups respectively.
The results of this calculation for IBD data are shown in blue. Each
dot corresponds to a matrix element of Cij, which is the covariance
between the log-abundances of genera i and j. The x-coordinate is the
covariance computed in the control group and the y-coordinate is the
covariance computed in the CD group. To estimate the expected level
of noise, we carried out the same analysis on two random partitions
of the data that contain both controls and subjects with CD (shown
in magenta). Since the groups are drawn from the same distribution,
their covariance matrices must be identical on average. The spread of
the magenta data points, therefore, sets the upper limit on the cor-
relation coefficient between CCD and Ccontrol. We note, however, that
this upper bound is unlikely to be reached for IBD data because some
taxa have different noise levels in CD and control groups: eg. the taxa
depleted in CD have a low abundance in this group and, therefore,
higher error in the estimates of the correlation coefficients with other
taxa. Overall, both IBD and partitioned data lie close to the diagonal
and exhibit similar levels of variation. Thus, using the same covariance
matrix for both CD and control groups is a reasonable first approxima-
tion. This approximation is valuable because it reduces the uncertainty
in Cij by allowing us to use the entire data to compute covariances and
because it improves the stability of DAA to errors in C (see Fig. 5·16). 115
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5·8 Taxa directly associated with Crohn’s disease. Note that the
Green Genes database [213] used in QIIME [214] places Turicibacter
under Erysipelotrichales and has a unique order of Turicibacterales.
This apparent inconsistency may reflect insufficient understanding of
Turicibacter phylogeny. The effect sizes and statistical significance are
summarised in Tab. 5.3 and compared between DAA and conventional
MWAS in Tab. 5.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5·9 Comparison between correlations and direct interactions. The
matrix of microbial interactions J is shown in (A) and the correlation
matrix C is shown in (B), which is the same as Fig. 5·1B. Both matrices
are inferred from the IBD data set. Note that J is sparser than C. For
greater clarity, the matrices are hierarchically clustered; therefore, the
order of species in A and B is not the same. . . . . . . . . . . . . . . 118
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5·10 Comparison of networks inferred by Pearson correlation, SparCC,
and DAA at the genus level. Three networks quantifying micro-
bial co-occurrence or interactions have been inferred: one based on
the Pearson correlation coefficient between log-abundances (which is
closely related to the covariance matrix C), one using SparCC package
from Ref. [163] that attempts to reduce compositional bias, and one
based on the direct interactions J from DAA. In each network, we kept
only links that were statistically different from 0 under a permutation
test with 5% false discovery rate. The panels display Venn diagrams
showing unique and overlapping links in these networks. All links are
included in (A), and the comparison is done irrespective of the sign
of the link, i.e. agreement is reported even if one method reports a
positive link and another method reports a negative link. In contrast,
(B) and (C) show only positive and negative links respectively. Three
conclusions can be drawn from these comparisons. First, the high over-
lap between SparCC and Pearson networks shows that log-transforms
have largely accounted for the compositional bias. Second, all three
methods agree on a large number of links suggesting that all methods
are sensitive to some strong interactions. Third, DAA reports fewer
links and identifies a few links not detected by other methods. This
reflect the different nature of DAA links. While both Pearson corre-
lation and SparCC infer correlation, which could be either direct or
indirect (i.e. induced). DAA removes indirect correlations, thus re-
ducing the total number of links, but also reveals pairwise interactions
that could have been masked by strong correlations with a third species.119
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5·11 The network based on the correlation coefficient between log-
transformed abundances. We plotted the correlation-based net-
work for the species detected by DAA. Note the similarities and differ-
ences with the interaction network shown in Fig. 5·3. Only the links
with the correlation coefficient greater than 0.27 or lower than -0.15
are shown, and all links are statistically significant (q < 0.05). All cor-
relation coefficients and direct interactions are summarized in Tab. 5.6
for the genera and species detected by DAA. . . . . . . . . . . . . . . 120
5·12 Direct associations retain full diagnostic power. The same as
Fig. 5·4B, but for two other classifiers: random forest [171, 172] in (A)
and support vector machine [173] in (B). . . . . . . . . . . . . . . . . 120
5·13 DAA detects all directly associated taxa in synthetic data,
provided the sample size is sufficiently large. The same as
Fig. 5·2A, but with the x-axis extended to larger sample sizes. Note
that DAA recovers all 6 directly associated taxa when the sample size
is greater than about 1200. . . . . . . . . . . . . . . . . . . . . . . . . 121
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5·14 Compositional bias has a negligible effect on DAA perfor-
mance. All panels are the same as Fig. 5·2C, but with different
normalization of the data prior to the analysis. (A) No normaliza-
tion: the analysis is done on the counts from the OTU table, which
do not add up to a constant number. (B) Total-sum scaling: The
counts are converted into relative abundances by dividing by the to-
tal number of counts (reads) per sample. This plot is the same as
Fig. 2C. (C) Centered-log ratio: First log-abundances were computed
from unnormalized counts with a pseudocount of 1. Then, the mean
log-abundances of the taxa was computed by averaging over the sam-
ples. Finally, the mean-log abundance of every taxon was subtracted
from the log-abundances of this taxon in all samples. This procedure
corresponds to normalizing by the geometric mean of the counts be-
cause it ensures that the mean log-abundance of a taxon is zero [162].
(D) Cumulative sum scaling: A normalization scheme proposed specif-
ically for microbiome analyses was implemented following Ref. [215].
The results of the analyses in A-D are very similar suggesting that
compositional bias does not lead to major artifacts. In particular, the
number of associations in A grows at the same rate with the sample
size as in B-D. This would not be the case if the compositional bias was
strong because spurious associations due to normalization would lead
to a greater number of detected taxa. Thus, we conclude that inter-
specific interactions rather than compositional effects are the primary
source of spurious associations. . . . . . . . . . . . . . . . . . . . . . 123
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5·15 The inference of the eigenvalues of the covariance matrix is
robust to variation in sample size and bootstrapping. We re-
peatedly subsampled the IBD data set to half of its size and computed
the eigenvalues of the covariance matrix C. The means and standard
deviations from this bootstrap procedure are shown in green, and the
eigenvalue inferred from the entire data are shown in black. The agree-
ment between the different sample sizes and the small variation due to
subsampling indicate that the spectral properties of C can be inferred
quite accurately. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5·16 Results of DAA are robust to variation in sample size and
bootstrapping. Similar to Fig. 5·15, we repeatedly subsampled the
IBD data set to half of its size and carried out DAA on each of the sub-
samples. (A) shows that there is a modest variation in inferred h. To
a large extent, this variation is driven by the uncertainty in C and its
inverse J . (B) shows a much smaller variation in ∆h between control
and CD groups (green symbols). The noise is reduced because, even
though C changes from subsample to subsample, the same C is used to
infer h for control and disease groups. Therefore, the variability in C
has a much weaker effect on ∆h. For comparison, we also show ∆h
obtained by bootstrapping the entire data set without preserving the
diagnosis labels (black symbols). These data show the expected distri-
bution of ∆h under the null hypothesis of no associations. For genera
detected by DAA, the black and the green error bars do not overlap
suggesting that the results of DAA are not affected by the uncertainty
in C and are robust to variation in sample size and bootstrapping. . . 128
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5·17 Results of DAA are not significantly affected by compositional
effects. The quantity ∆h between control and CD groups is the test
statistic used to infer direct associations, and the variation of ∆h due
to sampling shows whether the statistical analysis is robust to small
changes in the data set. To quantify these variations in ∆h, we con-
sider a sample drawn from the maximum entropy model fitted to the
IBD data set and define two δ∆h: one between normalized and not
normalized sample and the other between the not normalized sample
and the values of h in the maximum entropy model. The first δ∆h
quantifies the variability due to normalization, while the second δ∆h
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Fig. 5·2. In addition, (A) and (B) show that DAA can recover all
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1Chapter 1
Introduction
Microbial colonies cooperate to perform complex and particular tasks, releasing pow-
erful greenhouse gasses, making cheese and digesting food inside our guts. Most of
these functions are orchestrated by complex microbial consortia rather than single
species. To create and control such multispecies ecosystems, we need to understand
the mechanisms that govern microbial coexistence.
Intra and inter species competition and cooperation give rise to the large-scale collec-
tive behavior that is ubiquitous in these communities. Mutualistic interactions often
occur through heterotrophic cooperation, where essential resources are made available
through the exchange of diffusible nutrients. These public goods spread rapidly in the
environment allowing certain species to gain an advantage. Apart from mutualism,
species may compete for resources; they may selectively kill other individuals, or sup-
press their growth. Indirect and higher order interactions between species may also
play a role in the stability and health of the whole community. Thus, the functionality
of microbial communities emerges from the existing network of interactions between
community members [1–3]. Further, not all network topologies are stable and consis-
tent under physical constraints such as the spatial scale of metabolite diffusion [4–8].
The structure of interactions between species embedded in a physical habitat often
shapes spatial organization at the community level [9–11].
2In petri-dishes or in plaque biofilm, the interplay of environmental effects and inter-
species collaboration affects the functionality of spatial microbial communities. In this
dissertation, we explore the relationship between network topology and community
function in the context of microbial ecology and human disease.
1.1 Mutualism in spatial microbial communities
One of the simplest elements of mutualism in complex microbial communities is het-
erotrophic cooperation. In this two-way cross feeding, each species produces an amino
acid or other metabolite necessary for the other species. Heterotrophic cooperation
has been previously described by the evolutionary game theory [12], which assumes
that microbes interact only with their closest neighbors. Instead, microbes primarily
communicate though diffusible public goods. Therefore, a game-theoretic description
of heterotrophs is necessarily incomplete without an understanding of how public
good diffusion affects heterotrophic cooperation.
In Chapter 2, we explicitly account for the production, consumption, and diffusion of
public goods in a game-theoretic model of two-species cooperation. In simulations,
increasing public good diffusivity weakens mutualism and leads to species extinction
via a nonequilibrium phase transition (Z2−symmetric directed percolation). The dis-
tance to this phase transition controls the size of the domains formed by the species, a
quantity of prime interest in empirical studies. In addition, differences in the diffusiv-
ities of the public goods could have an effect on the population dynamics. The effect
of these differences depends on the fitness and other nonlinearities and results in a
selective advantage for one of the species. This work together with Ref. [12] provides
a theory for the phenomena observed in recent experimental studies [9, 13] and could
potentially explain why cooperatively growing microbes modulate the diffusivities of
their public goods.
3Cross-feeding and other mutualistic interactions require spatial proximity, but are
typically studied via mass-action kinetics or Lotka-Volterra models, which neglect
spatial structure. In fact, mutualism is limited by spatial structure and succumbs
easily to number fluctuations in spatial habitats. Indeed, spatial noise may affect
indirect and higher order interactions between multiple species, impacting the health
of a microbial community [3]. However, the stability of different network topologies
under the physical constraints of the habitat is largely unknown.
In chapter 3, we model the effects of underlying network topology on the stability
and productivity of multi-species microbial communities. In simulations, the require-
ment for spatial proximity severely constrains the network of possible microbial in-
teractions. While cooperation between two species is stable, higher-order mutualism
requiring three or more species succumbs easily to number fluctuations. This occurs
due to a difference in the universality class of the demixing phase transition for two
versus n-species, which stabilizes pairwise cooperation.
Although higher order interactions are less stable, additional pairwise links can sta-
bilize multi-species mutualism. Cyclic interactions guarantee stability but tend to
reduce local mixing, making the community less productive at the same mutualistic
strength. In contrast, reciprocal (two-way) interactions enhance productivity, but
are not immune to noise. These results suggest concrete strategies to engineer robust
microbial consortia and characterize interactions from the patterns of species distri-
bution in space.
41.2 Methods for microbiome analysis
Microbiota contribute to many dimensions of host phenotype, including disease. Im-
balances in microbial abundances are associated with many chronic diseases of the gut
such as Crohn’s disease. Recently, several large-scale efforts have been undertaken
to characterize microbial dysbiosis and detect disease-causing taxa. To link specific
microbes to specific phenotypes, microbiome-wide association studies (MWAS) com-
pare microbial abundances between healthy and diseased samples [14]. These studies
have been used to identify pathogens, study microbial diversity in a healthy gut,
examine site-specific differences in community composition, and build classifiers for
non-invasive diagnosis.
In addition to bacteria and viruses, fungi form an important part of gut microflora
and diversity. While bacterial dysbiosis in Crohn’s disease has been well studied,
few studies have focused on fungi. Fungal community disturbance is recognized in
patients with Crohn disease (CD), but most of the reports are based on samples ob-
tained from adults, at the time of surgery, or from patients on therapy. In chapter
4, we define the characteristics of fungal microbiota in newly-diagnosed, treatment-
naive children with CD. We use multiple hypothesis testing, ecological alpha and
beta diversity statistics and machine learning to probe how diet and gut microbiome
affect the onset of Crohn’s disease in a genetically homogenous population of Saudi
children. This work also explores the potential use of fungal fecal microbiome data for
non-invasive diagnosis, using sparse logistic regression to build a predictive classifier.
While MWAS clearly established that each disease phenotype is associated with a
distinct state of intestinal dysbiosis, they often produced conflicting results and iden-
5tified a very large number of associations both within and across studies. For example,
a recent study on inflammatory bowel disease (IBD) reported close to 100 taxa asso-
ciated with IBD [14], a number that is fairly typical.
In chapter 5, we show that a handful of taxa could drive the dynamics of ecosystem-
level changes due to strong inter-species interactions. Indeed, if 2 species A and B
interact negatively, then true changes in abundance of species A due to disease affect
the abundance of species B, regardless of B’s involvement in the disease. Therefore,
statistical analysis of the abundance mean may yield many significant associations
purely as a consequence of interactions.
We propose a simple statistical approach based on the principle of maximum en-
tropy (Direct Association Analysis, or DAA) to account for interspecific interactions.
When applied to the largest MWAS on IBD, DAA shows that many of the previously
reported associations could be explained by interactions rather than connection to
the disease. Compared to traditional MWAS, DAA corrects the inflation of p-values
responsible for the large number of spurious associations and identifies taxa most pre-
dictive of the disease. The results point to immunomodulation, butyrate production,
and the brain-gut axis as important factors in the etiology of IBD.
The material presented in this thesis has been published or been submitted to the
following journals:
1. Menon, R., Ramanan, V. and Korolev, K.S., Interactions between species in-
troduce spurious associations in microbiome studies. PLoS
Computational Biology, 14(1): e1005939 (2018).
2. El Mouzan, M., Wang, F., Al Mofarreh, M., Menon, R., Al Barrag, A., Korolev,
K.S. et al. Fungal Microbiota Profile in Newly-diagnosed Treatment-naive Chil-
dren with Crohn’s disease. Journal of Crohn’s and Colitis, p.jjw197 (2016).
3. Menon, R. and Korolev, K.S., Public good diffusion limits microbial
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Physics.
4. El Mouzan, M., Korolev, K.S., Al Mofarreh, M., Menon, R., Al Sarkhy, A.,
Assiri, A. and Winter H. Fungal dysbiosis predicts the diagnosis of Crohn’s
disease (submitted to Journal of Medical Microbiology).
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interaction networks in microbial communities (in preparation)
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in new-onset pediatric Crohn’s disease: Data from a non-Western population
(submitted to PLOS ONE).
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Public good diffusion limits microbial
mutualism
Standard game theory cannot describe microbial interactions mediated by diffusible
molecules. Nevertheless, we show that one can still model microbial dynamics using
game theory with parameters renormalized by diffusion. Contrary to expectations,
greater sharing of metabolites reduces the strength of cooperation and leads to species
extinction via a nonequilibrium phase transition. We report analytic results for the
critical diffusivity and the length scale of species intermixing. Species producing
slower public goods are favored by selection when fitness saturates with nutrient
concentration.
2.1 Introduction
Complex microbial communities are essential for the environment and human health.
Microbial functions range from the production of biofuels and the release of powerful
greenhouse gasses to the production of cheese and the digestion of food inside our guts.
Most of these functions are orchestrated by complex microbial consortia rather than
single species [15, 16]. To create and control such multispecies ecosystems, we need
to understand the mechanisms that govern microbial coexistence and cooperation.
Heterotrophic cooperation is a common and perhaps the simplest element of complex
microbial communities [9, 13, 15, 17]. In this two-way cross feeding, each species pro-
duces an amino acid or other metabolite necessary for the other species. Heterotrophic
8cooperation has been previously described by the evolutionary game theory [12, 18],
which assumes that microbes interact only with their closest neighbors. However,
unlike human societies or bee colonies, microbial communities rarely rely on direct
contact. Instead, microbes primarily communicate though diffusible molecules, which
rapidly spread in the environment [19–23]. Because of this diffusive sharing within or
between species, such molecules are often termed public goods. Broad understanding
of how public good diffusion affects heterotrophic cooperation is still lacking.
In this chapter, we explicitly account for the production, consumption, and diffusion
of public goods in a model of heterotrophic cooperation. We find that unequal diffu-
sivities of the public goods can significantly favor one of the species and even destroy
their cooperation. More importantly, the diffusion of public goods has the opposite
effect compared to species migration. Higher migration improves mutualism and sta-
bilizes species coexistence. In contrast, cooperation is lost above a critical diffusivity
of public goods, for which we obtain an analytical expression. We also describe the
effect of public good diffusion on the spatial distribution of species, which is often
used to quantify microbial experiments [9, 13, 17, 24]. Our analytical approach is
based on computing how public good diffusion renormalizes the strength of selection
and thus should be applicable to other models.
2.2 Stepping-stone model for 2-species cooperation
Motivated by the experiments on cross-feeding mutualists [9, 13, 17], we consider two
species (or strains) A and B producing public goods of type A and B, respectively, and
consuming public goods of the opposite type. These species live in a one-dimensional
habitat, which corresponds to the quasi-one-dimensional edge of microbial colonies,
where cells actively divide [25]. In simulations, the habitat is an array of islands
populated by N cells each. This finite carrying capacity sets the magnitude of de-
9mographic fluctuations typically termed genetic drift [25]. Nearest-neighbor islands
exchange migrants at a rate m, which specifies the degree of movement within a mi-
crobial colony. In the continuum limit, the evolutionary dynamics of the species is
described by
∂fA
∂t
=
m
2
∂2fA
∂x2
+ (wA − wB)fAfB +
√
fAfB
N
η(t, x), (2.1)
where t and x are time and position measured in such units that generation time
and island spacing are set to 1; fA(t, x) and fB(t, x) = 1 − fA(t, x) are the relative
abundances of species A and B; wA and wB are the fitnesses of species A and B,
respectively, that depend on the local concentration of the public goods; and η(t, x)
is a delta-correlated Gaussian white noise. Equation (2.1) represents the classical
stepping-stone model of population genetics [25, 26] and accurately describes popu-
lation dynamics in microbial colonies [24, 27].
Standard game-theory treatments of microbes assume that the fitnesses wA and wB
depend on the local abundances of the species rather than the public goods concen-
trations [12]. Here, we relax this assumption and consider
wA = 1 +
nB
1 + nB/KB
,
wB = 1 +
nA
1 + nA/KA
,
(2.2)
where nA and nB are the concentrations of the public goods measured in the units of
fitness.
In the simplest model, the dynamics of the public goods concentrations are given by
the following reaction-diffusion equation:
∂nA
∂t
= DA
∂2nA
∂x2
+ pAfA − dAnA, (2.3)
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and an analogous equation for nB. Here, for the public good of type A, DA is the
diffusivity, pA is the production rate, and dA is the rate of loss comprised of con-
sumption by both species, spontaneous decay or degradation, and transport outside
the region of microbial growth [9]. Both pA and dA can depend on nA, nB and fA
in a more realistic model, but our simulations suggest that all important aspects of
population dynamics are already captured by Eq. (2.7), see section 2.6. Since pub-
lic good dynamics occurs much faster than cell migration and growth, public good
concentrations equilibrate rapidly, i.e. ∂nA/∂t ≈ ∂nB/∂t ≈ 0. This results in
nA(x) =
pA
2
√
DAdA
∫
fA(x
′)e
−
√
dA
DA
|x′−x|
dx′, (2.4)
and similarly for nB. Equations (2.1)–(2.4) have been previously used to simulate
cooperatively growing microbial communities [9, 28], but analytical results and broad
understanding of the effect of public good diffusion on population dynamics is still
lacking.
2.3 Mutualism is lost at high nutrient diffusivity
To understand the overall effect of public good diffusion on microbial mutualism,
it is sufficient to consider a simple symmetric case: pA = pB = p, dA = dB = d,
DA = DB = D, and KA = KB = K =∞, which we proceed to analyze by combining
Eqs. (2.1), (3.1), and (2.4):
∂fA
∂t
=
pfA(1− fA)
2
√
Dd
∫
[1− 2fA(x′)]e−
√
d
D
|x′−x|dx′
+
m
2
∂2fA
∂x2
+
√
fA(1− fA)
N
η(t, x).
(2.5)
For small D, the integrand in the first term of Eq. (2.5) is peaked around x′ = x, so one
11
can expand fA(x
′) in Taylor series around x; see 2.6. To the zeroth order, the selection
term becomes sfA(1−fA)(1/2−fA), where s = 2p/d is the strength of local frequency-
dependent selection. Thus, in the limit D → 0, our model of mutualism reduces to
the standard game theory formulation with frequency-dependent selection [12, 27].
Population dynamics in this limit are controlled by a dimensionless quantity S =
smN2, which we refer to as the strength of the mutualism. When S exceeds Sc, a
critical value of order 1, the mutualism is stable, and the two species coexist [12,
29, 30]. In contrast, when S < Sc, selection for coexistence is not strong enough to
overcome local species extinctions due to genetic drift, and the population becomes
partitioned into domains exclusively occupied by one of the two species. With the
loss of the coexistence, the mutualism also ceases because spatially segregated species
cannot cooperate when public goods do not diffuse.
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Figure 2·1: Local heterozygosity decreases with the diffusivity of the
public goods, and the species coexistence is completely lost above a
critical diffusivity Dc = 1200. Fitness gain due to mutualism also de-
creases with D and vanishes at Dc until the diffusion becomes so large
that nutrients can spread through the entire population and mutualism
emerges on a global scale. The two insets show how the distribution
of species labeled by different colors varies with position (x-axis) and
time (y-axis) for small diffusivities (left) and just below the critical
diffusivity (right). Note that the loss of mutualism observed here is
triggered by changing D rather than the strength of selection or ex-
ogenous public goods concentrations as was done previously [9, 12].
Since public good diffusion facilitates nutrient exchange between the segregated do-
mains, one might naively expect that increasing D would rescue mutualism. We,
however, find that higher nutrient diffusivities promote species demixing, and the
separation between the domains grows with D much more rapidly than the distance
over which public goods are exchanged. As a result, increasing the diffusion of public
goods destroys mutualism.
Because mutualism and coexistence are not equivalent when D > 0, we considered
them separately. The benefit that species derive from the mutualism was quanti-
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fied with the fitness gain 4(w¯ − 1)/s, where w¯ is the mean fitness of the population.
When mutualism is lost, the mean fitness equals 1, and the fitness gain is 0, while
successful mutualism results in w¯ ≈ 1+p/(2d) and the fitness gain of 1. Species inter-
mixing was quantified by the average local heterozygosity H(t) = 〈2fA(t, x)fB(t, x)〉,
which equals 1/2 for strongly intermixed species and 0 for species that are spatially
segregated.
In simulations, we found that both fitness gain and local heterozygosity H decrease
with D, and mutualism is lost for diffusivities above a certain value Dc (Fig. 4·2).
While H = 0 for all D > Dc, the fitness gain becomes nonzero for extremely large
nutrient diffusivities, when the nutrient diffusion length scale becomes comparable to
the system size. In this regime, nutrient concentrations are homogeneous across the
entire population and species cooperate on a global rather than local scale. We discuss
the transition to global mutualism further in section 2.6 and show that global mutu-
alism cannot occur in microbial populations because it requires nutrient diffusivities
that are unrealistically high.
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Figure 2·2: Simulations (points) confirm our analytical predic-
tions (lines) that critical diffusivity increases as s2m4N6.
Note that the loss of mutualism in our model is due to genetic drift rather than the
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proliferation of nonproducers (cheaters). In intraspecific cooperation, public good
diffusion allows cheaters to consume nutrients that they do not produce and thus
inhibits cooperation by a mechanism distinct from the one described here [31].
2.4 Nutrient diffusion reduces effective strength of selection
To show how the interplay between population demixing and nutrient exchange leads
to the loss of the mutualism, we introduce three length scales that control population
dynamics. The first length scale appears in Eq. (2.4) and relates the spatial variation
in species abundances to the distribution of nutrients. This nutrient length scale, Ln,
is the typical distance that nutrients diffuse before being consumed, and is given
by Ln =
√
D/d since 1/d is the typical nutrient lifetime. The second length scale
describes species segregation. We define it as the size of the domains occupied by
a single species (insets in Fig. 4·2) and denote it as Ld. Below, we show that Ld
increases with D much more rapidly than Ln. The final length scale describes the
size of the regions where both species are present and, therefore, natural selection
can act. These regions occur at the boundaries between the domains, so we refer
to this length scale as the boundary width, Lb. Domain boundaries have finite size
because the constant exchange of migrants across the boundary is balanced by their
extinction due to genetic drift; Lb = mN from Ref. [32]. The intuition behind these
results and the relationships among the length scales are discussed in section 2.6.
We will now assume that the population is sufficiently close to the demixing phase
transition so that the distance between domain boundaries Ld is much greater than Ln,
as it is commonly observed experimentally [9, 13, 17]. When Ld  Ln  Lb, one can
solve Eq. (2.5) near the domain boundary located at x = 0 by assuming that fA(x) is
a step function, i.e. fA(x) = 1 for x < 0 and fA(x) = 0 for x > 0. The solution yields
nB(x)− nA(x) = sgn(x)p
d
(1− e−|x|/Ln) ≈ xp/(dLn) (2.6)
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for |x|  Ln, where sgn(x) is the sign function.
Since the selection term in Eq. (2.5) vanishes when fA(1 − fA) = 0, only the fitness
differences at the domain boundary (when |x| ≈ Lb) affect population dynamics.
Near the boundary fA(x) ≈ 1/2− x/Lb. Hence, by eliminating x from Eq. (2.6), we
can again recast the selection term in the form sefffA(1 − fA)(1/2 − fA), where the
effective strength of selection seff ∼ (p/d)(Lb/Ln) is reduced by a factor of Lb/Ln =
mN/
√
D/d compared to the model with D = 0.
Our finding that higher diffusivities of the public goods reduce the effective strength of
selection explains the decrease of H with D in Fig. 4·2 and provides a way to estimate
the critical diffusivity Dc above which mutualism is lost. Indeed, when D = Dc,
we expect that the strength of mutualism S approaches its critical value as well.
Thus, Sc = seffmN
2 ∼ pm2N3/√Dcd, and Dc ∼ s2m4N6d3, where s = 2p/d is the
strength of selection in the model without public good diffusion. Surprisingly, we
find that population density and migration have a much stronger effect on the critical
nutrient diffusivity than natural selection. Our simulation results are in excellent
agreement with these predictions (Fig. 4·5).
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Figure 2·3: The scale of species intermixing is controlled by the un-
derlying nonequilibrium phase transition. The dots are the simulation
data, and the line is the fit of the expectation that Ld ∼ (Dc −D)−v⊥ .
The theory and simulations agree close to the phase transition when
domains are large. For small D, the size of the domains is determined
by the dynamics studied in Ref. [12].
Since the model with D > 0 is equivalent to that with D = 0 provided the strength
of selection s is renormalized, many of the results from the evolutionary game theory
can be generalized for microbial communities with diffusible public goods. The size
of the domains formed by the species Ld is of particular interest because it is used
in the experiments to quantify the degree to which the two species benefit from their
mutualistic interactions. Previous studies suggested that Ld ∼ D1/4 [9] or Ld ∼
D1/5 [13]; however, we find that such scalings are unlikely because Ld becomes large
only close to the underlying phase transition, where Ld ∼ (Dc −D)−ν⊥ for D < Dc;
see Fig. 4·4. The exponent ν⊥ is that of a correlation length and is determined by the
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universality class of the phase transition. In our model, any species asymmetry results
in DP universality class and the extinction of one of the two species when mutualism
is lost. If all model parameters are the same for the two species, the dynamics is in
DP2 universality class and the loss of mutualism results in spatial demixing [33]. The
nature of this phase transition does not depend on whether one varies the diffusivities
of the public goods, their external concentrations [9], or any other model parameters.
10-1 100 101
relative diffusivity, DA/DB
0.0
0.2
0.4
0.6
0.8
1.0
fr
a
ct
io
n
 o
f 
sp
e
ci
e
s 
A
, 
f A
 K =10−3
 K =10−1
 K =102
Figure 2·4: For large K, the model is linear and the differences in
the nutrient diffusivities have no affect on the relative species abun-
dances (magenta dots). For lower K, fitness nonlinearity increases,
and the species with the lower diffusivity dominates (green triangles).
This trend continues as K is decreased further, but, in addition, species
coexistence and mutualism are lost when public goods diffusivities be-
come too unequal (blue squares).
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2.5 Fitness nonlinearity selects for lower diffusivity
Finally, we investigated whether species can take advantage of each other by changing
the diffusion constant of their public goods. Upon repeating the steps leading to
Eq. (2.5) but for DA 6= DB one still finds that the resulting equation is invariant
under the exchange of species labels, i.e. fA → 1− fA. Hence, if only the public good
diffusivities are different between the species, then none of the species is expected to
dominate the other. This conclusion however holds only when the fitnesses are linear
functions of the nutrient concentrations, i.e. K =∞. For lower values of K, we find
that the species producing public goods that diffuse more slowly dominates the other
species (Fig. 3·4). As K is decreased further, the population undergoes the demixing
phase transition described above, and one of the species becomes extinct.
The effects of fitness nonlinearities and public good diffusivities can be easily under-
stood by considering the population dynamics close to the domain boundary. The
dominant species is determined by whether species A is more likely to invade the
space occupied by species B or species B is more likely to invade the space occu-
pied by species A. To make the argument more clear let us assume that DA = 0
and DB =∞, then the concentration of public good B is the same everywhere while
the concentration of public good A is high inside the domain comprised of species A
and zero outside. As a result, the fitness of species A is the same everywhere, while
the fitness of species B is low in its own domain and high in the domain occupied
by species A. The nonlinearity in Eq. (3.1) makes fitness changes at low nutrient
concentrations much more pronounced than at high nutrient concentrations. Thus,
the advantage that the species B has over A in the domain occupied by species A
(where nA is high) is smaller than the advantage that species A has over B in the do-
main occupied by species B (where nA = 0). As a result, species A with lower public
good diffusivity dominates species B in agreement with the simulations (Fig. 3·4).
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In summary, we demonstrated that the main effect of public good diffusion is the
reduction of the effective strength of natural selection, which can lead to the loss
of mutualism via a nonequilibrium phase transition. The distance to this phase
transition controls the size of the domains formed by the species, a quantity of prime
interest in empirical studies. In addition, differences in the diffusivities of the public
goods could have a profound effect on the population dynamics. The effect of these
differences depends on the fitness and other nonlinearities and results in the selective
advantage for one of the species. Our work together with Ref. [12] provides a theory
for the phenomena observed in recent experimental studies [9, 13, 17] and could
potentially explain why cooperatively growing microbes modulate the diffusivities of
their public goods [20].
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2.6 Appendix : Public goods diffusion limits microbial mu-
tualism
Here we clarify and expand some of the statements made in the preceding sections
of chapter 2. Specifically, we include a detailed discussion of the length scales in
population dynamics and nutrient diffusion, illustrations of our arguments for the
renormalization of fitness and the effects of fitness nonlinearities, description of the
transition to mutualism on a global scale, discussion of alternative models of public
good production and consumption, comparison of mutualism to balancing frequency-
dependent selection, and the details of our computer simulations.
Four length scales: L, Ld, Lb, and Ln
In two-way cross feeding, species fractions and nutrient concentrations change on four
key length scales that we describe below. These are the system size L, the length
on which species fractions remain constant Ld, the length scales over which species
fractions change Lb, and the length scale on which the concentration of public goods
change Ln.
The first length scale is the system size L, which is the number of islands in our
simulations or the circumference of a microbial colony in the experiments. Thus far,
we have assumed that this length scale is much larger than any other length scale we
consider. When that is not the case, population dynamics can change either because
species can easily migrate across the whole population making it effectively well-
mixed rather than spatially structured or nutrients can easily diffuse across the whole
population making nutrient concentrations homogeneous rather than constrained by
the diffusive transport. The latter situation is carefully discussed later in this section.
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Figure 2·5: This figure illustrates four main length scales under con-
sideration. (a) The top panel shows how the spatial distribution of
species evolves in time on the scale of the whole population L. The
species are shown with different colors. For large D, mutualism is weak
and species demix into domains dominated by one of the two species.
The size of these domains is Ld. (b) The next panel zooms in on the
scale of a single domain and compares the domain size Ld and the size
of domain boundaries Lb. The latter length characterizes the region be-
tween the two domains where both species are present simultaneously.
(c) The final panel shows the distribution of the public goods produced
by the species shown in (b). For large D, public goods diffuse well out-
side the domain boundaries before being consumed or degraded. The
length scale over which public goods concentrations change is Ln. Here,
p = 0.0005, d = 1, m = 0.1, N = 500, and D = 150000.
22
The second length scale is the size of the spatial regions occupied exclusively by one
of the species. We term these regions domains and denote the corresponding length
scale as the size of the domains Ld. In Fig. 2·5a, domains are represented by patches
of the same color and, in Fig. 2·5b, as regions where fA equals either 0 or 1. Note that
the different domains have different sizes, i.e. the size of the domains is stochastic.
Therefore, Ld represents the average size of the domains. Also, we define Ld only
when the domain size distribution has reached equilibrium. When no equilibrium ex-
ists, e.g., when complete demixing occurs, Ld is time dependent, and its equilibrium
value cannot be defined.
The third length scale is the boundary width Lb, which describes the size of the
regions that separate the domains. This length scale is distinct from Ld because
domains are much larger than the transitions between them. Moreover, the bound-
aries between the species are not infinitely sharp, but have a certain width (Fig. 2·5).
Finite boundary width does not require any selection or mutualism and is observed
even in neutral models. The two processes that determine the boundary width Lb
are migration and genetic drift. Migration makes the boundaries wider since there
is more migrant exchange between the domains (when migration is zero the bound-
aries are infinitely sharp). Genetic drift is also important. Without drift, population
dynamics are purely diffusive, which leads to a spatially homogeneous state without
domains. Very loosely speaking, the survival time of an individual of species B in the
domain of species A is N because of genetic drift and the maximal distance that that
individual can travel in that time is m times N , i.e. Lb = mN . This argument is
not rigorous, and the actual dynamics is much more intricate as explained in Ref. [32].
The fourth length scale Ln is the distance that public goods diffuse before being
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absorbed. Since the life time of public goods is 1/d, they typically spread over a
distance Ln ∼
√
D/d. This nutrient length scale can also be immediately obtained
from Eq. 2.4, where it appears in the exponent. Another interpretation of Ln is the
distance over which changes in the species fractions cause changes in the concentra-
tions of the public goods. For small diffusivities, nutrients are absorbed where they
are produced, and nutrient concentrations closely follow species fractions. For large
diffusivities, the concentrations of public goods change more gradually. As a result,
public goods produced by species A diffuse well into the domain occupied by species
B (Fig. 2·5c).
Expansion of Eq. 2.5 to the first order
One way to see that nutrient diffusion inhibits mutualism in to consider the ex-
pansion of Eq. 2.5 for small D. The first order of the expansion contributes a
term −2pDd−2fA(1− fA)∂2fA/∂x2 in addition to the term that we obtained by set-
ting D = 0. Biologically, this new term implies that species A is at a disadvantage in
the locations where its density has a local minima because species B receives extra
public goods from the nearby regions with larger concentration of species A. Mathe-
matically, this term has a similar form to the second-derivative term describing species
migration in Eq. 2.1, but contributes with the opposite sign. In the language of field
theory, public good diffusion renormalizes species migration to a lower value. Since
the strength of mutualism S increases with the migration rate m, we expect that
public good diffusion should favor species demixing.
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Public goods diffusion renormalizes the selection for coexistence
Our arguments for the dynamics near the boundary between the two species are
illustrated in Fig. 2·6 for the reduction in the selection for coexistence due to public
good diffusion and in Fig. 2·7 for the effects of fitness nonlinearities. Note that reduced
selection due to public good diffusion might also explain the residual species demixing
observed even for obligate mutualists; see figure 2c in Ref. [13].
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Figure 2·6: This figure illustrates our argument that seff ∼ sLbLn . Se-
lection occurs only in the region of size Lb, where the differences in
nutrient concentrations are small. This leads to a reduced difference in
species fitness seff compared to the maximal possible fitness difference s.
Mean fitness is an alternative order parameter
Local heterozygosity H has been previously used as an order parameter describing
the mutualistic phase [12]. The connection between H and mutualism is easy to
understand in the standard game theory because only species present in the same
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location can interact. Indeed, there are no species interactions in a demixed state,
and, therefore, populations with H = 0 cannot support mutualism. This connection
between H and mutualism is less clear when public goods can diffuse because, even
in the demixed state, species can benefit from each other if they can exchange public
goods through diffusion. Since both the domain size Ld and the nutrient exchange
length scale Lb increase with D, it is important to demonstrate that the loss of local
heterozygosity indeed implies the loss of mutualism.
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Figure 2·7: The left panel shows the spatial distribution of public
goods close to the domain boundary, when the diffusivities of the pub-
lic goods are different. The right panel shows the effect of nutrient
distributions on the fitness of the species, when fitness saturates at
high nutrient concentrations.
The degree of mutualism is directly linked to the mean fitness of the population w¯.
When mutualism is successful, the mean fitness will be larger than one (about 1+s/4),
but, when the mutualism fails due to demixing, w¯ will be close to one. Unlike H,
which quantifies species coexistence, mean fitness quantifies the affect of mutualism
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on cell growth. Thus w¯ is a more robust measure of mutualism than H because it
is directly applicable for all values of D. For convenience, we normalize w¯ by its
maximal possible value and define the fitness gain due to mutualism as 4(w¯ − 1)/s,
which varies between 0 and 1.
Figure 2·8 shows how both local heterozygosity and the fitness gain due to mutualism
change with nutrient diffusivity D for the same parameters as Fig. 4·2. For D that is
not too large, both measures of mutualism show similar trends. In particular, one can
clearly see that both H and the fitness gain vanish at Dc. Thus, the phase transition
described in section 2.3 involves the loss of both mutualism and coexistence. The
behavior for very large D is discussed next.
Transition to global mutualism
Throughout chapter 2, we assume that the system size (e.g. the number of islands
in our simulations) is much greater than the typical distance that the nutrients dif-
fuse before being consumed. This separation of length scales is indeed observed
in microbial experiments. Typically, the circumference of a microbial colony is be-
tween 5mm and 10cm, while the nutrient diffusion length was estimated to be between
30µ and 700µ [9, 13]. The large system size limit is also necessary to properly study
phase transitions in our simulations.
The behavior in the other limit, when Ln  L is also interesting. In this limit, nutrient
concentrations are spatially homogeneous and nutrient exchange occurs on a global
rather than on a local scale. Although such fast nutrient transport cannot typically
occur through diffusion, fluid flow driven by convection, mixing, or turbulence can in
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principle create a regime of global nutrient exchange. Dynamics in this regime are
very different from what we describe because the strength of frequency-dependent
selection depends on the mean fractions of the species in the entire population. Thus,
there is a strong selection for species coexistence on a global scale even though they
demix locally.
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Figure 2·8: Both local heterozygosity and fitness gain due to mu-
tualism become zero at the critical diffusivity. (a) Local heterozygos-
ity H decreases with nutrient diffusivity D. The data is the same as
in Fig. 4·2. As we discuss in section 2.3, H > 0 for D < Dc, and
H = 0 for D ≥ Dc. (b) The fitness gain due to mutualism 4(w¯−1)/s is
shown. Here, w¯ is the arithmetic mean of the fitnesses of all organisms
in the population. The fitness gain equals 1 when species take maximal
advantage of the mutualism and 0 when mutualism is lost. Both local
heterozygosity and fitness gain show similar trends for nutrient diffusiv-
ities that are not too large. In particular, mutualism is lost above the
critical diffusivity. However, when D becomes so large that the nutrient
length scale Ln becomes comparable to the system size L, mutualism
recovers even though H remains zero. This mutualism occurs on a
global rather than on a local scale. Here, the simulation parameters
are the same as in Fig. 4·2.
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Simulation results shown in Fig. 2·8 support this intuition and illustrate the transi-
tion from local to global mutualism. For D that is not too large, Ln  L is satisfied.
Therefore, both H and the fitness gain due to mutualism decrease with D until they
vanish at Dc. The local heterozygosity remains zero as D increases by orders of mag-
nitude (beyond what is physically possible). The fitness gain, however, remains zero
only while Ln  L. When the diffusion is fast enough to make nutrient concentra-
tions homogeneous across the population, the regime of global mutualism starts, and
the fitness gain becomes nonzero.
In the regime of global mutualism one finds that species demix locally until there are
just two domains left: one of species A and the other of species B. The relative size of
these domains fluctuates around f ∗, i.e. the mutualism is preserved even though, the
coexistence is lost locally. Because nutrients are shared globally, population dynamics
in this regime are similar to those of a well-mixed population of size NL. The only
difference is that the competition between the species is restricted to the boundary
between the two domains. This spatial localization of competition results in quanti-
tative but not qualitative differences in the population dynamics between spatial and
well-mixed populations.
When L  Ln and D > Dc, local demixing will also eventually leave only two
domains: one of species A and one of species B just like in the regime of global
mutualism. Unlike that regime however, the frequency-dependent selection will be
strongly suppressed. Indeed, the concentration of nutrients at the boundary where
the competition occurs will be the same regardless of the global fraction of species
A and B as long as the domains occupied by the species are larger than Ln. Only
when the domain of one of the species shrinks below Ln, the balancing frequency-
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dependent selection becomes nonzero due to the lack of the public goods produced by
the shrinking species. To put this another way, there is no pressure for the boundary
between the species to separate them in equally sized domains because the species
at the boundaries get their public goods from a region of size Ln, not L, and, within
the distance of Ln from the boundary, the species are about equally abundant. As a
result, mutualism in this regime is not global and is not stable.
The effect of the system size L on the transition to global mutualism is illustrated in
Fig. 2·9. For all system sizes, we observe the loss of mutualism at D = Dc followed
by a region of no mutualism at higher diffusivities. However, when Ln =
√
D/d
becomes comparable to the system size, there is a transition to global mutualism.
As we expect, this second transition occurs at larger D for larger system sizes. In
consequence, the region of no mutualism increases with the system size, and becomes
infinitely large as L→∞ indicating that the loss of mutualism at Dc is a true phase
transition.
Note that the transition from local to global mutualism that we discussed here is
quite different from the often observed effect that spatial structure promotes coex-
istence. For example, Ref. [34] found that bacteria playing an equivalent of Rock-
Paper-Scissors game cannot coexist in a well-mixed population, but maintained global
coexistence in a spatially structured population even though local diversity was lost.
Although fast nutrient transport also leads to global coexistence at the expense of
local diversity, the mechanism of coexistence is very different. Indeed, global nutrient
exchange makes a spatially structured population of two-way cross-feeders behave
essentially the same as a well-mixed population.
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Figure 2·9: Transition to global mutualism depends on the system
size. Similar, to Fig. 2·8, the loss of mutualism due to local demixing
occurs at Dc for all four system sizes. The fitness gain remains zero
as diffusivity increases until Ln =
√
D/d becomes comparable to L,
and global mutualism sets in. As expected, the diffusivity, at which
the transition to global mutualism occurs, increases with the system
size. Note that the value of fitness gain at D = ∞ approaches 1 as L
increases because genetic drift is suppressed in large populations. Here,
p = 0.0005, d = 1, N = 200, and m = 0.1.
Alternative models of public goods dynamics
In the preceding sections, we used the following model of public goods production,
consumption, and decay
∂nA
∂t
= DA
∂2nA
∂x2
+ pAfA − dAnA. (2.7)
This is perhaps the simplest model that assumes that public good A is constantly
produced by species A at a constant rate and either both species consume the pub-
lic good at the same rate or nutrient decay is primarily caused by external factors
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other than the consumption by the species; for example, due to diffusion outside the
layer of actively growing cells or degradation. Deviations from these assumptions will
make pA and dA depend on nA, nB, and fB. Additional dependence on fA is not nec-
essary since fA = 1 − fB. Next, we consider three different models that incorporate
such dependencies and show that our results are robust to these changes.
Model 1. In this model, public good production saturates when the producing species
is very abundant. Biologically, Model 1 reflects cellular regulation that allows the
production of public goods only when they are needed.
∂nA
∂t
= DA
∂2nA
∂x2
+ pA
fA
(1 + fA)
− dAnA (2.8)
Note that this model is nonlinear in species fractions.
Model 2. In this model, public goods are consumed only by species B, and there is
no other mechanism of public goods decay.
∂nA
∂t
= DA
∂2nA
∂x2
+ pAfA − dAnAfB (2.9)
Model 3. In this final model, nutrient is preferentially consumed by species B and can
also decays due to external factors.
∂nA
∂t
= DA
∂2nA
∂x2
+ pAfA − dAnA − fBnA (2.10)
Note that the last term in both Models 2 and 3 introduces a nonlinearity because it
is a product of species fractions and public good concentrations.
In simulations, we observe the loss of coexistence with increasing public goods dif-
fusivity for all of these models; see Fig. 2·10. Except for the fact that nonlinearities
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affect competition between species with different public goods diffusivities, we did not
find any qualitative difference in the behavior of these models and the model studied
previously.
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Figure 2·10: Loss of coexistence with increasing public goods diffusiv-
ity for three alternative models of nutrient-mediated mutualism. The
behavior of the heterozygosity in all three models is consistent with the
simpler model analyzed in this chapter. The parameters used in the
simulations are as follows. Model 1: N = 200, m = 0.1, p = 0.0005,
and d = 1. Model 2: N = 200, m = 0.1, p = 0.0005, and d = 1.
Model 3: N = 500, m = 0.003, p = 0.5, and d = 10.
Effects of asymmetries in public goods dynamics
We now turn to the effects of species asymmetries on the population dynamics.
WhenD = 0 and the model reduces to that of local frequency-dependent selection, the
asymmetries in nutrient production and decay rates result in the selection term of the
form sfA(1−fA)(f ∗−fA), where the preferred fraction f ∗ no longer equals 1/2. Popu-
lation dynamics in this limit have been previously analyzed in Ref. [12] with the main
conclusion that species asymmetry substantially weakens mutualism and species A is
favored if f ∗ > 1/2 while species B is favored otherwise. We find that D > 0 does
not alter these results.
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Frequency-dependent selection in population genetics
In preceding sections, we focused on mutualism as the force maintaining coexistence
between different species. Coexistence among genotypes has been extensively studied
in population genetics, and, in this section, we draw some parallels to that field. Most
of the population genetics literature focuses on the maintenance of polymorphism due
to site-specific or local adaptation. In the context of our model, this would correspond
to different islands always favoring either species A or species B. This situation how-
ever is quite different from mutualism, and we do not think that a simple analogy can
be made between these two alternative mechanisms to maintain polymorphisms, i.e.
local adaptation vs. local frequency-dependent selection. Indeed, local adaptation
fails at high migration rates, while the stability of coexistence always increases with
migration for local frequency-dependent selection.
Without public good diffusion, mutualism between two species is however analogous
to frequency-dependent selection in population genetics because these two phenomena
are described by the same mathematical model. An example of frequency-dependent
selection especially relevant to our discussion of mutualism is the t-allele in house
mice. This allele is under balancing selection, but is observed at frequencies much
smaller than predicted by a deterministic model. Lewontin et al. first proposed that
the reduced prevalence could be due to stochastic effects [35]. This idea was fur-
ther refined to account for migration in Ref. [36], and a very definitive treatment
was presented by Durand et al. [30]. This last paper found that there is a critical
migration below which the t-haplotype becomes extinct (for much higher migration
the deterministic approximation works well). This result parallels that of Ref. [12]
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because Sc ∼ sm2N4 and the phase transition leading to the loss of coexistence can
occur by reducing selection, population size, or migration. The analysis by Durand et
al. was however done for an island model, not a stepping-stone model.
Details of simulations
Simulations were implemented based on the Wright-Fisher model of population ge-
netics. Concretely, we first computed the expected species fractions in the next gen-
eration and then obtained the actual number of species in each deme via binomial
sampling with N trials. We considered spatial structure of a quasi-one-dimensional
population because the growth of cells in a microbial colony is confined to a very
narrow region (a few cell widths) at the colony edge [37].
In Fig. 4·4, we obtain Ld as follows. First, we compute H(t, x), a two point correlation
function that estimates the probability of sampling two different species a distance x
apart:
H(t, x) = 〈f(t, 0)[1− f(t, x)] + f(t, x)[1− f(t, 0)]〉. (2.11)
When population reaches a steady state, H(t, x) becomes independent of time, and
we denote this equilibrium heterozygosity as H(x). The domain length is then ob-
tained by fitting the exponential decay of H(x) at large x, i.e. H(x)−H(∞) ∼ e−x/Ld ,
which is expected for all D other than D = Dc [12, 33].
Data in all figures is averaged over 20-25 replicates. In Figs. 4·2, 4·4 and 3·4, N = 200,
m = 0.1, p = 0.001, d = 1, and K = 1. In Fig. 4·5, K = 1 while other parameters
are given in the figure panels. In Figs. 4·2, 4·5 and 4·4, the habitat consisted of 104
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islands and was observed after 106 generations starting from a well-mixed state. In
Fig. 3·4, the habitat consisted of 500 islands and was observed after 105 generations
starting from a well-mixed state.
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Chapter 3
Spatial structure favors pairwise
interaction networks in microbial
communities
Microbes thrive on collective biochemistry in complex environments such as the soil
or the human gut. Inter species interactions, competitive and cooperative, shape the
functionality of these colonies. In particular, cooperative interactions allow the com-
munity to thrive in varied habitats. Cross-feeding and other mutualistic interactions
require spatial proximity, but are typically studied via mass-action kinetics or Lotka-
Volterra models, which neglect spatial structure. We found that the requirement for
spatial proximity severely constrains the network of possible microbial interactions.
In particular, while cooperation between two species is exceedingly stable, mutual-
ism requiring three or more species succumbs to ecological drift and fails to sustain
sufficiently mixed populations required for multi-species cooperation. This differ-
ence in stability between pairwise and higher-order interactions stems from a special
universality class in nonequilibrium phase transitions that exists only for two-way
cooperation. Consistent with our results, pairwise mutualism is substantially more
common than multi-species cooperation, which often occurs only under extreme con-
ditions. We also found that additional pairwise interactions can stabilize three-species
mutualism. Cyclic interactions enhance stability most effectively, but fail to increase
community productivity. In contrast, reciprocal interactions enhance both produc-
tivity and stability of a microbial community. Our results suggest concrete strategies
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to engineer robust microbial consortia that are optimized for specific functions.
3.1 Introduction
Groups of microbes are responsible for the fruity aroma of fine wine, as well as for
regulating the incidence of chronic inflammatory diseases in the human gut [14, 38].
Community-wide mutualisms enable microbial consortia to accomplish difficult tasks
in diverse habitats [39–42]. Competitive and cooperative interactions between species
give rise to the large-scale mutualistic behavior that is ubiquitous in these commu-
nities [2, 6, 43]. Thus, the functionality of microbial communities emerges from the
existing network of interactions between community members.
Studies of mutualistic communities typically invoke a well-mixed approximation which
lifts the spatial restrictions on resource availability. This allows species abundances
to be computed through Lotka-Volterra type models that are independent of spatial
structure [27, 44–46]. In reality however, microbial consortia often need to proliferate
in a constrained habitat, sharing or competing for nutrients and budgeting resources
in response to the local environment. Nutrient availability may then be limited by spa-
tial factors, such as in soil or highly structured biofilms. Here, mutualism succumbs
easily to number fluctuations [4, 18, 22] and spatial structure limits the stability and
productivity of the ecosystem. In addition to the structure of interactions, therefore,
spatial and demographic noise affect the level of mixing in a spatially-embedded com-
munity.
Large variations in habitat microenvironments, temperature and resource availability
pose dynamic challenges to the survival of microbial communities. While individual
species may be ill-adapted to the complexity and heterogeneity of microbial habi-
tats, the community can comprise interacting members that are collectively suited
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to inhabit diverse environments. In particular, different types of mutualistic con-
nections between species allow the community to thrive. The maintenance of co-
existence in pairwise cross-feeding mutualists has been extensively studied in experi-
ments [9, 13, 17]. Such partnerships can provide a consistent advantage to interacting
species, and have been observed in multi-species communities as a way to orchestrate
mutualism [5, 15, 47]. Colonies can also maintain mutualism via cyclic rock-paper-
scissor games: cyclic dominance contributes to the maintenence of biodiversity in
microbiology and population ecology [8, 48–50], but is known to exhibit instabilities
for high species mobility [50–52]. In contrast, a collective ‘all or nothing’ type of
mutualism between three or more species is rarely observed in the wild. The presence
of every species is necessary in order for the community to derive an advantage from
mutualism, making it highly susceptible to ecological drift. Indeed, collective mutu-
alism becomes beneficial only under extreme conditions of temperature, pressure and
pH where it may aid in community survival [7, 41]. Therefore, microbial communities
may utilize a combination of pairwise reciprocal, cyclic and higher order interactions
to maximize nutrient yield in conducive conditions, or promote global stability in a
sub-optimal habitat.
In chapter 2 , we connected the metabolic details of cross-feeding in a 2-species com-
munity to species organization in the habitat, showing that coexistence is maximized
when species limit the sharing of nutrients. For large-scale microbial communities,
multiple interactions give rise to a particular type of functional response. An un-
derstanding of the interaction types and topologies that lead to persistent mutualism
can help guide the assembly of microbial communities optimized for specific functions:
bioengineering alternative sources of energy or targeted microbial therapies.
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In this chapter, we use a computational model to isolate the effects of network topol-
ogy on stability and productivity in a spatial microbial community. Using a proba-
bilistic framework to represent the strength of mutualism, we find that the fragility
of mutualism in space dictates possible interaction topologies that can give rise to a
stable community. In particular, mutualism requiring collective interactions between
multiple players becomes progressively more difficult to sustain for communities with
n>2 species. Two species mutualism is always stable while n>2 species mutualism
cannot survive the pressure of drift and spatial noise. The loss of mutualism in the
n>2 species case occurs via a nonequilibrium phase transition which belongs to the
directed percolation (DP) universality class. This marks a fundamental difference be-
tween the 2 and n>2 species cases; the 2-species community belongs to Z2 symmetric
directed percolation (DP2) universality class, which is unconditionally stable in two
dimensions.
While the collective network geometry leads to instabilities in community diver-
sity, pairwise interactions can stabilize coexistence. To investigate the dependence
of species coexistence on network topology, we systematically include reciprocal or
cyclic pairwise interactions in a 3-species community undergoing collective mutual-
ism. A cyclic network topology with pairwise helper dynamics makes the community
very stable, but individual species growth is compromised. On the other hand, adding
reciprocity to the network enhances both stability and productivity of the community.
We show that reciprocal, collective and cyclic networks exhibit coexistence in distinct
regions of parameter space. The phase diagram reveals the crossover of reciprocal to
collective dynamics and shows that cyclic networks are stable over all phase space.
Our work suggests ways to control the efficiency and health of multispecies microbial
ecosystems by exploiting the interplay of reciprocity and cyclicity in the underlying
interaction networks.
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3.2 Topological model of multi-species mutualism
Standard game-theoretic studies of mutualistic dynamics in microbial colonies define
the strength of mutualism in terms of the fitness or rate of reproduction of individual
strains [12]. For 3-species collective mutualists, the individual fitnesses wA, wB
and wC depend on local species abundances.
wA = 1 + sfBfC ,
wB = 1 + sfAfC ,
wC = 1 + sfAfB
(3.1)
where s is the strength of mutualism. For a 2-species system, the individual fitnesses
are
wA = 1 + sfB,
wB = 1 + sfA (3.2)
In this formalism, the strength of mutualism defined in terms of species growth rates
is dimensionally different depending on how many species participate in the interac-
tion. To meaningfully evaluate the ease of coexistence in multi-species networks with
multiple interacting partners, we interpret the strength of mutualism as a probability
of mutualism.
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Figure 3·1: Model of collective mutualism. Species occupy islands
arranged on a two dimensional lattice. Each island accommodates N
individuals of up to 3 different species. Migration between islands oc-
curs with rate m. The species are labelled in red, blue and green.
The figure illustrates the implementation of collective dynamics for a
2-species and a 3-species system. Two species are mutualistic with
probability s, and neutral with probability 1 − s (above). For three
species, multi-point mutualism occurs with probability s, and neutral
dynamics with probability 1−s (below). In case one of the species goes
extinct, the mutualistic advantage is lost and subsequent dynamics are
always neutral.
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We model the effects of pairwise or collective network connections on community coex-
istence, comparing 2-species pairwise and n>2 species collective mutualists. Treating
the extent of local mixing as a proxy for community productivity, we track changes
in species intermixing as a function of the strength of mutualism. In a three species
community engaged in collective mutualism, the benefit of mutualism is derived only
in the presence of individuals of all three types. The species live in a two-dimensional
habitat analogous to a microbial colony in a petri dish or agar surface. They inhabit
an array of islands each with a finite carrying capacity of N individuals, which cor-
responds to the density of cells in the petri dish. Nearest-neighbour islands exchange
individuals at a rate m. The probability of mutualism, Pm = s guides the dynamics
within an island. In the presence of all three species, mutualistic dynamics occur
with probability Pm = s and neutral dynamics occur with probability Pn = 1 − s.
Mutualism benefits all three species equally, and the offspring in the next generation
are drawn from a well-mixed distribution. In neutral dynamics, the next genera-
tion is populated by selecting random individuals to reproduce. The probability to
be selected for reproduction is equal to the fractional abundance of the species. If
demographic fluctuations overcome one of the species on an island, the benefit of
mutualism is lost and subsequent dynamics are always neutral.
For a two-species mutualistic community, the dynamics proceed in a similar way. In
an island with both species present, the offspring are well mixed with probability
Pm = s, while neutral reproduction occurs with probability Pn = 1− s. If one of the
species succumbs to noise, an absorbing state is reached. The extinct species cannot
reappear in the affected island except via migration. The dynamics of the model for
2 and 3 species communities are illustrated in figure (3·1).
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To quantify the extent of coexistence, we define community productivity p and com-
munity stability ps, Eq. 3.3. Productivity quantifies the extent of local mixing: p is
the normalized product of fractional species abundances, averaged over islands. Sta-
bility reflects the composition of the community and the capacity of the habitat to
support global coexistence: ps is the product of globally averaged species fractions.
For an n-species colony:
p =
〈∏n
i=1 fi
( 1
n
)n
〉
ps =
n∏
i=1
< fi > (3.3)
The productivity peaks when the individual growth of each strain is maximized si-
multaneously. This happens when the species are highly mixed, and the community
is characterized by equal concentrations of all species. In other words, p indicates
how successfully mutualism aids the growth of the community as a whole. We track
the equilibrium productivity as a function of the strength of mutualism s to measure
the ease of mutualism in the community.
3.3 Collective mutualism in n ≥ 2 species communities
Our simulations of a two-species mutualistic community show that the equilibrium
productivity decreases slowly as the strength of mutualism is lowered, and plateaus
at a finite value (figure 4·5). The productivity never goes to zero, indicating that the
strains do not go extinct even at very low s. The community is robustly mutualistic
for all strengths of mutualism s 6= 0. In contrast, the equilibrium productivity of a
three-species community dips sharply as s is lowered, and vanishes below a critical
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strength of mutualism sc. The community is unable to sustain collective mutualism
for low s, and homogenizing extinctions lead to a single species taking over the habi-
tat. The spatial patterns in figure 4·4 illustrate this loss of diversity for 3, 4 and 5
species communities. Simulations with a mechanistic model following Eqs. 3.1 and 3.2
yield qualitatively similar results, see section 3.7.
Figure 3·2: Mutualism is progressively harder to maintain for higher
number of species. The mixing index decays as strength of mutualism
is lowered for communities with n>2 species. 5-species collective mutu-
alism is first to fail (green circles) followed by 4-species (brown circles)
and finally 3-species (blue circles). The critical strength of mutualism
below which coexistence is impossible rises steadily with community
species number (left). Here N = 60 and m = 0.01. The habitat con-
sisted of 64 by 64 islands and was observed after 106 generations starting
from well-mixed conditions.
45
In communities with a large number of component species undergoing collective mu-
tualism, demographic noise can easily destroy the mutualistic advantage. The ex-
tinction of a single species forces the community into neutral dynamics, leading to
the breakdown of productivity and the eventual death of the community. As the size
of the community grows, it becomes more and more difficult to maintain productive
mutualism through an all-or-nothing mechanism. Simulations show that the critical
strength of mutualism sc below which the productivity is lost increases monotonically
as a function of community size. Four and five species communities are productive
only for unrealistically high strengths of mutualism.
For all n > 2 species communities, the critical strength of mutualism sc increases
monotonically with n, but the qualitative behavior of the communities remains the
same. For n=2 species, however, there is a fundamental difference in diversity loss
due to the underlying non-equilibrium universality class: Z2 symmetric directed per-
colation for n=2 species, versus Z2 symmetric directed percolation for n>2 species. It
is impossible to completely destroy the productivity of a 2 species system by reducing
the strength of mutualism s, as the system does not undergo a phase transition in
d ≥ 2 dimensions. See section 3.7 and Refs. [33] and [53] for further details.
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Figure 3·3: Spatial patterns for n species systems as a function of
strength of selection. The number of species n in the population in-
creases from 2 to 5 (from top to bottom), while strength of selection
increases from left to right (s = 0.0008, 0.008, 0.08, 0.8). Mixing al-
ways persists in a 2 species system but for n > 2, coexistence is lost at
progressively lower strengths of selection. Loss of diversity for n > 2
species occurs through a nonequilibrium phase transition that belongs
to the directed percolation universality class. In contrast, the n = 2 sys-
tem lies in the DP2 universality class which does not undergo a phase
transition in d ≥ 2 dimensions. The scaling exponents for each system
are shown in the column on the extreme right. Here N = 60 and m =
0.01. The habitat consisted of 64 by 64 islands and was observed after
106 generations starting from well-mixed conditions [12].
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The rapid loss of diversity occurring in communities with n > 2 species is con-
sistent with the low incidence of n-way collective mutualism in the wild. Indeed,
the vulnerability of this type of mutualism to spatial and demographic noise guar-
antees its unsustainability in any habitat where collective action is not absolutely
essential to community survival. Collective triplets have been observed in acidic,
high-temperature habitats, where acidophiles increase pH levels making the environ-
ment habitable for species that release essential public goods [7, 41]. Unexpected
phylogenetic diversity is also seen in energy-limited habitats such as subterranean
caves, where starvation conditions may force species to cooperate collectively [54–56].
Survival in such habitats is contingent on simultaneous action to combat nutrient
limitations or environmental stress, thereby forcing the community to be collectively
mutualistic. Therefore collective mutualism, though costly, can allow microbial com-
munities to thrive when simple pairwise mutualism is insufficient for survival.
3.4 Physical underpinnings of productivity loss
The migration, death and stochastic birth of cells are non-equilibrium processes that
can lead to a transition from a heterogenous active phase to a homogenous inactive
phase. The phase transition is characterized by the vanishing of an order parame-
ter (in this case, the community productivity) at the critical point. While the sys-
tems of interest may be diverse and the dynamics complicated, nonequilibrium phase
transitions are dictated by latent symmetries which allow them to be grouped into
universality classes [33]. Close to criticality, the order parameter exhibits power-law
behavior as a function of the distance to phase transition. Nonequilibrium processes
belonging to the same universality class have the same power-law exponent as they
approach the critical point.
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We investigated the approach to the critical point for 2-species and n > 2 species
collective communities. The equilibrium spatial arrangements of these communities
for different values of s are summarized in figure 4·4. The 2 species community be-
longs to the Z2 symmetric directed percolation (DP2) universality class which does
not undergo a phase transition in d ≥ 2 dimensions. Therefore, 2 species mutualism
is robust for all s > 0 in two dimensions.
The n > 2 species communities belong to the directed percolation (DP) universality
class with growth exponent β = 0.583±0.003 [33]. Simulations confirm that, close to
the phase transition, the productivity scales as a power law consistent with the DP
exponent in 3, 4 and 5 species communities. The scaling exponent characterizes the
phase transition and provides a quantitative way to differentiate between 2 species
and n > 2 species communities.
In a 2 species community, mutualism can only occur in islands where both species
are present; species in demixed domains cannot cooperate. The domains represent
inactive states, however the boundaries between domains are actively mutualistic.
These active sites on the domain boundaries can in turn create active domains which
can repopulate the habitat. For n > 2 collective mutualists, the boundaries between
species domains are not mutualistic (all n species can never be present at the bound-
aries) and remain inactive. This difference in spatial domain dynamics leads to the
difference in universality class for the two systems.
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3.5 Adding pairwise interactions to collective mutualism
Microbes in multi-species communities often have complementary and sometimes re-
dundant metabolic capabilities. These additional interactions may affect community
composition and assembly by fostering competition or cooperation. Functional redun-
dancy can share the burden of making energy intensive nutrients and lead to reduced
dependency between species and thereby greater community stability.
We hypothesize that a collective community that is otherwise unable to support
multi-species coexistence may do so with additional interactions. While collective
mutualism is demonstrably weak in spatial communities with n > 2 species, pairwise
interactions between species can make the community more stable. In this section, we
modify the topological model of community composition to add additional pairwise
interactions between species.
When all species are present, the dynamics proceed as previously defined in Fig. 4·2.
For the purely collective community, a single extinction results in neutral dynamics
with Pm = 0. In the hybrid collective case, however, a species extinction activates
the latent pairwise interaction, with Pm = s2 and Pn = 1 − s2, where s2 defines the
strength of pairwise interaction. We focus on two primary modes of interaction be-
tween pairs: reciprocal and cyclic mutualism. In Fig. 3·4 we elucidate the topological
model dynamics, modified to include pairwise links.
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Figure 3·4: Cyclic and reciprocal mutualistic dynamics in a 3-species
system. The different species are labeled in red, blue and green. In (a),
each species unilaterally helps one of the others with a cyclic connection
network; the arrows indicate reverse direction of cyclic dominance. In
the presence of all three species (left), mutualism occurs with proba-
bility s, and neutral dynamics with probability 1 − s, as in collective
mutualism. On single-species extinction (right), the helper species of
the remaining two is excluded with probability s2 while neutral dy-
namics occur with probability 1− s2. In (b), symmetric and reciprocal
mutualistic connections exist between all species. Collective dynamics
occur in the presence of all three species (left). On extinction of a single
species (right), the remaining are mutualistic with probability s2 and
neutral with probability 1− s2
3.5.1 Cyclic mutualism is unconditionally stable but less productive
Systems with cyclic dynamics have been widely studied to understand predator-prey
interactions and competition in microbial colonies [50, 57–61]. Cyclic systems exhibit
rich and varied behavior, with temporal species variation via phase oscillations, limit
cycles or spatial mobility. In particular, cyclic interactions can contribute to the
maintenence of biodiversity in microbiology and population ecology [8, 48–50]. In
the present work, we study cyclic helper dynamics in a 3-species community wherein
mutualism is generated primarily through collective interactions.
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Figure 3·5: Cyclicity reduces productivity but improves stability.
Adding cyclicity to a 3-species pure collective system with s = 0.001
(left and middle) makes it stable for all strengths of mutualism. How-
ever, cyclic interactions tend to reduce local mixing and make the
community less productive at the same mutualistic strength. While
cyclicity compromises local coexistence, the species coexist globally and
community composition remains the same. Cyclic mutualism exhibits
characteristic spiral pattern formation wherein global diversity is main-
tained through creation of new patches from vortices at the intersection
of three differently colored domains (right). Diversity persists in the
cyclic community even after the collective dynamics have collapsed.
Here N = 60 and m = 0.01. The habitat consisted of 64 by 64 is-
lands and was observed after 106 generations starting from well-mixed
conditions.
When the strength of collective mutualism s is below the critical threshold sc =
0.0012, global coexistence is irrevocably lost in the community. We introduce pairwise
cyclic helper dynamics below the critical threshold for collective mutualism. In the
system with s = 0.001 < sc, global persistence of all 3 species is observed for any
non-zero cyclicity s2 (Fig. 3·5). Similar dynamical behavior has been observed in a
voter-like model of cyclic coexistence in [62], which defines the universality class of
the cyclic demixing transition occurring at s2 = 0. Supplementing the collective s
with cyclic mutualism s2 rescues the community from collapsing into a single-species
final state. Stable persistence at the habitat level, however, comes at the cost of local
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species inter-mixing (Fig. 3·5).
Figure 3·6: The evolution of a cyclic community over time. Vortices
at the edge of 3 differently colored domains become centers of spiral
invasions. Thin spiral boundaries allow the spontaneous creation of new
vortex-anti-vortex pairs, which allows the habitat to maintain diversity.
Here N = 60 and m = 0.01. The habitat consisted of 100 by 100 islands
and was observed at intervals of t = 20 generations.
When an extinction occurs in any island, one species reaps a growth benefit from
the other as defined in Fig. 3·4. This constraint leads to a rapid reduction in local
mixing, as the helped species outcompetes the helper species in islands containing
pairs. However, all three species are present globally through the maintenance of
large spiral domains. Single species cannot be permanent lost from the habitat, as
all three species always coexist at the meeting point or ‘vortex’ of 3 spiral domains.
As a result of the mechanism of global diversity maintenance, local mixing is limited
by the number of vortices in the habitat. Fig. 3·6 shows the growth and proliferation
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of vortices and spiral domains in a pure cyclic community with s = 0 and s2 = 1.
While community stability is maintained through cyclic mutualism for all s2 > 0,
increasing s2 has a negative impact on the productivity even while the collective s is
held constant. Highly cyclic communities tend to have high species segregation, fewer
and larger spiral domains, a smaller number of 3-species vortices, and consequently
low mixing. Cyclicity compromises local coexistence, but diversity persists in the
cyclic community even after the collective dynamics have collapsed.
3.5.2 Reciprocal mutualism is productive and stable
Local mixing or productivity may be of importance in engineered or natural microbial
communities, to maximize availability of an essential nutrient or improve the yield of
fuel from a bioreactor. Mixing is often achieved through cross-feeding or a similar re-
ciprocal interaction [9, 13, 15, 16]. Indeed, pairwise links can stabilize large microbial
communities, alleviating metabolic deficiencies in individual species and promoting
community function [1]. In this section, we investigate the impact of including recip-
rocal interactions in a collective mutualistic community below the critical mutualism
threshold.
When reciprocity s2 is added to a collective 3-species community with s = 0.001, com-
munity collapse is averted. As the amount of reciprocity in raised, the community
becomes globally stable and locally productive (Fig. 3·7, left and middle). Impor-
tantly, raising s2 significantly increases local mixing even for communities below the
critical threshold of collective mutualism s < sc, even when the amount of reciprocity
added is very low. In particular, a 1% increase in reciprocity leads to a jump in
productivity of nearly 10%. Over the full parameter space of s, reciprocity consis-
tently increases local mixing, with a higher increase for more reciprocal interactions
(Fig. 3·7, right). In contrast with cyclic mutualism which exhibits a poverty of local
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mixing, we can access high community productivity at low values of s over a large
range of reciprocities. Figure 3·8 shows the regions of coexistence and demixing in
s2 − s space, for reciprocal and cyclic interactions.
Figure 3·7: Reciprocity improves productivity and stability. When
reciprocity is added to a pure collective 3-species system with s = 0.001
(left and middle), reciprocal interactions are unstable at very low s2,
where the system is effectively neutral. However, a slight increase in
s2 allows an increase in productivity and stability even at strengths
of selection s < sc (middle). The effect intensifies as the interactions
become more reciprocal. For pure collective mutualism (blue dots), the
productivity decays at low strength of mutualism and is lost below a
critical s (right). Adding reciprocity to collective mutualism raises the
level of mixing to a non-zero value for a range of mutualistic strengths.
Here N = 60 and m = 0.01. The habitat consisted of 64 by 64 is-
lands and was observed after 106 generations starting from well-mixed
conditions.
3.6 Conclusions
Cooperative interactions can allow microbial communities to overcome environmental
duress and thrive in a variety of habitats. Pairwise reciprocal, cyclic or higher order
mutualism enables species to survive noise and maintain coexistence; the decision to
choose a particular mutualistic strategy may depend on the local environment. In
this chapter, we systematically examine the effects of various mutualistic interactions
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on the stability and productivity of a microbial community.
To compare interaction topologies with different numbers of interacting partners,
we formulated a topological model interpreting the strength of mutualism s in a
probabilistic way. In simulations, we found that collective, ‘all or nothing’ mutualism
is susceptible to spatial noise and is easily overwhelmed for n > 2 species. This is
consistent with the observation that collective mutualism is difficult to sustain in the
wild, without a large external pressure to coexist. However, the 2-species colony in two
dimensions is unconditionally stable, due to an underlying difference in universality
class from the n > 2 case.
We extend the topological model of mutualism to add additional pairwise interactions
to a collective community below the critical threshold sc. We observed that pairwise
interactions stabilize collective mutualism: cyclic mutualism is always stable but leads
to locally unproductive communities, while reciprocal interactions are both stable
and productive over a large range of parameters. The two-species reciprocal unit
is robust at all mutualistic strengths in 2 dimensions and species intermixing in a
reciprocal community stems from the cumulative productivity of a large number of
pairs. Therefore, we intuit that pairwise reciprocal interactions are good building
blocks for community assembly. Overall, microbial communities can benefit from
using different interaction strategies to survive noise, coexist globally and maximize
species intermixing in diverse habitats. Our results suggest concrete strategies to
engineer robust and optimally functional microbial consortia.
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Figure 3·8: Phase diagram in s2 − s space showing regions of coex-
istence and demixing. (A) Reciprocity (A) and cyclicity (B) increase
along the positive s2 axis and the points along the s axis correspond to
pure collective mutualism. The color reflects local productivity aver-
aged over the habitat. Collective coexistence (s2 = 0) is unstable below
a critical strength of mutualism. The s2 − s plane is divided into re-
gions of low and high mixing, darker regions show community collapse
through loss of diversity.(B) Cyclic coexistence is stable over all param-
eter space. However, productivity is drastically reduced leading to a
expanded darkened region. Here N = 60 and m = 0.01. The habitat
consisted of 64 by 64 islands and was observed after 106 generations
starting from well-mixed conditions.
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3.7 Appendix : Overview of Universality classes for multi-
species mutualisms
In this section, we describe the nonequilibrium phase transitions that characterize
demixing in multi-species mutualism. We also discuss the effects of dimensionality
on the results presented in preceding sections of chapter 3.
Non-equilibrium universality classes
The migration, death and stochastic birth of cells are non-equilibrium processes that
can lead to a transition from a heterogenous active phase to a homogenous inactive
phase. The phase transition is characterized by the vanishing of an order parame-
ter and divergence of correlation length as the system approaches the critical point.
Close to criticality, the order parameter exhibits power-law behavior as a function
of the distance to phase transition. While the systems of interest may be diverse
and the dynamics complicated, nonequilibrium phase transitions are dictated by la-
tent symmetries which allow them to be grouped into universality classes [33, 53].
Nonequilibrium processes belonging to the same universality class have the same
power-law exponent as they approach the critical point.
If the transition is irreversible in nature, the inactive phase is known as an absorb-
ing state; the system unequivocally breaks detailed balance. Biologically speaking, a
single-species state in our model for pairwise and higher order mutualism is an absorb-
ing state since extinct species cannot be created spontaneously. The most important
nonequilibrium universality class for this category of absorbing-state transitions is di-
rected percolation or DP. These transitions occur in a wide range of models describing
cellular automata, damage-spreading, forest-fires, chemical catalysis and water-flow
through a porous medium [33, 63, 64]. The DP universality class is extremely robust
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and largely invariant to the microscopic processes that define the model. Departures
from DP are rare, except in the presence of additional symmetries or long range or-
dering in the system. In the next section, we describe general, empirical rules based
on symmetry to distinguish DP from other universality classes.
DP conjecture: symmetry considerations
The DP conjecture states that a model belongs to the DP universality class if the
following conditions hold [33, 65, 66]
1. The model displays a continuous phase transition from a fluctuating active
phase to a unique absorbing state.
2. The transition is characterized by a positive, one-component order parameter.
3. The dynamic rules only involve short-range processes.
4. The system has no special attributes such as additional symmetries or quenched
randomness.
The exceptions to the DP class all violate one or more of the above conditions. For
example, systems with two or more symmetric absorbing states, the activated random
walk problem with a conserved order parameter or models where activity spreads over
long distances.
The DP with Z2 symmetry or DP2 class describes spreading models where the ab-
sorbing states compete with each other. Suppose there is a single active state and
several symmetric absorbing states which can be thought of as having different colors.
Then in a DP2 class, inactive domains of different colors cannot stick together irre-
versibly but will always be separated by fluctuating active interfaces. The symmetry
under global permutation of colors ensures that the absorbing domains of different
colors compete with each other. Models with two symmetric absorbing states belong
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to the DP2 universality class, but when models with infinitely many absorbing states
have been shown to be DP [67]. In section 3.3, we present evidence that our model
of collective mutualism for n>2 species falls in the DP universality, with as few as 3
absorbing states. This suggests that the DP class may be robust for all n > 2, unless
the system becomes mean field at high n.
In section 3.3, the exit from 2-species mutualism with 2 symmetric absorbing states
occurs through the DP2 transition. When all three species are required for mutualism
i.e collective mutualism, the walls between domains are inactive and we expect DP
behavior. In Tab. 3.1, we present literature estimates for the critical exponents of
DP and DP2 universality classes.
Table 3.1: Critical exponents for Directed Percolation (DP)
and Z2 Directed Percolation universality classes from [33] and
[53]
critical
exponent
mean
field d = 1 d = 2 d = 3 d = 4
Directed Percolation
β = β′ 1 0.276486(8) 0.584(4) 0.81(1) 1− /6− 0.011282
ν⊥ 1/2 1.096854(4) 0.734(4) 0.581(5) 1/2 + /16 + 0.021102
ν‖ 1 1.733847(6) 1.295(6) 1.105(5) 1 + /12 + 0.022382
z 2 1.580745(10) 1.76(3) 1.90(1) 2− /12− 0.029212
δ = α 1 0.159464(6) 0.451 0.73 1− /4− 0.012832
η 0 0.313686(8) 0.230 0.12 /12 + 0.037512
γ 1 2.77730(5) 1.60 1.25 1 + /6 + 0.066832
Z2 Symmetric Directed Percolation
β 0 0.92(2) MF MF MF
β′ 1 0.92(2) MF MF MF
ν⊥ 1 1.83(3) MF MF MF
ν‖ 1 3.22(6) MF MF MF
Z = 2/z 1 1.15(1) MF MF MF
δ + θ 1 0.286(2) MF MF MF
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Temporal diversity loss in 1D
In 1-dimension, we recover the expected results for 2 mutualistic species with a fitness
function of the form
wi = 1 + cifj (3.4)
Figure 3·9: In a 2-species mutualistic system in 1 dimension, local
heterozygosity decays with time, the decay is faster for lower values of
mutualism s. The red line shows neutral decay t−1/2. (Left). The
scaling function for density near the DP2 transition collapses the data
for different offsets s− sc (Right). Here, N/n = 25 and m = 0.01. The
habitat consisted of a lattice of 1000 islands and was observed after
1500000 generations starting from well-mixed conditions.
In the mean field, the equation describing the dynamics of the species fractions f1
and f2 = 1− f1 is
fi = sfi(1− fi) +D∆2fi (3.5)
where s ∼ wi − wj.
This equation corresponds to the mean field representation of the generalized voter
61
model, with 2 symmetric absorbing states. The order parameter is the density of
either species. Increasing strength of mutualism saturates species coexistence, while
below a critical sc, mutualism is always lost. In 1 dimension, the transition is expected
to be DP2. The density of active sites i.e the productivity or heterozygosity decays
with time as shown in figure 3·9.
Close to criticality, the dynamics of the averaged local density is described by the
DP2 exponent β = 0.92. In Fig. 3·9, the scaling function for density of active sites
collapses the data for different offsets s− sc with the following scaling relationship
< ρ(t) > tβ/v|| = (s− sc)t1/v|| (3.6)
where β and v|| are the scaling exponents for DP2 universality class.
In the collective model of 3-species mutualism, the fitness of the ith species Ai is
given by
wi = 1 + cifjfk (3.7)
There will be three absorbing states in this case, namely fi = 1, fj,k = 0. The
transition is well described using the exponents for DP universality class.
Temporal diversity loss in 2 dimensions
In 2+1 dimensions, the DP transition is expected to occur with the exponent β =
0.584, while models in the DP2 class are expected to be in mean field. Simulations
with the 2-species system in 2 dimensions show the expected mean-field behaviour.
In the 3-species system, the transition is consistent with the DP universality class,
see Figs. 4·5 and 4·4.
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Figure 3·10: A 2-species mutualistic system in 2 dimensions is in
mean-field, consistent with the expectation for DP2 universality class
in 2 dimensions. The red line shows 1/lnt coarsening. Here, N/n = 25
and m = 0.01. The habitat consisted of a square lattice of side L = 64
and was observed after 1500000 generations starting from well-mixed
conditions.
Effect of reduced population size
The species extinctions observed in the model could be a consequence of a reduced
effective population size i.e N remains constant at 60 individuals per island irrespective
of the number of species n. This situation is biologically realistic, competition for
space and resources can enforce a hard cut-off in population size. Nevertheless, we
find that multi-species mutualism becomes unsustainable even in habitats with a
constant effective population N/n, similar to Fig. 4·5. In fig. 3·11, multi-species
extinctions occur at progressively higher strength of mutualism for both one and two
dimensions. These simulations repeat the findings of section 3.3 for a mechanistic
model of collective mutualism, with a constant effective population size N/n = 25.
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Figure 3·11: Multi-species extinctions occur even when effective N
is held constant for collective mutualism. Here, Neff = N/n = 25.
Productivity as a function of strength of mutualism is shown for 1D
(left) and 2D (right). The effect of increasing s declines in the infinite
species limit. Here, N/n = 25 and m = 0.01. The habitat consisted of a
square lattice of side L = 64 and was observed after 1500000 generations
starting from well-mixed conditions.
Higher dimensions and non-DP behavior
Collective mutualism in higher dimensions
In 3+1 dimensions, coarsening is expected to occur with the exponent β = 0.81 for
DP universality. However, preliminary simulations with 2 and 3-species systems in
3 dimensions appear to be in the mean field limit. While n<4 species are always
productive, we observe that the 4-species system loses productivity at critical s.
For n species in n dimensions, activity is sustained at the edges or boundaries of do-
mains. In the intuitive picture of directed percolation presented by the DP conjecture,
this additional activity may lead to departures from DP universality. Due to active
lines along intersecting cubes in 3 dimensions, the system may become prematurely
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mean-field. The critical dimension for DP is dc = 4, so we expect that the behavior
is likely to be mean field for higher dimensions and species numbers.
Figure 3·12: Universality class for n = 3 species in 3 dimensions
departs from the expected DP. Mean field behaviour is observed for
2 and 3 species in 3 dimensions, while 4-species mutualism is lost at
critical s. Here N/n = 25 and m = 0.01. The habitat consisted of a
cube with L = 30 and was observed after 1500000 generations starting
from well-mixed conditions.
Universality behavior of reciprocal mutualism
In the reciprocal mutualism model, fitness of species i is given by
wi = 1 + si(fj + fk) (3.8)
This system appears to lie in the DP2 universality class. However, the existence of
transient, semi-absorbing states complicates the situation. If one of the species goes
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extinct, there is no way to recover a 3-species state; the system is restricted to explore
a single plane of the fABC phase space and may stay in this state for a long time.
Once the system entersa semi-absorbing state, multi-species coexistence cannot be
recovered, but it is possible to transition to a single species state. Note that there is
no fitness advantage from mutualism for either species in the semi-absorbing state,
so the system decays neutrally to one of the single-species absorbing states. The
underlying universality class for reciprocal mutualism could potentially be connected
to a nonequilibrium q-state Potts-type model [68, 69].
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Chapter 4
Statistical analysis of microbial dysbiosis
in the human gut
4.1 Introduction
Microbial species that colonize the human body, collectively known as the human
microbiome, are embedded in physical habitats of the gut, lungs and skin. Changes
in the microbiome have been suspected to contribute to many dimensions of host
phenotype, but the sheer impact of microbial processes has been underappreciated
until the advent of culture-independent methods to assess entire communities in situ.
Advances in bioinformatics have enabled investigation of the composition and func-
tion of microbial communities via 16S rRNA sequencing, shotgun metagenomics and
other techniques [70, 71]. Large-scale efforts are under way to characterize imbal-
ance or ‘dysbiosis’ in host microbial abundances, and experimental manipulations
established that microbes could dramatically alter host phenotype [72–79]. Indeed,
anxiety, obesity, colitis, and other phenotypes can be transmitted between hosts sim-
ply by transplanting their intestinal flora [80–84].
To link specific microbes to specific phenotypes, microbiome-wide association stud-
ies (MWAS) compare microbial abundances between healthy and diseased samples
[14]. These studies have been used to identify pathogens, study microbial diversity
in healthy and diseased individuals and examine site-specific community composition.
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In this chapter, we study the relationship of gut microbial composition and diversity
in treatment-naive children with Crohn’s disease (CD). In collaboration with Saudi
clinical researchers and doctors at Massachusetts General Hospital, we use sequenced
microbiome data to characterise the gut fungal profile. We apply multiple hypothesis
testing, ecological alpha and beta diversity statistics and machine learning to probe
understand the onset of Crohn’s disease in a genetically homogenous population of
Saudi children. We also explore the potential use of fungal fecal microbiome data for
non-invasive diagnosis, using sparse logistic regression to build a predictive classifier.
4.2 Fungal community dysbiosis in Crohn’s disease
Microbial communities of the human gastrointestinal tract include varying propor-
tions of bacteria, fungi and viruses [85]. While increasing evidence suggests that
bacteria play a major role in triggering inflammation in inflammatory bowel disease
(IBD) [85–89], other components of the gut microbiota may also contribute to gut
health [90, 91]. In addition to bacteria and viruses, fungi form an important part of
gut microflora; the diversity of the fungal community has been found to be inversely
related to bacterial diversity [92, 93].
Crohn’s Disease is a subtype of inflammatory bowel disease wherein the gut lining be-
comes inflamed, leading to abdominal cramping, fever, diarrhea and high risk of colon
cancer. Although fungal involvement has been hypothesized in gut inflammation and
Crohn’s disease are limited data to test these hypotheses [94–96]. Disturbances in
the fungal community have been observed in patients with Crohn’s disease, but most
of the reports are based on samples obtained from adults at the time of surgery, or
from patients on therapy [97, 98]. Motivated by the overall scarcity of data on fungal
microbiota in IBD, in particular for pediatric patients, we study the fungal microbiota
profile in newly-diagnosed, treatment-naive children with CD.
68
4.3 Fungal microbiota profile: cohort description and sample
sequencing
The study population
The study sample included all Saudi Arab children with confirmed diagnosis of
Crohn’s disease according to standard clinical-pathological criteria [99]. The chil-
dren were enrolled prospectively at the time of their diagnostic colonoscopy at King
Khalid University Hospital, King Saud University (a free access primary and tertiary
care hospital) and to Al Mofarreh Polyclinic (a private gastroenterology institution).
Data collected at the time of evaluation included demographic information, socioeco-
nomic family status, nutritional history, drug history, history of the present illness,
past medical and surgical history including any medications, physical examination
findings, laboratory findings, imaging, endoscopic and histopathologic findings.
The children were subsequently classified as having CD or non-IBD controls. Con-
trols included all patients with no evidence of IBD or other causes of inflammation.
The final diagnoses in control subjects were juvenile polyps, irritable bowel syndrome
or other functional gastrointestinal disorders. Except for one CD patient, there was
no history of antibiotic or probiotic intake at least 6 months before appearance of
symptoms. 78 samples were collected from 35 children (15 CD and 20 controls),
on which we performed statistical analysis to investigate CD associations and diver-
sity. The protocol of this study was approved by the Institutional Board Review of
the College of Medicine, King Saud University in Riyadh, Kingdom of Saudi Arabia
(No: 10/2647/IRB). Signed ethical consent was obtained from the guardians and/or
patients participating in the study.
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Table 4.1: Demographic and clinical characteristics of CD chil-
dren and controls
Characteristic CD children (n=15 ) Controls (n= 20)
Age: median (range) 15 (7.3-17.8) 16.3 (3.9-18.6)
Male / Female 10/5 13/7
Illness duration in months: median (range) 17 (2-96) Not applicable
CD location at presentation:
L1: Ileal 4 Not applicable
L2: Colonic 0 Not applicable
L3: Ileocolonic 11 Not applicable
CD behavior at presentation:
B1: nonconstricturing nonpenetrating 12 Not applicable
B2: consticturing 3 Not applicable
B3: penetrating 0 Not applicable
Sample collection and processing
At the time of endoscopy, tissue research samples were collected from different parts
of the gut (inflamed and non-inflamed sites). The stool samples were collected one
day before bowel preparation or from the first stool during preparation. All samples
were placed in cryovials, immediately placed in ice, and transported to the laboratory
where they were stored at 800 C. All samples were shipped in dry ice to the USA for
pyrosequencing (MR DNA, Shallowater, TX, USA).
Sequencing Methods
Amplicon sequencing service (bTEFAP) was performed at MR DNA (Shallowater,
TX) and utilized for fungal analysis [100]. Briefly, the internal transcribed spacer
primers ITS1F CTTGGTCATTTAGAGGAAGTAA and ITS2R GCTGCGTTCTTC-
ATCGATGC were utilized to evaluate the microbial ecology of swabs on the Illumina
miseq with methods based upon the bTEFAP. A single-step 30 cycle PCR using Hot-
StarTaq Plus Master Mix Kit (Qiagen, Valencia, CA) were used under the following
conditions: 94oC for 3 minutes, followed by 28 cycles of 94oC for 30 seconds; 53oC
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for 40 seconds and 72oC for 1 minute; after which a final elongation step at 72oC
for 5 minutes was performed. Following PCR, all amplicon products from different
samples were mixed in equal concentrations and purified using Agencourt Ampure
beads (Agencourt Bioscience Corporation, MA, USA). Samples were sequenced utiliz-
ing Illumina MiSeq chemistry following manufacturers protocols. The Q25 sequence
data derived from the sequencing process was processed using a proprietary analysis
pipeline (www.mrdnalab.com , MR DNA, Shallowater, TX). Sequences are depleted
of barcodes and primers, then short sequences < 200bp are removed, sequences with
ambiguous base calls removed, and sequences with homopolymer runs exceeding 6bp
removed. Sequences are then de-noised and chimeras removed. Operational taxo-
nomic units (OTU) were defined after removal of singleton sequences, clustering at
3% divergence (97% similarity [100–104] OTUs were then taxonomically classified
using BLASTn against a curated RDPII/NCBI derived database, [105] and com-
piled into each taxonomic level into both counts and percentage files. Counts files
contain the actual number of sequences while the percent files contain the relative
(proportion) percentage of sequences within each sample that map to the designated
taxonomic classification.
4.4 Statistical methods and analysis
The analysis was run using Python and R software [106].The fungal community al-
pha diversities were calculated by R package phyloseq [107] , and the beta diversity
was calculated using scikit-learn for machine learning in Python [108]. To increase
statistical power, taxa with low representation in the samples were excluded from the
analysis. Specifically, we did not analyze taxa absent from more than 50% of both
CD and control samples. Custom functions implementing the permutation test were
written to detect the taxa whose abundances are significantly different between two
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sample categories, e.g. CD and control or inflamed and non-inflamed. When more
than one sample was available from the same patient for the analysis, the log relative
abundances from these samples were averaged.
Figure 4·1: Rank abundance distribution. The 20 most abundant
genera for (a) mucosal communities and (b) stool communities. The
genera are ordered by median abundance in controls, and their abun-
dance distribution is visualized by a box plot showing the median and
the deviant points lying outside the inter-quartile range for each genus.
The significant genera with FDR corrected p value < 0.05 are indicated
in italics.
We performed all statistical analysis on log-transformed data after adding pseudo
counts of 1 read for each taxonomic group. This procedure has been shown to im-
prove statistical power of microbiome association studies and allow accurate estima-
tions of microbial abundances from highly variable data [14]. Accordingly the means
expressed in the tables are actually exponentials of the mean log abundances, i.e.
they are geometric rather than arithmetic means with pseudo counts included.
Statistical significance was assessed via a permutation test (exact Fisher’s test) fol-
lowed by a correction for multiple hypothesis testing. Specifically, the permutation
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test yielded raw, uncorrected p-values, which were corrected following Benjamini-
Hochberg procedure. We reported all associations with p<0.25 and considered asso-
ciations to be statistically significant when p<0.05. Some negative results (i.e. lacking
statistical significance) were also reported for biologically interesting questions such
as the role of inflammation. For completeness, we also reported raw, uncorrected
p-values.
4.5 Association and diversity statistics
All children were Saudi Arab nationals. Demographic and clinical characteristics
are shown in Tab. 4.1. A total of 35 children (15 CD, 20 controls) were enrolled.
More than one tissue sample per patient were obtained from different sites to account
for non-inflamed and inflamed mucosa. A total of 78 samples (tissue and stool) from
patients and controls were analyzed. An overview of the fungal community in mucosa
and stool is given in Fig. 4·2, which includes 20 most prevalent genera and shows the
distribution of their abundances in CD and control.
Association analysis
To understand which members of the fungal microbiota might contribute to CD, we
examined the differences in microbial abundances between inflamed and non-inflamed
mucosa in CD, CD mucosa and control mucosa, and CD stool and control stool. Asso-
ciations were determined for all taxonomic levels based on the differences in the mean
log relative abundance. Statistical significance was determined by p-value following
the correction for multiple tests.
First, we compared non-inflamed and inflamed mucosa in CD patients. To reduce
inter-patient variability, we computed the difference in taxa abundances between
sites with inflamed and non-inflamed mucosa from the same patient. We then tested
whether this difference is nonzero, but found no significant changes in microbial abun-
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dances. This is illustrated in Tab. 4.2 which shows three species with most different
abundances between inflamed and non-inflamed mucosa. All three species have p>0.9.
Given this lack of difference between inflamed and non-inflamed mucosa, all CD sam-
ples were included in the analysis that follows.
Next, we examined the differences between fungal communities in CD vs. control
mucosa. Tab. 4.3 summarizes the results of this comparison across phylogenetic lev-
els. Most significantly increased in CD taxa included Psathyrellaceae (p=0.01) and
Cortinariaceae (p= 0.04) families, Psathyrella (p= 0.003) and Gymnopilus (p=0.03)
genera, and Psathyrella artemisiae species (p=0.005). Taxa most significantly re-
duced in CD were Leotiomycetes (p= 0.06), Helotiales (p=0.08), Sclerotiniaceae
(p=0.07). Similar to previous reports in bacteria [14], these associations formed two
non-overlapping phylogenetic trees for taxa increased and decreased in CD (Fig. 4·5).
Finally, we tested for associations in stool samples, which are summarized in Tab. 4.4.
Most significantly elevated taxa in CD stools included Cortinariaceae (p= 0.02) and
Hymenochaetacea (p=0.06) families, and Gymnopilus (p=0.02), and Hymenochaete
(p=0.03) genera. The most significantly depleted genus was Monilinia (p=0.03),
which is in Sclerotiniaceae family (p=0.08), Helotiales class (p=0.20), and Leotiomycetes
(p=0.08) order. Fig. 4·5b shows the phylogenetic tree for these associations, which is
quite similar to the phylogenetic tree for mucosal associations shown in Fig. 4·5a. In
particular, all taxa increased in CD mucosa and stool belong to the Basidiomycota
phylum and all those depleted belong to Ascomycota phylum.
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Figure 4·2: Variation in abundance in CD mucosa and stool. The
difference in mean abundance of the main phylogenetic taxa illustrating
the direction of change, increase or decrease, indicating gain or loss of
taxa respectively.The fold change is the ratio of the mean abundance
in CD in relation to controls.
Diversity analysis
Alpha diversity, a measure of genera richness (number of genera), was evaluated by
the Shannon index. The results presented in Tab. 4.5 indicate no significant difference
in diversity between inflamed and non-inflamed mucosa, CD mucosa and controls, or
CD stools and controls stools (p>0.05). Site by site alpha diversity analysis shows a
peculiar variation within the intestine (Fig. 4·3). The highest diversity in the cecum,
and the stool samples are less or at most similarly diverse compared to mucosal
samples.
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Figure 4·3: Site by site alpha diversity within the CD cohort, indicat-
ing significant high diversity in mucosa fungal communities compared
to stools. The fungal diversity increases, and reaches its maximum in
cecum, and then decreases to ileum level and keep constant from as-
cending colon to descending colon, and deceases again in rectum. The
figure also shows that, stool community is less diverse than all biopsy
samples.
The difference in community composition (Beta diversity) was quantified by the Bray-
Curtis distance, which accounts for both patterns of presence-absence of taxa and
changes in their relative abundances. The Non-parametric Multi Dimensional Scaling
(NMDS) was applied to visualize the distances between non-inflamed mucosa samples
taken from CD and control subjects (Fig. 4·4a) and stool samples taken from CD and
control subjects (Fig. 4·4b). The NMDS indicate that the separation between mucosa
and stool samples is much larger than the difference between CD and control samples,
which essentially overlap (Fig. 4·4c).
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Figure 4·4: Beta diversity. Bray-Curtis distance was used for non-
parametric Multi Dimensional Scaling (NMDS) to visualize the differ-
ences between microbial communities of CD and control in (a) non-
inflamed mucosa, (b) stool, and (c) both mucosa and stool. Panel (c)
shows clear separation of mucosa and stool samples in non-inflamed mu-
cosal samples and stool samples, while control and CD samples largely
overlap.
4.6 Discussion
Gut microbiota is dominated by bacteria (99.1%) and fungal communities account
for about 0.02% [109, 110]. Despite the small population, the role of fungi in the
pathogenesis of IBD has been suggested based on animal and human studies. In an-
imal models of colitis treatment with antifungal drugs may reduce the inflammation.
[111] Pattern recognition receptors in the innate immune system cells include dectin-
1, dectin-2, DC-SIGN, mannose receptor and mannose receptor lecithin. [112] It has
been shown that mice lacking dectin-1 had increased susceptibility to experimental
colitis. [113] Finally, anti-saccharomyces cerevisiae antibodies (ASCA) are well known
markers for CD, suggesting an immunologic role for this fungus in the pathogenesis
of CD. [114] Because of the possible effects of genetics and dietary lifestyle on gut
microbiota, data from other populations are important to study and compare. In
addition, the study of IBD in children especially in developing countries, where the
disease is newly recognized and increasing might identify triggering or causal fac-
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tors. The Kingdom of Saudi Arabia is a developing country in transition where the
incidence of IBD is increasing. [115] To our knowledge, this is the first report on
intestinal fungal microbiota in newly-diagnosed, treatment-naive CD in children in a
non-Western population. The demographic profile of CD children shown in Tab. ??
is similar to controls and the clinical profile of CD is similar to previous descriptions
in the same population. [116]
Mucosal fungal association
In view of the patchy pattern of CD lesions, samples from non-inflamed and inflamed
mucosa were obtained. Although certain species were less abundant in CD inflamed
mucosa, the difference was not statistically significant (p > 0.05). These findings
contrast with a report from China indicating increased richness and diversity of certain
fungal species in inflamed mucosa. [117] However, that study was based on surgical
ileal samples from adult patients with active CD who were not newly diagnosed or
treatment naive. Therefore comparison with our findings is difficult. In this study,
we demonstrate that CD associations vary according to the phylogenetic level (from
phyla to species). At the phylum level, the difference was on the margin of statistical
significance: Basidiomycota increased in CD (p=0.16) while Ascomycota decreased
in CD children (p=0.27). Importantly, these findings are consistent with a smaller
study in children reported by Mukhopadhya et al. [118] Comparison at other levels
demonstrates clear differences between CD and controls. To our best knowledge,
these associations, especially presented from a phylogenetic perspective, have not
been reported in the literature. Moreover, our study provides a first look at pediatric,
treatment-naive patients in contrast to the majority of the literature, which is from
adults or treated patients.
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Figure 4·5: CD-associated taxa in mucosa and stool (a) shows taxa
elevated in the mucosa of CD subjects all belonging to Basidiomycota
phylum and taxa depleted in the mucosa of CD subjects all belonging
to Ascomycota phylum while (b) shows taxa elevated in the stool of
CD subjects all belonging to Basidiomycota phylum and taxa depleted
in the stool of CD subjects all belonging to Ascomycota phylum. In
each case, the taxa with FDR corrected p-values < 0.05 are declared
significantly different between CD and control groups.
Fecal fungal association
As with mucosal fungal studies, the significance of fungal CD associations depends
on phylogenetic level. In stool, most significantly elevated taxa in CD included
Cortinariaceae (p=0.02) and Hymenochaetacea (p=0.06) families and Gymnopilus
(p=0.02) and Hymenochaete (p=0.03) genera. The most significantly depleted genus
was Monilinia (p=0.03), which is in Sclerotiniaceae family (p=0.08), Helotiales class
(p=0.20), and Leotiomycetes (p=0.08) order. The less abundant Saccharomycetes in
CD stool, although not statistically significant (p value = 0.64 ) was consistent with
findings of an adult study. [119] This class of fungi to which S cerevisiae belongs,
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has attracted special interest. The presence of ASCA antibodies in many patients
with active CD, [114] the increased expression of IL10 in the colon of mice receiving S
cerevisiae, [120] and the report of increased production of IL 10 by murine dendritic
cells stimulated by S cerevisiae strain, [119] suggest an anti-inflammatory potential
of this fungus. Finally, it is interesting to note that in both mucosa (Fig. 4·5a) and
stool (Fig. 4·5b), all taxa that are significantly elevated in CD belong to Basidiomy-
cota and all taxa depleted in CD belong to Ascomycota. The significance of this
observation is not clear at present. Description of highly significant fungal taxa asso-
ciation with CD in newly-diagnosed and treatment-naive patients excludes the effect
of chronicity and therapies on fungal population in our patients. Therefore, it may
be hypothesized that depleted taxa suggest a pro-inflammatory and elevated taxa an
anti-inflammatory potential. However, as in the case of bacterial dysbiosis, it is still
not clear whether this fungal dysbiosis is the cause or the result of inflammation.
Fungal Diversity
We found no significant difference in alpha diversity between inflamed and non-
inflamed mucosa, a finding in contrast with the literature from adults [117]. However
as pointed out earlier the two studies are not comparable. In addition, the lack of
significant difference in diversity between CD and controls contrasts with other re-
ports. In a study of pediatric patients with IBD, [120] and another from adults, [119]
diversity was reported to be decreased; whereas another study from adults reported
increased diversity [121]. However, these reports are either not newly diagnosed,
treatment nave or from adults and therefore not comparable to the present study.
The reduction of fungal diversity in CD stool in comparison with CD mucosa demon-
strates the disturbance of the fungal community in CD children and the finding of
highest cecal diversity in a site by site analysis suggests an important role of the
cecum in stabilizing fungal community.
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4.7 Fungal dysbiosis is predictive of disease diagnosis
The alpha diversity, as measured by the Shannon Index and illustrated in Fig. 4·6,
was dramatically different in mucosa and stool for both controls and CD samples. The
stool community for CD patients was more than 5 times less diverse than mucosa (p
= 0.0001), whereas in controls the reduction in stool diversity was statistically not
significant (p = 0.35).
Figure 4·6: . Shannon Index. Alpha diversity is much lower in stool
than mucosa, as the taxa abundances are more even in mucosa than in
stools. The difference is significant in CD samples (p = 0.0001) while
it is not significant in control samples (p = 0.35).
Given the differences between the mucosal and fecal communities, we hypothesized
that they can have different powers in predicting CD diagnosis. To test this hy-
pothesis, we trained a sparse-logistic-regression classifier to predict the diagnosis of
CD. Despite increasing evidence of fungal dysbiosis in IBD, there are no reports on
the possibility of its use in the prediction of diagnoses. We analyzed and compared
fungal abundance and diversity in mucosa and stool of children with confirmed CD
diagnoses and controls with the objective to study the performance of fungal dysbiosis
in predicting the diagnosis of CD in children.
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Figure 4·7: Dysbiosis score classification curve. The receiver oper-
ating characteristic (ROC) curve for the logistic regression dysbiosis
classifier. The mean ROC curve for stool (solid black line) and mucosal
(solid red line) dysbiosis scores in fungi cohorts is shown. The standard
deviation from 100 permutations is shown in gray and light red shad-
ing. The AUC for stool dysbiosis is significantly higher than mucosal
dysbiosis with a Fischer t-test computed p value of 2.8.10−17
Statistical methods and analysis
In addition to the data filtering procedure described previously for this study, rare
taxa (<1% abundance or absent from>50% of the samples) were removed to improve
the statistical power. A linear logistic regression classifier in Scikit-learn, Machine
Learning in Python, [108] was used to predict CD status based on the subject’s micro-
biota. The accuracy of the classifier was tested by computing the receiver operating
characteristics (ROC) curve with 5-fold stratified cross validation under 100 permu-
tations of the training data partition. In each case the classifier was trained on 4/5
of the data and tested on 1/5 of the data.
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Fig. 4·7 illustrates the mean area under the ROC curve (AUC) for the fungal dys-
biosis classifier. The AUC was significantly higher in stools (AUC = 0.85 ± 0.057)
than mucosa (AUC = 0.71± 0.067) (p = 2.8.10−17). The higher predictive accuracy
of fecal as compared to mucosal dysbiosis suggests it could be used for non-invasive
screening for CD in children.
4.8 Conclusions
This is the first report describing fungal dysbiosis in newly-diagnosed treatment-
naive children with Crohn’s disease. In this Middle-Eastern population, we report
statistically-significant CD-associated taxa that were increased in mucosa and stools
(all belong to the Basidiomycota phylum); whereas others (all belonging to the As-
comycota phylum) were depleted. The fact that our patients are new and did not
receive any treatment before diagnosis suggests the possibility of using fungal dys-
biosis to predict the diagnosis of CD. The significantly higher AUC for fungal fecal
dysbiosis than mucosal dysbiosis indicates better performance of stool samples in pre-
dicting the diagnosis of CD. The clinical importance of this finding is considerable in
view of the non-invasive sampling of stools. It is expected that improved techniques
and lower costs of microbiota analysis may lead to the use of not only bacterial but
also fungal dysbiosis as screening tools for IBD. However, further studies with larger
sample sizes and functional analysis are needed to confirm these findings and clarify
the role of fungal dysbiosis in the pathogenesis of CD.
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Table 4.2: CD non-inflamed vs inflamed mucosa abundances
at species level.Three most different species between non-inflamed
and control mucosa in CD fail to pass the threshold of statistical sig-
nificance indicating that there are no major differences in fungal com-
position between sites with inflamed and non-inflamed mucosa.
non-inflamed
CD, %
inflamed
CD, %
ratio uncorrected
p-value
FDR corrected
p-value
O.agrostis 0.004 0.012 0.14 0.06 0.94
H. uvarum 0.013 0.043 0.18 0.1 0.94
C. parapsilosis 0.009 0.021 0.18 0.1 0.94
Table 4.3: Mucosal fungi associated with Crohn’s disease
Phylogenetic
level
abundance
CD, %
abundance
controls, % ratio
uncorrected
p-value
FDR corrected
p-value
Phylum
Basidiomycota 10.6 2.3 4.6 0.05 0.16
Ascomycota 43 68.6 0.6 0.18 0.27
Class
Leotiomycetes 0.009 0.08 0.12 0.01 0.06
Agaricomycetes 6.5 1.4 4.7 0.06 0.36
Order
Agaricales 2.7 0.3 8.6 0.002 0.07
Helotiales 0.009 0.08 0.12 0.01 0.08
Hymenochaetales 0.015 0.006 2.7 0.03 0.3
Family
Psathyrellaceae 0.6 0.05 11.3 0.0003 0.01
Cortinariaceae 0.02 0.004 4.3 0.002 0.04
Sclerotiniaceae 0.009 0.08 0.12 0.005 0.07
Genus
Psathyrella 0.49 0.04 11.8 0.00006 0.003
Gymnopilus 0.02 0.004 4.4 0.001 0.03
Species
P. artemisiae 0.7 0.03 21.4 0.0008 0.005
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Table 4.4: Fecal fungi associated with Crohn’s disease
Phylogenetic
level
abundance
CD, %
abundance
control, % ratio
uncorrected
p-value
FDR corrected
p-value
Phylum
Ascomycota 99.7 97.4 1 0.36 0.55
Basidiomycota 0.14 0.2 0.7 0.95 0.95
Class
Leotiomycetes 0.002 0.02 0.07 0.007 0.08
Saccharomycetes 70.4 95.8 0.74 0.36 0.64
Agaricomycetes 0.001 0.002 0.5 0.39 1
Order
Helotiales 0.002 0.02 0.07 0.007 0.2
Hymenochaetales 0.007 0.001 5.6 0.03 0.8
Agaricales 0.01 0.05 0.3 0.14 0.93
Family
Cortinariaceae 0.006 0.0007 8.3 0.0004 0.02
Hymenochaetaceae 0.007 0.0007 10.4 0.002 0.06
Sclerotiniaceae 0.001 0.02 0.07 0.003 0.08
Genus
Gymnopilus 0.006 0.0007 7.9 0.0004 0.02
Monilinia 0.0007 0.02 0.04 0.0008 0.03
Hymenochaete 0.007 0.0007 10.3 0.002 0.03
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Table 4.5: Shannon index with mean and standard deviation
Variables Mean diversity Standard deviation p-value
Non-inflamed
mucosa CD 1.79 0.48 0.55
Inflamed
mucosa CD 1.61 1.06
Non-inflamed
mucosa CD 1.79 0.49 0.7
Mucosa
controls 1.79 0.74
Stool CD 0.95 0.3 0.28
Stool controls 0.77 0.28
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Chapter 5
Interactions between species introduce
spurious associations in microbiome
studies
Microbiota contribute to many dimensions of host phenotype, including disease. To
link specific microbes to specific phenotypes, microbiome-wide association studies
compare microbial abundances between two groups of samples. Abundance differ-
ences, however, reflect not only direct associations with the phenotype, but also indi-
rect effects due to microbial interactions. We found that microbial interactions could
easily generate a large number of spurious associations that provide no mechanistic
insight. Using techniques from statistical physics, we developed a method to remove
indirect associations and applied it to the largest dataset on pediatric inflammatory
bowel disease. Our method corrected the inflation of p-values in standard association
tests and showed that only a small subset of associations is directly linked to the
disease. Direct associations had a much higher accuracy in separating cases from
controls and pointed to immunomodulation, butyrate production, and the brain-gut
axis as important factors in the inflammatory bowel disease.
5.1 Introduction
New tools and greater awareness of microbiota in the host have triggered a wave of
association studies between microbiomes and host phenotypes. Microbiome wide as-
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sociation studies (MWAS) have been carried out for diabetes, arthritis, cancer, autism
and many other disorders [122–131]. MWAS clearly established that each disease is
associated with a distinct state of intestinal dysbiosis, but they often produced con-
flicting results and identified a very large number of associations both within and
across studies [14, 122, 127, 129, 131–133]. For example, a recent study on inflam-
matory bowel disease (IBD) reported close to 100 taxa associated with IBD [14], a
number that is fairly typical [122]. Such long lists of associations defy simple inter-
pretation and complicate mechanistic follow-up studies because one needs to examine
the role of almost every species in the microbiota. In fact, one can argue that MWAS
are most useful when they can identify a small network of taxa driving the disease.
Although extensive dysbiosis might reflect the multifactorial nature of the disease,
it is also possible that MWAS detect spurious associations because their statistical
methods fail to account for some important aspects of microbiome dynamics. One
such aspect is the pervasive nature of microbial interactions: species compete for
similar resources, rely on cross-feeding for survival, and even produce their own an-
tibiotics [134–144]. Hence, microbial abundances must be correlated with each other,
and even a simple change in host phenotype could manifest as collective responses
by the microbiota. Traditional MWAS, however, completely neglect this possibility
because they treat each species as an independent manifestation of host phenotype.
As a result, MWAS cannot distinguish taxa directly linked to disease from taxa that
are affected only through their interactions with other species.
The main conclusion of this paper is that realistic microbial interactions produce a
large number of spurious associations between particular members of the microbiome
and phenotypes. Many of these indirect associations can be removed by a simple
procedure based on maximum entropy models from statistical physics [145, 146]. We
dubbed this approach Direct Association Analysis, or DAA for short.
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When applied to the largest MWAS on IBD, DAA shows that many of the previously
reported associations could be explained by interspecific interactions rather than the
disease. At the genus and species level, the direct associations include only Rose-
buria, Faecalibacterium prausnitzii, Bifidobacterium adolescentis, Blautia producta,
Turicibacter, Oscillospira, Eubacterium dolichum, Aggregatibacter segnis, and Sut-
terella. Some of these associations are well-known [147–154], while others have re-
ceived little attention in IBD research. The phenotypes of the taxa directly linked
to disease suggest that immunomodulation, butyrate production, and the brain-gut
interactions play an important role in the etiology of IBD.
Compared to traditional MWAS, DAA corrected the inflation of p-values responsible
for the large number of spurious associations and identified taxa most informative of
the diagnosis. We found that directly associated taxa are much better at discriminat-
ing between cases and controls than an equally-sized subset of indirect associations.
In fact, direct associations have the same potential to discriminate between health
and disease as the entire set of almost a hundred associations detected by conventional
methods.
5.2 Maximum entropy model of microbiota composition
Traditional MWAS detect species with significantly different abundances between case
and control groups. Some changes in the abundances are directly associated with the
disease while others are due to microbial interactions. The emergence of indirect
changes in abundance is illustrated in Fig. 5·1A for a hypothetical network of five
species. Only two species A and D are directly linked to the disease. However, strong
interactions make the abundances of all five species differ between control and disease
groups. For example, the mutualistic interaction between A and B helps B grow to
a higher density following the increase in the abundance of A. The expansion of B in
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turn inhibits the growth of C and reduces its abundance in disease. Strong mutual-
istic, competitive, commensal, and parasitic interactions have been demonstrated in
microbiota [134–144], and Fig. 5·1B shows that almost every species present in the
human gut participates in a strong interaction. Thus, the propagation of abundance
changes from directly-linked to other species could pose a significant challenge for
MWAS. To test this hypothesis, we turned to a minimal mathematical model of mi-
crobiota composition.
A quantitative description of interspecific interactions and their effect on MWAS re-
quires a statistical model of host-associated microbial communities. Ideally, such a
model would describe the probability to observe any microbial composition, but the
amount of data even in large studies is only sufficient to determine the means and
covariances of microbial abundances. This situation is common in the analysis of
biological data and has been successfully managed with the use of maximum entropy
distributions [145]. These distributions are chosen to be as random as possible under
the constraints imposed by the first and second moments. Maximum entropy mod-
els introduce the least amount of bias and reflect the tendency of natural systems
to maximize their entropy [155, 156]. In other contexts, these models have success-
fully described the dynamics of neurons, forests, flocks, and even predicted protein
structure and function [157–161]. In the context of microbiomes, a recent work de-
rived a maximum entropy distribution for microbial abundances using the principle
of maximum diversity [162].
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Figure 5·1: Microbial interactions generate spurious associa-
tions. (A) A hypothetical interaction network of five species together
with their dynamics in disease. Only two species (shown in color) are
directly linked to host phenotype. These directly-linked species inhibit
or promote the growth of the other members of the community (shown
with arrows). As a result, all five species have different abundances
between case and control groups. (B) Microbial interactions are visu-
alized via a hierarchically-clustered correlation matrix computed from
the data in Ref. [129]. We used Pearson’s correlation coefficient between
log-transformed abundances to quantify the strength of co-occurrence
for each genus pair. Dark regions reflect strong interspecific interactions
that could potentially generate spurious associations. See section 5.7
for the list of 47 most prevalent genera included in the plot.
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We show in section 5.7 that the maximum entropy distribution of microbial abun-
dances P ({li}) takes the following form
P ({li}) = 1
Z
e
∑
i hili+
1
2
∑
ij Jij lilj (5.1)
where li is the log-transformed abundance of species i, hi represents the direct effect
of the host phenotype on species i, and Jij describes the interaction between species i
and j; the factor of 1/Z is the normalization constant. The log-transformation of
relative abundances alleviates two common difficulties with the analysis of the micro-
biome data. The first difficulty is the large subject-to-subject variation, which is much
better captured by a log-normal rather than a Gaussian distribution; see F˜ig. 5·5, and
Ref. [14]. The second difficulty arises from the fact that the relative abundances must
add up to one. This constraint is commonly known as the compositional bias because
it leads to artifacts in the statistical analysis [163–165]. The log-transformation is an
essential first step in most methods that account for the compositional bias including
the widely advocated log-ratio transformation [163–166], which includes additional
steps that are not relevant in the context of Eq. (5.1). In section 5.7, we generalize
Eq. (5.1) to account for the constraint imposed by data normalization and show that
our conclusions are not affected by the compositional bias.
The key prediction of Eq. (5.1), see section 5.7, is that h and mean microbial abun-
dances mi = 〈li〉 are related by m = J−1h. Because of interspecific interactions, J is
not diagonal, and, therefore, a change in one component of h affects the abundances
of many species. We show below that this nontrivial cause-effect relationship gives
rise to spurious associations in both synthetic and real microbiome data.
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5.3 Testing for spurious associations in synthetic data
We obtained realistic model parameters from one of the largest case-control studies
previously reported in Ref. [129]. The samples were obtained from mucosal biopsies
of 275 newly diagnosed, treatment-naive children with Crohn’s disease (a subtype
of IBD) and 189 matched controls. Microbiota composition was determined by 16S
rRNA sequencing with about 30,000 reads per sample. From this data, we inferred
the interaction matrix J and the typical changes in microbial abundances associated
with the disease for 47 most prevalent genera (Methods and section 5.7). Even though
the number of data points significantly exceeds the number of free parameters in the
model, overfitting could still be a potential concern. However, overfitting is unlikely
to affect our main conclusions because they depend only on the overall statistical
properties of J rather than on the precise knowledge of every interaction. In fact,
none of our results changed when we analyzed only about half of the data set (Fig. 5·2
and Fig. 5·16). To improve the quality and robustness of the inference procedure,
we also used the spectral decomposition of J to remove any interaction patterns that
were not strongly supported by the data.
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Figure 5·2: Signatures of indirect associations in synthetic and
IBD data sets. The synthetic data set was generated to match the
statistical properties of the IBD data set from Ref. [129], but with a pre-
defined number of 6 directly associated taxa (See section 5.7). (A) In
synthetic data, DAA identifies no spurious association and detects 4
out of 6 directly associated genera. All 6 genera and no false positives
are detected when the sample size is increased further ( Fig. 5·13). In
sharp contrast, a large number of spurious associations is observed for
metrics that rely on changes in abundance between cases and controls
and do not correct for microbial interactions. The number of false pos-
itives grows rapidly with statistical power until all taxa are reported as
significantly associated with the disease. (B) All spurious associations
show substantial differences between cases and controls and, therefore,
cannot be discarded based on their effect sizes. To quantify the ef-
fect size, we estimated the magnitude of the fold change for each genus.
Specifically, we first computed the difference in the mean log-abundance
between cases and controls and then exponentiated the absolute value
of this difference. (caption continued on next page)
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Figure 5·2: The plot shows how the median effect size for significantly
associated genera depends on the sample size. Larger samples sizes
result in much higher number of associations, but only a small drop in
the typical effect size. (C) and (D) are the same as (A) and (B), but
for the IBD data set. The results are consistent between the two data
sets suggesting that most associations detected by traditional MWAS
are spurious. The complete list of indirect associations inferred from
the IBD data set is shown in section 5.7, and the results for different
synthetic data sets are shown in Fig. 5·18.
To determine the effect of microbial interactions on conventional MWAS analysis, we
generated synthetic data with a known number of direct associations. The data for
the control group was used without modification from Ref. [129]. The disease group
was generated using Eq. (5.1) with the same values of h and J as in the control group,
except we modified the values of h for 6 representative genera (see section 5.7). We
also generated two other synthetic data sets with smaller and larger effect sizes. The
results for all three data sets were very similar (section 5.7).
The synthetic data was further subsampled to several sample sizes in order to sim-
ulate variation in statistical power between different studies. For an ideal method,
the number of detected associations should increase with the cohort size, but even-
tually saturate once all 6 directly associated genera are discovered. In contrast to
this expectation, the number of associations detected by the conventional approach
increased rapidly with the sample size until almost all genera were found to be sta-
tistically associated with the disease in our synthetic data. At this point, traditional
MWAS completely lost the power to identify the link between the phenotype and
microbiota. Unbounded growth in the number of detections was also observed for the
real data (Fig. 5·2C) suggesting that many previously reported associations between
microbiota and IBD could be indirect.
Are spurious associations simply an artifact of our ability to detect even minute
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differences between cases and controls? Fig. 5·2B and 5·2D show that this was not the
case. The median effect size declined only moderately with the number of associations,
and most associations corresponded to about a factor of two difference in the taxon
abundance. Thus, spurious associations are not weak and could not be discarded
based on their effect size.
5.4 Direct association analysis (DAA)
Fortunately, the maximum entropy model provides a straightforward way to separate
direct from indirect associations. Since direct effects are encoded in h, MWAS should
be performed on h rather than on l. This simple change in the statistical analysis cor-
rectly recovered 4 out of 6 directly associated taxa in the synthetic data and yielded no
indirect associations even for large cohorts (Fig. 5·2A and Fig. 5·13). Similarly good
performance was found for the two other synthetic data sets ( Fig. 5·18). For the IBD
data, DAA also identified a much smaller number of associations compared to tradi-
tional MWAS analysis and showed clear saturation at large sample sizes (Fig. 5·2B).
Direct associations with IBD are summarized in Fig. 5·3 at the genus and species
levels, and the entire phylogenetic tree of direct associations is shown in Fig. 5·8 and
in section 5.7.
In addition to associations, DAA also infers the network of direct microbial interac-
tions (Fig. 5·3, Figs. 5·9 and 5·10). While the sample size is insufficient to accurately
infer the interactions between every pair of microbes, strong interactions and the
overall properties of the interaction network can nevertheless be determined from the
data. The interactions inferred by DAA describe only direct effects of the species on
each other and do not include induced correlations present in the correlation matrix.
That is, DAA controls for the fact that species A and C could be correlated because
both interact with species B, but not with each other (Fig. 5·1A). The ability of
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maximum entropy models to separate direct from indirect interactions has been the
primary reason for their applications to biological data [157–161]. Similar to these
previous studies, many direct interactions reported in Fig. 5·3 are also present in the
correlation-based network, but DAA removes some induced interactions and identifies
a few interactions that are not evident in the correlation data; see Figs. 5·9 and 5·10.
Overall, the interaction network is much sparser than the correlation network in
Fig. 5·1B. In section 5.7, we also compare the results from DAA and SparCC [163], a
widely used package to infer correlation networks from microbiome data (Fig. 5·10).
Figure 5·3: Network of direct associations with Crohn’s Dis-
ease. Five species and four genera were found to be significantly as-
sociated with Crohn’s Disease (q < 0.05) after correcting for microbial
interactions (Figs. 5·5 and 5·8). The links correspond to significant in-
teractions (q < 0.05) between the taxa with Jij > 0.27 or Jij < −0.15;
the width of the arrows reflects the strength of the interactions. For
comparison, the correlation-based network for directly associated taxa
is shown in Figs. 5·11 and 5·9, and a complete summary of correlations
and interactions for all species pairs is provided in section 5.7.
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To demonstrate that DAA isolates direct effects from collective changes in the mi-
crobiota, we examined the p-value distribution in this method. The distribution of
p-values is commonly used as a diagnostic tool to test whether a statistical method is
appropriate for the data. In the absence of any associations, p-values must follow a
uniform distribution because the null hypothesis is true [167]. A few strong deviations
from the uniform distribution signal true associations [168]. In contrast, large depar-
tures from the uniform distribution typically indicate that the statistical method does
not account for some properties of the data, for example, population stratification in
the context of genome wide association studies [169, 170]. Figure 5·4A compares the
distribution of p-values for DAA and a conventional method in MWAS. Consistent
with our hypothesis that interspecific interactions cannot be neglected, conventional
analysis generates an excess of low p-values and, as a result, a large number of po-
tentially indirect associations. In contrast, the distribution of p-values from DAA
matches the expected uniform distribution and, thus, provides strong support for our
method.
Finally, we show that indirect associations excluded by DAA do not affect the pre-
dictive power of microbiome data. Supervised machine learning such as random
forest [171, 172], support vector machine [173], and sparse logistic regression [174–
176] were used to classify samples as cases or controls based on their microbiota
profile. We found good and identical performance of the classifiers trained either on
all taxa detected by conventional MWAS or on a much smaller subset of direct as-
sociations detected by DAA (Fig. 5·4B). Moreover, the DAA-based classifier showed
significantly better performance compared to a classifier trained on an equal number
of randomly-selected indirect associations (Fig. 5·4B). Thus, DAA reduces the num-
ber of associations without losing any information on the disease status and selects
taxa with the greatest potential to distinguish health from disease; see Methods for
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a comparison with the features selected by sparse logistic regression.
Figure 5·4: Direct associations analysis corrects p-value in-
flation and retains diagnostic accuracy. (A) The distribution of
p-values in DAA closely follows the expected uniform distribution. Be-
cause conventional MWAS does not correct for microbial interactions,
it yields an excess of low p-values, which is a strong signature of indi-
rect associations. For both methods, p-values were computed using a
permutation test. The expected uniform distribution was obtained by
sampling from a generator of uniform random numbers. The ranked
plot of p-values visualizes their cumulative distribution functions; this is
a variant of a Q-Q plot. (B) Direct associations are a small subset of all
associations with IBD (see Fig. 5·8), yet they retain full power in classi-
fying samples as cases or controls. In contrast, the classification power
is substantially reduced for an equally-sized subset of randomly-chosen
indirect associations. In each case, we used sparse logistic regression
to train a classifier on 80% of the data and tested its performance on
the remaining 20% (Methods). The shaded regions show one stan-
dard deviation obtained by repeated partitioning the data into training
and validation sets. Identical results were obtained with a random
forest [171, 172] and support vector machine [173] classifiers (Fig. 5·12)
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5.5 Discussion
The primary goal of MWAS is to guide the study of disease etiology by detecting mi-
crobes that have a direct effect on the host. These direct effects could be very diverse
and include secretion of toxins, production of nutrients, stimulation of the immune
system, and changes in mucus and bile [177, 178]. In addition to the host-microbe
interactions, the composition of microbiota is also influenced by the interspecific in-
teractions among the microbes such as competition for resources, cross-feeding, and
production of antibiotics [134–144]. In the context of MWAS, microbial interactions
contribute to indirect changes in microbial abundances, which are less informative of
the disease mechanism and are less likely to be valuable for follow-up studies or in
interventions. Here, we estimated the relative contribution of indirect associations to
MWAS and showed how to isolate direct from indirect associations.
Our main result is that interspecific interactions are sufficiently strong to generate
detectable changes in the abundance of many microbes that are not directly linked to
host phenotype. As a result, conventional approaches to MWAS detect a large num-
ber of spurious associations and produce inflated p-values that do not match their
expected distribution (Fig. 5·4A). These challenges are resolved by Direct Association
Analysis (DAA), which uses maximum entropy models to explicitly account for inter-
specific interactions. We applied DAA to a large data set of pediatric Crohn’s disease
and found that it restores the distribution of p-values and substantially simplifies the
pattern of dysbiosis while retaining full classification power of a conventional MWAS.
The ability of DAA to detect taxa strongly associated with IBD is reassuring, but
not surprising. What is surprising is that many strong associations are classified as
indirect by our method. For example, Roseburia and Blautia are the only genera
of Lachnospiraceae that DAA finds to be directly linked to the disease. In sharp
contrast, traditional MWAS report seven genera in this family that are strongly as-
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sociated with IBD [14]. All seven genera are involved in SCFA metabolism, but
their specializations differ. Species in Blautia genus are major producers of acetate,
a SCFA that is commonly involved in microbial crossfeeding [179, 180]. In particu-
lar, many species extract energy from acetate by converting it into butyrate, another
SCFA that plays a major role in gut health by nourishing colonocytes and regulating
the immune function [180, 181]. Roseburia genus specializes almost exclusively in the
production of butyrate and acts as a major source of butyrate for the host [181, 182].
Thus, our findings suggest that butyrate production plays an important role in IBD
etiology and that the dysregulation of this process is directly linked to the depletion
of Roseburia and possibly Blautia.
The important role of butyrate is further supported by our detection of E. dolichum
and Oscillospira, which are known to produce butyrate [183–185]. The latter taxon
has not been detected in three independent analyses of this IBD data set [14, 129, 186]
presumably because its involvement is masked by indirect associations and interac-
tions with other microbes. Several other studies support this DAA finding and con-
firm that Oscillospira is suppressed in IBD [187, 188]. Oscillospira was also found
to be positively associated with leanness and negatively associated with the inflam-
matory liver disease [189–191]. The interactions between Oscillospira and the host
appears to be quite complex and involve the consumption of host-derived glycopro-
teins including mucin, production of SCFA, and modulation of bile-acid metabolism
[185, 192]. The latter interaction was suggested to be a major factor in the protective
role of Oscillospira against infections with Clostridium difficile [192–194].
The final taxon that was suppressed in IBD is Turicibacter. This genus is not very well
characterized, and few MWAS studies point to its involvement in IBD [14, 129, 195].
Two studies in animal models, however, directly looked into the connection between
IBD and Turicibacter [196, 197]. The first study found that iron limitation eliminates
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colitis in mice while at the same time restoring the abundance of Turicibacter, Bifi-
dobacterium, and four other genera [196]. The second study identified Turicibacter as
the only genus that is fully correlated with immunological differences between mice
resistant and susceptible to colitis: high abundance of Turicibacter in the colon pre-
dicted high levels of MZ B and iNK T cells, which are potent regulators of the immune
response [197]. Moreover, Turicibacter was the only genus positively affected by the
reduction in CD8+ T cells. Thus, our method identified a taxon that is potentially
directly linked to IBD via the modulation of the immune system.
Perhaps the most unexpected finding was our detection of A. segnis and Sutterella as
the only species and genus increased in disease compared to 26 positive associations
detected by the previous analysis [14]. All other associations were classified as indirect
even though they often corresponded to much more significant changes in abundance
between IBD and control groups. Thus, our results indicate that expansion of many
taxa including opportunistic pathogens is driven by their interactions with the core
IBD network shown in Fig. 5·3. One possibility is that the dysbiosis of the symbiotic
microbiota makes it less competitive against other bacteria and opens up niches that
can be colonized by opportunistic pathogens. The other, less explored possibility, is
that commensal microbiota can not only protect from pathogens, but also facilitate
their invasion, a phenomenon that has been recently demonstrated in bees [198].
Little is known about the specific roles that A. segnis and Sutterella play in IBD,
and more generally in gut health. Aggregatibacter is a common member of the oral
microbiota that thrives in local infections such as periodontal disease and bacterial
vaginosis [199–201]. The high abundance of A. segnis is also associated with an
increased risk of IBD recurrence [202]. Sutterella, on the other hand lacks overt
pathogenicity, and MWAS produced inconsistent findings [203–209] on its involve-
ment in IBD. Some studies reported that Sutterella is increased in patients with
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good outcomes [129, 206] while other studies found positive or no association be-
tween Sutterella and IBD [14, 204, 207–209]. Experimental investigations showed
that Sutterella lacks many pathogenic properties; in particular, it does not induce a
strong immune-response and has only moderate ability to adhere to mucus [208, 209].
Further, Sutterella strains from IBD and control patients showed no phenotypic dif-
ferences in metabolomic, proteomic, and immune response assays [209]. Nevertheless,
Sutterella is strongly associated with worse behavioral scores in children with autism
spectrum disorder and Down syndrome [127, 128, 210]. Therefore, the direct link
between Sutterella and IBD could involve the gut-brain axis.
In summary, we found a small number of taxa can explain extensive dysbiosis in
IBD and accurately predict disease status. Directly associated taxa have strains
with dramatically different abilities to trigger colitis and are specifically targeted
by the immune system of patients and animals with IBD [83]. Previous studies
of these taxa point to facilitated colonization by pathogens, butyrate production,
immunomodulation, bile metabolism, and the gut-brain axis as the primary factors
in the etiology of IBD.
Many disorders are accompanied by substantial changes in host microbiota, but our
work shows that only a small subset of these changes could be directly related to the
disease. Similarly, only a handful of taxa could drive the dynamics of the ecosystem-
level changes in the environment. To untangle the complexity of such dysbioses,
it is important to account for microbial interactions using mechanistic or statistical
methods. Direct association analysis proposed in this paper is a simple statistical
approach based on the principle of maximum entropy. DAA can be applied to any
microbiome data set that is sufficiently large to infer interspecific interactions.
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5.6 Methods
The data used in this study was obtained from Ref. [129], which reported changes
in the microbiome of newly-diagnosed, treatment-naive children with IBD compared
to controls. This data was recently analyzed in Ref. [14], and we followed all the
statistical procedures adopted in that study to enable direct comparison of the results.
Specifically, we used a permutation test on mean log-transformed abundances to
determine the statistical significance of an association.
To fit the maximum entropy model to the data, we first computed the mean log-
abundance for each genusmi and the covariance in the log-transformed abundances Cij.
The interaction matrix was computed as J = C−1 by performing singular value
decomposition [211] and removing all singular values that were comparable to the
amount of noise present in the data. The host effects were computed as h = Jm. See
section 5.7 for further details.
All computation was carried out in Python environment. We used scikit-learn 0.15.2
[212] for hierarchical clustering and to build the supervised classifiers used in Fig. 5·4B
and Fig. 5·12. The variance in the accuracy of classification was evaluated through
5-fold stratified cross-validation with 100 random partitions of the data into the train-
ing and validation sets. For all findings, statistical significance was evaluated with
Fisher’s exact test (permutation test) with 106 permutations. False discovery rate
was controlled to be below 5% following Benjamini-Hochberg procedure [167].
For sparse logistic regression, we confirmed that the penalty parameter was in the
range where the results are insensitive to its specific value. The features selected by
this classifier in Fig. 5·4 are as follows: Erysipelotrichales, Pasteurellales, Turicibac-
terales (also significant in DAA), and Enterobacteriales (not significant in DAA) at
the order level; Clostridiaceae and Pasteurellaceae (also significant in DAA) and
Enterobacteriaceae and Erysipelotrichaceae (not significant in DAA) at the fam-
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ily level; Roseburia (also significant in DAA) and Dialister, Aggregatibacter, and
Haemophilus (not significant in DAA) at the genus level; and B. adolescentis, F. praus-
nitzii, and E. dolichum (also significant in DAA) and Prevotella copri and Haemophilus
parainfluenzae (not significant in DAA) at the species level. In total, both DAA and
the sparse logistic regression relied on 17 features with 9 of them being the same.
Thus, DAA identified many features that were also selected by the machine learning
algorithm for their predictive value. At the same time, the results of DAA and the
sparse logistic regression were not exactly the same and, therefore, could be comple-
mentary to each other.
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5.7 Appendix : Interactions between species introduce spu-
rious associations in microbiome studies
Model of community composition
Here we describe a mathematical model of community composition, that we use to
correct for microbial interactions in microbiome-wide association studies.
Log-transformation of abundances
The environment within a host is constantly changing due to variations in diet, im-
mune response, phage activity and other factors. As a result, microbial growth rates
should be highly variable and produce multiplicative fluctuations in the community
composition, which are better captured on logarithmic rather than on linear scale. In-
deed, the abundances of many gut species follow a log-normal distribution (Fig. 5·5),
and recent work shows that a log-transformation of abundances increases the power
and quality of microbiome studies [14]. Therefore, we chose to carry out all of the
analysis and modeling on natural logarithms of relative abundances computed with a
pseudocount of one read. For simplicity, we refer to these quantities as abundances in
the following and denote them as li with the subscript identifying the species under
consideration.
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Figure 5·5: Microbial abundances follow the log-normal distri-
bution. The histograms show probability distributions of the relative
log-abundance for the species and genera detected by DAA (summa-
rized in Fig. 5·3). The best fit of a Gaussian distribution is shown in
green.
Maximum entropy models
Microbiota composition is highly variable among people in both health and dis-
ease [14] and needs to be described via a multivariate probability distribution P ({li}).
The amount of data in a large microbiome-wide association study, however, is suf-
ficient to reliably determine only the first and second moments of P ({li}). This
situation is common in the analysis of biological data and has been successfully man-
aged with the use of maximum entropy distributions [145]. These distributions are
chosen to be as random as possible under the constraints imposed by the first and
second moments. Maximum entropy models introduce the least amount of bias and
reflect the tendency of natural systems to maximize their entropy. In other contexts,
these models have successfully described the dynamics of neurons [157], forests [158],
and flocks [159], and even predicted protein structure [160] and function [161]. In the
context of microbiomes, a recent work derived a maximum entropy distribution for
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microbial abundances using the principle of maximum diversity [162].
Let us denote abundance means and covariances computed from the data by the
vector m and matrix C respectively. The constraints on the maximum entropy dis-
tribution are then expressed as
〈li〉 = mi
〈lilj〉 − 〈li〉〈lj〉 = Cij
(5.2)
and the maximum entropy distribution takes the following form
P ({li}) = 1
Z
e
∑
i hili+
1
2
∑
ij Jij lilj (5.3)
which is similar to the Ising model of statistical physics, but with continuous rather
than discrete degrees of freedom. The variables hi and Jij arise as Lagrange multi-
pliers for the first and second moment constraints during entropy maximization. In
statistical physics, they describe local magnetic fields that align spins li and inter-
actions between spins li and lj. The constant Z, known as the partition function,
ensures that the distribution is normalized:
Z =
∫ ∏
i
dlie
∑
i hili+
1
2
∑
ij Jij lilj (5.4)
Note that Z is a multi-dimensional Gaussian integral.
Host effects vs. species interactions
To interpret this maximum entropy distribution in terms of biologically relevant fac-
tors such as microbial interactions and properties of the host, we can rewrite equa-
tion (5.3) as follows
P ({li}) = 1
Z
e
∑
iHili (5.5)
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where
Hi = hi +
1
2
∑
j
Jijlj (5.6)
describe the quality of the local environment for species i: the higher Hi, the more
abundant the species. The quality of the environment can be decomposed into exter-
nal variables such as temperature or metabolite concentrations Vα and the species’
response to these variables Riα as
Hi =
∑
α
RiαVα (5.7)
We can further decompose the external variables Vα into host factors V
h
α and influences
of other species, e.g., due to metabolite secretion or production of antibiotics:
Vα = V
h
α +
∑
j
Pαjlj (5.8)
where Pαj describes the influence of microbe j on variable α.
Upon combining equations (5.7) and (5.8), we can express Hi as
Hi =
∑
α
RiαV
h
α +
∑
αj
RiαPαjlj (5.9)
Comparison of this equation to equation (5.6) shows that we can identify hi =∑
αRiαVα with the direct effects of the host and Jij = 2
∑
αRiαPαj with the in-
teractions among the microbes.
Inference of model parameters
Here we describe the procedure of learning the parameters of the maximum entropy
model from the data. Our approach closely follows that of Refs. [145], [160] and [161].
Relating h and J to m and C
To infer model parameters hi and Jij, we need to relate them to empirical obser-
109
vations such as the means and covariances of the abundances. These relationships
can be conveniently obtained from the derivatives of the partition function, which is
the standard approach in statistical physics. Indeed, the mean abundances can be
expressed as
〈lk〉 = 1
Z
∫ ∏
i
dlie
∑
i hili+
1
2
∑
ij Jij lilj lk =
∂ lnZ
∂hk
(5.10)
A similar relationship holds for the covariance matrix:
〈lilj〉 − 〈li〉〈lj〉 = ∂
2 lnZ
∂hi∂hj
(5.11)
To complete the calculation, we need to compute the partition function defined by
equation (5.4). The result reads
Z =
1√
det(J/2pi)
e
1
2
hT J−1h (5.12)
where symbols without indexes are treated as vectors or matrices.
From equation (5.12), we immediately find that
m = J−1h
C = J−1
(5.13)
which can be inverted to obtain
h = C−1m
J = C−1
(5.14)
Inverting the covariance matrix
It is clear from equation (5.14) that the key step in obtaining the model parameters
is the inversion of the covariance matrix. However, this matrix is likely to be de-
generate or ill-conditioned because of the insufficient amount of data or very strong
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correlations between microbial abundances. To overcome this difficulty, we computed
a pseudoinverse of C as described in the following sections. Briefly, we used singular
value decomposition [211] of C in terms of two orthogonal matrices U and V (since C
is symmetric, U = V ) and a diagonal matrix Λ:
C = UΛV T (5.15)
Some diagonal elements of Λ were small and comparable to the levels of noise (or
uncertainty), so we set the corresponding elements of Λ−1 to zero. Specifically, Λ−1kk
was set to zero for all k such that Λkk < λmin, where λmin was a predetermined
threshold. A regular inverse (Λ−1kk = 1/Λkk) was used for the rest of the elements.
The choice of the threshold and the robustness of the results to the variation in λmin
are discussed in the section on data analysis. This procedure ensured that we do not
infer large changes in host fields h due to fluctuations in the estimate of 〈l〉. The
inverse of C was then computed as C−1 = V Λ−1UT , where we used the fact that the
inverse of an orthogonal matrix is its transpose.
Origin of spurious associations and Direct Associations Anal-
ysis
Microbial interactions introduce spurious associations
In microbiome-wide association studies, we are typically interested in the changes in
microbial abundances ∆m between two groups of subjects. From equation (5.13), we
can relate ∆m to the changes in the phenotype of the host ∆h:
∆m = C∆h (5.16)
This formula clearly illustrates the origin of spurious associations. Imagine that
there is a small number of species directly linked to host phenotype, i.e. ∆h is a
sparse vector. Because C is a dense matrix (see Fig. 5·1b), equation (5.16) predicts
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that ∆m is dense, i.e. the abundances of most species are affected. The sizes of
these effects are variable and depend on the magnitude of the off-diagonal elements
of C. Except for the strongly interacting species, the largest changes in m are likely
to mirror the largest changes in h and result in significant associations. In large
samples, however, smaller effects become detectable that could either reflect small
direct effects or the secondary, indirect effects due to microbial interactions. As a
result, the number of associations grows with the sample size, and the relationship
between associated species and host phenotype becomes obscured. Fig. 5·2 presents
evidence for a large number of spurious associations in both synthetic and real data.
Removing indirect associations
Equation (5.16) offers a straightforward way to correct for microbial interactions and
separate direct from indirect associations. Indeed, for each species, we can compute
the corresponding change in the host field as
∆hi =
∑
j
(
C−1
)
ij
∆mj (5.17)
The statistical significance of this change can be determined via the permutation
test followed by the Benjamini-Hochberg procedure to correct for multiple hypothesis
testing [167].
Assumptions and limitations of DAA
Pairwise interactions are sufficient
So far, we have considered only pairwise interactions between the taxa. This is a
common assumption in maximum entropy models, which reflects the need for very
large data sets to reliably infer higher-order interactions [145, 157–161]. While fitting
higher-order interactions is impractical, we can nevertheless test whether they make
a significant contribution to the patterns of co-occurrence observed in IBD data. To
this purpose, we computed third and fourth order moments of microbial abundances
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in IBD data and compared them to the corresponding moments predicted by our
maximum entropy model. This is a meaningful test because only the first and second
moments were used to fit the model to the data.
The predictions of our model follow from the properties of the multivariate Gaussian
distribution and can be summarized as follows:
〈liljlk〉 = mimjmk +miCjk +mjCik +mkCij
〈(li − 〈li〉)(lj − 〈lj〉)(lk − 〈lk〉)〉 = 0
〈(li − 〈li〉)(lj − 〈lj〉)(lk − 〈lk〉)(lm − 〈lm〉)〉 = CijCkm + CimCjk + CikCjm
(5.18)
The model predicts that the third central moments vanish, and indeed the corre-
sponding values in the data are close to zero (Fig. 5·6). The observed deviation is
consistent with the level of noise seen in a random Gaussian sample drawn from the
maximum entropy distribution; the size of the sample equaled that of the IBD data.
Further, the predictions for the non-central moments are highly correlated with the
moments observed in IBD data (Fig. 5·6) with Pearson’s r equal to 1 and 0.81 for
third and fourth moments respectively. The deviations of r from 1 are largely due to
the uncertainty in the values of the observed moments. Indeed, we obtained r = 1
and r = 0.88 for the correlation between predicted and observed third and fourth or-
der moments for the random sample drawn from our maximum entropy distribution.
Since the higher moments of the maximum entropy distribution satisfy Eq. (5.18)
exactly, the observed values of r set the upper bound on the correlation coefficient
that can be obtained given the sample size in the IBD data set.
113
Figure 5·6: Pairwise interactions are sufficient to explain the
patterns of microbial co-occurence. The parameters in our max-
imum entropy model were chosen to fit only the first and the second
moments of the multivariate distribution of microbial abundances. Nev-
ertheless, the model captures most of the higher-order correlations in
the data suggesting pairwise interactions are sufficient to accurately
describe the patterns of microbial co-occurences. (A) For each choice
of three genera, the third order moment was computed by averaging
the product of the log-abundances over all the samples in the IBD data
(“observed”) or from Eq. 5.18 (“predicted”), which states the predic-
tions of the maximum entropy model. The plot shows excellent agree-
ment between the two quantities. (B) For each choice of three gen-
era (“index”), we plot the third-order central moment computed from
the IBD data (“observed”) and from an equally-sized sample drawn
from our maximum entropy model (“Gaussian distribution”). The lat-
ter quantifies the expected deviations between the observations and
predictions due to the finite size of the sample. (C) Same as (A), but
for the fourth-order central moment. The expected level of noise is
quantified via a sample from the maximum entropy model that obeys
Eq. 5.18 exactly in the limit of infinite sample size. The correlation
coefficient between “observed” and “predicted” values from this sam-
ple sets the upper bound on the expected correlation coefficient in IBD
data.
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Host phenotype affects h, but not J
An important assumption behind Eq. (5.17) is that the interspecific interactions are
not affected by host phenotype, i.e. C and J are the same for control and disease
groups. Deviations from this assumption are certainly possible, but they represent
higher order effects, which are absent in a simple linear-response model of microbial
communities given by Eq. (5.9). Moreover, current sample sizes are insufficient to
accurately infer and compare the covariance matrices for each of the groups. Associa-
tion tests between microbial interactions and host phenotype are further complicated
by the large number of interspecific interactions, which leads to a severe reduction
in statistical power. Therefore, we did not attempt to identify specific interactions
that are affected by IBD; instead, we assessed the overall similarity between the co-
variance matrices CCD and Ccontrol computed for patients with and without Crohn’s
disease (Fig. 5·7). We found that the plot of the matrix elements of CCD vs. Ccontrol
clustered around the diagonal with the coefficient of linear regression equal to 0.96,
suggesting that the structure of correlations is similar for the two phenotypic groups.
The spectral properties of the matrices are also similar.
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Figure 5·7: Microbial interactions are only weakly affected
by host phenotype. To determine whether Crohn’s disease dras-
tically alters the pattern of microbial interactions, we computed and
compared the covariance matrixes CCD and Ccontrol for CD and control
groups respectively. The results of this calculation for IBD data are
shown in blue. Each dot corresponds to a matrix element of Cij, which
is the covariance between the log-abundances of genera i and j. The
x-coordinate is the covariance computed in the control group and the
y-coordinate is the covariance computed in the CD group. To estimate
the expected level of noise, we carried out the same analysis on two
random partitions of the data that contain both controls and subjects
with CD (shown in magenta). Since the groups are drawn from the
same distribution, their covariance matrices must be identical on aver-
age. The spread of the magenta data points, therefore, sets the upper
limit on the correlation coefficient between CCD and Ccontrol. We note,
however, that this upper bound is unlikely to be reached for IBD data
because some taxa have different noise levels in CD and control groups:
eg. the taxa depleted in CD have a low abundance in this group and,
therefore, higher error in the estimates of the correlation coefficients
with other taxa. Overall, both IBD and partitioned data lie close to
the diagonal and exhibit similar levels of variation. Thus, using the
same covariance matrix for both CD and control groups is a reasonable
first approximation. This approximation is valuable because it reduces
the uncertainty in Cij by allowing us to use the entire data to compute
covariances and because it improves the stability of DAA to errors in C
(see Fig. 5·16).
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To perform a more quantitative comparison we also computed the Pearson correlation
coefficient between the matrix elements of CCD vs. Ccontrol (r = 0.7). However, inter-
preting the value of the correlation coefficient is non-trivial because it is very sensitive
to the noise in the data and the uncertainty in the individual matrix elements is high,
especially for taxa with low abundance. One way to estimate the expected level of
noise is to compare the observed correlation coefficient to the correlation coefficient
for two subsamples of the shuffled data drawn without preserving the diagnosis labels,
but of the same size as the CD and control groups. This coefficient must equal 1 in
the limit of infinitely large data, so it sets the upper limit on r that can be observed
between C computed for CD and control groups, even when there are no differences
in the interactions. We note, however, that this upper bound is unlikely to be reached
for IBD data because some taxa have different noise levels in CD and control groups.
Indeed, the taxa depleted in CD have a low abundance in this group and, therefore,
higher error in the estimates of the correlation coefficients with other taxa. We found
that the correlation coefficient r between two random subsets was about 0.9, suggest-
ing that high level of noise is the likely explanation for the spread of the data away
from the diagonal in Fig. 5·7.
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Figure 5·8: Taxa directly associated with Crohn’s disease.
Note that the Green Genes database [213] used in QIIME [214] places
Turicibacter under Erysipelotrichales and has a unique order of Turi-
cibacterales. This apparent inconsistency may reflect insufficient un-
derstanding of Turicibacter phylogeny. The effect sizes and statistical
significance are summarised in Tab. 5.3 and compared between DAA
and conventional MWAS in Tab. 5.4.
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Figure 5·9: Comparison between correlations and direct in-
teractions. The matrix of microbial interactions J is shown in (A)
and the correlation matrix C is shown in (B), which is the same as
Fig. 5·1B. Both matrices are inferred from the IBD data set. Note
that J is sparser than C. For greater clarity, the matrices are hierar-
chically clustered; therefore, the order of species in A and B is not the
same.
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Figure 5·10: Comparison of networks inferred by Pearson cor-
relation, SparCC, and DAA at the genus level. Three net-
works quantifying microbial co-occurrence or interactions have been
inferred: one based on the Pearson correlation coefficient between log-
abundances (which is closely related to the covariance matrix C), one
using SparCC package from Ref. [163] that attempts to reduce compo-
sitional bias, and one based on the direct interactions J from DAA. In
each network, we kept only links that were statistically different from 0
under a permutation test with 5% false discovery rate. The panels
display Venn diagrams showing unique and overlapping links in these
networks. All links are included in (A), and the comparison is done
irrespective of the sign of the link, i.e. agreement is reported even if one
method reports a positive link and another method reports a negative
link. In contrast, (B) and (C) show only positive and negative links
respectively. Three conclusions can be drawn from these comparisons.
First, the high overlap between SparCC and Pearson networks shows
that log-transforms have largely accounted for the compositional bias.
Second, all three methods agree on a large number of links suggesting
that all methods are sensitive to some strong interactions. Third, DAA
reports fewer links and identifies a few links not detected by other meth-
ods. This reflect the different nature of DAA links. While both Pearson
correlation and SparCC infer correlation, which could be either direct
or indirect (i.e. induced). DAA removes indirect correlations, thus
reducing the total number of links, but also reveals pairwise interac-
tions that could have been masked by strong correlations with a third
species.
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Figure 5·11: The network based on the correlation coefficient
between log-transformed abundances. We plotted the correlation-
based network for the species detected by DAA. Note the similarities
and differences with the interaction network shown in Fig. 5·3. Only the
links with the correlation coefficient greater than 0.27 or lower than -
0.15 are shown, and all links are statistically significant (q < 0.05).
All correlation coefficients and direct interactions are summarized in
Tab. 5.6 for the genera and species detected by DAA.
Figure 5·12: Direct associations retain full diagnostic power.
The same as Fig. 5·4B, but for two other classifiers: random forest [171,
172] in (A) and support vector machine [173] in (B).
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Figure 5·13: DAA detects all directly associated taxa in syn-
thetic data, provided the sample size is sufficiently large. The
same as Fig. 5·2A, but with the x-axis extended to larger sample sizes.
Note that DAA recovers all 6 directly associated taxa when the sample
size is greater than about 1200.
Robustness of inference to the uncertainties in the covariance matrix
Since the sample size in the IBD data set is not sufficient to infer every element of
the covariance matrix accurately, it is important to determine how the uncertainty
in C affects DAA results. To this end, we repeatedly subsampled the IBD data set to
half of its size and examined the variation in the gross properties of C and changes
in h and ∆h. Fig. 5·15 shows that the eigenvalues of C are extremely robust and are
virtually unaffected by the subsampling of the data. Similarly, there is only small
variation in the values of ∆h between control and CD groups (Fig. 5·16). For genera
detected by DAA, the values of ∆h together their error bars due to subsampling are
well outside the region where ∆h are expected to lie under the null hypothesis of no
association between the genus and Crohn’s disease.
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Compositional effects
Microbial abundances are usually normalized by the total number of reads in the
sample to eliminate the noise introduced during sample preparation, for example, at
DNA extraction and amplification steps. Other normalization schemes are also used
because they could be advantageous for certain data or analyses [162, 166, 215]. Any
normalization eliminates one dimension of the data and thereby creates compositional
biases that complicate the interpretation of the results [163–165]. For example, the
relative abundance of a microbe could change simply due to the change in the abun-
dance of other members in the community; such a possibility makes it difficult to
unambiguously determine whether this microbe is associated with host phenotype.
While it is impossible to fully eliminate compositional biases, their effects could be
minimized. In this section, we show that the procedure that we adopted to com-
pute C−1 achieves such minimization for a particular choice of the normalization
scheme. We also discuss how DAA can be generalized for an arbitrary normalization
scheme and show that the same results are obtained with and without the normaliza-
tion of the data prior to the analysis. Overall, we conclude that compositional biases
do not affect the performance of DAA for diverse microbial communities such as the
gut and sample size less than about 5000. The application of DAA to data with
strong compositional effects would require the modifications that we outline below.
Here, we use li to denote the log-transformed abundance of microbe i regardless of the
normalization scheme. The log-transformation is an important step in the analysis
of compositional data because it reduces the degree of compositional biases [162–
166, 215]. Any normalization of the data imposes a constraint on li, which can be
stated as follows
F ({li}) = 0 (5.19)
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Figure 5·14: Compositional bias has a negligible effect on DAA
performance. All panels are the same as Fig. 5·2C, but with different
normalization of the data prior to the analysis. (A) No normaliza-
tion: the analysis is done on the counts from the OTU table, which
do not add up to a constant number. (B) Total-sum scaling: The
counts are converted into relative abundances by dividing by the to-
tal number of counts (reads) per sample. This plot is the same as
Fig. 2C. (C) Centered-log ratio: First log-abundances were computed
from unnormalized counts with a pseudocount of 1. Then, the mean
log-abundances of the taxa was computed by averaging over the sam-
ples. Finally, the mean-log abundance of every taxon was subtracted
from the log-abundances of this taxon in all samples. This procedure
corresponds to normalizing by the geometric mean of the counts be-
cause it ensures that the mean log-abundance of a taxon is zero [162].
(D) Cumulative sum scaling: A normalization scheme proposed specif-
ically for microbiome analyses was implemented following Ref. [215].
The results of the analyses in A-D are very similar suggesting that
compositional bias does not lead to major artifacts. In particular, the
number of associations in A grows at the same rate with the sample
size as in B-D. This would not be the case if the compositional bias was
strong because spurious associations due to normalization would lead
to a greater number of detected taxa. Thus, we conclude that inter-
specific interactions rather than compositional effects are the primary
source of spurious associations.
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The normalization that we used so far, known as total-sum scaling [215], corresponds
to
F ({li}) = −1 +
∑
i
eli (5.20)
while another popular normalization scheme, known as centered-log ratio, corresponds
to
F ({li}) =
∑
i
li (5.21)
The requirement that F ({li}) = 0 changes the maximum entropy distribution to
P ({li}) = δ(F ({li})) 1
ZF
e
∑
i hili+
1
2
∑
ij Jij lilj (5.22)
where δ(·) is the Dirac delta function, and the subscript on Z indicates that the
normalization constant depends on the choice of F . It is easy to show the origin of
Eq. (5.22) by replacing the hard constraint in Eq. (5.19) by a soft constraint on the
moments of P ({li}). Hard constraints are rarely included in the maximum entropy
models while the inclusion of soft constraints is the standard practice. Specifically,
we can replace Eq. (5.19) by
〈F ({li})〉 = 0
〈F 2({li})〉 = θ2
(5.23)
which is equivalent to Eq. (5.19) in the limit of θ → 0. The maximum entropy
distribution satisfying Eq. (5.23) reads
P ({li}) = 1
Zθ
e
∑
i hili+
1
2
∑
ij Jij lilje−
F2({li})
2θ2 (5.24)
which reduces to Eq. (5.22) as θ → 0.
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The delta function or the new θ−dependent term changes the maximum entropy
distribution, and Eq. (5.13) no longer hold for a general choice of F ({li}). Instead,
one has to compute the first and second order moment of the distribution given by
Eq. (5.22) or Eq. (5.24) and fit them to the means and covariances observed in the
data. This procedure, however, cannot uniquely determine hi and Jij because these
parameters are no longer independent. Indeed, the condition that 〈F 2({li})〉 = 0
imposes a constraint on the values that hi and Jij can take. This constraint is the
consequence of the fact that normalization destroys one dimension of the data. The
maximum entropy model “inherits” this property, so any change in hi could in part
be due to the compositional bias.
Figure 5·15: The inference of the eigenvalues of the covariance
matrix is robust to variation in sample size and bootstrapping.
We repeatedly subsampled the IBD data set to half of its size and
computed the eigenvalues of the covariance matrix C. The means and
standard deviations from this bootstrap procedure are shown in green,
and the eigenvalue inferred from the entire data are shown in black. The
agreement between the different sample sizes and the small variation
due to subsampling indicate that the spectral properties of C can be
inferred quite accurately.
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Accounting for compositional affects for an arbitrary F is nontrivial and is hardly
justified given the weak compositional effects in the IBD data set. The analysis is,
however, quite straightforward for F given by Eq. (5.21), which corresponds to the
normalization by the geometric rather than arithmetic mean of microbial abundances.
We now use this choice of F to illustrate the general principles outlined above and to
demonstrate that our implementation of DAA already accounts for the compositional
bias for this normalization scheme.
For F given by Eq. (5.21), the soft constraint introduces a factor that keeps P ({li}) a
multivariate Gaussian distribution. Therefore, Eq. (5.24) is equivalent to our original
model given by Eq. (5.3) with J replaced by J (θ) defined as
J
(θ)
ij = −
1
θ2
+ Jij (5.25)
In the matrix notation, this definition takes the following form
J (θ) = − 1
θ2
E + J (5.26)
where E is the matrix with all elements equal to 1.
Equations (5.13) then continue to hold and can be used to infer h(θ) and J (θ).
As θ → 0, J (θ) → J in the subspace of ∑i li = 0, i.e. except in the direction
of (1, 1, ..., 1, 1)T , which becomes the eigenvector of J (θ) with a very large eigenvalue.
This direction is also an eigenvector of C, and the corresponding eigenvalue tends to
zero. Thus, compositional effects render C degenerate. Strong microbial interactions
can have the same effect, and we indeed found a few vanishingly small eigenvalues
of C. The variation in the data along the degenerate directions is eliminated when
we calculate C−1 using the singular value decomposition [211] as explained in the
corresponding section above.
This procedure does not artificially exclude taxa from the analysis. For example, if
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two microbes are perfectly correlated with each other, DAA reports both as signif-
icant associations if their abundances vary between health and disease. Since DAA
dramatically reduces the number of associations compared to conventional MWAS,
we conclude that most of the spurious associations are driven by microbial interac-
tions rather than the compositional bias. Further, the small number of associations
found by DAA with quite different relative abundances makes it unlikely that they
arise due to compositional effects.
Nevertheless, the maximum entropy model does “inherit” a constraint on the param-
eters from the compositional nature of the data. For F ({li}) =
∑
i li, it is easy to
see that
∑
i hi cannot be uniquely determined from the data. Indeed, adding the
same constant to every hi changes the exponent in the expression for P ({li}) by a
factor proportional to
∑
i li, which must vanish due to the delta function. One can
then choose an arbitrary value for
∑
i hi, say set it to zero. This condition reflects
the residual compositional bias left in the maximum entropy model. Similarly, due
to the compositional constraint on li, the constraint on hi can force hi to be different
for all taxa, even if only one of them is directly affected by the host phenotype. The
effect of the constraint, however, should scale as one over the number of the taxa
that fluctuate independently. For a diverse ecosystem such as the gut, the effect
of the compositional bias should, therefore, be small and detectable only with very
large sample sizes. In the synthetic data, we start seeing the compositional effects at
about 5000 samples which is 10 times the number of samples in the IBD data set; see
Fig. 5·18.
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Figure 5·16: Results of DAA are robust to variation in sample
size and bootstrapping. Similar to Fig. 5·15, we repeatedly subsam-
pled the IBD data set to half of its size and carried out DAA on each of
the subsamples. (A) shows that there is a modest variation in inferred
h. To a large extent, this variation is driven by the uncertainty in C
and its inverse J . (B) shows a much smaller variation in ∆h between
control and CD groups (green symbols). The noise is reduced because,
even though C changes from subsample to subsample, the same C is
used to infer h for control and disease groups. Therefore, the variability
in C has a much weaker effect on ∆h. For comparison, we also show ∆h
obtained by bootstrapping the entire data set without preserving the
diagnosis labels (black symbols). These data show the expected distri-
bution of ∆h under the null hypothesis of no associations. For genera
detected by DAA, the black and the green error bars do not overlap
suggesting that the results of DAA are not affected by the uncertainty
in C and are robust to variation in sample size and bootstrapping.
To test for compositional biases in the results of DAA, we analyzed the IBD data set
with several widely-used normalization schemes [162, 215], including total-sum scal-
ing, centered-log ratio, cumulative sum scaling, and no normalization at all (Figs. 5·14
and 5·17). All analyses identified about the same number of associations (and the
same taxa) using either traditional MWAS or DAA.
Finally, we note that our synthetic data has the same amount of compositional bias
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as in the IBD data. For both data sets, the top 10 most abundant taxa account for
80 % of the reads, and we normalized the synthetic data by the total number of reads
in the sample prior to performing DAA.
Figure 5·17: Results of DAA are not significantly affected by
compositional effects. The quantity ∆h between control and CD
groups is the test statistic used to infer direct associations, and the
variation of ∆h due to sampling shows whether the statistical analysis
is robust to small changes in the data set. To quantify these variations
in ∆h, we consider a sample drawn from the maximum entropy model
fitted to the IBD data set and define two δ∆h: one between normalized
and not normalized sample and the other between the not normalized
sample and the values of h in the maximum entropy model. The first
δ∆h quantifies the variability due to normalization, while the second
δ∆h quantifies the variability due to sampling. The plot shows the
distribution of the absolute values of the difference between the abso-
lute values of these δ∆h across genera for three normalization schemes:
total-sum scaling (TSS), centered-log ratio (CLR) and cumulative sum
scaling (CSS). The absolute ∆h values of significant taxa in IBD RISK
data (red rectangles) lie well outside of the distributions shown.
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Generation of synthetic data
Here, we describe how we generated the synthetic data shown in Fig. 5·2A. This
data was generated to evaluate the likelihood of spurious associations in MWAS.
We introduced a known number of direct associations, but ensured that all other
properties of the data correspond to that of the human gut microbiota.
The data for the control group were directly subsampled from the IBD data set. To
generate the data for the disease group, we first inferred the covariance matrix using
the entire data set and the mean abundances using just the control group. Then,
equation (5.13) was used to compute h. These values of h described normal microbial
abundances in subjects without IBD. To introduce a difference between cases and
controls, we modified the values of h for 6 randomly chosen species by 10% - 40%;
these are typical changes in h identified by DAA. Finally, we computed the expected
microbial abundance using equation (5.13) and then sampled from a multivariate
Gaussian distribution with these means and the covariance matrix defined above.
We also tested that our conclusions hold for other diseases with potentially different
effect sizes. Specifically, we repeated the analysis in Fig. 5·2A for two other synthetic
data sets: one with smaller and one with larger effect sizes. The results are quali-
tatively similar to what we reported in section 5.3 and are shown in Fig. 5·18. The
values of the effect sizes are given in Tab. 5.2.
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Figure 5·18: Spurious associations in synthetic data with small
and large effect sizes. The same analysis as in Fig. 5·2A,B, but for
synthetic data with smaller (A, B, C) and larger (D, E, F) effect sizes.
(A) and (D) show the number of associations detected by traditional
MWAS and DAA. (B) and (E) show the median effect sizes (median
fold change) for the taxa detected by conventional MWAS. (C) and (E)
show the effect sizes in both h and l for the taxa detected by DAA. The
effect size for h was quantified as the relative percent difference in host-
field between cases and controls, while the l-effect size was computed
as described in section 5.3. Overall the results are similar to those
in Fig. 5·2. In addition, (A) and (B) show that DAA can recover all
directly associated taxa given a large number of samples without any
false positives. For sample sizes exceeding 5000, DAA starts to detect
indirect associations due to compositional effects.
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Data analysis
For correlation analysis, we used Pearson correlation coefficient for log-transformed
abundances.
For logistic regression classifier, we used L1 penalty to ensure sparseness and gen-
eralizability. In all classifiers default parameters were used in scikit-learn version
0.17.2.
For hierarchical clustering of the correlation matrix, we used the Nearest Point Algo-
rithm method of the linkage function in scipy with a correlation distance metric.
Threshold for matrix inversion
For our analysis of the IBD and synthetic data sets we set λmin to 0.01. To test
whether our results are robust to the value of the threshold, we varied the number
of eigenvalues of Λ−1 not set to zero; see Fig. 5·19. When only a few eigenvalues
where included, DAA detected a large number of associations because many taxa
were perfectly correlated, and it was impossible to distinguish direct from indirect
associations. As the number of included eigenvalues increased, the performance of
DAA improved and reached a plateau. In this plateau region, the results were largely
insensitive to the value of the threshold used. Our choice of the theshold corresponded
to this plateau region. At all taxonomic levels, we found one or two almost zero
eigenvalues that were below λmin (Fig. 5·15); all other eigenvalues were included in
the analysis.
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Figure 5·19: Sensitivity of DAA to eigenvalue threshold λmin.
Large λmin retains only a few eigenvalues and imposes an artificially
strong correlation structure on the data. As a result, DAA detects a
large number of associations because it cannot distinguish direct from
indirect effects. The performance of DAA improves as more eigenvalues
are included and reaches a plateau. The dashed lines show the number
of eigenvalues included for λmin = 0.01 used throughout our analysis.
The insets show the eigenvalues of Λ in decreasing order. The four
panels show the results for different taxonomic levels: from species to
order.
Computer code
We include here the link to computer code that loads the data and outputs all figures
and tables: https://github.com/rajitam/DAA-figures-and-tables
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Table 5.1: The list of genera used in the analysis. We included
all genera that were present in more than 60% of either control or
IBD subjects. The indices were chosen to hierarchically cluster the
correlation matrix shown in Fig. 5·1B (index corresponds to the position
of the genus on the x axis).
index genus name index genus name index genus name
1 [Prevotella] 17 Corynebacterium 33 Fusobacterium
2 Prevotella 18 Pseudomonas 34 Bacteroides
3 Dialister 19 Acinetobacter 35 Anaerostipes
4 Phascolarctobacterium 20 Erwinia 36 Parabacteroides
5 Epulopiscium 21 Actinomyces 37 [Eubacterium]
6 Eggerthella 22 Streptococcus 38 Odoribacter
7 Clostridium 23 Granulicatella 39 Oscillospira
8 Akkermansia 24 Neisseria 40 Lachnospira
9 Bilophila 25 Rothia 41 Roseburia
10 Bifidobacterium 26 Eikenella 42 Faecalibacterium
11 Collinsella 27 Campylobacter 43 Dorea
12 Sutterella 28 Veillonella 44 [Ruminococcus]
13 Parvimonas 29 Actinobacillus 45 Ruminococcus
14 Porphyromonas 30 Aggregatibacter 46 Blautia
15 Turicibacter 31 Haemophilus 47 Coprococcus
16 Staphylococcus 32 Holdemania
Table 5.2: Genera modified in synthetic data. Taxa indices are
the same as in Table 5.1. Effect size is the percent change in the value
of h.
taxon
index
effect size
data 1 (section 5.3)
effect size
data 2 (small)
effect size
data 3 (large)
1 −18% −17% −44%
11 +24% +14% +129%
19 −36% −12% −72%
27 +17% +16% +67%
33 −13% −14% −28%
45 +18% +13% +112%
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Table 5.3: Direct associations identified by DAA across phy-
logenetic levels.
taxon
name
direct effect,
hCD
direct effect,
hctrl
difference,
∆h/|hctrl| p-value q-value
Order level
Burkholderiales −0.47 −0.66 +0.29 0.00013 0.0029
Turicibacterales −1.7 −1.4 −0.18 0.00031 0.0036
Pasteurellales −0.51 −0.69 +0.26 0.00068 0.0052
Campylobacterales −1.6 −1.8 +0.1 0.00696 0.04
Erysipelotrichales −2.5 −2.3 −0.083 0.0095 0.044
Family level
Alcaligenaceae −0.68 −0.86 +0.21 0.00027 0.01
Clostridiaceae −1.2 −0.99 −0.18 0.0026 0.049
Pasteurellaceae −0.31 −0.47 +0.35 0.0033 0.049
Genus level
Roseburia −1.2 −0.86 −0.35 0.000098 0.0046
Sutterella −0.63 −0.80 +0.22 0.00043 0.01
Oscillospira −2.4 −2.6 +0.097 0.0015 0.023
Turicibacter +0.46 +0.69 −0.34 0.003 0.035
Species level
B.adolescentis −0.23 +0.073 −4.12 0.00013 0.0037
E.dolichum −0.51 −0.31 −0.65 0.0028 0.039
F.prausnitzii −0.97 −0.81 −0.20 0.0042 0.039
A.segnis −0.072 −0.25 +0.71 0.0056 0.04
B.producta −0.75 −0.54 −0.38 0.0064 0.04
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Table 5.4: Comparison between changes in h and in l for the
taxa identified by DAA.
taxon
name
abundance
lCD/lctrl
direct effect
∆h/|hctrl| q-value, l q-value, h
Order level
Burkholderiales +1.6 +0.29 0.04 0.0029
Turicibacterales +0.45 −0.18 0.00002 0.0036
Pasteurellales +4.2 +0.26 0 0.0052
Campylobacterales +2.1 +0.1 0.000001 0.04
Erysipelotrichales +0.34 −0.083 0 0.044
Family level
Alcaligenaceae +1.7 +0.21 0.03 0.01
Clostridiaceae +0.25 −0.18 0 0.049
Pasteurellaceae +4.2 +0.35 0 0.049
Genus level
Roseburia +0.21 −0.35 0 0.0046
Sutterella +2.0 +0.22 0.004 0.01
Oscillospira +0.84 +0.097 0.33 0.023
Turicibacter +0.50 −0.34 0.0004 0.035
Species level
B.adolescentis +0.43 −4.12 0.00004 0.0037
E.dolichum +0.43 −0.65 0.00004 0.039
F.prausnitzii +0.41 −0.20 0.000003 0.039
A.segnis +2.8 +0.71 0 0.04
B.producta +0.67 −0.38 0.03 0.04
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Table 5.5: Indirect associations identified by uncorrected
abundance analysis across phylogenetic levels.
taxon name abundance,lCD
abundance,
lctrl
ratio,
lCD/lctrl
p-value q-value
Order level
Erysipelotrichales 0.43 1.3 0.34 0 0
Clostridiales 18.4 31.1 0.59 0 0
Pasteurellales 1.2 0.29 4.2 0 0
Fusobacteriales 0.25 0.08 3.2 0 0
Enterobacteriales 2.8 0.81 3.4 0 0
Campylobacterales 0.017 0.008 2.1 0.000001 0.000004
Neisseriales 0.029 0.013 2.1 0.000002 0.000006
Turicibacterales 0.006 0.013 0.45 0.000008 0.00002
Bifidobacteriales 0.041 0.09 0.47 0.00004 0.0001
Bacteroidales 25.5 38.8 0.66 0.00008 0.00019
Gemellales 0.026 0.015 1.7 0.00023 0.00048
Verrucomicrobiales 0.017 0.036 0.48 0.0016 0.003
Sphingomonadales 0.010 0.007 1.4 0.02 0.04
Burkholderiales 1.3 0.86 1.6 0.02 0.04
Family level
Lachnospiraceae 4.9 11.5 0.42 0 0
Erysipelotrichaceae 0.44 1.3 0.34 0 0
Clostridiaceae 0.11 0.42 0.25 0 0
Pasteurellaceae 1.3 0.3 4.2 0 0
Fusobacteriaceae 0.25 0.08 3.3 0 0
Enterobacteriaceae 2.8 0.84 3.4 0 0.000001
Neisseriaceae 0.029 0.014 2.1 0.000002 0.00001
Ruminococcaceae 5.3 9.9 0.54 0.000002 0.00001
Turicibacteraceae 0.006 0.013 0.44 0.000006 0.00002
Bifidobacteriaceae 0.04 0.09 0.46 0.00003 0.0001
Campylobacteraceae 0.013 0.007 1.7 0.00012 0.0004
Christensenellaceae 0.007 0.01 0.55 0.00015 0.0005
Porphyromonadaceae 0.39 0.81 0.48 0.0002 0.0005
Gemellaceae 0.026 0.016 1.7 0.0003 0.0009
Bacteroidaceae 21.6 32.8 0.66 0.0004 0.001
Veillonellaceae 1.4 0.88 1.5 0.001 0.002
Verrucomicrobiaceae 0.018 0.038 0.47 0.001 0.003
Micrococcaceae 0.014 0.010 1.4 0.009 0.018
Alcaligenaceae 1.0 0.58 1.7 0.02 0.03
Prevotellaceae 0.04 0.07 0.58 0.02 0.04
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taxon name abundance,lCD
abundance,
lctrl
ratio,
lCD/lctrl
p-value q-value
Genus level
Roseburia 0.042 0.20 0.21 0 0
Blautia 0.17 0.52 0.33 0 0
Aggregatibacter 0.11 0.022 5.0 0 0
Haemophilus 1.41 0.33 4.3 0 0
Lachnospira 0.022 0.076 0.29 0 0
Actinobacillus 0.025 0.009 2.7 0 0
Fusobacterium 0.36 0.10 3.7 0 0
Coprococcus 0.35 0.87 0.40 0 0
[Eubacterium] 0.048 0.13 0.36 0 0
Veillonella 0.30 0.13 2.2 0.000001 0.000006
Campylobacter 0.018 0.009 1.9 0.000002 0.000009
Eikenella 0.018 0.009 2.1 0.000002 0.000009
Neisseria 0.019 0.010 1.9 0.000002 0.000009
Faecalibacterium 1.92 4.27 0.45 0.000003 0.000009
Erwinia 0.016 0.009 1.9 0.000024 0.000076
Dialister 0.25 0.091 2.7 0.000035 0.0001
Holdemania 0.02 0.036 0.54 0.000039 0.0001
Turicibacter 0.008 0.017 0.5 0.00015 0.0004
[Ruminococcus] 0.57 0.91 0.62 0.00018 0.0004
Ruminococcus 0.57 0.91 0.62 0.00018 0.0004
Parabacteroides 0.44 0.91 0.49 0.0003 0.0008
Bifidobacterium 0.058 0.11 0.53 0.0007 0.001
Rothia 0.016 0.011 1.5 0.0008 0.002
Porphyromonas 0.018 0.010 1.7 0.001 0.002
Sutterella 1.46 0.73 2.0 0.002 0.004
Dorea 0.48 0.73 0.66 0.002 0.004
Bacteroides 1.22 41.9 0.75 0.005 0.01
Akkermansia 0.023 0.044 0.53 0.006 0.01
Anaerostipes 0.012 0.018 0.7 0.01 0.02
Staphylococcus 0.02 0.014 1.4 0.02 0.03
Granulicatella 0.034 0.024 1.4 0.02 0.03
Phascolarctobacterium 0.038 0.061 0.62 0.03 0.04
Species level
H. parainfluenzae 3.42 0.83 4.1 0 0
A. segnis 0.064 0.023 2.8 0 0
F. prausnitzii 5.0 12.3 0.41 0 0.000003
B. adolescentis 0.028 0.066 0.43 0.000005 0.00004
E. dolichum 0.10 0.23 0.44 0.000007 0.00004
V. parvula 0.06 0.033 1.82 0.00002 0.0001
V. dispar 0.51 0.27 1.91 0.0002 0.0008
N. subflava 0.041 0.025 1.62 0.0008 0.0027
Ros. faecis 0.023 0.035 0.65 0.0008 0.0027
P. copri 0.052 0.11 0.46 0.001 0.003
A. muciniphila 0.061 0.13 0.48 0.002 0.006
Bac. uniformis 0.71 1.2 0.58 0.012 0.027
R. mucilaginosa 0.039 0.028 1.39 0.015 0.031
Bl. producta 0.031 0.046 0.67 0.015 0.031
C. catus 0.045 0.067 0.67 0.021 0.039
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Table 5.6: A summary of interaction strengths and log-
abundance correlation coefficients for the core IBD network
shown in Fig. 5·3. Statistical significance was estimated by a per-
mutation test. Specifically, we independently permuted the abundance
of each taxa across samples and then computed the correlation and
interaction matrices on the permuted data to generate the probability
distribution for the null hypothesis of no interaction.
interacting taxa
correlation
strength, Cij
interaction
strength, Jij
q-value,
correlation
q-value,
interaction
A.segnis-B.producta +0.16 +0.14 0.0011 0.0041
A.segnis-Oscillospira −0.16 −0.17 0.0014 0.0011
A.segnis-Roseburia −0.15 −0.19 0.0034 0.0006
A.segnis-Sutterella −0.015 +0.046 0.80 0.41
A.segnis-Turicibacter +0.18 +0.12 0 0.021
B.adolescentis-A.segnis +0.19 +0.19 0 0.0006
B.adolescentis-B.producta +0.26 +0.16 0 0.0019
B.adolescentis-Oscillospira +0.069 −0.067 0.17 0.24
B.adolescentis-Roseburia +0.25 +0.24 0 0
B.adolescentis-Sutterella +0.036 +0.055 0.50 0.34
B.adolescentis-Turicibacter +0.40 +0.46 0 0
B.producta-Oscillospira +0.10 +0.04 0.044 0.47
B.producta-Roseburia +0.100 +0.0063 0.047 0.92
B.producta-Sutterella +0.0012 +0.092 0.98 0.091
B.producta-Turicibacter +0.31 +0.23 0 0
E.dolichum-A.segnis −0.0063 −0.027 0.92 0.66
E.dolichum-B.adolescentis +0.19 +0.051 0.0002 0.35
E.dolichum-B.producta +0.40 +0.46 0 0
E.dolichum-F.prausnitzii +0.075 +0.0087 0.13 0.92
E.dolichum-Oscillospira +0.27 +0.29 0 0
E.dolichum-Roseburia +0.25 +0.21 0 0
E.dolichum-Sutterella −0.080 −0.19 0.11 0
E.dolichum-Turicibacter +0.20 +0.057 0 0.33
F.prausnitzii-A.segnis −0.086 +0.0064 0.086 0.92
F.prausnitzii-B.adolescentis +0.15 +0.20 0.0021 0
F.prausnitzii-B.producta −0.065 −0.15 0.19 0.0032
F.prausnitzii-Oscillospira +0.32 +0.29 0 0
F.prausnitzii-Roseburia +0.35 +0.35 0 0
F.prausnitzii-Sutterella +0.25 +0.204 0 0.0006
F.prausnitzii-Turicibacter −0.095 −0.18 0.053 0.0003
Roseburia-Oscillospira +0.29 +0.16 0 0.0034
Roseburia-Sutterella +0.099 +0.019 0.05 0.76
Roseburia-Turicibacter +0.099 +0.053 0.05 0.34
Sutterella-Oscillospira +0.23 +0.24 0 0
Turicibacter-Oscillospira +0.036 +0.076 0.50 0.18
Turicibacter-Sutterella −0.12 −0.15 0.012 0.0026
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