This article focuses on efficient steady-state computations of induction machines. In particular, the periodic Parareal algorithm with the initial-value coarse problem (PP-IC) is considered for acceleration of classical time-stepping simulations via non-intrusive parallelization in the time domain, i.e., existing implementations can be reused. Superiority of this parallel-in-time method is in its direct applicability to time-periodic problems, compared to, e.g., the standard Parareal method, which only solves an initial-value problem, starting from a prescribed initial value. PP-IC is exploited here to obtain the steady state of several operating points of an asynchronous (induction) motor used in an electric vehicle drive. Numerical experiments show that acceleration up to several dozens of times can be obtained, depending on availability of parallel processing units. The comparison of PP-IC with the existing time-periodic explicit error correction method highlights better robustness and efficiency of the considered time-parallel approach.
I. INTRODUCTION
I NDUCTION machines are used in a wide variety of industrial applications. Their operation covers the power ranges from hundreds of watts to several megawatts. For the design of these motors, engineers are often interested in the steady-state operating characteristics such as mean torque, efficiency, and periodically changing currents and voltages at certain revolution speeds. During initial design stages, information about these quantities can be obtained from numerical analysis of transient eddy current problems using space and time discretization [1] , as shown in Fig. 1 . Application of an implicit time stepping leads to a nonlinear system of equations at each time step. Numerical simulation of induction motors is often computationally expensive because a lot of time steps might need to be calculated to reach the steady state. Therefore, efficient numerical methods are necessary to accelerate these calculations.
A good choice of the initial value can significantly reduce the settling time until the steady state. Various heuristics are known to often improve the initial guess, e.g., solving a static problem or using a frequency-domain computation. However, also more sophisticated methods exist, e.g., the time-periodic explicit error correction (TP-EEC) method [2] , [3] was developed based on correction of the sequential solution after each (half-) period. Recently, a parallel version of TP-EEC was introduced in [4] . The method combines parallelization of the time-periodic time integration and the explicit error correction approach. Furthermore, Bermúdez et al. [5] have proposed a combination of static computations with an extraction of circuit elements to improve the initial value. All of these methods show impressive improvements for many test cases but there is commonly no guarantee of convergence or speed-up. Several alternatives have been proposed, which aim at obtaining the steady-state solutions by solving a time-periodic problem. For instance, the harmonic-balance (HB) method was proposed by Urabe [6] and then applied in circuit simulation, e.g., in [7] and later for electrical machinery [8] - [10] . It is formulated in the frequency domain using the Fourier expansion and can be interpreted as a Galerkin or collocation method in time [11, Sec. 7.3.3] . However, HB approaches may need many harmonics, particularly in the case of strong nonlinearities (e.g., 9 in [12] ) or in the case of pulsed excitations (e.g., 13 in [13] ), and even more for an electric machine (e.g., 130 harmonics as in [14] ). In either case, solving the resulting nonlinear system of equations becomes cumbersome.
Instead of using a Fourier basis functions, it has also been proposed to use finite differences in the time domain, i.e., the time-periodic finite-element method (TPFEM) [15] . In its simplest form, the method corresponds to the well-known shooting method [11] . Most implementations of HB, TPFEM, and shooting methods require dedicated (iterative) solvers, e.g., Generalized minimal residual method (GMRES) used in [16] , and lead to very large (nonlinear) problems. 0018-9464 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. For initial value problems, the Parareal algorithm [17] mitigates many of the mentioned shortcomings. It speeds up the sequential time stepping by parallelization of the solution process on the finer of two time grids while allowing to reuse the existing solvers. Convergence estimates exist and promise high efficiency [18] . The method has been recently applied to the simulation of an induction machine in [19] and [20] , where quick convergence of Parareal is illustrated. Finally, Parareal can be interpreted as a (parallelized) two-level multigrid method applied to nonlinear problems mentioned earlier (see [21] ). The more general class of these algorithms is called multigrid-in-time (MGRIT) methods [22] .
Finally, the periodic Parareal algorithm with initial-value coarse problem (PP-IC), introduced in [23] , is a natural extension of the original Parareal to the class of time-periodic problems. A multirate version of PP-IC was introduced, mathematically analyzed, and applied to an academic machine model under no-load operation by Gander et al. in [24] . Here, we give a new interpretation of PP-IC, discuss several implementational aspects, and apply it to a real-world machine designed for an electric vehicle for several non-trivial working points. The validity and performance of the method, as well as its comparison with the simplified TP-EEC method, are discussed for the first time.
II. PROBLEM SETTING AND DISCRETIZATION
The eddy current problem in A -formulation with magnetic vector potential A is given by
on × I with computational domain = 0 ∪ σ ∪ s , depicted in Fig. 2 , and time interval I := (t 0 , t end ]. Regions σ = supp(σ ) and s = supp( J s ) denote the conductive (σ > 0) and stranded conductors subdomains, respectively. Input currents i k are homogeneously distributed by means of the stranded-conductor winding functions χ s,k [25] and form the current density J s = k χ s,k i k . Nonlinearity of the eddy current equation is given by the reluctivity function ν = ν(|∇ × A|). To obtain a well-posed problem, we complete (1) with gauging (e.g., the Coulomb gauge [26] ) and a suitable boundary condition such as Dirichlet n × A| = 0, where = ∂. We also prescribe an initial value
A. Computation of the Torque
The torque of an electrical machine can be calculated with the eggshell method [27] , which can be seen as a generalized variant of Arkkio's formula for torque in electrical machines [28] . Within this approach, the moving rigid piece is surrounded by a hull S, whose thickness does not need to be constant. Movement is then described by the deformation of the eggshell region only. Using the Maxwell stress tensor σ EM and the velocity field v associated with a displacement of the moving body by an infinitesimal distance δz, one can writeẆ
for the mechanical powerẆ EM in the eggshell S. The velocity and its gradient are determined by v = γ δż and ∇v = ∇γ δż, respectively, where γ is any smooth function that is equal to 1 on the inner surface of S and is 0 on its outer surface. With these definitions, the resultant force F on the moving piece is given by
The eggshell formula (3) can be then used for the calculation of the resultant electromagnetic torque T as
where r denotes the position vector. Dependence of torque T = T( A) on magnetic vector potential A is determined for B = ∇ × A through the Maxwell stress tensor [29] σ
with permeability of vacuum μ 0 = 4π · 10 −7 H/m and Kronecker delta δ i j for i, j ∈ {1, 2, 3}.
B. Spatial Discretization
The Ritz-Galerkin approach leads to the following weak formulation for
. For a rotating machine, the approximation by edge elements [26] A
yields the following system of differential algebraic equations (DAEs):
for the unknown (line-integrated) magnetic vector potentials a(t) ∈ R n . Here, M σ ∈ R n×n denotes the (singular) mass matrix, function k ν is given by k ν (a, θ) = K ν (a, θ)a with the curl-curl matrix K ν (a, θ) ∈ R n×n , which depends on the rotor angle θ, and j s (t) ∈ R n is the discretized source current density.
Rotation is modeled with the moving band approach [30] , [31] and is described by the mechanical equations for the angle θ and angular velocity ω
where I is the moment of inertia, C denotes the friction coefficient, and T M is the mechanical excitation determined by the magnetic field.
Assigning initial conditions θ(t 0 ) = θ 0 and ω(t 0 ) = ω 0 , together with a(0) = a 0 and combining (6) and (7), we obtain the coupled initial value problem
with respect to the m :
. The matrices M and K are given by
. The time-periodic formulation for the period T := t end − t 0 requires initial to equal the final value, that is
Existence and uniqueness of solutions for boundary value problems are more complicated than for initial value problems but it can be proven under (technical) assumptions (see [32, Theor. 32 .D]). However, this solution only coincides with the steady-state solution of (8) and (9) if the period T is chosen consistently. In particular, mechanical and electrical periods must be considered when simulating an induction machine.
C. Time-Integration Scheme
Since (8) is an index-1 DAE [33] , by means of the implicit Euler method, it can essentially be treated as an ordinary differential equation [19] . In this case, the time-stepping scheme propagating the solution from t i to t i+1 = t i + δt is written as
This time-integration formula defines a numerical solution operator
Similarly, we introduce a coarse propagator
which, as F , solves the initial-value problem (IVP) for (8), and, however, uses a lower precision, i.e., a time step t δt. To reasonably compare the performance of the various methods on various time grids, constant (fine) step sizes δt are chosen. In practice, adaptive time-stepping schemes shall be used, e.g., Runge-Kutta methods with embedded error estimators as proposed in [33] .
for j ← 1, N do 6: solve coarse problem: u
post process:
end for 9: parfor j ← 1, N do 10: solve fine problem:
end parfor 12: assign
increment counter: k ← k + 1; 14: end while
III. PARALLEL-IN-TIME METHODS

A. Parareal Algorithm
The main idea of the Parareal method is to parallelize sequential time stepping by distributing the calculations among N available CPUs. First, the time interval I is divided into N subintervals
Applying the propagator F from (13) to each IVP, the matching conditions at the synchronization points T j , j = 1, . . . , N are imposed as
In fact, (15) is a root-finding problem for the nonlinear operator H :
Application of the Newton method and a finite-difference approximation of the Jacobian [19] , [34] with the coarse solver G defined in (14) gives the Parareal update formula
for j = 1, . . . , N and k = 1, 2, . . . , K . The pseudocode for (16) and (17) and a detailed explanation of the iterative procedure are presented in [19] .
B. PP-IC Iteration
Aiming at the steady state of an induction machine, we would now like to exploit a version of the Parareal method, adapted to the time-periodic problem (10), (11) . Such an algorithm was introduced in [23] and was called PP-IC. Within the Parareal setting, the search for the periodic solution means substitution of the first equation in (15) for the periodicity condition U 0 − U N = 0. Analogous derivations as those performed for (15) , together with an additional relaxation on the coarse grid, give the PP-IC iteration
for j = 1, . . . , N and k = 1, 2, . . . , K . It can be seen that PP-IC (18)- (19) is based on the Parareal iteration (16) , (17) with the only difference in the update of the initial value U (k) 0 at iteration k. We note that in contrast to the classical Parareal method, which converges superlinearly in K ≤ N iterations as proven in [18] , the convergence of PP-IC is only linear [23] .
The iterative procedure of PP-IC is summarized with the pseudocode in Algorithm 1.
Step 4 updates the solution at the beginning of the period by assigning the end value from the previous iteration. Starting from the corrected U (k) 0 , sequential solutions are performed by means of the coarse propagator G at step 6 and are expected to be computationally cheap due to a large step size t = (t end − t 0 )/N. Calculations on the fine grid, obtained via discretization with a small time step δt, can be performed for each subinterval in parallel (step 10), starting from initial values U (k) j −1 , j = 1, . . . , N, already given from steps 4 and 7. We choose both coarse and fine solvers to be the implicit Euler method, using low and high fidelities, respectively.
PP-IC is an iterative approach applied to a fixed time interval, on which the periodicity constraint is to be satisfied. However, PP-IC can be reinterpreted as applying the classical Parareal method on period [t 0 , t 0 + T ] with initial guess u 0 at t 0 and using only a single iteration. PP-IC then proceeds to subsequent time intervals [t 0 + (k − 1)T, t 0 + kT ] with a single iteration each until the periodicity constraint, together with the matching conditions at every T j for j = 1, . . . , N −1, are fulfilled at some k = K . We illustrate this interpretation of PP-IC as a forward-in-time Parareal iteration in Fig. 3 . It is visible that the solution after the first iteration of Algorithm 1, when only initial fine solvers have been executed on N = 4 subintervals in parallel, contains jumps at the synchronization points. However, these discontinuities quickly decrease already after the next PP-IC update at iteration k = 2 and the obtained solution nearly replicates the classical time-stepping solution on the second period [T, 2T ] (T = 0.02 s here). Further PP-IC iterations, in the same way as the standard time stepping, eventually reduce the periodicity error up to a prescribed tolerance and deliver the periodic steady-state solution.
C. Estimation of Computational Costs
For a clear estimation of computational costs of the Parareal algorithms considered in this article, we calculate the number of effective time steps instead of the direct wall clock time measurement. By effective time steps, we mean the following. First, assume the number of available processing units is equal to N. Then we consider the splitting of the time domain into N subintervals with exactly one coarse step per subinterval. Second, parallelization among the N CPUs allows us to take into account fine computations on one subinterval only. We denote the number of fine steps per parallel process by N p . Effective time steps N e after I t iterations could then be counted using the formula
At every iteration N + N p , time steps are calculated sequentially. Multiplication with the number of iterations I t results in the overall time steps, which are not executed in parallel. We note that the described approach to measure the computational costs is legitimate only if the solution at a time step is always performed with a comparable effort and communication costs are negligible. In general, this may not hold, (20) is therefore justifiable.
IV. NUMERICAL RESULTS
In this section, we apply the PP-IC algorithm to a three-phase squirrel cage induction motor [35] having 2 pole pairs with 12 slots per pole. Its 2-D mesh view with 4459 degrees of freedom is depicted in Fig. 1 . Due to symmetry, only half of the geometry is modeled and discretized. The torque-speed characteristic in Fig. 4 visualizes several important technical features of the electrical machine. It is determined by the evaluation of some tens to hundreds of operating points, i.e., transient eddy current simulations at a constant revolution speed and mostly sinusoidal coil currents. In electric vehicles, such operating points correspond to certain driving conditions.
To demonstrate the capability of PP-IC, we consider three representative operating points of the machine: OP1, OP2, and OP3 in Fig. 4 . OP1 describes the operation limit at a maximum speed of 18 000 r/min, while OP2 corresponds to the maximum acceleration at a low speed of (1000 r/min). Evolutions of the torque and the eddy current losses, obtained for these two operating points with the classical time stepping, are depicted in Figs. 5 and 6, respectively. OP3 considers rotation of the motor at 5000 r/min and represents a voltage-driven example. We note that within the performed simulations, the rotational speed was prescribed by the operating points, which omits the solution of mechanical equations (7) .
Within the time-marching procedure, we consider the steady-state solution to be attained up to a prescribed tolerance ε at instant T st , which belongs to time interval [t 0 +(k * −1)T, t 0 + k * T ]. Period k * = min k≥1 {k : err(k) ≤ ε} is defined here based on the (relative) periodicity error err, given in terms of torque T(t) by
We denote the periodicity error of the calculated torque in the steady state by err * = err(k * ). Performance of the considered acceleration methods will be estimated in comparison to the sequential time stepping until T st .
It is well known that the determination of the common period T in an asynchronous machine is a rather challenging task since the frequencies in the rotor may not simply be the multiples of the excitation frequency due to their dependence on the slip [36] . Moreover, in the general case, the common period that would combine the electric periods in rotor, stator, and the mechanical period might be infinite. In addition, even when it is possible to calculate a (finite) common period, its value might be very large, which would make a solution of the time-periodic problem less attractive than the classical sequential time stepping. In our numerical examples, we aim at an almost (or quasi-) periodic solution satisfying the periodicity condition up to a prescribed tolerance ε. Sections IV-A-IV-C illustrate our choices of T for PP-IC in the cases of currentand voltage-driven excitations.
A. Operating Point 1
We consider the operating point OP1 at the revolution speed of 18 000 r/min and the sinusoidal three-phase input current with the amplitude of 125 A. The resulting mean torque in the steady state has to be determined by the transient eddy current simulation.
First, we apply PP-IC on the time interval [0, 0.0311] s, i.e., on one electric period in the rotor, using N = 80 parallel processors. Twelve iterations of the algorithm with the fine step δt = 4.62963 · 10 −6 s produced a periodic solution up to tolerance ε = 1.6 ·10 −2 with respect to torque. The simulation required 1968 effective time steps to calculate the torque, periodic up to tolerance ε = 1.6 · 10 −2 . This same value is also a bound for the periodicity error err * = 1.6 · 10 −2 of the steady-state solution, obtained from the classical time stepping on period k * = 9, i.e., on [0.2488, 0.2799] s. The effort of the sequential computations is evaluated by 56 160 time steps of size δt, calculated on [0, 0.26] s. Comparing this to the number of effective time steps performed within PP-IC, we obtain the speedup of factor 28 due to time parallelization. We would like to note that period T = 0.0311 s has been empirically determined, and more sophisticated approaches could include T as an additional variable to be determined by Parareal.
The periodic torque obtained with the PP-IC iteration is depicted in Fig. 7 (left) . We note that the PP-IC solution calculated using the fine step size δt = 4.62963 · 10 −6 s still contains a residual oscillation remains, although it is almost perfectly periodic. This is in contrast to the sequential steady-state solution, which eventually flattens out. The deviation (by 0.5 Nm), however, does not exceed 2% of the mean torque of 25 Nm. Therefore, we consider this oscillation to be acceptable since it is in a good agreement with the chosen periodicity tolerance ε.
On the other hand, refining the fine step size by the factor of 10, i.e., using δt = 4.62963·10 −7 s, let the residual oscillation vanish and deliver the expected flat steady-state solution, see Fig. 7 (left) . This is an issue of the temporal resolution of the (fine) time stepper and can be mitigated by using an adaptive time-stepping algorithm, for example, prescribing a tolerance sufficiently below the one of PP-IC.
We now compare the performance of PP-IC with the simplified TP-EEC method [2] . The main idea of the approach is a successive reduction of the time-stepping solution at every half a period t = t 0 + T /2 by the average of the initial value u(t 0 ) and the final value u(t 0 + T /2) until the steady state is attained. Application of this method to OP1 shows that time stepping with the TP-EEC correction at every T /2 = 0.01555 s converges to the steady state about four times faster than the ordinary time-marching procedure of 56 160 steps. Time-stepping calculation for OP1, corrected with the simplified TP-EEC, is depicted in Fig. 7 (right) , where the periodicity error measured in the norm (21) amounts to 2.5 · 10 −2 (13 435 time steps) after one (rotor) period.
Note that the simplified TP-EEC method as presented here is not a parallel method. It takes more computational time but requires less overall computing power than PP-IC. A parallelization approach for TP-EEC was proposed in [4] based on an iterative solver, e.g., BiCGstab2 [37] . Similarly, one could exploit TP-EEC as an initial coarse solver for PP-IC to obtain initial values and then benefit from the fast convergence of the parallel two-level multigrid method. However, numerical experiments indicate that using TP-EEC on the coarse grid, i.e., step size t, as initialization for PP-IC does not improve the number of iterations compared to starting from U (0) 0 = 0. More sophisticated combinations, e.g., via application of Parareal on half-period [t 0 , t 0 + T /2] followed by the TP-EEC correction at t = t 0 + T /2, are promising subjects of future research.
B. Operating Point 2
At OP2, the rotor speed is 1000 r/min and peak value of the phase currents is 160 A. In contrast to the previously considered example, OP2 has a different transient behavior: there is no significant overshoot of the mean torque [ Fig. 5 (right) ]. PP-IC, applied on one rotor period [0, 0.114] s with N = 154 processors and fine step size δt = 4.62963 · 10 −6 s, converged in four iterations, reaching the steady-state solution, periodic up to tolerance ε = 2 · 10 −3 in terms of torque, and thereby requiring calculation of only 1256 effective time steps. On the other hand, classical time stepping led to the torque with relative periodicity error err * < 10 −2 on period k * = 2. Compared to 25 920 sequential steps of the same (fine step) size δt, performed on [0, 0.12] s, a speedup of factor 20 is achieved with PP-IC. The periodic torque obtained with PP-IC and the classical time-stepping behavior are depicted in Fig. 8 (left) .
An attempt to apply the simplified TP-EEC to OP2 unfortunately did not converge. The correction at every half of the period T /2 = 0.057 s set the transient solution even further apart from reaching the steady state. This result supports the statement of Takahashi et al. [2] , which states that the simplified TP-EEC approach is suitable only for problems possessing a large time constant. Our numerical results support this fact based on the relationship between the time constant τ of the underlying system and the value of T /2 used for the error correction. In particular, for OP2, the time constant, approximated by the first-order circuit model, which is based on resistances and inductances, equals τ OP2 = 0.0072 s. This value is one order of magnitude smaller than the considered half-period T OP2 /2 = 0.057 s. The ratio T /(2τ ) for this operating point is then equal to r OP2 = 7.9167. On the other hand, for OP1, the time constant τ OP1 = 0.1818 s is about 10 times bigger than T OP1 /2 = 0.01555 s, which gives r OP1 = 0.0855. The value of r OP1 is clearly closer to zero than r OP2 . We, therefore, conclude that ratio T /(2τ ) can be considered an estimator for applicability of the simplified TP-EEC method.
C. Operating Point 3
We would now like to consider the performance of PP-IC applied to an induction machine model driven by voltage excitation. Here, the rotational speed is considered to be 5000 r/min and the motor is supplied with a sinusoidal three-phase voltage source of 94 V. In contrast to the current-driven examples, when PP-IC's period T corresponded to the periodicity in the rotor, in the voltage-driven case, we chose T to be the electrical period in the stator coils.
We perform the sequential calculation with time step size δt = 4.62963 · 10 −6 s, which requires 50 000 steps until the steady state is achieved up to tolerance 7.5 · 10 −3 . A periodic solution with sufficient accuracy was obtained with I  NUMBER OF THE SOLVED LINEAR SYSTEMS WITHIN PP-IC   AND SIMPLIFIED TP-EEC, IN CONTRAST TO THE  SEQUENTIAL TIME STEPPING PP-IC, applied on one stator period T = 5.84112·10 −3 s, after 43 iterations, when N = 20 processors were employed. Here, the fine step size δt = 4.63581 · 10 −6 s was chosen to match the stator periodicity exactly, thereby calculating 1260 fine steps over the period. The PP-IC computation amounts to 3569 effective time steps and delivers a speedup of factor 14, compared to the sequential time stepping. We illustrate the torque obtained with PP-IC together with the sequential calculation in Fig. 8 (right) . The computational costs of PP-IC for the three considered operating points (together with the costs of simplified TP-EEC for OP1) are summarized in Table I in terms of the number of linear system solutions. The data are illustrated there in contrast to the cost of the standard sequential time stepping until the steady state. We note that for OP1 and OP2, the numbers of CPUs N have been optimized for maximal performance for each case. For other choices, the speed-up factors may be smaller, e.g., only 10 for OP1 and 5 for OP2 for N = 20. The number of processors for the voltage-driven case OP3 (N = 20) were not optimized, i.e., for more processors, even higher speed-ups may be expected.
V. CONCLUSION
PP-IC is a suitable approach for accelerated attainment of the steady state since it is applied to a time-periodic problem directly, in contrast to the standard Parareal method, which solves an IVP without taking into account the periodicity condition. Application of PP-IC to an industry-relevant problem illustrated a significant speedup in terms of effective time steps. The algorithm could be successfully applied to all tested operating points, whereas the simplified TP-EEC method delivered feasible results only in some cases. In the applicable case (OP1), the speedup obtained with the simplified TP-EEC is smaller than that of PP-IC; however, the Parareal-based approach needs more (parallel) computing power. Therefore, incorporation of TP-EEC's idea of intermediate corrections into the Parareal framework might be a promising future topic.
Note that for steady-state calculation of asynchronous machines with methods, based on the periodicity condition, additional research should be dedicated to a suitable choice of the common period T . Further development of efficient numerical methods for accelerated steady-state analysis could be based, e.g., on another parallel-in-time algorithm, tailored to periodic problems, called PP-PC [23] , where the periodicity constraint on the coarse grid is imposed explicitly.
