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Can we sharpen our auditory and visual senses and better un-
derstand the relationship between these modalities to benefit our
interactions in human-computer interfaces? This research paper
proposes a framework to understand auditory-visual associations
and explore the impact of emotion, personality, age and gender in
understanding information from bothmodalities. Studies into the ar-
eas of emotion and personality as well as their association with the
auditory and visual senses have increased within the fields of psy-
chology, neuroscience, affective computing and human-computer
interaction (HCI). From a HCI perspective, advances in technolo-
gies and machine learning techniques provide a new way to un-
derstand people and to develop systems where computers work
along side people to help develop efficient interactions and clearer
perceptions of our environment. The proposed framework will be
developed along side a personalised auditory-visual interface that
can be used to provide intelligent interactions with users that can
help them learn from efficient associations between their senses.
This research can be used to create personalised auditory-visual-
emotion-personality profiles that can be use in adaptive musical
teaching platforms, as well as mental health and wellness applica-
tions for more personalised care programs.
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There is a quote from W.B. Yeats that states,“The world is full of
magic things, patiently waiting for our senses to grow sharper”. With
our advancement in technology and computing, the tools are at
our fingertips to understand and enhance our senses and how they
can be combined to intelligently interact in the world. The field of
human-computer interaction (HCI) can assist people in developing
their sensory perception and striking the words,“patiently waiting”
from W.B. Yeats statement above.
Interdisciplinary research between the disciplines of HCI and
psychology, philosophy and neuroscience will be investigated as
part of my PhD, with extensive research into auditory-visual as-
sociations already present in the aforementioned disciplines. Dif-
ferent approaches to auditory-visual association research has been
conducted in the past, with investigations into basic and complex
cross-modal associations between the auditory and visual senses
[2, 15, 21, 26], connections between synaesthesia and associations
between senses in non-synaesthetes [5, 8], and the role of the emo-
tion mediated hypothesis in auditory-visual associations [19, 24].
New research is needed, with advancements in technology capable
on adding new knowledge that previously could not be obtained. To
bring a new understanding to auditory-visual association research,
a more in-depth investigation into cross-modal associations, synaes-
thesia, emotion, mood, personality, age and gender is required. A
framework using knowledge regarding the aforementioned vari-
ables and their relation to our auditory and visual senses can be
implemented in human-computing interfaces to assist in sharpen-
ing our senses and creating pleasant personalised experiences.
Synaesthesia is a rare condition that, typically, arises as one
sense (an inducer) receives stimulation that triggers a reaction in
a second sense (a concurrent) that is unstimulated [8]. Research
into synaesthesia and its subcategory, Chromaesthesia, which is
sound-colour synaesthesia, has helped further our understanding
of associations between these senses in the general population [2].
Psychology and neuroscience disciplines are at the foreground
of this research. Technological advancements and new intelligent
computing processes like machine learning, computing, and more
directly human-computer interaction can provide new insights into
auditory-visual associations. Machine learning and, more broadly,
AI are viewed in popular culture as domains that will bring the end
of humanity, with automation taking over the majority of work
previously done by people, eventually leave us without any purpose
or direction. The proposal of hybrid intelligence (HI), that views a
need for humans and machines to work together to achieve goals
that are unreachable by either one independently, looks to counter
the negative effects that AI can have on our society [1]. The research
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proposed in this paper seeks to develop a framework for sharpening
auditory-visual associations with the principles of HI in mind.
Affective states such as emotion, mood and personality traits can
have an impact on our auditory and visual perception. Studies into
musical sounds have provided insights into the impact of emotion in
auditory-visual associations. These studies showed that faster mu-
sic in the major modes produced more saturated and lighter colours,
with the opposite colour types for slower music in the minor mode.
Strong correlations have been found between the emotional as-
sociations of music and those of colours, supporting the emotion
mediation hypothesis [19, 24]. Long-term affective states, such as
personality traits, have produced interesting associations with mu-
sical stimuli. A study that investigated the relationship of different
modes and tempos in music to personality traits revealed that the
emotional stability and optimism traits were significant predictors
of preference for music in fast tempos and a major key, with the op-
posite music preference showing to be significantly predicted by the
traits of openness to experience, introversion and also gender [10].
These studies involving emotion, personality and gender, give in-
sight into the complexity of our senses and how we can understand
the different variables that can impact auditory-visual associations.
A new approach is presented here that will explore a personalised
approach to auditory-visual associations using a human-computer
interface to assist in gaining a new understanding.
The research questions I seek to answer are as follows:
(1) Can auditory-visual associations be sharpened with techno-
logical assistance using a human-computer interface?
(2) Is a personalised association between auditory and visual
senses more beneficial than the previously-researched gen-
eral associations?
(3) If more personalised auditory-visual associations are benefi-
cial to the overall goal, what is the importance of emotion,
personality, age and gender in creating more accurate and
personalised interactions between the auditory and visual
senses?
The rest of this paper is laid out as follows, Section 2: Background,
Section 3: Research Methodology, Section 4: Results and Section 5:
Future Work.
2 BACKGROUND & RELATEDWORK
Presently, computer-centred design is still at the foreground of
how we interact with computing environments. It is predicted that
human-centred design will be adopted more prominently in the de-
sign of future systems, blending computing into our everyday lives
with the human user at the forefront [33]. The study of affective
computing, in tandem with HCI, is important in designing future
human-centred systems. Gratch states that,“Technology is less effi-
cient if it perturbs human emotions; more efficient if it engages with
them productively; more attractive if it appeals to human emotions;
and often it is primarily concerned with enabling humans to experi-
ence particular emotions (notably happiness)” [11]. Where affective
computing will provide the understanding of users affective states,
it is HCI that will use this information to create an accessible and
clear interaction between the computer and user.
A recent article outlining a new perspective on the future of AI
presents the term “Hybrid Intelligence”, which can be defined as the
“combination of human and machine intelligence, augmenting human
intellect and capabilities instead of replacing them and achieving
goals that were unreachable by either humans or machines” [1]. The
research presented here sets out to understand auditory-visual
associations, with HCI, affective computing and the principles of
HI as a base.
2.1 Auditory-visual Associations
The associations between the auditory and visual senses are well
researched, with different auditory features known to be associ-
ated with different aspects of colour [19, 21, 24, 30, 31]. Higher
pitches and major modes have been found to be associated with
brighter colours, with lower pitches and minor modes associated
with darker colours [8, 19, 30]. Other associations between timbre
and saturation [19, 24], loudness and brightness, pitch and size [21]
have also been documented.
Spence presents three qualitatively different kinds of cross-modal
correspondence, statistical, semantic and structurally mediated, that
can have different developmental trajectories and consequences for
human perception and behaviour. Structural correspondence occurs
because of neural connections present at birth, and are related to
dimensions involving magnitude, i.e. loudness-brightness. Statisti-
cal correspondence is the associations between two stimulus that
correlate in nature, i.e. pitch-size, pitch-elevation. While semantic
correspondence can occur when the terms people use to describe
stimuli overlap in two dimensions, i.e. pitch-spatial frequency [21].
A study by Thomas et al., shows that adults showed a speed
advantage over children for associations that are well-known but
no advantage for newly acquired auditory-visual pairing. These
findings show that age has no effect on the influence of semantic
associations on multi-sensory processing, however it shows that
these associations become more robust and influential [23]. Under-
standing congruent associations between the auditory and visual
senses is an important factor in the research presented in this paper.
As mentioned in Section 1, research into cross-modal associations
benefited from research into the condition called synaesthesia.
2.2 Synaesthesia
Synaesthetes and non-synaesthetes experience cross-modal associ-
ations differently. It can be characterised as the difference between
general and personal associations, with synaesthetes experiencing
personal associations as a consequence of their condition [8]. This
personal association that synaesthetes possess has motivated the
research presented here and exploring variables such as emotion,
personality, age and gender, will make it possible to create these
synaesthesia-like personalised auditory-visual associations for the
general population.
2.3 Personality Traits
The psychology and music disciplines have produced interesting
studies concerning the connection between music and personality
[7, 10, 27]. In more recent years, research in computing disciplines
has started to focus on using different machine learning techniques
to understand the associations between certain audio features and
personality, and between personality and emotion [6, 16]. While
Carbonneau et al. investigated speech segments and extracting
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features using spectrograms to perform classifications of person-
ality traits, the question presented here will focus on non-verbal
or musical audio, and the issue of whether or not personality and
other variables impact decisions on associations between the audi-
tory and visual senses [6]. These research findings can help take
into account how emotion, personality, age and gender can be un-
derstood together with auditory-visual associations to achieve the
goals presented in this paper.
2.4 Emotion
Asmentioned in Section 1, emotion can have a significant impact on
the associations between the auditory and visual senses, as set out
in the emotion mediation hypothesis [19, 24]. This understanding
shows a need for thorough research into how music emotions are
understood and the associations with the visual sense. A study look-
ing into musically-induced emotions using discrete, dimensional
and music-specific emotion models found that the dimensional
emotion model was overall the most consistent in rating the six-
teen music excerpts tested [27]. However in the same study, it was
found personality-related differences were more pronounced in
the discrete emotion model [27]. This shows that further research
is needed to enable us to identify the approach that will allow us
to best understand emotion and personality in the context of as-
sociations between our senses. A multi-modeled approach could
be beneficial in gaining a better understanding of both emotion
and personality in the proposed research. Other studies have also
shown interesting links between emotion and personality in rela-
tion to musical stimuli [7, 10, 12, 14, 28]. Participants listening to
sad musical excerpts were shown to experience sadness but also
more complex emotions such as nostalgia, peacefulness and wonder.
The personality traits of empathy and openness to experience were
also associated with sad musical excerpts [28]. While these studies
show how auditory stimuli impact the perception of emotion and
personality, an understanding of auditory and visual senses are
needed as well as insights into how age and gender might affect
the associations between these two senses.
2.5 Age & Gender
Multi-sensory perception of emotions has been found to be more ac-
curate than perception through one sense, with females displaying
more accuracy than males [29]. Similar results were also found in
[13], where “women were found to be more accurate in recognition of
emotional prosody”. With regard to age, it has been shown that age
plays a significant role in emotion perception between the auditory
and visual senses [17, 32]. A study by Wurm et al. showed that
there were latencies in emotional Stroop tasks between incongru-
ent stimuli, but only for older adults [32]. Studies of perception
between positive and negative emotions within different age groups
have also shown that older participants have increased difficulty
recognising some of the basic emotions in the four modalities of
faces, voices, bodies/context and matching of faces to voices [20].
These differences between genders and age groups show that
these two variables could provide important information, as well as,
emotion and personality when it comes to understanding auditory-
visual associations and creating personalised interactions in the
proposed framework.
3 RESEARCH METHODOLOGY
To answer the research questions presented in Section 1, a plan will
be implemented using the following approach:
(1) Develop a HCI framework for personalised auditory-visual
associations.
(2) Extract and analyse auditory features and test if certain fea-
tures can be connected to certain emotions and personality
traits of the users.
(3) Implement an auditory-visual interface that models the rela-
tionship between variables such as emotion and personality
and presents congruent visual images associated with the
auditory stimuli.
To help inform the design of the framework, an extensive inves-
tigation into past research in the disciplines of HCI, affective com-
puting, psychology and affective neuroscience will be conducted,
with regard to the impact of emotion, personality, age and gender
on the associations between the auditory and visual senses.
From this knowledge, a study will be conducted using the Big
Five Personality test to analyse participants’ personalities while
also capturing auditory data played on various instruments. From
the resulting experiments, correlations between personality and
auditory features will be analysed to find if personality can be
understood through analysis of an individual’s musical style, timbre,
use ofmajor/minormode, tempo. If the hypothesis can be confirmed,
a machine learning approach will be explored to extract personality
information in real-time for use in displaying congruent visual
imagery associated with the auditory stimuli.
While emotion, in relation to auditory-visual associations, is a
more developed area, similar methods will be studied to understand
the participants emotional reaction to the stimuli to help present
congruent visual imagery to the auditory stimuli elicited. With
the information gathered from these studies, an auditory-visual
interface will be created that embodies this knowledge in its design,
which will be used in answering the main research question.
Figure 1 presents the flow of information in the proposed frame-
work, showing the different interactions between variables. It can
be broken up into two parts, on the right is the auditory-visual asso-
ciations that happen from an action, i.e. playing a note on a piano,
and on the left is the variables proposed that can personalise the
auditory-visual associations shown on the right. The filled orange
arrows show the flow of the process, from the starting disposition,
to an action, to the audio-visual associations, back to an action, i.e.
playing another note. On the left, the long term (LTV), medium
term (MTV), and short term (STV) variables are presented. These
variables interact with each other and auditory-visual associations
in different ways, the arrow length and colour describe the speed
of the interactions between two points in Figure 1.
My previous research focused on the right side of the framework
using predefined associations between sound and colour, based on
general associations between auditory and visual senses [18]. Future
research will involve the left side of Figure 1, and understanding if
and how variables, such as, emotion, mood, personality, age and
gender impact the associations between the auditory and visual
senses shown on the right side of Figure 1.
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Figure 1: The Flow of the Information Involving Person-
alised Auditory-Visual Associations
4 RESULTS
My previous research investigated connections between auditory-
visual cross-modal associations and Chromaesthesia, which as men-
tioned in Section 1, is a form of sound-colour synaesthesia [18].
This research explored the theory of synaesthesia in the general
population, with the possibility of the condition being present in
everyone, and it can be perceived to be on a spectrum with different
strengths in the associations between the senses [9, 25].
The experiment conducted in [18] used an ad-hoc programwhere
participants would play musical notes on a guitar and coloured
shapes would display on the screen related to the auditory stimuli
elicited. Certain well researched associations were implemented
in this program, such as pitch to lightness and brightness, pitch
to elevation and pitch to size and direction of movement [21, 24].
This study found that, after using the program three times, the
relationship between the auditory stimuli and participants’ colour
choices grew stronger, in line with the sound-colour associations
used in the program [18]. The interesting insights from this study,
have driven me to explore in more depth the way people experience
associations between their senses, and what other variables can
impact these connections.
I have conduced some preliminary studies on single musical note
to emotion associations, and the impact that different variables
can have. These results have confirmed the auditory to emotion
associations presented in [18, 22] and also produced interesting
insights concerning personality, gender and age. These insights
will help in further experiments that will be conducted as part of
my PhD.
Another project I have been involved in is, investigating how the
use of virtual agents instead of humans as leaders affects the per-
ception of transactive memory system (TMS) in a team. Transactive
memory is a mental representation of the distribution of knowledge
between the members of a team and it has been shown that the
two leadership styles of Transformational (TFL) and Transactional
(TAL) are positively associated with TMS, and were used in this
study [3]. The results show that the intervention from both the
Embodied Computational Agent (ECA) and the Human Actor can
improve the perceived TMS of a team and that the TFL style was
found to perform better for the Human Actor, with both TAL and
TFL impacting the perception of TMS with the ECA [4].
This research work has given additional insights into the main
research goals of my PhD, where the proposed framework could be
updated to reflect an understanding of leadership styles that could
help produce more effective communication in the workplace, as
well as personality and emotion.
5 FUTUREWORK
As part of my ongoing research, I have been working with data
collected as part of the EU-H2020-ICT Project TELMI, that is pub-
licly available on the repoVizz platform. The data collected for this
project included synchronised audio, video, motion capture and
physiological (EMG) data, however for my research the audio and
physiological data from four violin performers is being analysed.
Five musical excerpts, played by all performers (two professional
and two advanced players) will be used to create a visual repre-
sentation of the music, and the physiological data will be use to
measure muscle contraction and bowing arm movements to add a
more in-depth visual representation of the music.
A study will be conducted into participants’ understanding of the
visual representation of the musical excerpt. Posing two questions:
(1) Can musical style and emotion be understood from auditory
stimulation translated into visual only stimulation?
(2) Can musical skill level be understood from only the visual
representation of the musical excepts?
Results will provide a greater understanding of how colour and
emotion can be implemented into an auditory-visual interface to
create effective musical communications.
As mentioned in Section 3, a study will be conducted to find out
if personality traits can be measured by analysing the musical per-
formance of a person playing an instrument. Comparing standard
Big Five personality test scores with certain audio features such
as musical style, timbre, use of major/minor mode, tempo, I hope
to find a correlation between certain traits and the audio features
captured from analysis of participants’ performances. The results
from this study will be used to implement personalisation into the
program used in the first study mentioned in Section 5.
The research proposed in this paper might be applied to bene-
ficial effect in various areas. For example, the creation of person-
alised profiles using auditory-visual-emotion-personality associa-
tions that can be implemented in adaptive teaching platforms for
learning an instrument; entertainment software or video games
to enhance the users experience, and also in mental health and
wellness applications for more personalised care programs.
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