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Abstract
In a modern financial corporation, the econometric modeling is a part of de-
cision making and capital management process. Modeling, as usual, is based
on set of assumptions. One is that returns of financial time series are nor-
mally distributed. However, typically these series distributions display long
tails and excess kurtosis. Thus more robust method is needed in modeling.
The thesis examines typical effects on stock market returns seasonality, causal-
ity and conditional volatility. The thesis consist an introduction chapter and
four independent empirical studies. In those studies robust methods are used
in the financial time series modeling.
The introduction chapter starts with typical characteristics of financial time
series and distributions. Then it presents with assumptions of time series
model estimation and how distribution affects to hypothesis test. Chapter
continues with bootstrapping which is a more robust estimation method for
confidence intervals. Chapter also discusses the efficient market hypothesis
and observations which are not supporting this hypothesis.
Chapter 2 analyses stock markets daily returns in eighteen stock markets
between 1990 and 2003. Chapter studies whether stock returns vary dif-
ferent weekdays. In financial literature this phenomena is called as weekday
anomaly. The results, based on the robust MAD estimation method, indicate
that weekday anomaly can be found in eight stock markets. In most cases
Monday's returns differ from some other weekdays returns. In short horizon
analyze, the chapter also finds out that weekday anomaly is not constant
over time.
Chapter 3 continues and goes deeper into findings of the previous chapter.
Chapter examines if the daily stock returns in nine stock markets are peri-
odically autocorrelated, i.e. whether stock return of a weekday depends on
that weekday's returns from previous week. Chapter uses robust bootstrap
method in estimation of parameters' confidence intervals. The empirical
iii
evidence reveals several stock markets where stock returns are periodically
autocorrelated.
The causality of stock returns a same sector is analyzed in chapter 4. The
growth of Nokia to become a multi-national giant has been significant effect
to its Finnish subcontractors. Chapter studies whether there is causality
between daily stock returns of Nokia and its subcontractors. It also examines
the effects of external shocks on the evolution of stock returns of Nokia
and its subcontractors. Empirical evidence indicates no systematic causality
between stock returns is the Finnish ICT sector. Impulse response functions
reveal quick disappearance of shock effects. Chapter estimates parameters'
confidence intervals by using bootstrap method.
Chapter 5 is concerned with a conditional volatility model which also esti-
mates conveniently non-normally distributed return series. As an empirical
application the chapter uses Value at Risk estimation, which is widely used
in financial risk management. Empirical results show that the model pre-
sented by in the chapter outperforms the traditional conditional volatility
estimation model. Results are also similar in VaR estimation.
iv
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1.1 Objectives of the study
The distribution of stock returns plays an important role both in theory and
in applications of financial markets. Normally distributed stock returns are
a consequence of market efficiency and the mean-variance theory, but this
is also a particularly convenient assumption. This assumption is generally
made in financial theory although it is not consistent with the empirical
evidence. There is large empirical literature implying that distributions of
stock returns are non-normal. Thus in stock market modelling a more robust
approach must be used. We need methods that are more consistent with
empirical findings.
The thesis consists of four empirical studies that concern different financial
market applications. The starting point of the thesis is a modelling alterna-
tive where normal distribution of stock returns is not assumed. In the first
three papers the efficient market hypothesis (EMH) and especially weak form
efficiency are put on trial. The hypothesis states that it is not possible to
earn abnormal returns by using information available in public. However,
various financial market anomalies, or seasonalities, which contradict EMH
have been reported over last three decades. Despite numerous explanations
there is no tenable explanation for seasonalities.
The approach of the thesis differs from the previous studies. In the first article
we use both OLS and MAD estimation methods to examine variation of stock
returns in different weekdays in 18 stock exchanges. MAD estimation method
derived from Laplace distribution is more convenient for data including long
tails. Empirical test distributions for F-type test for estimates are derived
with simulations.
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The second paper extends the first study. We test predictability of daily re-
turns from the previous weekday's returns with the Periodic Autoregressive
(PAR) model in various stock markets. The objective is to find evidence
of different forms of seasonality in stock markets. In the third paper we
test daily stock return predictability of Nokia and its subcontractors. In the
second and third study, a bootstrap method is used to derive confidence in-
tervals of model estimates. The Bootstrap method is a robust and promising
method for stock return models with non-normal errors.
The GARCH models are widely used to estimate volatility in finance. The
accuracy of volatility estimate is crucial in many financial applications, for
example in risk calculation. The fourth paper investigates the performance
of the GARCH modelling strategy with symmetric and asymmetric power
exponential error distributions in predicting Value at Risk values. Despite
critique and some deficiencies, VaR is most important instrument to measure
the market risk of financial institutions. The objective is to obtain an effi-
cient formulation by expressing the volatility recursion in terms of the power
characterizing the power exponential error distribution. At the same time
useful asymptotic results are available.
1.2 Empirical properties of financial time series
1.2.1 The time series properties
In statistical analysis of the financial markets, we see observations as the
outcome of a random process. A sample of n observations on one or more
variables, denoted y1, y2, . . . , yn is a random sample if the observations are
drawn independently from the same population. However, usually in analysis
14
of financial markets we are dealing with a time series data. The time series
is a single occurrence of a random event. For example, daily series of S&P
500 stock index from 2000 to 2007 is one realization of a process. In physics
we use repeated experiments and observe new measurement results, but in
economics we can seldom repeat the process.
The time series process constitutes a sequence of observations yt, which are
sorted by time ordering. Typically we have only one realization of the se-
quence that is the empirical time series. In cross section data, we base our
statistical results of analysis on random sample observations from a popu-
lation. In time series data, we base that on set of observations taken from
realization of some process in a time window, t = 1, . . . , T .
Financial time series variables involve some typical characteristics of impor-
tance. The properties have to be taken into account in modelling data. Some
important characteristics can be seen in Figure 1.1. The upper series repre-
sents Nokia's stock price from March 1995 to February 2006. The stock price
series has a high peak around year 2000. It is clear from the graph that se-
ries does not have a constant mean or variance. However the high correlation
between the constitute values is evident. The second series is S&P 500 stock
price index from the same period. It has two stochastic trends, first starting
1995 and second 2003. Both price series fluctuate without a constant mean
or variance. They show non- stationarity in their movements.
The foundation of time series analysis is the stationarity property. The time
series process, yt, is weakly or covariance stationary if it satisfies the following
conditions:
 E(yt) = µ is constant over time
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 V ar(yt) = σ
2 is finite and constant in time
 Cov(yt, yt−`) = γ` is finite function only of |`|.
Another important property is the ergodicity of the process. It arises if
we can assume that yt is stationary. It means, that the sample moments
that are calculated on the basis of a time series with a finite number of
observations, converge (in some sense) for T → ∞ to the corresponding
population moments. More precisely, time series is said to be mean ergodic
if
Nokia
Time
1996 1998 2000 2002 2004 2006
0
20
40
60
S&P 500
Time
1996 1998 2000 2002 2004 2006
60
0
12
00
Figure 1.1: Time plots of Nokia stock price and S&P 500 stock index
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lim
T→∞
E
( 1
T
T∑
t=1
xt − µ
)2 = 0
and variance ergodic if
lim
T→∞
E
( 1
T
T∑
t=1
(xt − µ)2 − σ2
)2 = 0.
The conditions are usually called as consistency properties of a random vari-
able. Unlike stationarity, the ergodicity property of empirical time series can-
not be tested and we have to assume it. The stationarity assumption can be
checked empirically provided that a historical time series contains a sufficient
number of observations. There are several test statistics for this purpose, i.e.
Augmented Dickey Fuller (ADF), Phillips and Perron (PP), Kwiatkowski-
Phillips-Schmidt-Shin (KPSS), and Ng Perron (NP) tests among others.
The price process is only very rarely stationary. One solution is to make data
transformations. Usually, the first difference of time series, ∆Yt = Yt − Yt−1,
is enough to ensure stationary. However, e5 increase in a stock price from
e10 is, in relatively, different than same increase from e50. Therefore in
financial time series analysis asset returns or relative price changes are used.
We can calculate relative price changes or simple returns from equation
Rt =
Yt − Yt−1
Yt−1
. (1.1)
The problem with this presentation is that there is a asymmetry with respect
to negative and positive changes. A stock price increase from 10 to 15 is a 50
percent increase, but decrease from 15 to 10 is only 33 percent degrease. This
might lead to unexpected problems for example in calculations of average
17
rise of the stock price. In extreme cases, it can lead to calculation of positive
average growth while stock price fluctuates around negative trend. Also the
maximum decrease is limited to -100 percent as stock prices are positive.
However, the maximum increase is not limited. Therefore the difference in
log prices
rt = log(Yt)− log(Yt−1), (1.2)
that is an approximation of the continuously compounded stock return, is
widely used in financial time series analysis. Log returns are symmetric in
respect to negative and positive changes and returns are not limited.
Like price series, also log return series have important characteristics. One is
that these series typically show long memory properties. Figure 1.2 represent
the autocorrelation function of S&P 500 stock index and Nokia stock price log
return series. The autocorrelations are at low level while both series display
some statistical significant autocorrelations even after 10 days. However,
autocorrelation of absolute and squared return series decays very slowly and
is statistically significant.
Similar results are reported by many other researchers like Fama (1976),
Taylor (1987) and Hamao et. al (1990). Taylor (1987) was also interested
on autocorrelations of absolute and squared return series . In his study he
used data from 40 financial series and noticed that the autocorrelations of
returns are characterized by substantially more correlation between absolute
or squared returns than between the returns themselves.
Other feature of log returns is that they vary around zero line. But more
interesting characteristic is that large changes in returns tend to cluster to-
gether which is called as a volatility clustering. There are time periods,one
year or even longer, when volatility is at high level, and otherwise it stays at
18
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Figure 1.2: Sample autocorrelation functions of daily log returns of Nokia
stock and S&P 500 stock index. In the plots, the two horizontal lines denote
two standard-error limits (95%) of the sample ACF.
low level. Also high upgrade is usually followed by high downgrade, which is
typical for clustering process.
Tsay (2005) reports other interesting characteristic of return series volatility.
Directly speaking, volatility of returns is not directly observable from the
daily data because we have only one observation, closing price at the end of
19
the day. Contrary to this, during one trading day stock price may change
with a high frequency. We could use the high frequency intra-day returns,
such as 10-minutes' returns, for volatility calculations. The intra-day re-
turns volatility does not contain much information about end of day returns
volatility.
Although volatility of daily return series is not directly observable when
daily observations are used, some characteristics, besides clustering effect,
are commonly observed. We can observe some spikes or jumps in volatility
series, but they are exceptional. Volatility also fluctuates within some fixed
range and does not diverge to infinity. Finally, volatility has the leverage
effect. This means that volatility reacts differently to price increase or price
decrease.
Figure 1.3 represents daily return series of Nokia stock price and S&P 500
stock price index. Both series display typical properties of log returns. Re-
turns vary around zero level but there is still couple of spikes. The spikes
seem to be more evident in the negative price changes than in the positive
price changes. In the beginning and in the end of the series, the volatility is
less than in other parts of the series. This is the clustering effect.
1.2.2 Distribution properties
The distribution properties of stock returns play important role in both the-
ory and in applications of financial econometrics. The assumption of nor-
mally distributed returns is central in finance theory. For example in Black-
Scholes option pricing model (Black and Scholes, 1973), Mean-Variance The-
orem (Markowitz, 1952) and Capital Asset Pricing Models (CAMP) (Sharpe,
1964; Lintner, 1965; Mossin, 1966; Merton, 1973) normally distributed stock
20
Nokia
Time
1996 1998 2000 2002 2004 2006
−
0.
2
0.
0
0.
2
SP 500
Time
1996 1998 2000 2002 2004 2006
−
0.
06
0.
02
Figure 1.3: Time plots of daily log returns of Nokia and S&P 500 stock index
from January 1995 to February 2006.
returns are assumed.
Mandelbrot (1963), Fama (1965a), Cont (2000), and Tsay (2005), among
many others, have investigated distribution properties of empirical returns.
The first observation is that the mean of daily returns is very close to zero.
The second is that distributions of returns series have long tails i.e. there are
some observations far away from zero mean. Return distributions typically
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display higher kurtosis than normal distributions but they are not especially
negative or positive skewed. However, it is clear that typical asset return
distribution is not normally distributed.
From Figures 1.4 and 1.5 we see some typical properties of return distribu-
tions. On the left side we have density functions of return series and normal
distribution. In both cases return series displays higher kurtosis than in
normal distribution. Also both return series are thinner in the centre than
normally distribution. The right panel shows the normal quantile-quantile
plots of return distributions. The dots should be on the line, if distributions
would be normal distributed. Note that on tails, the empirical and normal
distributions are very far from each other. The reason is that the empirical
return distributions have large negative and positive values.
These typical features of returns distributions has led to sustained search for
alternative statistical distributions that adequately capture their empirical
properties. A large variety of different distributions are tested in empirical
studies.
Note that cross-section and time aggregation transform return series more
normal compared to individual high-frequency series. For example monthly
returns of aggregated price indices are typically almost normally distributed.
1.3 Nonnormality and estimation
1.3.1 Non-normal return distributions
The classical regression estimator is the best linear unbiased estimator under
the Gauss-Markov assumptions. Those assumptions do not require normality
of error terms ut. The normality assumption is needed e.g. for hypothesis
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Figure 1.4: Left Comparison of empirical (black) and normal (blue) densities
for the log returns of Nokia. Right Q-Q normal plot of log returns of Nokia
testing to support t statistics with t- distributions and the F statistics with
F distributions. We do not observe errors ut. Instead we detect yt, the vec-
tor of observations. Directly speaking, if yt is not normally distributed then
parameter estimator βˆOLS will seldom be normally distributed because (con-
ditional) residuals are not normal. We are not able to rely on critical values
or p-values from the t or F distributions. However, we can use the classical
central limit theorem to derive asymptotic distribution of βˆOLS which is
βˆOLS
asym−−−→ N
(
β,
σ2
a2
)
, (1.3)
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Figure 1.5: Left Comparison of empirical (black) and normal (blue) densities
for the log returns of S&P 500 index. Right Q-Q normal plot of log returns
of S&P 500
where σ
2
a2
is the asymptotic variance of βˆOLS, and a
2 = plim
(
T−1
∑T
i=1 x
2
t
)
<
0, where xt is a independent variable. The equation 1.3 holds if the variance
is finite, data is well behaved1 and residuals are homoskedastic.
The central limit theorem implies that regardless if distribution of residuals
follows normal or any other distribution, as number of observations increases
normal distribution is good approximation for distribution of βˆOLS. So in
1Data is said to be well behaved if 1) none of columns of yt, degenerates to a sequence of
zeros i.e. sums of squares yt will continue to grow as t increases, 2) individual observations
will never dominate and they will come less important as t increases, and 3) the sample
correlation matrix of the independent variables (excluding constant) is a full rank matrix.
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large samples we can use normal distribution for inference of βˆOLS. In prac-
tice there is no general rule precept how big the sample size must be before
the approximation is valid. One econometrician may advice t=30 and other
t=50. Actually there is no sufficient sample size for all distributions of ut. If
the distribution for ut or uˆt is skewed then the sample size needed has to be
larger than in symmetric case.
One crucial assumption in asymptotic normality is the homoskedasticity of
error terms. However this is very rarely true in financial time series. If er-
ror terms are heteroskedastic, i.e. variance is time varying, t, F statistics
or confidence intervals are not valid anymore no matter how large the sam-
ple size is. The common, although only an approximate, solution is to use
heteroscedastic-robust standard errors to determine confidence intervals for
parameter estimator.
Error autocorrelation is also another common feature of financial time series.
βˆOLS is still unbiased but autocorrelation also influences the standard error
of βˆOLS. For time series displaying positive autocorrelation the parameter
standard error conventionally estimated by OLS is likely to be too small. The
use of Newey-West autocorrelation-robust standard errors is one solution in
empirical studies with autocorrelated residuals.
The return distributions have interested researchers for a long time. They
have questioned the normal distribution assumption of return series both
on theoretical and empirical grounds. Mandelbrot (1965) stated that tails of
returns distribution are so long that the variance tends to vary without limits.
He proposed that the stable, infinite variance, distribution would be more
appropriate to capture the feature of empirical return series. Levy (1925)
proposed this distribution in his study of sums of independent identically
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distributed terms in the mid 1920's. The stable distribution is actually a
rich class of different distributions. It is described by four parameters which
enable flexibility, allowing skewness, leptokurtic and long tails. For example
the normal distribution is only a special case of the stable distribution.
The stable distribution approach introduced by Mandelbrot (1963) and Fama
(1965), embarked a new wave in research of financial markets. Nolan (2007)
states several reasons for using stable distributions to modelling financial
markets. First there are solid theoretical reasons for using stable distribu-
tions for example modelling the hitting times for a Brownian motion (see
Uchaikin and Zolotarev, 1999). The second reason is the Generalized Cen-
tral Limit Theorem (GCLT), which states that if the sum of identically and
independently distributed (IID) random variables has a limit distribution
when the number of summed items approaches infinity, the limit distribution
must be a member of the stable distributions. The third reason for using sta-
ble distributions for modelling purposes is empirical. Many large data sets
exhibit heavy tails, skewness, and kurtosis in their distributions. The strong
empirical evidence for these features combined with the Generalized Central
Limit Theorem justifies the use of stable distribution. Some recent examples
in finance and economics are given by Embrechts et al (1997), Rachev and
Mittnik (2000), and McCulloch (1996). The stable distributions can well de-
scribe financial data sets that are poorly described by a normal distribution.
Despite these appealing properties, the stable distribution has fallen out of
favour and is less commonly used today. The reasons are both empirical
and theoretical. Fama (1970) observed the volatility clustering phenomena.
However, this regularity cannot be modelled with stable distribution models.
The stable distributions allow for infinite variance that is usually problematic
in financial theory. For example, option price models require finite variance.
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In empirical applications (see Blattberg and Gonedes 1974, and Tucker 1992)
Student's t- distribution outperforms empirically symmetric and asymmetric
stable distribution model. Mittnik and Rachev (1993a) used double Weibull
distribution to model daily returns of S&P 500. They found that Weibull
model provided a better fit to empirical data than stable distribution model.
While stable distribution should be valid for long tail data, Akgiray and
Booth (1997) reported that tails of stable distributions are too thick for
typical return distribution.
1.3.2 Bootstrapping the empirical distributions
Beside stable and non-stable distributions other possibilities also exist to
estimate confidence intervals for parameter estimates. Bootstrappng is a
robust method to compute the empirical distribution of an estimator. Actu-
ally bootstrapping2 is a broad class of different re-sampling methods. It has
been the object of much research in statistics since its introduction by Efron
(1979). It is observed in many studies, e.g. Godfrey (1998), and David-
son and MacKinnon (1981, 1999a, 1999b, 2002), that hypothesis tests and
confidence intervals based on asymptotic theory can be seriously misleading
especially when the sample size is not large.
In bootstrap method we can relax the strong assumption that the error terms
have some specific, typically normal, distribution. Note that the true error
distribution is always unknown. If we knew it, no matter what it would be,
we could generate u from it. However, it is always possible to derive an
estimate for error distribution with different methods.
2Bootstrap is also method to recursively solve term structure of interest rate spot
returns from the bond yields. This is totally different method than bootstrap in statics
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We know that if the regression model is correctly specified the true error
terms of regression model are mutually independent drawings from the un-
observable error distribution. The same is asymptotically valid for the resid-
uals. We also know that the empirical distribution function (EDF) of the
error terms is a consistent estimator of the unknown cumulative distribution
function (CDF) of the error distribution. Now it follows that the EDF of
residuals is also a consistent estimator of the CDF of the error distribution.
It means that residual distribution tends to the true error distribution as
t→∞.
Bootstrapping is based on this information. By re-sampling the residuals
from empirical distribution with equal probability for each residual we can
estimate the true error distribution. Each bootstrap sample will contain
T number of residuals that are drawn from the empirical distribution with
replacement.
It is wrong to say that asymptotic tests are always invalid. In many cases,
we will make essentially same inference no matter if we use bootstrapped or
asymptotic confidence intervals on the same test statistic. However we can
increase our confidence on asymptotic results by confirming them by using
bootstrap methods.
1.4 Stock market efficiency
The following four essays study anomalies, seasonalities and non-normalities
of stock market returns with different methods. In the first and second essay
we discuss a weekday anomaly in 18 stock markets. The causality of Nokia's
and its subcontractors' stock returns is examined in the third essay. The
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fourth essay proposes a power exponential GARCH model and application
to financial risk measurement (VaR).
In financial markets the anomalies challenge the efficient market hypothesis
(or information efficiency). The efficiency is a basic concept in economics.
We can find several definitions for efficiency. They all describe how resources
are allocated or utility (or profit) is maximized. In financial markets there
are four main types of efficiency.
1. Allocative efficiency
Allocative efficiency refers to the basic concept in economics known
as Pareto efficiency. An allocation of resources is Pareto efficient if
there is no other allocation that makes every individual at least as well
off and at least some individual strictly better off. That is, a Pareto
optimal allocation cannot be improved upon without hurting at least
one individual. The First Fundamental Theorem of Welfare Economics
states that equilibrium with a complete set of perfectly competitive
markets is Pareto efficient.
2. Operational efficiency
Usually investor needs the services supplied by financial organizations
(such as brokers, dealers, banks and other financial intermediaries) to
operate in financial markets. The operational efficiency means that
price of these services should equal the marginal cost for the services
rendered. Thus, the operational efficiency concerns mainly the indus-
trial organizations of financial markets. Studies of operational efficiency
investigate the determination of commission fees, competition among
financial service providers and, even competition among different finan-
cial market centres.
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3. Portfolio Efficiency
In financial markets the risk is typically the variance or the standard
deviation of the return. An efficient portfolio is one such that the risk
of the portfolio is as small as possible for any given level of expected
return. The portfolio efficiency is emerged by the mean-variance theory
of portfolio selection.
4. Information efficiency
The fourth type of efficiency refers to how asset prices reflect the infor-
mation available to investors. More precise, financial markets are said
to be informational efficient if the market prices fully and correctly
reflect all relevant information. This is also known as the efficient mar-
ket hypothesis (EMH). However, we need to clarify what is relevant
information. From the perspective of efficiency, past and current asset
prices are, almost invariably, deemed suitable for inclusion in relevant
information, but it may be appropriate to include other information
as well. Therefore, there are three common forms of the information
efficiency depending on level of included relevant information.
 Weak form efficiency
The relevant information includes all current and past prices (equiv-
alently, rates of return) for the assets being studied. If the markets
are Weak form efficient, the past stock prices follow the random
walk or a martingale. Investor cannot earn excess returns by de-
veloping trading rules based solely on historical price or return
information.
 Semi-strong form efficiency
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The relevant information includes all publicly available informa-
tion, not only price data. The semi-strong form of efficiency im-
plies that there is no advantage in analyzing publicly available
information after it has been released, because the market has
already absorbed it into the price. Investor cannot earn excess
returns from using trading rules based on any publicly available
information.
 Strong form efficiency
The market for an asset is efficient relative to all information. For
an asset market to be efficient in this sense, even private infor-
mation or inside information of firms would be reflected in asset
prices. Investor cannot earn excess returns using any information
whether publicly and private available.
A subset of anomalies are seasonalities of calendar effects, which are somehow
related to calendar. There follows a list of popular seasonalities which are
reported in several stock markets.
 The January Effect
If financial markets are information efficient there should not be any
significant differences between in stock returns in different month. How-
ever, Rozeff and Kinney (1976), Bhardwaj and Brooks (1992), and most
recently Moller and Zilca (2008), among others, reported returns above
average in January, especially in the small-gap firms. There is also
evidence in the literature that the January effect has declined in more
recent periods (e.g. Mehdian and Perry 2002, and Gu 2003).
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 The Weekend Effect (also known as the Monday effect, the Day-of-the-
week effect or the Monday seasonal)
Stock returns tend to be on Mondays significantly lower than other on
weekdays. French (1980) and Cho et al. (2007) analyze daily stock
returns of S&P 500 and find that there is a tendency for returns to be
negative on Mondays whereas they are positive on the other days of the
week. Agrawal and Tandon (1994) find significantly negative returns
on Monday in nine countries and on Tuesday in eight countries, yet
large and positive returns on Friday in 17 of the 18 countries studied.
However, the weekend effect depends on relevant information set and
it seems not to be present all the time. Steeley (2001) finds that the
weekend effect in the UK has disappeared since the 1990s.
 Other Seasonal Anomalies
Numerous studies have reported holiday and turn of the month anomaly
over time and across countries. Returns are significantly higher at the
turn of the month, defined as the last and first three trading days of
the month. Evidence also shows that returns are, on average, higher on
the day before holiday compared to other trading days (see Lakonishok
and Smidt 1988, Ariel 1987, and Cadsby and Ratner 1992). Bouman
and Jacobsen (2002) conclude that stock returns are significantly lower
during the May-October periods versus the November-April periods,
and they propose a Sell in May and go away strategy to exploit this
anomaly. The strategy is described as investing in a value-weighted
index like the S&P 500 index during the November-April periods and in
a risk-free investment like U.S. Treasury bills during the May-October
periods.
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Contrary to seasonal anomalies the other financial markets anomalies de-
pended on key ratios or sizes of the firms. Banz (1981) studied the size
effects and observed that excess returns could have been earned by holding
stocks of small capitalization companies. Reinganum (1981) provided cor-
responding evidence reporting that the risk adjusted annual return of small
firms was greater than 20 percent. Also stocks of companies with low P/E
ratios can earn a premium for investors (see Basu 1977).
In summary, while variety of financial anomalies has been reported over thirty
years they still seem to exist in financial markets. There are at least four
types of explanations for them. First class of explanations involves issues
about settlement, dividends and taxes, which are excluded in examination.
Lakonishok and Levi (1982) suggest that expected returns should vary on
different days due to the 5-day settlement period from Friday to Tuesday.
However, Pettengill (2003) observed that data does not support this hypoth-
esis. The second type of explanation concerns data-snooping bias. Sullivan
et al. (2001) and Hansen et al. (2005) state that seasonal anomalies are
caused by data-mining. Third explanation is that new micro and macro level
information is not revealed equally during the week. French (1980) suggested
that bad news are delayed until to weekend. Respectively, Steeley (2001) ar-
gued that market wide news are revealed systematically between Tuesdays
and Thursdays which could explain weekday anomaly in the UK stock mar-
ket. Pettengill (2003), among others, has found that this does not explain
the whole effect. The fourth explanation is how institutional and private
investors act in stock markets in different days. There are some observations
that individuals are usually net sellers on Monday, which could cause price
falls. It seems that there is no tenable single explanation to financial market
anomalies.
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1.5 Summaries of other chapters
The first essay (co-authored with Mika Linden) examines weekday anomaly
in 18 stock markets from the beginning of 1990s to 2003. Contrary to previ-
ous studies, we pay attention to the non-normally problem. Alongside OLS
estimation we use mean absolute deviation (MAD) estimation. It is more
suitable for data including outliers, in this case large negative returns. We
assume that residuals follow Laplace distribution. It has longer tails and, is
more peaked compared to normal distribution. Therefore we simulated the
empirical critical values for F-type test, and the hypothesis test was based
on them. A shorter version of Chapter was published in Applied Financial
Economics Letters.
The second essay is based on the results of the first essay that reported week-
day anomaly phenomena in many stock markets. Typically weekday anomaly
studies concern mean returns of different weekdays, but not the predictabil-
ity power of different days over consequent weeks. Thus the returns over
different weekdays might be periodically autocorrelated. This is a new, not
yet analyzed, form of weekday anomaly. The analysis of periodical autocor-
relations in returns is conducted by fitting three different equations to nine
international stock market data from beginning of 1990 to end of February
2003. Non-normality problem is addressed is this essay with bootstrapped
confidence intervals for test statistics.
The third essay concerns stock market returns relationship between one dom-
inant corporation and its subcontractors. The future prospects of subcon-
tractor depend highly on prospects of prime contractor. In 1990s mobile
manufacture Nokia became a global player in the information technology
sector. At the same time Nokia had in Finland number of subcontractors
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that were very closely related to it. These subcontractors' main contractor
was also Nokia. The essay investigates the Granger non-causality between
Nokia and its subcontractors' stock returns. Main hypothesis is that returns
of Nokia have predictability power over its subcontractor's returns. We use
bootstrapped confidence intervals also in this essay.
Engle represented autoregressive conditional heteroskedasticity (ARCH) model
in 1982. Couple of years later Bollerslev (1986) represented the generalized
ARCH model (GARCH model). Both models are based on quite limited
assumptions. Since then many researchers have proposed number of gener-
alizations of ARCH-family models (e.g. see Teräsvirta 2006). These models
try to capture the salient properties of innovations and conditional errors like
non-linearity, asymmetry and non-normality. The fourth essay (co-authored
with Jukka Nyblom) introduces the asymmetric power exponential GARCH
model. The APEGARCH model is more general than GARCH and ARCH
models and they - as well as many other models - are special cases of APE-
GARCH model. In empirical application we use APEGACH model in Value
at Risk (VaR) estimation which is a widely used market risk measure for
financial institutions.
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Abstract
Empirical research implies that distributions of stock in-
dices are non-normal. Both OLS and MAD estimation
methods are used to examine weekday anomaly in eigh-
teen international stock exchanges between 1990 and
2003. Weekday anomaly is found with OLS method in
two and with MAD method in nine stock exchanges.
In short horizon at least one weekday anomaly period
existed in every stock exchange. Empirical test distribu-
tions for F-type test for OLS and MAD estimators with
Laplace errors were derived with simulations.
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2.1 Introduction
Since Fields (1931) observed weekend anomaly in stock market, numerous
researchers have documented different stock market anomalies worldwide.
In 1970 Fama presented the efficient market hypothesis. According to this
hypothesis, in efficient stock market, only the new relevant information effect
to the stock prices. However many results cast doubt on this widely accepted
hypothesis. One case is the seasonal anomalies3. They include the calendar
effects or seasonal patterns such as January, weekday, weekend, turn of the
month and holiday anomaly.
Of the seasonal anomalies, few are as curious as the pattern observed in
stock returns across the weekdays. Many researchers have documented that
daily rates of expected returns are not equal for different weekdays. This
observation is called the weekday anomaly. The most interesting weekday
finding is that at beginning of the week the returns are typically lower than
in other weekdays, and these are on average negative. Some researchers (e.g.
Gibbons and Hess 1981) called this observation as the weekend anomaly.
According to efficient market hypothesis investors should take advantage of
daily rates of return differences. While investors know these differences in
rates of return phenomena still exist.
This paper examines the weekday anomaly in 18 international stock ex-
changes in short and long horizon periods. In short horizon we analyze
how the differences in returns changes in time. We found that differences in
3E.g. see for January anomaly (Thaler (1987), Haugen and Lakonishok (1988),
Agrawall and Tandon (1994), Fountas and Segredakis (2002)), the weekday anomaly
(Agrawall and Tandon (1994) Kamara (1997), Gibbons and Hess (1981), Abraham (1994),
Pettengill (2003), Chan, Leung and Wang (2004)), turn of the month anomaly (Ariel
(1987), Lakonishok and Smith (1988), Kunkel, Compton and Beyer (2003)) and the
holiday-anomaly (Ariel (1990), Lakonishok and Smith (1988))
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weekday returns parallel with different stock exchanges. We also compare
the short and the long horizon results to observe possible differences.
Researchers are used different methods to investigate weekday anomaly. For
example, Steeley (2001) used non-parametric Kruskal- Wallis to test equality
of weekday returns. Instead Easton and Faff (1994) and Connolly (1989) em-
ployed GARCH model which can incorporate autocorrelated residuals and
time-varying return volatility. However, the conventional methodology em-
ployed in the literature to analyze weekday anomaly is to use OLS.
In early studies of weekday anomaly researchers used OLS estimation method
to analyze rates of return for every weekday. The OLS method is reliable
when the distribution of returns is normal. However distributions of returns
are usually leptokurtic and Laplace distribution is a more accurate modelling
starting point than normal distribution (Linden 2001). The close connec-
tion of Laplace distribution with minimum absolute estimation (MAD) is
exploited in testing of weekday anomaly. The MAD estimator of returns
model parameters is ML-estimator under Laplace errors, i.e. the estimator is
asymptotically unbiased and efficient compared to OLS estimator. Generally
the class of suitable models for return distributions is vast. Most interesting
cases are the stable Paretian distribution approach and non-linear models
in mean and second moment (e.g. GARCH-models). Mills and Markellos
(2008) give detailed introduction to these models.
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2.2 MADestimation and testing of weekday
anomaly
2.2.1 MADestimation
Consider the following regression model for returns yt = log(Pt/Pt−1) where
Pt is the daily stock market price index
yt = αXt + σ(
√
2vt)
−1εt, t = 1, . . . T (2.1)
where σ > 0, α is the regression parameter vector for exogenous variables Xt,
and εt is NID(0, σ
2
ε). vt is IID positive random variable that is independent
of εt. Basically the model is similar to the product process suggested by Tay-
lor (1986, p. 70-72) or to the mixture distribution model where σ(
√
2vt)
−1.
If the density of vt is
g(vt) = v
3
t exp{−(2v2t )−1} (2.2)
then the conditional density of yt given vt and Xt is
f(yt|vt, Xt) = (
√
2vt/σ)φ{
√
2vt(yt − αXt)/σ}. (2.3)
The marginal density of yt given Xt is
p(yt|Xt) =
∫ ∞
0
f(yt|vt, Xt)g(vt)dvt
=
1√
2σ
exp{−
√
2|zt|/σ}. (2.4)
This is the Laplace (or double exponential) distribution for |zt| = |yt−αXt|.
The log likelihood of p(yt|Xt;α, σ) is
T∑
t=1
ln p(yt|Xt;α, σ) = −T ln(
√
2σ)−
√
2
σ
T∑
t=1
|yt − αXt|. (2.5)
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Thus minimum absolute deviation (MAD) estimator for α is ML -estimator
when the disturbances |zt| = |yt − αXt| follow the Laplace distribution. Es-
timator for α can be derived with linear programming methods (see Tay-
lor 1974, Portnoy & Koenker 1997) or with iterative weighted least squares
(IWLS, see Maddala 1977, Schlossmacher 1973, Amemiya 1985). Phillips
(2002) shows that the EM-algorithm for calculating α is essentially the IWLS.
At least two different weight structures have been suggested for EM-IWLS
estimator of α(i) that has form of
α(i) = (X
′QX)−1X ′Qy (2.6)
where Q is a diagonal matrix. In the first alternative the t th diagonal
element of Q is given by
dt =
{ |yt − α(i−1)xt|−1 if |yt − α(i−1)xt| > ε0
0 otherwise
(2.7)
where α(i) is the estimate obtained at the ith iteration and ε is some pre-
defined small number, say ε0 = 10−6. Alternatively Amemiya (1985, p. 78)
suggests that we use
d∗t = min{|yt − α(i−1)xt|−1, ε0−1}. (2.8)
Though computing the MAD estimators is not a major problem, the testing
of parameter restrictions needs some clarification. In this context the F-test
is analyzed in weekday effect of stock returns modeling.
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2.2.2 Testing for weekday effects with OLS and MAD
under non-normal regression errors
Consider the following model with daily dummy variables Di (i = 1, 2, 3, 4, 5)
for weekday effects in daily returns
yt = α1D1 + α2D2 + α3D3 + α4D4 + α5D5 + εt (2.9)
= Itα˜ + ε˜t, t = 1, 2, . . . , T
where It is (5 × 5) a constant identity matrix for all t giving the daily unit
dummy variables and α˜(5×1) is the corresponding parameter vector.4
Now
y˜ =
 I1I2...
IT
α˜ + ε˜ = X˜ Iα˜ + ε˜. (2.10)
The OLS estimator reduces to the variance analysis since
α˜OLS = (X ′IXI)−1X ′Iy˜ =
 y¯1y¯2y¯3
y¯4
y¯5
 . (2.11)
MAD-estimator having the EM-IWLS form is
α˜MAD = (X ′IQXI)−1X ′IQy˜ =

y¯d11
y¯d22
y¯d33
y¯d44
y¯d55
 , (2.12)
where (X ′IQXI)
−1 = 1/Sdi with Sdi =
∑T/5
t=1 dit, (i = 1, 2, . . . , 5) are the
observation weights for different weekdays (see Eqs. 2.7 and 2.8).
4All regression included also one period lagged endogenous variable if preliminary test-
ing detected correlated OLS residuals.
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2.2.3 Restricted estimates
Considerer following joint hypothesis
H0 : α1 = α2 = α3 = α4 = α5 (2.13)
H1 : αi 6= αj for some i 6= j.
The restricted OLS estimator is now (see Greene & Seaks 1991) with the
restrictions Rα˜ = 0˜, i.e.
Rα˜ =
 1 −1 0 0 00 1 −1 0 0
0 0 1 −1 0
0 0 0 1 −1
 α1α2α3
α4
α5
 =
 00
0
0
 ,
α˜ROLS = α˜OLS − (X ′IXI)−1R′(R(X ′IXI)−1R′)−1Rα˜OLS. (2.14)
Similarly MAD estimator has the following form due its IWLS-structure
α˜RMAD = α˜MAD − (X ′IQXI)−1R′(R(X ′IQXI)−1R′)−1Rα˜MAD. (2.15)
Consider also the following pair-wise hypotheses H0,ij for cases where H0
were rejected above
H0,ij : αi = αj, (2.16)
H1,ij : αi 6= αj. (2.17)
These are handled in similar fashion as above but the restriction matrix is
now Rijα˜ij = 0˜, e.g.
Rijα˜ij = [ 1 −1 ]
[
αi
αj
]
= 0.
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2.2.4 Ftype test
Under normal errors F-test statistics
f =
(SR − SU)(T −K)
SUJ
(2.18)
for the hypothesis H0 : α1 = α2 = α3 = α4 = α5 f is F4,T−5 -distributed,
and for the hypothesis H0,ij : αi = αj, it is f ∼ F1,T−5. SR and SU are
the restricted and unrestricted residual sums of squares from OLS or MAD
estimation (K = number of estimated parameters, and J= dimension of
restriction vector). However, when the errors are not normally distributed,
the F-test statistics f is not F-distributed. We need the correct f -values
under non-normality.
In order to facilitate the problem we simulate F-type test distribution un-
der some H0 alternatives and under the assumption that the errors are dis-
tributed as Laplace. Thus we generate 10.000 replications of F-tests from
OLS and MAD estimates of model
yt = α1D1 + α2D2 + α3D3 + α4D4 + α5D5 + εt (2.19)
t = 1, 2, . . . , T
with εt ∼ LAPLACE(1) and H0 : α1 = α2 = α3 = α4 = α5 = 1 or
H0,ij : αi = αj = 1. We use sample sizes of T = 50, 250, 1000 and 5000.
Table 2.1. gives the 10%, 5% and 1% critical values for the standard F-
distribution and the empirical distribution of F-type test under H0 : α1 =
α2 = α3 = α4 = α5 = 1 with Laplace model errors estimated with OLS and
MAD. The results show that MAD estimator gives distribution of F-type
test statistics that has much smaller 10% and 5% critical values compared
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Table 2.1: 10%, 5% and 1% critical values for F4,T−5 -distribution and F4,T−5-
type test with Laplace model errors estimated with OLS and MAD H0 : α1 =
α2 = α3 = α4 = α5 = 1
F-distribution OLS: F-type test MAD: F-type test
10% 5% 1% 10% 5% 1% 10% 5% 1%
T=50 1.96 2.40 3.41 1.63 2.04 2.8 1.29 1.74 3.01
T=250 1.87 2.25 3.09 1.56 1.90 2.71 1.25 1.66 3.04
T=1000 1.85 2.22 3.04 1.53 1.87 2.63 1.24 1.58 2.53
T=5000 1.84 2.21 3.03 1.53 1.86 2.61 1.20 1.56 2.50
to standard F-distribution under normal errors. The test values are also
smaller with OLS -estimator with Laplace errors. Thus if the residuals are
close to Laplace case the use of standard F-distribution leads too often to
non-rejection of hypothesis H0 : α1 = α2 = α3 = α4 = α5. Table 2.2 reports
similar simulation results for F-type test under H0,12 : α1 = α2 = 1.
Note that we want to stress the fact that the simulated test distributions are
only indicative for the observed series because we hardly ever know the true
error generating process for each series. In Chapter 3 and 4 we try to solve
this problem with re-sampling methods.
Another problem concerns the conducted 10 simultaneous tests above H0,ij :
αi = αj for reduced data for which H0 : α1 = α2 = α3 = α4 = α5 was
rejected. If we conduct 10 test at 0.05 significance level, then the probability
of getting a significant result simultaneously for all tests is 1− (1− 0.05)10 ≈
0.40. This is the multiple testing problem. To handle this problem we use for
a single test H0,ij : αi = αj a correction 1− (1− a)1/10 with a = 10%. That
is, we use 1% critical values from Table 2.2 since 1− (1−0.10)1/10 ' 0.0105.5
5Alternatively, if we do not assume that the tests are independent, then we can use
rule a0.10/10 ≤ a0.01.
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Table 2.2: 10%, 5% and 1% critical values for F1,T−5 -distribution and F1,T−5-
type test with Laplace model errors estimated with OLS and MAD H0 : α1 =
α2 = 1
F-distribution OLS: F-type test MAD: F-type test
10% 5% 1% 10% 5% 1% 10% 5% 1%
T=50 2.82 4.04 7.23 2.69 3.80 6.58 2.21 3.36 6.22
T=250 2.73 3.90 6.81 2.68 3.77 6.51 2.20 3.33 6.20
T=1000 2.72 3.85 6.67 2.65 3.75 6.46 2.19 3.21 6.14
T=5000 2.71 3.84 6.63 2.62 3.71 6.17 2.17 3.19 5.76
2.3 Results
2.3.1 Test model
In this section we report the OLS- and MAD-estimation and testing results
for the model
yt = α1D1 + α2D2 + α3D3 + α4D4 + α5D5 + εt (2.20)
t = 1, 2, . . . , T,
with hypothesis
H0 : α1 = α2 = α3 = α4 = α5
and when H0 is rejected
H0,ij : αi = αj,
where yt is weekdays rate of return and D1, D2, . . . , D5 are the dummy vari-
ables of the different weekdays. D1 is equal to one on every Monday and at
the same time the other dummy variables are zeros. Likewise, D2 is equal
to one every Tuesday and at the same time other dummy variables are zeros
and so on. α1, α2, . . . , α5 are the coefficients for each weekday. If we reject
hypothesis H0, that is clear evidence for weekday anomaly in this period.
The hypothesis H0,ij finds out also the pair-wise difference between weekday
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coefficients. If we reject hypothesis H0,ij αi = αj the coefficients in these
days are statistically significantly different.
2.3.2 Data
The study used eighteen end of the day indices6 from the beginning of 1990s
to mid 2003. Most of these indices are from the biggest stock exchanges,
but some small stock exchanges are included also like Finland and Denmark.
From the United States, we have three stock exchanges: Dow Jones, NAS-
DAQ and S&P 500. From the other countries one stock exchange per country
is included. The data from these eighteen stock exchanges contains almost
50.000 observations (over 2500 observations for each index). All regression
included one period lagged endogenous variable if preliminary testing de-
tected autocorrelated OLS residuals. Without this adjustment the inference
would be distorted.
2.3.3 Long horizon results
This section describes the statistical results of testing the hypothesis that
rates of returns are equal every weekday in a long horizon. The tests models
were estimated with OLS and MAD methods. OLS and MAD coefficients of
regression are reported in the Table 2.3. The first clear observation is that
different estimation methods give different results. Coefficients obtained with
OLS method equal to mean rates of returns in different weekdays. In some
cases MAD coefficients are positive compared to negative ones given by OLS
6Australia (AORD), Austria (ATX), Belgium (BFX), Canada (TSE), Denmark (KFX),
Finland (HEX) France (CAC), Germany (DAX), Hong Kong (HSI), Italy (MIBTel), Japan
(Nikkei), Holland (AEX), Singapore (STI), Switzerland (SSMI), United Kingdom (FTSE)
United States (Dow Jones, NASDAQ and S&P 500)
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method or vice versa. For example, for NASDAQ Monday coefficient with
OLS is −0.0039 but with MAD 0.0094 is obtained.
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Figure 2.1: MAD estimation rates of return in eighteen stock exchanges
OLS method rejects the hypothesis H0 : α1 = α2 = α3 = α4 = α5 at a
5% level only for Japan and Dow Jones. For the other sixteen stocks we
cannot reject the hypothesis of equal weekday returns using standard F-test
distribution. However MAD method rejects the hypothesis for ten stock
exchanges (including also Japan and Dow Jones). The others are Canada,
Hong Kong, Singapore, and United States with NASDAQ, Dow Jones and
S&P 500, and from Europe Finland, Italy and Holland. The critical Laplace
adjusted F-test values are taken from Table 2.1. above. Thus MAD esti-
mation finds more differences in weekday coefficients than OLS. Note that
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MAD estimation method is more reliable because the residuals of regressions
are not normal distributed. Table 2.3 reports skewness and excess kurtosis
values for OLS residuals. For normal distribution both are zero but Laplace
distribution contains values of zero and three. In all cases kurtosis values
are inside the margins (2.36, 12.62) indicating that the Laplace alternative
is more attractive than normal. Figure 2.1. reports the estimated MAD-
coefficients in graphical form. The weekday differences are evident in many
countries.
Table 2.4 reports F-type test values from MAD-estimation for pair-wise hy-
pothesis H0,ji : αi = αj. Note we focus only in those stock exchanges that
rejected hypothesis H0 : α1 = α2 = α3 = α4 = α5 above. Thus we report
also OLS results for Japan and Dow Jones. Overall tendency is that the
beginning of week differs from rest of week. Results show (see also Table
2.3. and Figure 2.1.) that there is not just one weekday whose coefficient
is the highest or lowest in every country. In Dow Jones Monday coefficient
(MAD) is not equal to other weekday coefficients. However, OLS estimation
results that only Monday coefficient differs from Friday. In Holland Monday
differs from Tuesday, Wednesday and Thursday and in S&P 500 from Tues-
day and Thursday. The reason is that Monday coefficients are higher than
other coefficients.
In Italy Monday and Wednesday coefficients are not equal with coefficient
of Tuesday, Thursday and Friday. The Monday and Wednesday coefficients
are lower than other weekday coefficients. In Japan, with both estimation
methods, Monday coefficient is strongly negative and it differs from Tuesday
and Thursday coefficients. Similar results can be found in Canada, however
Monday's coefficient is positive. The results for Finland, NASDAQ and Italy
differ from other countries. In Finland, Wednesday coefficient is not equal
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Table 2.3: F-type tests of weekday anomaly H0 : α1 = α2 = α3 = α4 = α5.
Indicative 5% critical values are obtained from Table 2.1. Bold style refers
to weekday anomaly stock exchanges. Autocorrelation corrected results are
signed by ∗. Coefficients for different weekday are multiplied by 100.
Country Method Monday Tuesday Wednesday Thursday Friday F-test Skew. Kurt.
Australia OLS 0.035 0.041 -0.001 -0.004 0.026 0.42 -0.61 8.10MAD 0.008 0.037 0.010 0.043 0.029 0.35
Austria∗ OLS 0.046 0.054 0.018 -0.031 0.011 0.54 -0.55 4.17MAD 0.065 0.069 0.047 0.019 0.042 0.31
Belgium∗ OLS 0.011 0.030 -0.009 0.037 0.019 0.17 -0.09 5.21MAD 0.018 0.039 0.007 0.033 0.026 0.14
Canada∗ OLS 0.044 -0.023 0.008 0.007 0.053 0.79 -0.61 7.34MAD 0.094 0.008 0.018 0.011 0.075 2.83
Denmark∗ OLS 0.005 0.031 0.033 0.048 0.051 0.13 -0.23 2.39MAD 0.051 0.041 0.078 0.058 0.049 0.14
Finland∗ OLS 0.033 -0.003 -0.066 0.164 0.175 1.85 -0.14 6.22MAD 0.037 0.072 -0.065 0.101 0.181 2.82
France OLS -0.022 0.055 -0.022 0.069 0.024 0.61 -0.03 2.36MAD 0.012 0.063 -0.021 0.071 0.028 0.77
Germany OLS 0.073 0.055 -0.035 0.015 0.043 0.51 -0.14 3.78MAD 0.110 0.088 -0.023 0.032 0.072 1.46
Holland∗ OLS 0.137 0.063 -0.053 0.017 0.026 1.32 -0.15 3.91MAD 0.196 0.043 -0.002 0.012 0.058 3.48
Hong Kong OLS -0.047 0.084 0.134 -0.054 0.134 1.85 0.28 9.88MAD 0.026 0.093 0.105 -0.012 0.044 1.06
Italy OLS -0.048 0.069 -0.086 0.051 0.070 1.23 -0.60 5.79MAD -0.007 0.087 -0.075 0.109 0.092 3.04
Japan∗ OLS -0.231 0.066 -0.030 0.050 -0.058 3.72 0.41 3.51MAD -0.215 0.022 -0.070 0.024 -0.085 4.01
Singapore OLS 0.012 0.005 0.030 0.056 -0.084 1.00 0.04 12.62MAD -0.017 -0.010 0.036 0.020 -0.098 2.11
Switzerland OLS 0.010 0.037 0.033 0.044 0.088 0.34 -0.08 4.64MAD 0.069 0.057 0.043 0.066 0.097 0.32
UK OLS 0.015 0.044 -0.035 0.065 0.026 0.78 -0.02 2.56MAD 0.013 0.042 -0.035 0.068 0.048 1.46
Dow Jones OLS 0.121 0.037 0.017 -0.010 -0.029 2.00 -0.36 4.81MAD 0.178 0.027 0.006 0.003 0.028 5.69
NASDAQ∗ OLS -0.039 -0.027 0.148 0.116 0.036 1.78 0.17 5.83MAD 0.094 -0.022 0.180 0.101 0.085 3.30
S&P 500 OLS 0.079 0.032 0.042 0.006 0.002 0.57 -0.02 3.64MAD 0.124 0.003 0.023 -0.006 0.039 2.84
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Table 2.4: F-type test for pair-wise weekday anomaly H0,ij : αi = αj. In-
dicative 1% critical values are obtained from Table 2.2 with T = 5000. Bold
style refers to significant difference.
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0
Mon-Tue 6.34 0.22 6.70 4.20 12.66 11.89 0.03 2.09 12.33 4.08 7.83
Mon-Wed 4.98 1.86 11.15 0.01 6.23 4.42 1.35 3.19 16.10 2.32 5.52
Mon-Thu 6.02 0.71 9.44 5.49 10.24 11.96 0.82 5.11 16.43 0.02 8.98
Mon-Fri 0.30 3.58 5.36 4.48 4.10 3.54 1.57 6.67 11.98 0.02 3.85
Tue-Wed 0.09 3.36 0.58 4.82 1.16 1.87 1.04 0.12 0.26 13.00 0.22
Tue-Thu 0.01 0.15 0.26 0.09 0.11 0.00 0.58 0.70 0.32 4.72 0.05
Tue-Fri 4.05 2.06 0.07 0.01 2.43 2.59 2.07 1.36 0.00 3.60 0.70
Wed-Thu 0.05 4.78 0.06 6.21 0.56 1.93 0.07 0.24 0.00 1.99 0.46
Wed-Fri 2.97 10.48 1.04 5.14 0.23 0.06 6.07 0.67 0.28 2.93 0.14
Thu-Fri 3.79 1.08 0.59 0.05 1.51 2.65 4.83 0.11 0.35 0.08 1.09
with Friday coefficients. Wednesday coefficient is negative. In Italy coef-
ficient for Wednesday is negative and differs from Thursday. In NASDAQ
Tuesday coefficient is not equal with Wednesday because Tuesday coefficient
is negative.
Agrwall and Tandon (1994) found weekday anomaly in eighteen countries.
They report that in every country Monday or Tuesday coefficients were the
lowest and most negative and Friday coefficients were the highest (see also
Kamara 1997). Our findings do not support these results. The most remark-
able difference in this study is that we found only eight weekday anomaly
stocks among the same eighteen stock exchanges. However samples differ
in periods. With OLS method, which Agrwall and Tandon (1994) used,
we found only two weekday anomaly stocks. Interesting finding is that the
reason of seasonality is not in Monday or Tuesday low coefficient value. In-
stead Monday coefficient is highest or most positive in four of eight weekday
anomaly stocks. In addition we found only from Italy some evidence of week-
end anomaly similar to Abraham and Ikenberry (1994).
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2.3.4 Short horizon results
In the last section we examined weekday anomaly in different countries over
a 13-year period. Next we analyze how this seasonality changes through this
time. Data is analyzed in sequential over-lapping one-year periods so that
first period begins in 2.1.1990 and ends in 31.12.1990. The second period
begins in 1.4.1990 and ends 31.3.1991. In the same way, we go trough all the
data with three month overlap. Therefore, the maximum count of periods
from one stock exchange is 49.
Eight of eighteen stock exchanges above exhibited weekday anomaly in long
horizon. The result was obtained with the robust MAD estimation method.
OLS residuals were far from normal having excess kurtosis more typical for
Laplace distribution than normal. Thus we use also in short horizon analysis
the MAD estimation method. Table 2.5. reports the short horizon results.
Every stock exchange rejects hypothesis H0 : α1 = α2 = α3 = α4 = α5 at
least nine of 49 periods. Indices from Germany, Italy, Japan and United
States (Dow Jones and S&P 500) include around 60% of periods of weekday
anomaly. We do not find any country which has weekday anomaly at every
period. Least seasonality is found in Singapore and Australia where around
20 % of periods reject hypothesis H0 : α1 = α2 = α3 = α4 = α5.
In short horizon most weekday anomaly periods were found in those stock
exchanges which had weekday anomaly also in long horizon. There is also
one dissimilar case. Germany had short horizon seasonality while in long
period there was no sign of seasonality. The reason is following. In the early
1990's the lowest coefficient was found in Wednesday. Contrary to this in
middle of decade the highest coefficient was found in Wednesday and lowest
were found in the beginning and end of the week. In late 1990's the situation
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Table 2.5: F-type tests of weekday anomaly H0 : α1 = α2 = α3 = α4 = α5 in
short horizon periods. Indicative 5% critical values are obtained from Table
2.1. X means a weekday anomaly period.
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50
0
∑
I/90-I/91 X 0 0 0 0 0 0 0 0 0 0 0 0 0 0 X 0 X 3
II/90-II/91 X 0 0 0 0 X 0 0 0 0 0 0 0 0 0 X 0 X 4
III/90-III/91 0 0 0 0 0 X 0 0 0 0 0 0 0 0 0 0 0 0 1
IV/90-IV/91 0 0 0 0 0 X X 0 0 0 0 0 0 0 0 0 0 0 2
I/91-I/92 0 0 0 0 0 X 0 X 0 0 0 0 X 0 X 0 0 0 4
II/91-II/92 0 0 X 0 0 0 0 X X 0 X 0 X X X 0 0 0 7
III/91-III/92 X 0 0 0 0 0 0 0 0 0 0 0 X 0 0 X X X 5
IV/91-IV/92 X 0 0 0 0 0 0 0 X 0 X 0 X 0 0 0 0 0 4
I/92-I/93 0 0 0 0 0 0 X 0 X 0 0 0 X 0 0 0 X X 5
II/92-II/93 0 0 X 0 0 0 0 X 0 0 0 0 X 0 0 X X X 6
III/92-III/93 0 0 X 0 0 X 0 X 0 0 X 0 X 0 0 X X X 8
IV/92-IV/93 0 0 0 0 0 X 0 X 0 0 X 0 0 0 0 X X X 6
I/93-I/94 0 X 0 0 0 X 0 X 0 0 0 0 X 0 0 X X X 7
II/93-II/94 0 X 0 0 0 X 0 X 0 X 0 0 X 0 0 X X X 8
III/93-III/94 0 X 0 0 0 0 0 X 0 0 0 0 X 0 0 X 0 0 4
IV/93-IV/94 0 0 0 0 0 0 0 0 0 0 0 0 X 0 0 X 0 0 2
I/94-I/95 0 X 0 0 X 0 0 0 0 0 0 X 0 X 0 0 0 0 4
II/94-II/95 0 0 X 0 X 0 0 X 0 0 0 X X 0 0 0 0 0 5
III/94-III/95 0 0 0 0 0 0 0 0 0 0 X 0 0 0 0 0 0 0 1
IV/94-IV/95 0 0 0 0 X 0 X 0 0 0 X 0 0 0 0 0 0 0 3
I/95-I/96 0 0 0 0 X 0 X X X 0 0 X 0 0 0 0 0 0 5
II/95-II/96 0 X 0 0 X 0 X X X 0 0 X 0 0 0 0 X 0 7
III/95-III/96 0 X 0 X X 0 X X 0 X X X X 0 X 0 0 0 10
IV/95-IV/96 0 X 0 X X X 0 0 0 0 X X 0 0 0 0 0 0 6
I/96-I/97 0 0 0 X 0 X X 0 0 0 X X 0 0 0 0 0 0 5
II/96-II/97 0 0 0 X 0 X 0 X X X X X X 0 0 X 0 X 10
III/96-III/97 0 0 0 X 0 0 0 0 0 0 X X X X 0 X 0 0 6
IV/96-IV/97 X X 0 0 0 0 X X 0 0 X 0 0 0 0 X 0 X 7
I/97-I/98 0 X X 0 0 X X X 0 X X 0 X 0 X X 0 X 11
II/97-II/98 0 X X X 0 X X X X X X X 0 0 X X 0 X 13
III/97-III/98 0 X X X 0 X X X X X 0 X X 0 X X X X 14
IV/97-IV/98 0 X X X X 0 0 X X X 0 X X 0 X X X X 13
I/98-I/99 0 X X X 0 0 0 X 0 X 0 X X X X X X X 12
II/98-II/99 0 0 0 X 0 0 0 X 0 X 0 0 0 X 0 0 X 0 5
III/98-III/99 0 X X X 0 X 0 X 0 0 0 0 0 X 0 X X X 9
IV/98-IV/99 0 X X X X 0 X X 0 X 0 X 0 X X X X X 13
I/99-I/00 X X 0 X 0 X X 0 0 X X X 0 0 X X X X 12
II/99-II/00 X X X X X X X 0 X 0 X X X X X 0 X X 15
III/99-III/00 0 X 0 X X 0 X 0 X X X X X X X 0 X X 13
IV/99-IV/00 0 0 0 0 0 X X X X 0 X X X 0 0 X X X 10
I/00-I/01 X 0 0 0 X X X X 0 X X X 0 0 0 X X X 11
II/00-II/01 X 0 0 X 0 X X X X 0 X X 0 0 X X X X 12
III/00-III/01 0 0 0 X 0 0 X X 0 X 0 0 X 0 X X X X 9
IV/00-IV/01 0 0 0 X 0 0 0 X X X 0 X X 0 X X 0 X 9
I/01-I/02 0 0 0 0 0 0 0 X 0 0 0 0 X 0 0 X 0 X 4
II/01-II/02 0 0 0 0 0 0 0 X 0 X 0 0 0 0 X 0 0 0 3
III/01-III/02 0 0 0 0 0 0 0 0 0 X 0 0 X 0 0 0 0 0 2
IV/01-IV/02 X 0 0 0 0 X 0 0 X X 0 0 X 0 X X X X 9
I/02-I/03 0 0 0 X 0 0 0 0 0 X 0 0 X 0 X X 0 X 6∑
10 18 12 19 12 21 19 29 15 19 20 21 28 9 18 29 22 29 350
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changed. The lowest coefficient was in the end of the week and highest in
the beginning of the week.
 17
In short run most weekday anomaly periods were found in those stock exchanges which had 
weekday anomaly also in long run. There is also one dissimilar case. Germany shows short 
run seasonality while in long period there was no sign of seasonality. The reason is following. 
In the early 90s lowest coefficient was found in Wednesday. Contrary to this in middle of 
decade the highest coefficient was found in Wednesday and lowest were found in the begin 
and end of the week. In late 90`s the situation in Germany changed.  The lowest coefficient 
was in the end of the week and highest in the begin of the week.  
 
0
2
4
6
8
10
12
14
16
I/9
0-
I/9
1
I/9
1-
I/9
2
I/9
2-
I/9
3
I/9
3-
I/9
4
I/9
4-
I/9
5
I/9
5-
I/9
6
I/9
6-
I/9
7
I/9
7-
I/9
8
I/9
8-
I/9
9
I/9
9-
I/0
0
I/0
0-
I/0
1
I/0
1-
I/0
2
I/0
2-
I/0
3
Time periods
N
um
be
r o
f a
no
m
al
y 
st
oc
k 
ex
ch
an
ge
s
 
Figure 2. Numbers of stock exchanges, which occurs the weekday anomaly in the same 
period.  
 
Japan is distinguishable from the other stock exchanges in two ways. The weekday 
coefficients are much lower or more negative than in the other stock exchanges because of 
decade of continuous economic recession. In addition, the reason for seasonality in every 
period is that coefficients of Monday or Friday are the smallest and the highest coefficients 
are in the middle of week: In every stock exchange excluding Japan the weekday anomaly 
Figure 2.2: Numbers of stock exchanges, where the weekday anomaly oc-
curred in the same period
Japan is distinguishable from the other stock exchanges in two ways. The
weekday coefficients are much lower or more negative than in the other stock
exchanges because of a deca e of continuous conomic recession. In addition,
the reason for seasonality in every period is that coefficients for Monday or
Friday are the smallest and the highest coefficients are in the middle of week.
In every stock exchange excluding Japan the weekday anomaly appears on
Monday. Its coefficient differs from other weekday coefficients. However this
is the only similarity between different stock exchanges in the short horizon
analysis.
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Figure 2.2. describes how the weekday anomaly periods occur simultaneously
in different stock exchanges. The number of the weekday anomaly periods
in stock exchanges through the analyzed period is not constant. In the early
90's the number of weekday anomaly stock exchanges is around six. In the
mid 90's there are only few stock exchanges having weekday anomaly. Just
before the big boom period in stock markets in the end of 90's the number of
weekday anomaly periods starts to rise. This changed in the period between
II/98-II/99. Then only five stocks had weekday anomaly. After that, the
number of anomaly periods starts to increase again for a while. Thus there
is a positive relationship between the number of anomaly stocks and the
market activity.
Concerning the motivation for MAD-estimation and F-type test results in Ta-
ble 2.5. we analyzed also how the excess kurtosis of OLS estimation evolved
in time. Figure 2.3. reports results for the Dow Jones index. Excess kurtosis
was found in all periods except during the period I/99-I/00. Similar results
were found for all other indices.
2.4 Conclusions
It is a well-known fact that Monday and Friday have been anomaly days in
stock market worldwide for decades. Numerous studies have exhibited that
Monday rates of return have been lower than Friday returns. Statistically
significant differences in different weekday rates of returns are referred as
weekday anomaly.
We examined this weekday anomaly in a new way. To estimate daily rates
of return in long and short horizon we used MAD estimation method besides
OLS. The robust MAD method was used because it is more efficient when
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appears at Monday. Its coefficient differs from other weekday coefficients. However, this is 
the only similarity between different stock exchanges in the short run analysis.  
 
Concerning the MAD-estimation and F-type test results in Table 5. we analyzed also how the 
excess kurtosis of OLS estimation evolved in time. Figure 3. reports results for the Dow Jones 
index. Similar results were found for all other indexes. Excess kurtosis was found in all period 
except during the period  I/99-I/00.  
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Figure 3. Excess kurtosis values of the regression residuals in Dow Jones stock  
                 exchange in  different periods.  
 
 
4. Conclusions 
It is a well-known fact that Monday and Friday has been special days in stock market 
worldwide for decades. Numerous studies have exhibited that Monday’s rates of return have 
been lower than Friday’s. Those statistical significant differences in different weekday rates 
of returns are named as weekday anomaly. 
 
We examined this weekday anomaly in a new way. To estimate daily rates of return in long 
and short run we use MAD estimation method besides OLS. The robust MAD method was 
Figure 2.3: Excess kurtosis values of the regression residuals in Dow Jones
stock exchange in different periods.
the regression errors show non-normality that is typical for return series. The
weekday anomaly was tested with F-type tests. The reference test distribu-
tions under non-normality, i.e. under Laplace distribution, were derived with
simulations.
Our study covers eighteen stock exchanges in sixteen different countries dur-
ing period 1990-2003. Eight indices had a weekday anomaly in the long
horizon when we used MAD estimation method. When OLS method was
used with standard F-test distribution we found only two.
To examine how the weekday anomaly develops and changes, we modified the
data to 49 three month over-lapping one-year periods. Only MAD estimation
was used in short horizon analysis. We found at least nine weekday anomaly
periods in every stock exchange. The biggest number of weekday anomaly
periods were found in Germany, Japan, Italy and the United States (Dow
Jones and S&P 500). It was hard to find similarities in weekday anomalies in
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different countries and periods. In some periods weekend anomaly is found
only in Italy.
Our study did not analyze why rates of return in different weekdays were
not equal. Weekday anomaly was not as visible as in previous studies indi-
cated even when MAD was used. Acquiring financial benefit from weekday
anomaly does not seem to be possible because weekday seasonality is unpre-
dictable. The highest or lowest rates of return in a specific weekday is not
time invariant.
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Weekly Predictability of Daily Returns: A
Periodic Autoregressive Model Approach
Mika Louhelainen
University of Joensuu,
Department of Business and Economics
Abstract
A traditional assumption regarding the rates of the returns of stock
market specifies that the expected rates of returns are identical for
all days of the week. In this article, that presumption is questioned
and predictability of daily returns from the previous weekday's re-
turns is tested with the Periodic Autoregressive (PAR) model. The
data used consist of daily indices from nine international stock mar-
kets from 1990 to 2003. Empirical evidence implies that distribution
of daily rates of return is non-normal. To ensure reliability of the
empirical results of hypothesis tests, coefficient confidence intervals
are bootstrapped. Results illustrate that at least some weekday
returns are periodically predictable. (JEL; G14, C32)
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3.1 Introduction
Numerous studies have documented different kinds of unexplained time de-
pendent and seasonal behavior in the stock prices over past decades. From
the view of financial theory seasonals denote that stock markets are ineffi-
cient. On the other hand, regularities in stock prices imply profit opportunity
from investors' view. According efficient market hypothesis, stock prices fully
reflect all available information and follow the martingale behavior, which
infer that stock prices are not predictable. After several anomalies were re-
vealed in stock markets, Fama (1970) classified efficiency in stock markets
in tree subsets: weak form (can past returns predict future returns), semi
form (how quickly stock prices reflect new information) and strong form (are
investors' private information fully reflected in the stock prices).
Well known examples from seasonal anomalies are Day of the Week and
January effects. Researchers1 have shown in many studies that daily re-
turns are not equal, and in January returns are higher than in other months.
The literature before 1970's exhibited suggestive evidence that daily, weekly
and monthly returns are predictable from past returns. For example, Fama
(1965) finds positive first-order autocorrelation of daily returns for 23 of the
30 stocks in Dow Jones. Fisher (1966) found in his research that autocor-
relation of monthly returns of portfolios are positive and larger than those
for individual stocks. From the view of today's statistical knowledge the ev-
idence for predictability in the early research often lacks statistical power.
Lo & MacKinlay (1988) and LeBaron (1992) among others continued to ex-
amine stock index autocorrelations. They found positive autocorrelation at
1See M. Gibbons and P. Hess (1981), A. Agrawal and K. Tandon (1994), R.Bhardwaj
and L.D. Brooks (1992), for Day of the week and January anomaly.
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high frequencies.
Several reasons are proposed for anomaly concurrency. Typically, in anomaly
studies transaction costs are assumed to be zero. Grossman and Stiglitz
(1980) supposed that a precondition for the efficient market hypothesis is
that both information and trading cost in stock market are always zero.
However, transaction costs are and will be a part of stock markets in real life.
Jensen (1978) proposed economically more sensible version of the efficient
market hypothesis saying that prices reflect information to the point where
the marginal benefits of acting on information do not exceed the marginal
cost. Nevertheless, the stock markets do not automatically operate efficiently.
Investors have to detect the inefficiency of the stock market and try to take
advantage of inefficiency.
This study models weekday anomaly with three different ways. The first
model, simple PAR(1) model, tests if previous weeks daily returns have pre-
diction power over this weeks daily returns at the same weekdays. The second
model is VAR(1) model where all weekday rates of returns are explained by
all weekday returns from the previous week. Third model includes in PAR(1)
model AR(2) parameters.
The publication is organised as follows: Section 2 describes the models used,
Section 3 presents a algorithm for bootstrap estimation and how confidence
intervals for coefficient estimates are defined with bootstrap method, Section
4 presents the empirical results and Section 5 gives the conclusions.
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3.2 Models
Usually in weekday anomaly studies2 daily rates of return are estimated from
on equation where only the dummy variables are predictors for future returns.
Such model is useful when we want to test if the rates of return for every
weekday are equal. The model produces merely average rates of returns for
weekdays, but not much prediction information. Stock return autocorrela-
tions give prediction information. A periodic autoregression3, PAR model,
provides estimates that can be used to predict weekday's next return from
the weekday's previous observation.
The PAR family of models was originally introduced by Thomas and Fiering
(1962) for monthly river flow modelling and simulation. In economics time
series PAR models are used among others by Franses (1996) and Osborn
and Smith (1989) in modelling macroeconomic data. While PAR-models
have some advantages against nonperiodic models they are not widely used.
Osborn (1991) derived the theoretical results on the effects of misspecification
of periodicity and showed that orders of the time-invariant models can be
higher than that of the PAR-model. Also ignoring periodicity could lead to
overact of lags in a nonperiodic model and misspecification may result in
biased forecasts. If the periodic structure is ignored, this may cause that
estimated error process is periodical heteroskedastic.
PAR model extends a nonperiodic AR model by allowing the autoregressive
parameters to vary with the season. In other words, PAR model assumes
that the observations in each of the season can be described using a different
model. Such property is useful in this case, because Linden and Louhelainen
2A. Agrawall & K. Tandon (1996), R. Gibbons & P. Hess (1981) and A. Kamara (1997)
among others.
3Early references to PAR model are Gladyshev (1961), Cleveland and Tiao (1979)
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(2004) showed that international stock rates of returns vary in different week-
days. Consider a univariate rate of return xt, which is observed daily i.e
t = 1, 2, . . . , n. A periodic autoregressive model of order one PAR(1) for five
weekday can be written as

x1,t = α1 + β1x1,t−1 + ε1,t
x2,t = α2 + β2x2,t−1 + ε2,t
x3,t = α3 + β3x3,t−1 + ε3,t
x4,t = α4 + β4x4,t−1 + ε4,t
x5,t = α5 + β5x5,t−1 + ε5,t
(3.1)
where αs is a weekday varying intercept term, and where βs's are autore-
gressive parameters up to order 1 which may vary with the weekday s, s =
1, 2, . . . , 5. The εs,t are the errors for each five model and they are assumed
to be NID i.e. εt ∼ (0, σ2) for ∀ s and t = 1, 2, . . . , 5. However, in periodic
autoregressive models, errors may have seasonal variances σ2s and errors in
different models may correlate with each other.
Using more than one lag in PAR model changes the model into multivariate
form. At the same time, numbers of parameters increase s times, but number
of equations is equal. Multivariate PAR(2) presentation for two lags and for
five weekdays can be written as follows,

x1,t = α1 + β1,1xt−1 + β2,1xt−2 + ε1,t
x2,t = α2 + β1,2xt−1 + β2,2xt−2 + ε2,t
x3,t = α3 + β1,3xt−1 + β2,3xt−2 + ε3,t
x4,t = α4 + β1,4xt−1 + β2,4xt−2 + ε4,t
x5,t = α5 + β1,5xt−1 + β2,5xt−2 + ε5,t
(3.2)
Nevertheless, the periodic time series models (3.1) and (3.2) are not sta-
tionary models since the variance and autocovariances can take different
values in different season. To investigate stationary properties of xt it is
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more convenient to rewrite equation (3.1) with lag operator L defined by
Lkxt = xt−k for k = 1, 2, . . . , p. Let Xt be the (5 × 1) vector process
X ′t = (x1,t, x2,t, x3,t, x4,t, x5,t) t = 1, 2, . . . , n where xs,t is the observation in
weekday s in week t, s = 1, 2, . . . , 5. The residuals ε′t = (ε1,t, ε2,t, ε3,t, ε4,t, ε5,t)
are assumed NID i.e. εs,t ∼ N(0, σ2s) and α′ = (α1, α2, α3, α4, α5) are (5× 1)
vector of constant terms.
Φ(L)Xt = α + εt, (3.3)
where
Φ(L) = Φ0 − Φ1L (3.4)
=

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
−

β1,1L 0 0 0 0
0 β1,2L 0 0 0
0 0 β1,3L 0 0
0 0 0 β1,4L 0
0 0 0 0 β1,5L
 .
Same way the PAR(2) process in equation 3.2 can be rewritten with lag
operator i.e.
Φ(L)Xt = α + εt, (3.5)
where
Φ(L) = Φ0 − Φ1L− Φ2L2 (3.6)
=

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
−

β1,1L 0 0 0 0
0 β1,2L 0 0 0
0 0 β1,3L 0 0
0 0 0 β1,4L 0
0 0 0 0 β1,5L

−

β2,1L
2 0 0 0 0
0 β2,2L
2 0 0 0
0 0 β2,3L
2 0 0
0 0 0 β2,4L
2 0
0 0 0 0 β2,5L
2
 .
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There are few approaches to investigating the stationary properties of a PAR
process' parametrization, i.e. investigating whether it contains unit roots.
For a PAR (p) process, presence of unit roots in xt amounts to investigating
the solutions to characteristic equation of (3.4)
|Φ0 − Φ1L− · · · − ΦkLk| = 0. (3.7)
The PAR(p) process is stationary if stability condition (3.7) doesn't hold. In
the other words, |Φ0−Φ1L−· · ·−ΦkLk| has no roots in and on the complex
unit circle.
Characteristic equation for PAR(1) model (3.3) is
|Φ1(L)| =
5∏
s=1
(1− Lβ1,s) = 0. (3.8)
Hence if the parameters of PAR(1) model equals to unity, the PAR(1) model
contains a single unit root. Respectively for PAR(2) characteristic equation
is
|Φ2(L)| =
5∏
s=1
(1− Lβ1,s − L2β2,s) = 0. (3.9)
PAR(2) model contains a single unit root (i.e. L = 1), when the parameter
restrictions
β1,s + β2,s = 1 for all s = 1, 2, . . . , 5 (3.10)
are valid. Frances (1996, 1998) gives more comprehensive discussion about
unit roots of PAR process.
There are at least two approaches to test periodic properties of time series.
The first is to investigate periodic properties of residuals from non-periodic
models. The other approach is simply to estimate a PAR(p) model, where
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p is selected using conventional model selection criteria, and to test whether
there is periodic variation in the autoregressive parameters.
The residual periodicity can be investigate by graphical and test methods.
A graphical approach is proposed in Hurd and Gerr (1991) and Vecchia
and Ballerini (1991). While some plots show periodic behavior, it might be
difficult to determine the nature of the seasonality from the graphs. Instead,
one can use some modified version of the Box-Pierce Q-test, which is proposed
by Lobato et al. (2001). Another conceivable test is LM test suggested by
Franses (1993). Residuals εˆt from a nonperiodic AR(k) model to xt are
modelled as
εˆt =
k∑
i=1
ηixi−1 +
5∑
i=1
(ψ1D1εˆt−1 + · · ·+ ψ5D5εˆt−5) + µt, (3.11)
where ηt and ψt are parameters and Ds,t is dummy variable for every five
weekdays that examine presence of periodicity. The F -test procedure can be
formalized as ψ1,s = 0, . . . , ψm,s = 0 and null hypothesis is that no periodic
autocorrelation of order m. Under H0, F -statistic follows a standard F (5m,
n-k-5m)-distribution.
The residuals, which nonperiodic AR(k) model yields can also be used to
check for seasonal heteroskedasticity. The auxiliary regression gets following
form
εˆ2t = ω0 + ω1D1,t + ω2D2,t + ω3D3,t + ω4D4,t + εt, (3.12)
for five weekdays. The F -test for ω1 = 0, . . . , ω4 = 0 can be used to test the
null hypothesis of no seasonal heteroskedasticity. Now under that hypothesis,
F -statistic follows a standard F - distribution with (4, n-k) degree of freedom.
While the periodicity is revealed from the time series, the simple PAR(p)
model is not necessarily the best model. An alternative model is one where
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weekdays' previous week's returns have periodicity power on this week's
weekday returns. Now the model gets a following form
x1,t = α1 + β1,1x1,t−1 + β1,2x2,t−1 + β1,3x3,t−1 + β1,4x4,t−1 + β1,5x5,t−1 + ε1,t
x2,t = α2 + β2,1x1,t−1 + β2,2x2,t−1 + β2,3x3,t−1 + β2,4x4,t−1 + β2,5x5,t−1 + ε2,t
x3,t = α3 + β3,1x1,t−1 + β3,2x2,t−1 + β3,3x3,t−1 + β3,4x4,t−1 + β3,5x5,t−1 + ε3,t
x4,t = α4 + β4,1x1,t−1 + β4,2x2,t−1 + β4,3x3,t−1 + β4,4x4,t−1 + β4,5x5,t−1 + ε4,t
x5,t = α5 + β5,1x1,t−1 + β5,2x2,t−1 + β5,3x3,t−1 + β5,4x4,t−1 + β5,5x5,t−1 + ε5,t
(3.13)
or in matrix notation model isx1,tx2,tx3,t
x4,t
x5,t
 =
α1α2α3
α4
α5
+

β1,1 β1,2 β1,3 β1,4 β1,5
β2,1 β2,2 β2,3 β2,4 β2,5
β3,1 β3,2 β3,3 β3,4 β3,5
β4,1 β4,2 β4,3 β4,4 β4,5
β5,1 β5,2 β5,3 β5,4 β5,5

x1,t−1x2,t−1x3,t−1
x4,t−1
x5,t−1
+
ε1tε2tε3t
ε4t
ε5t
 . (3.14)
Model is more general than simple PAR(1) model and its looks like VAR(1)
model, while every equation in model contains PAR component. The null
hypothesis has a form H0 : β1,s =, . . . ,= β5,s. Under null hypothesis χ
2-
statistic follows a standard χ2 -distribution with 4 degrees of freedom.
However the generalized PAR(1) model above does not include nonperiodic
AR components. Therefore a PAR(1) model with AR(2) components is sug-
gested also:
x1,t = α1 + β1,1x1,t−1 + β1,2x5,t−1 + β1,3x4,t−1 + ε1,t
x2,t = α2 + β2,1x1,t−1 + β2,2x1,t−1 + β2,3x5,t−1 + ε2,t
x3,t = α3 + β3,1x1,t−1 + β3,2x2,t + β3,3x1,t + ε3,t
x4,t = α4 + β4,1x1,t−1 + β4,2x3,t + β4,3x2,t + ε4,t
x5,t = α5 + β5,1x1,t−1 + β5,2x4,t + β5,3x3,t + ε5,t
(3.15)
In this model, weekday returns are predicted by previous two weekdays'
returns and weekdays' own previous returns.
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3.3 Bootstrapping
The distribution of the F statistic relies on the assumption of normally dis-
tributed regression errors. Without this assumption, the exact distribution of
this statistic depends on the data and estimated parameters. If the residuals
are not normally distributed the correct rejection size of tests of hypotheses
such as H0 : β1 = 0 and H1 : β1 = β2 = 0 are not warranted.
With bootstrap method, it is possible to establish more accurate confidence
intervals without making normality assumptions. Consider the AR (1) model
xt = α + βxt−1 + εt. (3.16)
Fitting the data to the model 3.16 yields estimators αˆ and βˆ for α and β.
The error terms εˆt in the model are assumed to be IID from an unknown
distribution.
The bootstrap algorithm is as follows. At first a random sample error terms
εˆ∗t with replacement is drawn so that each εˆt belongs to random sample with
probability 1/t. Then, the new dataset x∗t is generated by fitting the random
error terms into the model
x∗t = αˆ + βˆxt−1 + εˆ
∗
t , (3.17)
where the values of regression coefficients βˆ and αˆ and variable xt−1 are fixed
values. Fitting the new dataset x∗t in to the model
x∗t = α + βx
∗
t−1 + εt (3.18)
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yields new regression coefficients βˆ∗ and αˆ∗. Replication of this algorithm B
times enables to generate the distribution of bootstrapped estimates. As B
increases, also the accuracy of distribution of estimators increases.
There are few methods4 such as bootstrap-t, percentile, and ABC, which
try to improve the accuracy of bootstrap coefficients confidence intervals.
Efron & Tibshirani (1993) showed that BCa method is more accurate than
percentile method. The BCa method corrects the percentile interval for
median bias and skewness. This method requires an estimate of the accel-
eration a˜, which is related to the skewness of the sampling distribution and
bias-correction parameter Z˜0. The interval of intended coverage 1 − 2µ for
estimator βˆ, is given by
(
βˆlow, βˆup
)
=
(
βˆ∗(µ1), βˆ∗(µ2)
)
, (3.19)
where
µ1 = φ
(
Z˜0 +
Z˜0 + Z
(µ)
1− a˜(Z˜0 + Z(µ))
)
(3.20)
and
µ2 = φ
(
Z˜0 +
Z˜0 + Z
(1−µ)
1− a˜(Z˜0 + Z(1−µ))
)
. (3.21)
In these formulas, Z(µ) is the 100µth percentile point of a standard normal
distribution and φ is a cumulative normal distribution function, e.g. φ (1.645)
4The methods for confidence intervals are introduced in: B. Efron & R. Tibshirani,
An Introduction to the Bootstrap, Chapman and Hall, New York (1993) and A.C.Davison
& D.V.Hinkley Bootstrap Methods and their Applications, Cambridge University Press,
(1997)
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= 0.95 and Z0.95 = 1.645. The confidence interval is given by taking the
appropriate percentile of the bootstrap distribution βˆ∗, e.g. if values for µ1
and µ2 are 0.05 and 0.95 respectively, then the confidence points when using
999 bootstrap replications will be the 50th and 950th ordered values of βˆ∗.
The acceleration and bias correction are approximated by
Z˜0 = Φ
−1
(
ΞBb=1(βˆ
∗
b ≤ β¯)
B + 1
)
, (3.22)
where Φ−1[•] is the standard normal quantile function, and ΞBb=1(βˆ∗b ≤ β¯)/(B+
1) is the proportion of bootstrap replicates at or below the original sample es-
timate βˆ and Ξ denotes the number of times the event occurs. The skewness
correction, in other words the acceleration can be written as
a˜ =
∑n
i=1(βˆi − β¯)3
6
[∑n
i=1(βˆi − β¯)2
]3/2 . (3.23)
More generally a˜ is one-sixth the standardized skewness of the distribution
of βˆ. At same way confidence intervals can be calculated to other estimators.
3.4 Empirical results
The data used throughout this paper consist of daily indices from nine5 stock
markets. The time periods are from beginning of 1990 to end of February
2003 containing over 3000 observations per stock market. Daily rates of
5Canada (TSE), Finland (HEX), Italy, (MIBTel), Japan (Nikkei), Holland (AEX),
Singapore (STI), United States (Dow Jones, NASDAQ and S&P 500)
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return are calculated as
∆ lnxt = lnxt − lnxt−1, (3.24)
where xt is a value of index at time t. Multivariate OLS and Seemingly Un-
related Regression (SUR) are the alternative methods for estimation of PAR
model. As SUR method allows for contemporaneous cross-equation correla-
tion and equation specific error variances, SUR is preferred to multivariate
OLS.
Table 3.1: Testing periodic patterns in the estimated residuals from nonpe-
riodic AR(1) models
Stock market Diagnostic test statistic
χ2PH χ
2
1
Canada 2.08 12.21∗
Finland 8.25 4.71
Holland 7.6 11.38∗
Italy 7.94 13.74∗
Japan 11.21∗ 16.80∗
Singapore 7.13 19.13∗
Dow Jones 3.4 8.92
NASDAQ 0.9 10.71
S&P500 2.89 10.91
The test statistic in the second column (χ21 ) concerns residual
autocorrelation of order 1 in model xt = α1 + xt−1 + εt and The
test statistic in the first column concerns (χ2PH ) periodic
heteroskedasticity, periodic residual autocorrelation of order 1.
∗ Significant at the 5% level based on bootstrapped test
The empirical results of periodic properties of the series are presented in
Table 3.1. The null hypothesis in periodic autocorrelation test is ψ1,s =
0, . . . , ψm,s = 0 in equation (3.11). Respectively null hypothesis in periodic
heteroskedasticity is ω1 = 0 . . . , ω4 = 0 in equation (3.12). The results show
that periodic heteroskedasticity can be found only in Japan. Residuals are
periodically autocorrelated in most of stock markets. In S&P 500, NASDAQ,
Dow Jones and Finland the both χ2-test values are not rejected. Still from
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the test results in Table 3.1 it is clear that stock market data have periodic
properties.
SUR disturbances (Figures 3.1-3.9 in Appendix) do not follow normal distri-
bution except for Wednesday in Italy. This conclusion is found also with the
kurtosis values, which are between 3.50 and 22.57, and with skewness values,
which are between -1.45 and 1.01 (Table 3.A in Appendix). For the nor-
mal distribution, skewness value is zero and kurtosis value equals to 3. The
results of Bera-Jarque tests also show SUR disturbances are not normally dis-
tributed. Therefore, bootstrap method is validated to ensure right decisions
of hypothesis tests. All regressions used 2000 bootstrap replications.
Table 3.3 (Appendix) presents SUR estimation results to equation (3.1) for all
nine stock market and for all weekdays. Rejection of H0 : βs = 0 is based on
bootstrapped confidence intervals of coefficients at level 95 %. Bootstrapped
results are also used to test H1 : β1 =, . . . ,= β5. At least some weekdays
returns can be predicted from same weekdays returns of the previous week.
In Italy, those days are Tuesday and Thursday. Previous Tuesday's coefficient
has a predictability power on Tuesday's returns in Holland and in NASDAQ.
The other significant coefficients are Thursday in Japan, Monday in S&P
500 and Friday in Dow Jones. Hypothesis 1 is also rejected in all those stock
markets. However in Finland and Singapore there is no sign of predictability.
It is hard to find similarities in results between different stock markets. How-
ever, there are three stock markets with significant coefficients for Tuesday.
They all are negative. This implies negative returns for next week's Tues-
day if this week's returns were positive and vice versa. There are also two
stock markets with significant coefficients for Thursday. They are positive.
It means that negative returns on Thursday are also negative in next Thurs-
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day and vice versa, respectively. Hypothesis test for coefficients equality is
accepted only in Finland. Elsewhere it is rejected.
In model (3.14) we examine if the other previous weeks returns give signif-
icant predicts for this weeks weekdays returns. SUR estimation results are
presented in Table 3.4 (Appendix). It is notable that usually Monday and
Tuesday returns can be predicted from previous weeks rates of returns in
every stock markets. Other weekdays have only a few significant coefficients.
In most of cases previous week Friday predicts positively Monday returns.
Thus this is a sign of autocorrelation in returns.
The results in Table 3.3 and Table 3.4 are quite similar in those parts where
weekday's previous returns predict same weekday's returns on this week.
However, the hypothesis H0 : βi = 0 is rejected rarely. Still couple of quite
interesting results can be found. First of all, for Monday last Friday's co-
efficient is significant in Finland, Singapore and NASDAQ. Also in other
countries excluding Dow Jones, same coefficient is high and positive but not
significant. The previous weeks Wednesdays coefficient for Thursday is other
interesting finding. It is quite high negative in almost every country but
significant only in Canada and NASDAQ.
Survey of the results in Table 3.4 reveals that most of predicative rates of re-
turns are found in NASDAQ. Correspondingly, in Japan and Holland we find
none significant coefficient. According to Table 3.4, returns of Wednesday
and Friday are unpredictable.
Table 3.5 (in Appendix) reports the results of regression model where to
PAR(1) model are added AR(2) components, i.e. model 3.15. For Singa-
pore found significant AR(1) parameters are found for four weekdays and in
Canada for tree weekdays. In other stock markets there are only one or two
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significant AR(1) parameters. A significant AR(2) parameter can be found
only in Wednesday for Italy.
Weekends seem to have some influence to stock returns. In five stock mar-
kets, Friday rates of returns have prediction power on Monday returns. In
addition, Friday returns can be explained by Thursday returns also in five
stock markets. In the middle of the week significant AR parameters are found
for Canada, Holland, Singapore and Japan. S&P 500 is the only stock mar-
ket with no significant AR parameters. Thus in general the simple PAR(1)
model is adequate for most stock markets. In modified PAR(1) models (3.14)
and the (3.15) coefficient of determination is greater than in simple PAR(1)
model.
Without bootstrapping confidence intervals the number of significant coef-
ficients would be much more larger. The 95% critical level for coefficient
in Table 3.3 would be around ±0.08 instead of ±0.11. Thus by using the
normal error assumption for example previous week's Tuesday, Wednesday
and Thursday would be significant in Canada. In the same way in Table 3.4
the 95% critical level for coefficient without bootstrapping is around 0.11.
Thus in NASDAQ we would have six significant coefficients instead of one
and in Italy five instead of one. However, impact of bootstrapping is not
so substantial in S&P 500 or Dow Jones. In Table 3.5, bootstrapping has
no effect on results of Finland or Singapore unlike in other countries. In all
Tables 3.3  3.5, number of significant coefficients for Monday and Tuesday
are diminished when bootstrapped results are used.
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3.5 Conclusions
It is well-known that daily stock market returns in several stock markets
are autocorrelated and daily returns are not equal. This paper tested the
predictability of daily stock returns from the previous week's daily returns.
At the same time weak form of the efficient market hypothesis is questioned.
All stock markets except S&P 500 had weekday periodic properties. This was
revealed by tests for nonperiodic AR(1) residuals. The paper contained three
test models: a simple PAR(1) where weekday rate of returns were modelled
with same weekday's previous week's returns, a VAR(1) model that included
PAR(1) components with all weekday returns, and a PAR(1) model which is
augmented with nonperiodic AR(2) components. However, the disturbances
of the models were not normally distributed. Therefore the bootstrap method
was used to ensure the reliable conclusions of hypothesis testing.
The best estimate for tomorrow's stock market return is not today's return
as the random walk theory often assumes. Coefficients of some weekday's
previous week's observations are significant in most analyzed stock markets.
Rates of return are predictable over the week at least for one weekday in
seven of nine stock markets.
The results of VAR(1) model revealed that the simple PAR(1) model was not
adequate. From the previous week significant effects were found on several
weekdays. Also the third model alternative fitted better than simple PAR(1)
model. Usually Monday's and Friday's returns have significant one day AR
component. In the middle of week significant AR parameters can be found
only in some stock markets.
In summary, some previous day's returns have predicative power on current
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returns in eight stock markets. However the return predictability is not only
limited to first two AR components. It can be also found periodically, i.e.
over one week.
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3.A Tables and residual plots
Table 3.2: The results of Bera-Jarque test, skewness, and kurtosis values for
residuals of PAR(1) model in 9 stock markets.
Stock Market Bera-Jarque Skewness Kurtosis
Canada Mon 1653∗ -1.45 10.7
Tue 275∗ -0.15 6.34
Wed 3636∗ -1.05 15.04
Thu 1112∗ -0.74 9.59
Fri 2117∗ -0.93 12.13
Finland Mon 251∗ -0.13 6.3
Tue 3181∗ -1.36 14.43
Wed 93∗ -0.19 4.98
Thu 2184∗ -0.36 12.71
Fri 132∗ -0.25 5.35
Holland Mon 433∗ -0.59 7.51
Tue 297∗ 0.13 6.86
Wed 102∗ -0.36 5.14
Thu 257∗ -0.11 6.59
Fri 125∗ -0.19 6.59
Italy Mon 1254∗ 0.03 5.48
Tue 26∗ -0.09 4.14
Wed 4.6 0.03 3.5
Thu 57∗ -0.52 4.43
Fri 21∗ -0.22 3.99
Japan Mon 107∗ 0.13 5.18
Tue 2470∗ 1.01 13.27
Wed 59∗ 0.12 4.6
Thu 67∗ 0.03 4.72
Fri 168∗ 0.4 5.61
Singapore Mon 8903∗ -0.66 22.57
Tue 478∗ 0.36 7.48
Wed 473∗ 0.39 7.45
Thu 549∗ 0.26 7.84
Fri 1417∗ 0.25 10.81
Dow Jones Mon 188∗ -0.65 5.99
Tue 101∗ 0.13 5.38
Wed 275∗ 0.43 6.85
Thu 160∗ 0.42 5.88
Fri 1745∗ -1.66 12.39
NASDAQ Mon 629∗ -1.14 7.58
Tue 465∗ 0.41 7.33
Wed 498∗ -0.25 7.53
Thu 206∗ 0.37 5.84
Fri 971∗ -0.3 9.34
SP&500 Mon 1271∗ -1.16 9.92
Tue 215∗ 0.35 5.91
Wed 237∗ 0.36 6.07
Thu 135∗ 0.33 5.28
Fri 172∗ -0.51 5.47
∗) Null hypothesis is rejected at 95% confidence level
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Table 3.6: The coefficient of determination and Durbin -Watson statistic for
three models
Models
PAR(1) VAR(1) PAR(1)- AR(2)
DW R2 DW R2 DW R2
Canada Monday 2.00 0.012 2.01 0.059 2.02 0.053
Tuesday 1.99 0.007 1.97 0.019 1.99 0.011
Wednesday 1.99 0.002 1.97 0.017 2.02 0.063
Thursday 2.01 0.008 2.02 0.034 1.98 0.024
Friday 1.99 0.000 2.00 0.003 1.99 0.029
Finland Monday 1.99 0.001 1.98 0.031 1.98 0.030
Tuesday 1.99 0.000 1.99 0.019 1.99 0.003
Wednesday 2.00 0.007 2.02 0.016 2.00 0.010
Thursday 1.99 0.005 1.96 0.034 1.99 0.007
Friday 1.99 0.003 1.99 0.007 1.99 0.007
Holland Monday 1.98 0.012 1.91 0.030 1.94 0.024
Tuesday 1.99 0.021 2.02 0.055 2.00 0.042
Wednesday 2.00 0.007 1.97 0.023 1.99 0.011
Thursday 2.03 0.007 2.00 0.028 1.99 0.010
Friday 2.00 0.002 1.97 0.031 1.93 0.056
Italy Monday 1.99 0.017 1.98 0.037 1.98 0.029
Tuesday 2.00 0.014 2.00 0.046 1.99 0.027
Wednesday 1.99 0.002 1.99 0.017 2.01 0.010
Thursday 1.99 0.026 2.04 0.032 2.04 0.035
Friday 2.00 0.003 2.01 0.022 2.01 0.039
Japan Monday 2.00 0.006 2.04 0.028 2.03 0.025
Tuesday 1.99 0.000 1.99 0.016 2.01 0.031
Wednesday 1.99 0.000 2.00 0.011 2.00 0.018
Thursday 1.99 0.013 2.01 0.015 2.00 0.014
Friday 1.99 0.001 2.00 0.059 2.00 0.010
Singapore Monday 2.00 0.000 2.00 0.076 2.00 0.068
Tuesday 1.99 0.001 2.01 0.026 1.99 0.002
Wednesday 1.97 0.011 1.97 0.017 1.98 0.057
Thursday 1.99 0.001 1.97 0.022 1.96 0.025
Friday 2.00 0.001 2.02 0.008 2.03 0.055
DowJones Monday 1.99 0.001 2.00 0.005 2.00 0.004
Tuesday 1.99 0.002 2.01 0.054 2.01 0.024
Wednesday 2.00 0.006 2.01 0.006 2.00 0.008
Thursday 1.98 0.005 1.99 0.017 1.99 0.016
Friday 1.99 0.019 2.00 0.029 1.99 0.042
NASDAQ Monday 1.99 0.006 1.98 0.061 1.96 0.039
Tuesday 1.99 0.020 1.96 0.043 1.97 0.040
Wednesday 2.00 0.000 2.02 0.005 2.00 0.006
Thursday 1.99 0.000 2.00 0.037 1.98 0.011
Friday 1.99 0.000 1.94 0.025 1.98 0.008
S&P500 Monday 1.98 0.027 1.99 0.044 1.99 0.041
Tuesday 1.99 0.002 1.99 0.013 1.99 0.023
Wednesday 2.01 0.074 1.99 0.016 2.01 0.014
Thursday 1.99 0.006 2.01 0.021 2.00 0.012
Friday 2.00 0.000 1.98 0.009 1.99 0.006
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APPENDIX II 
Figure 1. Regression residuals density and normal (thin) in PAR(1) model for Canada data 
Figure 2. Regression residuals density and normal (thin) in PAR(1) model for Finland data 
Figure 3. Regression residuals density and normal (thin) in PAR(1) model for Holland data 
Figure 3.1: Regression residuals density and normal (thin) in PAR(1) model
for Canada data
22
APPENDIX II 
Figure 1. Regression residuals density and normal (thin) in PAR(1) model for Canada data 
Figure 2. Regression residuals density and normal (thin) in PAR(1) model for Finland data 
Figure 3. Regression residuals density and normal (thin) in PAR(1) model for Holland data 
Figure 3.2: Regression residuals density and normal (thin) in PAR(1) model
for Finland data
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APPENDIX II 
Figure 1. Regression residuals density and normal (thin) in PAR(1) model for Canada data 
Figure 2. Regression residuals density and normal (thin) in PAR(1) model for Finland data 
Figure 3. Regression residuals density and normal (thin) in PAR(1) model for Holland data 
Figure 3.3: Regression residuals density and normal (thin) in PAR(1) model
for Holland data
23
Figure 4. Regression residuals density and normal (thin) in PAR(1) model for Italy data 
Figure 5. Regression residuals density and normal (thin) in PAR(1) model for Japan data 
Figure 6. Regression residuals density and normal (thin) in PAR(1) model for Singapore data 
Figure 3.4: Regression residuals density and normal (thin) in PAR(1) model
for Italy data
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Figure 4. Regression residuals density and normal (thin) in PAR(1) model for Italy data 
Figure 5. Regression residuals density and normal (thin) in PAR(1) model for Japan data 
Figure 6. Regression residuals density and normal (thin) in PAR(1) model for Singapore data 
Figure 3.5: Regression residuals density and normal (thin) in PAR(1) model
for Japan data
23
Figure 4. Regression residuals density and normal (thin) in PAR(1) model for Italy data 
Figure 5. Regression residuals density and normal (thin) in PAR(1) model for Japan data 
Figure 6. Regression residuals density and normal (thin) in PAR(1) model for Singapore data 
Figure 3.6: Regression residuals density and normal (thin) in PAR(1) model
for Singapore data
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Figure 7. Regression residuals density and normal (thin) in PAR(1) model for Dow Jones data 
Figure 8. Regression residuals density and normal (thin) in PAR(1) model for NASDAQ data 
Figure 9. Regression residuals density and normal (thin) in PAR(1) model for SP&500 data 
Figure 3.7: Regression residuals density and normal (thin) in PAR(1) model
for Dow Jones data
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Figure 7. Regression residuals density and normal (thin) in PAR(1) model for Dow Jones data 
Figure 8. Regression residuals density and normal (thin) in PAR(1) model for NASDAQ data 
Figure 9. Regression residuals density and normal (thin) in PAR(1) model for SP&500 data Figure 3.8: Regression residuals density and normal (thin) in AR(1) model
for NASDAQ data
24
Figure 7. Regression residuals density and normal (thin) in PAR(1) model for Dow Jones data 
Figure 8. Regression residuals density and normal (thin) in PAR(1) model for NASDAQ data 
Figure 9. Regression residuals density and normal (thin) in PAR(1) model for SP&500 data 
Figure 3.9: Regression residuals density and normal (thin) in PAR(1) model
for S&P 500 data
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Cross Predictability of Stock Returns Nokia
and its Sub-Contractors
Mika Louhelainen
University of Joensuu,
Department of Business and Economics
Abstract
The growth of Nokia to a biggest mobile phone manu-
facture in the world has meant positive prospects also
for its subcontractors in Finland. Their financial success
has highly depended on Nokia. In this paper daily stock
return predictability of Nokia and its subcontractors is
tested with Granger non-causality test. Influences of
exogenous shocks in companies' stock returns are also
detected with VAR models and impulse response anal-
ysis. To solve the problem of non-normality in model
errors a bootstrap method is used. Results show that
there exists Granger causality only between stock re-
turns of Nokia and Perlos. Instead there is some cross
predictability among different subcontractors. Impulse
response analysis shows that in some cases exogenous
shocks have affects lasting up till three days.
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4.1 Introduction
Nokia has grown very rapidly during the last ten years and it is now the
world's biggest telecommunication company. There are many reasons for
this success. One is the well-organized subcontractor network. In Nokia, tra-
ditional pure subcontracting has developed toward partnership. In practice
this means that usually the suppliers and Nokia work together as a team to
solve different problems. Even some employees of suppliers are located in the
R&D department of Nokia. Also new manufacture plants are located close
to each other making stocking flexible and minimizing transporting costs.
The long-term relationship requires commitment from the companies' side in
a larger extent than in pure subcontracting. The growth of subcontractors
has exceeded the growth of Nokia itself in many cases in order to retain the
key-supplier statute. As Nokia has many key-suppliers for same components
the competition among suppliers have been hard.
However the main subcontractors usually have no resources to be key-supplier
of any other big customer, and so their revenues come mainly from Nokia.
The financial success of subcontractors depends on the prospects of Nokia and
it is expected that stock market price movements of companies are correlated.
As the markets fully recognize this, the efficient market hypothesis (EMH)
predicts that all relevant information should move to the stock market prices
without any delay. We can interpret the EMH so that for example an earnings
release of Nokia affects the stock market prices of subcontractors only today
but not tomorrow. Thus the stock market predictability between Nokia and
its subcontractors should not show temporal dependencies.
The remainder of the paper is organized as follows. In section 2 we discuss the
background of main subcontractors and describe the relevant data. Section
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3 reviews the methods used. The empirical results are presented in Section
4. Section 5 concludes the paper with summary.
4.2 Data and preliminary results
Nokia has five major subcontractors in Finland. They were listed to Helsinki
stock exchange in mid of year 1999. Eimo and Perlos are competitors and
they manufacture plastic parts, e.g. covers, to mobile phones. Elcoteq is spe-
cialized to electronic components and their design. The smallest companies,
PMJ-Automec and Elektrobit, are mainly concentrated to production and
design of assembly lines.
Table 4.1. represent the companies' key figures such as the number of em-
ployees, net sales (in million euros) and market value (in million euros). Ob-
viously Nokia is much bigger than any of its subcontractors. There are also
great differences in the sizes of subcontractors. While the smallest company
PMJ has around 300 employees with a net sale of e 32 million Elcoteq has
over 11000 employees with a net sale was around of e 2240 million. There is
no number for market value of Eimo as the company de-listed from the HEX
in early 2004.
Table 4.1: Key figures of the companies in 2004
Nokia Elcoteq Perlos Eimo Elektrobit PMJ
Employees 55 505 11 044 4 437 2 159 1 112 292
Net Sale (Me) 29 267 2 236 452 214 149 32
Market value (Me) 59 472 549 362 - 323 51
Source: Talouselämä 12.5.2004
The conducted analysis is based on the daily closing stock market prices of
Nokia and its subcontractors from June 1999 to the end of 2003. Some of
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the companies have had stocks splits during the period and the needed ad-
justment were made to series. To obtain return series we first take logarithm
from series and then take one period differences. Augmented Dickey-Fuller
(ADF) and Kwiatkowski, Phillips, Schmidt and Shin (KPSS) tests indicate
that all return series are stationary (see Appendix 4.B.).
Financial theory suggests that only the new relevant information has in-
fluence on stock prices. This information can be divided in two parts. The
fundamental information consists of e.g. changes in interest rates or oil prices
that influence every company's stock market value. The movements of com-
mon market index reflect this fundamental information. On the other hand,
the release of the financial statement is individual information when it in-
fluences only one company. We concentrate on this individual information
, and we subtract common market index return from individual firm stock
return series. However since the weight of Nokia has been around 70 % in
common HEX index this may distort the results. Therefore we use HEX
portfolio index where the weight of one company is restricted in maximum
10 % of common market index.
Table 4.2: Descriptive statistic of company returns
Nokia Elcoteq Perlos Eimo Elektrobit PMJ
Mean -0.00019 -0.00164 -0.00036 -0.00120 0.00124 -0.00152
Std. Dev. 0.0294 0.0434 0.0331 0.0357 0.0403 0.0455
Minimum -0.207 -0.446 -0.162 -0.474 -0.171 -0.288
Maximum 0.154 0.240 0.177 0.196 0.285 0.210
Skewness -0.36 -1.58 -0.07 -2.28 1.49 -0.33
Kurtosis 7.65 26.08 6.23 34.38 12.93 8.16
Jarque-Bera 1045* 5072* 494* 47458* 25619* 1279*
Observ. 1133 1133 1133 1133 1133 1133
Note: Data for each firm is calculated by subtracting HEX-index returns from the
firms returns. *) Normality rejected at 5% level
Table 4.2 represents descriptive statistics of data. The maximum and min-
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imum daily returns are quite high for each firm. Instead, the mean returns
are close to zero and usually negative. Kurtosis and skewness values indicate
that data is not normally distributed. Kurtosis values of Elcoteq (26.08)
and Eimo (34.38) are very high. All other kurtosis values are also much
higher than 3 which is the value of normally distributed data. Clearly the
null-hypothesis of normally distributed data is rejected by Jarque-Bera test.
Table 4.3: The Spearman rank correlation coefficients
Nokia Elcoteq Perlos Eimo Elektrobit PMJ
Nokia 1
Elcoteq 0.211 1
Perlos 0.255 0.237 1
Eimo 0.262 0.210 0.282 1
Elektrobit 0.180 0.246 0.189 0.205 1
PMJ 0.095 0.110 0.150 0.168 0.232 1
The contemporaneous correlations of stock returns are analyzed next. Pear-
son's correlation coefficient is parametric statistics with tests based on nor-
mal data. It is less useful in this context since the normality assumption
is violated. Therefore we use non-parametric alternative in estimating and
testing the correlation coefficients. Table (4.3). shows the Spearman's rank
correlations of contemporaneous stock returns.
Rank correlations are close to 0.25 between Nokia and Perlos, Nokia and
Eimo, and Perlos and Eimo. Correlation between the biggest and the small-
est company, Nokia and PMJ, is the lowest (0.095). All correlations are
quite low but positive. However they all are statistically significant. 95%
critical value of -test is 0.049. The obtained results are both surprising and
expected. In theory EMH excludes all non-zero correlations but in practice
some dependencies are expected to occur ex post, at least in cases analyzed
here. Contrary to EMH the found low values of correlations may indicate
that all relevant information does not move to stock prices during one day.
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Correlations may exist over different days also.
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Figure 4.1: 50- days moving average price index figures of HEX portfolio,
Nokia and subcontractors from middle of 1999 to end of 2003. In index price
of 22.6.1999=100
Figure 4.1 shows 50-day moving averages of HEX portfolio, Nokia and its
sub-contractors' price indices. All prices rose simultaneously in late 1999 and
in early 2000. However HEX portfolio index remains generally below other
indices. Small companies like Eimo, PMJ, and Elektrobit have dropped more
rapidly than the bigger companies. In long run stock prices of Nokia and its
subcontractors, excluding Elcoteq, have evolved quite similarly during the
analyzed period.
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4.3 Methodology
4.3.1 VARmodel
In a classical one variable AR(p) model
yt = µ+ φ1yt−1 + φ2yt−2 + · · ·+ φpyt−p + εt, (4.1)
yt depends on all lags from 1 to p of yt. In equation (4.1) yt is a vector
of time series observations, µ is intercept term and φ's are AR coefficients.
Errors are assumed to be independent and indentically distributed (i.i.d.)
i.e. εt ∼ N(0, σ2). By expanding AR(p) model to k-variable model we get
vector autoregressive model VAR(p).
yt = µ+ Φ1yt−1 + Φ2yt−2 + · · · + Φpyt−p + εt, (4.2)
where yt = (y1t, . . . , ykt)
′ is (k×1) a vector of variables which all depends on
lags of every k variables. All Φ's are (k× k) a matrix of coefficients and µ =
(µ1, . . . , µk)
′ is (k × 1) vector of intercept terms. Finally, εt = (ε1t, . . . , εkt)′
is a k-dimensional white noise process, i.e. εt ∼ i.i.d. N(0,Ωε)
4.3.2 Granger causality
The concept of causality or temporal predictability introduced by Wiener
(1956) and Granger (1969) is the basic notion for studying dynamic rela-
tionship between time series. The idea of the Granger causality is that if
a variable y1 affects a variable y2, the variable y1 should improve the pre-
dictions of the y2 variable. The affect and the cause cannot happen at the
same time. Instead, first there have to be the cause and then the affect. In
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VAR(p) model for two variables y1 and y2 the Granger causality test involve
estimating the following regressions:
y1t = µ1 +
p∑
i=1
βiy1t−i +
p∑
i=1
θiy2t−i + ε1t (4.3)
y2t = µ2 +
p∑
i=1
δiy2t−i +
p∑
i=1
γiy1t−i + ε2t. (4.4)
In equation (4.3) y1 is related to past values of y1 and y2, and in equation
(4.4) postulates a similar behavior for y2. Four cases can be distinguish:
1. We say that there is a unidirectional causality from y1 to y2 if the
estimated coefficients on the lagged y1 in (4.4) are jointly statistically
different from zero, but the estimated coefficients on lagged y2 in (4.3)
are jointly statistically zero. (i.e.
∑
θi = 0 and
∑
γi 6= 0)
2. Respectively we say there is a unidirectional causality from y2 to y1 if
the estimated coefficients on the lagged y2 in (4.3) are jointly statisti-
cally different from zero and lagged y1 in (4.4) are jointly statistically
significant. (i.e.
∑
θi 6= 0 and
∑
γi = 0).
3. We suggest bilateral causality when the sets of y1 and y2 coefficient are
significantly different from zero in both regression.
4. We say that there is independence between y2 and y1 if coefficients of
other variables are not statistically significant in both regressions.
For the joint significance test of coefficient we can use F -test given by equa-
tion (4.5):
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F =
(RSSr −RSSur)/p
RSSur/(n− k) , (4.5)
where n is number of observations, p is equal to the number of lagged y1
terms, k is the number of parameters estimated in the unrestricted regres-
sion and RSSr is the sum of squared residuals from the restricted model
and RSSur is the sum of squared residuals from the unrestricted model. F
statistic follow F-distribution with degree (n-k) if error terms ε1t and ε2t are
normally distributed.
The word -"causality" might be misleading in this context. The Granger
causality means only that a non-zero correlation between current return value
of one stock and past returns of the other stock is found. Thus past returns of
other stock can be used to predict the movements of another stock's returns.
4.3.3 Impulse response analysis
To investigate more precisely relationship between variables analysis focuses
on the responses of variable to an impulse in another a variable. This kind
of analysis leads to higher dimensional system investigation than Granger
causality analysis and it is usually called as Impulse Response Analysis
(IRA). In IRA the effects of an exogenous shock or innovation in one variable
on some or all other variables are analyzed.
A VAR(p) model can be reformulated as a VAR(1) model (so-called com-
panion form)
ξt = Fξt−1 + vt, (4.6)
where
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ξt =
 yt − µyt−1 − µ...
yt−p+1 − µ
 ,
F =

Φ1 Φ2 . . . Φp−1 Φp
Ik 0 . . . 0 0
0 Ik 0 0
...
. . .
...
...
0 0 . . . Ik 0
 and vt =
 εt0...
0
 .
Equation (4.6) implies that
ξt+s = vt+s + Fvt+s−1 + F
2vt+s−2 + · · · + Fs−1vt+1 + Fsξt. (4.7)
We can write the first n rows of system in (4.6)
yt+s = µ+ εt+s + Ψ1εt+s−1 + Ψ2εt+s−2 + · · ·+ Ψs−1εt+1
+ F
(s)
11 (yt − µ) + F(s)12 (yt−1 − µ) + · · ·+ F(s)1p (yt−p+1 − µ), (4.8)
where Ψj = F
(j)
11 and F
(j) is the matrix F raised to the jth power and
it indicates first rows and columns through n of the Fj. If F
s → 0, when
s→∞ then process yt is stationary and we can write (4.8) in vector MA(∞)
form
yt = µ+ εt + Ψ1εt−1 + Ψ2εt−2 + · · · = µ+ Ψ(L)εt, (4.9)
where Ψ(L) is a lag operator
The elements of Ψs represent the effect of unit shocks in the variables of the
system periods. Thus, the coefficient of the matrix Ψs in row i, column j,
∂yi,t+s
∂εjt
(4.10)
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identifies a one unit increase in the error of the jth variable at time t for the
value of the ith variable at time t + s holding all other errors constant at
all dates. A plot of these coefficients as a function of s is called the impulse
response functions.
We can find these dynamic coefficients numerically by simulation. At first we
set yt−1 = yt−2 = · · · = yt−p = 0, εjt = 1 and all other elements of εt to zero.
We simulate VAR(p) model (4.2) forward starting form period t with µ and
εt+1, εt+2 . . . all set to zero. The jth column of the matrix Ψs corresponds
the vector yt+s at date t+ s of this simulation process. By simulating for all
impulses to each of the errors we get all the columns of Ψs.
However the interpretation of impulse response functions is problematic as
the errors εit can not be interpreted as an innovation of i:th variable. The
reason is that the elements of errors εt are correlated i.e. the covariance
matrix of the error terms is not a diagonal matrix. Thus the interpreta-
tion of impulse response function affect of i:th variable innovation to the
j:th variable is false, because the change in εit means also change in other
components of εt and it is not possible to insulate the pure affect of εit.
Nevertheless, we can transform the VAR model such that errors of different
equations are uncorrelated with each other at the same time and the proper
interpretation of impulse response functions is saved. The transformation is
based on the fact that covariance matrix Ωε can be written as ADA
′ where
A is a lower triangular matrix with unit diagonal and D is a diagonal matrix
with positive diagonal elements. Multiplying VAR model (4.2) by A−1 gives
A−1yt = A
−1µ+A−1Φ1yt−1+A
−1Φ2yt−2+ · · ·+A−1Φpyt−p+A−1εt,
(4.11)
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where errors vt = (v1t, . . . , vpt)
′ = A−1t have a diagonal covariance matrix,
Ω = E(vtv
′
t) = A
−1E(εtε
′
t)(A
−1)′ = D, (4.12)
i.e. elements of vt are mutually uncorrelated. Multiplying both sides of
vt = A
−1εt by A yields the result Avt = εt. The substitution Avt = εt to
equation (4.9) gives estimate
Ψsaj, (4.13)
where aj is the jth column of the matrix A. An orthogonal impulse response
function is a plot of coefficients in (4.13) as function of s. The coefficient of
ith row implies how one unit impulse in variable yjt influence to forecast of
variable yi,t+s.
However the orthogonal impulse response functions are not unambiguous,
since the functions depend on the sequence of the variables in VAR(p) model.
This can be seen from the system (4.11) where A−1 is a lower triangular
matrix:
A−1

1
a21 1
a31 a32 1
...
... · · · . . .
an1 an2
... an,n−1 1
 .
The orthogonal impulse response functions base on the system where y1 does
not depend on the on other variables of yt, y2 may depend on y1 but not on
other variables of yt and y3 may depend on y1 and y2 but not other variables
of yt. Thus the sequence of variables in IRA model iz based on the mutual
dependencies of variables.
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4.3.4 Bootstrapping
A question that is usually of interest is whether the coefficient or equa-
tion as a whole is significant. Usually hypothesis such as H0 : φ1 = 0
and H0 : φ1 = φ2 = 0 are tested with t- and F -tests. The distribution
of the F statistic relies on the assumption of the normally distributed regres-
sion errors. Without this assumption, the exact distribution of this statistic
depends on the data and estimated parameters. If the residuals are not nor-
mally distributed the correct rejection sizes of Granger causality tests are not
warranted. Also confidence bands of impulse response estimates are usually
based on Lutkepohl's (1990) asymptotic normal approximation. However the
study of Kilian (1998) suggests to use the bootstrap method for impulse re-
sponse estimates. Kilian shows that bootstrapped confidence bands are more
accurate than bands based on asymptotic normal approximation.
The bootstrap method provides empirically accurate confidence intervals
without making normality assumptions. Consider the AR (1) model
yt = α + φ1yt−1 + εt. (4.14)
Fitting the data to the equation (4.14) yields estimators αˆ and φˆ1 for α and
φ1. The error terms in model are assumed to be i.i.d. from an unknown
distribution.
The bootstrap algorithm is following. At first a random sample residuals εˆ∗t
with replacement are drawn so that each belongs to the random sample with
probability 1/t. Then, the new dataset y∗t is get by fitting the residuals into
the model
y∗t = αˆ + φˆ1yt−1 + εˆ
∗
t , (4.15)
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where the values of regression coefficients φˆ1 and αˆ and variable yt−1 is set
to be fixed. Fitting the new dataset y∗t in to the model
y∗t = α + φ1y
∗
t−1 + εt (4.16)
yields new regression coefficients αˆ∗ and φˆ1
∗
. Replication of this algorithm
B times gives to distribution of bootstrapped estimates. As B increases,
also the accuracy of the distribution of estimators increases. In practise we
usually use 1000 or 2000 replications.
4.4 Estimation results
4.4.1 Granger causality
The Granger causality between the data series was tested in two ways. First
we use general VAR model where all stock return series are included and
we examine the significance of predictability of each variable separately by
excluding them from the models of each separate variable. By using this
method we can examine the effects of all variables simultaneously. For the
estimation we used VAR(1) based on the Akaike information criterion (AIC).
Analysis of VAR model residuals showed non-normality. Kurtosis values were
between 5.3 and 43.2. The coefficients of skewness were between 1.6 and -2.7.
Skewness is zero for normal distribution. The null hypothesis of normality in
Bera-Jarque test is rejected for all residuals. Under non-normality the OLS
estimators can be consistent but single or joint hypothesis tests of the model
parameters are not valid. Therefore we use bootstrap estimation method
with 2000 replications.
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Table 4.4: Granger causality tests
Equation Excluded Chi-sq Prob.
Nokia Elcoteq 4.10 0.251
Perlos 0.27 0.965
Eimo 3.50 0.321
Elektrobit 2.38 0.498
PMJ 0.26 0.967
ALL 0.27 0.998
Elcoteq Nokia 2.56 0.465
Perlos 1.44 0.695
Eimo 4.06 0.255
Elektrobit 6.50 0.090
PMJ 1.40 0.706
ALL 6.13 0.294
Perlos Nokia 5.17 0.160
Elcoteq 3.60 0.308
Eimo 9.84 0.020
Elektrobit 4.63 0.201
PMJ 4.75 0.191
ALL 10.68 0.058
Eimo Nokia 0.58 0.901
Elcoteq 1.88 0.598
Perlos 4.63 0.201
Elektrobit 1.68 0.641
PMJ 0.54 0.911
ALL 9.16 0.103
Elektrobit Nokia 0.32 0.956
Elcoteq 0.44 0.931
Perlos 8.36 0.039
Eimo 0.83 0.843
PMJ 7.94 0.047
ALL 9.80 0.081
PMJ Nokia 5.11 0.164
Elcoteq 0.90 0.825
Perlos 6.61 0.085
Eimo 0.40 0.940
Elektrobit 9.16 0.027
ALL 8.75 0.119
Note: Granger causality tests are based on bootstrap
estimation and Bonferroni adjusted p-values.
Table 4.4 represents the results of general VAR model causality tests. The
joint significance test of all variable coefficients is rejected (not reported).
Thus there is no Granger causality or cross predictability between a subcon-
tractor or Nokia and all other firms.
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Table 4.5: Pairwise Granger causality tests
Equation
Depend Independent Lags Excluded Chi-sq prob.
Nokia Elcoteq 1 Elcoteq 0.10 0.75
Elcoteq Nokia 1 Nokia 2.02 0.16
Nokia Perlos 3 Perlos 0.49 0.92
Perlos Nokia 3 Nokia 8.06 0.04
Nokia Eimo 1 Eimo 0.06 0.81
Eimo Nokia 1 Nokia 1.42 0.23
Nokia Elektrobit 1 Elektrobit 0.03 0.86
Elektrobit Nokia 1 Nokia 0.71 0.40
Nokia PMJ 3 PMJ 0.24 0.97
PMJ Nokia 3 Nokia 6.30 0.10
Elcoteq Perlos 1 Perlos 2.07 0.15
Perlos Elcoteq 1 Elcoteq 0.39 0.53
Elcoteq Eimo 1 Eimo 5.40 0.02
Eimo Elcoteq 1 Elcoteq 1.30 0.25
Elcoteq Elektrobit 3 Elektrobit 5.69 0.12
Elektrobit Elcoteq 3 Elcoteq 0.54 0.91
Elcoteq PMJ 1 PMJ 3.37 0.34
PMJ Elcoteq 1 Elcoteq 0.21 0.65
Perlos Eimo 1 Eimo 9.19 0.00
Eimo Perlos 1 Perlos 7.34 0.01
Perlos Elektrobit 3 Elektrobit 10.36 0.02
Elektrobit Perlos 3 Perlos 9.84 0.02
Perlos PMJ 3 PMJ 9.03 0.03
PMJ Perlos 3 Perlos 9.96 0.02
Eimo Elektrobit 1 Elektrobit 2.76 0.10
Elektrobit Eimo 1 Eimo 0.00 0.96
Eimo PMJ 1 PMJ 0.60 0.44
PMJ Eimo 1 Eimo 0.09 0.76
Elektrobit PMJ 3 PMJ 7.56 0.06
PMJ Elektrobit 3 Elektrobit 11.42 0.01
Note: Granger causality tests are based on bootstrap estimation method
The pair-wise series method is an alterative way to test Granger causality.
Now the VAR model has only two variables at the same time which allows
for choosing individual lag length for different pairs. For the pair-wise VAR
estimation we used one and three lags based on AIC. The results of Granger
causality tests are represented in Table 4.5. The results are quite different
from the results of general model. Now Nokia Granger predicts Perlos, Eimo
predicts Elcoteq, and Elektrobit predicts PMJ. There is also bidirectional
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causality between Perlos and smaller subcontractors Eimo, Elektrobit and
PMJ.
Table 4.6: The orthogonal impulse response functions of Nokia and its sub-
contractors.
Responses
Impulse Lag Nokia Elcoteq Perlos Eimo Elektrobit PMJ
Nokia 1 -0.0007 0.0030* 0.0020* 0.0014 0.0013 -0.0006
2 0.0001 0.0011 0.0029* 0.0001 -0.0008 0.0011
3 -0.0022* -0.0014 0.0000 -0.0003 0.0011 0.0031
4 0.0002 -0.0003 -0.0002 -0.0001 0.0000 -0.0003
5 0.0000 -0.0001 -0.0003 0.0000 0.0000 -0.0001
Elcoteq 1 0.0002 0.0038* 0.0009 0.0015 -0.0005 0.0006
2 0.0016 0.0010 0.0027* 0.0014 -0.0013 -0.0005
3 0.0007 -0.0008 0.0007 -0.0007 0.0005 -0.0001
4 0.0000 -0.0001 0.0001 0.0000 0.0000 0.0000
5 -0.0002 -0.0001 -0.0001 0.0000 -0.0001 0.0000
Perlos 1 0.0002 0.0028* 0.0020* 0.0030* 0.0031* 0.0023
2 0.0004 0.0004 0.0012 0.0004 -0.0039* -0.0014
3 0.0004 -0.0008 -0.0010 -0.0001 0.0020 0.0024
4 0.0000 -0.0003 0.0000 0.0000 0.0000 -0.0004
5 0.0000 -0.0001 -0.0001 0.0000 -0.0001 0.0002
Eimo 1 -0.0002 0.0036* 0.0037* 0.0005 0.0000 0.0000
2 0.0017 -0.0004 -0.0009 0.0009 -0.0011 -0.0001
3 -0.0009 -0.0003 0.0008 0.0009 -0.0006 0.0011
4 0.0000 0.0000 -0.0001 0.0000 -0.0001 -0.0001
5 -0.0001 0.0000 0.0000 0.0000 -0.0002 0.0000
Elektrobit 1 -0.0003 0.0008 0.0024* 0.0024* 0.0011 0.0042*
2 0.0004 0.0018 0.0028* 0.0007 0.0002 0.0000
3 -0.0011 0.0032* 0.0012 0.0007 0.0030* 0.0020
4 0.0000 0.0004 0.0002 0.0003 0.0001 -0.0001
5 0.0000 0.0001 0.0001 0.0001 0.0000 0.0000
PMJ 1 0.0002 0.0014 0.0010 0.0010 0.0033* -0.0056*
2 0.0004 0.0022 0.0027* 0.0017 0.0014 -0.0002
3 -0.0001 0.0008 0.0002 0.0000 -0.0013 -0.0029*
4 0.0000 -0.0001 -0.0001 0.0000 0.0001 0.0009
5 0.0000 -0.0002 -0.0003 0.0000 0.0001 0.0001
Note: (*) Coefficient is significant at 5% level. Confidence intervals are
based on bootstrap method.
4.4.2 Impulse response functions
Examination of causality in VAR models suggested which variables may have
statistically significance influence on the future values of the stock series in
the system. However the reported causality test results did not reveal the
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sign of the relationships or its duration. Table 4.6. represents the orthogonal
impulse response functions of stock series. The general VAR(1) was used
as all stock return series were included in model. The order of variables in
VAR(1) model is based on the size of the companies, i.e. the biggest, Nokia,
is first and the smallest, PMJ, is the last. Once again bootstrap method was
used to derive empirical distributions of estimates.
Subcontractors' stock returns have no influence on Nokia stock returns as we
expected. However the influence of Nokia on subcontractors is surprisingly
small. Only the responses of Elcoteq after one day and Perlos after one and
two days are statistical significant. Other interesting thing is that impulses of
Elektrobit have positive effects on returns of bigger companies. The response
on Elcoteq after three days and the response on Perlos after first two days are
significant. However, the impulses of Eimo and Elcoteq have only influence
to returns on Perlos and Elcoteq. In general, the responses are positive so
the stock prices seem to follow the direction of impulses.
4.5 Conclusions
The purpose of this study was to examine the returns relationships between
Nokia and its subcontractors. Nokia is clearly the major client to its sub-
contractors and therefore their financial success highly depends on success of
Nokia. However in stock returns data from mid 1999 to end 2004 the depen-
dence is not so obvious. The cross predictability analysis of stock returns was
conducted with Granger causality tests and with impulse response analysis.
Non-normality of the disturbing series the proper testing was controlled with
bootstrap methods.
Our empirical results showed no systematic evidence that the stock returns
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of Nokia predict its subcontractors' returns. The Spearman correlation co-
efficients were quite small, but statistically significant, for contemporane-
ous observations. Generally all cross-firm dependencies were small and few.
However our results had one exception: the case of Perlos. It had highest
Spearman correlations between Nokia and Eimo. Also the pair-wise Granger
causality tests Nokia predicted Perlos. We found also bilateral causality be-
tween Perlos and other small subcontractors.
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Figure 4.2: Monthly trading volumes 6/1999-12/2003
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4.B Unit root- test results
Table 4.7: Unit root tests for Nokia and its subcontractors
ADF KPSS
Eimo (price series) -1.34 0.32
Eimo (returns) -32.27 0.11
HEX-Eimo (returns) -33.02 0.07
Elcoteq (price series) -2.46 0.36
Elcoteq (returns) -30.49 0.09
HEX-Elcoteq (returns) -30.56 0.06
Elektrobit (price series) -1.83 2.82
Elektrobit (returns) -32.41 0.23
HEX-Elektrobit (returns) -32.70 0.19
Perlos (price series) -2.47 2.67
Perlos (returns) -30.73 0.19
HEX-Perlos (returns) -31.64 0.19
PMJ (price series) -2.06 3.10
PMJ (returns) -35.47 0.29
HEX-PMJ (returns) -36.63 0.24
Nokia (price series) -2.67 2.58
Nokia (returns) -33.98 0.19
HEX-Nokia (returns) -34.39 0.25
Note: Price series means original stock price series, stock return series are calcu-
lated as log(yt/yt−1) and HEX - stock return series are calculated as HEX index
returns - stock returns.
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Abstract
We investigate the performance of the GARCH modelling strat-
egy with symmetric and asymmetric power exponential error dis-
tributions in predicting VaR values. Some elegance of formula-
tion is gained by expressing the volatility recursion in terms of the
power characterizing the power exponential error distribution. At
the same time useful asymptotic results become readily available.
Our approach is applied to eight series of daily returns of lengths
around 2800. Our overall conclusion is that many types of GARCH
models capture the volatility dynamics adequately. Nevertheless,
more reasonable estimates for actual VaR values are obtained with
bootstrap than with the estimated error distribution.
Key words : bootstrap, empirical finance, fat tails, volatility mod-
elling. JEL classification: C22, C51, C53.
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5.1 Introduction
Over the last decade Value at Risk (VaR) has the become most important
instrument to measure the market risk of financial institutions. One reason
is that the Basel II, which directs banking laws and regulations world wide,
recommends that an institutions capital requirement should be based on VaR
modelling. The VaR measure is easy to work with, which is an other reason
for the popularity. In fact, Value at Risk is an attempt to provide a single
figure that summarizes the total market risk of an asset or even investment
portfolio of the financial institution. Jorion (1997) has defined VaR exposure
as follows:VaR is the worst expected loss over a great horizon within a
given confidence level. Statistically VaR is a quantile of the expected return
distribution of the asset. In order to be specific, let's choose the quantile,
q(0.99) say, corresponding to the probability 0.99, and let us consider the
possible loss occurring on the next day. Then with probability 0.99 the next
day's loss will be no greater than q(0.99). VaR can be determined for both
long and short positions. If a trader is holding a long (short) position she is
interested in the left (right) tail of the distribution.
Therefore, in VaR calculation we are interested in the tail behavior of the
expected asset return distribution. The financial series typically display high
kurtosis, fat tails and negative skewness, and most importantly they exhibit
clustering volatility. Granger and Ding (1995) listed a few more such features.
The easiest way to estimate the return distribution is to use the past return
data in a very direct way as a guide to what may happen in the future. This
historical simulation approach has the advantage that we do not have to
make an assumption on the return distribution. But there are disadvantages
which Hull and White (1998) noticed. Historical simulation does not easily
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allow volatility updating schemes to be used. In practice we would also need
a large database for historical simulation.
The parametric approaches such as exponentially weighted moving aver-
ages (EWMA) and generalized autoregressive conditionally heteroscedastic
(GARCH) models are probably the most common tools to determine VaR
for linear assets such as bonds and stocks. The main disadvantage of these
approaches is that we have to make an assumption on the error distribution.
Commonly a normal distribution is used regardless of apparent conflict with
the data. The consequence of this approach is that VaR is underestimated
due to the short tails of the normal distribution. Instead of the normal dis-
tribution, other distributions are also used, e.g. see Giot and Laurent (2004),
Kuester, Mittnik and Paolella (2006) and Komunjer (2007). Our choice for
the error distribution is the same as that of Komunjer (2007), i.e. the power
exponential distribution and its asymmetric version. The difference is that
she focuses on expected shortfall whereas we consider Value at Risk. An-
other deviance is that our volatility dynamics is modelled in terms of the
conditional expectation of the λ-th moment with λ being the exponent in
the error distribution. Komunjer (2007) uses conditional variances. Our ap-
proach yields, in addition to simplified formulas, certain stationary results as
well as asymptotic results.
We propose to use robust rank correlations to protect ourselves against out-
liers in checking residual autocorrelations. We also strongly encourage to
use graphical techniques (QQplots and symmetry plots) rather than formal
statistical tests in assessing the adequacy of the error distribution.
The remainder of the paper is organized as follows: Section 2 introduces
the asymmetric power exponential GARCH model and Section 3 describes
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the maximum likelihood estimation of this model. Section 4 concentrates on
VaR application and results from the empirical investigation. In Section 5
empirical results are discussed.
5.2 Asymmetric power exponential model
The standard GARCH(p, q) model introduced by Bollerslev (1986) is defined
by the equations
yt = σtεt, (5.1)
σ2t = α0 +
p∑
i=1
αiy
2
t−i +
q∑
j=1
βjσ
2
t−j, (5.2)
t = 1, . . . , n,
where the constants satisfy the nonnegative constraints α0 > 0, αi ≥ 0,
βj ≥ 0 for i = 1, . . . , p, j = 1, . . . , q. A standard assumption for the errors
εt is that they are independent and identically distributed (i.i.d.) with mean
zero and unit variance. Assuming unit variance means no loss of generality,
but if E(εt) = m 6= 0, then the conditional expectation of yt given the
past values yt−j, j = 1, 2, . . ., is mσt yielding a type of risk premium with
parameterm. Under mild conditions Bougerol and Picard (1992a and 1992b)
have shown that recursions (5.1) and (5.2) define a unique strictly stationary
process. The conditions allow E(εt) 6= 0. A simple sufficient condition for
stationarity is that
∑p
i=1 αi +
∑q
j=1 βj < 1 already established by Bollerslev
(1986). When all αi and βj are positive also the IGARCH process with∑p
i=1 αi +
∑q
j=1 βj = 1 is stationary.
Ding, Granger and Engle (1993) introduced a model where the recursion (5.2)
occurs not with power two but with some other power λ, and where negative
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and positive errors at time t affect differently on the future volatilities. The
model, denoted here by APEGARCH(p, q) is
yt = σtεt, (5.3)
σλt = α0 +
∑
αi|yt−i − γ|yt−i||λ +
∑
βjσ
λ
t−j. (5.4)
Ding et al. (1993) call it APARCH under the assumption that the errors
εt are independent unit normal variables. Commonly we have restrictions
1 ≤ λ ≤ 2. We use the acronyms PEGARCH when γ = 0, AGARCH when
λ = 2 and GARCH when γ = 0 and λ = 2.
Following He and Teräsvirta (1999), mutatis mutandi, we can make the
transformations ut = sign(yt − γ|yt|)|yt − γ|yt||λ/2 and then define ηt =
sign(εt − γ|εt|)|εt − γ|εt||λ/2 with τt = σλ/2t . Formally, the standard GARCH
model appears with observations ut driven by new errors ηt and with volatil-
ities τ 2t . If the conditions of Bougerol and Picard (1992a and 1992b) for
the stationary solution exist in the transformed model with ut, τ
2
t and ηt,
then automatically the original model, with yt, σ
λ
t and εt, admits a unique
strictly stationary solution. In order to estimate the parameters in (5.3) and
(5.4) we need an assumption for the distribution of the errors. Commonly
a normal distribution is taken for this purpose. But in applications we are
most often faced with the facts that the error distribution has thicker tails
than the normal distribution, and in addition it may exhibit skewness. Yet,
an adequate description of the dynamics of the volatility process σ2t may be
quite satisfying also under the tentative, plausibly wrong, normal assump-
tion. But, e.g. in VaR estimation, the distributional assumptions are more
crucial.
Our choice for the distribution of εt is the asymmetric power exponential
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distribution APE(0, 1, λ, γ) given by the density
f(x;λ) =
1− γ2
2Γ(1 + 1/λ)λ1/λ
exp
(
−|x− γ|x||
λ
λ
)
, −∞ < x <∞, λ > 0,
(5.5)
which nicely matches with (5.3) and (5.4). This distribution is also called
an asymmetric generalized error distribution. In literature it is parameter-
ized in various ways (e.g. see Komunjer, 2007, references therein), but our
specification (5.5) has some benefits as is seen later.
We find immediately that the symmetric versions with γ = 0 lead to the
standard normal density when λ = 2, and to the Laplace distribution when
λ = 1. Moreover, in Appendix we will see that if εt ∼ APE(0, 1, λ, γ),
then E(|εt − γ|εt||λ) = 1 leading to the conditional expectation E(|yt −
γ|yt||λ | Ft−1) = σλt , where Ft−1 is the σ field induced by the past values
yt−1, yt−2, . . ..
5.3 Maximum likelihood
In practice the model often has also a mean process µt (measurable with
respect to Ft−1). Then the model (5.3) and (5.4) applies to the difference
yt − µt. In our applications we assume a constant mean µ.
For simplicity of notation write rt = yt − µ − γ|yt − µ|. The log-likelihood
function corresponding to APEGARCH model is then
logL = n logC(γ, λ)− 1
λ
∑(
log σλt +
|rt|λ
σλt
)
. (5.6)
where C(γ, λ) is the scaling factor in (5.5). The MLE is found as a solution
to
∂ logL
∂φ
= 0, (5.7)
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where φ comprises all the parameters which need to be estimated. Appendix
5.A provides the formulas for the partial derivatives for APEGARCH(1, 1).
The asymptotic theory for the APEGARCH models has not been strictly
proved, but partial results are obtainable from Berkes, Horváth and Kokoszka
(2003). Their results concern ordinary GARCH with error distribution sat-
isfying mild regularity conditions. Suppose that λ, µ and γ are known. The
He-Teräsvirta transformation ut = sign(rt)|rt|λ/2 makes the likelihood equal
to the Gaussian likelihood (apart from constant), and we can deduce that un-
der analogous regularity conditions the quasi-maximum likelihood estimates
for the parameters θ = (α0, α1, . . . , αp, β1, . . . , βq)
′, i.e. solution from (5.7)
with λ, µ and γ known, are asymptotically multivariate normal. Let this
quasi-MLE be θ̂n. Then we have
√
n(θ̂n − θ) D→ N(0, v2B(θ)−1),
B(θ) = E
[
1
σ2λt
∂σλt
∂θ
∂σλt
∂θ′
]
,
v2 = var(|εt|λ).
The expectation is about the stationary distribution of the process. An easy
calculation shows that v2 = λ leading to the well known result v2 = 2 under
normal errors.
In practice B(θ) is estimated by the corresponding sample average at θ = θ̂n.
Also, instead of v2 = λ we can use the sample variance of the absolute
residuals raised to the power λ.
Despite lack of a rigorous proof we have used the standard maximum like-
lihood theory (Greene (2002)) in our applications in other words we have
assumed that in large samples
φ̂ ∼ N(φ, n−1Ω),
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with φ̂ being the MLE and Ω as the limit of
−
(
1
n
∂2 logL(φ)
∂φ∂φ′
)−1
.
An alternative expression for Ω is obtained from the quasi maximum likeli-
hood theory and is the limit of(
1
n
∂2 logL(φ)
∂φ∂φ′
)−1(
1
n
∑ ∂ log `t(φ)
∂φ
∂ log `t(φ)
∂φ′
)(
1
n
∂2 logL(φ)
∂φ∂φ′
)−1
,
where `t is the conditional log-likelihood of yt, i.e. logL =
∑
`t. In practice
we replace φ by the estimate φ̂ when computing standard errors.
5.4 Applications
5.4.1 Value at Risk
Value at Risk (VaR) is mainly concerned with market risk which is one
type of risk in financial markets. VaR has been increasingly used as a risk
management tool (see e.g., Jorion, 1997, and Tsay, 2005, Ch 7).
Suppose that at the time t we are interested in the risk of the financial
position for the next k periods. Let the price of the financial position be Pt
at time t. Then the change in value of our position is Pt+k−Pt, and the VaR
of a long position is defined to be VaR(t, k, p) satisfying
P[Pt+k − Pt ≤ VaR(t, k, p) | Ft] = p. (5.8)
Typically VaR = VaR(t, k, p) is negative for small p. Therefore (5.8) defines
the probability p that the holder of a financial asset suffers a loss which is
greater than or equal to −VaR (taken positive now). Alternatively, with
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Table 5.1: Parameter estimates of APEGARCH and PEGARCH models
Series Method α0 α1 β1 λ µ γ
Apple APEGARCH 0.012 0.018 0.978 1.211 0.000 0.026
(0.009) (0.006) (0.008) (0.040) (0.013) (0.013)
PEGARCH 0.011 0.018 0.978 1.207 0.055 0
(0.008) (0.006) (0.008) (0.039) (0.057) (-)
Barclays APEGARCH 0.014 0.050 0.943 1.303 0.018 0.018
(0.006) (0.008) (0.010) (0.050) (0.042) (0.019)
PEGARCH 0.014 0.050 0.943 1.309 0.052 0
(0.006) (0.008) (0.010) (0.048) (0.030) (-)
Brit. Airw. APEGARCH 0.023 0.062 0.930 1.392 -0.005 0.018
(0.010) (0.011) (0.013) (0.046) (0.044) (0.018)
PEGARCH 0.023 (0.061) (0.930 (1.392 0.023 0
(0.010) (0.011) (0.013) (0.046) (0.034) (-)
Dow Jones APEGARCH 0.009 0.070 0.921 1.529 0.116 -0.047
(0.003) (0.010) (0.011) (0.057) (0.028) (0.021)
PEGARCH 0.009 0.069 0.921 1.515 0.063 0
(0.003) (0.010) (0.011) (0.055) (0.016) (-)
Microsoft APEGARCH 0.012 0.063 0.932 1.306 -0.106 0.063
(0.006) (0.011) (0.012) (0.042) (0.026) (0.015)
PEGARCH 0.012 0.060 0.935 1.310 0.009 0
(0.005) (0.011) (0.012) (0.042) (0.031) (-)
NASDAQ APEGARCH 0.011 0.088 0.908 1.663 0.225 -0.078
(0.004) (0.012) (0.012) (0.062) (0.034) (0.019)
PEGARCH 0.012 0.088 0.908 1.678 0.107 0
(0.004) (0.011) (0.012) (0.062) (0.021) (-)
Nokia APEGARCH 0.012 0.042 0.954 1.270 0.231 -0.031
(0.007) (0.008) (0.010) (0.038) (0.096) (0.025)
PEGARCH 0.012 0.043 0.954 1.265 0.141 0
(0.007) (0.008) (0.010) (0.038) (0.030) (-)
Shell APEGARCH 0.010 0.052 0.942 1.373 0.140 -0.032
(0.005) (0.010) (0.011) (0.047) (0.038) (0.020)
PEGARCH 0.010 0.052 0.942 1.378 0.088 0
(0.005) (0.010) (0.011) (0.047) (0.025) (-)
Standard errors are in parenthesis.
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Table 5.2: Parameter estimates of AGARCH and GARCH models
Series Method α0 α1 β1 λ µ γ
Apple AGARCH 0.025 0.011 0.986 2 -0.094 0.049
(0.014) (0.003) (0.004) (-) (0.105) (0.019)
GARCH 0.029 0.012 0.986 2 0.128 0
(0.016) (0.003) (0.004) (-) (0.059) (-)
Barclays AGARCH 0.024 0.046 0.949 2 0.065 0.002
(0.008) (0.007) (0.007) (-) (0.056) (0.019)
GARCH 0.024 0.046 0.949 2 0.071 0
(0.008) (0.007) (0.007) (-) (0.032) (-)
Brit. Airw. AGARCH 0.091 0.108 0.883 2 0.038 0.015
(0.026) (0.015) (0.016) (-) (0.064) (0.020)
GARCH 0.090 0.107 0.884 2 0.078 0
(0.026) (0.015) (0.016) (-) (0.035) (-)
Dow Jones AGARCH 0.011 0.086 0.908 2 0.148 -0.069
(0.003) (0.010) (0.011) (-) (0.030) (0.020)
GARCH 0.012 0.086 0.907 2 0.061 0
(0.004) (0.010) (0.011) (-) (0.016) (-)
Microsoft AGARCH 0.036 0.079 0.919 2 -0.055 0.046
(0.010) (0.012) (0.011) (-) (0.053) (0.017)
GARCH 0.035 0.075 0.923 2 0.057 0
(0.010) (0.011) (0.011) (-) (0.033) (-)
NASDAQ AGARCH 0.015 0.100 0.898 2 0.210 -0.071
(0.005) (0.012) (0.012) (-) (0.036) (0.018)
GARCH 0.015 0.100 0.899 2 0.092 0
(0.005) (0.012) (0.012) (-) (0.021) (-)
Nokia AGARCH 0.025 0.030 0.969 2 0.374 -0.068
(0.011) (0.005) (0.005) (-) (0.080) (0.017)
GARCH 0.027 0.030 0.968 2 0.134 0
(0.011) (0.005) (0.005) (-) (0.050) (-)
Shell AGARCH 0.022 0.068 0.928 2 0.107 -0.010
(0.007) (0.011) (0.011) (-) (0.045) (0.019)
GARCH 0.022 0.068 0.928 2 0.088 0
(0.007) (0.011) (0.011) (-) (0.025) (-)
Standard errors are in parenthesis.
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probability (1 − p) the holder suffers a loss which is less than or equal to
−VaR. Using the approximation (Pt+k−Pt)/Pt ≈ log(Pt+k/Pt) we can write
p ≈ P[log(Pt+k/Pt) ≤ VaR(t, k, p)/Pt | Ft].
Therefore, within an approximation, the problem of finding a VaR value is
reduced to a problem of finding a conditional pth quantile of the continuously
compounded return log(Pt+k/Pt). Denote it by q(t, k, p). Then VaR(t, k, p) =
eq(t,k,p)Pt. In the following we focus on estimating q(t, k, p), the VaR of the
log return series.
In our context loss means the decrease of price of financial asset. However,
in practice the asset holder suffer loss only when she sell the asset at a lower
price than she has bought it.
For the long position we consider the left tail of the return distribution but for
the so called short position we focus on the right tail. In practice, the short
position is more rarely discussed than the long position. However, articles by
Giont and Laurent (2003 a), Giont and Laurent (2003 b), Su and Yo (2006)
and Kulp-Tåg (2007) covers also VaR of the shorth position.
5.4.2 Fitting the model
In the empirical part we study eight financial time series: the daily index
series NASDAQ and Dow Jones as well as daily price series of Apple, Bar-
clays, British Airways, Microsoft, Nokia and Shell. Our samples starts at
the beginning of 1995 and end at 02/07/2006. We take into account stock
splits on stock price series and construct log-returns series multiplied by 100,
i.e. yt = 100 log(Pt/Pt−1). The series have 27712895 observations. We have
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made all computations within the R environment (Ihaka and Gentleman,
1996).
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Figure 5.1: Autocorrelations of the ranks of squared residuals.
Table 5.1 gives parameter estimates and standard errors results from PE-
GARCH(1, 1) and APEGARCH(1, 1) models. In each case the estimates
satisfy the stationarity restrictions α̂0 > 0 and α̂1 + β̂1 < 1. We find that
in stock returns series the power parameter λ̂ varies between 1.21.4. But in
index series it is bit higher, 1.5 for Dow Jones and 1.7 for NASDAQ. There
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Figure 5.2: Symmetry plot of the residuals from the fitted PEGARCH model.
are no substantial differences in λ̂ between the symmetric and asymmetric
specifications of the same series. In all cases the estimates differ significantly
from both 1 and 2, thus the assumption that errors εt are Laplace or nor-
mally distributed is rejected. A significant skewness parameter occurs in
Apple and Microsoft (positive) as well as in Dow Jones and NASDAQ (neg-
ative). The corresponding estimates α̂0, α̂1, β̂1 in symmetric and asymmetric
specifications of the same series are very close to each other.
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Figure 5.3: Symmetry plot of the return series.
In Table 5.2 we have the estimates from AGARCH(1, 1) and GARCH(1, 1)
models. We find that the estimates of γ̂ have the same signs in APEGARCH
and AGARCH models. Also the respective estimates α̂0, α̂1, β̂1 are again
very close in AGARCH and GARCH models, though somewhat different
from those in APEGARCH and PEGARCH models.
The Figure 5.1 shows the autocorrelations function of ranks of the squared
residuals. Note that the ranks remain the same whatever power of the ab-
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Figure 5.4: Quantile to quantile plot of the residuals from the fitted APE-
GARCH model.
solute values of the residuals are used. We have used ranks because there
are outliers among the residuals which may distort autocorrelations of the
genuine squared residuals. As we see, only minor autocorrelation is left. The
Ljung-Box test (Ljung and Box, 1978; and McLeod and Li, 1983) having an
approximate χ2 distribution is commonly used for a significance test. The
appropriate number of degrees of freedom for the χ2 distribution is not known
and with the lack of a better choice we have actually used K − p− q degrees
137
of freedom for K autocorrelations when the model of order (p, q) is fitted. In
actual computations we have used K = 12, p = 1, q = 1. For our series the
smallest p-values are for Apple (0.052) and for Nokia (0.072). The rest are
well above 0.1. With the qualification concerning Apple, the fitted volatility
dynamics seem to be adequate.
In Figures 5.35.2 we have symmetry plots. Let us suppose that we have a
sample from a symmetric distribution. Then with k < n/2, the distance from
the median to the kth smallest value and the distance from the kth largest
value to the median value should be approximately equal. We plot these
values against each other, and under symmetry we expect the points to lie
on a straight line with an intercept zero and a slope one. Placing the negative
tail on the horizontal axis yields the interpretation that negative skewness
is seen when the values are below the straight line. When the opposite is
true positive skewness occurs. Figure 5.2 shows symmetry plots of the scaled
residuals from the PEGARCH fits. We have taken the residuals from a
model with assumed symmetry in order to see whether the figures suggest
we should use an asymmetric error distribution. In most cases we see, indeed,
a clear indication of skewness. Further, the negative/positive division is the
same in the plots as in in the estimates of the skewness parameters γ̂ of
the APEGARCH fits. A possible exception is Shell which has γ̂ = −0.032
but the corresponding plot seems fairly symmetric (e.g. compared to Nokia
where γ̂ = −0.031 and the plot showing a clear negative skewness). When
comparing the plots of return series and the corresponding residual plot we
find that in Dow Jones and NASDAQ negative skewness is more prominent
in the residuals than in the return series.
In Figure 5.4 we have plotted the ordered scaled residuals from APEGARCH(1, 1)
fits against the corresponding theoretical quantiles of the estimated APE dis-
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tribution. The plots are called quantile to quantile plots. In all figures the
black dots should lay on the straight line through origin with slope one. We
find this to be true on the central part of the data, but a marked deviation
is observed on the tails either generally or in terms of a few outliers. Espe-
cially, Apple, Microsoft and Nokia show more kurtosis, and Dow Jones still
exhibit extra (negative) skewness. Note that the kurtosis and skewness is
measured with respect to the fitted APE distribution. Apart from outliers,
the residuals behave adequately.
5.4.3 Estimation of Value at Risk
Because conditionally yt+1 ∼ APE(µ, σt+1, λ, γ) the VaR values for time hori-
zon k = 1 with probability p are simply
VaR = µ+ σt+1zp(λ, γ) (5.9)
where zp(λ, γ) is the p
th quantile of APE(0, 1, λ, γ). After inserting the
parameter estimates the desired empirical frequency is obtained by sim-
ply checking the scaled residuals against an appropriate quantile. In our
application we focus on the long position case, in fact, we have chosen
p = 0.01, 0.02, . . . , 0.10.
For a general time horizon k the problem is more complicated as the change
in value of our financial position is 4V (t, k) = yt+1 + · · · + yt+k which has
an unknown conditional distribution given Ft. A common approach, espe-
cially suitable for the GARCH model, is to find the conditional variance
τ 2t (k) = var(4V (t, k) | Ft), and then assume that conditionally 4V (t, k) ∼
N(kµ, τ 2t (k)). Unfortunately, the normal assumption for 4V (t, k) fails even
for GARCH with normal errors not to speak of our more general models.
Therefore, we have used simulation techniques in our calculations.
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Assume for simplicity of notation that the length of the series n is even. Our
experiment is performed as follows:
1. For j = 1, . . . , T with T = n
2
− 10 do steps 2, 3, 4.
2. Use yj, . . . , yj−1+n
2
to find the estimated parameters vector φ̂j.
3. Using φ̂j compute the VaR estimates V̂aR(j − 1 + n2 , k, p) either from
(5.9) (when k = 1) or by simulation, with 10000 replications, us-
ing recursions (5.3) and (5.4) (when k = 5, 10). Use values p =
0.01, 0.02, . . . , 0.10.
4. For the chosen values of p and k compute the zero-one values
U(j, k, p) = 1, if 4V (j − 1 + n
2
, k) < V̂aR(j − 1 + n
2
, k, p),
= 0, otherwise.
5. Compute averages U¯(k, p) = T−1
∑
j U(j, k, p).
The algorithm is easily changed to a bootstrap estimation method of VaR.
Only the step 3 needs modification. Instead of drawing random errors from
the relevant APE distribution we sample them from the scaled residuals after
fitting the model to the subseries yj, . . . , yj−1+n
2
.
In Figures 5.55.7 we have plotted the values U¯(k, p) as percentages (dashed
lines) versus the nominal values, for k = 1, 5, 10, respectively. Thus, if the
model is correct we expect to see the dashed lines be close to the line with
slope one. The 95 % tolerance lines are the standard limits
p± 1.96
√
p(1− p)
T
, 0.01 ≤ p ≤ 0.10.
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For the case k = 1 the bootstrap is clearly preferable to model simulation.
Remarkably, the differences between models (i.e. between estimated volatility
dynamics) are negligible. Only the APEGARCH model competes well with
bootstrap.
The situation with k = 5 in Figure 5.6 is somewhat worse than the one-step
predictions. The asymmetric models with bootstrap seem to give similar and
reliable estimates for the majority of the series. The most deviant series are
Nokia and Barclays. The former is often above the upper tolerance limit
whereas the latter is below the lower tolerance limit.
Apart from Nokia and Barclays the results for k = 10 in Figure 5.7 show
that reasonable VaR estimates are achieved via bootstrap. Also the model
based AGARCH is comparable to these.
5.5 Discussion
In this paper we have determined and analyzed VaR measures using an APE-
GARCH model. This model allows for clustering volatility, asymmetric and
leptokurtic behavior. By fixing in an parameters appropriate way the model
reduces to PEGARCH, AGARCH or GARCH model. We fitted these four
models to two daily stock indices and six daily stock return series and deter-
mined VaR for these series. We applied model based and bootstrap simula-
tion techniques to calculate VaR for one, five and ten days ahead.
We found that innovations of the time series are often asymmetric and the
power parameters were between 1.2 and 1.7. The results indicate that APE-
GARCH model is a preferable model in most cases. However, the quantile
to quantile plots of the residuals indicate that the model is not always able
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Figure 5.5: One-step ahead Value at Risk; dashed lines are observed values,
the thick solid line in the middle is the nominal line and the other two thick
lines are 95% tolerance lines
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Figure 5.6: Five-step ahead Value at Risk; dashed lines are observed values,
the thick solid line in the middle is the nominal line and the other two thick
lines are 95% tolerance lines
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Figure 5.7: Ten-step ahead Value at Risk; dashed lines are observed values,
the thick solid line in the middle is the nominal line and the other two thick
lines are 95% tolerance lines
144
to capture the tail behavior.
As a general conclusion we observe that the bootstrap simulation combined
with model based volatility estimation works best in VaR calculation. The
differences between models are minor though asymmetric models have some
advantage. We also observe that with an longer time horizon the VaR esti-
mation becomes less accurate and that, when predicting 10 steps ahead, the
estimated VaR values can be unreliable in some cases.
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5.A Gradients
Consider the likelihood (5.6) in its general form where rt = yt−µ−γ|yt−µ|.
Let θ be the vector of all other parameters than λ. Write logL =
∑
`t. Then
∂ logL
∂θ
=
∑ ∂`t
∂θ
with
∂`t
∂θ
= cγ +
1
λ
1
σλt
[( |rt|λ
σλt
− 1
)
∂σλt
∂θ
− λ|rt|λ−1sign(rt)∂rt
∂θ
]
,
where cγ is a vector with zeroes apart from the coordinate corresponding to
the partial derivative of ∂ logC(γ, λ)/∂γ. Differentiation for λ yields
∂`t
∂λ
=
1
λ2
[
log λ+ ψ
(
1 +
1
λ
)
− 1
]
+
1
λ2
(
log σλt +
|rt|λ
σλt
)
+
1
λ
1
σλt
[( |rt|λ
σλt
− 1
)
∂σλt
∂λ
− |rt|λ(log |rt|)
]
,
where ψ denotes the digamma function ψ(u) = d log Γ(u)/du.
The partial derivatives for σλt using (5.4) with p = q = 1 yields
∂σλt
∂θ
=
∂α0
∂θ
+
∂α1
∂θ
|rt|λ + α1λ|rt|λ−1sign(rt)∂rt
∂θ
+
∂β1
∂θ
σλt−1 + β1
∂σλt−1
∂θ
∂rt
∂θ
= −∂µ
∂θ
− ∂γ
∂θ
|yt − µ|+ γsign(yt − µ)∂µ
∂θ
∂σλt
∂λ
= α1|rt|λ log |rt|+ β1∂σ
λ
t−1
∂λ
.
5.B Properties of APE distribution
It is illuminating to consider how to generate random variables from APE(0, 1, λ, γ).
It is useful as such but as a byproduct we can establish some important prop-
erties of asymmetric power exponential distributions.
First, by the change of variable technique we find that if Z ∼ PE(0, 1, λ),
then |Z|λ follows the Gamma distribution with shape 1/λ and scale λ. Thus,
E(|Z|λ) = 1. Further, let V ∼ Gamma(1/λ, λ) and U ∼ Uniform[0, 1]
independently from V . Then
Z =
V 1/λ
sign(U − (1− γ)/2)− γ ∼ APE(0, 1, λ, γ).
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Explanation is that V 1/λ is distributed as the absolute value of PE(0, 1, λ)
variable, and that this is multiplied by −1/(1 + γ) with probability (1 −
γ)/2 and by 1/(1 − γ) with probability (1 + γ)/2. The formula also leads
straightforwardly to moments and absolute moments
E(Zk) =
Γ
(
k+1
λ
)
λk/λ
Γ
(
1
λ
) ( 1 + γ
2(1− γ)k + (−1)
k 1− γ
2(1 + γ)k
)
,
E(|Z|k) = Γ
(
k+1
λ
)
λk/λ
Γ
(
1
λ
) ( 1 + γ
2(1− γ)k +
1− γ
2(1 + γ)k
)
.
Therefore the mean is
E(Z) = m = m(γ, λ) =
Γ(2/λ)λ1/λ
Γ(1/λ)
2γ
1− γ2 . (5.10)
Note that the formula of absolute moments also holds for non-integer powers.
Write Z − γ|Z| = (1 − γsign(Z))|Z|, Z ∼ APE(0, 1, λ, γ). Since sign(Z) =
sign(U − (1− γ)/2), we have
Z − γ|Z| = 1− γsign(U − (1− γ)/2)
sign(U − (1− γ)/2)− γ V
1/λ = ±V 1/λ
which yields
E(|Z − γ|Z||λ) = 1. (5.11)
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