ABSTRACT CCD spectra were obtained of a region just north of the Trapezium in NGC 1976, the Orion Nebula, in overlapping exposures covering the wavelength region /Ü3180-11000. Approximately 225 emission lines were measured at a resolution of about 6 Â. A total of 35 H i lines and 57 He i lines were identified. Most of their measured intensities, corrected for interstellar extinction, agree relatively well with the recombination-line theory. At the faintest levels there are discrepancies, probably resulting from observational uncertainties. The measured collisionally excited lines give T = 9000 K, N e = 4x 10 3 cm -3 as the one-point representative model. Relative abundances of He, N, O, Ne, S, Cl, Ar, Fe, and Ni were determined, the latter two elements from singly and doubly ionized stages of ionization. They show that Fe and Ni are depleted by about a factor of 5 with respect to the other ions, presumably on solid particles that exist even in the strong radiation field and hot ionized gas near the Trapezium. Permitted lines from other elements, mostly resulting from fluorescence, but a few from recombination, are also discussed.
INTRODUCTION
NGC 1976, the Orion Nebula, is a bright, nearby relatively unobscured H n region. It and particularly its bright central region near the Trapezium stars, 0 1 Ori, have been very thoroughly studied spectroscopically. A compilation by Kaler (1976) summarizes many of the observational results on measurements on the emission lines in its optical and near-infrared spectrum. Recently our group (Osterbrock, Shaw, & Veilleux 1990 ) obtained fairly high-dispersion CCD spectra of the central bright region in the near-infrared region (7000-11000 Â). They showed quite a few additional lines, not previously measured in NGC 1976, although most of them had been reported in planetary-nebula spectra. To check these measurements we have repeated the near-infrared spectra and have extended them down to >13189, near the ultraviolettransmission limit of the atmosphere. These spectral observations were planned to measure the weaker emission lines and to use their strengths to investigate physical conditions in the nebula and in particular the abundances of some of the rarer elements such as Cl, Fe, and Ni.
OBSERVATIONS
All the spectra discussed here were obtained with the UVSchmidt spectrograph and a thinned TI 800 x 800 three-phase CCD detector (Miller, Robinson, & Goodrich 1988) at the Cassegrain focus of the Shane 3 m telescope of Lick Observatory. The spectra were obtained with two gratings, each of 600 lines mm -1 , at seven different grating rotations, to cover the spectral range 223000-11000 (with some overlap). Each exposure covered approximately 1550 Â. Ajournai of the observations is presented in Table 1 , which gives the approximate central wavelength, 2 C , of each set of exposures, the exposure times, and the standard star or stars observed with the same identified, and they were used to improve the measured wavelengths of all the lines in that exposure by a linear transformation A = uXq b 9
where À is the true (laboratory) wavelength, and /l 0 is the preliminary measured wavelength. This procedure reduces slight errors in the " dispersion curve " and also eliminates the radial velocity of the nebula as well as any zero-point shift in the near-infrared spectra. The wavelengths of the permitted lines came from the RMT (Moore 1945) , and for the forbidden lines from Kaufman & Sugar (1986) .
The absorption by atmospheric 0 2 and H 2 0 bands in the near-infrared region was corrected by the methods outlined by Osterbrock et al. (1990) , varying the assumed amount of absorption in each H 2 0 band independently to get the best smooth nebular continuum. This procedure works well for continuous spectra, and for broad emission lines, but it could fail badly for a very narrow emission line accidentally coincident with a single broad atmospheric absorption line. The sky lines were removed by varying the strength of the observed sky spectra to get the best cancellation in each nebular exposure. Each exposure was reduced to relative flux units separately, using the standard star fluxes (Stone 1977; Oke & Gunn 1983 ) and standard Lick Observatory mean extinction coefficients as a function of wavelength.
The nebular emission-line fluxes were then measured separately on each exposure. The best smooth continuum was estimated by eye, and the flux in each line was measured by integration above the continuum or fitting a Gaussian profile, using standard Lick Observatory programs. Blended lines were measured by both procedures, integrating their total flux and splitting it up by fitting the individual profiles. However, near the H i Balmer and Paschen series limits, the bases of the emission lines blend, creating a false, rising continuum, with respect to which the lines were measured. The errors resulting from this procedure are discussed in § 6.
Near the ultraviolet limit of the spectra, there are several apparent emission features, fairly evenly spaced, and with measured flux varying smoothly from one to the next. They are somewhat broader than the instrumental resolution. Their measured wavelengths are approximately ÀÀ3213, 3238, 3265, 3293, and 3323 . In fact they are gaps between terrestrial ozone absorption bands and appear as emission features in our spectra because only the slowly varying (with wavelength), mean atmospheric absorption coefficient is included in our reduction procedure (Schächter 1991) . They correspond to the successive principal minima of the ozone absorption, listed by Valley (1965) as A/13216, 3239, 3269, 3299, and 3328 . The next minimum to shorter wavelength is 23190, and it no doubt contributes to the flux in the much stronger nebular emission line we measured at 23189.44. We therefore extrapolated along the sequence of ozone gaps and estimated the contribution of ozone to 23189 and subtracted it from the total measured flux to get the flux in the line. This correction is about one-third of the total measured flux in the feature. It also explains the relatively large wavelength discrepancy between the measured wavelength and the laboratory wavelength of the identified nebular line, He i 23188, as discussed below and in § 7. Lines strong enough to be close to saturation on the longer exposures were not measured on them (for wavelength or flux), and the weaker lines could not be measured on the shorter exposures. In each spectral region all the data were then averaged to form lists of the wavelengths and relative fluxes of all the lines in that region.
These lists were then fitted together to form one overall list. In the overlapping sections mean wavelengths of the lines measured in two different regions were averaged, and the relative fluxes in these lines were used to bring all the sections to a common flux scale. The resulting final overall list of measured wavelengths and fluxes, relative to YLß, is presented in Table 2 . The first column gives the measured wavelength, and the second, the observed relative flux, F/F(Hß). The wavelength accuracy may be judged from the fact that for the 43 single, well-identified (see below) lines with F/F(Hß) > 0.01 and 2 > 3200 Â, the root-mean square difference between the observed and laboratory wavelength is 0.23 Â. Many of these same lines were used to determine the wavelength scale and zero point, so the expected mean error for weaker, " unknown " lines is somewhat larger than this figure, but not much. The errors in the relative fluxes are more difficult to estimate. The main uncertainties result from fitting the measured fluxes in the different spectral regions together, often by only three or four line fluxes measured in common. We estimate the errors as about ±10% for two reasonably strong lines separated by more than 1000 Â. For the weakest lines the errors are larger, in a few cases as large as 50%, due mainly to imperfect sky subtraction. There are very many weak sky lines, and it seems impossible to match them perfectly in the nebular exposure with a sky spectrum necessarily taken at a somewhat different time, zenith distance, and azimuth. In the infrared (2 > 10000 Â) these errors appear larger, probably due to time-varying atmospheric extinction and emission features, and in the ultraviolet (2 < 3500 Â), due to strong extinction varying rapidlv with wavelength. There may also be problems for 2 < 3400 A in the absolute calibration we used (Bohlin 1986; O'Dell & Opal 1989) .
Many of the nebular lines can easily be identified. Kaler (1976) lists practically all suggested identifications up to that date. More homogeneous sources, specific to NGC 1976, are Morgan (1971) and Grandi (1975a, b) . A very good source for the region 2 < 5000 Â is Kaler, Aller, & Bowen (1965) . Recent lists of emission lines observed in many planetary nebulae are provided by Aller & Keyes (1987) , and good references for identifications of near-infrared lines are listed by Osterbrock et al. (1990) . From these sources an attempt was made to identify all the lines measured in NGC 1976, and the results are also listed in Table 2 . Here the fourth column gives the laboratory wavelength, the fifth column the ion designation, and the sixth column the multiplet designation from the RMT. It may be consulted for the specific levels involved. Two or more blended lines involved in a single observed " line " are continued below Table A-l. one another, in order of expected intensity. The wavelength sources are stated above, except that for forbidden lines not listed in Kaufman & Sugar (1986) , wavelengths from Fuhr, Martin, & Wiese (1988) or measured or predicted wavelengths from Bowen (1960) are used, not the older, less reliable values of the RMT. The identifications were made if they could not be ruled out by the absence of other lines of the same ion which would be expected to be observable in greater strength on the basis of transition probabilités, excitation potentials, or other observed nebulae. At the level of the weakest lines, a few of the identifications are questionable and are discussed in more detail below.
INTERSTELLAR EXTINCTION
The Orion region, including NGC 1976, is well known to suffer significant extinction by interstellar dust. It has long been known that the extinction of stars in NGC 1976, especially those in the Trapezium and nearest to it, has a greatly different wavelength dependence than the extinctions of typical OB stars within 1 kpc of the Sun. All stars in H n regions show such deviations to some extent, but the Orion Trapezium stars have the greatest. These deviations can be traced to the intense ultraviolet radiation to which dust near OB stars is subjected, as reviewed for instance by Savage & Mathis (1979) and by Bohlin & Savage (1981) . This same type of extinction must affect the nebular emission-line fluxes emitted by the gas near the Trapezium, which we have observed.
The form of the wavelength dependence of the extinction alone cannot be determined from the nebular measurements themselves. We have therefore used the form derived from measurements of the Trapezium stars, normalized to the total amount of extinction implied by the relative emission-line fluxes. Because the measurements of the fluxes from stars (" point " sources) and the nebula (extended surface) are affected differently by the scattering part of the extinction, this is an approximation, not an exact result. It is best for small wavelength intervals (Mathis 1983; Caplan & Deharveng 1986) . A single one-parameter fitting formula for the wavelength dependence of interstellar extinction has been derived recently by Cardelli, Clayton, & Mathis (1989) , from copious observational data on many stars with differing " environmental factors." The one parameter can be expressed in terms of R v = A V /E B _ V , the ratio of extinction (at the visual-band wavelength) to color excess. We have used this fitting formula, with the value R v = 5.50 found for 0 1 Orí C by Mathis & Wallenhorst (1981 by Baldwin et al. (1991) in correcting their measurements of the stronger emission lines at many points in NGC 1976 for interstellar extinction.
To determine the amount of extinction, it is necessary to compare a known (intrinsic) ratio of fluxes as emitted in the nebula with the measured value of the same ratio. The larger the range of wavelengths covered, the more accurate the determination will be, provided the measured ratio is accurate. We used three different comparisons, all among H i emission lines. The first is F(Hoc)/F(Hß), traditionally used in nebular spectrophotometry. It covers only a small wavelength range, but is accurately measured. The second is the mean determined from F(Pall)/F(Hy), F(Pal2)/F(Hy) and F(Pal3)/F(Hy) (where the Pa stands for a Paschen line), which covers a wider wavelength range. This was the choice used by Baldwin et al. (1991) . The third is F(Pay)/F(H<5), which covers the widest wavelength range, and has the additional advantage that the upper levels of both lines involve the same principal quantum number n, although the relative contributions from different L are somewhat different. This ratio was used by Greve et al. (1989) in their determination of the extinction in NGC 1976. For all these ratios the " known " or " predicted " intrinsic ratios were taken from Hummer & Storey (1987) , calculated for T = 10 4 K, N e = 10 4 cm -3 , a good first estimate for NGC 1976. All these ratios of recombination-line fluxes depend only very weakly on the temperature and density. The details of the calculation are given in Table 3 . The resulting mean value, A v = 1.15 ± 0.12, corresponding to reddening F b _ f = 0.21, was used to correct all the measured flux ratios to intrinsic ratios, as emitted, I(X)/I(Hß). It may be compared with the mean extinction E B _ V -0.32 derived for the three brightest Trapezium stars by Cardelli & Clayton (1988) .
We also tried to determine the reddening from the [S n] ratio F([S n] 3F)/F([S n] IF), where the numerator is the sum of the fluxes of the four lines near 10300 Â which make up the [S n] 2 D-2 P multiplet (3F), and the denominator is the sum of F(24069) and F(/14076), the two lines which make up the 4 S-2 P multiplet (IF). Thus the two sets of lines have the same upper level, and the calculated ratio is again very nearly independent of T and N € .Wq used the five-level atom program of De Robertis, Dufour, & Hunt (1987) , with the atomic parameters as referenced in it, to calculate the ratio for T = 10 4 K, N e = 10 4 cm -3 . As shown in Table 3 , the resulting A v = 0.49 is much smaller than the value derived from the H i lines. This would tend to indicate that the [S n] emission comes preferentially from the near side of the ionized nebula, closer to us than much of the dust within it. However, our result is opposite to that found by Greve et al. (1989) . They derived a considerably higher extinction from the [S n] lines than from the H i lines. Although they used a mean interstellar extinction law rather than the Orion law, this is not the main reason for the discrepancy. Instead it is that they measured the [S n] nearinfrared lines as considerably stronger than we did and found a value of the ratio F([S n] 3F)/F([S n] IF) = 4.25 rather than our 0.96. The reason for this discrepancy is not known. The [S n] lines are weak and in the longest wavelength region where the calibration is least well determined, but our measurement and theirs for the F(Pay)/F(H<5) ratio are in relatively good agreement, and Pay at 210938 is at even longer wavelength than [S n] multiplet (3F). One possibility is that our measurement of the fluxes in [S n] 224069, 4076 is contaminated by the two weak O n lines near them identified by Kaler et al. (1965) . However, this would decrease F([S n] 3F) by about 10% at most, and correspondingly increase A v only to 0.64, still far below the other determinations. Another possibility is that terrestrial absorption lines have weakened the fluxes measured for some of the components of [S n] multiplet (3F), but as the relative intensities among these four lines agrees fairly well with the prediction, this seems highly unlikely.
The measured fluxes, corrected for interstellar extinction as described above, are expressed as ratios /(2)//(Hj9) in the third column of Table 2 . These are the values used in the subsequent quantitative analyses of the nebula.
DIAGNOSTIC LINE RATIOS
To interpret the corrected line ratios, a physical picture is necessary. The Orion Nebula is a very complicated structure, generally denser near the Trapezium stars, but extremely inhomogeneous, with density condensations on all scales. It is evidently an ionized blister at the edge of a giant molecular cloud, and the velocity field includes flow of the ionized gas away from the edge. Many observational results which support these descriptions are summarized by Goudis (1982) .
A good recent discussion of methods of determining abundances is the review by Aller (1990) . One method of interpreting and analyzing the data is by calculating a photoionization model especially tailored for NGC 1976. This is the method used, for instance, by Simpson et al. (1986) , Rubin et al. (1991a) , and Baldwin et al. (1991) . It is conceptually physically correct, but smooths over most of the density fine structure. In addition the derived ionization structure cannot be made to agree fully with that observed, perhaps because of discrepancies between the ultraviolet (photoionizing) radiation field of the actual Trapezium stars and the model atmospheres computed for them. Another method is to use a simple one-point or two-point diagnostic scheme, with representative temperature(s) and density(ies) determined from the observations themselves. This is the approach used for instance by Peimbert & Torres-Peimbert (1977) . It is simpler than the model calculation, but treats all the emission as if it came from one or a few temperatures and densities, and requires empirical corrections for unobserved stages of ionization. It is the method we have adopted. Peimbert & TorresPeimbert (1977) also used a scheme, amounting to a power-series expansion, for taking account approximately of spatial temperature variations. It is in principle correct to the second order in these variations, but to use it involves the assumption that the regions in the nebula in which different ions emit have similar temperature variations, which may not [On] .
[On] .
[O in] •
[Su] ..
[Sm] .
[Cl III]
[Arm]
7(^6548 +A6583) 1(15155) 1 (13129) 1 (13126) be the case in the actual nebula. Our main aim is not to improve the abundance determinations of elements like O, N, and Ne, which have been very well observed and analyzed by complex methods, but rather to derive approximate, quantitative abundances of the rarer elements Cl, Fe, and Ni. For this purpose it seemed unnecessary to take into account the temperature variations in this approximate way, and we have therefore adopted the normalized mean square temperature fluctuations t 2 = 0. Thus we determined the representative electron temperature and density point from all available diagnostic line ratios (see Aller 1990 ). These are listed in Table 4 
H I LINES
The H i Balmer and Paschen series can be followed to quite high principal quantum numbers in the spectrum of NGC 1976. These lines are known to be emitted as a consequence of recombination, and the theory for them has been worked out in considerable detail (Hummer & Storey 1987 (Cota & Ferland 1988; Baldwin et al. 1991) . Much improved calculations of the H i recombination spectrum taking these dust processes as well as the effects of finite optical depths in the H i Lyman lines have been very recently carried out by Hummer & Storey (1992) .
It is of interest to compare our measured relative intensities with the predicted ones. The discrepancies are almost certainly due to observational errors and errors in the reduction process, particularly in the corrections for interstellar extinction and in accounting for faint blended lines. The observed and predicted relative intensities of the Balmer lines are listed in Table 5 . The predicted values are interpolated toT = 9000 K,N e = 4 x 10 3 cm -3 from the tables of Hummer & Storey (1987) . The simplest comparison is the ratio of observed to predicted relative intensities, listed in the last column as h w (obs)/h"(pred). The comparison is quite satisfactory up through 23750, except for 23771. This may indicate a faint line blended with Hll, though we have been unable to find a candidate. HI3 and H14 are not measurable because of the great strength of [O n] 23727, which is saturated and grows very wide, as a result of charge spillover in the CCD, on exposures long enough to record these weak H i lines. By H15 there is a large deviation, in the sense that the measured intensity is too small by a factor about 2, and higher members of the series were too weak to be measured at all. This probably results in part from the fact that the continuum of NGC 1976 in this region in the ultraviolet is largely scattered starlight from the Trapezium stars, which have H i absorption lines in their spectra. Their equivalent widths decrease less rapidly along the series than the relative intensities of the nebular emission lines, so that at higher n the latter, as measured, are appreciably weakened by the underlying absorption lines. It also clearly results from the fact that the higher Balmer lines are blended at their bases on our spectra, resulting in a falsely high apparent continuum.
A similar comparison is shown for the Paschen lines in Table 6 . Here Pa8 is unmeasurable because of the great strength of the nearby [S in] 29531. This series can be followed up to Pa28 in NGC 1976, and the great apparent weakening of the nebular emission lines begins at about Pa24. The scattered starlight continuum is quite weak in the near-infrared, and the Péquig-not & Baluteau (1988) . The wavelengths of most of the observed He i lines are listed in the RMT (Moore 1945) , but some of the higher members of the near-infrared series are not given there. We have calculated the wavelengths of such lines from the most complete published table of energy levels for He i known to us (Martin 1973) . These wavelengths, corrected to air using the standard formula given in the Handbook of Chemistry and Physics (1974) , are listed in Appendix A, with a brief discussion of their computation and accuracy.
The He i lines arise chiefly as a consequence of recombination, and the ratios of their strengths relative to nearby H i lines provide a good measurement of the N(He + )/iV(H + ) abundance ratio. However, there are also contributions to some lines by collisional excitation from the metastable 2 3 S level. In addition, the relative intensities of the He i lines are somewhat modified by self-absorption and fluorescence from this level. Both these effects are smallest, among the strongest, most accurately measured lines, for the 2 P-n D transitions, which are therefore best for determining the He abundance.
We have proceeded as follows. First, the effective optical depth for the self-absorption effect, t(23889) was estimated from the calculations of Almog & Netzer (1989) . The 27065 line is most strengthened by this process, and 23889 is most weakened, but the latter is also strengthened by collisional Notes.-These are the factors by which the observed relative intensities must be multiplied, in succession, to convert to the intensities predicted by the recombination theory without optical-depth or collisional-excitation effects.
excitation and is therefore not suitable for this purpose. Hence we used the observed, corrected ratios /(27065)//(25876) and /(27065)//(24471), which gave t(23889) = 14 and 11, respectively, for the calculated model with N e = 10 4 cm -3 , T = 10 4 K, the closest to our diagnostic values. We adopted the mean t(23889) = 12, and using it found from the same model the correction factors for the line fluxes due to this resonance process. These are listed in the second column of Table 7 . Next, we removed the effects of collisional excitation, calculated for T = 9000 K, iV e = 4 x 10 3 cm -3 using the formulae given by Clegg (1987) . (Very similar corrections are also given by Peimbert & Torres-Peimbert 1987a , which could have been used equally well.) The corrections are listed in the third column of Table 7 . It can be seen that both these corrections are quite small for NGC 1976, but perhaps not completely negligible. This is fortunate as the corrections are not highly accurate; in particular the population of the metastable 2 3 S level in dense planetary nebulae appears to be somewhat smaller than the calculated value based on the best known values of the physical input data (Clegg & Harrington 1989) . Note however that Baldwin et al. (1991) found in their model from NGC 1976 that photoionization of He 0 (2 3 S) by H i Lya decreases the calculated population in this level to a value in apparent agreement with the observed data.
After applying the corrections of Table 7 , the relative abundance of He + to H + was determined from the ratio of intensities of the He i lines and nearby H i lines. Brocklehurst (1972) calculated the recombination line spectrum of He i, but more recently Smits (1991a) has repeated these calculations with a more powerful computer. Although he confirmed nearly all Brocklehurst's results to high precision, he uncovered one apparent minor programming error, which affects slightly the calculated strengths of a few of the lines. For the He i lines used in the abundance determinations, the differences in the two sets of calculations are negligible. We have used Smits's results, compared with the H i calculations of Hummer & Storey (1987) , both interpolated to T = 9000 K, iV c = 4 x 10 3 cm -3 . The lines used in the determinations from individual line ratios are summarized in Table 8 . The straight mean value determined from the six ratios listed, iV(He + )/iV(H + ) = 0.089, was taken as the measured abundance ratio; note this gives double weight to the stronger He 1225876,4471 lines. The uncertainty is no doubt larger than the ±0.002 indicated by the formal mean, but it is difficult to estimate quantitatively by how much.
Related to the collisional-excitation contributions to the strengths of the He i lines the corrected 7(210830)/ 7(25876) = 3.4 is only about half the predicted value 7.1 interpolated from Smits (1991a) . Since 210830 is mainly collisionally excited, while 25876 arises mainly from recombination, this suggests the collisional effects have been overestimated, as discussed previously by Peimbert & Torres-Peimbert (1987a, b) , Clegg & Harrington (1989) , and others in the context of planetary nebulae, and in the context of NGC 1976. Peimbert & Torres-Peimbert (1987a, b) concluded that the calculated collisional effects should be decreased by approximately a factor of 2, which would agree closely with our measurement of this line ratio. However, they did not include destruction of He i 210830 by dust in this calculation. Taking this effect into account and using the full calculated collisional excitation, and Baldwin et al. (1991) predict 7(210830)//(25876) = 3.6, also in very good agreement with our measured ratio. It is also of interest to compare the measured relative strengths of all the He i lines with calculated values. This comparison is made in Table 9 , where all the He i lines observed in our spectra are listed, with their multiplet number, designation, and corrected intensity relative to 24771. These are compared in the next column with predicted values, from Smits (1991b) . His calculated values (case B) were interpolated to T = 9000 K, iV e = 4 x 10 3 cm~3. The next column gives the ratio of the observed to predicted value of the intensity ratios. It can be seen that for the stronger lines, especially in the optical region, the agreement between calculated and measured relative intensities is good. For the weaker lines in the ultraviolet and nearinfrared regions, however, the agreement is poor. No doubt this results from errors in the measurements, including misidentifications or blends of weak lines and errors in the corrections for interstellar extinction in the ultraviolet. The identifications of 3 1 5-10 1 P 28094, 3 3 P-n 3 S 229703, 9175, and 3 1 P-10 *S 29111 are tentative and from their intensities seem quite unlikely, but they are listed for the sake of completeness.
ABUNDANCES OF 2p
n AND 3p n IONS From the intensities of collisionally excited lines relative to H i recombination lines, it is straightforward to derive the relative abundances of the ions which emit them relative to H + . This was done with the intensities corrected for interstellar extinction, using the five-level atom program of DeRobertis et al. (1987) , and the atomic parameters referenced in it. A misprint in the published version of this program must be corrected, in the numerical value of the Cl n energy level 1 D 2 , which should read 1.16571E-4. The ratios listed in Table 10 led to the derived abundances for the adopted parameters T = 9000 K, = 4 Kaler (1976) . As these lines are weak, and the collision strengths for discussing their excitation were previously not available, some of the published tentative identifications are probably incorrect. Our spectra, covering a wide spectral range down to fairly weak lines, allow a rediscussion of the [Fe n] lines in NGC 1976.
Transition probabilities have been calculated for essentially all [Fe ii] lines by Garstang (1962) , and more recently for some of the multiplets by Nussbaumer & Storey (1980 , 1988 using more sophisticated wave functions. In accordance with the discussion in the second of these latter papers, we use the transition probabilities from it for all the transitions it includes, and those calculated by Garstang (1962) for the others. Table 11 gives a list of the [Fe n] lines we have measured and identified in NGC 1976. A very simplified version of the energy-level diagram of Fe n is given in Figure 1 . It includes only the low even terms which may be involved in the forbidden lines. Note that the terms are plotted, not the levels which make them up. Correspondingly, only the multiplets we have observed, not the individual lines, are indicated. Table 11 shows that the observed lines, which of course are the strongest in each multiplet, invariably come from upper levels which have the maximum or near-maximum values of J in the terms to which they belong. Most of them also come from terms with large L. Both these features result from the fact that in complicated, multi-electron ions, the collision strengths tend to favor the excitation of such terms, and of such levels within them (Garstang, Robb, & Rountree 1978; Nussbaumer & Storey 1980) . The observed lines are invariably the ones with the largest downward transition probabilities from these favored levels. Note that [Fe n] A4416 a 6 D 4 _ 1/2 -h 4 F 4 _ 1/2 of multiplet (6F) would also be expected, slightly stronger than A4815 which is emitted by the same upper level, but it is blended with the much stronger O n /U4415,4417 doublet listed in Table 2 .
Recently collision strengths have been calculated by Pradhan (1990) for many of the observed terms. These can be used to estimate a preliminary value of the abundance of Fe + . His calculations do not include the a 6 S or a 2 G terms, so the lines of multiplets (7F) and (14F) cannot be used in this abundance determination. All the other lines listed in Table 11 were used. To calculate the emission rate in each line, it is necessary to find the population in its upper level, then to multiply it by the transition probability and by the energy per photon. To calculate the populations requires writing the equilibrium equations for the balance between collisional excitation and de-excitation, plus radiative de-excitation, for each level, and inverting and solving the resulting matrix equation. All this is spelled out in detail, for instance by Garstang et al. (1978) , or by Osterbrock (1989) . For [Fe ii] the number of levels involved, and correspondingly the number of simultaneous equations to be solved, are very large. We considered this full solution to be beyond the scope of the present paper, particularly as A. Pradhan, who calculated the necessary collision strengths, intends to carry it out with his collaborators in the near future.
Instead, we used the following simpler scheme. For each upper level of an observed line, the rate of collisional excitation into that level from levels below it can be calculated. All the observed lines have relatively large transition probabilities, and the critical densities of their upper levels are therefore large compared with N e = 4 x 10 3 cm -3 . Hence the line emission rate is simply the excitation rate of the upper level, multiplied by the branching ratio, which is the transition probability in that line divided by the sum of all the downward transition probabilities from that level. To calculate the excitation rate of the upper level, in principle collisional transitions from all lower levels should be taken into account. However, only those with appreciable populations make significant contributions. In the limit N e ->0 only the ground level is populated, and only it need be taken into account. A good approximation at finite densities is to take into account collisions only from the ground level and from those excited levels whose critical electron densities N c are smaller than the assumed electron density N e = 4 x 10 3 cm -3 . This is based on the limits for the population in a level i, where N 0 is the population in the ground level, g* and g 0 are the statistical weights, and x is the excitation energy. The approximation consists in treating the levels with N e < N c and N e > N c as if they had the limiting populations. For a complicated ion such as Fe n, the physically meaningful definition of the critical density of a level is the electron density at which its population is half the Boltzmann population. A reasonable, but not exact, first approximation is that it is the density at which the rates of downward radiative and collisional transitions from the level are equal (Zheng 1988; Osterbrock 1989) .
The Fe ii collision strengths, calculated by Pradhan and used in our calculations, are discussed and listed in Appendix B. They show that the critical densities of all the a 6 Dj levels above the ground a 6 D 4 ,_ lj 2 level and all the higher levels except a 4 F 4 _ 1/2 have critical densities N c > N e = 4 x 10 3 cm -3 . On the other hand the critical density N c (a 4 F4_i/ 2 ) ^ 10 3 cm -3 (at T = 9000 K); it is the only "metastable" level at this electron density. The next largest critical density is that of a 6^i /2> th e highest level of a 6 D. The first approximation to its critical density, mentioned above, is iV c ae 1.2 x 10 3 cm -3 , but with all collisional processes taken into account it is more nearly iV c « 8 x 10 3 cm~3. Note that the collisional excitation rate from a lower level i to a higher level j is qtj = NeN¡ *J*^l9M e -xl >T T l/2 9i where Q is the mean collision strength, averaged over temperature. Then for excitations from two lower levels a 6 D 4 ._ 1/ 2 = 1 and a 4 F 4 _ 1/2 = 2, the total excitation rate is the sum of two such terms (with different excitation potentials), but since the populations of the two levels are assumed to be in the Boltzmann ratio N2 _ ^2 -AE/kT N 1 g, (while all the other levels have negligible populations), the final result for the excitation rate is Here x is the excitation potential of the level j from the ground level 1 = a 6 D 4t __ i i 2 . The extension if more terms were populated is obvious.
Using this formalism, and the collision strengths calculated by Pradhan (1990) as discussed in Appendix B, the emission rates and the intensity ratios to nearby H 1 lines were calcu- Table 11 . The ratios of the corrected intensities to those of the nearby H i lines listed (note that Pall + Pal2 4-Pal3 is abbreviated as EPa) are given in Table  11 . From these the abundance ratios N(Fe + )/N(H + ) listed in the last column were calculated. Quite a bit of scatter can be seen, resulting no doubt both from the weakness of the [Fe n] lines and the approximations involved in estimating some of the individual collision strengths. The mean value for the abundance ratio was found, giving the two near-infrared lines double weight, once in the ratios of their intensities to /(Ha) and the other to /(EPa). The result iV(Fe + )/ 1V(H + ) = (12.0 ± 2.7) x 10 -8 is entered in Table 14 . It is much better determined than the previous value iV(Fe + )/ N(H + ) = 9 x 10 -7 found by Olthof & Pottasch (1975) Kaler (1976) and Garstang et al. (1978) . On our spectra the 12 listed in Table 12 are measurable; note that two form a blend, and although they are predicted to be of approximately equal intensity and we presume that both are present, we cannot be sure of this. The only other expected [Fe m] lines of similar strength in the region we observed are Transition probabilities for all the [Fe m] lines were calculated by Garstang (1957) . Collision strengths for their excitation were calculated by Garstang et al. (1978) in the close-coupling approximation. They used these collision strengths and transition probabilities to solve the statisticalequilibrium equations for the populations of all the excited levels and the line-emission coefficients for all the [Fe m] lines. Hence, by interpolating their tables to T = 9000 K, N e = 4 x 10 3 cm" 3 , we can obtain immediately the calculated strength of each line, and from the measured relative intensities with respect to Hß listed in Table 12 , the abundance ratio N(Fq + + )/N(H + ) = (8.7 ± 1.0) x 10" 7 . Note that except for the 224986, 4987 blend the individual abundance determinations are in good accord. Some of these lines have predicted relative intensity which vary strongly with density, and the agreement suggests that the adopted N e = 4x 10 3 cm" 3 , as well as T = 9000 K are good mean values for the [Fe m]-emitting region.
For comparison, Garstang et al. (1978) using relative intensities of [Fe in] lines taken from the compilation of Kaler (1976) , and assuming F = 7500 K, found iV(Fe ++ )/ N(H + ) = 3.1 x 10" 6 or 2.6 x 10" 6 , assuming N e = 10 3 cm" 3 or 10 4 cm" 3 , respectively.
[Ni II] LINES AND Ni + ABUNDANCE
Two emission lines of [Ni n], both previously known, are apparently present in NGC 1976. They are 227378, 7412, the two strongest members of 3d 9 a 2 D-3d 8 4s a 2 F, multiplet (2F). The accurate wavelengths, listed in Table 2 , are from Nussbaumer & Storey (1982a) . These authors calculated transition probabilities and collision strengths for all the low even levels of Ni + , and from them calculated and graphed the predicted emission coefficients for the [Ni n] forbidden lines as functions of T and N e . Henry (1987) , using these same transition probabilities and collision strengths, also calculated the emission coefficients and presented them in tabular form. The two sets of results are very similar and confirm each other very well.
From these calculations, interpolated to T = 9000 K, N e = 4 x 10 3 cm" 3 , and the measured ratios of intensities /([Ni n])/(Ha) from Table 2 , we find for the abundance ratio 1992ApJ. . .389. .3050 FAINT EMISSION LINES 317 No. 1, 1992 iV(Ni + )/iV(H + ) = 4.9 x 1(T 8 and 13.0 x 10~8 from 27378 and 27412, respectively. There is a very large discrepancy, a factor of 2.6, between the two determinations. It arises from the fact that the predicted intensity ratio of the two [Ni n] lines is /(27378)//(27412) = 11, while our measured intensities give 4.0. Our measurement is apparently confirmed by a tracing of a section of a high-dispersion spectrum of NGC 1976 published by Henry & Fesen (1988) , in which 27412, although not marked or identified, appears to be present with intensity about one-quarter that of 27378, which is marked. Of course it is conceivable that 27412 is an unidentified nebular line, or a weak sky line, seen on both scans.
Whatever the origin of the discrepancy, for the abundance determination we have ignored the weaker [Ni n] line and adopted the value found from 27378 above, N(Ni + )/iV(H + ) = 4.9 x 10 " 8 . As discussed below, it seems likely that even this value is too large, and that there is some unrecognized additional source of excitation of the [N n] lines, or that collision strengths or transition probabilities for this ion are seriously in error, as suggested by Henry & Fesen (1988) .
[Ni Hi] LINES AND ABUNDANCE OF Ni
+ + Thackeray (1975) , who nearly simultaneously with Grandi (1975b) Garstang (1958) .
No published collision strengths are available for [Ni m]. Its outer electron ground configuration is 3d 8 . Hence it is possible to estimate very approximately the necessary collision strengths from published calculations for [Fe vn] , whose outer electron ground configuration is the corresponding less than half-closed shell 3d 2 = 3d 10-8 . The method is sketched in Appendix C, and the resulting estimated collision strengths are listed in Table 20 . Using them, the critical densities for collisional deexcitation of the two excited levels of the ground a 3 F term are iV c (a 3 F 3 ) = 1.1 x 10 7 cm -3 and N c (a 3 F 2 ) -3.0 x 10 6 cm" 3 at T = 9000 K. Hence it is a very good approximation to calculate the collisional excitation rates at N e = 4 x 10 3 cm -3 assuming that all the Ni + + ions are in the ground a 3 F 4 level. As for [Fe n], given the estimated collision strengths for [Ni m] it is straightforward to calculate the excitation rates of the various levels, and from the transition probabilities the branching ratios which give the line emission rates. Excitation of a 3 P, followed by radiative transitions to a 1 D 2 , adds a small but not negligible contribution to the excitation of this level. The calculated relative intensities of the strongest [Ni m] lines are listed in Table 13 . (Note that this ion is not included in the RMT, but the multiplet numbers used in Tables 2 and 13 We do not measure a line at 26000. A very faint feature is present at that wavelength on one long exposure (centered at 25580) but not on another (centered at 26700), and we therefore interpret it as a ghost. A faint feature is present on the one long exposure covering 26402, but there is a sky line there, and since the sky subtraction is poor, we believe that we have not detected the nebular line at this wavelength. Probably this same sky line was measured by Thackeray (1975) . From these same calculations and the measured relative intensity of 27890, listed in Table 2 relative to Ha and to H i (Pall + Pal2 + Pa 13), we then find the abundance ratios JV(Ni ++ )/iV(H + ) = 5.0 x 10" 8 and 4.4 x 10~8, respectively. We adopt the mean, 4.7 x 10" 8 .
ABUNDANCES OF THE ELEMENTS
The abundances of the ions determined in the previous six sections are listed in Table Table 2 are subject to rather large errors.
From the abundances of the observed ions, it is necessary to calculate or estimate the abundances of unseen stages of ionization in order to find the abundances of the elements. Peim- bert & Torres- Peimbert (1977) used estimates based on ionization potentials and analogies between various stages of ionization of different elements. This is a good first approximation, but it ignores the details of photoionization cross sections and recombination coefficients. Mathis (1982 Mathis ( , 1985 calculated generic models to fit a wide variety of H n regions, using the observable ratios 0 + /0 and S + /S ++ (we use these symbols to mean abundance ratios of the ion or elements indicated) as parameters. Baldwin et al. (1991) and Rubin et al. (1991a) used photoionization models calculated with the O stars and geometry (so well as it is understood) of NGC 1976 in mind, as well as the slit positions they used. Each is a highly specific model, and there are fairly large differences between them, depending on their different basic assumptions. Neither is calculated specifically for our slit position. The results of these three model calculations are by no means identical, and in fact the largest uncertainties in the resulting abundances of the elements arise here. Rather than calculating a new model ourselves, we used the average of the two detailed models for Orion for all the elements (except Ne) they both included, and the Mathis results for those they did not calculate. For Ne there is a large discrepancy between the two detailed models, which predict Ne to be mostly in the form Ne + , and the infrared observations, which give Ne + /Ne ++ = 0.47 very near the Trapezium (Lester, Dinerstein, & Rank 1979) .
Thus the total abundances for N, S, and Ar listed in Table  14 , and the abundances of the unseen stages of ionization, listed there in square brackets, are based on mean ionization correction factors from Baldwin et al. (1991) and Rubin et al. (1991a) . For Ar, this mean predicts that a nonzero amount of Ar +3 is present, Ar +3 /Ar + + « 0.03, and therefore that [Ar iv] /Ü4711, 4740 should be barely detectable on our spectra. For this ionization ratio, the calculated intensity ratio /([Ar iv] 24740)//([Ar m] 27751) « 0.03, while our observational upper limit for the same ratio is <0.01. This discrepancy, however, is between the difference between the two calculated models. For Ne we adopted Ne + /Ne ++ =0.6 from Lester et al. (1979) , corrected slightly upward for our position a little further from the ionizing stars.
We measured lines from two stages of ionization of Cl, with ionization C1 + /C1 + + = 0.20. Neither Baldwin et al. (1991) nor Rubin et al. (1991a) included this element in their models. Hence for it we used the generic models of Mathis (1985) and Mathis & Rosa (1991) . They state that the dominant stages of ionization are Cl ++ and Cl +3 . Our S + /S ++ and 0 + /0 + + ratios lead to C1 ++ /C1 = 0.71 from their models and hence with our observed C1 + /C1 + + to Cl +3 /Cl = 0.15. However, this would predict that [Cl iv] 228046, 7530 of multiplet (IF) be observable. We do not identify these lines, but there is an unidentified weak line at 27531.56. It deviates from the predicted wavelength 27529.9 by 1.7 Â, or by 1.0 Â from the rest wavelength 27530.54 measured by Bowen (1955 Bowen ( , 1960 in one nebula (NGC 7027). Hence it is conceivable the line in NGC 1976 is [Cl iv] 27530. However, the other line 28046.1 (predicted) or 28045.63 (measured) should be approximately 2.3 times stronger, and no line is seen on our spectra near that position. An upper limit is probably /(28046)//(28579) < 0.12, using [Cl ii] 28579 as a reference line independent of Cl abundance. The ionic abundances stated predict /(28046)/ /(28579) = 0.74, inconsistent with the observed upper limit. The limit corresponds to Cl +3 /Cl + <0.12, and we adopt this limit (as an equality) to estimate the Cl abundance.
The relative abundances of the unobserved stages of ionization estimated in this way are listed in Table 14 in square brackets. According to all the models, He + with ionization potential 54.4 eV, is not appreciably ionized to He ++ (this is confirmed by the absence of He n 24686 emission from our and all previous observational data). Likewise, according to all the models 0 + + (ionization potential 54.9 eV) is not further ionized, and only negligible amounts of N +3 (ionization potential of N + + 47.9 eV) and S +4 (ionization potential of S +3 47.3 eV) are present. It is striking that Cl ++ (ionization potential 39.6 eV) and Ar + + (ionization potential 40.7 eV) are observed to be at most only slightly ionized to their next stages, but that Ne + (ionization potential 41.0 eV) is calculated and observed to be appreciably ionized to Ne + + . This results from details of the calculated photoionization cross sections and recombination coefficients.
One question of great interest is the relative abundance of He. Its exact value depends on whether or not there is He 0 (ionization potential 24.6 eV) within the H + region. Peimbert & Torres-Peimbert (1977) derived an appreciable correction, He°/He + = 0.09 to 0.16, even for slit positions close to 0 1 Ori C. Baldwin et al. (1991) found a much smaller value, He 0 / He + = 0.02, while Rubin et al. (1991a) found a larger value, He°/He + = 0.20. As Baldwin et al. (1991) note, this large difference between the models results from their including dust opacity (which preferentially destroys lower energy photons and thus hardens the ionizing spectrum), while Rubin et al. (1991a) Table 14 . This is in good accord with the adopted value of Rubin et al. (1991a) and the recent radio recombination-line determination of Peimbert et al. (1988) , He/H = 0.099 ± 0.008, but a little higher than the value 0.088 ± 0.006 reported by Baldwin et al. (1991) . The difference can be traced entirely to the different assumptions or estimates of the He°/He + ratio. For the other elements the summed abundances are given, and the square brackets indicate values in which the estimated abundances of the unobserved ions make up more than 50% of the total.
Finally, we turn our attention to Fe and Ni. Their ionization potentials are similar but not identical, 7.9, 16.2, and 30.6 eV for Fe°, Fe + , and Fe + + , respectively, and 7.6,18.2, and 35.2 eV for Ni°, Ni + , and Ni ++ . Thus the Ni + /Ni ++ =0.98 abundance ratio we measured seems quite implausible in comparison with the much better determined Fe + /Fe + + = 0.14. This is another indication that the Ni + collision strengths may be in error, or that another unrecognized excitation process may be contributing to the [Ni n] emission, as discussed in § 11. Mathis (1982 Mathis ( , 1985 does not include either element in his models. Baldwin et al. (1991) Hansen, Raasen, & Uylings (1984) , even though no collision strengths are available it seems clear that only the ground a 4 'F 9 j 2 level will be populated, and that the strongest expected lines are 225517.66, 5820.09 of a 4 F-a 4 P, and 225041.56, 5059.86 of a *F-a 2 G. None of these lines are seen (though 25518 could be present as a weak blend with [Cl m]). No quantitative limit can be stated without the necessary collision strengths, but it is unlikely that Ni +3 is much more abundant than estimated in Table 14 .
Elemental abundances in NGC 1976 have been discussed in many papers, quite recently, for instance, by Peimbert (1987) . We can add little to such discussion, but our new data on Fe and Ni permit an interesting comparison, shown in Table 15 . Here we have compared the ratio of abundances of five heavy elements with respect to O. In addition to our NGC 1976 results, we list the same ratios for solar abundances, as summarized by Aller (1987) and by Anders & Grevesse (1989) . This comparison clearly shows that N and Ne are apparently approximately as abundant (with respect to O) in NGC 1976 as in the Sun, and Ar approximately twice as abundant, but Fe and Ni are less abundant by about a factor of 5 (also with respect to O). Thus, both Fe and Ni appear to be depleted by about a factor of 5 in the ionized gas in NGC 1976. Presumably this is because these metals are mostly locked up in interstellar grains, even in the strong radiation field close to 0 1 Ori C. Our measurements and analysis thus confirm this result, found earlier for Fe alone by Olthof & Pottasch (1975) Table 2 . The strongest is O i 28446 3 3 S-3 3 P, excited by resonance fluorescence through an accidental coincidence of a resonance line of this atom with H i Lyß, as explained long ago by Swings and confirmed quantitatively by Grandi (1975a) .
The other O i and N i lines are excited by fluorescence by the continuum radiation of the involved O stars, as shown by Grandi (1975a, b) . These lines have the common property that their upper levels either are directly excited by absorption in permitted lines from the ground term, or are fed by allowed downward radiative transitions from such levels. Since the stellar continuum photons with 2 < 912 Â are strongly absorbed in photoionizing H°, only those with longer wavelength are available for this "starlight excitation" process. Thus only levels with excitation energy below 13.6 eV are excited, and abundant neutral atoms (which exist at the edge of the H + zone) such as O 0 and N° are favored. The lines of this type identified on our spectra are listed in Table 16 . The relative intensities of the individual emission lines depend largely on the distribution of flux in the stellar continuum, and on the /-value of the upward transition from the ground term. Note that 28446, excited by resonance fluorescence, and not included in this table, is stronger by roughly a factor of 10 than the strongest of these starlight-excited lines. All of these O i and N i lines were predicted by Grandi (except 25147, a natural extension), and all of them except this line and the 28682 blend were observed by him.
In addition, there are several Si n emission lines in the spectrum of NGC 1976 which are also undoubtedly excited by this fluorescence process. The ionization potential of Si 0 is 8.2 eV, and it is nearly entirely ionized to Si + (or higher stages) in almost all regions of interstellar space. The latter ion, with ionization potential 16.3 eV, is thus the stage which exists just outside the ionized portions of NGC 1976. Both 4 2 D and 5 2 S are connected with the ground 3 2 P term by strong allowed absorption lines, and downward transitions from these upper terms through the first three emission lines listed for Si n in Table 16 populate 4 2 P and thus lead to emission of the last two lines of the table. If any of these five lines arose through recombination rather than fluorescence, Si n 224128, 4131 3 2 D-4 2 F° would also be expected to be present, in even greater strength, because recombination tends to favor the terms with higher L and especially n L terms with n = L + 1, such as 4 2 F. However, these lines are not present in the NGC 1976 spectra to a relative intensity well below those of the Si n lines listed. As 224128, 4131 cannot be excited by this fluoresence process, their absence from the observed spectrum con-firms that it is indeed the main excitation mechanism for the observed Si n lines.
C°, like Si 0 , has an ionization potential less than 13.6 eV, and C is therefore mostly C + in the outer parts of NGC 1976 also. However, the levels which can be excited from the ground term by continuum photons with 2 > 912 Â do not emit any emission lines in the optically observable region. Nevertheless, C ii 24267 3 2 D-4 2 F° is observed as a fairly strong emission line in the NGC 1976. It undoubtedly is excited mostly by recombination processes. Storey (1981) has calculated the effective recombination coefficient and branching ratio for this transition, which led to the emission coefficient 47^(24267) = 1.09 x 10"
24 N e N(C ++ ) ergs cm" 3 s" 1 [with N e and N(C + + ) in cm" 3 ] at T = 10,000 K. Comparison with Hy and Hß at the same temperature (predicted ratios of intensities of two recombination lines such as these depend only very weakly on temperature) gives C ++ /H + =2.7 x 10" 4 Our measured 23917 is probably C n 3 2 P-4 2 S 223919, 3921, as identified by Kaler et al. (1965) on much higher resolution photographic spectrograms which reach fainter levels of intensity than we can in this violet spectral region. However, recombination calculations are not available for this multiplet.
To convert to the abundance of C, some correction for the unobserved stage of ionization C + must be included. (The ionization potential of C + + is 47.9 eV, and no C +3 is expected to be present.) Again using the mean of the Baldwin et al. (1991) and Rubin et al. (1991a) models gives an abundance ratio C/H = 3.7 x 10" 4 Again, a large uncertainty results from the correction for the unobserved stage of ionization C + . Comparing this C abundance with O/H = 3.1 x 10" 4 gives a resulting C/O = 1.2, considerably larger than the standard solar vlaue, C/O = 0.60 (Aller 1987) or 0.43 (Anders & Grevesse 1989) . Taken at face value this would mean that O is more depleted in NGC 1976, presumably by condensation in silicate grains, than C is by condensation in graphite grains, or else that the abundance ratio C/O is different by a factor of 2 or 3 in NGC 1976 from its solar value. A better possibility is that there are large spatial temperature variations in the ionized gas, which strongly enhance the recombination-line emission in the low-temperature regions and the collisionally excited lines in the high-temperature regions. These effects do not change the C/H ratio appreciably but decrease the C/O ratio (Peimbert, Sarmiento, & Fierro 1991) . Barker (1984 Barker ( , 1989 and Kaler (1985) have noted that in planetary-nebula studies C n 24267 frequently seems to give "overestimates" of the abundance of C. It is hard to see any other way in which the recombination calculation could be in error. Fluorescent excitation from the ground level by photons with hv < 13.6 eV cannot populate the upper 4 2 F° term. No one has been able to find a dielectronic recombination process that might excite this line. In deciding whether the relatively high C/O abundance ratio in the gas in NGC 1976 (with respect to the solar value) is real, space-based measurements of C m] 221907, 1909 at precisely determined slit positions, where [O n], [O m] , and [N n] have also been measured, will be crucial (Walter 1991) . The estimates C/O = 0.85 or 0.63 found by Rubin et al. (1991a) and Baldwin et al. (1991) , respectively, chiefly from C m] 21909 measurements with the IUE satellite, are also higher than solar but not as high as our value. Cunha & Lambert (1991) have found normal O abundances in the B stars in the Orion Association.
In addition to 24267, we have identified C n 27235 3p 2 P°-3d 2 D, with intensity ratio 7(27235)//(24267) = 1.3. This undoubtedly indicates that NGC 1976 is optically thick (but not infinite) in the C n resonance line 2687 2p 2 P°-3d 2 D, so that this ratio is approaching the case B value 1.9 (Clegg et al. 1983) .
Finally, there are a few other observed permitted lines. We have identified O n 224415, 4417, 4452, a 3s 2 P-3p 2 D° multiplet, and 224642, 4649 of 3s 4 P-3p 4 D. Probably they arise in recombination, but they are so weak that it is impossible to check from measurements of other lines that might also be expected. Likewise O n 24133 of 3p 4 P-3d 4 P, another recombination line, appears to be present, although the difference between our measured wavelength and the laboratory value is greater than 1.0 Â. Probably pushing the intensity that could be measured down by another factor of 10 would show many more recombination lines of various stages of ionization of C, N, O, and Ne and would permit considerably better abundance determinations. The difficulties will come in recognizing and eliminating the weak ghosts that are certain to be numerous at such weak intensity in a high-resolution astronomical spectrograph. Accurate sky subtraction will also be a problem. Pradhan (1990) were used to calculate predicted strengths of lines of this ion. A useful approximation is that at the relevant electron temperature and density, only the ground a 6 D 4 ._ 1/2 and the single metastable a 4 F 4 _ i/2 levels are appreciably populated, and collisional excitation from only these two levels is important for the observed emission lines. The measured relative intensities are in fair agreement with the predictions calculated on this basis. Several permitted emission lines of heavier elements were also identified, mostly excited by fluorescence. A few recombination lines were measured, especially C n 24267, but the C abundance derived from it is relatively high. This is probably not real, but largely a result of neglecting the temperature dependence of collisionally excited (other heavy elements) and recombination (C) lines in the calculations.
A list of laboratory wavelengths of He i lines in the optical and near-infrared spectral regions, more complete than the RMT, is included in an appendix.
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APPENDIX A
The RMT (Moore 1945 ) is a very complete source of accurate laboratory wavelengths of He i. However, it does not include many of the higher members of the 3 1,3 L-n 1,3 (L ± 1) series in the near-infrared, now accessible with CCD spectrographs. We could identify quite a few of these lines in NGC 1976. To do so we calculate their wavelengths from the most complete available table of energy levels (Martin 1973) . As they may be useful to other investigators of nebular spectra, we list the calculated values here for reference.
They were calculated directly from the energy levels in Table 1 of Martin (1973) . For the resolved triplet terms (the largest splitting is 0.29 cm" 1 in 3 3 P, the next largest is 0.05 cm" 1 in 3 3 D) the energy levels were weighted proportionally to their statistical weights. The highest n 1 F energy level listed by Martin is n = 11; for it and lower n 1 F levels the difference in wavenumber from the corresponding n 3 F level is < 0.01 cm" 1 . This is well understood for these large L, nearly H-like orbits. We therefore took the tabulated n 3 F energy levels for 12 < n < 15 as equal to the corresponding n 1 F levels to within the accuracy of the calculation. The calculated vacuum wavelengths were transformed to wavelengths in air using the formula given in the Handbook of Chemistry and Physics (1974) . All the wavelengths calculated in this way, with 2 < 12000 Â, well beyond the limit of current CCD spectrographs, are listed in Table 17 . There is some overlap with wavelengths listed in the RMT for several of these series; the mean difference between values tabulated here and in the RMT is +0.01 + 0.02 Â. Since the RMT wavelengths are measured values of the faintest lines that could be measured at the time (the most recent reference listed for He i wavelengths is 1935), the values calculated from the most recent energy levels are probably more nearly correct.
APPENDIX B
Fe ii COLLISION STRENGTHS Pradhan (1990) calculated collision strengths for Fe n in the close-coupling approximation, using the /^-matrix method. In the LS (nonrelativistic) approximation he calculated the collision strengths between 38 terms, of which nine are the low even terms among (7F) and (14F), respectively. Pradhan also calculated in the relativistic case the collisional strengths among the 41 fine-structure levels of 10 of these 38 terms. They include four of the low even terms among which the [Fe n] lines arise. He calculated all these collision strengths for a range of temperatures from 5000 to 25,000 K; they vary only slowly with temperature and we have used the values for 10,000 K as a sufficiently close approximation for our standard temperature 9000 K.
To calculate excitation and deexcitation rates, mean collision strengths Q (SLJ, S'L'J') among the fine-structure levels SLJ, S'L'J' are needed. They should approximately satisfy the sum rule X Z n(SLJ, S'L'J') = Q(SL, S'L), where Q (SL, S'L') are the LS collision strengths between terms. Of the collision strengths we need, Q(a 6 Dj, a 4 Fj,) and Q,(a 6 D j9 a 4 D r ) satisfy this relationship to within 10% accuracy, and we use these calculated values directly. Likewise, we use the calculated five-structure collision strengths within each term, specifically Q,(a 6 D j9 a 6 D r ) and Q(a 4 F j9 a 4 F r ) which cannot be checked in this way because the sum rule is not applicable. However, for Q(a 6 D j9 a 4 P r \ Q(a 4 Fj, a 4 D r ), and Q(a 4 F j9 a 4 P r ) the left-hand side is 0.38, 1.20, and 0.77 times the right, respectively. This probably indicates that an error has crept into the fine-structure calculations. We attempt to correct it by multiplying the calculated fine-structure collision strengths by the reciprocals of these three ratios, respectively, thus ensuring that the sum rule is satisfied, while preserving the calculated ratios among the individual values.
As stated in § 9, calculations with these collision strengths and published transition probabilities show that, in the first approximation mentioned there, collisional excitation need be taken into account only from the ground a 6 D 4r _ 1/2 level and the metastable a 4 F 4 _ 1/2 level. Thus collision strengths from these levels to a 4 H j9 b 4 Fj, and a 4 Gj are also needed to interpret quantitatively our measurements. Only the LS strengths are available from Pradhan. Therefore we have estimated the individual Q(SLJ, S'L'J') between a 6 D 4 _ 1¡2 and a 4 F 4 _ 1/2 and these three terms. The estimates were constrained by the requirement that the sum rule be satisfied to within 10% accuracy (this permitted using simple, rounded decimal numbers) and that the patterns found empirically by Garstang et al. (1978) for [Fe m] and seen in Pradhan's results for [Fe n] be approximately fulfilled. These patterns can be seen by comparing the calculated Q(SLJ, S'L'J') with the " statistical-weight estimates," proportional to (2J + 1)(2J' + 1)Q(SL, S'L'). For the maximum J, J' the calculated strengths are generally larger by as much as a factor of 2 than these estimates, while for the minimum J, J', the calculated strengths are much smaller. The strengths tend to be large if AJ = ÀL, and tend to be small if AJ has the opposite sign from ÁL, or if | AJ | > 2. For the special case of b 4 F the strengths Q(a 6 D j9 b 4 F r ) were taken to be proportional to the corresponding Q,(a 6 Dj, a 4 F r ). Strengths for all the J, J' were estimated following these precepts, for each Q(SLJ, S'L'J') needed in our calculation. Only the individual estimated strengths used in the calculations of the line intensities are listed in Tables 18 and 19 . We are very grateful to A. Pradhan for allowing us to use his results before publication, and we wish to emphasize that the listed values are highly preliminary. Anyone wishing to do further calculations of [Fe n] would be highly advised to consult him, rather than using the numbers of Table  18 , which were the best available to us at the time of writing.
APPENDIX C Ni ii ESTIMATED COLLISION STRENGTHS
Collision strengths have long been known to vary smoothly with nuclear charge, or residual charge Z ("seen" by an outer electron with principal quantum number n -► oo), along an isoelectronic sequence. Likewise, the collision strengths of an ion with more than a half-closed outer shell (such as 2p 4 or 3p 4 ) are related to those of corresponding ions with less than a half-closed shell (such as 2p 2 = 2p 6-4 and 3p 2 ). These relationships were discussed, for instance, by Seaton (1968) and are taken for granted by Mendoza (1983) and in the various chapters in the compilation edited by Eissner (1986) .
Hence, although no calculated collision strengths are available for Ni ++ , which emits the [Ni m] spectrum, with ground outer electron configuration 3d 8 , we may estimate them roughly from published collision strengths for Fe +6 , which emits the [Fe vu] spectrum, with outer configuration 3d 2 . The most recent and sophisticated published calculations for it are by Nussbaumer & Storey (1982b) . They calculated the collision strengths for a number of energies of the incident electron, found the variation to be small and approximately linear, and published the results for two energies, 9.5 and 38 eV. We simply use the calculated results for the lower energy; extrapolating linearly to 9000 K « 0.8 eV would change the values by only a few percent.
There are few if any other reasonably accurate calculations of collision strengths for either d 2 or d 8 configurations. We can therefore estimate the necessary collision strengths for [Ni m] only by assuming that the progression with Z and the factor relating a more than half-closed shell to a less than half closed shell are roughly the same as for 2p 2 and 2p 4 , for which many calculations are available. Rather than attempting to extrapolate or interpolate along a nonexistent sequence in 3d 2 and 3d 8 , it is simplest merely to assume that the following ratios between ions with the same Z and the same number of electrons in the less-than-half-closed shell apply: To apply these relations we use the collision strengths calculated by Pradhan (1974) and tabulated by Mendoza (1983) for Ne + + , and the calculations of Aggarwal (1984a, b) Table 20 . The only justification for using them is that no calculated values are available for this ion. The expected uncertainties of these estimates are quite unknown, but they are probably more accurate than simply guessing Q = 1. 
