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The purpose of this study was to determine to what extent the completion of a 
note taking and review intervention impacted developmental mathematics students’ 
performance on course assessments. Note taking is a challenging skill that requires time 
and effort to improve (Boch & Piolat, 2005). Many developmental mathematics students 
struggle to capture a complete record of course content in their class notes and then 
struggle to use their notes to help them prepare for exams (Cafarella, 2014). To complete 
the intervention, students were asked to create a resource they could use to improve their 
understanding of the material, their preparation for course exams, and their performance 
in future classes by reminding them of prerequisite content. Students were assigned to 
turn in the resource, which was called the journal, on the day of exams. To complete the 
journal, students were required to define the key terminology of the content being 
covered on the exam, write out general step-by-step methods for how to complete the 
problems, and illustrate their methodologies by completing representative problems. The 
goal of assigning the journal was to provide students with a list of key concepts for the 
class, which has been shown to improve the quality of class notes, and to improve 
understanding of their knowledge of class content. 
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Guided notes, Metacognition, ICAP theoretical framework, Active learning. 




 This dissertation could not have been completed without the help of the 
outstanding faculty of Sam Houston State University. I am especially thankful to my 
committee chair, Dr. Susan Skidmore, who guided me through this process. Thank you 
for patiently responding to constant questions and for your guidance in developing this 
project from an idea to completion. I am particularly thankful of the hours you spent with 
me over Zoom in the past few months as I tried to navigate an interesting data set and 
develop a strategy for analysis. 
 To Dr. Linda Zientek and Dr. Dusty Jones, who served on my dissertation 
committee, thank you for your feedback and questions. I appreciate the time and energy 
required to read the early versions and provide timely suggestions for fine tuning the 
dissertation. The final product is better because of your thoughts. 
 The decision to return to school was not an easy one. Since beginning in the 
program I have never second-guessed the decision because of the amazing faculty I have 
had the privilege to work with. Each of my instructors provided insights, writing help, 
and suggestions for refining the ideas underlying this project. I have grown as a writer 
and scholar as a result of your guidance. 
 To the members of Cohort 6 I offer a special thank you. With your support I was 
able to push through difficult personal circumstances. I learned a great deal from each of 
you and have missed the collaborations that were such a constant over the last four years. 
To the members of Cohort 7, who never questioned why I was with them for one 
semester, thank you for welcoming me with open arms and making me feel like a part of 
your academic family.  
   
vi 
 
TABLE OF CONTENTS 
Page 
DEDICATION ................................................................................................................... iii 
ABSTRACT ....................................................................................................................... iv 
ACKNOWLEDGEMENTS ................................................................................................ v 
TABLE OF CONTENTS ................................................................................................... vi 
LIST OF TABLES ........................................................................................................... viii 
LIST OF FIGURES ........................................................................................................... ix 
CHAPTER I:   INTRODUCTION ................................................................................... 1 
Theoretical Framework ........................................................................................... 3 
Purpose .................................................................................................................... 4 
Educational Significance of the Study .................................................................... 4 
Research Questions ................................................................................................. 5 
Definition of Terms................................................................................................. 5 
Limitations and Assumptions ................................................................................. 5 
Organization of the Dissertation ............................................................................. 9 
CHAPTER II:   REVIEW OF LITERATURE ................................................................ 10 
Purpose .................................................................................................................. 11 
Method .................................................................................................................. 12 
Review of Relevant Research ............................................................................... 13 
Note Taking in the College Classroom ................................................................. 15 
Improving the Quality of Class Notes .................................................................. 19 
CHAPTER III:   METHOD............................................................................................... 77 
   
vii 
 
Purpose .................................................................................................................. 77 
Research Questions ............................................................................................... 78 
Research Design.................................................................................................... 78 
Participants ............................................................................................................ 78 
Data Collection ..................................................................................................... 79 
Analytical Strategy................................................................................................ 83 
Conclusion ............................................................................................................ 87 
CHAPTER IV:   RESULTS .............................................................................................. 89 
Research Question 1 ............................................................................................. 92 
Research Question 2 ........................................................................................... 110 
CHAPTER V:   DISCUSSION ...................................................................................... 120 
Research Question 1 ........................................................................................... 122 
Research Question 2 ........................................................................................... 128 
Implications for Practice ..................................................................................... 132 
Limitations .......................................................................................................... 134 
Recommendations for Future Research .............................................................. 136 
Conclusions ......................................................................................................... 137 
REFERENCES ............................................................................................................... 139 
APPENDIX A ................................................................................................................. 149 
APPENDIX B ................................................................................................................. 150 
APPENDIX C ................................................................................................................. 152 
APPENDIX D ................................................................................................................. 153 
VITA ............................................................................................................................... 153 
   
viii 
 
LIST OF TABLES 
Table            Page 
1 Test Content By Course Level .................................................................................... 82 
2 Statistical Summary of Welch’s Test .......................................................................... 97 
3 Standardized Skewness and Kurtosis of Residuals ................................................... 113 
  
   
ix 
 
LIST OF FIGURES 
Figure                  Page 
1 Illustration of the ICAP Theoretical Framework ........................................................ 67 
2 Mean Journal Scores Based on Profile ..................................................................... 111 
3 Mean Exam Scores by Profile................................................................................... 116 
 
 





 Lecture remains the predominant teaching method used in higher education today 
(Badger et al., 2001; Bonner & Holliday, 2006; Bui et al., 2012; Mesa et al., 2013). With 
the prevalence of lecture, the ability to take effective notes during class becomes an 
essential skill for college students to possess (Al-Musalli, 2015). Researchers have 
routinely shown that students struggle to take complete notes, commonly capturing less 
than 40% of key lecture concepts during class (Bonner & Holliday, 2006; Chen, 2013; 
Luo et al., 2016; Williams & Eggert, 2002). The failure to capture a majority of key 
content means that students have a less effective tool to review prior to exams, which 
impacts student performance (Williams & Eggert, 2002). 
 There are ways instructors can help students to better utilize their class notes to 
improve their performance. Note taking is a skill requiring time and focused effort to 
improve (Boch & Piolat, 2005; Williams & Eggert, 2002). Most instructors do not teach 
note taking because they lack both the time and the background to teach students how to 
take more effective class notes (Al-Musalli, 2015). Instructors can help students improve 
the quality of their class notes by providing cues during lecture when concepts are 
important and should be included in notes. These cues can be verbal (Titsworth & 
Kiewra, 2004) or visual (Austin et al., 2004) and have been demonstrated to positively 
impact the quality of student class notes. Another intervention shown to improve class 
notes is to provide students with breaks during which they can collaborate with other 
students to compare the content of their class notes (Luo et al., 2016).  
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In addition to helping students improve the quality of their class notes, instructors 
can generate class notes for students to improve the proportion of key lecture content 
captured (Boch & Piolat, 2005; Cardetti et al., 2010; Kiewra et al., 2018; Williams & 
Eggert, 2002). The notes created and provided to students by their instructors can be of 
several forms. Two of the most common are partial guided notes, in which instructors 
eliminate key words or ideas for students to fill in during class (Austin et al., 2004; 
Cardetti et al., 2010; Cornelius & Owen-DeSchryver, 2008; Williams et al., 2012), and 
complete notes (Grabe, 2004; Raver & Maydosz, 2010; Vandehey et al., 2005), in which 
instructors provide students with a complete copy of the lecture notes. Both forms of 
notes have strengths and weaknesses, but one primary concern with the provision of 
complete notes for students is the passive learning this encourages (Boch & Piolat, 2005). 
When students are given a complete record of course content that was generated by 
someone else they are not required to actively engage with the course content and 
learning is stifled. 
Because many students do not recognize their class notes are incomplete and may 
contain incorrect information, students are unaware of the need to review and revise their 
class notes after class ends (Boch & Piolat, 2005; Cafarella, 2014). For those students 
who use their class notes to review for exams, most choose to reread (King, 1992) or to 
recopy their incomplete class notes (Bjork et al., 2013). Many researchers have 
demonstrated that more active review strategies lead to improved performance on 
assessments (Bohay et al., 2011; Cohen et al., 2013; King, 1992; Kiewra, 2016; Luo et 
al., 2016). 
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Developmental mathematics students often struggle because of a lack of 
awareness of the concepts they struggle to understand (Bol et al., 2015; Eades & Moore, 
2007; Nordell, 2009). Metacognition, which is the ability to recognize what is known and 
what is unknown, is an essential element of higher education (Nordell, 2009; Schneider 
& Artelt, 2010). Students need to know which concepts they understand and which they 
need to spend more time learning (Schneider & Artelt, 2010). Many of the concepts 
students learn in developmental mathematics depend on the proper application of a 
methodology to answer a question (Eades & Moore, 2007; Schneider & Artelt, 2010). 
Underprepared students cannot properly prepare for exams or retain concepts needed in 
subsequent courses, when they struggle to identify which concepts they do not 
understand (Eades & Moore, 2007). Improving metacognition for students is a valuable 
component in improving their academic success. 
Theoretical Framework 
Active engagement has been shown to improve student learning, but learning 
activities have historically been classified as either passive or active (Chi, 2009). In an 
attempt to differentiate between different types of active learning, Chi (2009) categorized 
active learning engagements as active, constructive, or interactive based on the overt 
actions of the learner. The ICAP theoretical framework was used to rank the effectiveness 
of learning engagements based on the classification of the learning and established that as 
learning moves from passive to active to constructive to interactive, the effectiveness of 
the learning increases and, with it, student performance (Chi & Wylie, 2014). Several 
researchers were able to confirm the conclusions of the ICAP framework in both 
laboratory and classroom settings (Menekse et al., 2013; Wiggins et al., 2017). 
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Note taking, which is the act of recording a summary of an activity, is an essential 
skill in higher education. Beyond the act of taking notes, the process of reviewing and 
revising notes to ensure the record of class content is complete and correct is often 
overlooked by students, but is an important component of retention (Al-Musalli, 2015; 
Boch & Piolat, 2005, Bohay et al., 2011). The teaching of note taking is not common in 
college, as many instructors find the skill to be outside their area of expertise, but there 
are several teaching strategies instructors can use to improve the quality of their students’ 
class notes. Active interventions that encourage students to review and revise their notes 
in preparation of exams may provide a mechanism for improvements in performance and 
a framework for studying students can use in the future. 
Purpose 
The purpose of this quasi-experimental study was to investigate the relationship 
between the completion of a note restructuring intervention and performance on course 
exams. The study was conducted with students in various levels of developmental 
mathematics courses taught at a northern California community college. The intervention 
utilized aspects of active and constructive learning engagement, as defined by Chi and 
Wylie (2014) in the ICAP framework. The independent variable was defined as scores on 
a note review and restructuring intervention completed by students and turned in for 
grading on the day of the exam. The dependent variable was defined as performance on 
course exams covering the course content students examined in the intervention. 
Participation in the intervention was incentivized through the assignment of points which 
contributed to students’ grades in the course. Students were free to complete the note 
restructuring activity to the degree they chose, including choosing not to complete it. 
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Educational Significance of the Study 
 This study will contribute to the body of developmental mathematics scholarship 
through the exploration of an intervention that improves the quality of students’ class 
notes and encourages students to review and edit their notes prior to exams. It is the hope 
that the thorough explanation and examination of the intervention will provide a tool for 
developmental mathematics instructors to teach students how to better utilize their notes 
when studying. Because of the sequential nature of most developmental mathematics 
courses, the intervention will have both immediate and future value for students in that 
they are creating a resource for improving learning in the current class, as well as a 
resource containing information needed to successfully prepare for future classes. This 
resource can provide a framework for students to use in future classes. Because it is 
written in their own words and contains their own work, it is the hope that students will 
refer back to the information when questions arise in future classes. 
Research Questions 
 The following research questions were addressed in this study: 
1. To what extent does a student’s performance on each journal intervention impact 
their performance on the corresponding exam?  
2. To what extent is the pattern of student performance on the journal intervention 
associated with exam performance? 
Definition of Terms 
 The following terms are defined as they were used in this study:  
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Active learning. This term is defined “classroom practices that engage students in 
activities, such as reading, writing, discussion, or problem solving, that promote higher-
order thinking” (Conference Board of the Mathematical Sciences, 2016, para. 1).  
ICAP theoretical framework. This theoretical framework was proposed by Chi 
(2009) as a methodology for differentiating active learning into three subgroups, (a) 
active, (b) constructive, and (c) interactive. 
Active engagements. These learning activities are identified by focused 
movement or behavior undertaken in the learning process. 
Constructive engagements. This term is used to define learning activities 
in which the learner generates a new output extending the lesson. 
Interactive engagements. This term refers to learning engagements in 
which two or more students are engaged in collaborative learning, and all 
participants are engaged at the constructive level. 
Guided (partial) notes. This term is used to describe instructor-generated notes 
with information intentionally omitted so students can fill in the missing information 
during class (Austin et al., 2004). 
Metacognition. This term is defined as “people’s knowledge of their own 
information-processing skills, as well as knowledge about the nature of cognitive tasks, 
and of strategies for coping with such tasks” (Schneider & Artelt, 2010, p. 149). 
Limitations and Assumptions 
 There were limitations and assumptions that should be considered when reading 
this study. Students were eligible to register in one of the three courses as a result of 
passing the prerequisite course or based on their performance on a standardized 
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placement test. Researchers have indicated that many students placed into the 
developmental mathematics sequence based on their performance on a standardized 
placement test may have been under placed, and could have been successful in college 
level courses (Rutschow & Mayer, 2018). It would be reasonable to assume that some of 
the participants in this study, particularly those placed one level below college transfer-
level classes, were under placed and were successful because they were in a lower-class 
level than was necessary.  
Student participants in this study were selected because they enrolled in sections 
taught by the author. The choice of a quasi-experimental design using a convenience 
sample creates some potential problems with both internal and external validity. There 
are several threats to internal validity, which refers to the confidence with which a 
researcher can state that changes to the dependent variable were due to the independent 
variable (Shadish et al., 2002). One potential threat is selection bias (Fraenkel et al., 
2015). The author was known for assigning the intervention, which was touted by some 
members of the counseling department as helpful for struggling students. It is possible 
some students specifically registered for the instructor’s courses because of their 
perceptions of the value of the intervention. Also of concern is the potential mortality 
threat, which refers to the loss of participants during the study (Fraenkel et al., 2015; 
Wilkinson et al., 1999). Several students in each course withdrew from the course prior to 
the end of the semester. Although some students may have been succeeding in the course 
at the time of their withdrawal, the majority of students who withdrew from any course 
were less successful. Grades were recorded for students who took at least one exam. 
Students who withdrew from the course could be identified in the data by the lack of a 
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journal and exam score for at least one assessment opportunity at the end of the semester. 
Finally, there is a potential implementation threat (Fraenkel et al., 2015). An 
implementation threat occurs when a person’s positive experiences with an intervention 
account for the improvements in performance rather than the intervention itself. Several 
students registered for multiple sequential courses with the instructor and may have done 
so because of their comfort with the instructor or their previous experiences with 
completing the journal. 
In addition to threats to internal validity, care needs to be taken to protect against 
threats to external validity, which refers to the ability of the research to be generalized to 
appropriate populations (Shadish et al., 2002). Using a convenience sample presents 
multiple potential problems. There is a possible increase in bias and there exists a 
possibility that results may not generalize to a larger population (Fraenkel et al., 2015). 
The generalizability problem can be mitigated through a thorough investigation of the 
characteristics of the convenience sample, which can help to better illustrate how the 
sample reflects the characteristics of the population (Jager et al., 2017; Wilkinson et al., 
1999). In addition to concerns about the generalizability of the study based on the 
characteristics of the participants, there are potential generalizability issues because of the 
author (Fraenkel et al., 2015). The author had taught developmental mathematics students 
for 10 years prior to the start of data collection for this study. As a result, the author had 
experimented with different ways of gaining student participation and acceptance of the 
intervention. Additionally, lessons were taught with a focus on how students would use 
the information from class in constructing their journals and reference to the journals 
were made frequently during class. 
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There are situations in which a random sample cannot be obtained, which was the 
case in this study. In these cases, the threat to external validity can be addressed through 
the use of replication, which is a process in which a study is repeated using different 
participants in different conditions (Fraenkel et al., 2015). If the results are consistent 
across the repeated attempts, the case for generalizability is strengthened. This study was 
conducted over multiple semesters and with developmental mathematics students taking 
classes that were one, two, three, or four levels below transfer-level courses. The study 
was repeated at least twice for each level of class. 
In addition to the limitations in the study, there were some assumptions made. It 
was assumed by the author that all enrolled students would benefit from a note taking and 
note review intervention. The journal intervention had historically been assigned in 
transfer-level classes as well. Further, it was assumed that because the journal was being 
graded and the grade contributed to overall course grades, students would be incentivized 
to complete the journal. Finally, because there was only one instructor for all courses and 
the assessment rubrics were consistent across all sections of the same class, it was 
assumed that grading practices were reliable and that equal scores given at different times 
and in different classes represented similar quality of the assessments. 
Organization of the Dissertation 
 This dissertation is organized in five chapters. Chapter 1 represents an 
introduction to the study, and includes an introduction, theoretical framework, a 
statement of the purpose, educational significance of the study, research questions, a 
definition of terms, and a summary of the limitations and assumptions made in the study. 
Chapter 2 is an extensive review of the relevant research pertaining to the problem. The 
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method of the study is detailed in Chapter 3, which includes an introduction, a statement 
of the purpose of the study, the research questions, the research design, an explanation of 
the participants, the data collection, and the analytical strategy. Chapter 4 contains the 
results of the data analysis for each of the two research questions. The fifth chapter 
contains a discussion of the findings as well as the limitations and conclusions for the 
study. 
  




Review of Literature 
Although many students understand the need to take notes in class, most do not 
do so effectively and do not understand how to properly use their class notes to help 
themselves better learn and understand the material (Boch & Piolat, 2005; Bonner & 
Holliday, 2006; Castellό & Monereo, 2005; Williams & Eggert, 2002). For 
developmental students, who often lack the study skills necessary for college success 
(Cafarella, 2014), the creation of a useful tool for recalling the details of a lesson and 
preparing for exams is particularly important (Eades & Moore, 2007). This is especially 
true for developmental mathematics students, who are learning concepts that will build in 
complexity within one class and in sequential classes in the developmental sequence 
(Cafarella, 2014; Cardetti et al., 2010; Eades & Moore, 2007).  
Background of the Study 
Much of the research addressing note review focuses on students taking notes in 
response to a controlled lecture, which is typically videotaped or recorded, and then being 
instructed to review for an immediate or a delayed test (Bohay et al., 2011; Bonner & 
Holiday, 2006; Luo et al., 2016; Williams & Eggert, 2002). There is a shortage of 
research examining how students change the manner in which they review their notes 
during the semester to adapt to the requirements of a course and what effect active 
engagement with notes after class has on student performance. Research is needed to 
investigate potential interventions that provide students with more effective methods of 
note review and note restructuring.  
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A study of the benefits of after-class interaction with class notes is important for 
several reasons. First, because class notes are an incomplete record of course content, 
there is a need for students to recognize the importance of revising their class notes (Boch 
& Piolat, 2005; Williams & Eggert, 2002). Second, through the addition of active 
interventions, students can learn to review, revise, and restructure their class notes to 
improve the quality of their notes and to provide a better resource for their preparation for 
exams (Bjork et al., 2013). By demonstrating the importance of note revisions and 
restructurings students can learn to create a valuable tool they can use to further their 
development as students and can utilize in future courses.  
Purpose 
Developmental students are often lacking in essential college success skills, like 
note taking (Eades & Moore, 2007). The purpose of this review of literature is to examine 
the benefit of note taking during class and the review and revision of notes after class. 
Because college students struggle to take quality notes, interventions that have been 
shown to improve the quality of class notes and to improve academic performance will be 
investigated. In order to address the deficiencies in the class notes taken by students, 
many professors provide their students with skeleton guided notes and others choose to 
provide students with complete lecture notes (Cornelius & Owen-DeSchryver, 2008). The 
benefits of providing faculty-produced notes to help students take more complete and 
correct class notes will be examined.  
The note taking process should not end when class ends (Bjork et al., 2013; Boch 
& Piolat, 2005). Students must understand the benefits of review and the benefits of 
actively engaging with their class notes in order to create a more complete product 
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suitable for preparing for exams (Cohen et al., 2013; King, 1992). The strategy of 
passively rereading verbatim notes will not lead to greater learning (Bjork et al., 2013). 
The review of literature will examine active engagement and the influence on student 
success when providing students with active and constructive interventions designed to 
help students review, edit, and restructure their notes after class. Providing developmental 
students with an understanding of the difficulties inherent in the note taking process, 
along with interventions shown to improve performance, may provide them with a 
framework on which they can build future academic success. 
Method 
This review of literature was conducted through an extensive search of multiple 
databases and websites. With the exception of the seminal note review study of 
underprepared college students conducted by King (1992), the timeframe of articles was 
restricted to those that were published after the year 2000. The search for articles was 
conducted in three stages. In each stage, the educational databases ERIC, Education 
Source, and JSTOR were searched to find articles related to the general process and 
benefits of note taking in class. In addition to the databases, a search of Google Scholar, a 
search of the website for the American Mathematical Association of Two Year Colleges 
(AMATYC), and a general internet search was conducted. In the first stage of finding 
articles, the search criteria were restricted using the terms note taking benefits, note 
taking developmental mathematics, note taking study skills, note taking process, guided 
notes, and benefits of guided notes. After collecting articles about note taking, a search 
was conducted to find articles about active learning. The same databases and internet 
resources were searched, using the terms active learning, active learning developmental 
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mathematics, benefits of active learning, active learning interventions, active learning 
improves performance, and criticism of active learning. In the third phase of searching 
for articles the focus was on note taking interventions and the review and editing of class 
notes. The search terms used were note taking review, note taking interventions, after 
class note taking, editing lecture notes, note review developmental mathematics, revising 
lecture notes, and teaching effective note taking. Further investigation was conducted 
using the same databases and the terms metacognition, student perspectives of guided 
notes, study skills of developmental mathematics students, and self-regulated learning. 
Review of Related Research 
Students take notes in class in order to have a record of material they believe they 
will need to know in the future (Boch & Piolat, 2005; Bohay et al., 2011; Bonner & 
Holliday, 2006; Castelló & Monereo, 2005; Kobayashi, 2006; Van Meter et al., 1994). 
Taking and reviewing class notes has been shown to improve recall of information and 
performance on tests for students at all levels of higher education (Bohay et al., 2011; 
Cohen et al., 2013; King, 1992; Luo et al., 2016). Unfortunately, class notes are often an 
incomplete record of lecture content. Many researchers have attempted to quantify the 
quality of student class notes, determining that students capture, on average, 30% to 40% 
of key lecture concepts (Bonner & Holliday, 2006; Chen, 2013; King, 1992; Kobayashi, 
2006; Luo et al., 2016; Williams & Eggert, 2002).  
To be an effective study tool, class notes need to be as complete and correct as 
possible. It is essential that students revise their notes soon after class in order to ensure 
they possess a complete record of course material (Boch & Piolat, 2005; Williams & 
Eggert; 2002). This revision process can provide students with an opportunity to fill in 
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missing information in their notes, correct any errors, or identify questions that need to be 
answered or details that need to be embellished (Cohen et al., 2013; Luo et al., 2016). 
Luo et al. (2016) differentiated between revision and review as “the former process 
strives to add information to existing notes, whereas the latter process strives to commit 
noted information to memory” (p. 47). Taking the time after class to assess the quality of 
class notes and make necessary revisions is an important aspect of effective note taking 
and provides students a better tool with which to prepare for exams. 
Prior to exams, many students never review their class notes (Cafarella, 2014; 
King, 1992), others choose to review by rereading their notes (Bjork et al, 2013; Boch & 
Piolat, 2005; King, 1992; Williams & Eggert, 2002), and some choose to recopy their 
class notes (Bjork et al., 2013; Chen, 2013; Luo et al., 2016). These passive note review 
activities have demonstrated limited impact on performance (Bohay et al., 2011; Chen, 
2013; King, 1992; Luo et al., 2016). Review activities that require more active 
engagement from students have demonstrated improved performance on assessments 
(Bohay et al., 2011; Cohen et al., 2013; King, 1992; Kiewra, 2016; Luo et al., 2016). The 
benefits of review are increased when the process involves more focus and intent (Boch 
& Piolat, 2005; Eades & Moore, 2007; Williams & Eggert, 2002).  
Much of the research addressing the benefit of note taking and review focuses on 
students taking notes in response to a controlled lecture, which is typically videotaped or 
recorded, and then reviewing for an immediate test or a delayed test (Bohay et al., 2011; 
Luo et al., 2016; Williams & Eggert, 2002). There is a shortage of research examining the 
extent to which active engagement with notes after class has on student performance. A 
study of the benefits of after-class interaction with class notes is important for several 
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reasons. First, because class notes are an incomplete record of course content, there is a 
need for students to recognize the importance of revising their class notes (Boch & Piolat, 
2005; Williams & Eggert, 2002). Second, through the addition of active interventions, 
students can see the benefits of engaging with their class notes. By demonstrating the 
importance of reviewing, revising, and restructuring class notes, students can learn to 
create a valuable tool they can use to be more successful and a technique they can use in 
future courses.  
Note Taking in the College Classroom 
Almost all college students believe taking notes is an important part of being a 
successful student. Williams and Eggert (2002) reported that 94% of students believe 
taking notes in class is an essential element of learning. In interviews with genetics 
students, Bonner and Holliday (2006) found 91% said they always or usually took notes 
in class. Van Meter et al. (1994) conducted a study of 252 undergraduate students at a 
major public university in the United States, in which they found that every participant 
took notes during class.  
Quality of Class Notes 
Despite the desire to take notes during class, students come into college without 
much experience with taking notes from lecture, which is the most common delivery 
method for information in college classes (Badger et al., 2001; Bonner & Holliday, 2006; 
Bui et al., 2012). As a result of their lack of practice, the quality of student notes suffers. 
Like any skill, note taking develops over time and, as a student progresses academically, 
the quality of their note taking improves (Boch & Piolat, 2005; Kobayashi, 2006; Van 
Meter et al., 1994; Williams & Eggert, 2002). The quality of students’ note taking needs 
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to improve as quickly as possible, and Boch and Piolat (2005) contended “learning to 
take notes well undoubtedly takes as much time as learning to write in a relatively 
experienced way” (p. 110). 
Note taking is a complex skill requiring students to undertake several complicated 
processes at the same time. Being able to effectively listen to the lecture, identify key 
points, and correctly and completely record the ideas is difficult and requires a great deal 
of focus (Al-Musalli, 2015). There is often a difference between what students believe 
constitutes good note taking and the product they are able to produce (Bonner & 
Holliday, 2006; Castelló & Monereo, 2005). When comparing students’ beliefs of 
effective note taking to the notes they took, Castelló and Monereo (2005), determined 
“the students’ declarative knowledge is better? [sic] than their procedural knowledge; in 
other words, they ‘know’ what they have to do, but they do not usually do it” (pp. 274-
275). 
Many studies (Bonner & Holliday, 2006; Chen, 2013; King, 1992; Luo et al., 
2016) have considered the quality of student class notes by comparing the number of 
ideas or concepts recorded in class notes to a master list created by the instructor. 
Williams and Eggert (2002) reported that the average student records 30% to 40% of key 
concepts in a lecture. Chen (2013) evaluated the class notes of 38 first-year students and 
found they recorded, on average, 43% of key lecture points. Luo et al. (2016) found 59 
undergraduate students enrolled in an educational psychology course captured, on 
average, 38% of key ideas in a 14-minute taped lecture.  
In a qualitative examination of the note taking habits of 23 undergraduate students 
enrolled in an upper-level genetics course at a women’s college in the United States, 
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Bonner and Holliday (2006) conducted interviews with each student at five different 
times during the semester. Although students were not provided with guided notes, they 
were given copies of the instructor’s transparencies which were used to guide each day’s 
lesson. After class each day, class notes were collected and photocopied returned to the 
students. At the end of the semester all note material was collected again. This collection 
included notes taken outside of class and any notes recorded in textbook margins, 
including highlighted passages. The two sets of notes were evaluated for their 
completeness and correctness against a master list created by the instructor. The authors 
were able to determine which additions students made outside of class to their in-class 
notes through a process of comparison.  
For the first unit, students’ after-class notes were found to contain 36% of key 
lecture concepts, which was an improvement over the 31% of concepts found in their 
class notes (Bonner & Holliday, 2006). After their experience with the first exam, 
students understood the importance of supplementing their notes outside of class. The in-
class notes for the second unit were found to contain 45% of key concepts and the third 
unit notes contained 25% of key concepts (Bonner & Holliday, 2006). The authors 
determined that during the second and third unit, students supplemented their notes 
outside of class time and raised the quality to 61% and 60%, respectively (Bonner & 
Holliday, 2006). Despite being aware of the ineffectiveness of their notes, students 
struggled to capture, on average, even half of the key concepts during lecture. 
Supplementing their notes after class only led to students capturing less than two-thirds 
of the main ideas. 
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Developmental students may lack many of the skills necessary for success in 
college, including taking effective class notes (Eades & Moore, 2007). For underprepared 
developmental students, poor class notes may have a greater impact on their academic 
performance. Cafarella (2014) conducted a study of 20 community college instructors 
who taught developmental mathematics courses at a community college in Dayton, Ohio. 
The participants identified attendance and lack of quality note taking as primary obstacles 
to student success. One reason why developmental mathematics students may not take 
notes is because they are focused on following material written on the board and do not 
want to miss anything while taking notes (Eades & Moore, 2007). Students who 
transitioned from unsuccessful to successful in their developmental mathematics classes 
reported that a primary difference between their classroom efforts as successful students 
as opposed to when they were unsuccessful students was their ability and desire to take 
extensive notes in class (Howard & Whitaker, 2011). 
Impact of Note Taking on Recall 
Notes taken during class serve the purpose of providing students with a record of 
material covered during class which might be needed in the future (Boch & Piolat, 2005; 
Bohay et al., 2011; Bonner & Holliday, 2006; Castelló & Monereo, 2005; Kobayashi, 
2006). Students are more likely to record concepts when they believe the information 
recorded in class notes may be necessary for homework, essays, or exams (Badger et al., 
2001; Bonner & Holliday, 2006; Van Meter et al., 1994). Several researchers have 
attempted to determine the benefits of note taking (Bohay et al., 2011; Titsworth & 
Kiewra, 2004). Titsworth and Kiewra (2004) found that students who took notes during 
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class demonstrated improved recall of facts immediately after a lecture and after some 
delay. 
Bohay et al. (2011) conducted experiments with two different groups of 
undergraduate psychology students at Notre Dame University to determine whether there 
was a benefit to taking notes during a lecture. In the first experiment the researchers had 
97 students read two of three different texts and in the second experiment the researchers 
presented 77 students with video lectures. In the first experiment the participants were 
divided into two groups, one who took notes and one who did not. In the second 
experiment the participants were divided into a group who took no notes, a group who 
took notes by hand, and a group who took notes using a computer. In each experiment the 
researchers found that students who took notes outperformed those who did not on tests 
of recall and demonstrated improved performance on tests of deeper comprehension 
(Bohay et al., 2011). Interestingly, the researchers found that the process of taking notes 
either by hand or on the computer, which they associated with paying increased attention, 
was more valuable than the quantity of notes taken. 
Titsworth and Kiewra (2004) investigated the impact of providing explicit spoken 
cues during lecture on student recall. The researchers divided both the cue and non-cue 
groups of participants into subgroups, those taking notes and those not taking notes. After 
hearing a lecture for which students were instructed to listen and either take notes or not, 
they were given a 5-minute review period and then were given a 10-minute organization 
test and a 15-minute detail test. The researchers found a statistically significant difference 
in test scores for the students who took notes and the students who did not, although the 
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practical significance was moderate. Students who took notes were found to recall 
approximately 13% more content than students who did not take notes. 
Improving the Quality of Class Notes 
 Because students recognize the importance of taking class notes but may not be 
aware of the lack of quality in their class notes, it may be valuable for faculty to find 
ways to improve the quality of class notes (Williams & Eggert, 2002). There are a variety 
of techniques available to instructors for helping students construct more valuable class 
notes. Two strategies include incorporating verbal aids for students into lectures and 
providing students with instructor developed complete or partial lecture notes (Boch & 
Piolat, 2005; Kiewra et al., 2018; Williams & Eggert, 2002). 
Incorporating Verbal Strategies 
 Integrating some relatively simple verbal techniques into a lecture can benefit the 
quality of students’ class notes without placing an undue burden on the instructor 
(Titsworth & Kiewra, 2004). Note taking is a complex skill and teaching students to be 
better note takers requires time and may not be something instructors are prepared to 
teach (Boch & Piolat, 2005). Instructors can make the note taking process easier for 
students by incorporating deliberate verbal strategies during lecture (Boch & Piolat, 
2005; Williams & Eggert, 2002). 
 Titsworth and Kiewra (2004) investigated the impact of providing 60 
undergraduate students at a large midwestern university with verbal cues during lecture. 
The students were enrolled in a basic communication course and were divided into one of 
four groups: (a) cued, taking notes, (b) cued, not taking notes, (c) not cued, taking notes, 
or (d) not cued, not taking notes. Students were presented with one of two audiotaped 
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lectures and were given a test to determine the amount they had learned from the lecture. 
In one of the audiotaped lectures the instructor provided verbal cues identifying concepts 
as important whereas no verbal cues were provided in the other lecture. Each cue 
provided students with the topic and subcategory as well as a numeric indicator 
identifying the order in which concepts were introduced. The content in the two lectures 
was identical but there was no provision of any topic or subcategory information. After 
listening to a lecture for which students were instructed to listen and either take notes or 
not, they were given five minutes to review and then were given a 10-minute 
organization test and a 15-minute detail test.  
During the lecture, students were presented with four communication theories and 
five subcategories for each theory (Titsworth & Kiewra, 2004). The quality of participant 
notes was scored by two outside observers. Each observer gave the class notes two 
scores, one based on the number of theories and subcategories included in the notes and 
the other based on the number of details included. The average of the two observer scores 
was used as each students’ notes score. Following the lecture, all students were given 5 
minutes to review before they were given the two tests. Students in the notes group used 
the time to review their notes and those in the non-note taking group were told to review 
the lecture in their heads. The same observers scored each test and the average of the two 
became each students’ score. Each test was scored using the same rubric as that used to 
assess note quality. 
The use of verbal cues during lecture to signal which concepts were important 
proved valuable for improving student recall (Titsworth & Kiewra, 2004). The 
researchers estimated that 48% of the variance in student recall of organizational 
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information was due to the provided cues. Students who were provided verbal cues 
recalled 45% more organization points and 15% more detail points than those students 
who were not provided verbal cues. For the organizational test there was a statistically 
significant difference in test scores for the students who were cued during lecture, F(1, 
56) = 52.17, p < .001, η2 = .48, when compared to those who were not cued. The overall 
effect of the cued lecture on the detail test was also statistically significant, F(1, 56) = 
20.95, p < .001, η2 = .27. Interestingly, there was not a statistically significant result on 
the organizational test for those students who were cued and took notes but there was a 
statistically significant interaction for those students who were cued and took notes on the 
detail test, F(1, 56) = 15.70, p < .001, η2 = .22. The combination of hearing a cued lecture 
and taking notes resulted in the greatest amount of recall of details.  
In addition to improving student recall, the use of verbal cues in lecture improved 
the quality of student class notes (Titsworth & Kiewra, 2004). Students who were given 
verbal cues recorded 60% of key concepts from the lecture, including four times more 
organizational information and twice as much detail as students who were not cued. The 
percentage of information captured in class notes by the cued group was far higher than 
that found in other note taking research, which may indicate that cueing students results 
in higher quality notes. The multivariate impact of verbal cues on the quality of class 
notes was determined to be statistically significant, F(2, 30) = 23.42, p < .001, η2 = .61. 
Univariate testing determined that the use of lecture cues had statistically significant 
impact on both organizational points, F(1, 31) = 40.40, p < .001, η2 = .57, and details, 
F(1, 31) = 39.74, p < .001, η2 = .56.  
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The act of taking notes helped students with recall and in performance on the tests 
(Titsworth & Kiewra, 2004). Students who took notes, whether prompted through cueing 
or not, recalled 13% more information than those who did not take notes. Those 
participants who took notes saw a small but statistically significant improvement on the 
organizational test, F(1, 31) = 5.06, p < .05, η2 = .08, and a statistically significant impact 
on the detail, F(1, 56) = 12.03, p < .001, η2 = .18. The researchers examined the 
correlation between the quality of note taking and the recall of both organizational and 
detail concepts. Not surprisingly, there was a strong correlation between student notes 
containing high numbers of organizational points and the recall of organizational points 
(r = .66) and details (r = .76). Additionally, those students whose notes had greater 
numbers of details were highly correlated with recall of organizational points (r = .61) 
and details (r = .70).  
Providing Lecture Notes 
 Because many faculty recognize the incomplete nature of student class notes and 
because notes are necessary for students to have as a resource for studying in the future, 
many faculty members choose to provide students with some form of lecture notes 
(Cardetti et al., 2010). Notes provided to students can take on many forms, including 
providing complete lecture notes, outlines of the lecture, and partial, or guided notes 
(Kiewra et al., 2018; Williams & Eggert, 2002). One benefit of giving students instructor-
generated notes is the improved quality of their class notes and the subsequent improved 
quality of the resource they have for studying (Austin et al., 2004). Several researchers 
have investigated the value of providing complete lecture notes versus guided notes with 
mixed results (Cornelius & Owen-DeSchryver, 2008; Stutts et al., 2013). 
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In an investigation of faculty and student perceptions of the provision of 
instructor-created lecture notes, Landrum (2010) surveyed 76 psychology students and 53 
faculty members. The author created different questionnaires for students and for 
instructors, although there were some common questions asked of both groups. Students 
were asked to complete a Likert-type questionnaire using paper and pencil and received 
credit for partially fulfilling a research experiment requirement in their general 
psychology course. Emails were sent to 200 faculty members from departments across 
campus with a link to an online survey.  
Landrum (2010) considered the perceptions of students and faculty about the 
general process of note taking in class as well as their perceptions of the provision of 
instructor-generated class notes. Faculty overwhelmingly agreed (83.0%) with the 
statement that they expected students to take notes in class. There were divergent 
responses between students and faculty in regards to the preferred method for relating 
course content. In questions asked only of students, 68.1% of students identified that they 
agreed or strongly agreed with the statement that they prefer when their instructors use 
PowerPoint for presenting lecture notes. Using PowerPoint to present lecture notes in 
class was far more preferred by students than using PowerPoint for presenting 
information other than lecture notes (21.0%), using a chalkboard or whiteboard (19.7%), 
or using overhead transparencies (14.9%). Faculty responses were not mutually exclusive 
and they were permitted to identify all methods they use for providing lecture notes to 
students. Faculty identified a preference for the use of the chalkboard or whiteboard 
(59.7%) over the use of PowerPoint to present lecture notes (40.3%). Instructor responses 
indicated a far lower preference for the use of overhead transparencies (21.1%) or the use 
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of PowerPoint to present content but not lecture notes (9.6%). The researcher asked 
faculty participants what types of notes they provide to their students, to which 25% of 
respondents agreed or strongly agreed to the statement that they provide no notes and 
23% agreed or strongly agreed to the statement that they provide guided notes with 
blanks for students to complete during class. There is a clear difference between the 
manner in which students prefer to get lecture notes from instructors and the manner in 
which faculty are most comfortable delivering lecture notes. 
In addition to questions that were written exclusively for students and those that 
were written only for faculty, the researcher included identical questions on both surveys 
in order to compare the responses. Of the eight identical questions, there were statistically 
significant differences between student and faculty responses on four (Landrum, 2010). 
The author used a Bonferroni correction and determined statistical significance for the t 
tests with p < .006. Students felt, at a statistically significantly greater rate than faculty, 
that lecture notes should be provided to students prior to the start of class, t(127) = -7.28, 
p < .006. Faculty, though, disagreed statistically significantly more than students that the 
provision of lecture notes prior to class has no impact on attendance, t(127) = 3.35, p < 
.006. Students indicated a greater agreement than faculty that overall course grades would 
increase if faculty-provided lecture notes prior to class, t(127) = -5.41, p < .006, and that 
the provision of guided notes with blanks to be completed in class would lead to 
improved attendance, t(127) = -5.92, p < .006.  
Results of Landrum’s (2010) investigation seem to indicate that faculty are not 
presenting information in the manner that is most preferred by students, which may 
account for some of the inaccuracy of student class notes, and there is a concern on the 
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part of faculty that providing complete lecture notes will lead to increased absences. The 
presentation of content in a manner that students find most useful is important to ensure 
that students are capable of taking effective notes. In the case that faculty are not 
comfortable presenting information in this way, the provision of lecture notes can help to 
bridge the gap between the comfort of faculty and that of students and can ensure 
students have an effective resource to use when studying. The faculty concern regarding 
attendance is valid. When students are not in attendance, they cannot benefit from the 
interaction that comes from the answering of student questions and cannot see examples 
that may naturally arise during a class session (Zientek et al., 2013). Landrum (2010) 
suggested that the provision of guided notes requiring students to fill in blanks or 
providing a minimal outline of lecture will mitigate some of the attendance issues 
because students will need to attend in order to have a complete set of notes. 
Additionally, Landrum (2010) suggested the provision of notes at the beginning of class, 
rather than providing them prior to class, although he recognized that this would not 
allow students to review a complete and correct set of notes prior to coming to class. 
Full Lecture Notes 
Because of the low quality of student-generated class notes, many instructors 
choose to provide complete lecture notes for students. The provision of complete notes 
provides students with several benefits. Students are guaranteed to have a complete and 
correct record of class content to use when studying, which is an important element of 
review that is missing when students must use their own incomplete class notes 
(Williams & Eggert, 2002). In addition, the provision of complete lecture notes prior to 
class meeting gives students an opportunity to familiarize themselves with the content to 
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be covered in class (Vandehey et al., 2005). Faculty have voiced concerns that class 
attendance will be negatively impacted by the provision of complete lecture notes, as they 
believe students will be less motivated to attend class when they will receive a complete 
record of course materials (Cornelius & Owen-DeSchryver, 2008; Landrum, 2010). 
There are additional concerns among faculty that students will pay less attention and will 
participate less when they are provided with complete lecture notes (Landrum, 2010).  
To determine the extent of the impact of providing complete lecture notes on 
student performance and attendance, Grabe (2004) investigated the performance of 
introductory psychology students in a moderate-sized mid-western university. The 
instructor provided online access to complete lecture notes for the 183 students who 
completed the course. Each student had equal opportunity to access the notes throughout 
the course. Several measures were used to determine students’ perceptions, aptitude, and 
achievement. In the third week of the semester, students completed a 6-item survey in 
which they were asked to rate the extent to which statements pertaining to their 
achievement goals were true. In the twelfth week of the semester, students were asked to 
gauge their usage of the online lecture notes. Only those 95 students who accessed the 
notes more than six times during the semester completed the survey. Student achievement 
was determined based on performance on the three, 50-item, multiple-choice tests given 
during the semester. In order to ensure the researcher could determine usage, all students 
accessed the class notes through an online system that required them to enter an 
identification code in order to see the notes. Each time a student accessed the notes, the 
specific pages accessed, the date, and the time of access was noted. Total time spent on 
the page was not used because it was possible for students to access the notes and print 
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them, which made the time spent looking at each page unreliable as a measure of time 
spent engaging with lecture notes. 
In addition to tracking which students were users and which were nonusers for 
each exam period, an aspect of interest to the researcher was when students accessed the 
course notes. Grabe (2004) created three variables to track student usage. The variables 
used were Before, for students who first accessed the notes before the last lecture of a 
unit, Unique After, for those students who first accessed the notes after the last lecture of 
a unit but more than two days prior to an exam, and Unique Cram, for those students 
whose first access of the lecture notes was within two days of the exam. Grabe (2004) 
also quantified the number of times students accessed the notes using the same time 
frames around the last lecture of the unit and the unit exam. 
Grabe (2004) was also interested in determining whether students would access 
lecture notes if they were readily available and what impact access to complete lecture 
notes would have on achievement and attendance. Of the 183 students who completed the 
course, 73.8% accessed the lecture notes on at least six occasions. Through ANOVA and 
responses to the usage questionnaire, the researcher was able to determine that 
statistically significantly more students accessed the lecture notes before class, F(2, 268) 
= 51.07, p < .05, and 82% printed their notes and then used the printed notes during class. 
Students stated on the questionnaire they chose to bring the printed class notes to class to 
support the class notes they took in class and to aid in their understanding of the lesson 
content. In addition to accessing and printing the notes prior to class, 48% of the students 
surveyed indicated that they had reviewed the notes after class between one and five 
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times and an additional 33% indicated they had reviewed the online notes at least six 
times during the semester. 
Grabe (2004) was interested in determining whether accessing complete lecture 
notes online would impact student performance on examinations. It should be noted that 
the researcher did not preclude students from taking their own notes during class and 
using the online lecture notes to supplement their own class notes, nor does this seem to 
be a question asked of students on any of the survey tools. Students who accessed the 
course notes six times or more scored statistically significantly higher on exams one, F(1, 
137) = 9.99, p < .05, and two, F(1,148) = 5.25, p < .05, than students who did not access 
the course notes at least six times. There was no statistically significant difference in 
performance on exam three. Interestingly, there was no statistically significant difference 
found on exam performance based on when students accessed the class notes.  
The concern about the provision of complete lecture notes impacting student 
attendance was also addressed. Students were asked how frequently they had used the 
course lecture notes as a replacement for course attendance (Grabe, 2004). Of those 
students who accessed the course notes at least six times, 21% never used the notes as a 
replacement for attendance, 50% used the notes instead of attending class between one 
and five times, and 29% used the notes as an alternative for attendance six times or more 
(Grabe, 2004). The only measure that showed a statistically significant difference 
between those who never used notes as a replacement for class and those who used the 
notes as a replacement for class six or more times was performance motivation (Grabe, 
2004). The performance goals for those students who never used their notes as a 
replacement for class were higher than for those who used the notes as a replacement at 
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least six times, which is an indication of a student having greater concern for 
achievement measures like GPA or higher grades (Grabe, 2004). Grabe (2004) was clear 
to note that there was no survey question intended to determine the reasons for missing 
class and no way to definitively associate missing classes with the availability of class 
notes. 
In another study examining the impact on student performance of providing 
complete lecture notes, Raver and Maydosz (2010) compared performance on 
assessments for students who received no notes to those who either received instructor-
generated notes before or immediately after lecture. The researchers investigated the 
performance on a posttest for 154 students at an urban, public university in the 
southeastern United States. Three different conditions were investigated: (a) no notes 
provided, (b) instructor-written notes were provided during the last five minutes of class, 
and (c) instructor-written notes were made available to be downloaded prior to class. 
Three sections of the same introductory special education course, all taught by different 
instructors, were randomly assigned to one of the three conditions. The three groups 
consisted of 42, 47, and 65 students respectively. The notes given to students contained 
the PowerPoint slides presented during the video-taped lecture and provided space for 
students to add to the notes if they desired. Students were neither encouraged nor 
discouraged from supplementing the distributed notes. 
During the study, students in each section were shown identical video-taped 
lectures given by an instructor who was not teaching one of the three sections (Raver & 
Maydosz, 2010). Because of differences in course scheduling, the duration of each 
section was different but content was identical. Depending on the section students were 
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enrolled in, the study was conducted between 6 and 13 class sessions. Students were 
given a 50-question multiple choice pretest during the first class session and an identical 
posttest within seven days of the conclusion of the course content. Both tests were 
administered via Blackboard LMS and were written by the instructor who delivered the 
video-taped lessons.  
All students in each section were shown the video lessons. Participation in the 
study was voluntary and neither pretest nor posttest scores counted in their course grade 
(Raver & Maydosz, 2010). Students were asked to prepare for the posttest as they would 
any examination and understood they would be tested, in an exam that would count 
towards their course grade, on the video-taped material following the completion of the 
study. In addition to taking both tests, all participants were asked to complete an online 
survey to determine their perceptions of the provision of instructor-generated notes, the 
timing of when notes were provided, and the impact of the timing of the notes on their 
performance. Of the students who were enrolled in the three sections, 60% volunteered to 
take place in the study.  
  The students who received instructor-generated notes outscored those students 
who did not have access to the notes (Raver & Maydosz, 2010). Pretest and posttest 
results were statistically significantly correlated for all participants (r = .554, p < .001, r2 
= .307). Posttest results for each of the groups who received class notes, whether they 
were received before or after the lesson, were statistically significantly higher than the 
group who received no notes, F(2, 154) = 16.902, p < .001. On a 50-item test, students in 
the notes before group outscored the no notes group by an average of 6.8 points and 
students in the notes after group outscored the no notes group by an average of 5.4 points, 
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which was noteworthy. There was no statistically significant difference in the 
performance of students who received the lecture notes before versus those who received 
the notes after the lecture. 
Students’ responses to the survey given after the posttest provided some 
differentiation in the students’ perceptions of the provision of notes before versus notes 
after groups. Students were asked in the survey to identify the most important strategy 
used by the instructor to help students learn the material. Whereas students in the no 
notes (38.9%) and notes after (24.5%) groups identified reading the assigned chapter as 
the most helpful aspect of the course, students in the notes before group (72.6%) 
identified the instructor-provided notes as the element that most helped them learn (Raver 
& Maydosz, 2010). Most students in this group printed the notes before class and used 
them during class to better follow the lecture. Some students in the no notes group 
commented that the speed of the lecture was too fast for them to take effective notes, and 
eventually they stopped trying. The lecture speed was calculated to be between 110 and 
127 words per minute in three randomly selected lectures, which was determined to be a 
typical lecture pace.  
Guided Notes  
In order to encourage students to take notes, and to improve the quality of notes, 
many instructors provide students with guided notes, which are also referred to as partial 
notes (Austin et al., 2004; Cardetti et al., 2010). Typically, guided notes are an 
incomplete version of the professor’s lecture notes and students are tasked with filling in 
information throughout the lecture (Cornelius & Owen-DeSchryver, 2008; Williams et 
al., 2012). Guided notes provide an outline for students to follow that emphasizes key 
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concepts, provide organization to their class notes, and can help reduce the number of 
errors present in students’ class notes (Cornelius & Owen-DeSchryver, 2008). An added 
benefit of providing guided notes rather than complete lecture notes is that students are 
forced to attend class and to remain attentive throughout (Cardetti et al., 2010). 
To examine differences in the quality of notes taken when students were required 
to take their own notes compared to when students were provided guided notes, Austin et 
al. (2004) conducted an experiment with 23 undergraduate applied psychology students at 
a large southeastern university. Students were unaware they were a part of the experiment 
until the end of the semester. During the semester, each class day was taught using one of 
three methods: (a) students were not given any guided notes and no visual aid was 
employed, (b) students were not given any guided notes and overhead slides were used to 
guide the lesson, and (c) students were given guided notes and overhead slides were used 
to guide the lesson. Students had the opportunity to learn in each class format multiple 
times throughout the semester. Each class format was evaluated based on the number of 
key points addressed in the lecture and the difficulty of the concepts. Days with similar 
numbers of key points and difficulty levels were chosen as experiment days.  
In order to determine the quality of notes on the selected experiment days, the 
researchers collected student notebooks (Austin et al., 2004). The number of key 
concepts and examples were identified relative to a list created by the instructor. When 
students were required to take their own notes and no visuals were provided, students 
recorded 62% of key concepts and 13% of examples presented by the instructor. When 
provided overhead slides, but no guided notes, students captured 97% of key concepts 
and 26% of examples in their notes. The authors found that, when the lesson included 
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overhead slides and students were provided guided notes, students recorded 100% of key 
concepts and 60% of examples from the lesson. Using a one-way ANOVA, the authors 
determined there was a statistically significant difference in both the percentage of key 
concepts identified, F(2, 21) = 232.75, p < .0001, and the percentage of examples 
recorded for the lesson, F(2, 21) = 49.36, p < .0001, when students were provided 
overhead slides and guided notes. Post-hoc t tests were conducted to conduct pair-wise 
comparisons, with the guided notes lecture statistically significantly outperforming the 
other formats in the number of critical points (p < .006), examples (p < .004), and extra 
points (p < .032). 
In another study examining the impact of providing students with guided notes, 
Williams et al. (2012) examined the effect of providing guided notes for 71 students in 
two undergraduate psychology courses. Students were provided guided notes in some 
weeks and had to take their own notes in other weeks. The goal of the study was to 
compare quiz results under two different conditions. One examination considered the 
performance of students in weeks when guided notes were provided compared to weeks 
when students were given no guided notes. Additionally, the authors wished to compare 
the performance of students in Class 1, who were given a 5-minute review and then tested 
during the last 20 minutes of class, to the performance of students in Class 2, who were 
tested at the start of the following class session. In both classes students had higher quiz 
grades during the weeks when guided notes were provided and the improvement was 
approximately equal to a one grade increase (Williams et al., 2012). Overall, quiz grades 
in Class 2 were lower than those in Class 1. The authors hypothesized the reason was due 
to the 2-day or 4-day break between classes and a lack of review of the guided notes. 
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Cardetti et al. (2010) investigated the benefit associated with providing 
mathematics students with partially completed guided notes. Mathematics courses present 
students with challenges not found in other courses because concepts are often presented 
in a manner that builds on prior knowledge and concepts can be complex enough to 
require students to review multiple times in order to understand (Cardetti et al., 2010). To 
investigate the impact of providing partial notes to calculus students at a large 
northeastern university during the Fall 2007 semester, students were provided partial 
notes at the beginning of each class day. In addition to determining the extent to which 
partial notes impacted student performance, the researchers surveyed the students to 
determine their perceptions of receiving daily guided notes. Student performance during 
the Fall 2007 semester, in which the students received guided notes constructed from the 
professor’s lecture notes, was compared to performance during the Fall 2006 semester, in 
which students received no notes but lessons were guided by the same set of professor 
lecture notes. The two courses met for the same number of days and at the same time of 
day during each semester, and because both were guided from the same set of instructor 
notes, the timing of each class was identical.  
The notes were developed with large blank spaces so students could write in the 
solutions to problems and take notes on the content (Cardetti et al., 2010). The instructor 
of the course noted that providing guided notes saved time during each class because it 
was no longer necessary to record examples or problems on the board, which was filled 
with interactive in-class engagements with students. Course assessments consisted of two 
exams, given each semester during the sixth and eleventh week of the course, and a 
cumulative final exam. Student perceptions of the provision of guided notes were 
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determined through the administration of a mid-semester and an end-of-semester 
questionnaire. The first questionnaire was given two weeks after the first test and 
gathered anonymous feedback from students with regards to their learning experience 
and with suggestions for how the instructor could improve their teaching effectiveness. 
The end-of-semester questionnaire was given at the completion of the semester and 
consisted of several 10-point scale quantitative questions to evaluate teaching 
effectiveness and open-ended questions allowing students to evaluate the instructor’s 
performance. 
The results of the qualitative surveys indicated that students appreciated and felt 
they benefited from the provision of daily guided notes (Cardetti et al., 2010). In the 
qualitative survey students stated that they found they could follow the lecture more 
easily when they were not frantically writing out notes and could spend their time 
listening to the instructor. Students commented that the guided notes provided them a 
learning resource they were able to use when reviewing after class and preparing for 
exams. Students were also appreciative that the provided notes aided them in organizing 
the lecture and their notes.  
The quantitative data also demonstrated that students with access to guided notes 
outperformed those who did not have access. In an attempt to determine whether one 
class was better prepared than the other for the calculus course, the researchers conducted 
a t test to assess the difference in the mean scores on the mathematics section of the SAT 
exam for each class (Cardetti et al., 2010). This measure demonstrated that the guided 
notes class scored statistically significantly lower on the mathematics portion of the SAT 
exam. Based on mathematics SAT scores, students in the section that were provided 
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guided notes were less prepared prior to the class. On each of the midterm exams and on 
the cumulative final exam the students who had access to the instructor-generated guided 
notes outscored the students who did not have the guided notes. The scores on Test 1 for 
students with access to the guided notes were statistically significantly better, and the 
standardized mean difference effect size was determined to be very large, t(52) = 3.50, p 
< .001, ESsm = 0.90. On Test 2, the researchers found a marginal statistically significant 
result and the effect size was determined to be marginal, t(54) = 1.61, p = .056, ESsm = 
0.41. On the final exam the guided notes class scored statistically significantly higher 
than the non-guided notes class and the effect size was determined to be moderately 
large, t(55) = 2.62, p = .014, ESsm = 0.67. The combined impact of the guided notes class 
being less prepared for the course yet outperforming the non-guided notes class on each 
exam suggested that the provision of guided notes impacted student performance. 
The notes developed by students during class create a record of content from the 
lesson. In order to be an effective record of course content, it is important that class notes 
be as complete as possible and accurately capture content. Despite the fact many college 
students know the importance of taking quality notes, many struggle to take notes that 
capture all of the important content. Taking effective notes is a skill which must be 
emphasized, developed, and taught (Austin et al., 2004; Boch & Piolat, 2005; Cafarella, 
2014; Eades & Moore, 2007). While students are developing the skill, the provision of 
guided notes can help them identify key concepts (Austin et al., 2004). Additionally, 
guided notes can highlight relationships between ideas and cue students to the presence 
of the relationships. Care should be taken to ensure guided notes are incomplete. Even 
though complete lecture notes will contain 100% of key ideas, students lose their first 
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opportunity to engage with the material. Cohen et al. (2013) stated, “in an attempt to give 
students the good ‘product,’ we may sometimes forget that it is the process, the 
engagement with the material—the cognitive exercise involved in recollecting, 
summarizing, reorganizing and restructuring—that actually matters most” (p. 98). 
Comparison of Providing Full and Partial Notes 
Several researchers have compared the impact of providing partial guided notes 
with providing complete lecture notes to students (Barnett, 2003; Cornelius & Owens-
DeSchryver, 2008; Stutts et al., 2013). Various studies examined the difference in 
performance and attendance for students who received instructor-generated partial notes 
and those who received instructor-generated full notes. The provision of partial notes 
provides students with an opportunity to engage with material while, at the same time, 
providing them with an outline to make them aware of important concepts (Barnett, 
2003). Full notes allow students the opportunity to focus on the instructor rather than 
having to divide their attention between taking notes and listening to the lecture (Kiewra 
et al., 2018). 
 Cornelius and Owen-DeSchryver (2008) compared the performance of students 
on examinations when provided with either instructor-produced full notes or instructor-
produced guided notes. The participants in this study were 307 students enrolled in one of 
four introductory psychology sections taught by the authors. One section taught by each 
author was provided with full notes via Blackboard LMS and one section taught by each 
author was provided with guided notes via Blackboard LMS. A total of 153 students were 
assigned to the full notes group and 154 students were assigned to the partial notes group. 
Students in each group were instructed to print out the notes provided and to bring them 
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to class each day. Exit interviews indicated that 78.75% of the participants in the full note 
group and 75.45% of the students in the partial note group printed and used the notes 
during most class sessions. 
 The authors used pretest information to determine whether the two groups were 
similar. Based on the pretest, the two groups had no statistically significant difference in 
demographics or in the understanding of psychological concepts, but the full notes group 
had statistically significantly higher average ACT scores (Cornelius & Owen-
DeSchryver, 2008). No statistically significant difference existed between the group 
scores on Exam 1 and Exam 2, but the students assigned to the partial notes group scored 
statistically significantly higher on Exam 3, F(1, 304) = 5.45, p = .02, η2 = .018, Cohen’s 
d =.20, and Exam 4, F(1, 304) = 5.05, p = .025, η2 = .016, Cohen’s d = .22, than those 
assigned to the full notes group. Final course grades for the partial notes group were 
statistically significantly higher than for those in the full notes group, F(1, 304) = 6.21, p 
= .013, η2 = .020, Cohen’s d = .19. The authors hypothesized that students in both groups 
engaged in positive academic strategies but, as the course progressed, those in the full 
notes group relied more heavily on the provided notes while those in the partial notes 
group continued to engage with the material and continued to use good study strategies. 
In addition to considering the impact of the different note styles, Cornelius and 
Owen-DeSchryver (2008) were interested in determining whether providing students 
with full notes would impact attendance. The attendance data indicated that students in 
the partial notes group had better attendance, but the difference was not statistically 
significant. In response to a question regarding attendance on the exit interview, 
statistically significantly more students in the partial note group agreed with the statement 
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that provision of notes did not impact their attendance, χ2(1, N = 297) = 11.56, p = .001, φ 
= .20. Attendance was charted on only 20% of the class meetings, and the authors 
hypothesized that had the number of classes checked been increased the difference 
between the two groups would have been statistically significant.  
In a similar study, Stutts et al. (2013) considered the impact of providing full 
notes versus partial notes to students enrolled in two consecutive fall semesters of an 
undergraduate animal science course. The authors investigated the impact of different 
note taking methods on academic performance and attendance. Data regarding academic 
performance and the method of taking notes were gathered for 160 students enrolled in 
one of four upper level animal science courses. The study was conducted over two 
consecutive fall semesters, with students in the first semester being provided an outline of 
course material, and students in the second semester being given full instructor-generated 
notes. The outline provided students with an overview of material to be presented during 
each lesson and the full notes contained all written material used by the instructor. In 
each year, course sections used for the study were taught by the same instructor and used 
similar assessment materials.  
The performance of students in the four animal science courses were compared to 
determine whether the manner of notes provided to students impacted overall course 
grades. The comparison of all animal science students between Year 1 and Year 2 
showed no statistically significant difference in final average grade or absences, which 
led the authors to assume there were no differences in the academic ability or attendance 
practices of students over the two-year period of the study (Stutts et al., 2013). The 
authors noted that although there was no statistically significant difference in attendance 
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between the two groups, the partial notes group participants had, on average, more 
absences than the full notes group. The subgroup of students who received partial notes 
had statistically significantly higher overall course grades (p < .05) than the subgroup 
who received full notes. 
In an experiment designed to test the effectiveness of providing guided notes, 
Barnett (2003) examined 74 undergraduate psychology students and tested them about a 
lecture they watched on videotape. Students were placed in one of four groups and 
provided: (a) instructor-created skeletal guided notes, (b) no notes and were required to 
take their own, (c) complete instructor notes, and (d) complete instructor notes but they 
were not allowed to watch the video. With the exception of students in the control group 
for whom complete notes were provided but the video was not watched, students watched 
a 35-minute video lecture about the brain. The topic was chosen because it was not a part 
of the curriculum of the course, which ensured students would have limited prior 
knowledge on the topic. After the video, notes were collected and students were tested on 
a 14-question short answer and fill-in-the-blank exam intended to test memory of facts.  
Barnett (2003) compared the quality of students’ notes in the two note taking 
groups against a list of 80 supporting concepts from the instructor-provided notes. 
Students in the skeletal notes group recorded an average of 56% of concepts and students 
who took their own notes recorded an average of 64% of concepts. The difference was 
not determined to be statistically significant. Of the students who took their own notes, 
74% recorded all of the 16 key ideas from the lecture. Students in the skeletal notes group 
and those students who took their own notes outperformed the groups provided complete 
instructor-generated notes on the exam. There was no statistically significant difference 
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in the performance of the two groups of students who had to take notes. In this 
experiment, participants who had the opportunity to actively engage with the material 
outperformed those for whom the interaction was strictly passive. 
In a second experiment involving 40 students from the initial population, Barnett 
(2003) investigated how the four subgroups would perform on a test intended to examine 
recall of facts and students’ ability to draw conclusions. Four questions were removed 
from the original test and replaced with questions requiring the participants to apply their 
understanding of the brain to concepts not addressed in the lecture. Again, the skeletal 
notes group and the group required to take their own notes outperformed the two groups 
provided with complete instructor notes. The students who took their own notes scored 
higher than the skeletal notes group, but there was no statistically significant difference in 
the performance of the two groups.  
Whether the provision of partial notes or full notes is more effective may depend 
on the intended use of the notes (Cornelius & Owen-DeSchryver, 2008). If the goal is for 
students to actively engage with the material, pay closer attention to lecture, and better 
encode the content in their minds, then providing partial notes may be more beneficial 
(Cornelius & Owen-DeSchryver, 2008). If, on the other hand, the goal is to ensure 
students have a complete and correct resource to use when reviewing their notes and 
studying for exams, then providing complete lecture notes may help students more 
(Kiewra et al., 2018). 
After Class Review and Revision of Class Notes 
Review of Notes After Class 
  44 
 
 
Instructors must teach students that class notes are a beginning to the learning 
process and not the end of learning. Boch and Piolat (2005) declared “note-takers are 
assumed to re-read their notes as many times as necessary for them to learn their content” 
(p. 104). In order to be an effective source for review, class notes need to be as complete 
and accurate as possible. If a student only captures 50% of the key lecture concepts, they 
only have half of the material with which to review (Williams & Eggert, 2002). Because 
students capture more information through the use of guided notes, the review process 
has added benefit.  
The benefits of review are increased when the process involves more focus and 
intent (Boch & Piolat, 2005; Eades & Moore, 2007; Williams & Eggert, 2002). 
Reviewing notes by simply rereading them is a passive endeavor employed by many 
students. Of the 56 students interviewed by King (1992) for a study examining different 
review techniques, 76% reported that rereading their notes was the only review technique 
they utilized. In addition to only passively engaging with their notes when reviewing, 
many students struggle to review their notes in a timely manner. Students often wait until 
several days after class before revisiting their notes. This delayed time frame makes it 
impossible for students to identify missing concepts and weakens the effect of note 
review (Chen, 2013; Cohen et al., 2013; Williams & Eggert, 2002). 
To determine the effect of after-class notes on students’ academic performance, 
Chen (2013) examined the class notes and after-class notes of 38 freshmen students 
enrolled in a general psychology course in southern Taiwan. Prior to the 4-week unit on 
Memory, the instructor created a 27-slide presentation. The students were given the 
presentation slides, printed with 3 slides per page, and encouraged to use the framework 
  45 
 
 
to take notes. After each class the researcher collected class notes, photocopied, and 
returned them. The notes were compared to a list of key concepts from each lecture 
developed by the instructor. In an attempt to determine how much students had altered 
their notes after class, the notes were collected and rescored at the end of each unit. 
Students’ after-class notes only contained an average of 4% more key concepts than in-
class notes (Chen, 2013).  
At the end of the study, students were asked to complete a questionnaire to 
determine their study methods (Chen, 2013). Students stated that they spent time 
reviewing and rewriting their class notes after class. Upon further investigation, Chen 
(2013) determined most students simply copied their class notes in a different location 
without making noteworthy edits or additions. The goal of the study was to determine 
whether in-class and after-class note quality could predict academic success. The quality 
of in-class notes was predictive of academic performance, F(2, 35) = 7.32, p < .01, R = 
.54, R2 = .30, 𝑅𝑎𝑑𝑗
2  = .26. Although the quality of combined in-class and after-class notes 
could also be used to predict academic performance, the correlation was weakened with 
the addition of the after-class notes and the predictive capability was lessened, F(4, 35) = 
3.54, p < .05, R = .55, R2 = .30, 𝑅𝑎𝑑𝑗
2  = .22. 
Note Revision Interventions 
Reviewing notes with the intention of identifying key concepts and drawing 
connections between concepts requires students to engage with the material. Luo et al. 
(2016) proposed that the note taking process involves three steps; students must take 
class notes, review their notes, and revise their notes in order to get the most benefit out 
of the process. The authors differentiated revision from review “in that the former process 
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strives to add information to existing notes, whereas the latter process strives to commit 
noted information to memory” (Luo et al., 2016, p. 47). Rewriting, revising, and 
restructuring notes elevates the practice of review to a constructive intervention and, 
based on the work by Chi and Wylie (2014), would provide more benefit to students.  
King (1992) considered three different note review strategies and attempted to 
determine which was most beneficial for students. The author conducted a study in which 
56 remedial reading students were randomly assigned to review their notes using either 
self-questioning, summarizing, or using no intervention. The self-questioning and 
summarizing groups were trained in proper use of the interventions. After the six training 
sessions, the students viewed a videotaped lecture and were tested on the content. One 
week later they were retested to determine their retention of the material. Self-questioners 
were trained to take a generic list of questions, make them applicable to the specific 
content of the lecture, and answer them. Summarizers were trained to connect ideas from 
throughout the lecture and to summarize the concepts using their own words. The control 
group was given no training. Although all of the students were trained individually, they 
shared their work in groups and collaborated with other students in their groups to 
improve their methodology. The initial training taught students in both of the intervention 
groups how to interact with material on a constructive level and then provided 
engagement on an interactive level to refine the skills.  
In a pretest, King (1992) found no statistically significant difference among the 
students in the three groups with respect to the strategies students used. After training, an 
ANCOVA showed a statistically significant difference among the three groups in the 
quality of their class notes, F(2, 52) = 10.84, p < .001, and in the performance of students 
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on the posttest, F(2, 52) = 3.49, p < .05. Tukey post-hoc comparisons showed students in 
the two treatment groups captured a higher percentage of key ideas from the lecture and 
scored statistically significantly higher on the posttest than the control group (p < .05). 
There was no statistically significant difference in performance found between students 
in the self-questioning and the summarizing groups for either measure. In the retention 
test, conducted one week after the study, an ANCOVA showed a statistically significant 
difference between the groups, F(2, 52) = 3.43, p < .05, and Tukey post-hoc testing 
showed the self-questioning group outperformed the note review group by a statistically 
significant margin (p < .05).  
For immediate recall of facts, both of the interventions improved the performance 
of students (King, 1992). Interestingly, the improvement was not limited to performance 
on a test but was also apparent in the quality of the notes taken during lecture by students 
in the self-questioning group. Following training, students in the self-questioning group 
recorded 14.2% of key ideas in the lecture whereas students in the summarizing and note 
taking groups recorded 12.4% and 12.2% respectively. The participants in this study were 
underprepared developmental students and the data reflect their inexperience. In an 
earlier study, King hypothesized that students trained in self-questioning would begin to 
employ the technique during lecture and would improve the quality of their notes through 
their use of the practice (as cited in King, 1992). Observation of the note-review students 
in the study during the time between the pretest and posttest showed that although all 
students reread their notes, fewer than 10% of the observed students practiced any more 
active review strategies, such as underlining or highlighting key concepts. This is 
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indicative of poor study strategies typical of inexperienced and underprepared students 
(King, 1992).  
Active learning techniques and interventions are able to increase student 
performance more than simple review (Chi, 2009). Cohen et al. (2013) investigated the 
effects of a note restructuring intervention on the scores of 79 psychology students’ first 
unit exam. Each week one-fifth of the class was assigned to restructure their notes 
according to directions provided by the instructor. The intervention in this study involved 
students submitting a typed copy of their restructured notes from class. Students were 
told their grade was based on the completeness, clarity, and organization of the final 
product. They were responsible with writing a short summary of the main point of the 
lecture and a longer explanation of how concepts from that day’s lecture related to 
another concept from the class.  
On the unit exam, students correctly answered 72% of questions based on 
material from the week they restructured their notes, compared to 61% on the material 
from the weeks in which they did not restructure their notes (Cohen et al., 2013). Because 
students were required to rewrite and type their notes, the intervention met the criteria of 
being active (Chi, 2009). The authors used an arcsine transformation to transform the 
dependent variable because it involved the proportion of correct answers. Cohen et al. 
(2013) found a statistically significant difference in the percentage of correct answers for 
students in the week they completed the intervention when compared to the weeks in 
which they did not, transformed t(78) = 4.87, p < .001, Cohen’s d = 1.10, untransformed 
t(78) = 3.79, p < .001. The magnitude of Cohen’s d indicated a large effect size whether 
the dependent variable was transformed or untransformed. In order to determine whether 
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the intervention aided stronger students disproportionately to weaker students, the authors 
considered the correlation of exam scores on the questions based on the lecture and those 
based on the readings. The belief was that stronger students would outperform their 
classmates on the reading-based topics. There was no linear or quadratic statistically 
significant correlation found, which indicated that all students were helped equally by the 
use of the intervention. 
In their study of 59 undergraduate educational psychology students, Luo et al. 
(2016) conducted two experiments to determine the effects of note revisions on student 
performance. In the first experiment, students listened to, and took notes from, a tape-
recorded lecture. At the end of the lecture they were given the opportunity to study the 
notes. One group was then asked to revise their notes while the other was asked to recopy 
their notes. Students completed a multiple-choice test that required them to answer fact-
based questions in addition to relationship questions. The authors chose to use 
independent t tests with a Bonferroni correction, which made the critical value for 
statistical significance equal to .125. There was no statistically significant difference in 
scores for the revision and recopy groups on the fact-based questions. On the relationship 
questions the revision group answered 45.9% of questions correctly and the recopy group 
answered 33.0% correctly. The difference was determined to not be statistically 
significant but there was a moderate effect size, which indicates there is a practical 
significance to the difference, t(57) = 2.06, p = .04, Hedges g = .53. An investigation of 
correlation indicated that revising and adding content to notes was statistically 
significantly correlated to improved performance on the fact questions (r = .310, p < .05, 
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r2 = .096) and the relationship questions (r = .494, p < .01, r2 = .244). The authors noted 
that additions to notes made during revisions are related to achievement. 
In an attempt to determine if there was a way to improve the revision effect, the 
researchers conducted a second experiment wherein they assigned students to revise 
lecture notes either during three separate 5-minute pauses during the lecture or for 15 
minutes at the completion of the lecture (Luo et al., 2016). Students were further divided 
by randomly assigning half of each group to perform their indicated revisions alone, and 
the other half to conduct the revisions with a partner. Participants were 72 undergraduate 
education majors, none of whom were participants in Experiment 1. Students listened to 
one of two lectures: one that ran uninterrupted from beginning to end, and one that 
paused at three approximately equivalent time intervals. 
The researchers conducted separate two-way MANOVAs in order to determine 
the impact of pauses and partners on note quality and achievement (Luo et al., 2016). 
Students in the pause groups captured statistically significantly more content in their 
original notes than those students in the non-pause group, F(1, 66) = 10.20, p = .002, η2 = 
.13. Students who worked with partners also captured statistically significantly more 
content in their original notes over those students who worked alone, F(1, 66) = 4.33, p = 
.04, η2 = .06. When working with partners, students in the pause group added a 
statistically significant amount of new content and extended content in their notes (p < 
.001). Students working alone added approximately the same amount of content to their 
notes whether the lecture was paused or not. Similarly, students who listened to the 
lecture without pauses added approximately the same amount of content to their notes 
whether they worked alone or with a partner.  
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Test scores were improved when students revised during pauses in instruction 
(Luo et al., 2016). Students in the pause group scored approximately 9% higher on the 
fact questions than the students in the non-pause groups, which was determined to be 
statistically significant, F(1, 68) = 5.1, p = .03, η2 = .07. Working with a partner did not 
produce a statistically significant improvement in achievement, but an investigation of 
performance in the fact questions for students working with a partner shows an 
improvement of 12% over those students working alone. Although the difference was not 
determined to be statistically significant, 12% represents a large practical difference. 
Students in the pause group had statistically significantly higher scores on the 
relationship questions, F(1, 68) = 14.6, p < .001, η2 = .18. There was no statistically 
significant result on the relationship questions for students working with a partner. 
Revising notes during intermittent pauses during class resulted in students improving the 
quality of their notes and improving performance on both fact and relationship questions. 
Although revising notes with a partner did not result in improved performance on the 
assessment, it did lead to more additional notes being created. The note revisions were 
determined to be both new notes and extensions of concepts students deemed to be 
incomplete in their notes. The improvements in the quality of student notes provide solid 
rationale for encouraging students to work with a partner to review and revise their notes 
and for instructors to provide regular breaks in the lecture to give students time to revise. 
Effective note taking should continue beyond the end of class. Students should be 
encouraged to review their class notes and ensure the content is complete and correct. 
This process will make class notes a more valuable tool and can improve performance on 
assessments (Bjork et al., 2013). The more students interact with their notes and are 
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provided with opportunities to revise and add to the content, the more students will 
benefit from the intervention (Luo et al., 2016). Effective and valuable reviewing and 
restructuring of class notes is a skill requiring practice to perfect. In the longitudinal 
studies that examined students during semester-long classes, very few of the students 
were willing to continue the prescribed intervention because of the time and energy 
necessary, which makes it more important that instructors teach students the value in note 
review and require students to edit their notes as a part of their daily success routine 
(Bonner & Holliday, 2006; Cohen et al., 2013).  
Metacognition 
 Providing students with a mechanism for improving the quality of their class 
notes, which will ensure a higher quality product to use for review, addresses one aspect 
of improving student performance. A second important consideration is helping students 
recognize what they do and do not understand, which is essential element of effective 
studying (Howard & Whitaker, 2011). In order to prioritize the time available to study for 
exams and to learn new concepts, students need to be self-aware enough to recognize 
those concepts with which they are struggling (Nordell, 2009). This self-awareness is 
referred to as metacognition and is a key factor to providing students with a realistic 
perspective of their preparation and abilities (Bol et al., 2015). Several researchers have 
determined that students struggle to correctly assess their level of preparation or their 
level of skill development, and both negatively impact their academic performance (Bol 
et al., 2015; Nordell, 2009).  
Schneider and Artelt (2010) defined metacognition as “people’s knowledge of 
their own information-processing skills, as well as knowledge about the nature of 
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cognitive tasks, and of strategies for coping with such tasks” (p. 149). Researchers 
consider two aspects of metacognition to be important for academic success: an 
understanding of what students know and the regulation of that understanding (Langdon 
et al., 2019). Metacognition is important because it contributes to memory development 
as well as an awareness of the feelings elicited during complex activities, such as 
problem solving (Schneider & Artelt, 2010). The learning of mathematics requires 
attention to procedure, factual understanding, and an ability to determine which of 
various strategies to implement in order to complete a problem (Langdon et al, 2019; 
Schneider & Artelt, 2010; Van der Stel et al., 2010). Metacognition is a skill that can be 
taught to students and can improve student performance, particularly for underprepared 
students who may lack the self-awareness needed to develop other essential college 
success skills (Bol et al., 2015; Langdon et al., 2019; Nordell, 2009). Improved 
metacognitive skills have been demonstrated to increase motivation, improve course 
performance, and help students determine more appropriate strategies for studying 
(Langdon et al., 2019; Schneider & Artelt, 2010). 
Students rely on their experiences and understanding when solving problems and 
answering questions. A better understanding of how problems are conceptualized can 
help students know when their solution strategy is effective, when solutions are 
reasonable, and when they need to learn a new skill in order to advance their factual 
understandings (Schneider & Artelt, 2010). Teaching metacognition to students provides 
an opportunity for them to reflect on past practices and a chance to modify those 
practices to improve results. Through this reflection students begin to note that the 
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consideration of ineffective practices plays as large a role in learning, as does the 
discovery of successful learning techniques (Hudesman et al., 2014).  
In an investigation of the benefits of metacognition training in teenage 
mathematics students in the Netherlands, Van der Stel et al. (2010) considered whether 
there was a relationship between metacognitive skillfulness and intelligence. Students 
with diverse educational goals were recruited to participate in the study that gauged the 
level of metacognition in a total of 59 students ranging in age from 13 to 15. Students 
were recruited from among second-year and third-year students at two diverse secondary 
educational institutions. Students began by taking a 100-minute intelligence test and then 
completed a 50-minute problem-solving session designed to measure the quality of their 
metacognition.  
The problems given to students during the problem-solving session were chosen 
to be representative of concepts taught to each age group (Van der Stel et al., 2010). 
During the initial 20-minute session, students were given several age-appropriate 
mathematics questions to consider. Because the researchers were interested in the thought 
process being used to solve the problems, students were given the answers and step-by-
step explanations for each problem. After spending 20 minutes working on the problem 
students returned all the material and were given 30 minutes to work through a set of 
parallel problems. Students were asked to think out loud as they answered the problems. 
The utterances of the students were judged for different levels of metacognition. 
The spoken thoughts of students were judged purely on the levels of 
metacognition being used (Van der Stel et al., 2010). As students expressed their thoughts 
out loud their utterances were coded based on the type of metacognitive activity it 
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reflected: (a) orientation, (b) planning and systematic orderliness, (c) evaluation, and (d) 
elaboration. The researchers considered the number of times the utterances for each 
category occurred to determine the frequency of each subcategory. Each utterance was 
also given a score on a 5-point scale based on the quality of the utterance and according 
to a rubric developed prior to the study. Student thoughts were rated on the quality of the 
utterance and not on the correctness of the process. Incorrect procedures that 
demonstrated high levels of metacognition would be highly rated.  
As students get older, the benefits and impacts of metacognitive skillfulness 
become more important for their performance in their academic success (Van der Stel et 
al., 2010). As the participants in this study got older there were increases in both 
intelligence and metacognitive skills. An investigation using MANOVA demonstrated a 
statistically significant age effect for students, F(4, 54) = 3.93, p < .01, η2 = .23. Between 
age 13 and 15 the impact of metacognitive skillfulness changed for the student 
participants. The researchers conducted MANOVAs on both the quantitative, F(4, 54) = 
13.84, p < .001, η2 = .51, and qualitative, F(4, 54) = 4.90, p < .005, η2 = .27, aspects of 
metacognition and both showed statistically significant effects with regards to age.  
As students got older, the relationship between mathematics performance and 
metacognition changed. Within the younger group of students, academic performance 
was impacted most by intellectual ability and a students’ metacognitive skill made 
limited contribution to their mathematics success (Van der Stel et al., 2010). There were 
statistically significant correlations for younger students between intellectual ability and 
mathematics performance (r = .79, p < .001, r2 = .624), and 33.6% of the variance in 
mathematics performance was due to intellectual ability. At the age of 15, though, the 
  56 
 
 
impact of the quality of metacognition (r = .78, p < .001, r2 = .608) outweighed 
intelligence (r = .46, p < .05, r2 = .212) in consideration of a students’ mathematics 
performance. As students age, improvements in metacognitive skills play a larger role in 
academic success. The various metacognitive skills considered by the researchers did not 
grow in quality at the same rate. The metacognitive skills needed during the completion 
of a task developed before those skills associated with the time before (orientation) or 
after the task (elaboration). Participants in the study did not receive instruction on 
metacognition prior to the study, which indicated that improvements in metacognition 
were due to maturation and natural development. This finding was not in line with similar 
studies but may indicate that improvements in metacognition require students to reach a 
level of intellectual maturity before they are possible. 
In an investigation into the impact of the teaching of metacognition strategies to 
college students, Nordell (2009) examined the impact of a one-hour advanced study skills 
workshop on exam grades of 348 students in an introductory biology course. The focus of 
the workshop was on helping students learn new study strategies, providing tools for 
effective self-assessment, and presenting information about learning styles. The 
presentation was designed to be interactive and to focus on providing students with new 
skills, rather than attempting to provide remediation. Workshops were offered 
immediately following the first exam. Performance on the second exam was then 
compared to the first exam for each student. Students were surveyed to determine their 
perceptions of the effectiveness of the study skill strategies presented in the workshop. 
The workshops were designed to help students determine the effectiveness of the 
study strategies they used in preparing for the first exam (Nordell, 2009). The goal of this 
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exercise was to draw students’ attention to the most prevalent study technique of looking 
over their class notes. Students were then shown through several activities how their 
preferred study technique leads to, at best, a superficial understanding of the concepts. 
Once students better understood the deficiencies in their study techniques, they were 
provided with multiple options for more active engagement with course content, 
techniques for taking better notes, and more proven study strategies. Although the 
workshops presented students with techniques to improve their success, the primary goal 
was to help students better identify the weaknesses within their current strategy and to 
determine which new techniques would improve performance. 
Participation in the workshops was optional following the first exam, and students 
could opt to attend one of four identical workshops (Nordell, 2009). Approximately 20% 
of the students enrolled in the two sections of the introductory biology course attended 
the workshops. The participants primarily came from the group of students who earned a 
B or higher on the first exam. Students who attended the optional workshop scored 
statistically significantly higher on the second exam than those who chose not to attend (p 
< .001). Students who attended the workshop were among the highest performers on the 
first exam so the improved performance relative to those students who chose not to attend 
is not unexpected. The students who attended the workshop earned, on average, one-half 
letter grade higher on the second exam, which represented both statistical and practical 
significance.  
At the end of the semester, students were asked to complete a survey regarding 
their perception of studying and how they modified their academic success strategies 
following the workshop and throughout the semester (Nordell, 2009). Of particular 
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interest was the change in behavior noted by students with regards to their preparation for 
class. A majority of students changed the way they prepared for class and the note taking 
strategies they employed (56.2%). As the majority of students who attended the 
workshop were among the highest performing on the exam, further investigation into 
how to help those students who fared poorly on the exam but may need to improve their 
metacognition may be valuable. 
The workshops presented by Nordell (2009) provided insights into methods for 
improving metacognition in students. One strength of the workshops was the 
demonstration for students of how poorly they explain topics they believe they know very 
well. For example, Nordell (2009) asked students to describe the Mona Lisa in as much 
detail as possible. Despite their belief that they could describe the painting in great detail, 
students struggled to give more than cursory details. The first step to making workshops 
valuable to students is to assuage their beliefs in the strengths of their customary practices 
and help them to see they need to make changes. After discussion relating the exercise to 
their study habits, students recognized that they could frequently identify where in their 
notes the information was located but were unable to visualize the details needed to 
answer questions. During the presentations students were shown how a skill they learned 
through active engagement and practice, such as learning the multiplication tables, 
became well understood. Finally, students were shown how little they recalled from a 
recent lesson in the introductory biology course. The object lesson of the shallow nature 
of their understanding of concepts they believe they know, paired with the reminder of 
how they learned something they have retained for years, is a strong methodology for 
providing students with an impetus to change their study strategies. 
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Once students were prepared to listen and absorb new ideas, they were presented 
with new study strategies that encouraged metacognition (Nordell, 2009). One of the 
strategies students were shown was to prepare for class each day by reading the textbook 
and looking for new terminology. Students were instructed to write out the definitions, 
which provided the benefit of encouraging engagement with new terms prior to class and 
prepared them to better follow the lecture. Additionally, students were shown how active 
reading of the text prior to class could improve their ability to understand the text, help 
them create an outline of key concepts, and help them create connections between 
concepts. Students were told about the importance of taking thorough notes during class 
but were not taught strategies for improving the depth and completeness of their notes. 
After class, students were encouraged to reengage with the course content by using their 
textbook to review their class notes and correct any parts that were incomplete or 
incorrect. Finally, students were shown how to create concept maps in order to improve 
the depth of their understanding and their ability to connect concepts from within a lesson 
and between lessons. 
In an attempt to determine the extent to which training students to better self-
regulate their learning would improve their performance in a developmental mathematics 
class, Zimmerman et al. (2011) attempted to train students to use self-reflection to 
consider their errors and to respond to academic feedback. The participants in the study 
were 496 students from a large public technological college offering both associates and 
baccalaureate degrees. Students were randomly assigned to one of two groups, an 
experimental classroom, in which they were taught self-regulation techniques and their 
self-regulation was regularly assessed, or a control classroom, in which they were taught 
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through traditional methods. Students were enrolled in one of six developmental sections 
or twelve introductory college-level classes. Three developmental and six transfer-level 
sections, which were taught by a total of four instructors, were designated as 
experimental classrooms and equal numbers of each, taught by nine different instructors, 
were designated as control classrooms. 
Teaching in the experimental classrooms required instructors to collaborate 
throughout the semester (Zimmerman et al., 2011). During pre-semester meetings 
instructors were taught about self-regulated learning and how to effectively implement 
self-reflection worksheets to help students learn from in-depth correction of errors. A 
primary focus of this study was to teach students how to use the feedback they received 
through identified errors to change their approach to problems and to have students 
practice discussing their use of mathematical strategies or solution methodologies. 
Students took a quiz during every second or third class so they could receive consistent 
feedback and could be more practiced at diagnosing their errors and making corrections. 
Following each assessment, students were able to complete a self-reflection requiring 
them to examine why they made mistakes and how they might change their thought 
process to avoid similar mistakes in the future. Rather than only correcting the problem 
from the assessment, students were also required to solve a similar problem and were 
encouraged to seek help if they could not correct their errors. 
Instructors were responsible for teaching self-regulation techniques during class 
and investigators observed each class session to determine the extent to which strategies 
were being taught in the class (Zimmerman et al., 2011). Students in all sections were 
given three tests during the semester and were asked prior to answering each question to 
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rate their confidence, on a 5-point scale, about correctly answering the question. After 
answering each question, students were asked to use the same 5-point scale to rank their 
confidence that they had answered the question correctly. In addition to taking common 
periodic tests, students took a common cumulative final exam at the end of the semester. 
Students were placed in developmental classes because they had not reached a 
benchmark score on the COMPASS test. After the completion of the developmental 
course, students had to retake the COMPASS test in an attempt to meet the benchmark 
score and be permitted to move into a college-level course. 
Students in the self-regulation classes saw an increase in their academic 
performance (Zimmerman et al., 2011). For those students in the developmental course, 
students in the self-regulation sections scored statistically significantly higher than the 
control group on the three periodic exams, as determined by a MANCOVA. Post-hoc 
testing showed no statistically significant difference between the experiment and control 
groups on the first exam, but that students in the self-regulation sections scored 
statistically significantly higher on the second exam (p = .03, Cohen’s d = .39), the third 
exam (p = .03, Cohen’s d = .55), and the final exam (p = .02, Cohen’s d = .50). As with 
the students in the developmental class, a MANCOVA demonstrated that students in the 
introductory college-level course experiment group scored statistically significantly better 
on the exams than those in the traditional sections. Post-hoc univariate F tests showed 
statistically significantly higher exam scores for those in the self-regulation sections on 
the first exam (p = .01, Cohen’s d = .39), second exam (p = .01, Cohen’s d = .39), third 
exam (p = .01, Cohen’s d = .39), and the final exam (p = .01, Cohen’s d = .47). 
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One difference between the approach to teaching in the experiment and control 
groups was the implementation of frequent quizzing and subsequent error analysis 
conducted by students (Zimmerman et al., 2011). The researchers hypothesized that the 
increase in performance and pass rate may have been due to the regular quizzes and a 
testing effect. In consideration of this possibility, the researchers examined the self-
regulation form completed by students in the experiment group and compared those 
students who completed more corrections than the median number to those who 
completed fewer. This examination showed a statistically significant difference in 
performance, F(3, 57) = 3.79, p < .02, η2 = .17, which indicated that the self-regulation 
activities were the reason for the difference rather than the use of frequent quizzing.  
In addition to students in the self-regulation classes outperforming those in the 
traditional sections, there were differences seen in the percentage of students who 
successfully completed each course (Zimmerman et al., 2011). Moving students out of 
the developmental sequence and into college-level coursework is essential for assuring 
that they are moving along a path towards degree completion. Students in the self-
regulation classes successfully completed the developmental course at a statistically 
significantly higher rate than students in the traditional section (68% vs 49%), χ2(1, N = 
135) = 5.24, p < .05, φ = .19. Students in the developmental course were required to 
retake the COMPASS test, and those in the self-regulation class passed at a statistically 
significantly greater rate than those in the conventional sections (64% vs 39%), χ2(1, N  = 
135) = 8.13, p < .01, φ = .15. Similarly, students in the college-level course who were 
enrolled in the self-regulation sections passed the class at a rate of 76%, which was 
determined to be a statistically significantly higher rate than the 62% pass rate for 
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students in the traditional section, χ2(1, N = 135) = 7.70, p < .01, φ = .24. Providing 
students with a mechanism for improving their metacognition, through a process of self-
reflection, definitively impacted pass rates for both courses. 
There were results from the experiment that were contrary to the hypotheses of 
the researchers, who believed that students who participated in the experimental group 
would have higher scores on the measures of self-regulation and self-efficacy. 
Surprisingly, there was no statistically significant difference between how students in the 
experiment and control groups scored on either measure (Zimmerman et al., 2011). The 
researchers attributed this result to low- performing students consistently overestimating 
their belief in themselves. In order to determine whether the students consistently 
overestimated their abilities due to a personal bias, the authors made corrections to self-
efficacy and self-regulation scores based on whether answers were correct or incorrect 
and then tested to determine whether there were statistically significant differences in 
overconfidence between students in the experiment and control groups. Students in the 
developmental self-regulation classes demonstrated statistically significantly less 
overconfidence in their measures of self-efficacy prior to answering questions, F(1, 134) 
= 6.65, p < .01, Cohen’s d = -.52, and less overconfidence in their beliefs after answering 
questions, F(1, 134) = 16.08, p < .01, Cohen’s d = -.69. Similarly, students in the 
introductory experimental group showed statistically significantly less overestimation of 
their ability prior to answering questions, F(1, 340) = 13.71, p < .01, Cohen’s d = -.39, 
and in the belief of the correctness of their responses, F(1, 344) = 16.64, p < .01, Cohen’s 
d = -.43.  
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Although students in the experimental group did not demonstrate statistically 
significantly higher levels of self-regulation, there were relationships evident between 
levels of self-regulation and academic performance (Zimmerman et al., 2011). For 
students in all developmental sections there were statistically significant correlations 
between self-efficacy mean scores and mean scores on the course exams (r = .50, p < 
.001, r2 = .25) and on the final exam (r = .41, p < .001, r2 = .168). There was also a 
statistically significant correlation between self-evaluation scores and scores on the 
periodic exams (r = .49, p < .001, r2 = .240) and on the final exam (r = .38, p < .001, r2 = 
.144). For students in the introductory course, the same statistically significant 
relationships were evident between self-efficacy scores and mean scores on the periodic 
exams (r = .39, p < .001, r2 = .152) and on the final exam (r = .31, p < .001, r2 = .096) as 
well as between self-evaluation scores and mean scores on the periodic (r = .39, p < .01, 
r2 = .152) and final (r = .34, p < .01, r2 = .116) exams.  
In considering how the explicit teaching of metacognition strategies impacted the 
academic performance of undergraduate anatomy and physiology students, Langdon et al. 
(2019) introduced opportunities for reflection and collaborative learning to a large course 
traditionally taught through lecture. The researchers hypothesized that the introduction of 
teaching that addressed metacognition would result in improved levels of understanding, 
use of learning strategies, and academic performance. Participants were selected from 
three sections of anatomy and physiology, which had a total enrollment of approximately 
450 students. Each section was randomly assigned one of three interventions: (a) 
reflection practice group, (b) passive knowledge reflection group, or (c) collaborative 
learning group. Only those students who successfully completed the intervention and 
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answered all questions of both surveys were considered in the final evaluation of data, 
which led to the final group of 129 participants. 
The researchers gathered information from the students using a survey during the 
second week of the semester and a second survey, which was given following the second 
exam (Langdon et al., 2019). The survey consisted of questions intended to gather 
demographic data and the Metacognition Awareness Inventory (MAI), which is a 52-item 
questionnaire intended to assess students’ understanding and regulation of cognition. The 
MAI survey consisted of statements about metacognitive strategies with which students 
either agreed or disagreed. In addition to the two surveys, grades on the first and second 
exams and the final exam were collected. Each of the tests were different and covered 
material from different portions of the course. 
Each of the interventions were conducted on the second class meeting after the 
first exam and each intervention session lasted 50 minutes (Langdon et al., 2019). 
Students in the section assigned to the reflection practice group were provided with 
questions asking them to reflect on their preparation for the first exam. The 
questionnaires were collected by the instructor but were not graded or evaluated for the 
purpose of this study. Students in the passive knowledge acquisition group watched five 
videos designed to address concepts of metacognition and to inform students how to get 
the most out of studying. Participants in the collaborative learning group were divided 
into groups of three or four and were given an assignment relevant to the topics of the 
course and were asked to complete the assignment as a group. Following the activity, one 
member of each group was randomly selected to take a low-stakes quiz, with the grade 
being assigned to all members of the group. 
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The questions of the MAI were disaggregated based on the type of metacognition 
each question addressed: procedural knowledge, declarative knowledge, or conditional 
knowledge (Langdon et al., 2019). Results of the preliminary survey, given before the 
intervention, were compared to the results of the survey given after the second exam. 
With regards to knowledge of cognition, there was a statistically significant interaction 
between time and group, F(2, 126) = 5.17, p = .0007, η2 = .076, with students in the 
reflection practice group seeing a statistically significant increase in their mean scores, 
students in the passive acquisition group seeing a statistically significant decrease in 
mean scores, and the students in the collaborative learning group seeing no statistically 
significant change in mean scores. There were no statistically significant changes in 
grades between exam 1 and exam 2 and no statistically significant difference in the 
distribution of final grades between the three intervention groups. There was a weak 
correlation between regulation of cognition at the time of the second test and scores on 
the second exam (r = .28, p = .01, r2 = .078). 
The researchers hypothesized that the impact of the interventions was not 
statistically significant for several reasons (Langdon et al., 2019). First, the participants 
were in highly competitive majors and had high self-reported GPAs. Second, the 
implementation of the interventions in one class session may not have provided students 
with enough opportunity to effectively engage with the content. Students in the passive 
acquisition group watched the five videos sequentially with no time for questions or 
follow-up discussion. Third, the content addressed in exam 1 covered introductory 
material, which may have inflated the exam 1 grades, whereas exam 2 covered more 
complicated content. The authors did not indicate what historical data may be available 
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regarding student performance on these exams and which may provide greater insight 
into the relative differences in scores. Students who engaged in exam wrapping, which is 
the intervention that asked students to consider their cognition most overtly, did 
demonstrate statistically significant increases in all types of cognition. This increase may 
indicate that students would benefit from more explicit training in cognition and study 
strategies. 
Students in all three groups failed to see any statistically significant changes in the 
regulation of their cognition (Langdon et al., 2019). The authors hypothesized this may 
be due to the increasingly high percentage of freshmen taking the course for the first 
time. As the proportion of young students who have not been introduced to metacognition 
previously increases, the need for more explicit instruction becomes more important. The 
subtlety with which metacognition was introduced in this study may have led to the lack 
of change in regulation strategies. Additionally, introducing the interventions in a single 
50-minute timeframe may have been overwhelming for young students who would have 
benefitted from the same content broken up over several class sessions. The researchers 
indicated that future research should be conducted to determine the benefits of blending 
the different interventions, rather than only showing one to each group, and should be 
introduced in shorter, more frequent time periods. Providing students with an opportunity 
to build on the active engagement found in the reflection practice intervention and the 
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Traditional lectures are passive events for students, who sit and listen while the 
professor provides information (Mesa et al., 2014; Riley & Ward, 2017; Wiggins et al., 
2017). Because of the benefits of active learning, there is a desire among those who 
oversee higher education to increase the amount of active learning in the classroom 
(Conference Board of the Mathematical Sciences [CBMS], 2016; Freeman et al., 2014). 
The CBMS (2016) defines active learning as “classroom practices that engage students in 
activities, such as reading, writing, discussion, or problem solving, that promote higher-
order thinking” (para. 1). More simply, active learning is defined by Bonwell and Eisen 
as “anything that involves students doing things and thinking about the things they are 
doing” (as cited in Riley & Ward, 2017, p. 1).  
In a meta-analysis of 225 studies of active learning in undergraduate science, 
technology, engineering, and mathematics classrooms, Freeman et al. (2014) determined 
active learning increased student performance on assessments by approximately 6%. 
Students taking courses that were taught using lecture were 1.5 times more likely to fail 
than students in classes using active learning techniques (Freeman et al., 2014). Courses 
with active learning had failure rates of 21.8% whereas courses using passive learning 
techniques had failure rates of 33.8%. This is an increase in failure rates of 55% for 
courses in which the primary instructional method is lecture. The researchers found that 
the benefits of active learning were apparent for all STEM disciplines and courses, 
whether the students were STEM majors or non-majors, or whether the courses were 
introductory or upper division courses.  
Active engagement during class is more beneficial to students than sitting 
passively during lecture and listening. To determine the impact of this learning method 
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on student performance, Riley and Ward (2017) compared performance of students 
enrolled in an undergraduate accounting information systems course on an examination 
when they learned the material through either a passive lecture, an individual active 
engagement, or a cooperative active learning condition. The research study was 
conducted over three semesters. The five sections of the course were taught by the same 
instructor to reduce the impact of confounding variables such as teaching style or course 
policies on student performance. Each semester, the sections taught were assigned one of 
three learning conditions for the lesson covering four risk and control frameworks that 
are commonly studied in accounting and information security and technology. The three 
learning conditions were: (a) passive learning through lecture, (b) active individual 
learning, and (c) active cooperative learning. The first semester, a total of 67 students in 
two sections of the course were assigned to learn the material through the active 
individual learning condition. The second semester, a total of 47 students in one section 
were assigned to learn the material using the active cooperative learning condition. The 
third semester, a total of 77 students in two sections learned the material through lecture. 
The material being taught for the research study was covered two weeks prior to the final 
exam and was assessed through the answering of nine multiple-choice questions on the 
final exam.  
Students in each learning condition were presented with a table to be completed 
during class time (Riley & Ward, 2017). Those in the passive lecture sections heard the 
material during lecture and were provided with the completed table at the end of class. 
Those students in the active sections were provided with a blank table and were told to 
spend the remainder of class time researching the frameworks and completing the table, 
  70 
 
 
either alone for those in the sections assigned to work as individuals or in groups of no 
more than three students for those assigned to the collaborative condition. Students in the 
active learning conditions were presented with the opportunity to complete a voluntary, 
anonymous questionnaire for which they would earn five bonus points.  
Students in the active learning conditions outperformed those in the passive 
condition (Riley & Ward, 2017). Students in the individual active learning condition 
performed statistically significantly better than those in the passive lecture condition, 
t(76) = -3.77, p < .001. Scores of the students in the individual active learning condition 
(M = 74.79%) were higher than those in the collaborative active learning condition (M = 
69.0%), although the difference was not statistically significant, t(66) = 1.59, p = .11. 
Similarly, students in the collaborative active learning condition (M = 69.0%) outscored 
those in the passive lecture condition (M = 63.0%), but the difference was not statistically 
significant, t(46) = -1.53, p = .13. Although the differences between the collaborative 
active learning and passive learning conditions was not statistically significant, there was 
a difference in means between the two groups of approximately six points, which is 
greater than half of one letter grade, and may provide students with a grade increase that 
improves their academic performance. 
Students in the two active learning condition groups were asked to complete a 
voluntary questionnaire to provide some qualitative data regarding their experience 
(Riley & Ward, 2017). Students in both active learning condition groups commented that 
they found the assignment helpful in seeing the interconnected nature of the concepts. Of 
those students who completed the questionnaire, statistically significantly more students 
in the individual condition, χ2(2, N = 66) = 28.09, p < .001, and the collaborative 
  71 
 
 
condition, χ2(2, N = 46) = 18.57, p < .001, viewed the assignment in a favorable light 
compared to those who listened to the traditional lecture. Students in the collaborative 
active learning condition commented that they felt the group nature of the assignment 
was a hindrance in that they divided the work and felt most confident with the portion of 
the assignment they completed for themselves, but not that completed by the other 
members of their group. A statistically significant number of students in both the 
individual, χ2(2, N = 65) = 76.92, p < .001, and collaborative, χ2(2, N = 47) = 32.21, p < 
.001, conditions felt the assignment positively impacted their understanding and 
preparation for the exam. Finally, students in both groups, 𝜒𝑖𝑛𝑑
2 (2, N = 66) = 45.36, p < 
.001 and 𝜒𝑐𝑜𝑙𝑙
2  (2, N = 46) = 34.22, p < .001, stated the assignment was an effective way 
to learn the material. 
ICAP framework 
Classroom activities have historically been classified as either passive or active 
learning engagements (Menekse et al., 2013). Chi (2009) attempted to divide learning 
activities that could be considered to be active into three subcategories of active, 
constructive, or interactive based on the observable manner in which learning occurred. 
The ICAP theoretical framework (See Figure 1 for a visual representation of the ICAP 
framework) states that as the characteristics of an activity progresses from passive to 
active to constructive to interactive, students become more engaged with the content, and 
learning improves (Chi & Wylie, 2014). Different behaviors require students to interact 
with content at different levels, which results in differences in the amount and type of 
learning that occurs (Chi & Wylie, 2014). 
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Chi (2009) defined the three categories of active learning based on the type of 
overt interaction students undertake when engaging with the material. Active learning is 
characterized by focused movement or behavior, such as taking verbatim notes, 
highlighting text in a passage, or copying solution steps. Constructive learning requires 
the generation of output that extends what was provided in the lesson, which can be 
demonstrated through explaining how to solve a problem, generating questions that 
connect new content with old, or developing concept maps. Interactive learning involves 
the exchange of ideas between multiple people, each of whom are engaging with material 
at a constructive level. Developing questions about lesson content and then answering 
them in pairs or in small groups is an example of interactive engagement. One qualifier 
for the classification of activities is that determinations of the class of activity must be 
made based on the observable, or overt, elements of the engagement (Chi, 2009). 
Although it is possible students are thinking about material using a higher level of 
engagement, classification of activities that cannot be observed is not possible. 
 
Figure 1. Illustration of the ICAP theoretical framework. 
To demonstrate the relevance of the ICAP theoretical framework for classroom 
learning, Chi and Wylie (2014) examined multiple studies that investigated learning 
activities designed to help students with note taking, concept mapping, or self-explaining. 
The authors considered the results of each study and used the ICAP framework to provide 
a rationale for the differences in learning noted in each. Within the studies examined, the 
PassiveActiveConstructiveInteractive
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ICAP framework effectively predicted which activity would lead to higher performance 
based on the type of engagement undertaken by students. Using the ICAP framework, 
Chi and Wylie (2014) were able to explain why one activity improved student 
performance more than another and were able to provide a reason why there was no 
statistically significant difference in performance in other studies.  
Beyond allowing for differentiation of activities and benefits in instructional 
design that could be an effective use of the ICAP framework, Chi and Wylie (2014) 
hypothesized that the framework may have further usefulness as a diagnostic tool. When 
considering studies that compared two learning activities, the researchers were able to use 
the ICAP framework to describe why the expected results of the researchers were not 
found, or why results were not as profound as expected. For example, the ICAP 
framework can be used to explain why the comparison of an active treatment engagement 
with a passive control did not show as profound of an effect as the comparison of a 
constructive treatment engagement with a passive control (Chi & Wylie, 2014). The 
ICAP framework can also be used to explain why no statistically significant difference is 
found between two different engagements that are measured at the same level of active 
learning. Thus, care should be taken to consider the category of a treatment activity, the 
category of the control activity, and whether students were able to carry out both 
activities according to the instructions.  
Chi and Wylie (2014) examined studies that compared learning activities in which 
engagements were classified across two, three, or four levels of the ICAP theoretical 
framework. In an attempt to validate the ICAP framework, the authors considered studies 
that compared activities across all four levels of engagement, two studies that compared 
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three of the levels of engagement, and multiple studies addressing pairwise comparisons 
of engagements within the topics of note taking, concept mapping, and self-explaining. In 
the study by Menekse et al. (2013), in which one experiment compared all four levels of 
engagement and one compared active, constructive, and interactive activities, the ICAP 
framework was supported and learning improved for each successive level. The 
investigation of studies comparing two engagements with regards to notetaking also 
confirmed the ICAP framework (Chi & Wylie, 2014). The hierarchical comparisons 
confirmed the author’s expectations and, interestingly, two studies comparing student 
performance following the completion of different active engagements demonstrated no 
statistically significant differences, which further confirmed the diagnostic legitimacy of 
the ICAP framework.  
Menekse et al. (2013) conducted two studies to test the validity of the ICAP 
framework through the comparison of learning engagements that were passive, active, 
constructive, and interactive. In the first study, the researchers tested the ICAP hypothesis 
in an engineering classroom. The authors chose not to include a passive activity because 
these were students in a real classroom, choosing instead to compare the results of active, 
constructive, and interactive engagements. In the second study, the authors recruited 
engineering students to participate in a laboratory setting in which all four levels of 
engagement were tested.  
In testing the ICAP hypothesis with students in a real classroom setting, students 
in an undergraduate engineering course volunteered to stay after class for 20 minutes on 
five different days during the semester (Menekse et al., 2013). Because participation was 
voluntary, students’ grades were not impacted by their participation. To determine how 
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learning historically occurred in the introductory materials science course, one of the 
researchers attended every class meeting in the semester prior to the research study. 
Nineteen student engagements were observed and were classified as active, constructive, 
or interactive based on the classification system developed by Chi (2009). The 
researchers conducted the experiment in two phases. In the first phase, students spent 
time in one class session completing an active engagement and spent time during a 
second class session completing an interactive activity. The topics covered in each phase 
were from the same unit of the course. In the second phase, students spent one class 
completing activities categorized at each level of engagement: active, constructive, and 
interactive. To ensure that activities were properly conducted at the interactive level of 
engagement, the researchers developed prompts for the student group leaders to use. 
The researchers expressed concern that learning from the completion of 
homework would confound the results of assessment (Menekse et al., 2013). To prevent 
this, student learning was assessed immediately after class on the day lessons were 
taught. After class each day, students were given a quiz consisting of two multiple choice 
and two open-ended questions designed to determine how much they had learned and 
understood the material. The open-ended questions were scored using a rubric and a 4-
point scale. Quiz questions were further classified as verbatim, integration, or inference 
questions depending on the depth of understanding being assessed by each question. In 
order to compare the results using ANOVA testing, and because each quiz was based on 
different content, the two days of Phase 1 of the study were compared and the three days 
of Phase 2 were compared. There was no comparison conducted for content between the 
two phases. 
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The results of this study showed statistically significant differences in learning 
(Menekse et al., 2013). A one-way ANOVA of the Phase 1 results showed statistically 
significantly greater learning occurred following interactive engagement when compared 
to active learning, F(1, 38) = 28.69, p < .01,  multivariate η2 = .43. The amount of 
learning that occurred following interactive engagements was statistically significantly 
improved relative to the learning that occurred following an active engagement as 
measured by verbatim questions, F(1, 38) = 11.40, p < .01, multivariate η2 = .23, 
integration questions, F(1, 38) = 6.02, p < .05, multivariate η2 = .14, and inference 
questions, F(1, 38) = 23.57, p < .01, multivariate η2 = .38.  
A one-way ANOVA of the Phase 2 results also showed a statistically significant 
impact based on the type of learning engagement, F(2, 34) = 5.40, p < .01, multivariate η2 
= .24 (Menekse et al., 2013). Post-hoc testing showed statistically significant differences 
between active and constructive learning (p < .05, Cohen’s d = .63) and between active 
and interactive learning (p < .05, Cohen’s d = .48). There was no statistically significant 
difference between constructive and interactive learning. Three separate one-way 
ANOVAs were conducted and showed statistically significant results for verbatim 
questions, F(2, 34) = 8.65, p < .01, multivariate η2 = .34, integration questions, F(2, 34) = 
8.55, p < .01, multivariate η2 = .34, and inference questions, F(2, 34) = 5.28, p < .01, 
multivariate η2 = .24. Post-hoc Tukey testing showed the constructive learning produced 
statistically significantly better results than the active learning on both verbatim and 
integration questions, and statistically significantly better results than interactive learning 
for integration questions. For the inference questions, interactive learning produced 
statistically significantly better results than either active or constructive learning. With 
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the exception of the result from Phase 2 integration questions, the result of this study 
confirmed the ICAP theoretical hypothesis. 
In a second related study, the researchers moved out of the classroom and into the 
lab, which allowed for better control of confounding variables (Menekse et al., 2013). 
The participants in the second study were 120 undergraduate engineering students who 
were randomly placed into one of four groups to test the effectiveness of the four levels 
of learning engagements. Participants were given both a pretest and posttest, each of 
which consisted of 15 true-false questions, seven multiple-choice questions, and two 
open-ended questions. The posttest included one additional true-false question, four 
additional multiple-choice, and one additional open-ended question. The content for the 
lesson was the same for each of the four groups. The passive group read an 8-page lesson 
out loud but were not being allowed to take notes or highlight any content. The active 
group read the same passage and were instructed to highlight the most critical ideas. The 
constructive group did not read the passage but studied graphs and figures the 
summarized the same content, and then provided written answers to questions addressing 
the content. Students in the interactive group considered the same graphs and figures as 
those in the constructive group but worked in pairs and worked collaboratively to 
complete the questions. 
Students were randomly assigned to one of the four groups, with 24 students in 
each of the passive, active, and constructive groups, and 24 pairs of students in the 
interactive group (Menekse et al., 2013). Each participant was shown the same 2-page 
introduction written by the researchers and then completed the pretest, the learning 
activity assigned to their group, and the posttest. The total time commitment for 
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participants was 90 minutes. True-false and multiple-choice questions were marked as 
either correct or incorrect. The open-ended questions were scored using a rubric and were 
marked as fully correct, partially correct, or incorrect. 
Students’ scores on the pretest and the gain in scores from the pretest to the 
posttest were compared between the four groups. The researchers conducted a one-way 
ANOVA that revealed no statistically significant difference between groups on the 
pretest (Menekse et al., 2013). Because of the change in the maximum score between the 
pretest and posttest, as a result of the additional questions, the researchers considered the 
percentage of gain when looking at posttest results. A one-way ANOVA showed a 
statistically significant result, F(3, 116) = 25.34, p < .001, η2 = .40, across all conditions 
and post-hoc testing using a Bonferroni correction showed statistically significant results 
between all of the individual engagements comparing a level of engagement against the 
levels considered to be a lower level of engagement. Interactive engagements showed 
statistically significant improvement in gain scores over passive (p < .001, Cohen’s d = 
1.88), active (p < .001, Cohen’s d = 1.42), and constructive (p = .003, Cohen’s d = 0.64) 
engagements. Constructive learning demonstrated statistically significant improvements 
in gain scores over passive (p < .001, Cohen’s d = 1.04) and active (p = .035, Cohen’s d = 
0.54) activities. Active learning showed statistically significant improvements in gain 
scores over passive (p = .023, Cohen’s d = 0.65) learning. The researchers were able to 
confirm the hypothesis that student performance would increase more as learning moved 
from passive to active to constructive to interactive levels of engagement. Interestingly, 
students in the constructive and interactive engagements, who were never presented with 
the core content provided to students in the passive and active groups, demonstrated 
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greater learning through the development of their own understanding through answering 
guided questions.  
There are a limited number of studies investigating the extent to which interactive 
engagements lead to improved performance when compared to constructive activities. In 
an attempt to confirm the ICAP framework, Wiggins et al. (2017) investigated the 
difference in student learning associated with interactive and constructive learning in a 
STEM classroom. Participants in this quasi-experiment were 759 students in an 
introductory biology class at a public university in the United States. Students self-
selected into one of two large-lecture sections of the same course taught by the same 
instructor, which allowed for a relatively controlled environment in which instructional 
topics, pedagogical methods, pacing, and assessment were relatively uniform between the 
sections.  
Activities were selected based around topics that are common in introductory 
biology curricula and could be created to be classified as either interactive or constructive 
using the ICAP classification criteria (Wiggins et al., 2017). On four different dates 
during the semester, one section of students completed an interactive engagement and the 
other section completed a constructive activity. Each section completed two interactive 
and two constructive activities. The researchers were careful to create activities that 
provided students with the same content and that differences in the two sections were 
limited to the script used by the instructor, which presented the instructions for the 
activity, and the structuring of the group activities. Both engagements used group work to 
protect against the potential confounds that may have occurred if only the interactive 
activities utilized group work. 
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The design of the research activities and the development of assessment tools was 
conducted over several semesters, which provided the researchers an opportunity to 
refine activities based on results and student feedback prior to conducting the experiment 
(Wiggins et al., 2017). Student understanding was measured using a pretest and posttest 
design with multiple-choice questions intended to determine student’s understanding 
through the asking of questions requiring higher-order cognitive skills as ranked by 
Bloom’s taxonomy. In-class observations were conducted at two times during each 
experiment day in order to determine the extent to which the protocols for the 
assignments were followed and data were gathered to quantify the number of student-to-
student interactions occurring during each observation. Investigators were particularly 
concerned that engagements between students were interactive, which requires both 
students to be interacting at a constructive level of activity. Data from one of the four 
quasi-experiment dates needed to be removed from the study because errors in the 
established procedures resulted in student confusion. 
The data indicated that the volume of student interaction and student performance 
were increased by the interactive engagements (Wiggins et al., 2017). During 
observations of student group work, researchers determined that statistically significantly 
more student interaction occurred during the interactive engagement (observation 1, p < 
.001; observation 2, p = .01). Students were 25% more likely to correctly answer at least 
one more question on the posttest following the interactive engagement than after the 
constructive activities (p = .01). Further, there was no statistically significant difference 
in performance for any of the demographic groups investigated, which indicated that 
benefits can be seen for all students regardless of socioeconomic status, gender, or race. 
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The authors recognized the subtle impact on student performance evidenced with 
interactive learning and acknowledged the difficulty in designing and implementing 
successful interactive engagements. The intermittent use of interactive engagements in 
this course may have contributed to the small change seen in posttest results. The 
researchers indicated the benefits of interactive engagement may be cumulative and 
would result in more definitive improvements in student performance if consistent 
interactive learning was implemented throughout the semester. 
Note Taking as an Active Learning Strategy 
Based on the definition of active learning, note taking and the review and editing 
of class notes should be considered to be active endeavors (Chi & Wylie, 2014). Because 
students do not transcribe a lesson in their class notes, but must actively listen, filter the 
lecture for the most important content, and quickly summarize the content in their own 
words, note taking is an activity that engages students in higher level thought (Al-
Musalli, 2015; Boch & Piolat, 2005). In recognition of the incomplete and often incorrect 
nature of class notes, students need to review and edit their notes following a lesson and 
prior to preparing for an exam. Students should be encouraged to engage with their class 
notes in a manner that is active, constructive, or interactive based on the ICAP 
framework. If engagement with note taking material can be elicited from students 
through the creation of more active interventions prior to exams, there should be a benefit 
to student learning.  
Many developmental students do not appreciate the necessity of proper note 
taking during class and, as a result, have a tendency to not take comprehensive notes 
(Eades & Moore, 2007). This leaves them with little or no resources to utilize after class 
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for making connections between the ideas making up a course. As was demonstrated in 
the literature, most college students capture less than half of key ideas during a lecture. 
Faculty-provided skeletal guided notes can increase the quality of class notes but students 
still miss concepts and produce notes with inaccuracies. The provision of complete 
instructor-created notes can give students a resource for studying, but the passive nature 
of reading notes created by someone else may not be effective. Through the addition of 
active interventions, particularly those classified as constructive or interactive using the 
ICAP framework, students can learn to review, revise, and restructure their class notes to 
improve both the quality of their notes and the impact of their notes on performance (Chi 
& Wylie, 2014). By requiring students to revise and restructure their notes, students can 
be taught to create a valuable tool capable of furthering their development as students.  
Interventions considered in this review of literature are time consuming and 
require a great deal of effort from instructors and students. Interventions that have been 
shown to improve student performance are more likely to be adopted by both instructors 
and students, as the value of the time and effort can be seen in practical terms (Hudesman 
et al., 2014). In developmental classes, one goal of instructors should be to teach students 
the skills necessary to be successful in future courses. Providing students with a strategy 
for improving the quality of their class notes, which allows them to have a higher quality 
resource for studying and preparing for exams, is an important aspect of ensuring that 
developmental students are prepared for future classes and equips them with strategies 
they can use in other courses (Eades & Moore, 2007). Those interventions that have 
demonstrable impact on student performance, and those that students are able to replicate 
in future courses, have the best likelihood of being adopted by students (Hudesman et al., 
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2014). Teaching students the value of taking, reviewing, and interacting with notes daily 
is an invaluable skill which will serve students as they progress through their college 
careers. 
  





 Developmental college mathematics students often struggle to take notes in class, 
and then are unsure how to utilize their notes in a manner that effectively prepares them 
for tests (Bjork et al., 2013; Eades & Moore, 2007; Van der Stel et al., 2010). 
Developmental students may not understand the importance of reviewing their notes for 
completion and correctness promptly after class to ensure they have an effective resource 
to use when studying (Bjork et al., 2013; Cafarella, 2014). Many students choose to 
review their notes by reading them which is, at best, a passive engagement based on the 
ICAP framework (Bjork et al., 2013; King, 1992). This passive approach to review does 
not help students to learn concepts with which they struggle. Developmental college 
students need to be provided with a technique for improving the quality of their class 
notes and eliciting a more active and constructive tool for studying, which will improve 
their academic performance. 
Purpose 
The purpose of this quasi-experimental study was to investigate the relationship 
between the completion of a note restructuring intervention and performance on course 
exams. The study was conducted with students in various levels of developmental 
mathematics courses taught at a northern California community college. The intervention 
utilized aspects of active and constructive learning engagement, as defined by Chi and 
Wylie (2014) in the ICAP framework. The independent variable was defined as scores on 
a note review and restructuring intervention completed by students and turned in for 
grading on the day of the exam. The dependent variable was defined as performance on 
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course exams covering the course content students examined in the intervention. 
Participation in the intervention was incentivized through the assignment of points which 
contributed to students’ grades in the course. Students were free to complete the note 
restructuring activity to the degree they chose, including choosing not to complete it. 
Research Questions 
 The following research questions were addressed in this study: 
1. To what extent does a student’s performance on each journal intervention 
impact their performance on the corresponding exam?  
2. To what extent is the pattern of student performance on the journal 
intervention associated with exam performance? 
Research Design  
This study used a one group, repeated treatment, posttest only quasi-experimental 
design. This design is characterized by: (a) the lack of randomly assigned participants, (b) 
the lack of a pretest, and (c) the introduction, removal, and reintroduction of a treatment 
over time (Shadish et al., 2002). This design allowed the researcher to investigate the 
extent to which a student’s performance on the note review and restructuring intervention 
impacted their performance on the associated exam. Additionally, the design allowed the 
researcher to determine to what extent the pattern of student participation in the 
intervention impacted exam performance. The intervention was referred to in class and in 
the syllabus as “The Journal” and required students to define course terminology, write 
out problem solution strategies, and complete problems that illustrated their 
methodologies. 




 Between the Fall 2012 and Fall 2015 semesters, the author taught multiple 
sections of four developmental mathematics courses: (a) Arithmetic, (b) Arithmetic and 
Pre-Algebra, (c) Algebra I, and (d) Algebra II. Participants were 390 students enrolled at 
a community college in Northern California who took developmental mathematics 
courses taught by the researcher. Students were eligible to register in one of the four 
courses as a result of passing the prerequisite course or having been placed at the level of 
the course based on their performance on a standardized placement test. Convenience 
sampling is a nonprobability sampling technique typically used when the subjects of the 
research are readily accessible and, rather than being randomly assigned, are used 
because of their availability or willingness to participate (Jager et al., 2017). Although it 
is not the optimal sampling technique, using a convenience sample allowed the author 
access to multiple groups of students for whom the instruction was consistent, the 
intervention could be assigned, and similar exams could be used each semester in each 
course. There is an assumption when using convenience sampling that the population is 
homogenous and there will be little difference in the research results between the 
convenience sample and a random sample (Jager et al., 2017). Because of the nonrandom 
selection of the sample, there may be limitations in the generalizability of the study, 
which increases the potential bias of the estimators used in drawing conclusions. The lack 
of generalizability can be mitigated by a thorough investigation of the characteristics of 
the convenience sample, which can help to better illustrate how the sample reflects the 
characteristics of the population (Jager et al., 2017; Wilkinson et al., 1999). Descriptive 
statistics of the sample participants across multiple variables will be provided. 




 Data were collected on the day of chapter exams, at which time students turned in 
the journal assignment corresponding to the chapters covered in the exam. Grading for 
the journal assignment and the chapter exams was not blind and was performed by the 
author. Journals were given grades from a minimum score of 0 points to a maximum 
score of 15 points according to a rubric that was distributed to students at the beginning 
of the semester (see Appendix A for an example of the journal rubric). Journal rubrics 
were adjusted, depending on the class, to reflect the number of submissions for the 
semester but the distribution of points was consistent across courses and semesters. 
Students were expected to turn in either five or six journals each semester, depending on 
the course. Because the researcher used a rubric and assigned all grades for the 
participants, there is an expectation that grading was consistent, particularly for all 
students within a course and between students in similarly leveled courses.  
Exams were graded by the author according to an answer key and using a rubric 
designed by the author prior to giving the exam. Students were able to earn partial credit 
on exam problems based on criteria developed by the author for each problem. The 
content covered on each test was consistent across semesters for each course level (See 
Table 1 for test content summaries). After the first exam, students were presented with 
data regarding average exam scores for those students who earned perfect journal scores, 
those who received partial credit on their journal, and those who failed to turn in a 
journal. 
Tests in each course got progressively more complicated as the semester 
progressed. In the Arithmetic course, the first three tests addressed basic arithmetic 
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operations, with Test 1 covering operations with whole numbers, Test 2 covering 
operations with fractions and mixed numbers, and Test 3 addressing operations with 
decimal numbers. In Test 4 students were asked to solve application problems using ratio 
and proportions and in Test 5 students were asked to convert units. 
Table 1 






























































Note. Students in the Arithmetic and Arithmetic & Prealgebra class were only given five 
tests. 
The Arithmetic and Prealgebra course combined semester-long courses in 
arithmetic and prealgebra into a single-semester accelerated course. On Test 1, students 
were asked to simplify arithmetic expressions with whole numbers and then to solve 
simple linear equations with whole number coefficients. Test 2 covered solving more 
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complicated linear equations that involved using both the addition and multiplication 
properties of equality. On Test 3, students were asked to simplify arithmetic expressions 
involving fractions, mixed numbers, and decimal numbers and were also asked to apply 
those concepts to solving equations with fractional or decimal coefficients. Students 
solved application problems involving proportions and percentages on Test 4 and were 
asked to solve application problems using geometry and unit conversions on Test 5. 
On Test 1 in the Algebra I course students were asked to simplify algebraic 
expressions and solve linear equations. For the second test, students solved linear 
inequalities and graphed linear equations. They were also required to calculate slope and 
write the equations of lines in both slope-intercept and point-slope form. On Test 3, 
students solved systems of linear equations with two equations and two unknowns. The 
fourth test required students to simplify expressions with whole number and negative 
exponents using the rules of exponents and served as an introduction to polynomials and 
operations with polynomials. Students were asked to factor polynomials and to use 
factoring to solve quadratic equations for Test 5. On Test 6, students had to simplify 
rational expressions, perform operations with rational expressions, and solve rational 
equations. 
The Algebra II course was designed to build on the foundation of learning 
established in the Algebra I course. The first test in the Algebra II course covered 
functions and function notation, domain and range, and asked students to solve problems 
involving direct and inverse variation. The second test asked students to solve systems of 
three linear equations, to solve systems of inequalities, and to solve absolute value 
equations and inequalities. For the third test, students had to simplify expressions with 
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fractional exponents and had to simplify radical expressions and solve radical equations. 
For Test 4 students had to solve quadratic equations using the quadratic formula and 
completing the square. Test 5 asked students to simplify exponential and logarithmic 
expressions and to solve exponential and logarithmic equations. The final test covered the 
evaluation and graphing of circles, ellipses, parabolas, and hyperbolas. 
 Students were provided detailed written instructions that defined the components 
of the journal and were provided lists of the minimum required elements for each chapter. 
The three components that made up the journal were the same for each class, but each 
student received guidelines specific to their class (see Appendix B for an example of 
journal guidelines). Students were encouraged to consider the required elements list as an 
outline of key concepts for the chapter (see Appendix C for a sample page from the 
journal summary).  
The introduction of the journal project was done on the first day of class and was 
emphasized as a key learning strategy. Presenting the project to students in a manner that 
made sense and stressed the relationship between completing the journal and success on 
exams was an important part of the first day of class and of getting students to understand 
the benefits of successful completion of the journal engagement. Students were shown 
good and bad examples of journals created by students in previous semesters and were 
invited to ask questions or get feedback during class or office hours once they had started 
working on the journal. Additionally, students were given several reasons why the journal 
would benefit them in current and future courses. Students were told the act of writing the 
journal would solidify concepts in their minds and help them to reflect on the specific 
methodology necessary to complete problems. Students were encouraged to put 
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definitions and concepts into their own words in order to improve the value the project 
had for themselves. Students were also reminded that developmental mathematics classes 
are sequential and concepts in one course are built on understandings form prior courses. 
The journal would provide a bridge between prior knowledge and future understandings, 
particularly for those concepts that are direct extensions of prior learned concepts. 
Analytical Strategy 
To determine to what extent students’ performances on the journal intervention 
impacted their performance on the corresponding exam, two one-way ANOVAs were 
conducted for each of the six journals and the corresponding exams. The first ANOVA 
was conducted to determine the extent to which a student’s performance on the journal 
intervention impacted their grade on the exam and the second ANOVA was used to 
determine the extent to which the class a student was enrolled in impacted their grade on 
the exam. When conducting a one-way ANOVA, the dependent variable must be 
continuous (Strunk & Mwavita, 2020). In this study, the dependent variable for each of 
the 12 ANOVAs was student scores on the course tests, which is a continuous variable.  
 ANOVAs are a group of tests used to compare two or more independent means 
(Field, 2018). The one-way ANOVA has assumptions of the normality of the residuals 
and homogeneity of variance (Field, 2018). The assumption of normality of the residuals 
was checked through a visual inspection of the Q-Q Plot and through an assessment of 
the standardized skewness and kurtosis ratios. Standardized skewness and kurtosis ratios 
less than three are indicative of approximate normality of the distribution (Field, 2018). 
Nonetheless, ANOVA have been shown to be relatively robust to violations of normality, 
particularly when sample sizes are large (Schmider et al., 2010). The assumption of 
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homogeneity of variance was tested using Levene’s test. If the assumption of 
homogeneity of variance is violated, the Welch test is more robust than the conventional 
ANOVA (Delacre et al., 2019; Lix et al., 1996). 
To determine the extent to which completion of the journal intervention impacted 
student performance on exams, a mixed ANOVA was conducted. Mixed ANOVAs are 
commonly used in repeated measure studies and are characterized by the presence of at 
least one between-subjects categorical variable and at least one within-subjects 
continuous variable (Murrar & Brauer, 2018). As such, mixed ANOVAs allow for the 
exploration of main effects and interaction effects. In the present study, the between-
subjects factor was the pattern of journal performance (A), and the within-subject factor 
was the performance on each of the five or six tests (B). The interaction effect (A x B) 
tested the extent to which test scores depended on journal performance patterns (e.g., a1 
vs. a2 under b1 compared to a1 vs. a2 under b2).  
Depending on the course, students were expected to turn in either five or six 
journals, which corresponded with either five- or six-chapter exams. Because not every 
class had six tests, only the first five exams were used for the mixed ANOVA. 
Determining the pattern of journal submission was an important consideration in 
determining the impact of the journal on exam performance. Although many students 
chose to complete all of the assigned journals, there were those who chose to turn in 
fewer journals than were assigned. Of particular interest were those students who turned 
in some complete journals and either failed to turn in or turned in the remainder of the 
journals as incomplete documents. To classify the patterns of journal completion, a latent 
profile analysis (LPA; Lazarsfeld & Henry, 1968) was conducted and served to identify 
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the unseen classes of students whose journal submission pattern were similar. These 
classes were the between-subjects factor. 
 Conducting a mixed ANOVA requires that certain assumptions be met. The 
residuals of the between-subjects model and the within-subjects model must be normally 
distributed and across the between-subjects groups homogeneity of variance in the 
dependent variable must be displayed (Murrar & Brauer, 2018). Another assumption is 
that of sphericity, which applies to models with three or more within-subject levels and 
refers to the need for the variances of differences between each of the groups to be 
approximately equal. Sphericity is tested using Mauchly’s sphericity test and, in the case 
the assumption is violated, can be corrected using the Greenhouse-Geisser or Huynh-
Feldt correction (Murrar & Brauer, 2018). Both eta-squared and omega-squared were 
reported to describe practical significance of the test results. 
The use of LPA in this study provided a person-centered approach to classifying 
students based on their general pattern of journal performance. To conduct LPA, data 
were analyzed using the statistical software package Mplus. LPA is particularly useful in 
determining relationships within a large, heterogeneous population in which relationships 
between the variables are not clearly visible or definable (Tein et al., 2013). LPA was 
used in this study to determine student subgroups based on the degree to which the 
journals were correctly completed by students over the course of the semester.  
Latent profile analysis is a model-based version of cluster analysis that uses 
statistical software to identify clusters of participants with shared characteristics (Tein et 
al., 2013). The underlying assumption is that the sample is made up of participants from 
an unknown number of different latent classes and that participants in each latent class 
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share characteristics with each other (Masyn, 2013). It is assumed that within a latent 
class the observations of a manifest variable are considered to come from the same 
probability distribution and that the variable is approximately normally distributed within 
each class (Tein et al., 2013). In this study, the manifest variable will be student 
performance on the journal interventions, which are hypothesized to be influenced by the 
participants’ presence in one of the latent classes.  
One benefit of LPA is the use of a person-centered approach rather than a 
variable-centered approach (Masyn, 2013). The person-centered approach focuses on the 
characteristics of the individual participants and may describe how a participant’s 
presence in a latent class can provide insight into the different groups (Williams & 
Kibowski, 2016), whereas the variable-centered approach describes relationships among 
variables (Masyn, 2013). The person-centered approach is dependent on an assumption 
that the overall population is heterogeneous and is made up of a finite number of 
homogenous subgroups, which differs from a variable-centered approach, in which the 
population is assumed to be homogenous (Masyn, 2013). The value in using LPA is the 
ability to identify underlying relationships that may not have otherwise been apparent and 
which may explain some of the differences between the latent classes (Williams & 
Kibowski, 2016). In LPA, the latent variable responses of participants within classes are 
more similar than the responses between classes (Masyn, 2013). 
In general, LPA is appropriate for samples of at least 100 participants and for 
continuously measured latent variables (Williams & Kibowski, 2016). Care should be 
taken to ensure the sample is large enough to demonstrate sufficient statistical power or 
there is the possibility of selecting too few or too many classes (Tein et al., 2013). 
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Because the goal of conducting LPA is to determine a finite number of distinct latent 
classes, it is essential that the correct number of classes is chosen (Tein et al., 2013).  
Conclusion  
Note taking is an important skill for college students to possess and develop. 
There is recognition within the literature that developmental students lack some of the 
study skills necessary to be successful college students (Cafarella, 2014; Eades & Moore, 
2007; King, 1992). Students need to understand the impact of having incomplete notes as 
well as the importance of using their class notes to prepare for exams. Providing students 
with an intervention for improving the quality of their notes and requiring them to 
actively engage with their notes after class, may lead to improved performance on exams. 
For developmental mathematics students, who are beginning sequential courses with 
content that builds on previous courses, the inability to take effective notes is particularly 
impactful. An added benefit of providing students with an effective note taking 
intervention is the development of a resource students can use in future classes and a skill 
they can continue to develop. 
Participants in this study were 390 students enrolled in one of four developmental 
mathematics classes at a community college in Northern California. Student participants 
were assigned to complete the journal note intervention and took exams covering material 
corresponding to each journal. Data were collected with regards to the score each student 
earned on the assigned journals and the score earned on the corresponding test. 
Depending on the course, students were assigned to complete either five or six journals 
and took either five or six exams. Scoring on the journal was done based on a rubric 
designed by the researcher, who was the author in all of the classes in which students 
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were enrolled. Data were evaluated through the completion of a mixed ANOVA, with 
latent data classes determined by LPA, which is a technique used to identify unseen 
patterns within the data. 
  





 Two different forms of ANOVA were used in the examination of the research 
questions. Research Question 1 considered to what extent a students’ performance on 
each journal intervention impacted their performance on the corresponding exam. To 
answer this question, two one-way ANOVAs were conducted for each test. One ANOVA 
was conducted to investigate to what extent students’ scores on the journal impacted their 
performance on the corresponding exam and the other was conducted to consider to what 
extent the class a student was enrolled in impacted their performance on the exam. 
Research Question 2 examined to what extent a students’ pattern of performance on the 
journal impacted their test performance. Through the use of latent profile analysis (LPA), 
four different profiles of journal scoring pattern were identified. A mixed model ANOVA 
was conducted to determine to what extent students’ journal profile resulted in 
differences in exam score. 
 ANOVAs are a family of statistical tests used to compare two or more 
independent means (Field, 2018). The one-way ANOVA has two assumptions that were 
addressed prior to conducting each test. The first assumption is normality of the residuals 
(Field, 2018), which was checked through a visual inspection of the Q-Q Plot and 
through calculation of the standardized skewness and kurtosis ratios. If the absolute value 
of the standardized ratios was less than three, then the distribution was determined to be 
approximately normal. The final assumption is that of homogeneity of variance (Field, 
2018), which was addressed through Levene’s test. 
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 The mixed ANOVA is a statistical test incorporating both between-subject and 
within-subject designs (Strunk & Mwavita, 2020). Like traditional ANOVA that 
examines between-subject effects, the mixed ANOVA has an assumption of normality of 
the residuals and homogeneity of variance (Murrar & Brauer, 2018). Normality of the 
residuals was assessed through visual inspection of the Q-Q Plot and through calculation 
of the standardized skewness and kurtosis ratios. Homogeneity of variance was examined 
using Levene’s test, which was conducted to determine whether the variances were equal 
across profiles at the time each test was taken (Strunk & Mwavita, 2020). ANOVAs that 
involve within-subject designs additionally have an assumption of sphericity, which is the 
requirement that the variance between any pairs of levels of the within-subject design are 
approximately equal (Murrar & Brauer, 2018). Sphericity was tested using Mauchly’s 
sphericity test (α = .05) and violations were addressed by correcting for the degrees of 
freedom using either the Greenhouse-Geisser or Huynh-Feldt corrections.  
In tests comparing the means and variances of multiple samples, the presence of 
outliers in the data can be problematic. Outliers can alter both the shape of the 
distribution of the residuals and the variance of the groups, which may in turn impact the 
decisions made following hypotheses tests (Liao et al., 2016). Outliers can lead to greater 
skew in the distribution, which has been linked to increased Type I error rates and 
decreased power in the test (Lix, 1996). Liao et al. (2016) showed that the presence of 
two or more outliers in the data could result in an increase in Type I error. Although the 
incidence of Type I error was lessened with large sample sizes, the presence of outliers in 
the data still impacted the statistical decisions.  
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Mitigating the impact of outliers can be done through the use of transformations, 
removal of outliers, the use of a non-parametric rank test, or through an accommodation 
method such as Winsorizing or trimming. Transformations refer to the application of a 
mathematical function to each data value in an attempt to keep the outliers and to lessen 
the variance and skewness in the data (Aguinis et al., 2013). Interpretation can be made 
more difficult when using transformations because the conclusions drawn are not based 
on the original data, but are based on the transformed data instead (Lix et al., 1996). 
Removing outliers is possible but should be reserved for those values resulting from 
measurement or recording errors (Aguinis et al., 2013; Liao et al., 2016). Removal of 
outliers can result in the loss of useful information and should be avoided (Liao et al., 
2016). When the presence of outliers results in non-normal distribution, it is possible to 
use a nonparametric test. The Kruskal-Wallis test is considered to be the nonparametric 
equivalent of ANOVA, but because the null hypothesis is different and the test is 
sensitive to variance heterogeneity, it may not be the best option (Lix et al., 1996). The 
Kruskal-Wallis test also does not effectively control for Type I error rate when there are 
three or more outliers in the data (Liao et al., 2016). Outlier accommodation techniques, 
such as Winsorizing (Liao et al., 2016) or trimming data (Cribbie et al., 2012) have been 
shown to successfully correct for increased Type I error rates in ANOVA. The use of 
robust estimators, such as Winsorized or trimmed means, have been demonstrated by 
several researchers to best correct for Type I error when normality is violated, regardless 
of whether the variances are equal or unequal (Cribbie et al., 2012, Delacre et al., 2019; 
Liao et al., 2016; Keselman et al., 2000).  
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Trimmed data diminish the impact of outliers because the standard error 
associated with extreme observations is muted (Keselman et al., 2000). In one-way 
ANOVAs, the use of trimmed data is more effective at controlling Type I error when 
skewness or kurtosis is present in the underlying data (Delacre et al., 2019). In mixed-
model and repeated measure ANOVAs, Keselman et al. (2000) demonstrated that when 
normality, homogeneity of variance, and sphericity were violated, the use of trimmed 
data better controlled Type I error. The use of trimmed data with either form of ANOVA 
had greater power than the same test conducted with complete data sets (Cribbie et al., 
2012; Keselman et al., 2000).  
The choice to remove data should never be made without understanding why 
outliers appear in the data (Aguinis et al., 2013). Just as outliers should not be eliminated 
without investigation, neither should they be included only because they are a part of the 
data. Judd et al. (2017), cautioned: 
we would argue that it is unethical to include clearly outlying observations that 
“grab” a reported analysis, so that the resulting conclusions misrepresent the 
majority of the observations in a dataset. The task of data analysis is to build a 
story of what the data have to tell. If that story really derives from only a few 
overly influential observations, largely ignoring most of the other observations, 
then that story is a misrepresentation. (p. 326-327) 
The goal of this research was to include all data, as each student lent an important piece 
to the story of the data. Because the outliers skewed the data and potentially impacted the 
decisions made based on the statistical analysis, each ANOVA was conducted twice, 
once with the complete data set and once with the trimmed data. When the decision made 
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for both tests was the same, the results of the complete data was reported. If the two tests 
resulted in contradictory decisions, it was determined the presence of the outliers had 
negatively impacted the test, and the trimmed data was used. Conducting the analysis 
with and without outliers can provide an understanding of the impact of the outliers on 
the analysis (Liao et al., 2016) and can reduce skepticism resulting from analysis derived 
after the elimination of data (Aguinis et al., 2013).  
Research Question 1 
Data were collected to identify the class students were enrolled in, their journal 
scores, and their test scores. Students who skipped a test, but remained enrolled in the 
course, received a score of zero on the skipped test and were removed from the analysis 
for that test. During the semester there were students who dropped the course, which led 
to a decrease in the sample size for each test. These students were identified in the data 
by the lack of a grade for a test. No additional grades were recorded for students after 
they dropped the course.  
The journal scores, which were determined using a rubric that ranged between 
zero and 15 points, were grouped into one of three journal categories which reflected how 
information about the journal was presented to students in class. On the first day of class, 
and again after each test, students were told the average grades for students whose journal 
score fell into each category. Scores between zero and five points were placed into 
Journal Category 1, scores between six and 13 points were placed into Journal Category 
2, and scores between 14 and 15 points were placed into Journal Category 3. Students 
who scored between zero and five points typically chose not to turn in the journal or 
turned in a completed glossary section and a small portion of the problem set. Students in 
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this group did not usually attempt to express the relevant methodologies. Students in 
Journal Category 2 typically completed the glossary and most of the problems, as well as 
some portion of the methodologies. Students in Journal Category 3 turned in completed 
journals or turned in journals that were missing either a few problems or one 
methodology. For example, a student may have completed all of the elements of the 
journal with the exception of detailing the methodology for completing word problems, 
which would result in the loss of one point. 
The classes students were enrolled in were assigned a numerical code in SPSS. 
The Class category depended on the number of levels below transfer-level the class was. 
Algebra II, which was one level below transfer, was coded as Class 1. Algebra I, which 
was two levels below transfer, were coded as Class 2. Class 3 was used for students in 
Arithmetic and Prealgebra, which was a course three levels below transfer and was an 
accelerated course combining the full-semester courses of Arithmetic and Prealgebra. 
Students in Arithmetic, which was four levels below transfer, were assigned to Class 4. 
Assumptions 
The first assumption of a one-way ANOVA is that of normality of the residuals. 
Through a Monte Carlo simulation, Schmider et al. (2010) demonstrated that ANOVA is 
generally robust against violations of normality and that Type I and Type II errors 
remained relatively consistent across a variety of distribution shapes. Despite the robust 
nature of ANOVA to violations of normality, the researchers encouraged the use of 
sample sizes greater than 25 per condition in order to protect against increased error rates 
(Schmider et al., 2010). Delacre et al., (2019) identified several reasons why collected 
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data may be unlikely to be normally distributed, including the presence of measurement 
boundaries.  
For this study, normality was assessed through a visual inspection of the Q-Q plot 
and through an evaluation of the standardized skewness and kurtosis ratios. If the 
absolute value of the standardized ratios was less than three, then the distribution was 
determined to be approximately normal. The maximum possible exam score for each test 
served as an upper bound to scoring that provided a valid explanation for the presence of 
negative skew. Violations of normality in ANOVA may lead to increases in Type I error, 
the likelihood of which decreases when samples are large (Delacre et al., 2019). The 
incidence of Type II errors can also be more influenced by violations of normality, with 
leptokurtosis being more problematic than skewness (Delacre et al., 2019).  
The second assumption of ANOVA is homogeneity of variance, which was 
determined using Levene’s test (𝛼 =  .05). When homogeneity of variance is violated, 
the Type I error rate is impacted (Delacre et al., 2019; Skidmore & Thompson, 2013). 
The increase in Type I error rate is larger when the groups are of unequal size (Skidmore 
& Thompson, 2013), which was the case in this study. When the assumption of 
homogeneity of variance is violated, the selection of an alternative test is the best option 
(Delacre et al., 2019; Lix et al., 1996; Skidmore & Thompson, 2013). Welch’s test is the 
most appropriate alternative test when the assumption of homogeneity of variance is 
violated, provided all groups contain more than 10 elements and data is not overly 
skewed, which was defined as skewness values more extreme than ±2.0 (Lix et al., 
1996). Welch’s test, a parametric test, is a version of the one-way ANOVA and has been 
shown to be more robust to violations of homogeneity of variance (Delacre et al., 2019).  
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Several researchers have suggested avoidance of the conventional ANOVA in 
favor of Welch’s test regardless of whether or not assumptions are violated (Cribbie et 
al., 2012; Delacre et al., 2019; Lix et al., 1996). Researchers have shown the Welch test 
performs equally well to the conventional ANOVA when assumptions are not violated 
(Cribbie et al., 2012; Delacre et al., 2019). When the assumption of normality is violated, 
whether variance is homogeneous or heterogeneous, the Welch test outperforms the 
conventional ANOVA, and the trimmed Welch test outperforms both (Cribbie et al., 
2012). When homogeneity of variance is violated and the groups are not of equal size, 
Welch’s test controls for Type I error better than the conventional ANOVA and has 
greater power as well (Delacre et al., 2019). Unlike other alternatives to the conventional 
ANOVA, Welch’s test is not affected by the degree of variance heterogeneity when 
groups are unbalanced (Lix et al., 1996). There are several post hoc tests available for 
ANOVA, the choice of which depends on the assumptions. In cases where the Welch test 
is statistically significant and there is homogeneity of variance, Tukey’s post hoc test is 
most appropriate (Field, 2018). When homogeneity of variance is violated, the preferred 
post hoc test is the Games-Howell test (Field, 2018). 
To describe the practical significance of the test results, two different measures of 
effect size were reported, eta-squared (η2) and omega-squared (ω2). Eta-squared, which is 
commonly reported in educational and psychological research, has potential sampling 
error bias when assumptions of ANOVA are violated, particularly in cases in which there 
are unbalanced group sizes (Skidmore & Thompson, 2013). Eta-squared is an estimator 
of the strength of the association between the independent and dependent variable but 
tends to overestimate the effect size in the population (Grissom & Kim, 2012). Omega-
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squared is less susceptible to sampling error bias (Skidmore & Thompson, 2013) and, as 
a result, was reported here as well. In the event that omega-squared results in a negative 
value it is recommended to report ω2 = .00 (Grissom & Kim, 2012).  
Welch’s Test 
For Research Question 1, Welch’s test was conducted to compare the means of 
test scores for students based on their Journal Category with the complete data set and a 
second time with the 5% trimmed data set (See Table 2 for complete Welch test results). 
Because the statistical decisions for all six course tests were consistent using both data 
sets, the results of the complete data set were reported. A second Welch test was 
conducted to compare the means of test scores for students based on students’ Class 
category and results were compared for the complete and trimmed data. Because the 
statistical decisions were not consistent across all six tests, the trimmed data was used for 
reporting of results. Confidence intervals for statistically significant results were 
determined using either Tukey’s test, if there was homogeneity of variance, or Games-
Howell if the variance was heterogeneous. Additionally, eta-squared and omega-squared 
measures of practical significance were reported for all Welch tests.  
  




Statistical Summary of Welch’s Tests 
Source F df1 df2 p η2 ω2 
Test 1 
Journal Category 9.33 2 117.08 < .01 .060 .055 
Classa 3.68 3 153.84 .01 .033 .024 
Test 2 
Journal Category 26.99 2 122.79 < .01 .134 .129 
Classa 2.73 3 135.81 .05 .024 .015 
Test 3 
Journal Category 16.63 2 134.91 < .01 .088 .083 
Classa 1.28 3 132.30 .28 .014 .004 
Test 4 
Journal Category 19.59 2 97.30 < .01 .127 .122 
Classa 14.62 3 130.38 < .01 .097 .088 
Test 5 
Journal Category 9.71 2 129.53 < .01 .059 .054 
Classa 1.72 3 125.57 .17 .017 .008 
Test 6b 
Journal Category 10.62 2 51.86 .03 .126 .120 
Classa 3.16 1 154.88 .08 .017 .010 
Note. F scores for Journal Category were results of Welch’s test conducted with the full 
data set. F scores for Class were results of Welch’s test conducted with the 5% trimmed 
data set. An alpha value of .05 was used to determine statistical significance.  
a Data provided from the 5% trimmed data set. 
b Only students in Class 1 and Class 2 were given six tests. 




Test 1 Results 
 The one-way ANOVA considered whether there was a statistically significant 
difference in average score on Test 1 based on Journal Category. Scores on the journal 
were placed into one of three categories: (a) Journal Category 1 for scores between zero 
and five, (b) Journal Category 2 for scores between six and 13, or (c) Journal Category 3 
for scores between 14 and 15. Three students skipped the first test and were eliminated 
from the data.  
Data for the remaining 387 students’ journal categories were evaluated for 
normality and homogeneity of variance. The residuals were checked for normality 
through a visual inspection of the Q-Q Plot and through an evaluation of the standardized 
skewness and kurtosis values. The Q-Q Plot demonstrated deviations from normality in 
the tails and the skewness of -1.58 confirmed moderately skewed data. The standardized 
skewness (zskew = -12.77) and standardized kurtosis ratios (zkurt = 14.33) both confirmed 
the violation of normality in the complete data set. Levene’s test for the complete data set 
(p < .01) showed a violation of the homogeneity of variance assumption.  
The assumption violations and the presence of multiple outliers seen in the 
boxplot led to the decision to consider the 5% trimmed data set. Examination of the Q-Q 
Plot for the 5% trimmed data showed a much more normal appearance and the 
standardized skewness (zskew = -5.82) and kurtosis ratios (zkurt = -0.25) demonstrated 
much better normality. Welch’s ANOVA is generally robust to normality violations, 
particularly when the sample is large and categories contain at least 25 data values 
(Schmider et al., 2010). The lowest frequency category for Test 1 contained 49 values 
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and the kurtosis was below the normality threshold. As a result, the residuals for the 5% 
trimmed data set were considered approximately normal. Levene’s test for the trimmed 
data (p = .94) demonstrated homogeneity of variance. Because the 5% trimmed data was 
more normal, with no evidence of leptokurtosis, and met the assumption of homogeneity 
of variance there was confidence in the ability to control for Type I error through the 
evaluation of the Welch test. 
Welch’s test was conducted for the trimmed data and returned a statistically 
significant result, F(2, 77.75) = 21.25, p < .01, η2 = .115, ω2 = .109. The Welch test was 
also run with the complete data set in an attempt to gather insight into the full breadth of 
the relationship between journal category and test scores. The complete data Welch test 
returned a statistically significant result, F(2, 117.08) = 9.33, p < .01, η2 = .060, ω2 = 
.055. Because the results of both tests were statistically significant, and the desire was to 
use the complete data to provide the most complete picture, post hoc testing was 
conducted on the complete data set. The violation of the assumption of homogeneity of 
variance in the data meant Games-Howell post hoc testing was most appropriate. 
Students in Journal Category 3 (M = 83.18, SD = 14.19) scored between 1.22 and 9.00 
points higher on the test than students in Journal Category 2 (M = 78.07, SD = 14.77), 
which was a statistically significant result (p = .01). Students in Journal Category 3 
scored between 3.57 and 18.79 points higher on Test 1 than students who were in Journal 
Category 1 (M = 72.00, SD = 21.09), which was a statistically significant difference (p < 
.01).  
A second Welch test was conducted to investigate to whether there were 
differences in scores on Test 1 for students enrolled in different classes. The classes were 
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coded based on the number of levels below transfer for each of the four courses. Class 1 
referred to students in Algebra II, Class 2 was used for students enrolled in Algebra I, 
Class 3 referred to students in a combined Arithmetic and Prealgebra class, and Class 4 
was for students enrolled in Arithmetic.  
Data for the Class categories were evaluated for normality and homogeneity of 
variance. The Q-Q Plot demonstrated deviations from normality in the tails and the 
skewness of -1.65 confirmed moderately left-skewed data. The standardized skewness 
(zskew = -13.33) and standardized kurtosis ratios (zkurt = 14.29) both confirmed the 
violation of normality in the complete data set. Examination of the box plot showed 
multiple outliers and Levene’s test for the complete data (p = .02) showed a violation of 
the homogeneity of variance assumption.  
The violations of the assumption of normality, the presence of outliers, and the 
violation of the assumption of homogeneity of variance led to the decision to consider the 
5% trimmed data set. Examination of the Q-Q Plot showed a more normal appearance 
and the standardized skewness (zskew = -5.25) and standardized kurtosis ratios (zkurt = -
0.23) indicated better normality. The lowest frequency category for the trimmed Test 1 
data contained 52 values so, as a result, the residuals for the 5% trimmed data set were 
considered approximately normal. Levene’s test for the trimmed data (p = .71) 
demonstrated homogeneity of variance. Because the 5% trimmed data was more normal, 
with no evidence of leptokurtosis, and met the assumption of homogeneity of variance 
there was confidence in the ability to control for Type I error through the evaluation of 
the Welch test. 
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Welch’s test for the trimmed data was conducted and returned a statistically 
significant result, F(3, 153.84) = 3.68, p = .01, η2 = .033, ω2 = .024. This differed from 
the results seen from the investigation of the complete data set, which failed to return a 
statistically significant result, F(3, 177.21) = 2.48, p = .06, η2 = .015, ω2 = .007. Although 
the complete data set did not produce a statistically significant result, the results of the 
Welch test with the trimmed data indicated the presence of a statistically significant 
difference in Test 1 scores based on the class taken by students. Because the homogeneity 
of variance assumption was not violated for the trimmed data, Tukey post hoc testing was 
conducted to determine in which class the statistically significant differences occurred. 
Students in Class 1 (M = 83.59, SD = 11.51) scored between 1.29 and 10.18 points higher 
than those students in Class 4 (M = 77.86, SD = 11.74), which was a statistically 
significant difference (p = .01). Students in Class 2 (M = 82.67, SD = 11.30) scored 
between 0.11 and 9.51 points higher than students in Class 4, which was statistically 
significant (p = .04). No other differences in mean scores based on class were statistically 
significant. 
Test 2 Results 
A total of 388 students were enrolled in classes on the day of the second test. Of 
those students, 385 took the exam. Inspection of the Q-Q Plot demonstrated deviations 
from normality in the tails. The investigation of the standardized skewness (zskew = -9.25) 
and kurtosis (zkurt = 6.55) ratios confirmed the violation of normality. Levene’s test 
returned a statistically significant result (p < .01). Inspection of the box plot for the 
complete data set showed several outliers. The assumptions for Welch’s test were 
reexamined for the 5% trimmed data set. The Q-Q Plot for the trimmed data set 
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demonstrated only a slight deviation from normality and the standardized skewness (zskew 
= -4.70) and kurtosis (zkurt = 0.60) both confirmed the more normal distribution of the 
residuals for the trimmed data set. The smallest category in the trimmed data contained 
46 values, which was above the minimum of 25 suggested by Schmider et al. (2010). 
When evaluated, Levene’s test returned a statistically significant result (p = .02), which 
indicated a lack of homogeneity of variance. The violation of the homogeneity of 
variance assumption for the trimmed data was concerning, but Welch’s test has been 
shown to be robust to variance heterogeneity (Delacre et al., 2019). 
Welch’s test for the trimmed data returned a statistically significant result, F(2, 
117.02) = 13.64, p < .01, η2 = .075, ω2 = .069. This confirmed the statistically significant 
result returned for the complete data set, F(2, 122.79) = 26.994, p < .01, η2 = .134, ω2 = 
.129. Because Welch tests were statistically significant for both data sets, the results of 
the Games-Howell post hoc test for the complete data was interpreted. Students in 
Journal Category 3 (M = 83.46, SD = 13.82) scored between 7.08 and 16.42 points higher 
than those in Journal Category 2 (M = 71.71, SD = 19.47), which was a statistically 
significant difference (p < .01). Students in Journal Category 3 scored between 8.75 and 
23.71 points higher than students in Journal Category 1 (M = 67.23, SD = 21.58), which 
was also statistically significant (p < .01). 
Evaluation of the complete data residuals for Class category demonstrated 
multiple outliers and deviations from normality in the tails. Additionally, the standardized 
skewness (zskew = -9.86) and kurtosis (zkurt = 6.79) ratios confirmed the lack of normality. 
Levene’s test for the complete data set returned a statistically significant result (p < .01). 
As a result of the violations of normality and homogeneity of variance, as well as the 
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presence of outliers in the data, the 5% trimmed data was evaluated. Visual inspection of 
the Q-Q Plot showed only slight deviation from normality. The standardized skewness 
(zskew = -5.66) and kurtosis (zkurt = 0.14) showed some skew, but a lack of leptokurtosis. 
Levene’s test for the trimmed data was not statistically significant (p = .43).  
Welch’s test for Class category for the 5% trimmed data, F(3, 135.81) = 2.73, p = 
.05, η2 = .024, ω2 = .015, failed to return a statistically significant result. This differed 
from Welch’s test for the complete data set, which was statistically significant F(3, 
154.27) = 6.78, p < .01, η2 = .007, ω2 = .000. Based on the recommendations made by 
Cribbie et al. (2012), in the case in which both normality and homogeneity of variance 
assumptions are violated, the trimmed data set controls for the incidence of Type I error 
better than the complete data set. Thus, the lack of any statistically significant result was 
reported. 
Test 3 Results 
 At the time of the third test there were 365 students enrolled, two of whom 
skipped the test. The residuals for the remaining 363 students were calculated and the 
assumptions were checked. The Q-Q Plot for the complete data set showed minor 
deviations from normality in the tails and the box plot displayed only two outliers. Based 
on the study by Liao et al. (2016), the use of Welch’s test in the presence of two outliers 
and a large sample results in minor impact on Type I error rate. The standardized 
skewness ratio (zskew = -5.47) was slightly greater than the normality threshold, but the 
standardized kurtosis ratio (zkurt = -0.40) was well below the threshold for normality. The 
category with the smallest frequency contained 54 values, which was above the minimum 
of 25 suggested by Schmider et al. (2010). Levene’s test resulted in a statistically 
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significant result (p < .01). Because of the skew of the data and the violation of the 
homogeneity of variance assumption, the assumptions of Welch’s test were assessed for 
the 5% trimmed data. 
 The residuals for the 5% trimmed data for Journal Category were examined. The 
Q-Q Plot displayed approximately normal data with slight deviations in the tails. The box 
plot showed no outliers. The standardized skewness ratio (zskew = -3.76) was just above 
the normality threshold and showed a left skew in the data but the standardized kurtosis 
ratio (zkurt = -1.76) was below the normality threshold. The box plot showed no outliers in 
the trimmed data. Levene’s test returned a non-statistically significant result (p = .74), 
which indicated the data displayed homogeneity of variance.  
 Welch’s test with the 5% trimmed data was statistically significant, F(2, 121.19) 
= 4.68, p = .01, η2 = .029, ω2 = .023. Welch’s test on the complete data returned a 
statistically significant result with regards to differences in student scores on Test 3, F(2, 
134.91) = 16.63, p < .01, η2 = .088, ω2 = .083. Because the statistically significant result 
of the trimmed data set confirmed that of the complete data set, the Games-Howell post 
hoc test was evaluated for the complete data set. Post hoc tests showed students in 
Journal Category 3 (M = 81.61, SD = 15.32) scored statistically significantly higher than 
students in both Journal Category 2 (M = 72.96, SD = 19.29, p < .01) and Journal 
Category 1 (M = 66.86, SD = 21.27, p < .01). Students in Journal Category 3 scored 
between 3.90 and 13.39 points higher than those in Journal Category 2. Students in 
Journal Category 3 scored between 7.27 and 22.23 points higher than those in Journal 
Category 1. 
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Evaluation of the complete data residuals for Class category demonstrated some 
deviations from normality in the upper tail. Although the standardized skewness (zskew = -
6.39) was high, the standardized kurtosis ratio (zkurt = 0.58) fell below the normality 
threshold and demonstrated a lack of leptokurtosis. Inspection of the box plot showed two 
outliers. Levene’s test for the complete data set returned a non-statistically significant 
result (p = .13). Although there was a violation of the normality of the residuals due to 
the left skew of the data, the assumption of homogeneity of variance was met.  
The assumptions were checked for the trimmed data and more closely 
approximated normality. The Q-Q Plot showed some deviations from normality but there 
were no outliers apparent in the box plot. The standardized skewness (zskew = -4.07), 
although improved, was above the normality threshold. The standardized kurtosis ratio 
(zkurt = -2.61) demonstrated increased kurtosis for the trimmed data. Levene’s test (p = 
.28) returned a non-statistically significant result, which showed the homogeneity of 
variance assumption was met. 
Welch’s test for the trimmed data was not statistically significant, F(3, 132.30) = 
1.28, p = .28, η2 = .014, ω2 = .004. Similarly, Welch’s test for Class category did not 
return a statistically significant result, F(3, 148.54) = 0.68, p = .57, η2 = .005, ω2 = .000. 
The lack of a statistically significant result for both data sets was noted but, in order to 
maintain consistency of reporting for all tests based on Class category, the trimmed data 
summary was reported. 
Test 4 Results 
 At the time of the fourth test there were 360 students enrolled and six students 
who skipped the test. The residuals for the remaining 354 students were considered. 
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Examination of the Q-Q Plot showed slight deviations from normality and the box plot 
displayed two outliers. The standardized skewness ratio (zskew = -6.15) and kurtosis ratio 
(zkurt = 1.20) indicated the data was skewed left but below the standardized kurtosis 
normality threshold. The smallest category contained 43 values, which was above the 
suggestion of 25 of Schmider et al. (2010). Levene’s test returned a statistically 
significant result (p < .01), indicating a violation of the assumption of homogeneity of 
variance. Based on the skew of the data and the violation of the homogeneity of variance, 
the 5% trimmed data was evaluated. The Q-Q Plot for the trimmed data demonstrated 
normality. The standardized skewness ratio (zskew = -3.94) and kurtosis ratio (zkurt = -0.43) 
indicated the data remained left skewed but was below the standardized kurtosis 
normality threshold. Levene’s test for the trimmed data was statistically significant (p < 
.01). In an attempt to control for Type I error, Welch’s test was considered for the 
complete and the trimmed data set. 
 Welch’s test for the trimmed data was statistically significant, F(2, 80.73) = 
11.04, p < .01, η2 = .069, ω2 = .063. The results with the trimmed data confirmed the 
statistically significant Welch’s test for the complete data set, F(2, 97.30) = 19.59, p < 
.01, η2 = .127, ω2 = .122. Because the results for the trimmed data and the complete data 
were in agreement, the Games-Howell post hoc test was reported for the complete data. 
Students in Journal Category 3 (M = 80.19, SD = 15.36) scored between 5.62 and 16.24 
points higher on the test than students in Journal Category 2 (M = 69.85, SD = 20.82), 
which was statistically significant (p < .01). Students in Journal Category 3 scored 
between 9.59 and 31.69 points higher than students in Journal Category 1 (M = 60.14, SD 
= 29.06), which was also statistically significant (p < .01). 
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 Residuals for Test 4 and Class category were examined and displayed a deviation 
from normality in the tails. The standardized skewness ratio indicated left skewed data 
(zskew = -8.53) and a large standardized kurtosis ratio (zkurt = 4.20). The box plot indicated 
multiple outliers and Levene’s test was statistically significant (p < .01). Because of the 
violations of normality and homogeneity of variance, the 5% trimmed data was 
examined. The Q-Q Plot for the trimmed data demonstrated deviations from normality, 
particularly in the upper tail. Although the standardized skewness ratio (zskew = -5.31) 
indicated the data was left skewed, the standardized kurtosis ratio (zkurt = -0.02) was 
below the normality threshold. Levene’s test was statistically significant (p < .01). The 
smallest group contained 45 elements, which was above the suggestions made by 
Schmider et al. (2010). 
 Welch’s test for the 5% trimmed data was statistically significant, F(3, 130.38) = 
14.62, p < .01, η2 = .097, ω2 = .088. The results of Welch’s test for the complete data set 
were also statistically significant, F(3, 140.16) = 12.93, p < .01, η2 = .077, ω2 = .069. 
Despite the agreement between tests with the trimmed data and the complete data, the 
desire for consistency of reporting for all tests led to the reporting of confidence intervals 
for the trimmed data. Because of the violation of the homogeneity of variance 
assumption, the Games-Howell post hoc test was evaluated. Students in Class 2 (M = 
84.28, SD = 12.43) scored statistically significantly higher than students in all other 
Classes on Test 4. Students in Class 2 scored between 6.72 and 17.10 points higher than 
students in Class 1(M = 72.37, SD = 17.37, p < .01), between 1.18 and 17.51 points 
higher than students in Class 3 (M = 74.93, SD = 18.89, p = .02), and between 4.89 and 
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17.06 points higher than students in Class 4 (M = 73.30, SD = 14.55, p < .01). None of 
the other Class category differences were statistically significant. 
Test 5 Results 
 A total of 341 students were enrolled in the class at the time of the fifth test and 
no students skipped the exam. Examination of the Q-Q Plot for the residuals for the 
complete data set demonstrated some deviations from normality, especially in the tails, 
and the box plot showed several outliers. Although the standardized skewness ratio (zskew 
= -6.78) exceeded the normality threshold, the standardized kurtosis ratio (zkurt = 1.25) 
was below the normality threshold. Levene’s test was not statically significant (p < .01). 
Because of the skew, presence of multiple outliers, and variance heterogeneity the 5% 
trimmed data set was evaluated. The Q-Q Plot for the trimmed data demonstrated better 
normality and there were no outliers displayed in the box plot. Although still above the 
normality threshold, the standardized skewness ratio (zskew = -4.37) demonstrated less 
skew in the data. The standardized kurtosis ratio (zkurt = -1.40) for the trimmed data had 
changed but was still below the normality threshold. Levene’s test was not statistically 
significant (p = .14), indicating homogeneity of variance. 
 Welch’s test for the trimmed data set was statistically significant, F(2, 119.01) = 
3.96, p = .02, η2 = .028, ω2 = .022. Welch’s test was conducted for the complete data set 
and returned a statistically significant result, F(2, 129.53) = 9.71, p < .01, η2 = .059, ω2 = 
.054. Because Welch’s test for the trimmed data set confirmed the result for the complete 
data set, and because the assumption of homogeneity of variance was violated for the 
complete data, the Games-Howell post hoc test for the complete data set was 
investigated. Students in Journal Category 3 (M = 78.73, SD = 17.94) scored between 
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2.32 and 14.20 points higher than those in Journal Category 2 (M = 70.47, SD = 21.35), 
which was statistically significant (p < .01). Students in Journal Category 3 scored 
between 4.03 and 20.62 points higher than those in Journal Category 1 (M = 66.40, SD = 
24.23), which was also statistically significant (p < .01).  
 Evaluation of the residuals for the complete data set for Class category indicated a 
lack of normality. The Q-Q Plot deviated from normality in the tails and the box plot 
displayed multiple outliers. The standardized skewness ratio (zskew = -7.26) was well 
above the normality threshold, although the standardized kurtosis ratio (zkurt = 1.83), was 
below the threshold. Levene’s test was not statistically significant (p = .07), indicating 
homogeneity of variance was not violated. Because of the skew of the data and the 
presence of multiple outliers, the assumptions were checked for the trimmed data. The Q-
Q Plot was more aligned with normality and the boxplot showed no outliers. The 
standardized skewness ratio (zskew = -4.59) remained above the normality threshold, but 
was improved, as was the standardized kurtosis ratio (zkurt = -1.51). Levene’s test returned 
a non-statistically significant result (p = .26). 
Welch’s test for the trimmed data was not statistically significant, F(3, 125.57) = 
1.72, p = .17, η2 = .017, ω2 = .008. This differed from Welch’s test for the complete data, 
which was statistically significant, F(3, 144.06) = 2.98, p = .03, η2 = .023, ω2 = .014. 
Because the Welch test for the trimmed data failed to return a statistically significant 
result, and in order to report results consistently across all tests, the lack of a statistically 
significant result was reported.  
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Test 6 Results 
 Students in Class 3 and Class 4 were only given five tests each semester. As a 
result, there were 220 students enrolled in Class 1 and Class 2 at the time of the sixth test. 
No students missed the test, which meant residuals were evaluated for all 220 students. 
Investigation of the Q-Q Plot showed the data was well-aligned with normality. The box 
plot showed four outliers. Although the full data set did not meet the threshold for 
normality using the standardized skewness ratio (zskew = -4.19), the standardized kurtosis 
ratio was below the threshold (zkurt = 1.34). Levene’s test returned a statistically 
significant result (p < .01), which indicated a violation of homogeneity of variance. 
Because of the left skew of the data, the presence of more than two outliers, and the 
violation of homogeneity of variance, the 5% trimmed data was evaluated. The trimmed 
data did not violate the normality assumption, as the Q-Q Plot passed a visual inspection, 
there were no outliers, and both the standardized skewness (zskew = -2.38) and kurtosis 
ratios (zkurt = 0.71) were below the threshold. The trimmed data did violate the 
homogeneity of variance assumption (p = .01). 
Welch’s test with the trimmed data set was statistically significant, F(2, 38.22) = 
4.78, p = .01, η2 = .055, ω2 = .045. The trimmed data confirmed the statistically 
significant result for Welch’s test with the complete data set, F(2, 51.86) = 10.62, p = .03, 
η2 = .126, ω2 = .120. Because the trimmed data confirmed the results of the complete 
data, Games-Howell post hoc testing was completed with the complete data set. Students 
in Journal Category 3 (M = 80.24, SD = 16.24) scored between 1.74 and 14.13 points 
higher than students in Journal Category 2 (M = 72.31, SD = 18.35), which was 
statistically significant (p = .01). Students in Journal Category 3 scored between 7.91 and 
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36.13 points higher than students in Journal Category 1 (M = 58.23, SD = 25.62), which 
was also statistically significant (p < .01).  
 Evaluation of the complete data residuals for the Class category demonstrated 
some deviations from normality. The Q-Q Plot deviated from normality in the tails and 
the box plot showed four outliers. The standardized skewness ratio (zskew = -5.21) was 
above the normality threshold but the kurtosis ratio (zkurt = 0.83) fell below the threshold. 
Levene’s test was statistically significant (p < .01). Because of the violations of 
assumptions and the presence of multiple outliers, the residuals for the trimmed data were 
evaluated. The Q-Q Plot for the trimmed data was aligned well with normality and the 
box plot showed only one outlier. Although the standardized skewness ratio (zskew = -
3.72) was above the threshold, the kurtosis ratios (zkurt = -0.68) remained below. Levene’s 
test was statistically significant (p = .04).  
Welch’s test for Class category for the 5% trimmed data, F(1, 154.88) = 3.16, p = 
.08, η2 = .017, ω2 = .010, was not statistically significant. This differed from Welch’s test 
for the complete data set, which was statistically significant F(1, 169.65) = 7.67, p = .01, 
η2 = .036, ω2 = .032. In order to maintain consistency of reporting across all six tests, the 
trimmed data was used for Class category. Thus, the lack of any statistically significant 
result was reported. 
Research Question 2 
 Journal scores and corresponding exam scores were gathered for the mixed 
method ANOVA. First, LPA was conducted to determine how many underlying groups 
or profiles were appropriate to consider for journal submissions. Students were placed in 
one of four profiles based on the pattern of their journal submissions, and the four 
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profiles became the between-subjects factors for the mixed model ANOVA. Because not 
every student took Test 6, only the first five exams were used in the investigation of 
Research Question 2. Additionally, only students who were enrolled in the class for all of 
the first five exams were considered because of the repeated nature of the mixed method 
ANOVA. Eliminating students who dropped the course prior to the fifth exam resulted in 
a sample of 341 students. 
 Students were placed into one of four profiles based on patterns of journal 
submissions found from the LPA (see Figure 2 for graphical representation of journal 
mean scores for each profile). A total of 241 students were placed in the first profile, 
labeled Consistently High, which, as a group, had the highest mean score on each of the 
five journals. Students in Consistently High had mean scores of 14.0 on the first journal, 
14.0 on the second journal, 13.1 on the third journal, 13.9 on the fourth journal, and 14.0 
on the fifth journal. There were 43 students placed into the second profile, labeled Strong 
Starters. The journal scores for the Strong Starters began high, with mean scores of 11.4 
on Journal 1 and 11.9 on Journal 2. Following the second submission, the scores for 
Strong Starters began to fall, with mean scores of 8.4 on Journal 3, 8.1 on Journal 4, and 
2.5 on Journal 5. Thirty-two students were placed into the third profile, labeled Slow 
Starters, whose submissions began with low scores and increased on each submission. 
Slow Starters had mean scores of 5.5 on Journal 1, 5.7 on Journal 2, 7.8 on Journal 3, 
10.3 on Journal 4, and 12.0 on Journal 5. Students in the final profile, labeled 
Consistently Low, and containing 25 students, were characterized by having the lowest 
mean score for each journal submission. Students in Consistently Low had mean scores 
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of 4.9 on the first journal, 2.6 on the second journal, 3.5 on the third journal, 1.5 on the 
fourth journal, and 0.5 on the fifth journal. 
 
Figure 2. Mean Journal Scores Based on Profile.  




Mixed ANOVAs incorporate the assumptions of both the within-subject and 
between-subject ANOVA designs. As with other forms of ANOVA tests, there is an 
assumption of normality of the residuals (Strunk & Mwavita, 2020). Violations of the 
normality assumption can result in greater Type I error, particularly when outliers are 
present or when high degrees of skew are apparent in the data (Keselman et al., 2008). 
Comparisons of means generated from data containing outliers and large skew may not 
be accurate because the means are influenced by both heavy skew and the presence of 
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data and has been shown to improve the power to identify treatment effects in nonnormal 
data (Keselman et al., 2008). In repeated ANOVA designs, estimations using the trimmed 
mean controlled for Type I error better than other outlier mitigation techniques when the 
normality assumption was violated (Keselman et al., 2008).  
The residuals for each test were calculated and normality was assessed through 
visual inspection of the Q-Q Plots and evaluation of the standardized skewness and 
kurtosis ratios. If the absolute value of the standardized ratios was less than three then the 
distribution was determined to be approximately normal. Inspection of the box plot was 
used to determine whether outliers were present for each test. Examination of the 
standardized skewness ratio showed a high degree of skew in all tests (see Table 3 for 
standardized skewness ratios). Of additional concern was the high degree of kurtosis in 
the majority of tests (see Table 3 for standardized kurtosis ratios). Examination of the box 
plot showed multiple outliers in the residuals for each test. 
Because of the degree of skewness, the high kurtosis in some tests, and the 
presence of outliers, the data were trimmed in an attempt to correct for the nonnormality 
of the data. Data were trimmed initially through identification of extreme outliers and the 
symmetrical trimming of values from the upper and lower ends of the data equal to the 
number of extreme outliers present in the residuals of each test. When data is deleted 
from one test of repeated measures ANOVA, SPSS performs a casewise deletion of the 
remaining data for that participant. Trimming resulted in the removal of data for 32 
students, which represented an approximately 10% trimming of data. Of the students 
removed from the data, the number of students in Consistently High dropped from 241 to 
235, the number of students in Strong Starters dropped from 43 to 34, the number of 
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students in Slow Starters dropped from 32 to 25, and the number of students in 
Consistently Low dropped from 25 to 15. 
Table 3 
Standardized Skewness and Kurtosis of Residuals 
Test 













1 -14.88 23.73 -6.70 2.00 
2 -10.02 7.85 -7.24 2.32 
3 -8.49 5.87 -6.31 1.68 
4 -7.49 3.89 -6.60 3.22 
5 -7.20 2.06 -6.28 0.20 
 
After trimming the data, the residuals were evaluated for normality through a 
visual inspection of the Q-Q Plot as well as the calculation of the standardized skewness 
and kurtosis ratios. The Q-Q Plots for the trimmed residuals demonstrated better 
alignment with normality, although there was some deviation in the tails for some tests. 
The trimmed data remained skewed, although this was not unexpected due to the limit 
placed on the maximum value for each test (Delacre et al., 2019). Although still high and 
demonstrating left skew in the data, the standardized skewness ratios were greatly 
improved in the trimmed data (see Table 3 for standardized skewness ratios). The 
standardized kurtosis ratios were below the normality threshold of 3 for all but one test 
(see Table 3 for the standardized kurtosis ratio), which was markedly improved when 
compared to the standardized kurtosis ratios for the complete data. Examination of the 
box plots showed the existence of a few outliers in the residuals for two of the tests, but 
no extreme outliers. Because ANOVAs are robust to violations of the normality 
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assumption, particularly in cases in which data is skewed but kurtosis is more normal in 
shape (Judd et al., 2017) and because the Q-Q Plots and standardized kurtosis ratios fell 
within acceptable limits, it was determined that the results of the mixed ANOVA could 
be reliably considered. 
 The mixed ANOVA has an assumption of homogeneity of variance, which was 
checked using Levene’s test (α = .05). Because of the combination of between-subject 
and within-subject design in the mixed ANOVA, the homogeneity of variance must be 
checked for each dependent variable, which for this study was the tests (Strunk & 
Mwavita, 2020). Levene’s test refers to a family of tests used to assess homogeneity of 
variance between two or more populations (Nordstokke & Zumbo, 2010), but can be very 
sensitive to differences in variance when samples are large and when groups are unequal 
in size (Field, 2018). The conventional Levene test considers the absolute value of the 
distance of each score from the sample mean (Nordstokke & Zumbo, 2010). When data is 
skewed and groups are unequal, the conventional test has inflated Type I error 
(Nordstokke & Zumbo, 2010). The median-based version, which is a parametric test 
considering the absolute deviations of scores from the sample median, and the 
nonparametric version, which is rank-based, both correct for Type I error when data is 
asymmetric (Nordstokke & Zumbo, 2010). Although both tests have been shown to 
correct for Type I error well, the nonparametric test has demonstrated greater power than 
the median-based test (Nordstokke & Zumbo, 2010). Both alternative versions were used 
to determine the whether the assumption of homogeneity of variance was violated. The 
results of the median-based Levene test showed homogeneity of variance for Test 2 (p = 
.81), Test 3 (p = .90), and Test 5 (p = .14). The median-based Levene test for Test 1 (p = 
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.01) and Test 4 (p < .01) were statistically significant, which indicated heterogeneity of 
variance for those tests. Homogeneity of variance for Test 2 (p > .99), Test 3 (p = .82), 
and Test 5 (p = .24) was confirmed through the nonparametric Levene test and the results 
indicated variance homogeneity for Test 1 (p = .06) as well. Test 4 (p < .01) continued to 
demonstrate heterogeneity of variance. Examination of the box plot for Test 1 and Test 4, 
disaggregated by Profile, appeared to confirm the results of the nonparametric Levene 
test. Because four of the five tests demonstrated homogeneity of variance, the Tukey post 
hoc test was used to make pairwise comparisons. 
 The third assumption of the mixed ANOVA is that of sphericity, which was 
checked with Mauchly’s test (α = .05). Sphericity is a determination of whether the error 
variances are approximately equal for all pairs of the within-subject variable (Strunk & 
Mwavita, 2020). If Mauchly’s test returned a statistically significant result, indicating that 
the sphericity assumption had been violated, then the Greenhouse-Geisser or Huynh-
Feldt correction was applied (Strunk & Mwavita, 2020). Both corrections represent 
adjustments to the degrees of freedom, which controls Type I error (Field, 2018). The 
choice of the correction to be used is based upon which estimate for sphericity (ε) 
provided by SPSS is larger. Mauchly’s test returned a statistically significant result (p < 
.01), which led to the need to examine the Greenhouse-Geisser (ε = .94) and Huynh-Feldt 
(ε = .96) corrections. Because the Huynh-Feldt correction was larger, the within-subject 
ANOVA results were based on this correction. 
Mixed ANOVA 
 The mixed ANOVA returned statistically significant results for the within-subject 
and between-subject tests. The between-subjects effect to determine whether there was a 
  127 
 
 
difference in the mean score based on the profile a student was placed into was 
statistically significant, F(3, 305) = 13.85, p < .01, η2 = .136, ω2 = .126. Additionally, the 
within-subjects effect of Test was evaluated with the Huynh-Feldt correction applied and 
was statistically significant, F(3.84, 1169.91) = 19.53, p < .01, η2 = .064, ω2 = .061.  
The mixed ANOVA returned a statistically significant interaction effect of Test * 
Profile. The interaction, with the Huynh-Feldt correction applied, was statistically 
significant, F(11.51, 3544.16) = 4.90, p < .01, η2 = .048, ω2 = .032. The interaction 
indicated that students’ performance on the exams varied based on their profile. Further 
examination of each test, disaggregated by the profile a student was placed in, provided 
more insight into differences in student scores based on profile. See Figure 3 for a 
graphical representation of the mean scores on each test disaggregated by profile. 
Figure 3. Mean Test Scores by Profile.  
Note. Mean scores for each test disaggregated by the profile students were placed in. 
 
Student performance on Test 1 showed several statistically significant differences 
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placed into Consistently High (M = 83.80, SD = 11.23) was statistically significantly 
higher than that for students placed into Slow Starters (M = 73.84, SD = 13.26, p < .01) 
and Consistently Low (M = 71.20, SD = 18.52, p < .01). Students in Consistently High 
scored between 3.48 and 16.43 points higher than those in Slow Starters and between 
4.39 and 20.80 points higher than those students in Consistently Low. Similarly, students 
in Strong Starters (M = 86.09, SD = 8.66) scored between 4.14 and 20.36 points higher 
than students in Slow Starters, which was statistically significant (p < .01). Students in 
Strong Starters scored between 5.34 and 24.43 points higher than those students in 
Consistently Low, which was statistically significant (p < .01). There was no statistically 
significant difference in Test 1 score between students who were placed in Consistently 
High and those placed into Strong Starters. There was no statistically significant 
difference in score for students in Slow Starters and those in Consistently Low. 
The results for Test 2 were similar to those for Test 1 when considering the mean 
scores for students in different profiles. Students placed into Consistently High (M = 
82.24, SD = 13.56) scored between 4.85 and 20.59 points higher than those students in 
Slow Starters (M = 69.52, SD = 15.37, p < .01) and between 3.42 and 23.34 points higher 
than those in Consistently Low (M = 68.87, SD = 15.85, p < .01). Students placed in 
Strong Starters (M = 79.62, SD = 15.85) scored statistically significantly higher (p = .04) 
than those students in Slow Starters. There was no statistically significant difference in 
mean test score for students placed in Consistently High and those in Strong Starters. 
There was no statistically significant difference between scores for students placed in 
Strong Starters and those in Consistently Low, and there was no statistically significant 
difference in performance for students in Slow Starters and those in Consistently Low. 
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 On Test 3, the mean score for students placed into Consistently High (M = 79.91, 
SD = 16.16) was statistically significantly higher (p = .01) than for those students in 
Consistently Low (M = 65.00, SD = 20.54). Students in Consistently High scored 
between 3.26 and 26.56 points higher. There were no statistically significant differences 
in mean scores for students in Strong Starters (M = 76.21, SD = 17.06) or Slow Starters 
(M = 75.36, SD = 15.96) and any other profiles. 
 On the fourth test the trimmed mean score for students in each profile was 
statistically significantly higher than scores for students in Consistently Low. Students in 
Consistently High (M = 80.21, SD = 15.44) scored between 16.93 and 40.96 points higher 
than students in Consistently Low (M = 51.27, SD = 29.49, p < .01). Students in Strong 
Starters (M = 72.18, SD = 20.37, p < .01) scored between 6.93 and 34.89 points higher 
and students in Slow Starters (M = 74.52, SD = 16.26, p < .01) scored between 8.52 and 
37.99 points higher. There were no other statistically significant differences in profile 
scores on Test 4. 
 On Test 5, the trimmed mean score for students placed into Consistently High (M 
= 78.60, SD = 17.48) was statistically significantly higher than mean scores for students 
placed into Strong Starters (M = 69.24, SD = 22.27, p = .04) and Consistently Low (M = 
53.40, SD = 22.77, p < .01). Those students in Consistently High scored between 0.40 
and 18.32 points higher than students in Strong Starters and between 12.19 and 38.20 
points higher than students in Consistently Low. The mean score for students in Strong 
Starters was between 0.70 and 30.97 points higher than that for students in Consistently 
Low, which was a statistically significant difference (p = .04). Additionally, the mean 
score for students in Slow Starters (M = 78.60, SD = 18.31) was between 0.45 and 32.35 
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points higher than for students in Consistently Low, which was a statistically significant 
difference (p = .04). There were no other statistically significant differences. 
  





 The majority of college students recognize that note taking is an essential skill 
and strive to take good notes during class (Bonner & Holiday, 2006; Williams & Eggert, 
2002). Researchers have shown college students struggle to capture more than one-third 
of key components in a lecture (Bonner & Holliday, 2006; Chen, 2013; Luo et al., 2016; 
Williams & Eggert, 2002). For developmental students, the amount of key information 
recorded in class notes can be far lower (Eades & Moore, 2007; King, 1992). Because 
lecture remains the most prevalent instructional method used in the college classroom 
(Badger et al., 2001; Bonner & Holiday, 2006), the inability to correctly and completely 
capture content negatively impacts students’ ability to prepare for exams (Williams & 
Eggert, 2002). A student who captures one-third of the key concepts from class only 
possesses one-third of the key concepts for studying.  
Many college students choose not to review their notes immediately after class, 
waiting until prior to an exam to interact with their notes, by which time the engagement 
will be less effective (Cafarella, 2014). Additionally, the passive nature of the interaction, 
which usually encompasses rereading (King, 1992) or recopying (Bjork et al., 2013) their 
incomplete notes, is less than optimal (Cafarella, 2014; Williams & Eggert, 2002). 
Review is an essential component of the note taking process (Al-Musalli, 2015; Boch & 
Piolat, 2005; Williams & Eggert, 2002). In order to be effective, review needs to occur 
shortly after a lesson, and notes need to be revised to improve the completeness of the 
record and to ensure concepts were recorded correctly (Al-Musalli, 2015; Kobayashi, 
2006). Students’ failure to review their notes often results in their overestimating the 
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level of understanding they have with a concept, which also negatively impacts their test 
results (Nordell, 2009; Zimmerman et al., 2011). Teaching students how to better gauge 
their level of understanding, and providing them opportunities for self-reflection, can lead 
to improved academic performance (Zimmerman et al., 2011). 
There are teaching techniques instructors can use to improve the quality of 
students’ class notes, such as providing students with complete or partial notes (Boch & 
Piolat, 2005; Cardetti et al., 2010; Kiewra et al., 2018; Williams & Eggert, 2002). 
Additionally, instructors can incorporate instructional practices that help students 
improve note taking by giving students verbal (Titsworth & Kiewra, 2004) or visual cues 
(Austin et al., 2004) when key concepts are addressed, or by providing breaks to allow 
students to collaborate on their notes (Luo et al., 2016). Although all have been shown to 
improve student performance, all require instructor intervention. These instructor-driven 
interventions fail to provide students with a framework they can build upon and use in 
future courses to improve the quality of their class notes. Additionally, none encourage 
active note review after class or help students to recognize which concepts they 
understand when preparing for a test.  
Researchers have demonstrated that the use of active learning techniques 
improves performance when compared to passive engagement (Chi & Wylie, 2014; 
Freeman et al., 2014; Riley & Ward, 2017). When incorporated in STEM classes, active 
learning has been shown to lead to increased student retention, increased academic 
performance, and decreased failure rates (Freeman et al., 2014). These results are 
disproportionately higher for students from disadvantaged backgrounds and female 
students (Freeman et al., 2014). In their ICAP framework, Chi and Wylie (2014) showed 
  133 
 
 
that as learning activities progressed from passive, to active, to constructive, to 
interactive, learning and performance improved. Students need to be taught strategies for 
incorporating active learning into their review and preparation for tests (Eades & Moore, 
2007). Teaching students a methodology they can use to improve the quality of their note 
taking provides them with a constructive level of review and helps them recognize which 
concepts they are struggling with, both of which should lead to improved performance. 
This research study was conducted in an attempt to gain greater insight into the 
degree to which the completion of a constructive note review and note revision 
intervention leads to improved performance for community college students in 
developmental mathematics courses. Students who were enrolled in one of four 
developmental mathematics courses, ranging from one to four levels below transfer, were 
assigned to complete a note revision assignment prior to each course exam. The journal 
intervention required them to define key terminology, write out step by step 
methodologies, and complete sample problems illustrating their methodologies. Student 
scores on the journal, as well as scores on the corresponding course exams, were recorded 
and used to consider the research questions. 
Research Question 1 
 Research Question 1 considered to what extent students’ performance on each 
journal intervention impacted their performance on the corresponding exam. In order to 
consider the question, journal scores (See Appendix A for a sample rubric used to score 
the journals) were placed into one of three categories. Journal Category 1 was used for 
students who scored between zero and five points, which typically indicated a student had 
not turned in the journal or had completed the glossary and less than half of the problems. 
  134 
 
 
Students in this category rarely completed any part of the methods section. Journal scores 
between six and 13 points were placed into Journal Category 2. Students in this category 
usually completed the glossary and the assigned problem set, but either failed to start the 
methods section or, more frequently, would only write methods for some of the outlined 
procedures. Students who scored between 14 and 15 points on the journal were placed 
into Journal Category 3. The journals scored in this category were correct and were either 
complete or were missing the methods for only one procedure. 
Conclusions 
Importance of Methods Section 
On the first day of the semester, students were given a list of the terms to define, 
methods to explain, and problems to complete for each test. The methods section was the 
most difficult for students to complete. The glossary terms were available for students to 
find in the textbook, in their notes, or online, and as a result, was the section most often 
completed. Although the problem sets required work for students, the completion of 
assorted problems was more in line with what students had been asked to do in previous 
math classes. The methods section required students to construct a general strategy for 
completing a problem, which required students to (a) consider what they understood 
about the family of problems, (b) assimilate what they understood about all problems of 
that type, and (c) use their understanding to create a holistic strategy capable of guiding 
them through completion of problems. Thus, completion of the methods section required 
more time, thought, and effort than the other sections.  
The results indicated the methods section of the journal had the greatest impact on 
test scores. Based on the scoring rubric, only students in Journal Category 3 could be 
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determined to have mostly, or entirely, completed all elements of the journal. Because of 
the complexity of the methods section, it was the section least likely to be completed by 
students who did not complete the journal. It was not unusual for students to turn in 
complete glossaries and problem sets, and either turn in no methods or incomplete 
methods. It would have been highly irregular for a student to be in Journal Category 2 
with their scoring coming from completing the glossary and methods, and not completing 
the practice problems. Students in Journal Category 1 typically had not completed the 
problem sets and had not begun the methods section. The percentage of the problems 
completed would have been the factor that moved student scores out of Category 1 and 
into Category 2. Students in Journal Category 2 would have completed the glossary and 
the majority of the problems. The aspect of the journal that differentiated students in 
Journal Category 2 and Journal Category 3 was the percentage of the methods section 
they completed. 
Students in Journal Category 3 outperformed the other groups on every test. 
Because the most notable difference in journal performance between those students and 
students in the other two categories was the percentage of the methods section completed, 
the results indicated the methods section as the most valuable for impacting test scores. 
Developmental students need to be provided with a way to more honestly diagnose their 
understanding of ideas (Nordell, 2009). The complex nature of writing the methods 
required students to recognize which concepts they understood and could thoroughly 
explain and which they needed to work on. Metacognition, which refers to “people’s 
knowledge of their own information-processing skills, as well as knowledge about the 
nature of cognitive tasks and of strategies for coping with such tasks” (Schneider & 
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Artelt, 2010, p. 149), is an essential component of this process. Throughout the semester, 
time was spent helping students learn how to better construct their own methodologies to 
improve students’ metacognition. Interventions, like the journal, that are designed to 
improve metacognition in students have been linked to improved performance (Langdon 
et al., 2019; Nordell, 2009). Constructing a methodology required students to reflect upon 
how well they truly understood a concept and provided a mechanism for improving their 
understanding. This is an essential and often overlooked aspect of improving 
metacognition.  
The impact of the methods section on academic performance is a result that 
makes sense, as the methods section is the most constructive portion of the journal, 
requiring students to develop written explanations of the content. Based on the ICAP 
theoretical framework, the methods section should promote the greatest learning (Chi & 
Wylie, 2014). Completing the glossary and problem sections are, at best, active 
engagements, but the amount of self-explaining necessary for completing the methods is 
a powerful constructive engagement (Chi, 2009; Chi & Wylie, 2014). Chi and Wylie 
(2014) acknowledged that activities may fall on the boundaries between two categories, 
with classification depending on observation of the overt activities displayed by students. 
A key differentiation between active and constructive engagement is the ability for 
students to create new learning from the activity (Chi, 2009). In the context of the 
journal, the glossary and problems were review of concepts and each would have helped 
in the review process, but the level of engagement needed to write out the methods was 
greater and incorporated a higher level of metacognition.  
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Benefits of Partial Completion 
Interestingly, there were no statistically significant difference in performance for 
students in Journal Category 1 and Journal Category 2 on any of the six tests. Although 
there were no differences in mean exam scores, the results indicated there were benefits 
associated with completion of a greater proportion of the journal. Students in Journal 
Category 1 either failed to turn in a journal or completed the glossary and a small portion 
of the problems. Students in Journal Category 2 had completed the glossary, at least half 
of the problems, and might have begun the methods. The ICAP theoretical framework 
could be effectively used to differentiate active learning activities and to predict which 
activity would lead to greater learning (Chi & Wylie, 2014). Chi (2009) was also able to 
use the framework to explain why different learning activities that were classified at the 
same level showed no appreciable difference in learning. Defining terms and solving the 
problems, both of which involved review, would both be considered active learning, 
particularly because there was limited new learning occurring. This would explain the 
lack of a statistically significant difference in scoring for students in the two groups. 
Although there was no statistically significant difference, the results indicated a 
practically important difference in scoring for students in Journal Category 2. Mean test 
scores on every test were highest for students in Journal Category 3 and lowest for 
students in Journal Category 1. Students in Category 2 scored almost a full letter-grade 
higher than those in Category 1 for the six tests. Although not statistically significant, this 
is a notable difference for students in developmental classes. Average exam scores for 
students in Journal Category 2 were above 70% on all but one test, with the Test 4 mean 
grade being 69.85%. Average scores for students in Journal Category 1 were below 70% 
  138 
 
 
on every test except Test 1, for which the average score was 72.00%. The 70% threshold 
is an important one for students as it represents the cutoff between a C and a D. Because 
many developmental courses are required prerequisites for taking future classes, this is an 
essential threshold for students to meet. The question as to why there was an important 
difference in scoring is worth considering. Students in Journal Category 2 completed a 
greater proportion of the journal than those in Journal Category 1 and there was value in 
the proportion they completed. Students in both groups defined the key terminology but 
students in Journal Category 2 completed at least half of the assigned problems and might 
have begun the methods section. Chi and Wylie (2014) recognized that there was a 
continuum within each classification, with some active learning being closer to passive 
and some being closer to constructive. Based on the ICAP framework, defining the 
glossary terms may have been more passive if students were copying the definitions 
verbatim from the textbook or their notes (Chi & Wylie, 2014). Solving the assigned 
problems would have been classified as being more on the constructive end of the 
continuum. Students might have used the problems to build connections between 
different concepts. Had they created new learning, the task would be more constructive in 
nature. Additionally, the completion of any part of the methods section would be 
constructive. It is also possible there was not sufficient power in the ANOVA to identify 
a difference in scoring because of the number of students in each group (i.e., unbalanced 
design). 
Consistent Benefits Across Courses 
 For the majority of tests there was no difference in performance for students 
based on the course they were enrolled in. This was important because the courses for the 
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study ranged from one to four levels below transfer and represented both traditional and 
accelerated courses. The variation in course level and delivery method indicated the value 
of the journal intervention for the majority of students, regardless of the level of the 
course. Providing developmental students with a study technique they can use to 
effectively prepare for exams for courses at any level is a valuable outcome of teaching 
students this intervention.  
It is important to note the two tests in which there was a noted difference in exam 
performance. Students in Algebra 1 and Algebra 2 both outperformed students in 
Arithmetic on Test 1. This result can be explained by the nature of the first test in each 
course. Students in Arithmetic tended to underprepare for the first exam because the 
content is operations with whole numbers, a familiar concept they have spent 
considerable time working on in their academic career. This tended to make students 
complacent in their preparation, which the findings indicated did not occur on future 
tests. On Test 4, students in Algebra 1 outperformed students in all other courses. The 
fourth test in Algebra 1 tests students’ understanding of the rules of exponents and 
operations with polynomials. These topics can be improved with practice, and substantial 
time was dedicated to practicing these concepts during class. The test concepts in the 
other classes required more application of concepts, which is often more difficult for 
students.  
Research Question 2 
 Research Question 2 addressed to what extent the students’ journal profile 
impacted their performance in the class. In order to consider this question, students were 
placed into one of four profiles based on the pattern or their score on each of the journals. 
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Because not every class was given six exams, only the first five exams were considered 
for this question. Students in Consistently High had the highest average journal score in 
each test period. The Strong Starters began with high journal scores, but scores fell as the 
semester progressed. The Slow Starters began with low journal scores but increased their 
scores throughout the semester. The average journal scores for students in the Slow 
Starter group surpassed those in the Strong Starter group after the third test. Students in 
Consistently Low had the lowest journal scores throughout the semester. 
Conclusions 
Improved Journals Led to Improved Tests 
 Students in the Consistently Low profile averaged less than five points on the 
journal on each of the five exams. Slow Starters had a slightly higher average on the first 
two journals, averaging less than six points on each journal. On the first three tests there 
was no difference in performance for students in these two groups. On the fourth and fifth 
tests, students in Slow Starters improved their average journal score to above 10 points 
and subsequently outperformed the Consistently Low students by a statistically 
significant amount. 
 Similar results can be seen when investigating student performance in the 
Consistently High and Strong Starters profiles. Students in both groups averaged over 12 
points on the first two journals and there was no statistically significant difference in their 
scores on Test 1 or Test 2. The gap between the average journal scores for students on the 
third and fourth tests increased, with Consistently High scores averaging between 13 and 
14 points, and the journal scores for Strong Starters remaining above eight points. On 
Test 5 students in Consistently High maintained an average journal score near 14 points, 
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while the average journal score for students in Strong Starters fell to below four points. 
Unlike on the first four tests, there was a statistically significant difference in test scores 
between the two groups on Test 5.  
The question remains as to why the decrease in journal scores on Test 3 and Test 
4 for Strong Starters did not lead to a difference in test scores. Completion of the glossary 
and problems sections would have earned students nine points. An inspection of the 
journal scores for students in Strong Starters on Test 3 and Test 4 showed two-thirds of 
the students in this profile earned nine points or more, indicating they had completed the 
glossary and problem sections. Scores for the journals further indicated that more than 
40% had begun the methods section. The difference in scoring that caused average scores 
for Strong Starters to decrease came from a marked increase in the number of students 
who failed to turn in the journal for Test 3 and Test 4. On the first and second tests 
combined, only one journal was not turned in by Strong Starters. On Test 3 and Test 4, 
though, Strong Starters failed to turn in six and eight journals, respectively. The 
prevalence of students who had begun the methods section may explain the lack of a 
statistically significant difference in exam scores despite the drop in average journal score 
created by the increase in students who did not turn in the journal. 
 The findings indicated an impact on exam score associated with journal 
performance. Although it is possible there were confounding factors, the difference that 
arose between students in Consistently High and Strong Starters after Test 4, and the 
difference that arose between students in Slow Starters and Consistently Low after Test 3, 
was the change in journal performance. This is important because the two groups of 
students began with similar journal and test scores at the start of the semester. When the 
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gap between students’ journal performance increased, the difference in test scores 
became significant. This was a key finding as it demonstrated the benefit associated with 
the intervention for students who early in the semester scored similarly on both the 
journals and the tests.  
There is a lack of longitudinal studies investigating the impact of note taking or 
note review interventions that are implemented and removed for the same students 
(Williams & Eggert, 2002). Cohen et al. (2013) investigated the impact of a note revision 
intervention students completed during specific assigned weeks and did not complete in 
other weeks. Their research indicated test scores rose in the weeks corresponding to the 
application of a note review intervention and fell in weeks in which the intervention was 
removed.  Similar results were seen in this study, in which students’ grades fell when 
they chose not to complete the intervention and rose when they completed it. Further, 
comparisons of the performance gains for students indicated that benefits were roughly 
equivalent for students at the top, middle, and bottom of course grades (Cohen et al., 
2013). 
Importance of a Strong Start 
 The findings indicated the difficulty in making up for a slow start in a 
developmental mathematics course. As seen in Figure 2 and Figure 3, the Slow Starter 
group began the semester, when the foundational concepts were introduced, not 
performing well on the journal or the tests. As the semester progressed, their performance 
on the journal and the tests improved noticeably. By the end of the semester, students in 
the Slow Starter profile were outperforming students in the Consistently Low profile, 
who did not improve their journal performance during the semester. While students in the 
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Slow Starter profile improved their journal performance, students in the Strong Starter 
profile saw their journal performance slide. Despite the almost inverse curves of the Slow 
Starter and Strong Starter journal performance, the Slow Starters were never able to 
significantly outperform the Strong Starters on the exams. 
 Developmental mathematics courses are typically sequential in nature, and 
concepts introduced in the beginning of the semester become the foundation for learning 
later in the course. The lack of an effective journal from the beginning of the semester 
negatively impacted performance later in the semester. Students who had created an 
effective journal early in the semester had a useful tool for review when they forgot 
something. Cornelius and Owen-Deshcryver (2008) found an encoding benefit for 
students who actively engaged with guided notes from the start of the semester, and 
found those students saw improved results during testing late in the semester and in a 
cumulative final exam. The ability for students to access methodologies written in their 
own words may have provided an important resource when questions arose later in the 
semester. Menekse et al. (2013) concluded that the consideration of deep concepts will 
usually promote greater learning for students because they require students to build 
connections between new concepts and their old understandings. The researchers found 
that there was a cumulative effect to learning, through which students who engaged with 
content at a constructive level possessed a greater base upon which to build connections 
with future ideas. Not having access to those procedures may have meant students in the 
Slow Starter profile could begin many problems, but then could not successfully 
complete the problems because they lacked the foundational concept. This may be further 
indicated by the decrease in mean exam grade on Test 5 for students in the Slow Starter 
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profile despite the increase in journal grade. As concepts became more difficult, being 
able to make up for missed concepts early in the semester becomes more unlikely. 
Implications for Practice 
ICAP Theoretical Framework 
 This research confirmed the ICAP theoretical framework that as learning 
activities develop from passive, to active, to constructive, to interactive, learning 
increases (Chi, 2009; Chi & Wylie, 2014). Of the journal components, only the creation 
of the methodologies would rise to the level of constructive learning. The defining of 
glossary terms and the completion of the practice problems are active engagements, 
particularly in light of the requirement that constructive activities involve the 
development of new knowledge. The increase in mean grades on the exams for each 
successive group indicated the importance of constructive engagement for increased 
learning. Because time was spent during instruction working on the development of the 
methodologies, and that time was spent with students working together to refine their 
methods, this engagement might have reached the level of being classified as interactive. 
Whether students maintained an interactive level of engagement outside of class cannot 
be known. Importantly, only students in Journal Category 3 completed the majority of the 
methods, which means they were the students who spent the most time interacting at a 
constructive level with the course content.  
Chi and Wylie (2014) stressed the importance of classifying activities based on 
the visible actions of students. The requirement that classifications be determined from 
what can be seen is important because it is not possible to understand how students 
engage with content they internalize. The journal provides an opportunity to assess a 
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written output and the action of writing it down serves an important purpose. Creating a 
document allows students to reduce the memory requirement of learning because they are 
creating a written record (Chi & Wylie, 2014). The written journal “provides students the 
opportunity to monitor whether in fact they know the material” (Chi & Wylie, 2014, p. 
224). Creating an external document provides a chance for students to assess and improve 
their metacognition.  
Journal as Guided Notes 
The conclusions reached in response to both research questions indicated a 
positive impact for completing the methods section of the journal on student 
performance, which is a relationship worth considering. Each student was provided a 
summary of the chapter, which included the terms to be defined, the methods to be 
expressed, and a list of the practice problems to be completed (See Appendix C for an 
example). Because students were provided the summary of all chapters at the start of the 
semester and were encouraged to use the summary to guide their note taking, it is 
possible that students used the chapter summary as a form of guided notes. Thus, students 
were able to pay closer attention to specific concepts during class because they 
understood in advance which concepts were most important. Although it is not possible 
to know whether students chose to use the journal summary to guide their note taking 
during class, to inform their note editing after class, or only considered the summary in 
preparing the journal, the summary of important methodologies led to stronger 
preparation for students who chose to consider them.  
Guided notes improve the quality of note taking beyond that of student generated 
notes, which improves the quality of the study resource (Kiewra et al., 2018). Students 
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have noted they follow lessons more attentively when provided guided notes and are able 
to use the guided notes to better organize themselves when reviewing and studying 
(Cardetti et al., 2010). Cornelius and Owen-DeSchryver (2008) noted that students who 
were provided guided notes were able to more easily learn because the partial notes 
encouraged them to actively engage with the course content, which led to improved 
performance. Summarizing content by explaining it, similar to the process students go 
through in completing the methods section, is characterized as constructive engagement 
based on the ICAP framework (Chi & Wylie, 2014). This engagement creates strong 
learning that, in turn, builds a solid basis for building future learning (Menekse et al., 
2013) and better prepares students to see connections between concepts learned 
throughout the semester (Cornelius & Owen-DeSchryver, 2008). 
Limitations 
 There were several limitations in this study. One threat to internal validity was the 
mortality threat. The number of enrolled students fell for each of the five exams taken by 
all classes. Although the sample remained large for each of the Welch ANOVA, the loss 
of students may have resulted in the loss of valuable data. The loss of students due to 
withdrawal led to a reduction of 50 participants for the mixed ANOVA. Although it is not 
possible to know why students chose to withdraw from a course, it is likely that many of 
these students were underperforming in the course and chose to drop because of poor 
grades. The loss of struggling students posed a threat to internal validity as it may have 
impacted the differences between groups. If students who withdrew were the lowest 
performing students and were disproportionately represented in the smallest samples, 
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then their loss may have decreased the power of the test and muted the ability to identify 
statistically significant differences. 
 A second threat to internal validity is selection bias (Fraenkel et al., 2015). It is 
known that at the time of this study it was not uncommon for students to be placed into 
classes below the level at which they could have been successful (Rutschow & Mayer, 
2018). If students were under-placed, it is possible they could have done well on the 
exams despite not completing the journal, which may have made differences in groups 
more difficult to identify for students who were placed at the correct level. It is also 
possible that students who were under-placed completed the journal and performed well 
on the exams, not because of the benefits of journal, but because of their comfort with the 
material. This may have increased the average exam grades for the high performing 
students and could have made differences in group performances more extreme. 
In addition to the internal validity threats, there were limitations in the study that 
impacted external validity. The use of a convenience sample may impact the 
generalizability of the results, but this external validity threat can be protected against if 
the results are demonstrated over a wide variety of conditions (Shadish et al., 2002) and 
are repeated multiple times with similar samples in order to demonstrate consistent 
results (Fraenkel et al., 2015). In this study, students were enrolled in several levels of 
developmental mathematics classes and the sample represented students over a three-year 
time period. A more balanced design would have helped with the control of Type I error 
and may have provided more power to each test, which may have allowed for the 
determination of additional significant results. In particular, the size of the Consistently 
Low group, which after trimming contained 15 students, was small.  
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The use of Welch ANOVA in considering Research Question 1 required the division of 
students into journal categories. The selection of the scoring ranges for the journal 
categories was based on the historical practice used by the researcher when explaining 
the journal to students. This was not an arbitrary choice, and reflected the scoring 
tendencies based on the rubric, but was not the only choice. Shadish et al. (2002) warn 
against the interaction of the causal relationship with units, which may have meant the 
results would be different had alternate ranges of scores been chosen.   
Another concern is that all students came from the same college and had the same 
instructor. This provided consistency in course content, testing style, and teaching style, 
which protected against concerns of the external validity threat of treatment variations, 
but there may be concerns as to whether the results were due more to pedagogy than the 
intervention. The number of students who were in Journal Category 3, as well as the 
number of students in the Consistently High group may speak more to the emphasis 
placed on the journal by the instructor than to buy-in by the students. In order for any 
intervention to have value, students must embrace it and recognize its benefit. Gathering 
information about student perceptions in this study may have shed some light on the 
student perspective. 
Recommendations for Future Research 
 The results in this study indicated there was more impact on student performance 
from the completion of the methods section than either the glossary or the associated 
problem set. Future research should be conducted to investigate this relationship more 
fully. There would be value in conducting an experiment in which students were 
randomly assigned to one of four groups to determine the extent to which the benefit of 
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the journal is associated with one section or the completion of the full journal as assigned 
in this study. This would provide insight into whether there was greater impact from the 
combination of improved familiarity with the language, metacognitive development from 
the methods section, and practice from completing the problem set, if the completion of 
any one section led to similar positive impact, or if the completion of any one section 
provided minimal impact to academic performance. 
 The benefit to students of any intervention is to provide them with a framework 
they can use immediately, and in future courses, to improve their learning and likelihood 
for success. It is important students recognize the value in an intervention so they will 
continue to use the new skill when it is no longer graded or being actively taught as a part 
of the course. A qualitative study to consider student perceptions of the benefit of 
completing the journal intervention would be valuable and may provide insight on which 
aspects students find the most helpful, as well as which aspects they believe they will 
continue to use in future courses. 
 The improved performance seen from students who completed the journal in this 
study indicated the value in the journal for developmental students. Because the result 
was consistent across various levels of developmental mathematics courses there is 
evidence that the skills learned by students could be applied in courses beyond what they 
were currently enrolled in. Further examination of the value of the journal intervention 
for students in transfer level mathematics courses would be positive. One goal of 
developmental instructors should be to provide students with the skills needed to be 
successful in transfer level courses. If the results of this study can be repeated for college 
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level mathematics courses, then the introduction of the journal to students has value far 
beyond the immediate impact in developmental coursework.  
Conclusion 
 The primary focus of this study was the degree to which an active note review and 
revision intervention would impact student performance in developmental mathematics 
classes. The findings indicated value in the completion of the journal for courses that 
ranged from one to four levels below transfer. That students who successfully completed 
the journal consistently outperformed students who failed to turn in completed journals 
speaks to the potential value of the intervention in helping students learn mathematical 
concepts and succeed in their developmental coursework. The introduction of the journal 
as a valuable study tool must be done early in the semester, as students who started strong 
with their journal performance continued to see a latent impact of their early work, even 
when their journal results fell off. Students who started slowly were unable to surpass 
students who started the semester strong, despite their journal scores being far superior at 
the end of the semester. 
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Figure A1. Sample Journal Rubric. 
  










Figure B1. Example of Journal Guidelines. 
Note. Students were given guidelines for completing the journal on the first day of class. 





Figure C1. Example of Chapter Summary. 
Note. Students were given summaries of each chapter to guide their journal. 
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