There have been many recent proposals concerning the nature of representations for inflectional morphology. One set of proposals addresses the question of whether there is decomposition of morphological structure in lexical access, whether complex forms are accessed as whole words, or if there is a competition between these two access modes. Another set of proposals addresses the question of whether inflected forms are generated by rule-based systems by connectionist type associative networks or if there is a dual system dissociating rule-based regular inflections from association-based irregular inflections. A central question is whether there are whole-word representations for regularly inflected forms. A series of five lexical decision experiments addressed this question by looking at whole-word frequency effects across a range of frequency values with constant stem-cluster frequencies. Frequency effects were only found for inflected forms above a threshold of about 6 per million, whereas such effects were found for morphologically simple controls in all frequency ranges. We discuss these data in the context of two kinds of dual models and in relation to competition models proposed within the connectionist literature. © 1999 Academic Press Two surprisingly distinct lines of research in psycholinguistics have addressed the psychological status of inflectional morphology. One line of research comes from the field of language acquisition and has concentrated on the contrast between regular and irregular inflectional forms. The second line of research comes out of the adult lexical access literature and has concentrated on how morphologically complex forms are represented and how such representations are accessed.
Two surprisingly distinct lines of research in psycholinguistics have addressed the psychological status of inflectional morphology. One line of research comes from the field of language acquisition and has concentrated on the contrast between regular and irregular inflectional forms. The second line of research comes out of the adult lexical access literature and has concentrated on how morphologically complex forms are represented and how such representations are accessed.
In comparing these two literatures, one finds that both contain what are called "dual models," but the meanings of the term differ in the two literatures. Within the acquisition literature, the notion of a dual model arose from an evaluation of claims made within the connectionist community that rule-like behavior could be emulated within a parallel distributed processing (PDP) system that contained no representation of such rules (Rumelhart & McClelland, 1986) . Challenging these claims, Pinker (1991) proposed that rule systems are required for regular inflectional morphology, whereas irregular inflectional morphology exhibits characteristics of an associative/connectionist network.
Within the adult psycholinguistics literature, the term "dual model" refers to the access system for complex morphological forms, both inflectional and derivational. Proponents of these dual models assume that access to complex forms can occur either through whole-word representations or through morphological decomposition (Anshen & Aronoff, 1988; Baayen, 1991; Burani & Caramazza, 1987; Burani & Laudanna, 1992; Caramazza, Laudanna, & Romani, 1988; Caramazza, Miceli, Silveri, & Laudanna, 1985; Chialant & Caramazza, 1995; Frauenfelder & Schreuder, 1991; Laudanna, Badecker, & Caramazza, 1989 Schreuder & Baayen, 1995; Stemberger & MacWhinney, 1988) . In contrast, single-route models propose access only through whole-word representations (Butterworth, 1983; Cole, Beauvillain, & Segui, 1989; Cutler, 1983; Emmorey, 1989; Lukatela, Gligorijevic & Kostic, 1980; Rubin, Becker, & Freeman, 1979; Segui & Zubizarreta, 1985) . The present study attempts to bring together some of the issues raised in these two lines of inquiry and to test predictions regarding the representations of regularly inflected forms.
Beginning with the language acquisition literature, Pinker (1991) proposed that forms with regular inflections (e.g. walked) are handled by rule, whereas irregular inflections (e.g. went) are handled by associative memory. To make such a claim, it is critical to have a clear set of criteria for distinguishing between rule-based processes and generalizations based on associative principles. According to Pinker, a wordformation rule is an abstract operation that concatenates an affix with a variable standing for the stem (Marcus, Brinkmann, Clahsen, Wiese, Woest, & Pinker, 1993; Pinker, 1991; Pinker & Prince, 1991) . Rule-based processes are thus default generalizations and apply freely to all items of the right category unless application is blocked by a competing irregular form (e.g., went blocks the generation of *goed).
On the other hand, irregulars are stored as memorized pairs with their stems and their morphological relations. These are linked in an associative structure with certain connectionistlike properties (Pinker & Prince, 1991) . The irregular system allows some degree of generalization. This is accomplished by exploiting patterns of similarity between irregular forms. The more similar a stem is to other frequent stems known to undergo irregular inflection, the more likely it is to also undergo such a process. For example, when asked to provide the past tense form for a nonce verb such as spling, people are very likely to produce splang-in analogy to spring-sprang, ring-rang, singsang, drink-drank, and so on (Bybee & Moder, 1983; Prasada & Pinker, 1993) .
Productive generalizations based on resemblance to families of stored forms are known as "gang effects" (Stemberger & MacWhinney, 1988) . The generalization of irregular patterns is highly sensitive to gang effects in both adults (Bybee & Moder, 1983; Prasada & Pinker, 1993) and children (Bybee & Slobin, 1982; Marcus, Pinker, Ullman, Hollander, Rosen, & Xu, 1993; Pinker & Prince, 1988; . On the other hand, gang effects appear to play no role in the productive generation of regular inflections. For example, gangs of regular forms sharing phonological properties do not facilitate production of nonce items sharing those properties, nor do they enhance the acceptability of such nonce forms (Prasada & Pinker, 1993; Marcus et al., 1993) .
These facts notwithstanding, the contrast between "rule-based" and "stored" is far from clear. For example, is it the case that only irregular inflections like sang are represented in memory, while regularly inflected forms like walked are never represented in memory? Prasada and Pinker suggest two possible versions of the dual model. In the strong version, there are no whole-word representations of regularly inflected forms. In the weak version, some storage of regularly inflected forms is possible. Prasada and Pinker state that ". . . prior storage of regulars is possible, and thereby might offer mild analogical assistance to the generalization of the regular inflection to similar forms, but generalization never depends on prior storage of a similar form . . ." (Prasada & Pinker, 1993, p. 9) . If the weak version of the dual model is to remain consistent with the lack of gang effects for regular inflections, then it is fundamental that storage be limited to a relatively small number of items.
One way to test the two versions of Pinker's model is to look at frequency effects. If regularly inflected forms are not represented as whole words, then the base form must be accessed every time an inflected word is processed. Thus, access speed should depend on the cluster frequency of the base form, defined as the aggregated frequencies of the base and all its inflectional variants (e.g., for walk, the summed frequencies of walk, walks, walked, and walking). On the other hand, if whole-word representations are available for regularly inflected forms, then the frequency of the inflected form itself should determine access time.
Turning to the lexical access literature, we find a family of dual models. These models share the assumption that access to morphologically complex forms (inflectional and derivational) can occur through either a whole-word representation or through a decompositional route. These two routes are claimed to work in parallel and compete with one another (Anshen & Aronoff, 1988; Baayen, 1991; Burani & Caramazza, 1987; Burani & Laudanna, 1992; Caramazza et al., 1985; 1988; Chialant & Caramazza, 1995; Frauenfelder & Schreuder, 1991; Laudanna et al., 1989 Laudanna et al., , 1992 Schreuder & Baayen, 1995; Stemberger & MacWhinney, 1988) .
The models differ considerably in how explicit they are and in how they specify the nature of the competition between access routes. However, there is agreement that the whole-word access system works faster than the morpheme access system and will win out in most cases. An exception to this is low-frequency complex forms, especially those where the constituent morphemes are high in frequency. For example, the complex form cleans is very low in whole-word frequency, but the constituents clean and -s are each very high in frequency. Such forms are predicted to be accessed through decomposition rather than the whole-word route. In general, whole-word frequency effects should be obtained for items in the higher end of the frequency distribution but not for items in the lower end. The threshold for defining "high" versus "low" frequency has not been specified in any of these models and remains an empirical matter to be addressed in the present studies.
Dual models, which assume the existence of rule systems, are challenged by connectionist approaches, which provide alternative perspectives on many of these issues. In connectionist systems, network nodes represent minimal phonetic and/or semantic units. Weighted connections between nodes capture patterns of regularity in the input. Much of the debate within the connectionist literature concerns whether regular and irregular processes can be handled within a single system using associative networks. This discussion addresses the regularirregular distinction in both morphology (Bybee, 1995; MacWhinney & Leinbach, 1991; Plunkett & Marchman, 1991; Rumelhart & McClelland, 1986; Stemberger, 1995) and spelling-sound correspondences (Plaut, McClelland, & Seidenberg, 1996; Seidenberg & McClelland, 1989) . While these models contain uniform representations, they produce outputs that distinguish between regular and irregular processes by exploiting their different distributional properties.
In the case of morphology, Bybee (1995) proposed that complex forms are stored in an associative network where recurring phonological and semantic patterns are represented as links between units. Morphological relations are defined by parallel phonological and semantic connections found in multiple sets of items. Morphemes do not have any independent status or representation and are considered to be epiphenomenal. For example, the word started is connected to the word starting through the overlapping sequence start and to the word walked through the common ending ed. Such multiple connections allow for rule-like behavior to emerge as generalizations over properties of stored items.
In Bybee's model, activation levels are the result of two factors: lexical strength and lexical connections. Lexical strength is determined by the frequency of the lexical item. Lexical connections are the pattern of weights associated with the interconnections between related items, as illustrated above. For high-frequency words, lexical strength would be high and would swamp activation due to lexical connections. Low-frequency words would be weak in lexical strength and thus rely on lexical connections for access.
Like the dual access model, Bybee's model predicts that whole-word frequency effects should be found only above a certain frequency threshold. However, in Bybee's model, the strength of the frequency effect depends on the composition of the cluster. The number of item types that compose the stem cluster (i.e., stem and inflected forms) determines the strength of lexical connections for that cluster. Therefore, a cluster containing many inflected forms will have strong lexical connections, which would compete strongly against the individual lexical strength of any inflected form within that cluster. When lexical connections are stronger than lexical strength, then whole-word frequency effects should be weak to nonexistent. Con-versely, when a cluster contains only a small number of inflectional types, the connection strengths are weak and whole-word frequency effects should be stronger. In other words, Bybee's model predicts an interaction between the number of inflectional types within a cluster and whole-word frequency effects.
This aspect of the model can be tested by comparing nouns and verbs. Noun paradigms are inherently weak, as only two forms, singular and plural, are usually observed. On the other hand, regular verbs usually have four different forms (e.g., play, plays, playing and played). Thus, for any given cluster frequency value, whole-word frequency effects should be more readily obtained for nouns than for verbs. The opposite pattern should hold for cluster frequency effects. We will test these predictions against the data found in the following studies. Stemberger's (1995) connectionist model differs from Bybee's model in several respects. In his model, Stemberger attempted to account for the lack of frequency effects for regularly inflected forms compared to strong frequency effects for irregular inflections (Stemberger & MacWhinney, 1988; Prasada, Pinker, & Snyder, 1990) . In the case of regular inflections, lexical strength, based on word frequency, faces strong competition from lexical connections to all other words sharing the same ending (e.g., all words ending in -ed). Given that this group is extremely large, then the strength of these associations should swamp any activation due to the frequency of the individual inflected word. Rather than predicting a threshold for finding a frequency effect for regular inflections, Stemberger's model suggests that no whole-word frequency effects should be found.
What does current research tell us about the representation of regular inflections? Unfortunately, the results are ambiguous. One set of studies has used priming to examine the relation between base forms and inflected forms (Fowler, Napps, & Feldman, 1985; Hernon & Hall, 1979; Napps, 1989; Stanners, Neisser, Napps, & Fowler, 1987) . Several of these studies have shown that regularly inflected forms prime their base forms as strongly as the base forms themselves (identity priming). However, such results only show that base forms are activated in the process of accessing regularly inflected forms. Such results might be expected under both a morpheme access system and a whole-word access system, if one assumes that whole-word representations of related forms cluster together in the lexicon (Lukatela et al., 1980; Butterworth, 1983) .
Other studies have manipulated frequency as a way to investigate representational and access issues. Prasada et al. (1990) provided evidence against the existence of whole-word representations for regularly inflected forms. They used a production task in which participants were presented with the base form of a verb (e.g., walk) and were asked to produce the corresponding past tense form (walked). The items were constructed in pairs matched for cluster frequency but differing in whole-word frequency. For example, the verbs jump and boil are equally frequent, whereas jumped is much more common than boiled. If the past tense forms are accessed through the base form, then no differences in reaction times are expected. On the other hand, if regularly inflected words are represented as such, and there is no on-line composition, then jumped should be produced faster than boiled. Prasada et al. found no differences in RT for the regularly inflected words. However, when irregular forms were tested in the same fashion, high-frequency past tense forms were produced significantly faster than lowfrequency past tense forms. These results suggest that regular inflections are put together on line, while irregular inflections are stored as whole words.
One problem with the Prasada et al. (1990) study is their method for computing cluster frequency. They included the frequencies of the stem plus the inflectional forms other than the past tense. This is rather unconventional since the cluster frequency normally includes all inflectional forms. Presumably the reason for this decision was that they were comparing regular and irregular inflections. Irregular inflections are not normally included in the cluster frequency measure because they are not likely to be accessed through the stem. However, by also excluding the regular past tense inflections from the cluster frequency computation, Prasada et al. had items where the word frequency of the past tense form was sometimes higher than its associated stem-cluster frequency. If regularly inflected forms are accessed through their stems, then they should also contribute to the activation levels associated with the frequency effect. Another problem in interpreting the Prasada et al. (1990) study is the nature of the task. Since the participants read the stem form before producing the past tense form, it is not surprising that they would use a compositional route by adding the past tense morphology. It could be the case that whole-word representations are available for regularly inflected forms, but are simply not used under these circumstances.
Other studies in this area have employed the lexical decision procedure and present a rather different picture. Taft (1979) and Burani, Salmaso, and Caramazza (1984) have looked at whole-word frequency effects in lexical access for regular inflections. These studies tested pairs of regularly inflected items where one word in each pair was high in whole-word frequency and the other was very low, but both were matched in cluster frequency (stem frequency plus all inflections). Both studies obtained a significant whole-word frequency effect, suggesting that regular inflections are stored as whole words, in contrast to Prasada et al. (1990) .
Once again, there are problems with the design of these studies. In Taft (1979) , 9 out of 20 low-frequency items involved stems that were denominal verbs (e.g., classed, numbered, sized), while none of the high-frequency items had derived stems. If denominal verbs are psychologically derived, then this requires two processes (zero derivation plus inflection), which would increase reaction times for many of the low-frequency items. Alternatively, if denominal verbs are stored separately from their related noun forms, then Taft's measure of cluster frequency was inaccurate because it included the frequency of the noun base form as well as the verb form, and the noun form tended to be the major contributor to the cluster frequency count. In either case, RTs for inflected forms based on denominal verbs should be slow, regardless of their representational status. Burani, et al., (1984) failed to find an effect of word frequency using Taft's procedure in Italian. They did find an effect when they modified the design by testing pairs of words that shared the same stem but had different inflections (e.g., sent-ire versus sent-ivi). This optimally controls for cluster frequency issues. However, the frequency of the inflected word is likely to be correlated with the frequency of the affix itself. To use English examples, if we were to test a low-frequency inflection like cleans versus a high-frequency relative such as cleaned, the frequency of the affixes themselves (i.e., -s vs -ed) would be confounded: past tense morphology is much more frequent than third person -s. Thus, even if both cleans and cleaned were to be accessed through decomposition, attaching -ed might take less time than attaching -s. Once again, differences in RT might be expected whether inflected words are stored as single units or not.
A common problem in previous studies is that frequency has been treated as a categorical variable (high versus low). This may overestimate or underestimate the existence of wholeword frequency effects, depending on which part of the frequency distribution is being sampled from. Furthermore, this method cannot detect discontinuities in frequency effects that are predicted by dual access models. In the present paper, we will describe several experiments that treat frequency as a continuous variable in an attempt to provide an unambiguous picture of the representational status of regular inflections.
EXPERIMENT 1

Participants
Thirty-one undergraduate students from the Psychology subject pool at the University of Pittsburgh participated in the experiment. In this and subsequent experiments, all participants completed the task and all were native speakers of English.
Materials
Sixty-six experimental items were selected to: (a) be regularly inflected, (b) have similar stem-cluster frequencies, and (c) be evenly distributed in terms of log word frequency. Cluster frequency ranged from 99 to 122 (log 2 to 2.08) based on Francis and Kučera (1982) . This range is small but not zero and so cluster frequency is still included as a variable in the analysis. Word frequency varied from 0 to 101 (see Appendix). Items were selected so that word length, syntactic category (noun vs verb), and cluster frequency had very low correlations among themselves and with respect to the critical experimental variable: whole-word frequency (min ϭ .03; max ϭ .2). Filler items included 66 simple words (not inflected); 66 "inflected" nonwords, where an inflectional ending was attached to a nonce base form (e.g., *pramed); and 66 simple nonwords.
Procedure
Participants performed a lexical decision task on a PC using the Micro Experimental Lab (MEL) software (Schneider, 1988) . After reading the instructions they began with 40 practice trials. They were then tested on the experimental and filler items, which were presented in a different random order for each subject. Participants were allowed 3 1-min breaks during the experiment.
On each trial, an asterisk appeared in the middle of the screen for 1.5 s and then an item was displayed, centered around the asterisk position. Participants were instructed to press the "1" key each time they saw a word, and the "2" key each time they saw a nonword. The presentation of the item was terminated by the subject's response. If participants took longer than 1.5 s to respond, the screen showed a message: "too slow." Data for such trials were discarded. This amounted to 3.3% of the responses in Experiment 1. Also, participants were informed if their responses were incorrect with the message: "wrong answer."
Results and Discussion
For the item analyses we performed standard multiple regressions. That is, we collapsed data across subjects and regressed RT on five independent variables: length, category, neighborhood frequency, cluster frequency, and word frequency.
For the subject analyses, a straightforward MANOVA could not be used because we are dealing with continuous variables. The present study requires us to capture within-subject effects using regression analyses. For this, a separate regression equation was estimated for each subject in which RTs for that subject were regressed on the five independent variables in our model. This leads to a slope estimate for each independent variable from each participant. Then we computed the mean slope for each independent variable across subjects and tested whether those mean slopes were significantly different from zero (see Ryan, Sherman, & Judd, 1994 for an example of this type of statistical analysis). Such tests tell whether each of the independent variables has a significant impact on RT, assessing those effects within subjects. Degrees of freedom are based on the number of subjects. These statistical analyses were also used for the accuracy data and were repeated in all of the studies reported in this paper.
Because some of the experimental items did not occur in the Francis and Kučera word count, their zero frequency was a problem for the log transformation. We dealt with this in two ways. One way was to use the log of the word frequency ϩ 1. The second way was to postulate a real frequency between zero and one for these items, which we set at 0.5, yielding a log word frequency of Ϫ0.3. In most cases, the two methods did not produce differences in significance. Unless there was a difference, we report only results based on log (word frequency ϩ 1).
The present analyses initially included neighborhood frequency as a variable. Grainger, O'Regan, and Segui (1989) and Grainger (1990) have shown that word frequency effects can sometimes be confounded with frequency of orthographic neighbors (i.e., items sharing all but one letter of the target word). However, in none of the analyses in this paper did this variable show any effects and so it was dropped from the model. Fig. 1 is a scatter plot of RT against log-word frequency. Accuracy was at ceiling (98%) and so there were no significant effects.
The present results provide weak evidence for the existence of whole-word representations for regularly inflected forms within the frequency range tested (0 to 101). The interpretation of the present results will become clearer when items in a different frequency range are considered in the next experiment.
EXPERIMENT 2
This experiment sought to examine wholeword frequency effects for a different stemcluster frequency value of around 50 rather than 100 for the first experiment.
Participants
Thirty undergraduate students from the same population as in Experiment 1 participated.
Materials
Sixty-eight regularly inflected words were selected whose stem-cluster frequencies ranged from 49 to 60 (log 1.70 to 1.78). Word frequency varied from 0 to 44 (see Appendix). All other aspects of the materials were identical to those in Experiment 1. Filler items included 68 simple words, 68 inflected nonwords, and 68 simple nonwords.
Procedure
The procedure was the same as in Experiment 1.
Results and Discussion
The results are displayed in Figure  2 shows a scatter plot of word frequency against RT. One unit increase in log-word frequency corresponded to a 32-ms decrease in RT. Accuracy was again at ceiling (97%) yielding no significant effects.
A major assumption of dual access models is that for low-frequency inflected forms, the compositional route should win out over the wholeword access route. As a consequence, whole- Fig. 3 . Again, we found no effects on accuracy, which remained high at 97%. There were 38 items with frequencies above the median split in the 7 to 50 range. This represents a log frequency spread of 0.8 (0.9 to 1.7), which was slightly lower than the 0.84 spread in the 0 to 6 range. Log-word frequency was highly significant [F1(1,29) ϭ 16.7, p Ͻ .0005; F2(1,37) ϭ 6, p Ͻ .005; Min FЈ(1,60) ϭ 4.41, p Ͻ .05]. The estimated slope coefficient for log-word frequency was Ϫ44. In other words, a unit increase in log-word frequency corresponded to a decrease of 44 ms in RT.
This reanalysis of the data supports the prediction of dual access models that inflected forms in the lower frequency range should not show whole-word frequency effects. The lack of frequency effects is unlikely to be the result of a decrease in the number of items tested. There was a similar decrease in the number of items with frequencies above 6 per million, yet frequency effects remained in that reanalysis. Another possibility is that the lack of frequency effects in the 0 to 6 range was due to range compression. We will address that issue in the next experiment.
Reanalysis of Experiment 1 Data
How do the present data compare to those for Experiment 1 where we found only weak effects of word frequency? Items in Experiment 1 covered a broader frequency range (0 to 101) than Experiment 2 (0 to 44), so there could have been a floor effect above a certain frequency range for items in Experiment 1. Within the higher frequency ranges, it generally takes a larger increase in frequency to make a difference in RT and the distribution of inflected forms at the higher frequency ranges is relatively sparse.
We decided to reexamine the data from Experiment 1 by looking at the frequency range comparable to Experiment 2. There were 54 items in the 0 to 50 range in Experiment 1. Log frequency was significant by subjects [F1(1,30) ϭ 15.74, p Ͻ .0005] and marginally significant by items [F2(1,53) ϭ 3.35, p ϭ .07]. Item analyses showed significance when the alternative log word frequency measure was used (p Ͻ .05). The estimated slope coefficient for log word frequency was Ϫ15 for both subjects and items. This suggests that the data from the two experiments are comparable within the overlapping frequency range of 0 to 50. Once again, accuracy remained close to ceiling at 98%.
In Experiment 2, the word frequency effect on RT disappeared in the lower end of the frequency distribution. For a comparable analysis, we examined the 0 to 6 frequency range for Experiment 1. There were 23 inflected items in this range. Log word frequency was not only nonsignificant, but was in opposite directions for subject and item analyses [F1(1,30) ϭ .44, p ϭ .51; F2(1,22) ϭ 1.81, p ϭ .19; slope coefficient ϭ Ϫ11.5 by subjects but 34.2 by items]. Accuracy remained at 98%.
Overall, the results of Experiments 1 and 2 seem to support the conclusion that there is a reliable word frequency effect for regularly inflected words, which indicates the availability of whole-word representations. However, when we performed a median split of the items based on their frequency, the word frequency effect appeared to be restricted to words with a frequency of 7 or more. In the lower end of the frequency distribution, we found no indication of whole-word representations.
There were three problems with these experiments. First, the 0 to 6 range was established when the data had already been collected and examined. It is important to replicate the lack of a frequency effect on RT within this range in a prospective study, with new subjects and additional items. Second, it is possible that frequency counts in this range are simply not accurate. When frequency values are very small, it may be the case that the difference between one value and another might be more related to sampling and chance than to real underlying differences in frequency. Finally, the smaller range of frequency values might make it harder to get a significant correlation with RT. Therefore, we needed to investigate whether word frequency effects could be observed within the lower frequency ranges when uninflected items are considered.
EXPERIMENT 3
Participants
Thirty undergraduate students from the same population as Experiments 1 and 2 participated.
Materials
Fifty regularly inflected words were used whose cluster frequencies were in the 49 to 60 range (log 1.70 to 1.78). Word frequency varied only from 0 to 6. Fifty monomorphemic adjectives were used as control items. Adjectives do not take inflectional endings and thus there is no distinction between word and cluster frequency. Like the inflected items, the adjectives also varied in word frequency from 0 to 6. Filler items included 30 uninflected nouns and verbs, 50 inflected nonwords, and 80 uninflected nonwords.
Procedure
The procedure was the same as in the previous experiments.
Results and discussion
The results from Experiment 3 are summarized in Table 3 Since we did not see a category effect in any of the other studies reported here, it is possible that the presence of the adjectives somehow made category differences more salient. However, the reasons for such an effect are unclear.
Log-word frequency for inflected forms was not only nonsignificant but the effect was in the opposite direction than would be predicted, with positive slopes for both subjects and items [F1(1,29) ϭ 0.27, p ϭ .6; F2(1,49) ϭ 0.13, p ϭ .72]-see Table 3 and Fig. 4 . Therefore the data for inflected forms replicate those of the previous studies.
When the same analyses were performed on the adjectives, word length was again significant [F1(1,29) The results were similar for the accuracy data. For the inflected forms, only length had a . Average accuracy for the adjectives was 79%. The differences in accuracy rates for adjectives and inflected forms probably reflects the fact that inflected forms could be accessed compositionally through the higher frequency base form, whereas the adjectives could not.
A paired t test by subjects comparing the slope coefficients for log word frequency for inflected forms versus adjectives was significant for the accuracy data as well [Mean slope for inflected forms ϭ Ϫ0.015, for adjectives ϭ 0.285, t(29) ϭ Ϫ9.05, p Ͻ .0001].
In summary, we replicated the lack of a word frequency effect for inflected forms in the 0 to 6 frequency range. However, a word frequency effect was found in this range for uninflected adjectives. This result suggests that the lack of frequency effects for inflected forms reflects a real unavailability of whole-word representations rather than sampling limitations due to unrepresentativeness of items within a small, low frequency range.
It is possible that the frequency effects for adjectives might be affected by the clusters formed by derivational forms. Although adjectives are not inflected, some can take derivational affixes such as -er, -est, -ly, -en, -ness, and -ity. We calculated derivational cluster frequencies based on this family of derivational forms for the adjectives. In addition, we calculated similar derivational cluster frequencies for the inflected forms. It is possible that, if derivational cluster frequency is correlated with item frequency, then either the derivational cluster frequency or a combination of the item and cluster frequency might be pushing the adjectives to exhibit a frequency effect. However, the log-transformed derivational cluster frequency was only moderately correlated with log word frequency (r ϭ 0.14 for the inflected items; r ϭ 0.15 for the adjectives). Effects of logderivational cluster frequency for RT were not significant for inflected items [F1 (1,29) 
EXPERIMENTS 4 AND 5
The previous experiment provided evidence that frequency effects occur in the lower frequency ranges for uninflected forms, but not for regularly inflected forms. In the next two studies, we sought to replicate and extend this result by examining inflected forms and adjectives separately. This would allow us to negate any possible contamination between the two types of items. In addition, by using a larger number of items for each type, we could increase the power of the tests.
We were also concerned that the choice of the 0 to 6 frequency range was relatively arbitrary based on the median split of the frequency range for Experiment 2. We were interested to see if the same pattern of results occurred for a wider low-frequency range of 0 to 24. Although this is also arbitrary, it does allow for further exploration. It is possible to increase the potential number of inflected forms if the cluster frequency is kept relatively low. This is because most lowfrequency items belong to low-frequency clusters. We therefore chose frequency cluster values of 25 to 31 for the next experiment. This also allowed us to examine the effects of word frequency for a new cluster value.
Participants
Undergraduate students from the same population as previous experiments participated. Twenty-seven subjects were tested in Experiment 4 and 26 subjects were tested in Experiment 5.
Materials
For Experiment 4, 94 regularly inflected words were selected with cluster frequencies in the 25 to 31 range (log 1.40 to 1.49). Word frequency varied from 0 to 24. Filler items included 94 uninflected nouns and verbs, 94 inflected nonwords, and 94 uninflected nonwords.
In Experiment 5, 94 monomorphemic adjectives were selected with word frequencies in the 0 to 24 range. Filler items included 94 uninflected nouns and verbs and 188 simple nonwords.
Procedure
Results and Discussion
The results of Experiments 4 and 5 are displayed in Figure 7 .
To directly compare the adjectives with the inflected items, we performed a t test by subjects comparing the slope coefficients for log word frequency for inflected forms versus adjectives. The difference was significant [mean slope for inflected forms ϭ Ϫ23.27, for adjectives ϭ Ϫ91.61, t (51) To summarize, by increasing the frequency range of the inflected forms to 24, we appear to have gone beyond the threshold for whole-word representations. To be sure that the present data are compatible with the previous findings, we looked at items in the 0 to 6 word frequency range in Experiments 4 and 5. There were 51 inflected items in Experiment 4 and 51 adjectives in Experiment 5 within this range. For the inflected items, length was the only variable with a significant effect on RT [for length: F1(1,26) ϭ 19.12, p Ͻ .0001; F2(1,50) ϭ 13.27, p Ͻ .0001; Min FЈ(1,77) ϭ 7.83, p Ͻ .01; for word frequency : F1(1,26) ϭ .32, p ϭ .58; F2(1,50) ϭ .34, p ϭ .56).
Analyses on accuracy for inflected items showed a significant effect of word frequency by subjects and a marginal effect by items [F1(1,26) ϭ 4.47, p Ͻ .05; F2(1,50) ϭ 3.14, p ϭ .08]. These results are unexpected since they seem to contradict the data from reaction times and the findings from previous experiments where accuracy showed no significant effects for inflected forms. Furthermore, we found no significant frequency effect for accuracy when we looked at the 0 to 24 range from the same experiment. If there were a true un- derlying frequency effect, then one would expect it to be greater when the frequency range is extended. This was the case with RTs for all forms and for accuracy with adjectives. In addition, average accuracy remained at 95% in the 0 to 6 range. This trend therefore makes little sense in the context of the other findings. In other ways, the present results are generally consistent with the results of previous experiments. Taken together, they suggest that wholeword representations are not available in the 0 to 6 frequency range, but do begin to be available at frequencies above that range.
For the adjectives, length had a significant effect on RT within the 0 to 6 range [F1(1,25) ϭ 24.83, p Ͻ . 0001; F2(1,50) Average accuracy went down to 80% when only adjectives in the 0 to 6 range were considered.
As in Experiment 3, it was important to ensure that word frequency effects for the adjectives were not an artifact of derivational cluster frequency effects. Once again, we reran all of the analyses with derivational cluster frequency included as a variable. This variable was not significant for either the inflections or the adjectives and word frequency results remained unaffected.
CLUSTER FREQUENCY EFFECTS
Our approach in designing the present set of experiments has been to hold cluster frequency constant and to look at effects due to variations in word frequency. However, because we examined different cluster frequencies across experiments, we can ask whether the base form is activated when a regularly inflected form is accessed. Taft (1979) and Burani et al. (1984) both carried out lexical decision experiments in which pairs of regularly inflected words were matched for word frequency but differed considerably in cluster frequency. RTs were significantly higher for low cluster frequency items than for high cluster frequency items. In order to do a comparable analysis with the present data, we selected a range of word frequencies that was common across experiments and where the cluster frequency differed significantly. Experiments 1 and 2 included several items with word frequencies in the 0 to 50 range, while the cluster frequency was around 100 in Experiment 1 and 50 in Experiment 2. Mean RTs for the items in the 0 to 50 word frequency range for each experiment are presented in Table 5. A t test revealed that RTs for items in Experiment 1 were significantly shorter than those for Experiment 2 [t(121) ϭ 5.6, p Ͻ .0001]. Presumably, this difference reflects the activation of the base form, replicating the results of Taft and Burani et al.
As a further test, we can add the results of Experiment 4 by limiting the analysis to items with word frequencies in the 0 to 24 range. Mean RTs for these items in Experiments 1, 2, and 4 are presented in Table 6 . These data show that RTs decreased with increases in cluster frequency across experiments, as predicted if base forms are activated when accessing regularly inflected forms. Differences between Experiments 1 and 2 were significant [t (101) ϭ 5.24, p Ͻ .0001], as were those between Experiments 2 and 4 [t (150) ϭ 3.11, p Ͻ .005].
Another interesting test of cluster frequency effects is in the comparison of inflected forms, which are members of clusters, and adjectives, which lack inflectional clusters. If clusters fa- This may be due to the fact that in Experiment 3, the cluster frequency was 50 and in Experiment 4 it was 25. In addition, the item frequency range in Experiment 3 was 0 to 6 and in Experiments 4 and 5 it was 0 to 24. Thus, the cluster frequency effect would be weaker in Experiment 4 than in Experiment 3.
TESTING PREDICTIONS FROM CONNECTIONIST MODELS
In the Introduction to this article, we discussed the connectionist accounts of Bybee (1995) and Stemberger (1995) with regard to whole-word frequency effects for regularly inflected words. Both accounts focused on the competition between lexical strength and lexical connections, but differed in the form of this competition. The present results are consistent with one aspect of Bybee's model, which predicted whole-word frequency effects only above a certain frequency threshold. Stemberger (1995) argued that whole-word frequency effects for regular inflections should not be obtained due to the competition from the very strong interlexical connections to other items sharing inflectional endings. This model is not supported by the present data. However, it is likely that Stemberger's model could also accommodate the pattern of results we found by lessening the role of interlexical connections relative to the lexical strength of the inflected items.
Unfortunately, it is difficult to test predictions from these models based on simple whole-word frequency effects. This is because these models depend on postulated relative contributions of lexical strength and lexical connections, which can be altered to fit the data. It is also difficult to differentiate them from dual models since they are designed to account for the same kind of data outcomes. Therefore, we should look for predictions that are specific to the connectionist models. One strong prediction of Bybee's model, noted earlier, is that nouns should show stronger effects of whole-word frequency than verbs, and verbs should show stronger effects of cluster frequency than nouns.
We tested whether there were any interactions between category and whole-word frequency for Experiments 1, 2, 3, and 4. None of the interactions was significant regardless of whether all of the items or only the low-frequency items (0 to 6) were considered (p Ͼ .27). Similarly, the category by cluster interactions for Experiments 1, 2, and 4 were also not significant (p Ͼ .39). Therefore, neither of these analyses based on category differences supports the specific predictions derived from Bybee's model.
It is possible that the current data might be explained by a more straightforward competition model in which cluster frequency competes with whole-word frequency (David Plaut, personal communication) . In our studies, wholeword frequency varied, which would promote whole-word frequency effects. On the other hand, cluster frequency was kept constant, which would promote similar reaction times across items. On this account, the threshold for finding whole-word frequency would be the point at which the competing strengths of these two factors are about equal. The model also accounts for the strong whole-word frequency effects found for adjectives. Because adjectives lack inflectional clusters there would be no competition to promote a flat frequency effect for low-frequency items.
This model makes the distinct prediction that, as cluster frequency decreases, so should the threshold value for finding a whole-word frequency effect for inflected items. We can ap- proach a test of this prediction by looking at identical word frequency ranges across experiments. Experiments 1, 2, and 4 examined cluster frequencies of 100, 50, and 25, respectively. As cluster frequency decreases, the whole-word frequency effect should become stronger as the threshold shifts downward. Selecting items in the 0 to 24 range from Experiments 1, 2, and 4, we examined the interaction between whole-word frequency effects and cluster frequency across these experiments. We ran a single test combining data from all three experiments and regressed RT on category, length, log word frequency, and two contrast coded variables that compared cluster 25 versus clusters 50 plus 100 (contrast 1) and cluster 50 versus cluster 100 (contrast 2). In addition, we looked at two interaction terms between log word frequency and our two contrast coded variables. The results replicated main effects for length, log word frequency, and cluster frequency. However, the log word frequency by cluster interactions were not significant [contrast 1 ϫ log word frequency: F(1,193) ϭ 0.02; p ϭ .89; contrast 2 ϫ log word frequency: F(1,193) ϭ 1.14; p ϭ .29].
We also looked at the data from each experiment noting whether the slope coefficients for whole-word frequency increased as cluster frequency increased across experiments. Contrary to the predictions of the model, there was no linear relation between the cluster frequency and the size of the whole-word frequency effect (Experiment 1: slope ϭ Ϫ10.67; Experiment 2: slope ϭ Ϫ31.09, Experiment 4: slope ϭ Ϫ21.44). In other words, the cluster frequency of 50 showed the strongest whole-word frequency effects, followed by the cluster of 25, then 100. Bearing in mind that the present experiments were not directly set up to test this model, at present we cannot endorse the model based on the analysis of our results.
GENERAL DISCUSSION
Our results show that whole-word frequency effects can be reliably obtained for regularly inflected forms, although they disappear at a word frequency threshold of about 6 per million. This indicates that whole-word representations are available for regularly inflected forms with frequencies above that value, otherwise they require compositional representations based on morphological structure. Frequency effects did not disappear for simple words (adjectives) below any frequency threshold. This presumably reflects the fact that simple words must have whole-word representations throughout the frequency range.
We began this paper with a discussion of two kinds of dual models. In one case, the dual model proposed that morphologically complex words could be accessed either through a whole-word representation or through a decompositional route. The two access routes were said to be in competition with one another, and word frequency determined which access route would win out. For high-frequency inflected forms, whole-word representations are strong and therefore provide the primary access route. As frequency decreases, the compositional route becomes more reliable and whole-word access no longer occurs. The threshold for frequency effects found in the present studies clearly supports this dual model.
The second kind of dual model that we considered was that proposed by Pinker and his colleagues (Pinker, 1991) . This model proposed that regular and irregular inflections are dissociated at many levels. Regular inflections were said to show evidence of rule-based processes whereas irregular inflections show evidence of being stored in associative memory. We noted that there was a strong and a weak form of Pinker's model. The strong version claimed that regularly inflected forms are never represented as whole words; one should find no frequency effects in any range. The present results do not support this position since we did find frequency effects above the threshold of 6 per million. The weaker version of Pinker's model allows that there could be some wholeword representations for regularly inflected forms, but that such representations are not necessary. This version appears to provide a better fit to the present data.
However, endorsing the weak version of Pinker's dual model raises important questions with respect to the concept of storage. If storage leads to connectionistlike associations between items, then such items should show gang effects (Stem-berger and MacWhinney, 1988) . Prasada and Pinker (1993) found that, unlike irregular inflections, regularly inflected forms show no gang effects. Since the number of regularly inflected forms above threshold for frequency effects is considerable, it is paradoxical that they do not show some evidence of associative processes in the form of gang effects.
There are two possible solutions to this apparent paradox. First, it is likely that the two tests address different issues. On the one hand, we have a question about the nature of our representations: do we keep whole-word representations in memory for complex words? Manipulations of frequency are designed to address this question. A very different issue is how morphological patterns generalize. Prasada and Pinker's results suggest that regular inflections generalize on the basis of abstract rules, while irregular inflections generalize on the basis of lexical associations (i.e., gang effects). Generalizations based on gang effects require wholeword representations; they exploit similarities at the level of the entire word. Generalizations based on rules are independent of the existence of whole-word representations, but by no means exclude them. In fact, from a processing perspective, it may be advantageous or even necessary to store whole-word representations for regularly inflected forms when they occur frequently in the language. As Sandra (1994) pointed out, on-line composition of morphologically complex words reduces the need for storage space but at the cost of greater processing demands. While whole-word representations may not be necessary for regularly inflected items, the limited nature of our on-line computations paired with our enormous resources for language memory may make them convenient.
If all of the above is true, then this would seem to imply that there is lexical storage for regular and irregular inflections but that associative mechanisms arise only in the irregular vocabulary. Why should associative memory act only on irregular morphology? One possibility is that gang effects and whole-word frequency effects tap into different levels of processing. In other words, these two tests for storage may address different kinds of representations, and only one of those exhibits associative properties.
Dual models for lexical access propose that whole-word representations exist in the access system (Anshen & Aronoff, 1988; Baayen, 1991; Burani & Caramazza, 1987; Burani & Laudanna, 1992; Caramazza et al., 1985; 1988; Chialant & Caramazza, 1995; Frauenfelder & Schreuder, 1991; Laudanna et al., 1989 Laudanna et al., , 1992 Schreuder & Baayen, 1995; Stemberger & MacWhinney, 1988) . Marslen-Wilson, Tyler, Waksler, and Older (1994) have proposed that access representations are defined by the modality of the stimulus input (e.g., visual, auditory). It is here that frequency effects are assumed to arise. The modalityspecific access representations are said to feed into a more abstract, modality-neutral, internal lexicon. It is possible that the lexicon, rather than the access system, is the locus of associative mechanisms giving rise to such things as gang effects.
With regard to connectionist models, we noted that a threshold for whole-word frequency effects could be predicted by certain kinds of connectionist models. However, when more specific predictions were tested, the connectionist models did not fare so well. On the other hand, it was only the connectionist models that were specific enough to allow such predictions, and one should not therefore take such failures as an endorsement of alternative models that make no such specific predictions. In addition, the kinds of analyses we carried out to test these models were not within the main design of the study and so further evaluation is warranted.
To summarize, we have shown that there are indeed whole-word representations available for regularly inflected items. At the same time, we have demonstrated that this is not true for items in the lower end of the frequency distribution. In other words, there is a critical role for combinational principles in the system, given that some items can only be accessed through morphological decomposition. The results highlight the need to distinguish between frequency effects and gang effects and the different conceptual issues associated with these two phenomena. The distinction between access representation and central representation is particularly useful in this regard. 
