Selection of the most informative near infrared spectroscopy wavebands for continuous glucose monitoring in human serum by Goodarzi, Mohammad & Saeys, Wouter
1 
 
* Corresponding author: Mohammad Goodarzi  
Address: Department of Biosystems, Faculty of Bioscience Engineering, 
Katholieke Universiteit Leuven – KU Leuven, Kasteelpark Arenberg 30, B-3001 
Heverlee, Belgium 
Phone: +32 16 37 71 19 
Fax: +3216328590 
Email: mohammad.godarzi@gmail.com; 
mohammad.goodarzi@biw.kuleuven.be 
 
 
 
 
 
 
 
 
 
2 
 
Selection of the most informative near infrared spectroscopy wavebands for 
continuous glucose monitoring in human serum 
Mohammad Goodarzi* and Wouter Saeys  
KU Leuven, Department of Biosystems, MeBioS division, Kasteelpark Arenberg 30 Box 2456, B-3001 Leuven, 
Belgium 
Abstract 
By controlling the blood glucose levels of diabetics permanent diabetes-related problems such 
as blindness and loss of limbs can be delayed or even avoided. Therefore, many researchers 
have aimed at the development of a non-invasive sensor to monitor the blood glucose level 
continuously. As non-invasive measurements through the skin, the ear lobe or the gums have 
proven to be either unreliable or impractical, attention has recently shifted to minimally 
invasive sensors which measure the glucose content in serum or interstitial fluid. Thanks to 
the development of on-chip spectrometers minimally invasive, implantable devices are 
coming within reach. However, this technology does not allow to acquire a large number of 
wavelengths over a broad range. Therefore, the most informative combination of a limited 
number of variables should be selected. In this study, Interval PLS (iPLS), Variable 
Importance in Projection (VIP), Uninformative Variable Elimination (UVE), Bootstrap-PLS 
coefficients, Moving window, CorXyPLS, Interval Random Frog-PLS and combinations of 
these methods were used in order to address the question whether the Short wave band (800 to 
1500 nm), first overtone band (1500 to 1800 nm), the combination band (2050 to 2300 nm) or 
a combination of them is the most informative region for glucose measurements and which 
wavebands should be measured within these wavelength ranges.  The three different data sets 
employed focus on the determination of (1) glucose in aqueous solutions over the 1-30 mM 
range in presence of urea and sodium D-lactate, (2) glucose in aqueous solutions over the 2-
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16 mM range in presence of icodextrin and urea and (3) glucose in human serum samples. 
The best results for the first, second and third data sets were obtained by selecting 40, 130 and 
20 variables resulting in a PLS model with an RMSEP of 0.56, 0.59 and 1.5 mM, 
respectively. It was found that the first overtone band is most informative for aqueous 
solutions, while for glucose measurement of serum samples the combination band was found 
to be the better choice.  
Keyword: diabetes, continuous glucose monitoring, human serum, non-invasive 
measurements, variable selection, Near Infrared Spectroscopy.  
Introduction  
Diabetes, a disorder in the control of the blood glucose level is considered to be one of the 
most important metabolic diseases worldwide [1]. As the natural control system regulating the 
blood glucose level is deficient in diabetes patients, diet adjustment and insulin therapy are 
needed to avoid toxic blood glucose levels leading to diabetes-related complications such as 
blindness and loss of limbs [2]. As the blood glucose level should be kept within the 
physiological range from 4 mM to 7 mM the diet and application of insulin should be based 
on frequent measurements of the blood glucose level. Nowadays, self-monitoring of blood 
glucose based on painful finger pricking is typically used. This method, however, is not 
suitable for tight insulin control, because isolated glucose values do not reflect the variations 
occurring throughout the day and night [3]. Ideally, the blood glucose level should be 
monitored continuously in an automatic, painless and non-invasive way. Therefore, many 
research initiatives have focused on the development of sensor systems for Continuous 
Glucose Monitoring (CGM) [4]. Among the investigated technologies, Near-Infrared 
Spectroscopy (NIR) coupled with chemometrics has received the most attention.  
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NIR spectroscopy is already widely used for composition measurement in different industries 
(e.g. food, chemical and pharmaceutical), because it is rapid, nondestructive and requires little 
or no sample preparation [5]. As the absorption in the NIR corresponds to overtones and 
combinations of the fundamental molecular vibrations, the absorption peaks are relatively 
weak and highly overlapping. This makes that there is typically no single wavelength variable 
which is only influenced by the analyte of interest, but there are many variables which are 
weakly correlated to it.  Therefore, multivariate data analysis techniques are needed to extract 
the information on the analyte of interest from the acquired NIR spectra. The main goal of 
Multivariate Calibration is to establish a regression model linking the measured signals to 
certain properties of samples. Afterwards the prediction ability of such model is validated by 
applying it to a set of samples, which are not involved in the calibration. Many Multivariate 
Calibration methods such as Multiple Linear Regression (MLR), Principal Component 
Regression (PCR), Partial Least Squares (PLS), Ridge Regression (RR), Artificial Neural 
Networks (ANN) and Support Vector Machines (SVM), etc., have been used in NIR spectral 
analysis [6,7].  
Although biased regression methods such as RR, PCR and PLS can be used with all measured 
wavelengths, many of these wavelength variables are not essential for predicting the analyte 
of interest. Therefore, a simplified model could be built by including only the most 
informative wavelengths [8-11]. By removing those irrelevant features the prediction 
performance and robustness of the calibration models can be improved [12-15]. 
As a consequence, variable selection/reduction techniques are used to: simplify the 
interpretation of models with few variables, to improve the prediction performance, and to 
decrease the risk of overfitting/overtraining [16,17].  
Different strategies have been used to find the most informative part of NIR spectra for 
glucose measurement. These strategies can be divided in two categories: manual splitting of 
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the spectra into several wavelength ranges followed by model building on each of these splits, 
and use of a variable selection technique (e.g. Genetic Algorithm). However, all the studies 
reported so far only considered one specific data set, which may have led to the selection of a 
variable set, which is only optimal for that data set. For instance, in one group examined 
seven different spectral regions based on three different glucose bands around 2128, 2273 and 
2325 nm for glucose measurement [18]. They reported that the most informative wavelength 
range is from 2174 to 2326 nm, while the prediction ability of the PLS model decreased by 
using the full spectrum. The same conclusions were drawn from glucose measurements under 
changing temperatures [19]. They concluded that the C-H combination band at 2273 nm is the 
most useful band for glucose measurment [18, 20-23]. On the other hand, in [24] the 
combination of four informative regions of 1373–1429, 1495–1545, 1565–1696, and 1790–
1805 nm was found to be most informative. In a third study, a comparison was made between 
PLS models built using the first overtone (1500-1800nm) and combination band (2050 to 
2300 nm) to measure glucose, lactate, urea, ascorbate, triacetin, and alanine in aqueous 
solutions [25]. The PLS models for glucose resulted in Standard Errors of Prediction (SEPs) 
of 1.12 and 0.45 mM for the first overtone and combination band spectra, respectively. In yet 
another study, an aqueous solution consisting of Glucose, Lactate, Urea, ascorbate triacetin 
and alanine was used [26-28]. In [26], the best region was reported to be from 2036 to 2324 
nm, while in [27], a combination of the regions from 1473-1831 nm and from 2111 to 2374 
nm provided the best glucose prediction accuracy. More details on the different studies done 
for selection of the most informative wavelength region can be found in [3], where the 
multivariate calibration, variable selection and preprocessing strategies for blood glucose 
measurement by NIR spectroscopy are critically reviewed.  
Although many researches have aimed to find the most informative wavebands in the NIR 
range for CGM, they came to different conclusions. This suggests that the selected set of 
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wavebands might depend on the used variable selection technique and the concentrations of 
the spectral interferents in the considered samples. Therefore, in this study we applied 
different variable selection techniques on 3 different data sets with different composition 
structure to clarify which wavebands in the NIR region are most informative for glucose 
measurement in the presence of the major interferents which can be expected in the serum of 
diabetics.   
2.Theory  
2.1. Interval PLS (iPLS) 
Interval PLS is a technique, which was proposed by Nérgaard et al [29], and develops local 
PLS models on equidistant subintervals of the full-spectrum region. Interval PLS (iPLS) 
selects a subset of variables which give superior prediction performance compared to when all 
the variables are used. This approach can be applied either based on a forward or reverse 
strategy. In any case, the algorithm performs a sequential, exhaustive search for the best 
variable or combination of variables by splitting the spectra into small intervals with equal 
distance and fitting a PLSR model to each combination of intervals. The combination of 
intervals, which gives the lowest prediction error, is then selected. In forward iPLS the single 
interval which gives the lowest prediction error in cross validation (RMSECV) is selected in 
the first step and in each subsequent step the interval which gives the largest improvement in 
the prediction error is added to the set of intervals which have been selected in the previous 
steps. In reverse iPLS all intervals are included in the first step and in every subsequent step 
the interval is removed for which removal leads to the largest reduction of the prediction error 
in Cross Validation [29]. 
2.2. Variable Importance in Projection (VIP) 
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The VIP method estimates the importance of each variable based on the weight of the loading 
factors from each component. The VIP scores can be calculated as follows: 
 
       l=1,2,…k                           (1) 
 
where n is the number of predictor variables, is the loading weight for variable j using l 
components and ,  and  are PLS loading weight, y-loadings and scores, respectively, 
corresponding to the lth component.  A variable with a squared VIP score close to or above 1 
is then considered as important for the model and thus selected for further use [30]. 
 
2.3. Uninformative variable elimination (UVE) 
UVE aims at the reduction of the dimension of a data set by discarding uninformative 
variables (i.e. those that have high variance, but small covariance) [31]. By building a PLS 
model with the full set of variables, the optimum number of Latent Variable is determined. 
Then, the calibration data matrix X is augmented with a matrix of the same size where the 
variables containing Gaussian random noise multiplied with a small constant. The purpose of 
this addition is to eliminate any possible interaction with the original variables of the X 
matrix. Centner et al. [31] suggested that the constant value should be lower than the level of 
inaccuracy of the instrument (For instance when the magnitude of the real variables is in the 
range of 0.0-1.0, the constant value is selected as an order of magnitude smaller than the 
imprecision of the instrument, i.e., 1 × 10-4). A collection of PLS regression models is then 
built on this augmented data matrix by performing leave-one-out cross-validation. A 
normalized regression coefficient value is then calculated for every variable by calculating the 
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mean value and dividing it by the standard deviation. A cut-off value is then determined as the 
maximum normalized regression coefficient value for the Gaussian random noise variables. 
Finally, all spectral variables with a normalized regression coefficient equal to or smaller than 
the cut-off value are considered to be uninformative and eliminated. 
In Monte Carlo UVE, the leave-one-out cross validation is replaced by iterations of random 
sampling of M calibration samples [32]. 
2.4. Bootstrap-PLS coefficients  
Bootstrapping involves sampling multiple datasets, each consisting of n observations 
randomly selected with replacement from the original data set and building a PLS regression 
model for each bootstrap sample. Based on all bootstrap samples, confidence intervals for the 
PLS regression coefficients can be estimated. Wavelength variables whose 95% confidence 
intervals for the PLS regression coefficients include the zero value are considered not 
significantly different from zero and thus eliminated [33]. 
2.5. Moving window-PLS 
This technique starts with fixing a window, which moves throughout the entire spectrum. At 
each position, a PLS model is built for which the RMSECV based on Cross Validation is 
calculated. In the next step, the prediction error of each model is plotted against the window 
position to select the region for which the corresponding model gave an acceptable RMSECV 
level with the lowest number of Latent Variables [34]. 
2.6. CorXyPLS 
This technique calculates the mutual correlation (correlation coefficients) between each of the 
independent variables (wavelength variables in this case) and the dependent variable 
9 
 
(response variable). Then, those with the highest correlation coefficients are selected as best 
variables. This technique has of course some drawbacks, which may not always lead to the 
best solution (the optimum set of wavelengths variables). This one variable at the time 
selection strategy might be suboptimal when the variables are highly correlated, as is the case 
for NIR spectra, because it might select highly correlated variables which have very limited 
added value with respect to the others.  
2.7. Interval Random Frog-PLS 
The Interval Random Frog (IRF) method investigates all possible spectral intervals 
combinations to find the best set of informative variables. At first, the spectra is split based on 
interval value and then these intervals are ranked applying random frog-PLS and the optimal 
ones are chosen. This algorithm works in an iterative manner in three steps: First, a variable 
subset X0 containing n variables is randomly initialized from a given data set. Then, based on 
X0, a candidate variable subset X* consisting of m variables is proposed. Afterwards, accept 
X* with a certain probability as X1, and replace X0 using X1. This step continues until the 
predefined number of iterations has finished. The last step is to calculate a selection 
probability for each variable, which can be used as a measure of variable importance. For 
details on this technique the reader is referred to [35]. 
3. Experimental  
3.1. Data set-1 
People with diabetes who are also peritoneal dialysis patients are treated with icodextrin. 
Icodextrin is a glucose polymer and is used as an osmotic agent in dialysis solutions since 
glucose solutions are not suitable for these patients and may furthermore lead to metabolic 
complications [36]. As the absorption spectrum of icodextrin is highly similar to that of 
glucose, it is a spectral interferent for NIR spectroscopic measurement of glucose, which 
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might lead to an over-estimation of the glucose level if the calibration models are not able to 
distinguish its spectral signature from that of glucose [37]. Therefore, a data set was designed 
to investigate the possibility to extract glucose information independent of the icodextrin 
concentration. Fourty-five aqueous solutions of glucose, icodextrin and urea were prepared 
based on a full factorial design covering the physiological rangesof glucose (5 levels: 2 mM, 4 
mM, 8 mM, 12 mM and 16 mM), urea (3 levels: 3 mM, 6 mM and 9mM) and icodextrin (2 
levels: 50 and 200 mg/dL). NIR spectra in the 800-2500 nm range were acquired for these 
samples with a Bruker MPA FT-NIR spectrometer (Bruker, Ettlingen, Germany) in 
transmission mode using a 1 mm cuvette. The samples were preheated to 37°C by placing 
them in a water bath and the temperature of the cuvette was controlled at 37C±1.0C. The 
spectra for each sample were recorded in triplicate resulting in 252 spectra for 84 aqueous 
solution samples. This data set consists of 45 samples, which were each measured three times 
resulting in 135 spectra. The data set was split into a calibration set of 31 samples and a test 
set of 14 samples.  
3.2. Data set-2 
This data set consists of NIR spectra of three parallel sets of aqueous solutions containing 
similar concentrations for glucose (1, 3, 7, 12, 15, 22 and 30 mM), urea (5 and 6 mM) and D-
lactate (1 and 5 mM) [38]. A full factorial design of these concentrations was prepared 
resulting in 28 samples for every set of aqueous solutions. In total, 84 samples were produced 
for three sets. NIR spectra in the range 800-2500 nm were acquired for these samples with a 
Bruker MPA FT-NIR spectrometer (Bruker, Ettlingen, Germany) with a 1 mm transflectance 
probe. All the measurements were carried out in a temperature controlled facility at 
37C±1.0C. The spectra for each sample were recorded in triplicate resulting in 252 spectra 
for 84 aqueous solution samples. 
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3.3. Data set-3  
The NIR spectra of human blood serum are the result of overlapping strong absorption bands 
of not only water, but also proteins, which can affect the prediction ability of a Multivariate 
Calibration model built for glucose measurement. In a previous study, we investigated the 
effect of the total protein concentration and the glycated protein concentration in blood serum 
on the prediction ability of PLSR calibration models [39]. Overall, it was concluded that the 
glycated serum proteins do not affect the accuracy of the glucose prediction from the NIR 
spectra of human serum. The main aim of this study was to find the most informative 
wavebands in the NIR region for glucose monitoring in human serum. So, while the two 
previous data sets were designed to investigate the impact of specific interferents, this human 
serum data set was used to evaluate if the same wavebands would be selected for real human 
serum samples.  
Fifty human serum samples were selected from a large database of human serum samples 
with special attention to cover the glycated haemoglobin (HbA1c) range as widely as possible 
(in the present case, 24–105 mM) [39]. The HbA1c is developed when the haemoglobin in the 
blood becomes “glycated” by joining glucose in the blood. This glycation process is promoted 
by the high blood glucose levels, which can occur in diabetics, such that the HbA1c 
concentration can be seen as a memory of the blood glucose level history of a patient. The 
glucose molecule attached to the haemoglobin can no longer be used as energy source by the 
cells and thus should not be included in the blood glucose level. So, the multivariate 
calibration models should be able to distinguish between the spectral signature of the HbA1c 
and that of glucose. Therefore, special attention was paid to cover a wide range of HbA1c in 
this experiment. The samples were frozen at -18°C to preserve their chemical composition 
and integrity until the time of spectral measurement. The serum samples and their reference 
concentration measurements for glucose, HbA1c, and total proteins were obtained from the 
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Clinical Chemistry Laboratory, University Hospital (UZ), Ghent, Belgium. In analogy to both 
above data sets, these NIR spectra were split into seven subsets.  
 
4. Data analysis 
The first two data sets contain NIR spectra measured from designed aqueous solutions with 
specific interfering structures, while the last one contains NIR spectra of real human serum 
samples. In all three data sets glucose is the analyte of interest. For the first data set, urea and 
icodextrin and in the second data set, urea and D-lactate are interferents.  
The NIR spectra were split into three major areas: Short wave, First overtone and combination 
band ranging from 780 to 1500 nm, 1500 to 1800 nm and 2050 to 2300 nm, respectively. As 
shown in Figure, in order to investigate the effect of different regions of NIR spectra on 
glucose measurement, seven subsets were created from each data set. The first one consists of 
the full range of NIR spectra ranging from 800 to 2500 nm. Note that for all sub sets the range 
from 1850 to 2050 nm, which corresponds to a characteristic absorption peak of water related 
to the combination band of O-H, was removed from the data set. The second set consists of 
the wavelength variables below 1500 nm belonging to the Short Wave range. First overtone 
and Combination band were from 1500 to 1800 nm and 2050 to 2300 nm, respectively. The 
fifth, sixth and seventh subsets are a combination of short wave, first overtone and 
combination band.   
In spite of the fact that preprocessing techniques could help to improve the robustness of 
calibration models, no other preprocessing except mean-centering was applied for modeling 
as each of the preprocessing techniques would need to be optimized and may have an impact 
on the variable selection by redistributing information from one variable to another one. 
The duplex method was used to split the three data sets for 70% and 30% into a calibration 
and test set, respectively. The Duplex technique aims at setting up a calibration set which is as 
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representative as possible and covers the calibration (X and y) space as uniformly as possible. 
This technique was applied on the X matrix and after the data had been split, the range of y 
values for both calibration and test sets were checked in order to assure their uniformity.  It 
starts by assigning the two samples, which are farthest away from each other to the calibration 
set. Then, among the remaining samples, the two samples, which are farthest away from each 
other are placed into the test set. This procedure continues until all samples have been 
assigned to the calibration and test sets.  
Each model built on the calibration set was internally validated using a 10-fold Contiguous 
Block Cross Validation (CBCV) method. This cross validation method was selected to keep 
all three spectral replicates for the same sample together. The 10-fold CBCV was used to 
ensure that the model was trained for the available variation in the calibration set during the 
training phase. After tuning the model complexity in Cross Validation the performance of the 
resulting model was tested on a separate test set consisting of 30% of the entire data set, 
which had not been used for building or tuning the model. For all data sets, the prediction 
performance of PLS regression models built on different subsets of variables selected with the 
variable selection techniques described in section 2 was compared to the performance of a 
PLS regression model using the full spectral range. The Root Mean Squared Error of 
Calibration (RMSEC), Cross Validation (RMSECV) and Prediction (RMSEP) were used as 
the performance criteria to assess and compare the predictive ability of the different models.  
Figure 1 should be inserted around here 
All calibrations were performed in MATLAB®, 7.10.0 (R2010a) (The Mathworks, Natick, 
MA, USA). For PLS regression, the PLS toolbox version 7.8.2 was used (Eigenvector 
Research, Wenatchee, WA, USA). 
The application of different variable selection strategies to the different data sets generated a 
large number of graphs. Due to space limitations, only the final results are presented here. For 
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more details the reader is referred to the supplementary material. All figures with a subscript 
“s” can be found in the supplementary material.  
5. Results and discussion   
5.1. Data set-1 
The best PLS model for the full spectral range, excluding the 1850-2050 nm region gave 
RMSECV and RMSEP values of respectively 3.98 mM and 2.63 mM. By applying forward 
iPLS only 40 from the 2068 wavelength variables were selected to obtain RMSECV and 
RMSEP values of 0.56 mM and 0.56 mM, respectively with a PLS model using 8 LVs. 
Although the selected wavelength variables are distributed over the SW, FOT and CB, they 
are mainly situated in the combination band over the range from 2050 to 2200 nm. In Figure 
2a the RMSEC, RMSECV and RMSEP values obtained by different variable selection 
techniques coupled with PLS are shown. In Figure 2b the spectral regions selected by the 
different variable selection techniques are illustrated. As can be seen in Figure 2, all variable 
selection techniques except VIP resulted in a better prediction performance than that obtained 
by the PLS regression model built on the entire spectra. This indicates that some wavelength 
variables are detrimental for the prediction performance However, as all other techniques did 
not give a better prediction performance, while selecting a larger number of variables, the set 
of wavelength variables selected by forward iPLS was chosen for this.  
Figure 2 should be inserted around here 
The second subset, which was tested, is the shortwave range from 800 nm to 1500 nm 
consisting of 1511 spectral points for this data set. The PLS regression model using the full 
spectrum, gave RMSECV and RMSEP values of respectively 1.07 mM and 1.11 mM. 
ForwardiPLS with an interval width of 5 wavelength variables resulted in the selection of 80 
wavelength variables. A PLS regression model with 5 LVs built on this selection resulted in a 
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great improvement in the prediction performance with RMSECV and RMSEP values of 
respectively 0.62 and 0.76 mM. This prediction performance is only slightly worse than that 
obtained with the variables selected from the full spectral range by forward iPLS. Note that 
the variables selected by all techniques mainly range from 1300 nm to 1500 nm (Figure 1s 
supplementary material).  
A PLS model was built based on the third subset consisting of only the FOT region. For 
conventional PLS calibration, the RMSECV was 1.43 mM for 6 LVs and the corresponding 
RMSEP value was 1.21 mM when only 289 variables (first overtone) were used. For this third 
subset, BootstrapPLS showed to select fewer variables (112), resulting in RMSECV and 
RMSEP values of 1.07 mM and 0.9 mM, respectively. The spectral range from 1700 to 1800 
nm was selected by all techniques (figure 2s, supplementary materials). This underlines the 
importance of this range for glucose measurement. In the NIR region, the first harmonic of the 
C–H stretching vibrations is observed at about 1700 nm. In order to get an idea about where 
the glucose information is higher than that of water, their molar absorptivities have been 
calculated. The molar absorptivities of water and glucose in the First Overtone Band are 
presented in Figure 3s. These pure component spectra of glucose and water were measured 
experimentally by following the method described by Amerov et al. [40]. In Figure 3s, it can 
be seen that the region between 1500 to 1850 nm is an important region for glucose 
measurement since glucose has a strong absorbance in that region while water absorbance is 
rather weak. Therefore, it could be a suitable area to extract glucose information. 
A fourth subset containing only combination band information was used to investigate the 
value of this region for glucose measurement in the presence of icodextrin and urea. A PLS 
model was built on this subset of 139 variables resulting in an RMSECV and RMSEP of 1.51 
mM and 1.55 mM, respectively for 6 LVs. Forward iPLS was found to select only 50 
variables and to obtain similar prediction performance with 5 LVs (RMSECV = 1.47 mM and 
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RMSEP = 1.61 mM). The wavelength variables selected by the different techniques were not 
limited to a specific range in the combination band, but spread over the range from 2050 to 
2300 nm. Combination bands involving stretching and bending of the C–H bond may be 
identified between 2000 and 2500 nm and, with a lower intensity, between 1300 and 1440 
nm. The molar absorptivities of water and glucose in the Combination Band are also 
presented in Figure 4s [40].  
By combining both FOT and CB, 428 variables were selected on which a PLS model was 
built which resulted in an RMSECV of 1.32 mM and an RMSEP 1.19 mM. In this case the 
IRF-PLS showed selected 125 variables to obtain an RMSECV of 0.83 mM and an RMSEP 
of 0.65 mM. As can be seen in figure 5s (supplementary materials) all different variable 
selections resulted in a rather similar model performance. Although some techniques selected 
slightly less variables (e.g. ForwardiPLS selected 120 variables), the prediction performance 
of the model built on the variable set selected with IRF-PLS was better. 
A PLS model with 6 LVs using all variables in the short wave and first overtone regions gave 
RMSECV and RMSEP values of 0.54 mM and 0.48 mM, respectively. Although the 
prediction performance is very good, this model uses 1800 variables. By performing 
forwardiPLS on this subset, 85 variables were selected to obtain an RMSECV of 0.44 mM 
and an RMSEP of 0.41 mM with a PLS model with 5 LVs. It can be seen in Figure 6s in 
supplementary materials that forwardiPLS selected the smallest number of variables, while 
the prediction performance significantly improved in comparison with that of PLS using all 
variables from this subset. It can be seen that the selected variables are mainly situated in the 
FOT band. Based on the Tukey Honestly Significant Difference (HSD) multiple comparison 
test, it was shown that the results obtained by a PLS model built on the entire spectra is 
significantly different from all other models (Figure8s). In Table 1 is illustrated where the 
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result of PLS was statistically significantly different from other techniques using various 
subsets of the first data set. 
Table 1 should be inserted around here 
The last subset that was defined for this data set was built by combining all 1650 variables 
from the SW and CB range. The RMSECV and RMSEP values obtained with a PLS model 
built on this subset were respectively 0.88 and 0.61 mM. All variable selection techniques 
resulted in an improvement in the prediction performance. Also in this case forwardiPLS 
selected the smallest number of variables i.e. 200. The PLS model built using these selected 
variables resulted in an RMSECV of 0.57 mM and an RMSEP of 0.43 mM, which is 
considerably lower but not significantly different from that which is obtained by a PLS model 
using all 1650 variables of this subset. In Figure 7s (supplementary materials) it can be seen 
that the prediction performance of all built models using different variable selection methods 
are rather similar here as well. However, all other techniques selected a larger number of 
variables to obtain a prediction performance similar to that obtained by forward iPLS.  
If we compare the results obtained for the different subsets we can conclude that 
ForwardiPLS typically selected the smallest number of variables. In most cases the prediction 
performance either significantly improved or stayed similar with that of PLS using the entire 
spectral range or with those, which were obtained with other variable selection techniques.  
The prediction performance of and number of variables selected by the best performing 
models on the different subsets are summarized in Figure 3.  
Figure 3 should be inserted around here 
This figure shows that the best prediction performance was obtained by a PLS model with 5 
LVs using 85 variables selected from the short wave and first overtone band. However, it 
should be noted that a smaller number of variables was selected for the first subset 
(SW+FOT+CB) and the results are not significantly different (Figure 8s). Using only 
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variables from the combination band (CB) led to worse results. This suggests that the 
interference by icodextrin is the highest in this region. The wavelength variables, which have 
been selected from the different subsets, are illustrated in Figure 4.  As can be seen in this 
figure, most methods selected variables from the FOT and CB region. Here, the HSD multiple 
comparison test was applied to all “best” models from different subsets and compared to a 
PLS model built using the entire spectral range. It was found that the average prediction error 
for the PLS model built on the full range was significantly different from that of the models 
built on the subsets. On the other hand, application of Forward iPLS on the fourth subset also 
gave an average prediction performance which was significantly lower from that obtained 
with the other techniques. This is in agreement with figure 3 where the RMSEC, RMSECV 
and RMSEP obtained from the fourth subset are shown to be much higher than those obtained 
for other subsets. Therefore, a combination band alone cannot be used for this data set while a 
quite good prediction performance based on FOT or SW alone was obtained. However, it 
helped to combine the information present in different regions together. 
Figure 4 should be inserted around here 
5.2. Data set-2  
The first set consists of 2068 variables and when all spectra were used for building the PLS resulted an 
RMSECV of 4.87 mM and an RMSEP of 4.34 mM were obtained. The best result was obtained using 
forwardiPLS as variable selection technique. This technique selected 190 wavelengths resulting in a 
considerable decrease of the prediction error with RMSECV and RMSEP values of 0.59 mM and 0.82 
mM, respectively. This indicates that some of the variables in the original data set are detrimental for 
the prediction performance. The performance of all variable selection methods on this variable subset 
of the second data set was rather similar except for VIPPLS, which gave the worst results (Figure 9s 
supplementary material). All techniques led to a higher number of selected variables and thus their 
results were not chosen for further study. It is seen that all techniques mainly selected variables from 
19 
 
the Short Wave (SW), the first overtone (FOT) and the Combination band (CB) regions. Note that 
Forward iPLS selected mainly wavelength variables from the FOT region. This suggests that 
accurate glucose prediction might also be possible based on the FOT alone.   
The second subset consists of all variables below 1500nm, known as the Short Wave region. 
This set consists of 1511 variables. A PLS model was built using all variables resulting in an 
RMSECV and RMSEP of 1.33 mM and 1.48 mM, respectively when 9 Latent variables were 
used. The same as above, forwardiPLS selected the smallest number of variables (190) to 
obtain comparable RMSECV and RMSEP values of 1.27 mM and 1.50 mM, respectively. It 
can be seen from Figure 10s in supplementary materials that the prediction performance of for 
the other variable selection techniques was similar, but they all selected a larger number of 
variables than for forward iPLS.          
The third subset consists of only the variables in the first overtone region ranging from 1500 
to 1800 nm (289 variables). The RMSECV and RMSEP obtained for the PLS model using all 
variables from this subset were respectively 2.33 mM and 2.12 mM. ForwardiPLS selected 
120 variables resulting in RMSECV and RMSEP values of 1.81 mM and 1.95 mM, 
respectively. Bootstrap PLS selected only 36 variables, but this led to worse RMSECV and 
RMSEP values. The results obtained using different techniques are summarized in Figure 11s 
(supplementary materials). It can be seen that less latent variables are needed when only the 
first overtone region is used in comparison to that of short wave and entire spectra range for 
this subset. However, by using only this range the prediction error increased by 33% 
compared to using variables selected from the full spectral range.  
The combination band spectra consisting of 139 wavelengths variables were used as the 
fourth subset for analysis. In Figure 12s in supplementary materials the prediction 
performances of the different variable selection techniques on this data set are summarized. 
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A PLS model using all 139 variables required 4 latent variables resulted in an RMSECV and 
RMSEP of 1.77 mM and 1.77 mM, respectively. As it can be seen, the built model using the 
entire CB is less predictive than that of Short Wave, but better than that of FOT and entire 
spectra range. Note that in this region only 139 variables are available while in the Short 
Wave 1511 variables are available. On the other hand, only 4 Latent variables are used by the 
PLS model, while a PLS model using the entire Short Wave region required 9 Latent 
variables. Monte Carlo UVE showed to perform the best for this subset by selecting only 82 
variables, resulting in RMSECV and RMSEP values of 1.54 mM and 1.59 mM, respectively.  
In order to investigate whether a combination of variables selected from different spectral 
regions improves he prediction performance, different combinations of SW, FOT and CB 
were evaluated. A combination of FOT and CB includes 428 variables. A PLS model with 5 
Latent variables using all these wavelength variables resulted in an RMSECV of 1.13 mM and 
an RMSEP of 1.20 mM. For this subset IRF-PLS selected the smallest number of variables 
(130 variables) resulting in an RMSECV and RMSEP of 0.55 mM and 0.59 mM, respectively. 
This clearly shows that the removal of irrelevant information improved the prediction 
performance significantly. It can be seen from Figure 5 that the IRF-PLS method selected 
mainly variables from the first overtone region. Although the other methods resulted in a 
similar performance for this data set, they selected a higher number of variables. On the other 
hand, the HSD test indicated that the results obtained on subsets 1, 5, 6 and 7 are not 
significantly different from each other, while their prediction abilities are statistically 
significantly different from a PLS model built using the entire spectra and those models built 
using subsets 2, 3 and 4.  
Figure 5 should be inserted around here 
The sixth subset corresponds to the combination of Short Wave and FOT information of the 
second data set. This subset consists of 1800 variables leading to a PLS with RMSECV and 
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RMSEP of 1.02 mM and 1.03 mM, respectively. By selecting 190 variables using 
forwardiPLS, the RMSECV and RMSEP reduced respectively to 0.67 mM and 0.78 mM. As 
can be seen from figure 13s in supplementary materials, the forward iPLS method selected 
mainly the variables from the FOT region rather than from the SW region. It can be concluded 
that significant information corresponding to glucose is in the FOT region.   
The last subset of this data set is a combination of SW and CB consisting of 1650 variables. A 
PLS model using 7 latent variables resulted in an RMSECV and RMSEP of 1.20 mM and 
1.36 mM, respectively. IRF-PLS selected only 197 variables resulting in a RMSECV and 
RMSEP of 0.99 mM and 1.16 mM, respectively. This method selected mainly the variables 
from the CB region rather than those from the SW region as can be seen in Figure 14s in the 
supplementary materials.  
The best results obtained for all subsets are summarized in figure 6. The combination of FOT 
and CB regions (consisting of 197 selected variables) led to the lowest RMSECV and RMSEP 
values, while the number of latent variables used was also lower than for other combinations.  
Figure 6 should be inserted around here 
In Table 1 the results of the HSD multiple comparisons test for all different subsets are 
shown. This test indicated that the average prediction error of the PLS model was 
significantly different from that obtained with MCUVE, UVE, VIP, CorXy and IRF. On the 
other hand, all best models from each subset were compared to a PLS model built using the 
entire spectral range (Figure 15s in supplementary material). It was found that the PLS model 
was significantly different in average prediction error from all other built models. Moreover, 
the models built based on the second, third and fourth subsets are significantly different from 
those built on the first and fifth subsets. This indicates that a combination of wavebands from 
the first overtone and combination band leads to the best performance.  
5.3. Data set-3 
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The first variable set covers the full spectra and consists of 711 variables. All PLS models 
coupled with variable selection for this set, require 7 to 10 LVs. The PLS calibration built 
using all wavelength variables resulted in and RMSECV of 1.85 mM and an RMSEP for the 
independent test set of of 2.45 mM. After reducing the number of variables to 50 by forward 
iPLS, the RMSECV and RMSEP values improved to 1.33 mM and 1.91 mM, respectively. It 
can be seen in figure 16s (supplementary materials) that the different techniques selected 
largely the same variable ranges, but that Forward iPLS considerably less variables than the 
others. These variables are mainly selected variables from FOT between the 1600 to 1800 nm 
and CB from 2050 to 2200 nm.  
The second subset, which only covers the Short Wave spectral range, consists of 432 
wavelengths variables. A PLS model with 11 LVs using all wavelength variables results in 
RMSECV and RMSEP values of 2.41 mM and 1.92 mM, respectively. The prediction 
performance using this subset is only marginally worse than that obtained by a PLS model 
built on the entire spectral range. This indicates that a PLS model built using only the FOT 
region roughly has the same prediction performance as when it is built using the entire 
spectral range. The prediction performance is decreased in comparison to that of a PLS model 
built on the full spectra using entire spectra. Forward iPLS selected only 22 variables to 
obtain a worse prediction performance RMSECV and RMSEP values of respectively 2.53 
mM and 2.81 mM. This can show that less or insufficient glucose information can be found in 
the SW for building a robust PLS model. Although all techniques reduced the number of 
variables for this subset to less than 200 variables, the prediction performance was also 
reduced in comparison with when all variables in this range were used (figure 17s).   
The FOT consisting of 144 variables was used as the third subset. The RMSECV and a 
RMSEP for the full model built on this subset were respectively 2.85 mM and 3.74 mM. 
Forward iPLS selected only 25 relevant wavelengths with which an RSMECV and RSMEP of 
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2.32 mM and 3.26 mM were obtained, respectively. Some of the techniques led to a slightly 
better Cross Validation error than the other methods. However, all of them selected not only a 
larger number of variables, but they either resulted in worse RMSEC, RMSECV or RMSEP 
values than those obtained with Forward iPLS (figure 18s).  
Next, the importance of the CB region was examined for the prediction of the glucose content 
in human serum samples. This region consist of 70 variables and a PLS model with acquired 6 
LVs resulted in RMSECV and RMSEP values of respectively 1.60 mM and 2.05 mM. These 
prediction errors comparable to those obtained for the full spectrum shows the importance of 
the CB region for glucose measurement in human serum samples. By reducing the number of 
variables to 35 using the CorXy method, the best PLS model was obtained, resulting in 
RMSECV and RMSEP values of 1.42 mM and 1.83 mM, respectively. As can be seen in 
figure 19s, the region between 2050 and 2200 nm is the most informative for glucose 
measurement in human serum. This motivated us to investigate the combination of different 
ranges with the question whether the prediction performance can be improved by including 
variables from an additional range. Therefore, the same strategy as for two other data sets was 
also followed here.  From the results of the HSD multiple comparisons test (Table 1), it can be 
concluded that the prediction performance of a PLS model built using the entire spectral range 
is not significantly different from all techniques except from CorXy, Bootstrap and MwPLS 
for different subsets. 
The combination of the FOT and CB ranges consists of 214 variables. A PLS model built on 
these variables resulted in RMSECV and RMSEP values of 1.75 mM and 1.73 mM, 
respectively. This shows that the prediction performance can be improved by adding some 
glucose information from the FOT region to that of the CB. More importantly, by reducing 
the variables to only 20 forward iPLS was able to obtain RMSECV and RMSEP values of 
respectively 1.77 mM and 1.50 mM. As can be seen in figure 7, two spectral ranges around 
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1600 and 1700 nm which belong to the FOT and two spectral ranges around 2100 and 2200 
nm belonging to the CB were selected by the forward iPLS method. These results indicate 
that a combination of FOT and CB certainly leads to a model with higher prediction 
performance. However, a combination of SW and FOT range consisting of 576 variables led 
to a PLS model with RMSECV and RMSEP of 1.85 mM and 2.24 mM, respectively. It is 
seen that the prediction performance is deteriorated in comparison to that of using the FOT 
and CB ranges. In this case, IRF-PLS showed to select the smallest number (92) of 
informative wavelengths for this subset. The built PLS model using those 92 variables 
resulted in an RMSECV of 1.61 mM, while the RMSEP was 1.78 mM. It can be seen from 
Figure 20s that most selected variables correspond to the FOT region. However, based on the 
results obtained by using only wavelength variables from the FOT region, it can be concluded 
that neither this region alone is sufficient for good prediction performance.   
Figure 7 should be inserted around here 
The last subset was the combination of SW and CB of NIR spectra for glucose measurement 
of human serum samples. This subset consists of 502 variables. The PLS model built using 
this subset resulted in RMSECV and RMSEP values of respectively 1.81 mM and 2.61 mM. 
By selecting the most informative 30 variables using forwardiPLS, a better prediction 
performance was obtained, resulting in RMSECV and RMSEP values of respectively 1.33 
mM and 1.56 mM. Figure 21s shows the selected variables are mainly from the CB region. 
This indicates that the CB has more information for glucose measurement. However, the 
better prediction performance than for the CB region alone suggests that adding additional 
variables from other glucose related regions to the CB region has an added value.  The HSD 
results shown in Figure 22s, indicate that the average prediction performance for a PLS model 
built on the entire spectra is significantly different from that obtained on subset 3 and 5. The 
prediction performance obtained on subset 3 (FOT spectra range) was worse than that 
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obtained by PLS using the entire spectral range as well as a combination of both FOT and CB 
(subset 5). Again, it is shown that the best combination for glucose measurement contains 
wavebands from both the FOT and the CB range.  
In Figure 8 the prediction performance are summarized for the best-built models using 
different variable selection techniques applied on all seven subsets of the human serum data 
set. Except for subset 6, the best models used less than 50 variable wavelengths for glucose 
measurement. When comparing the prediction performances it becomes clear that using only 
variables from the SW (subset 2) or the FOT (subset 3) region results in a lower prediction 
performance, while combination of 20 variables from the FOT and CB regions gave the best 
prediction results.  
Figure 8 should be inserted around here 
An overview of the wavelength variables selected by the best models for data set-3 is 
presented in figure 9.  This figure shows that when CB information was in a subset, the 
variable selection selected mainly information from that region. Based on these results, it is 
confirmed that a combination of FOT and CB can lead to an accurate model for glucose 
measurement. 
Figure 9 should be inserted around here 
A HSD multiple comparisons test was applied on the best-selected models for each subset and 
compared with a PLS model built using the entire spectral range. The results presented in 
Figure 23s indicate that the prediction ability of a PLS model built on the entire spectra is 
significantly different from that obtained on the third and fifths subsets. The third subset (only 
first overtone) gave a worse prediction ability, while a combination of both FOT and CB gave 
the best prediction performance.  
Several previous studies identified the wavelength region from 2000 to 2500 nm (CB) as the 
most informative region for glucose measurement  [41,42]. In agreement with these studies, 
26 
 
the analyses in this study indicated that the region between 2100 to 2300 nm is very 
informative for glucose measurement. Furthermore, several research groups investigated 
whether the first overtone band or the combination band is the most informative for glucose 
measurement [25-28]. For example, in [26] the best region was mentioned to be from 2036 to 
2324 nm [26], while in [27] a combination of the regions from 1473-1831 nm and from 2111 
to 2374 nm provided the best glucose prediction accuracy. Based on the results obtained 
results in this study, it can be concluded that a combination of wavebands in the first overtone 
between the 1600 to 1700 nm and combination band from 2100 to 2200 nm would be the best 
choice for glucose measurement in human serum when the different spectral interferents are 
taken into account.  
Conclusion  
This research has focused on selecting the most informative wavelengths for Continuous 
Glucose Monitoring using Near Infared Spectroscopy. Three NIR data sets with different 
interference structure were used for this study and different spectral regions were examined to 
find the most relevant ranges and combinations of variables. It was found that a combination 
of variables from the first overtone between the 1600 to 1700 nm and combination band from 
2100 to 2200 nm gives the best prediction performance. Moreover, a comparison was made 
between the prediction performance based on both calibration and prediction for full spectra 
in different regions (e.g. short wave, First overtone and Combination bands) and reduced sets. 
Different variable selection techniques were considered in this research. It was observed that 
in most cases Forward iPLS selected the smallest number of variables while providing equally 
good prediction accuracy as the other methods.  It was also found that the combination band 
from 2100 to 2300 nm was mainly selected by the different variable selection techniques. 
However, including other regions to the combination band spectra can indeed improve the 
prediction performance of a built model. In order to obtain accurate glucose measurement, 
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which is robust against the different interferences, it is recommended to use wavebands from 
both the first overtone and the combination band.   
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Figure Captions  
 
Figure 1. Indicates the strategy to set different subsets which applied on the three data sets. 
Figure 2. a) Indicates the RMSEC, RMSECV and RMSEP for the first variable subset of the first data 
set. b) shows graphically which part of spectra is selected the most by different techniques for the 
first set of the first data set. 
Figure 3. Indicates the best variable selection and PLS model of different subsets from the 
first data set.  
Figure 4. . Indicates the selected variables for all seven subsets from the first data set.  
Figure 5. a) . Indicates the RMSEC, RMSECV and RMSEP for the fifth subset of the second 
data set. B) . Indicates graphically which part of spectra is selected the most by different 
techniques for the fifth subset of the second data set. 
Figure 6. . Indicates the best variable selection and PLS model of different subsets from the 
second data set.  
Figure 7. a) . Indicates the RMSEC, RMSECV and RMSEP for the fifth subset of third data 
set. B) shows graphically which part of spectra is selected the most by different techniques for 
the fifth subset of the third data set. 
Figure 8. . Indicates the best variable selection and PLS model of different subsets from the 
third data set. 
Figure 9. . Indicates the selected variables for all seven subsets from the third data set. 
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Table 1. Tukey Honestly Significant Difference (HSD) multiple comparison test based on two way 
ANOVA 
 Data set 1 Data set 2 Data set 3 
Set 1 VIP All techniques  CorXy 
Set 2 ForwardiPLS, 
ReverseiPLS and 
MwPLS 
- Bootstrap, MwPLS, 
CorXy 
Set 3 - Bootstrap CorXy 
Set 4 - VIP and CorXy - 
Set 5 ForwardiPLS, 
ReverseiPLS, MwPLS 
and IRF 
MCUVE, UVE, VIP, 
CorXy and IRF 
- 
Set 6 - MCUVE, UVE, CorXy 
 
CorXy, Bootstrap 
Set 7 MwPLS ReverseiPLS forwardiPLS, CorXy 
 
 
 
 
 
