In this paper we study a class of subsets of the general Sierpinski carpets for which the limiting frequency of a horizontal fibre falls into a prescribed closed interval. We obtain the explicit expression for the Hausdorff dimension of these subsets in terms of the parameters of the construction and give necessary and sufficient conditions for the corresponding Hausdorff measure to be positive finite.
Introduction and main results
In the study of geometric properties of dynamical systems or fractal measures one is often interested in the asymptotic behavior of various local quantities associated with the underlying dynamical or geometric structure besides the classical multifractal spectrum, such as the ergodic average of a continuous function, the local entropy or the local Lyapunov exponent. This leads to the notion of more general multifractal spectra. Recently Olsen proposed a unifying multifractal framework based on the concept of the deformations of empirical measures (one can refer to [22, 23] and references therein for more detail). This leads to significant extensions of already known results in multifractal analysis of local characteristics of dynamical systems and fractal measures. Indeed, Olsen obtained various multifractal spectra in the setting of self-conformal sets and self-conformal measures. As a nontrivial application, Olsen [21, 24] obtained the multifractal spectrum related to frequencies of digits of N-adic digits. It is natural to ask whether these results can be extended to the setting of the general self-affine sets. There have been some papers on the Hausdorff dimensions of self-affine sets and selfaffine measures [1, 6, 7, 10, 27, 28] . In this paper we will investigate this problem in the setting of a special self-affine sets-the general Sierpinski carpets. 
(1)
Then K (T , D) = K T (D N ). So each element of K (T , D)
can be represented as an expansion in base diag(n −1 , m −1 ) with digits in D. The set K (T , D), called as the general Sierpinski carpets, was first studied by C. McMullen [18] and T. Bedford [5] , independently, to determine its Hausdorff and box-counting dimensions. From then on, some further problems related to the Sierpinski carpets K (T , D) are proposed and considered by lots of authors. Y. Peres [25, 26] studied its packing and Hausdorff measures. R. Kenyon and Y. Peres [15, 16] extended the results of McMullen [18] and Bedford [5] to the compact subsets of the 2-torus corresponding to shifts of finite type or sofic shifts and to the Sierpinski sponges. Gatzouras and Lalley [11] and recently K. Barański [3] extended the construction of McMullen and Bedford to the more complicated geometric constructions, respectively. The singular spectrum was studied by King [17] for the general Sierpinski carpets, and later by Olsen [20] 
we will call it to be a horizontal fibre of D.
and
Whenever there exists the limit
it is called the frequency of the horizontal fibre Γ s in the coding x. When we write the symbol f (x, Γ s ) we are already assuming the existence of the limit in (3). Some results related with the fiber frequencies were earlier studied by the authors in [12, 13] . For a probability vec-
i.e., the set of elements of D N where its entry of each element falls into each horizontal fibre Γ b with a prescribed frequency e b . The Hausdorff and packing dimensions of K T (Ω) and the sufficient and necessary conditions for the corresponding Hausdorff and packing measures to be positive finite are obtained in [12] . In fact, the approach used in [12] works for a bit more general case (see (4) below) by a minor modification. Let B j , j = 1, . . . , , be a partition of B, i.e., B j 's are disjoint nonempty subsets of B with union equal to B. Let
where (e j ) 1 j is a probability vector. The Hausdorff dimension of
For distinct s, t ∈ B (recall B = σ (D) , the projection of D onto its second coordinate) and β > 0 let
i.e., the subset of D N such that the frequency of the horizontal fibre Γ s in its element x is β proportional to that of Γ t . Take
The Hausdorff dimension of K T (Ω s,t,β ) (as well as the property of its corresponding Hausdorff measure) was obtained explicitly in [13] by showing that (in fact the supremum below is reached)
This makes one to expect a general result that for any set E of probability vectors
The analogue for the case of self-similar sets has been verified to be correct by lots of authors (e.g. in [2, 8, 9, [21] [22] [23] [24] ). However, for the case under consideration (non-self-similar) it is hard to prove it in a unifying way. In the present paper, we will consider another individual case and show that the above assertion is correct. As one can see, some special techniques are required for an individual case. Now for 0 < c 1 < c 2 < 1 and a fixed s ∈ B we consider the set (Ω(c 1 , c 2 ) ).
As to the corresponding Hausdorff measure, we have the following result.
The rest of this paper is organized as follows. In Section 2, some basic facts and known results needed in the proof of our theorems are described. Proofs of Theorems 1.1 and 1.2 are arranged in Sections 3 and 4, respectively.
Preliminaries
As in [18, 19, 25, 26] , a class of approximate squares are used to calculate the various dimensions of the general Sierpinski carpets and its subsets. 
So in the definition of Hausdorff measure, we can restrict attention to covers by such approximate squares since any set of diameter less than m −k can be covered by a bounded number of approximate squares Q k (x).
The following lemma appears in [19] 
for each point x ∈ E. 
where (4) in [19] , also formula (4.4) in [11] )
where and throughout this paper the probability vector
The following lemma shows that
) is of full μ p -measure for some properly selected probability vectors p.
Proof. For any probability vector
by letting 
It will be convenient to refer to the Hausdorff dimension of a Borel probability measure μ. This is defined as the infimum of the dimensions of sets of full μ-measure, i.e., dim H μ = inf{dim H E: μ(E) = 1}. A valid way to determine dim H μ is the following lemma.
Lemma 2.3 (Modification of
Billingsley lemma, cf. [26] ). Let μ p and μ p be defined as in (5) and (6) 
Proof of Theorem 1.1
In this section we will determine the Hausdorff dimension of K T (Ω(c 1 , c 2 ) ). The method is to find an appropriate probability measure μ p supported on the K T (Ω(c 1 , c 2 ) ) in order to obtain a lower bound of the Hausdorff dimension of K T (Ω(c 1 , c 2 ) ). The key is to choose a concrete p such that dim H μ p reaches its maximum. The estimation of the upper bound of its Hausdorff dimension will be done by Lemma 2.1.
Proof. For any p = (p d ) d∈D ∈ Σ , let μ p and μ p be the Borel probability measure on Ω(c 1 , c 2 ) and K T (Ω(c 1 , c 2 ) ) respectively as above. For any point x = (x j ) ∞ j=1 ∈ Ω(c 1 , c 2 ) and any integer k ∈ N, taking logarithm in (6), we have
log m q σ (x j ) .
By Ergodic theorem (or Kolmogrov strong law of large numbers) we have for μ p -a.e.
The desired result is then obtained by Lemma 2.3. 2
Our next target is to maximize dim
To do it, we need the following simple observation. and Σ be given by (7) . Let h(x) be defined as in Theorem 1.
There exists a unique probability vector
Furthermore, p * is an interior point of Σ , and precisely
and at this moment g(p * ) = h( A) = log m d∈D n (10) and at this moment (11) and at this moment
Proof. Note that g(p)
is a strictly concave function of a probability vector p. In fact the first summand of g(p) is strictly concave and the second is concave. However, Σ is convex and its constraint inequalities and its constraint equality are all linear. By a well-known property of strictly convex programming, there exists a unique probability vector
Next we show that p * ∈ int(Σ), i.e., p * 
For more information on Kuhn-Turker conditions or generalized Largrange function the readers can refer to the books [4, 14] .
In our setting Kuhn-Turker conditions and constraint conditions on Σ can be written as
To solve the system (12) we consider the following three cases.
(a) If both λ 1 = 0 and λ 2 = 0, then system (12) determines the unique solution
(b) If λ 1 = 0 and λ 2 = 0, then system (12) has no solution. In fact, the equalities (we ignore the constraint inequalities) in (12) determine the unique solution
. 
Note that λ 2 = −W (c 2 ) which implies that λ 2 −W (A) = 0 by Lemma 3.2.
Thus (9) As discussed in Case 1, in this case the system (12) has a unique solution shown as in (10)
As discussed in Case 1, in this case the system (12) has a unique solution shown as in (11) 
. To finish the proof of Theorem 1.1 we need to show that g(p * ) is also the upper bound of dim H K T (Ω(c 1 , c 2 ) ).
It will be done by means of Lemma 2.1.
In the following the probability vector
(see Proposition 3.3(I)). Thus (13) reduces to
Therefore, for any
where the above inequality follows from the fact that in this case log c 1 − log n log n m s
where above inequality follows from the fact that in this case log c 2 − log n log n m s
In a word, in all cases we have that for any
. Now we will show that for every point
This essentially can be derived from Lemma 4.1 in [15] . For every point x = (x j ) ∞ j=1 ∈ Ω(c 1 , c 2 ) and any k ∈ N, from the definition of S k (x), it is obviously that by (11) .
