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where p(n) is a cubic polynomial, u is the unit roundoff, and o, is the growth factor, (k) defined in terms of the quantities ai generated during the elimination by maxi,j,k -( k ) a i j [22, p. 108 ], or more crudely can be ignored, and since p, is usually of order 1, this leads to the rule of thumb that has about -log0 u lOgl0 ro (A) correct decimal digits in its largest component.
In certain circumstances a bound potentially much smaller than (1.2) holds. This can be shown using the following componentwise backward error result, for general A [5] [3] , [9] . (LAPACK is to be a collection ofFortran 77 routines for solving linear equations, linear least squares problems, and matrix eigenvalue problems [6 ] .) The aim of the work is to determine classes of tridiagonal systems for which the bounds (1.4) and (1.5) are valid and to develop efficient methods for estimating or computing the condition numbers in (1. We consider general tridiagonal matrices in 5; we explain which error bounds are applicable and how the corresponding condition numbers may be estimated. In 6 some further comments are made concerning practical use of the bounds and condition numbers, and some numerical results are presented to illustrate the value of using a componentwise backward error approach when possible. [8] .
A corollary of Theorem 3.2 is that it is not necessary to pivot for the matrices specified in the theorem (and, indeed, pivoting could vitiate the bound (3.4) 21 , p. 412 that arbitrarily large multipliers may occur in LU factorization of a general symmetric positive definite matrix, yet the growth factor pn -< 1.) We stress this point because in [13 ] , which deals with Gaussian elimination oftridiagonal Toeplitz matrices, it is stated that "the stability ofthe elimination process is controlled by the size ofthe multipliers mj." We also mention that the example given by Harrod [14] (L-)ij
Thus, in view of (3.5), it is clear that U -1L-1li (I U-1I L-1l)ij, as required. [] Theorem 4.2 says that when A is row diagonally dominant our upper bound for cond (A, x) is too big by a factor at most 2n 1. This is somewhat unsatisfactory since n can be very large. For n 2 the bound in Theorem 4.2 is attained as a--in the example y--e.
For general n we have not been able to construct any examples in which the bound in Theorem 4.2 is attained (except by relaxing the row diagonal dominance assumption).
In a wide variety of numerical tests with both random and nonrandom matrices, the upper bound has never exceeded the quantity it bounds by more than a small constant factor (3, say) . Moreover, the bound is exact if the row diagonally dominant A happens to be symmetric so that it is positive definite), nonnegative (that is, A >= 0, which implies it is totally nonnegative), or an M-matrixmall three cases are common in applications.
We therefore regard the upper bound as reliable in practice, and conjecture that the factor 2n in Theorem 4.2 can be improved to a constant independent of n.
We mention that Neumaier 18 found that u-L-Y =< 2 A -11Y held in a small number of tests with full random row diagonally dominant matrices and random y > 0, and this inequality is confirmed by our own tests with random matrices. so, the more diagonally dominant A is), and the algorithms can break down in floating-point arithmetic due to underflow or overflow. These numerical problems can be overcome, but at a nontrivial increase in cost (see [15] ). Our preferred approach is to use the matrix norm estimator SONEST from [16 ] . This [15] could be adapted to compute cond (A, x) in O(n) operations, with the same practical numerical difficulties described above. However, as shown in [1], [7] , SONEST can be used to estimate cond (A, x) (even for general A), and this is the approach we recommend.
Finally, note that for GEPP one could use the elementwise backward error result (2.7) (suitably modified to take account of pivoting), for which a forward error bound involving the condition number IA-I/;I 011xl I1/II xl[oo can be derived. Again, this condition number (which is row scaling independent) can be estimated using SONEST. 6 . Practical considerations. We discuss several practical issues concerning the condition numbers and algorithms described above.
For symmetric positive definite A the standard way to solve Ax b is by using a Cholesky or LDL factorization, rather than an LU factorization. The LINPACK routine SPTSL uses a nonstandard "LUB" factorization resulting from the BABE ("burn at both ends") algorithm (see [10] , [15 ] Finally, we present a numerical experiment that gives an indication of the sharpness of the various error bounds. We used a tridiagonal matrix given by Dorr (3.8) (using y e to compute r (A)). The results are given in Table 6 .1.
For our test problem, 1.5 takes the form (using (3.4)) (6.1)
x-lloo __< 10.9 cond (A,x)u. In the traditional bound (1.2) there is a similar constant and cond (A, x) is replaced by K(A). From Table 6 .1 we see that in the first three cases cond (A, x) is significantly smaller than cond (A) and K(A); this indicates the value of using a condition number that depends on x. The bound (6.1) is of variable sharpness, but it is always smaller than the traditional bound.
