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Abstract: Graphs have been extensively used to represent data 
from various domains. In the era of Big Data, information is being 
generated at a fast pace, and analyzing the same is a challenge. 
Various methods have been proposed to speed up the analysis of 
the data and also mining it for information. All of this often 
involves using a massive array of compute nodes, and transmitting 
the data over the network. Of course, with the huge quantity of 
data, this poses a major issue to the task of gathering intelligence 
from data. Therefore, in order to address such issues with Big 
Data, using data compression techniques is a viable option. Since 
graphs represent most real world data, methods to compress 
graphs have been in the forefront of such endeavors. In this paper 
we propose techniques to compress graphs by finding specific 
patterns and replacing those with identifiers that are of variable 
length, an idea inspired by Huffman Coding. Specifically, given a 
graph G = (V, E), where V is the set of vertices and E is the set of 
edges, and |V| = n, we propose methods to reduce the space 
requirements of the graph by compressing the adjacency 
representation of the same. The proposed methods show up to 
80% reduction is the space required to store the graphs as 
compared to using the adjacency matrix. The methods can also be 
applied to other representations as well. The proposed techniques 
help solve the issues related to computing on the graphs on 
resources limited compute nodes, as well as reduce the latency for 
transfer of data over the network in case of distributed computing. 
Keywords— Graph compression, Huffman Coding, Patterns, 
Quadtree, Big Data Compression, GPU computing 
I. INTRODUCTION 
Graphs have been studied for a long time due to their ability 
to represent various characteristics among data. Hence, graphs 
are generally used to represent data from a plethora of fields. 
With the advent of Big Data, graphs have become essential in 
representing the growing industry and academic data. After the 
data is gathered, there is a need to analyze the same and extract 
intelligence for use. For this purpose, it is essential that the 
graphs be computed on using various available devices. 
 However, due to the large size of the graphs, it is often a 
challenge to store the data and transfer the same over the 
network, specifically for using distributed or cloud computing 
resources. There are many applications that gain insights from 
analyzing graphs [9] [10]. Often, non-conventional compute 
units, such as GPUs are used to perform such analysis [15] [23]. 
However, due to the limited memory on these devices, 
representing the graphs using the common data structures is an 
issue [12] [16].  
Therefore, using graph compression techniques to store 
graphs so that computation can be performed on the same is 
required. In this paper, we propose techniques to achieve 
lossless graph compression. Our methods are based on replacing 
redundant patterns with identifiers. However, since the 
characteristics of real world graphs indicate a power law 
distribution for the patterns, it is essential to not use the same 
size identifier for all the different patterns under consideration. 
Therefore, we propose using Huffman Coding based techniques, 
where the patterns are of variable sizes with more occurrences 
requiring less amount of size for the indicator. Also, the 
achieved compression is lossless, and can be used to represent 
sensitive data as well. Since the computation might be 
performed on resource limited devices, computing on the 
compressed data itself is possible [7] [13] [14]. 
The outline of the paper is as follows. In Section II, we 
discuss the previous work in this area and is summarized in the 
form of related work. Using Huffman Coding technique, we 
propose an algorithm to compress the graph, which is included 
in Section III. The experimental results and related analysis are 
provided in Section IV. Section V comprises of conclusion and 
future work. 
II. RELATED WORK 
With a plethora of academic and business applications using 
graphs as the primary data structure for data storage, there have 
been significant previous research geared towards improving the 
same; this in effect increases the efficiency of the algorithms in 
the respective domains [17] [18] [19]. The topology of the graph 
is dependent on the domain of the data under consideration, and 
there are wide variations on the different available data. 
Graph compression for real world graphs exploit the fact that 
these graphs are sparse and follow the power law properties. In 
this paper, we focus on such graphs. The previous research also 
focusses on such graphs and leverage the properties of the same. 
The Web can be represented as a graph with the URLs as 
nodes and the hyperlinks between them as edges. Generally, a 
significant amount of compression can be achieved by 
modifying adjacency lists using pointers to other similar lists. 
Since there would be some dissimilarities, those can also be 
stored as an overhead in addition to the data that is shared [5]. 
Focusing the compression technique to work with nodes with a 
set of common neighbors is also another technique and is 
effective in compressing web graphs [1].  
The concept of locality of reference can also be applied to 
graphs, where a set of nodes have common set of neighbors as 
well. This is common in graphs that represent online social 
networks. People tend to have a common of group of friends 
depending on various associations. This concept has been 
studied before [4]. 
It can be observed that proximal pages in URL 
lexicographical ordering often have same sets of neighbors. This 
lexicographical locality property allows the use of gap 
encodings when compressing edges. In order to further improve 
compression, new orderings can be developed that combine host 
information and Gray/lexicographic orderings [3]. 
If the data has a natural order, using techniques based on 
lexicographic ordering along with neighborhood information is 
effective in compressing graphs [25]; however, most real world 
data lack natural ordering. 
Quadtree based technique to compress graph data has been 
used before [6] [8] [12]. However, the topological information 
of the graph has not been taken into consideration. Also, simple 
pattern matching and replacing the same with identifiers is 
another technique [24]. But in that case, the memory 
requirements for the identifiers do not represent the properties 
of the graph or power law appropriately. In this paper, by 
exploiting the distribution of the patterns in the graphs, we 
introduce algorithms that lead to better graph compression based 
on Huffman Coding principles. 
III. PROPOSED TECHNIQUES 
Real world graphs are sparse and also have certain specific 
characteristics, like following power law distribution. Therefore, 
when considering the topology of the graph, there are certain 
patterns that can be found. In this Section, we introduce 
techniques to leverage these patterns to achieve graph 
compression. Specifically, we find the common occurring 
patterns of nodes and links, and replace the same with identifiers 
that would in essence reduce the memory requirements. 
Replacing structures when some pattern is detected is a 
technique that has been studied before. Specifically, Quadtree is 
a data structure that enables such methods [8][13]. However, the 
identifiers that are used to replace the patterns all have the same 
size. In this paper, we propose an algorithm that is based on 
Huffman Coding principles, where we used different size 
identifiers for different patterns. The overall goal is to use less 
space to replace the most commonly occurring patterns, and 
more space for the less frequent ones.  
We consider the adjacency matrix representation of graphs 
for our algorithm. Without the loss of generality, any data 
structure representation of graphs can be converted to an 
adjacency matrix representation using simple procedures. 
Assuming the adjacency matrix representation of graphs, we 
propose the usage of 32-bit patterns that would be used to 
identify common occurring topological structures in a graph. 
The 32-bit patterns can be either fixed or can be generated 
randomly using any known distribution. The idea of the 
algorithm is to find out the count of each of the patterns under 
consideration and then replace the patterns with certain 
identifiers. The patterns are divided into two groups: high 
occurrence patterns and low occurrence patterns. 
Normally, in previous procedures, all the patterns are 
replaced with identifiers of the same size. However, here, we 
propose using different size identifiers for the high occurrence 
and low occurrence patterns. For each graph, we consider the 12 
patterns with the highest occurrences count. From the set of 12, 
we choose the top 4 counts to belong to the high occurrence 
group, and the rest 8 belong to the low occurrence group. Since 
there are only 4 patterns in the high occurrence group, each can 
be uniquely identified using 2-bit identifiers; for the low 
occurrence group, the 8 different patterns can be uniquely 
identified using 3-bit identifiers. For non-matches, the raw data 
would be stored. The first bit of any sequence would indicate 
whether the following bits belong to an identifier for a pattern or 
raw data. A 0 indicates the following 32-bits are raw data, and a 
leading 1 indicates the following are identifiers. Now, since 
there are 2 groups for the patterns, a 0 indicates a high 
occurrence patterns and a 1 indicates a low occurrence pattern. 
For the high occurrence patterns, the identifier is a leading 0 
followed by 2-bits to identify the pattern, and for the low 
occurrence patterns, the identifier is a leading 1 followed by 3-
bits to identify the pattern. Hence, in total there are 3 types of 
sequences that replaces the chunks of 32 bits from the adjacency 
matrix. In case of pattern matching with high occurrence 
patterns, the 32 bits are replaced by 4 bits, in case of low 
occurrence patterns the 32 bits are replaced by 5 bits. This 
method helps reduce the memory requirement for the patterns 
matched. However, for all the 32-bit chunks from the adjacency 
matrix that does not match any of the patterns under 
consideration, the 32-bit chunks are replaced by 33 bits. In 
addition to the raw 32 bits that are stored without any 
modification from the adjacency matrix, there is a 1 bit overhead 
to indicate that the data is not an identifier. This method of 
compressing the adjacency matrix information is given in 
Algorithm 1. 
 
Algorithm 1: Matching patterns in adjacency matrix 
Input: Adjacency matrix A[ ] for G = (V, E), Pattern Set {P} 
Output: Compressed matrix Ac[ ] for G = (V, E) 
For each row in A[ ]  
 Divide row into chunks, Size(chunk)=Size(patterns) 
 For each chunk in the row 
  If matchPattern(chunk, Pi), Pi ∈ {P}.   
   Insert 1 
   If High Occurrence Pattern 
    Insert 2-bit identifier 
   Else 
    Insert 3-bit identifier 
  Else 
   Insert 0 
   Insert Chunk 
 
Algorithm 1 splits each of the rows of the adjacency matrix 
of the graph under consideration into chunks of sizes equal to 
those of the patterns. The chunks are then matched with patterns 
in the set of patterns given by {P}. As discussed earlier, the 
patterns in {P} can be either fixed or variable. Each successful 
match results in decrease of the memory requirement for the 
graph, and each non-match needs a penalty and adds overhead. 
Consider the number of patterns to be matched is n and the 
size of each of the patterns being matched is s. The size of the 
adjacency matrix for given graph G with v nodes would be v*v 
bits. In case of using same number of bits for each of the 
identifiers, the size of each identifier is log2n. Since the size of 
the chunks to be matched is the same as the size of the patterns, 
the total number of chunks for the given graph G is (v/s)*v.  
Therefore, in the ideal case, where all the chunks are 
matched to respective patterns, the size of the compressed graph 
Gc is given by 
Gc = (1 + log2n) * ((v/s)*v)            (1) 
 
The additional 1 bit added to size of the identifier is for the 
indicator to determine the data is not raw data, rather it belongs 
to a pattern. 
In case of where there are m matches, the size of the compressed 
graph is given by 
Gc = (1 + log2n) * m + (1+ s)*((v/s)*v - m)          (2) 
 
In our proposed technique, we use two different groups of 
patterns, high occurrence and low occurrence. Now, considering 
the total number of patterns to be matched is still n  and the size 
of the patterns being matched is still s, we divide the number of 
patterns n into h  and l, which indicates the number of high 
occurrences and low occurrences. 
n = h + l              (3) 
 
Considering there are still m matches and there are mh and ml 
matches for the high and low occurrences respectively, the size 
of the compressed graph for our algorithm is given by, 
Gc = (1 + log2h)*mh + (1 + log2l)*ml + (1+ s)*((v/s)*v - m)       (4) 
  
IV. EXPERIMENTAL RESULTS 
In this Section, we present the results of the proposed 
algorithm on sample graphs. Different size graphs are 
considered, that represent the properties of real world graphs, 
and the observations are discussed. 
For the experiments, we consider 4 different graphs with 
1024, 2048, 4096 and 8192 nodes. Real world graphs have huge 
number of nodes in them; however, analysis has shown the 
number of nodes under consideration for most calculations are 
based on the size of the largest connected components that exist 
in these graphs, and those are similar to the size of graphs we 
have considered [10] [11]. Therefore, our results and 
observations are significant for real world data [20] [21] [22]. 
The experimental results for the number of patterns found 
for the graphs under consideration is in Fig. 1. Since the size of 
the patterns are fixed at 32 bits, the maximum number of 
possible pattern matches is given by (v*v)/32. For graphs with 
1024, 2048, 4096 and 8192 nodes, the values are 32768, 131072, 
524288 and 2097152 respectively. In Fig. 1, for each of the 
graphs under consideration, plots are provided for the maximum 
possible patterns, total patterns matched, total number of high 
occurrences patterns found and total number of low occurrences 
patterns found. 
 
  Fig. 1: Pattern counts 
 
It can be observed from the plots in Fig. 1, that the number 
of patterns of high occurrence is significantly high. This in turn 
increases the efficiency of the compression algorithm. 
 
 
  Fig. 2: Compression achieved 
 
The compression algorithm is also implemented using the 
graphs as described. The results are plotted in Fig. 2.  As it can 
be observed, for all the different graphs, the compression 
achieved is almost 80% as compared to the adjacency matrix 
representation. 
V. CONCLUSION 
Graphs represent one of the most commonly used data 
structures to characterize real world information. In the era of 
Big Data there is a need to represent data in the most efficient 
manner in order for efficient processing and reduced data 
transfer overhead. In this paper, we propose graph compression 
techniques based on pattern matching and using Huffman 
coding principles to reduce the memory requirement for 
adjacency matrix representation of graphs. In particular, we 
split patterns into high and low occurrences and use lower 
number of bits for the high occurrence patterns and vice-versa. 
The simulation results show that using the proposed algorithm, 
we can achieve up to 80% compression as compared to the 
adjacency matrix representation of graphs. The proposed 
algorithm works primarily with adjacency matrix for graphs, 
however the proposed techniques would work with other 
techniques such as Quadtree compression. Our future work 
would involve generation of patterns that can be easily utilized 
on the data based on the domain.  
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