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Abstract
A system consisting of a localised object (an oscillator) coupled to a Klein-Gordon field is
considered, where the field is, initially, endowed with infinite energy. For the finite energy
case, it is known that the oscillator must lose the energy due to coupling to the field,
and the system eventually goes into the ground state. It is shown that if the oscillator
is chaotic, then energy may be transferred from the wave field to the oscillator, and the
particle can undergo an unbounded acceleration.
The coupled system gives rise to a slow-fast system with delay term. By means of a
reduction to an invariant manifold the problem is reduced to the study of a slow-fast system
of ordinary differential equations. By choosing an appropriate potential function for the
particle (confining, steep, and scattering), the oscillator can be made arbitrarily close to
any scattering billiard. In the frozen system then, there exists a uniformly hyperbolic
invariant set, a horseshoe, supported by a pair of hyperbolic periodic orbits connected by
transverse heteroclinics, which also persists in the full system. A trajectory can then be
constructed, switching between small neighbourhoods of these periodic orbits, such that,
over a long-time period, the particle accelerates up to any predetermined finite level. The
results give a first example of an extended Hamiltonian dynamical system with positively
defined energy density for which local energy density can grow without bounds.
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Chapter 1
Introduction
The main consideration and focus of this work is to investigate the behaviour of a Hamilto-
nian system made up from the interaction of a chaotic oscillator, represented by a billiard
particle, with the Klein-Gordon equation. This type of system interaction, a particle cou-
pled with a wave field, has been recently investigated and can be found in [6, 7, 14, 20]
by people such as Komech and Treschev, but with the fundamental difference here that
the wave, generated by the Klein-Gordon equation, is considered as being uniformly close
to a standing wave, and so initially endowed with infinite energy. The behaviour sought
after is the flow of energy, from the generated field to the oscillator, leading to a growth
of energy density. The coupled system gives rise to a slow-fast system with a delay term,
then by a reduction to an invariant manifold the problem is simplified to the study of a
slow-fast system of ordinary differential equations, [1, 2]. This simplification is valid for
a finite growth of the energy density, but breaks down, due to the delay term, when an
unbounded increase in the energy density is considered.
The growth of energy density is manifested by a growth in the local energy density, given
by the oscillator (localised object) in the (y, z) plane. The local energy of the oscillator is
given by
h(y, z, py, pz; ν) =
1
2
(p2y + p
2
z) + V (y, z; ν), (1.0.1)
where the first term is a standard formula for the kinetic energy of a particle, and V (y, z; ν)
is the potential energy function, with small parameter ν. The choice of the potential
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9function defines the dynamics of the oscillator. As in [6] we shall be considering a confining
potential, however, we impose further restrictions on this function so that (as shown in
[5], by Turaev and Rom-Kedar) the planar motion, defined by the Hamiltonian (1.0.1), is
arbitrarily close to that of a billiard. Being close to a billiard means that, having defined
a planar domain D ⊂ R2 with boundary δD, the oscillator can be (arbitrarily closely,
depending upon parameter ν) given by a point particle travelling along geodesic lines in
the domain (with approximate constant speed) and undergoing elastic reflections with the
boundary.
With the consideration that the dynamics of the oscillator can be made arbitrarily close to
that of a billiard system, the coupling, with the Klein-Gordon equation, reduces to a time
dependent Hamiltonian along with some dissipation. The dissipative term remains small
for all finite energies and so we postpone the effect this dissipation has and first consider
the coupling as reducing to a slow-fast billiard given by a non-autonomous Hamiltonian
H = H(p, q, ωt),
where p, q are the momentum and position respectively, and ω  1 is a small parameter.
The fast system, which is also called the frozen system (with ω = 0), is given by the
motion of the point particle, as from the Hamiltonian (1.0.1), in domain D with constant
speed, and the slow system is then given by the slow variation of the speed, which is
then considered as a function of the slow-time variable, µ = ωt. Since in the frozen
system, the dynamics of the particle are parameterised by the energy level, H(p, q) = h,
the slow system allows the fast system to move through this parameterisation, by noting
that H˙ = ωH ′µ. From the structure of the Hamiltonian (1.0.1), and the nature of the
potential function that we shall explain momentarily, it follows that a growth in energy in
the oscillator means that the point particle undergoes an acceleration. The acceleration
for a non-autonomous billiard particle is a well understood and studied problem (see
[3, 4, 8, 15, 17, 18, 19]), known as Fermi acceleration.
The method of acceleration employed here uses the chaotic dynamics of the oscillator, and
assumes that in the frozen system there exists a pair of hyperbolic periodic orbits, La, Lb,
connected by two transverse heteroclinic orbits, Lab, Lba. The set, Λhµ of all trajectories
of the oscillator that remain in a sufficiently small neighbourhood of the heteroclinic cycle,
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La∪Lab∪Lb∪Lba, parameterised by energy level h and slow time µ, is normally hyperbolic,
compact, and transitive. Due to the hyperbolicity, this set of trajectories persists in the full
system, for all compact values of (h, µ), and sufficiently small ω. It is then shown (using the
same arguments as in [1, 2]) that there is a one-to-one correspondence between the elements
in the set of trajectories, Λhµ, and the set of all sequences of two symbols (a’s and b’s),
where an a in the sequence represents the trajectory remaining close to La for one round
(and similarly, respectively, for the symbol b). With this one-to-one correspondence, for
any chosen sequence of two symbols we have the existence and uniqueness of a trajectory in
the slow-fast billiard. One can then ’code’ a trajectory of maximal growth by calculating,
at each moment in time, the change in energy, for both a trajectory that remains close
to La or Lb for one round, comparing these values, and choosing the path that maximises
the energy.
Using the ability to code any given trajectory, we ultimately prove Theorem 5.4.1, showing
that in the coupled system, the energy of the oscillator (given by (1.0.1)) grows from a
positive and finite level, 0 < h0 < ∞, to any finite h0 < h1 < ∞, in a finite, but long,
time, T . After the energy values, h0 and h1, have been chosen, the small parameters, ω, ,
can be set sufficiently small so that the dynamics in Λhµ persist in the slow-fast system,
and the contributions from the delay term remain uniformly bounded, respectively. This
ensures that the trajectories of energy growth will also be present in the system where the
dissipative term is also present.
The structure of this document is as follows: We begin, in Chapter 2, by giving a full
definition, and brief history, of mathematical billiards; the dynamics exhibited by such
systems, how these dynamics can be categorised depending upon the nature of boundary,
and how the flow induced by a Hamiltonian (of a similar structure to (1.0.1)) can converge
to a billiard flow, as the small parameter ν, tends to zero. Moving to Chapter 3, we
examine the history of Fermi acceleration in chaotic billiard systems, and equivalently, the
more recent work of unbounded increase of energy for slow-fast Hamiltonian systems. In
Chapter 4 we review work done on particle and wave coupling where energy is passed from
the particle to the wave, and so the particle comes to rest in the long-time limit. Using a
similar coupling as in [6], and acceleration method, as in [1], after a reduction to invariant
manifold, we give the main result, in Chapter 5, of the growth of energy density.
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Mathematical billiards (see [25, 26, 27]) form a large class in the study of systems of
conservative collisions, smooth maps with singularities, and chaotic oscillators. A system
of two point particles colliding in one-dimensional space, for instance, is equivalent to a
billiard inside a triangular domain, and similarly, the collision of two discs on the torus,
T = S1 × S1 can be reduced to the Lorentz Gas billiard. The dynamics of the billiard are
shown to be heavily dependent on the shape of the boundary, for example, the billiard
map in a circle is homeomorphic to a rotation on the unit circle S1, whereas the billiard
flow in the unit square with a circular whole in the middle, which is used to model the flow
of electrons through metal, gives rise to chaotic behaviour. In 1970, Sinai, in his paper [9],
explored the ergodic properties of scattering billiards, where the boundary is the union of
sufficiently smooth convex sections, and showed that billiards of this nature are chaotic.
It was then believed that chaotic dynamics could only occur in scattering billiards until
1979 (see [10]), when Bunimovich proved the same behaviour being present for certain
nowhere dispersing (scattering) billiards. With billiard dynamics being well understood,
the smooth Hamiltonian approximation (1.0.1), as shown in [5], offers the ability to define
a smooth system in which we can choose the dynamics to be arbitrarily close to that of
any desired billiard. This is done with the choice of the potential function V (y, z; ν), such
that
V (y, z)→
 0 (y, z) ∈ D+∞ (y, z) /∈ D , (1.0.2)
uniformly as ν → 0. It is worth noting here that the +∞ term in (1.0.2), can be replaced
by any sufficiently large constant H > h (as in (1.0.1)). Equations (1.0.1) and (1.0.2) then
form a system that can be made arbitrarily close to that of the billiard flow inside the
domain D ⊂ R2 (for the proof of this see Theorem 2.2.1).
One of the more interesting developments in the field of mathematical billiards ([3, 4, 17,
18, 19]) is the discovery, and analysis, of billiard particle acceleration leading from collisions
with the boundary, the so called Fermi acceleration. This phenomenon was first shown in
1949 by Enrico Fermi, in his physics paper ‘On the origin of Cosmic Radiation’ [8], where
he investigated the acceleration of cosmic radiation due to interactions with magnetic
fields. This interaction problem has since been abstracted to the study of non-autonomous
billiards, where a number of particles are considered (representing the radiation), and the
domain boundary is now considered to be a function of time (representing the magnetic
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field). The two types of boundary perturbation considered are periodic or stochastic
functions. In the interior of the domain the billiard remains unchanged, and particles
travel in straight lines with a constant speed, but, since the boundary is always moving,
with each collision a particle either undergoes a gain or loss in kinetic energy. It is shown,
[3, 4, 19], that to attain an overall unbounded acceleration of the particle, from these
collisions, it is a necessary requirement that the billiard has chaotic properties, i.e. non-
integrable, and the two main types of chaotic billiard considered are the Lorentz Gas and
Bunimovich stadium, as shown in Figure 2.2. The link between Hamiltonians, of the form
(1.0.1), and billiards, leads to the equivalence of Fermi acceleration in non-autonomous
billiards with the unbounded growth of energy in slow-fast Hamiltonian systems, [1, 15],
which also require chaotic dynamics in order this growth to be achieved.
The next step in this energy growth problem is the interaction of a particle with a wave,
[6, 14, 20], of the form
φ˙(x, t) = pi(x, t), p˙i(x, t) = ∆φ(x, t)− ρ(x− q(t)),
q˙(t) = p(t)/(1 + p2(t))1/2, p˙(t) = −∇V (q(t)) +
∫
φ(x, t)∇ρ(x− q(t)) d3x.
(1.0.3)
where q(t), p(t) are the position (in R3) and relative momentum of the particle at time
t, respectively, and φ(x) (for x ∈ R3) is a real scalar field. Since the total energy of
the system (1.0.3) is constant, the discussion moves away from talking about a change in
energy, but rather the flow of energy between the field and particle, due to the interaction
term ρ(x). In [6] it is shown that if the initial wave field is defined with finite energy,
and a certain smooth decay at infinity, then energy is transferred from the particle to the
field and the particle will come to rest at some point in the long-time limit, as t → ∞.
Moreover, it is shown that the solution to (1.0.3) converges to a set of stationary states.
The potential function, V (q(t)), used in (1.0.3) is also rather general in definition, only
requiring that it is sufficiently smooth and confining, meaning that V (q)→∞ as q →∞.
As a result this could be considered as a coupling between a wave and a billiard particle
but does, in fact, represent a much larger class of systems. The question we attempt to
answer here is, if a coupling of the form (1.0.3) is considered, where the field is endowed
with infinite energy, is it possible for energy to be transferred from the field to the particle,
giving a growth in energy density?
Chapter 2
Billiard Flow And Smooth
Approximation
Mathematical billiard systems form a large class of systems within the study of dynamical
systems ([3, 4, 9, 10, 18, 19, 25, 26, 27]). Depending on the shape, or curvature, of the
boundary of the billiard table, the behaviour exhibited by the system can vary wildly. For
example, in a circle the billiard dynamics are equivalent to a rotation on the unit circle
S1, whereas if the boundary is made up of smooth sections with negative curvature then
the system has been shown, [9], to become scattering, uniformly hyperbolic, ergodic, and
chaotic.
The billiard flow, bt, is such that the trajectory of a point particle travels with constant
velocity in the configuration space and is made up of straight lines in the interior of the
domain connected by elastic collisions with the boundary (i.e. geodesic lines). The map,
induced by Poincare´ return maps of the flow, is then defined using the boundary, mapping
each point of collision with the subsequent collision uniquely. The billiard map and flow
will be expressed fully in Section 2.1.
Billiards are a convenient way of investigating the dynamics of mechanical collision systems
where, for example, two or more point masses collide in a bounded domain. In a simple
case we can consider two point masses on the unit interval, which can be shown to be
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equivalent to the billiard in a triangle, and also the collisions of two identical discs of
radius r on the unit torus can be expressed as the billiard on a torus with a hole in the
centre of radius 2r.
It is later shown that the billiard flow can be approximated by a smooth flow generated by
a Hamiltonian function, H, with a ’potential’ function, V , that is defined to be zero in the
interior of the billiard domain, and grows to infinity across the boundary. The dynamics
of this smooth system can be made arbitrarily close to that of the billiard, depending upon
how steeply the potential grows to infinity, and in the limit, as the potential approaches a
step function, the smooth Hamiltonian flow smoothly converges to the billiard flow. This
will be explained in full in a later Section 2.2, but first we must give a formal definition
to the billiard flow and map.
2.1 Mathematical Billiards
Here we shall be talking about planar billiard systems, the free motion of a point particle,
in a subset of R2, undergoing elastic collisions with a pre-defined, and sufficiently smooth,
boundary. The theory can be extended to higher dimensions, but for the purposes of this
document we shall restrict our attention to the two-dimensional case.
Definition 2.1.1. The billiard domain, D ⊂ R2, is such that the interior, intD, is a
bounded open connected domain, and the billiard boundary, δD, is a finite union of smooth
compact curves
δD = S1 ∪ · · · ∪ Sn. (2.1.1)
A billiard system is then the free motion of a point particle inside D with elastic collisions
off of the boundary, δD.
To be more precise about the billiard boundary and system, we assume that each curve,
Si in (2.1.1), is defined by a C
l (l ≥ 3) smooth injective map
fi : [ai, bi]→ R2,
where the length of the curve Si is given by bi − ai. If fi(ai) = fi(bi), then the injectivity
of the function is lost at this point only, and Si is a closed curve, whereas, if fi(ai) 6= fi(bi)
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then Si is called a boundary arc. These curves then intersect at their end points, δSi =
fi(bi), and it is here that the C
l smoothness of the boundary, δD, may be lost. The set of
all these intersection points
C = δSi ∪ · · · ∪ δSn,
is the set of corner points of the boundary, and the set δDˆ = δD\C is the set of all regular
collision points. The motion of the particle in the interior of the domain is given by a
velocity vector, v, which remains a constant until a collision with the boundary occurs
at the point (xc, yc) ∈ δDˆ. At a collision point, the pre collisional velocity, vpre, can be
written in terms of the tangential and normal directions to the boundary, given simply by
vpre = vT + vN . From the rule of elastic reflections, the tangential velocity is conserved
after the collision, and the normal velocity is reversed, so the post collisional velocity is,
similarly, given by vpost = vT − vN .
2.1.1 Boundary Classification
In order to categorise the different dynamics exhibited by billiards, the possible types of
boundary arc have been split into three groups; flat, focusing, and dispersing. To define
what these groups are, it is first assumed that each boundary arc, Si, has a fixed orientation
such that the domain, D, is always on the left of Si. It is then assumed that on each Si,
the curvature, f ′′i , either remains non-zero or is identically zero, meaning that there are
no points of inflexion along the curve. If there is an inflexion point, fi(ci) ∈ Si, then Si
can be split into two boundary arcs, and the point fi(ci) is considered as a corner point,
fi(ci) ∈ C.
With the boundary defined in this way, it is now possible to categorise the three types of
boundary arc.
Definition 2.1.2. A boundary arc, Si, is called flat if f
′′ = 0, focusing if f ′′ 6= 0 and is
pointing outside D, and dispersing if f ′′ 6= 0 and is pointing inside D. The curvature of
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the boundary arc Si is given by
K =

0 Si is flat,
−‖f ′′‖ Si is focusing
‖f ′′‖ Si is dispersing
. (2.1.2)
A boundary arc with negative curvature is also referred to as convex while an arc with
positive curvature is known as concave.
The classical examples of convex billiards are those inside circles or ellipses. The dynamics
of a free particle inside a circle are readily understood by using the elastic reflection law.
Since the curvature is constant, the angle of reflection from each collision point is exactly
the same, and so the distance, along the boundary, from one collision point to the next,
is also a constant, showing that the dynamics of a billiard in the circle are equivalent
to a rotation on the unit circle, S1. In an ellipse the dynamics are more complicated
but are still fully understood. The billiard domains can also be split into a further two
categories, those being bounded and unbounded. A bounded domain is one where the
boundary, δD, completely encloses D, and so the time between collisions is bounded. An
unbounded domain is one where the time between collisions is not uniformly bounded,
and it is possible for the particle to travel in the domain and never come in contact with
the boundary.
2.1.2 The Billiard Flow and Map
We have already touched upon the motion of the particle in the domain D, but let us
formalise here the free motion and elastic reflections. We have also not mentioned the
cases in which the flow loses smoothness, or is not defined.
Let q ∈ D be the position of the particle, and p ∈ R2 be the velocity vector, therefore
q(t) = (x(t), y(t)) and p(t) = (x˙(t), y˙(t)). The motion of the particle in the interior of D
is then given by the system
q˙(t) = p(t) and p˙(t) = 0. (2.1.3)
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It has previously been discussed that the reflection law can be described by deconstructing
the velocity vector into both tangential and normal directions to the point of collision,
(xc, yc), on the boundary. Here we give the more general equation, maintaining the (x, y)
coordinate system, for a collision with a regular collision point, qc = (xc, yc) ∈ δDˆ given
by
ppost = ppre − 2(ppre · nˆ)nˆ, (2.1.4)
where ppre,ppost are the velocity vectors pre and post collision, respectively, and nˆ is the
unit inside normal to Si at the point qc.
Since the motion, described by (2.1.3) and (2.1.4), has constant speed and moves in straight
lines between collisions, it can be assumed that the speed of the particle, ‖p‖, is considered
a constant, and usually set to 1, meaning that the velocity vector can be described simply
by its direction alone and therefore we can consider p as purely directional, p ∈ S1. The
phase space of the system is then given by Ω = D × S1, which is a three-dimensional
’doughnut’, and it is standard practice for the pre and post velocity directions to be
identified at the corresponding collision point on the boundary of this manifold, in order
to make the flow continuous and smooth at these points. With the phase space defined in
this way, it is natural to define the projections of a point ω = (q¯, p¯) ∈ Ω onto the respective
manifolds, given by piq(ω) = q and pip(ω) = p¯.
Definition 2.1.3. The billiard flow, bt, is defined by (2.1.3) and (2.1.4) from a subset,
Ωˆ ⊂ Ω, to itself, such that the system is defined for all forward and backward times. In
the phase space, the flow describes the orbit of a particle, whilst the projection of the flow
onto the billiard domain, piq(bt(q, p)), gives what is called the trajectory of the particle.
If the billiard flow were to be defined on the full phase space, Ω, then there are a few
occasions when the system fails. It is easy to see, from the use of the inward normal in
(2.1.4), that one of the main problems for the system arises if a trajectory has a collision
with a corner point, i.e. for qc ∈ C. In this eventuality, the post collisional velocity vector is
not defined and so the trajectory hits the corner point, and terminates. Another problem
that can occur is that a trajectory will get ’stuck’ in a neighbourhood of a corner point of
the domain, which is referred to as there being an accumulation point of collision times.
In this document the billiard boundary will be chosen in such a way that an accumulation
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Figure 2.1: Orientation of ϕ, from the collision point, qc on Si, inside the billiard domain,
D.
point will never occur1. Another issue that can occur is that the flow loses smoothness at
points where the trajectory has a tangency with the boundary.
The billiard system can also be described by the collision, or billiard, map, which is created
as a Poincare´ return map of a transversal cross section to the billiard flow. The obvious
choice for this cross section is the boundary δΩˆ of the phase space Ωˆ, which is called the
collision space.
Definition 2.1.4. Let D ⊂ R2 be a planar billiard domain with boundary δD made up
of Cr (r ≥ 3) smooth curves, Si, which can be written as the functions fi : [ai, bi] → R2,
where the intervals are such that their intersections [ai, bi]∩ [aj , bj ], for (i 6= j), are either
the empty set or a single point. Let the surface Mi be given by
Mi = [ai, bi]× [−pi/2, pi/2],
then the collision space is given by the union of all these surfaces,M = ∪iMi. The billiard
map
F : Mˆ → Mˆ,
is then defined as the Poincare´ map of the billiard flow on a subset of the collision space,
Mˆ ⊂M. The subset, Mˆ, is such that the flow is defined for all times as described earlier
(i.e. for Ωˆ).
1There are no accumulation points for concave boundaries for which there are no cusps, meaning that
the angles of the boundary arcs at the corner points, (fi(ai) 6= fi(bi)), are bounded away from zero.
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Remark 2.1.5. Although we use the boundary, δΩ, of the phase space ,Ω, for the Poincare´
return map, this in fact represents two angles, pre and post collision, which have been
identified for continuity and smoothness. To compensate for this, in Definition 2.1.4, the
angle, ϕ ∈ [−pi/2, pi/2], describes the post collisional direction only, with respect to the
inward normal to the boundary arc Si at the point of collision. This is represented in
Figure 2.1.
The return time from an initial point, (x0, ϕ0), in the collision space, to a second point
(x1, ϕ1), for x0 ∈ [ai, bi], x1 ∈ [aj , bj ] and ϕ0, ϕ1 ∈ [−pi/2, pi/2], is denoted as τ(x0). Clearly,
this return time is non negative, and can be used to give the definition of the billiard map
in terms of the billiard flow, as follows;
F(x) = bτ(x)(x) = y, x, y ∈ Mˆ. (2.1.5)
Remark 2.1.6. Since it is common practice in billiards to set the speed of the particle
to |x˙| = 1, the return time not only gives the time from one collision to the next but also
gives the distance travelled inside D. Also, since for our purposes we shall be dealing with
scattering billiards without cusps (i.e. no accumulation points), we also have that τ(x) is
bounded away from zero.
For the billiard flow it was noted that an orbit, and hence a trajectory, is not defined if
the collision (in forward or backward time) with the boundary occurs at a corner point,
x ∈ C, and also that it loses smoothness where the collision is tangential to the boundary
arc. These problems are carried forward to the billiard map, and it is here that we give a
much more rigorous definition to the space collision space, Mˆ. We begin by defining the
singular set of M, given by
S0 = {|ϕ| = pi/2} ∪ (∪i({x = ai} ∪ {x = bi})) . (2.1.6)
The definition given in (2.1.6) is obviously the union of the sets that contain tangencies to
the boundary (see Figure 2.1), or the corner points between boundary arcs. The singular
sets, for iterations of collision map, in forward and backward time are then defined by
induction;
Sn = Sn−1 ∪ F−1(Sn−1), S−n = S−(n−1) ∪ F(S−(n−1)), (2.1.7)
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where these define the singular sets of the maps Fn and F−n respectively. The set Mˆ is
then given by
Mˆ =M\
(⋃
n∈Z
Sn
)
. (2.1.8)
Clearly, the definition (2.1.8) means that the collision map, (2.1.5), is well defined for all
forward and backward time, and is Cr smooth.
2.1.3 Examples
Here we look at a couple of simple examples of collisional systems to see how collisions,
between particles or discs on simple manifolds, can be reformulated into billiard systems
as we have described.
Point particles on the unit interval
One of the simplest mechanical systems that can be reformulated as a billiard system is
that of two point particles colliding on the bounded unit interval. Since this system is
simple, as one would expect, it gives rise to an uncomplicated billiard domain.
Let us consider two point particles with positions 0 ≤ x1 ≤ x2 ≤ 1 and masses m1,m2
respectively. The collisions with each other and with the boundary points (x = 0, 1)
are assumed to be elastic. At a collision with the boundary the velocity just reverses
direction, the collisions between particles, however, are more complicated. Let vpre1 , v
pre
2
denote the pre collision velocities and similarly, vpost1 , v
post
2 , denote the post collisional
velocities, respectively. The elastic nature then means that momentum and kinetic energy
are conserved, i.e.
m1v
pre
1 +m2v
pre
2 = m1v
post
1 +m2v
post
2 , (2.1.9)
m1
(
vpre1
)2
+m2
(
vpre2
)2
= m1
(
vpost1
)2
+m2
(
vpost2
)2
. (2.1.10)
In order to transform this to a billiard system, we define the new variables
qi = xi
√
mi and pi = vi
√
mi, (2.1.11)
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which describe a particle, with position q = (q1, q2) and velocity vector p = (p1, p2) (with
p = q˙), moving inside a bounded region D ⊂ R2 (derived simply from (2.1.11)) given by
D =
{
q : 0 ≤ q1√
m1
≤ q2√
m2
≤ 1
}
,
which defines a right-angled triangle. We now need to check that the collisions are equiv-
alent to those in the original system. To this end, let the pre and post collision velocities
of the billiard be given by
ppre =
(
ppre1 , p
pre
2
)
ppost =
(
ppost1 , p
post
2
)
,
respectively.
When the billiard particle hits the boundary line q1 = 0, the law of reflection means
that (ppost1 , p
post
2 ) = (−ppre1 , ppre2 ), and similarly when it hits the lines q2 =
√
m2 we have
(ppost1 , p
post
2 ) = (p
pre
1 ,−ppre2 ), which correspond to one of the particles in the original system
colliding with the boundary while the other moves with constant velocity. We then just
have to show that a collision with the hypotenuse in the billiard is equivalent to the two
particles colliding in the original system. From the reflection law (2.1.4), and that the unit
normal to the hypotenuse is nˆ = 1√
m1+m2
(−√m2,√m1), the reflection on the hypotenuse
is given by
ppost = ppre +
2
m1 +m2
(ppre1
√
m2 − ppre2
√
m1) · (−√m2,√m1). (2.1.12)
Using the transformation (2.1.11) in (2.1.12) we obtain
vpost1 = v
pre
1 +
2m2
m1 +m2
(
vpre2 − vpre1
)
,
vpost2 = v
pre
2 +
2m1
m1 +m2
(
vpre1 − vpre2
)
,
(2.1.13)
which are the solutions to the elastic system (2.1.9) and (2.1.10), showing that the collisions
in the billiard system are in fact equivalent to those in the original system of two point
particles on the line.
Remark 2.1.7. Although the billiard has three corner points, a problem only occurs at
two of these, being the corners connected to the hypotenuse. These two corner points
correspond to the two particles colliding both with each other and a boundary wall in
the same instant. At this point the classical mechanics of the original system also breaks
2.1. Mathematical Billiards 22
down and so the system could not continue. A collision at the right angle corner point
(0,
√
m2) however, is well defined since, in the original system, this corresponds to both
particles hitting opposite boundary points in the same instant, and so the continuation of
the flow at this point in the billiard is easily constructed.
Two discs on the torus
Let us now look at a slightly more involved example, that of two identical discs on the
unit torus, T = S1 × S1. Since both discs are identical, we need not refer to their masses
(as we can set m1 = m2 = 1) and both have radius r, the position of each disc is then
given by its centre, (x1, y1) and (x2, y2). Due to the size of the discs we know that
‖(x1, y1)− (x2, y2)‖ ≥ 2r, (2.1.14)
and at the point that we have equality in (2.1.14), the discs collide. We also define the
pre and post collision velocities, this time, by decomposing them into the tangential and
normal directions
vi = (v
t
i , v
n
i ) and ui = (u
t
i, u
n
i ), i ∈ {1, 2} (2.1.15)
where v denotes the post collision velocity and u the pre collisional velocity. From the
laws of reflection (and using (2.1.13)) we have that
vt1 = u
t
1, v
t
2 = u
t
2,
vn1 = u
n
2 , v
n
2 = u
n
1 .
(2.1.16)
We can then define the equivalent billiard system with position
q = (x1 − x2, y1 − y2).
The position, defined in this way, gives the billiard domain as a torus with a circular hole
in the centre with radius 2r, this can easily by derived from (2.1.14). From this definition
of the position, the pre and post collision velocities are similarly defined;
ppre =
(
ut1 − ut2, un1 − un2
)
, ppost =
(
vt1 − vt2, vn1 − vn2
)
.
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Since this transformation is linear, the tangential and normal directions are preserved, so
that the tangential difference is tangent to the surface of the circular hole, and the normal
difference is its normal. Therefore the collisions are equivalent in both systems.
This type of billiard is very famous and a well studied type of chaotic billiard which
is called a Sinai billiard ([9]), and has been used to understand the flow of a gas, and
electrons moving though a metal. This shall be explained in much more detail in the
following section, but here we have shown some of the motivation that leads to this type
of system.
2.1.4 Chaotic Billiards
Billiard systems can exhibit many different types of dynamics depending on the nature of
the boundary, δD, of the billiard domain. In simple convex, shapes like circles and ellipses
we have already mentioned that the dynamics are quite simple and regular. For instance,
we have seen that the billiard inside a circle is homeomorphic to a rotation on the unit
circle S1, and caustics2 exist in both circular and elliptical domains. In circles, a caustic
is also circular with the same centre but with a smaller radius, such that between each
collision with the boundary the trajectory has exactly one tangency with the inner circle.
We now take a quick look at two classes of billiards that exhibit much more interesting
dynamics - chaotic dynamics (see [25]). The first of these has been extensively researched,
firstly done so in 1970 by Ya. Sinai in his paper [9], namely, dispersing billiards. These
are such that the boundary is made up entirely of dispersing boundary arcs, to be more
specific each Si has strictly positive curvature, K > 0, as in Definition 2.1.2. This class
of systems has been further categorised by whether the boundary contains corners (and
moreover if these corners are cusps), and also if the domain has an open or bounded
horizon. By open horizon it is meant that there can exist a trajectory that will never
have a collision with the boundary. A result of this is that the return time, τ(x), is not
uniformly bounded, whereas conversely, a bounded horizon means that τ(x) is uniformly
2This term is used in optics to describe the surface created by light rays reflected from a certain manifold.
This surface is such that each ray is tangent to the surface after reflection.
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bounded. The chaotic behaviour can be easily understood, since, firstly, it is obvious that
the system is deterministic, but also, due to the nature of the boundary arcs, any wave
front is expanded after a collision with the boundary.
Historically, the main type of dispersing billiards studied has been those with no corner
points, C = φ. This means that the plane, R2, is filled with scatterers that are non
intersecting closed curves, and where the boundary of each is homeomorphic to S1. More
commonly, this type of system is described, more simply, by one or more scatterers on the
unit torus, which is then used to cover the whole of R2. This type of model is known as
planar periodic Lorentz Gas (shown in Figure 2.2) used to describe the motion of gasses
and electrons in metals. Motivation for the study of this type of billiard also arose from disc
collisions on the unit torus, as shown in one of the previous examples. It has been proven
that dispersing billiards, with bounded horizon and no cusps, are uniformly hyperbolic,
ergodic and mixing.
It was later proven, in 1979, that dispersing billiards are not the only class of billiard
domains that can give rise to chaotic behaviour. In [10], Bunimovich showed that nowhere
dispersing billiards can also exhibit chaotic behaviour and ergodic properties. By ’nowhere
dispersing’, it is meant that the boundary, δD, is made up of the union of boundary arcs,
Si, where each one has either negative curvature (K < 0) or is flat (K = 0). It is also
necessary that there is at least one arc with positive curvature, so that the billiard is not
a polygon, and in the case of positive curvature, Bunimovich considered this value to be
constant (i.e. the focusing walls are circular in nature). The most famous example of this
type of billiard is the Bunimovich stadium, as shown in Figure 2.2.
The mechanism used in [10], by which this result was shown, is referred to as defocusing.
In dispersing billiards, after a collision with any boundary, we have already noted that
wave fronts expand (exponentially in time), after a collision with a focusing boundary arc,
however, a wave front is contracted. If the domain is large enough then this contraction
will continue until the wave front comes to a focal point, after which the wave front then
becomes expanding. This is exactly the mechanism of defocusing that allows the wave
fronts to be expanding with non dispersing boundary arcs.
Remark 2.1.8. One of the main properties of dispersing billiards that we shall be making
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Figure 2.2: Two examples of billiard domains, D, that exhibit chaotic behviour. An
example of the Lorentz Gas billiard (left), and a Bunimovich stadium (right).
great use of in Chapter 5 is that hyperbolic periodic orbits are dense in the phase space Ω,
of the billiard. This result is shown in [11, 26], and furthermore, due to the ergodic nature
of scattering billiards, [9], it is also proved that transversal homoclinic links between these
periodic orbits are also dense.
2.2 Smooth Approximation to the Billiard by Hamiltonian
Flow
In [5], Turaev and Rom-Kedar show that, for a certain class of smooth Hamiltonian sys-
tems, of the type (2.2.1), the Hamiltonian flow converges (in a certain Cr topology) to
a corresponding billiard flow (in the billiard domain D) as  → 0. This convergence is
proven for cases where the potential function, V (x, y; ), satisfies some quite broad condi-
tions (i− iv in Section 2.2.1), and the function H (along with all its derivatives) tends to
zero uniformly as → 0, in some neighbourhood of D. The function, V (x, y; ), is defined
to be zero in the interior of the domain D and grow to infinity across the boundary, the
conditions imposed on this function describe formally how this is done as → 0.
To be more precise, when we talk about the Cr convergence of the smooth Hamiltonian
flow, ht(), to the billiard flow, b
t, we mean that the following is true;
Ar. If q0 and qt = b
tq0 are inner phase points, and if the billiard trajectory has no
tangencies to the boundary in the time interval [0, t], then, as  → 0, the time t map of
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the smooth Hamiltonian flow, ht(), C
r converges to the map bt in a small neighbourhood
of q0. In the case of a tangency occurring, then ht() limits to b
t in the C0 topology.
Turaev and Rom-Kedar then formulated and proved the following theorem ([5], Theorem
3);
Theorem 2.2.1. Consider the systems associated with the Hamiltonian
H =
1
2
(
p2x + p
2
y
)
+ V (x, y; ) +H(x, y, px, py; ). (2.2.1)
If the potential V (x, y; ) satisfies conditions (i)-(iv) (as below), and H → 0 as  → 0
uniformly in some neighbourhood of D along with all its derivatives, then the Hamiltonian
flow, (2.2.1), Cr-converges to the billiard flow in D.
2.2.1 The Nature of the Potential Function, V (x, y; )
The conditions, (i)-(iv) on V (x, y; ) given below, involve the definition and use of a pattern
function, Q(x, y; ), and a barrier function, W (Q; ), in order to formally describe how the
potential function behaves in a small neighbourhood of the billiard boundary, known as
the boundary layer. The pattern function acts a ‘distance’ function to the boundary arc
and the barrier function describes how the potential grows with respect to the pattern
function.
Conditions (i)-(iv) for V (x, y; );
i. For any compact region K ⊂ D the potential V (x, y; ) tends to zero, along with all its
derivatives, as → 0;
lim
→+0
‖V (x, y; )|(x,y)∈K‖Cr+1 = 0. (2.2.2)
ii. The billiard boundary (δD) is composed of level lines of Q(x, y; 0)
Q(x, y;  = 0)|(x,y)∈Si ≡ Qi = C (constant). (2.2.3)
There exists a small neighbourhood Ni of the arc Si in which
V (x, y; )|(x,y)∈Ni ≡Wi(Q(x, y; ); ). (2.2.4)
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∇V does not vanish in a finite neighbourhood of the boundary arcs, therefore
∇Q|(x,y)∈Ni 6= 0, and
d
dQ
Wi(Q; ) 6= 0. (2.2.5)
iii. As → +0 the barrier function increases from zero to infinty across the boundary Si,
i.e.
lim
→+0
W (Q; ) =
 +∞ Q < C0 Q > C (2.2.6)
iv. As → +0, for any finite and strictly positive W1, W2, the function Q(W ; ) tends to
the constant, C uniformly on the interval [W1,W2] along with all its (r + 1) derivatives.
Condition (i), (2.2.2), shows, as stated earlier, that the potential is identically zero in
the interior of the domain, whereas conditions (ii)-(iv) are used to describe fully how
this function grows across the boundary, in the limit as  → 0. Firstly, it is assumed
that near the boundary, the function V (x, y) is evaluated on level sets of some finite
function - this function is the pattern function, Q(x, y; ). The function Q(x, y) is defined
in a neighbourhood of the boundary, (δD\C) but not including the set of corner points
(C = {c1, · · · , cn}), it is Cr+1 smooth with respect to (x, y), and depends continuously on
the parameter .
In condition (ii), (2.2.3) assumes that the boundary can be described by level lines of the
pattern function, so that for each boundary arc, Si, we have that Q(x, y) = Qi =constant.
In practice, and in future calculations, it is easier to assume that this constant is zero
(C = 0), meaning that the sign of the pattern function indicates whether a point is inside
the domain or not. By taking Q ≡ 0 on each Si and assuming that Q > 0 inside D, means
that small values of Q (0 < Q(x, y; ) < δ  1) correspond to small neighbourhoods of
the boundary arcs, Ni of Si. The second part of condition (ii), (2.2.4), uses these small
neighbourhoods of the boundary arcs, in which we define the barrier function W (Q; ).
This function does not depend explicitly on (x, y) but on how close to the boundary arc
the point in the domain is, and it is this function that defines the potential V (x, y) as it
crosses the boundary.
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Now that we have defined V (x, y) to behave as W (Q) in a small neighbourhood of the
boundary arcs, condition (iii), (2.2.6), defines how each Wi acts in the limit as  → 0,
showing that it grows from zero to infinity across the boundary. However, (2.2.6) does
not tell us much of how the function behaves for small and non zero , for this we have
condition (iv).
The final condition shows how W (Q) (and hence V ) behaves as  tends to zero. Using
(2.2.5) it is clear that the pattern function, Q(x, y), can be written in terms of the barrier
function W (Q). Written in this way it is easier to describe how the barrier function limits
to the step function (2.2.6), and that it does this sufficiently smoothly. This means that
W (Q; ) is smooth for  6= 0 and for any 0 < 1 < 2  1, W (Q;  = 1) is a closer
approximation to (2.2.6) than W (Q;  = 2).
Remark 2.2.2. It is noted that since, in this system, energy is conserved, it is enough
for the barrier function, W (Q), to be bounded by some H∗ > H, that is that in (2.2.6),
we may replace +∞ by H∗ or any other larger value.
At  = 0, the approximation is obviously no longer smooth, since the potential becomes a
step function, but  can be chosen small enough so as to retain almost all of the billiard
dynamics. For example, if there exists a periodic orbit in the billiard flow then  can
be chosen sufficiently small so that the equivalent periodic orbit persists in the smooth
Hamiltonian approximation (2.2.1).
2.2.2 Outline of the Proof of Theorem 2.2.1
In [5], Turaev and Rom-Kedar then prove Theorem 2.2.1 by showing that for the Hamil-
tonian systems associated with (2.2.1) and satisfying (i)-(iv), the statement, Ar is true.
It is first noted that, for a trajectory that lies entirely in the interior of D (meaning that
for all s ∈ [t0, t] the time s map of the Hamiltonian flow, hs, does not enter a small neigh-
bourhood of the boundary, the boundary layer), condition (i) ensures that as  → +0
the Hamiltonian flow is a straight line with constant velocity, which is equivalent to the
billiard flow. It then only remains to show that the Hamiltonian flow limits to the billiard
at points of collision with the boundary. For this it is enough just to consider a single
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collision.
To understand how system (2.2.1) behaves when (x, y) is close to the collision point,
(xc, yc), without loss of generality, we transform coordinates so that the collision point
is located at the origin with the boundary arc passing through it being tangent to the
x-axis, where the y-axis is the inward normal. The collision is then split into two types
for investigation; tangential collisions (which the theorem say have only C0 convergence),
and non tangential collisions. Collisions with the corner points of the boundary are not
considered.
The area sufficiently close to the boundary arc, that we are interested in, is the boundary
layer, which is defined as
Nδ = {|Q(x, y; )−Q(xc, yc; )| ≤ δ}. (2.2.7)
The points, P in and P out, in the phase space where the trajectory passes into and out of
Nδ, as shown in Figure 2.3, are defined as
(xin, yin, pinx , p
in
y ) and (x
out, yout, poutx , p
out
y ),
at the times tin and tout, respectively. In order to prove that the convergence expressed in
Ar is true, it is equivalent to show that as δ → 0, → 0
(xout, yout, tout) → (xin, yin, tin) (2.2.8)
(poutx )
2 + (pouty )
2 → (pinx )2 − (piny )2 (2.2.9)
(poutx − pinx )Qy(xin, yin) → (pouty − piny )Qx(xin, yin). (2.2.10)
All these expressions together accurately describe an elastic collision with the boundary.
The first expression, (2.2.8), shows that, in the limit, the collision is a single point, meaning
that the trajectory does not ’stick’ to and travel along the boundary arc. The second limit,
(2.2.9), shows that the momentum is conserved, which is a necessary condition in billiard
systems, and (2.2.10) ensures that the angle of reflection equals the angle of incidence.
It was, firstly, shown that the conservation of momentum, (2.2.9) is true, which easily
follows from the conservation of energy. Using (ii), and that Qin() = Qout() = δ, it is
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Figure 2.3: Smooth Hamiltonian trajectory passing through a small neighbourhood, Nδ,
of the boundary arc, Si.
readily seen that
H in() =
(pinx )
2
2
+
(piny )
2
2
+V in()+H(t
in) =
(poutx )
2
2
+
(pouty )
2
2
+V out()+H(t
out) = Hout(),
(2.2.11)
and as we take the limit of (2.2.11) as → 0, then we obtain (2.2.9).
2.2.3 The C0 Convergence
The proof of (2.2.8) and (2.2.10), as mentioned earlier, are much more technical then that
of (2.2.9). Without loss of generality, the coordinates are transformed so that the collision
point lies at the origin in such a way that the x-axis is tangent to the boundary arc and
the y-axis is the inside normal. This means that
Qx|(0,0;) = 0 and Qy|(0, 0; ) = 1. (2.2.12)
In this new coordinate system, (2.2.8) and (2.2.10) are then rewritten (as (2.2.13),(2.2.14)
and (2.2.15),(2.2.16) respectively) and proven for the C0 convergence case (for both tan-
gential and non tangential trajectories of the smooth flow), which Turaev and Rom-Kedar
formulated by the following lemma;
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Lemma 2.2.3. There exists a ξ(δ, ) that tends to zero as δ → 0, → 0 such that
tout − tin ≤ ξ, (2.2.13)
and for any t ∈ [tin, tout]
x(t) = xin +O(ξ), y(t) = yin +O(ξ) (2.2.14)
px(t) = p
in
x +O(ξ) (2.2.15)
p2y(t)
2 +W (Q(x(t), y(t); ); ) =
p2y(t
in)
2 +W (δ; ) +O(ξ). (2.2.16)
Once the C0 case has been proven, the addition smoothness of the convergence in the case
of a non tangential trajectory.
Equation (2.2.14) is proven first, as it is the simplest. The use of the Mean Value Theorem
(MVT) gives the result that, for t ∈ [tin, tin + ξ], there exists an s ∈ [tin, t] such that
x(t) = xin + x˙(s)(t− tin).
From the conservation of energy we have that x˙ is uniformly bounded, and hence the
result follows. The same reasoning also gives the similar result for the y variable, proving
(2.2.14).
We now turn our attention to the proof of (2.2.15) by first noting that the equations of
motion in the boundary layer, from (2.2.1), can written as
x˙ = px + ◦(1), p˙x = −W ′(Q)Qx + ◦(1),
y˙ = py + ◦(1), p˙y = −W ′(Q)Qy + ◦(1),
(2.2.17)
where the ◦(1) terms come from the partial derivatives of the function H. Then using
(2.2.14), from which it follows that for t, s ∈ [tin, tin + ξ], x(t) is O(ξ) close to x(s), and,
since the pattern function, Q(x, y), is smooth, we have that (2.2.14) and (2.2.12) imply
Qx|(x,y;) = O(ξ) and Qy|(x,y;) = 1 +O(ξ), (2.2.18)
for (x, y) close to (xc, yc). The time interval, I = [t
in, tin + O(ξ)] is then split into two
parts:
I< = t ∈ I : |W ′(Q)| < 1, and I> = t ∈ I : |W ′(Q)| ≥ 1.
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In I<, it is clear from (2.2.17) and (2.2.18) that the change in px is O(ξ), which proves
equality (2.2.15) for t ∈ I<. It then remains to prove this for t ∈ I>. Since Qy 6= 0 from
(2.2.18), using this in (2.2.17), it follows that we have p˙y 6= 0. We can therefore calculate
p˙x
p˙y
=
dpx
dpy
=
Qx
Qy
+ ◦(1),
from which it follows that px is O(ξ) that of the change in py. Since py is uniformly
bounded from above, and in this time interval it is also bounded away from zero, (2.2.15)
clearly follows for t ∈ I>.
The proof of (2.2.16) follows from (2.2.15) and the conservation of energy. Indeed, for
t ∈ [tin, tin +O(ξ)] we have
p2x(t)
2
+
p2y(t)
2
+ V (t) +H(t) =
(pinx )
2
2
+
(piny )
2
2
+ V (tin) +H(t
in). (2.2.19)
We can now replace the px terms in (2.2.19), and also rewrite the potential in terms of
the pattern and barrier functions, as explained in conditions (i− iv) on the potential (in
Section 2.2.1, which gives rise to (2.2.16).
The final part of the proof of this lemma is the most involved, that of proving (2.2.13),
which involves separating the types of collision into tangential and non tangential (as
shown in Figure 2.4), and first assuming that ξ  O(√δ). The aim here was to show
that for sufficiently small , such that (2.2.14), (2.2.15) and (2.2.16) are true, a trajectory
that enters Nδ at time t
in, leaves the boundary layer before tin + ξ, which is equivalent to
(2.2.13).
A nearly tangent trajectory is considered first, and as is hinted at in Figure 2.4, this is
the case where piny ≈ 0. Using this assumption, and the fact that in the boundary layer
the barrier function is such that W (Q) > W (δ), equation (2.2.16) means that |py(t)| =
|piny | + O(
√
ξ). We can therefore say that |py(t)| remains small as long as the trajectory
stays inside Nδ, and the time t − tin remains small. Due to the positive energy level
(i.e. H > 0 in (2.2.1)) this means that |pinx | > 0, and hence from (2.2.15) we have that
px(t) must be bounded away from zero for the same time interval. This means that the
trajectory is a near straight line which is parallel to the x-axis.
The curvature of this boundary arc, Si, is then assumed to be non zero, and so for a
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Figure 2.4: Tangential (left) and non tangential (right) trajectories. The bold line rep-
resents the boundary arc close to the collision point, (0,0) where Q(x, y; ) = 0, and the
dashed line represents where Q(x, y; ) = δ. In the non tangential case Nδ is split into the
two regions, N (1), N (2).
near tangent trajectory to exist, the boundary must locally (to the collision point) be
described by the equation, y = −x2. Using this definition for the boundary arc, and since
the pattern function is smooth, and with the boundary layer being described by the level
line Q = δ, we also describe this level line locally by the equation
y = −x2 +O(δ).
From this we see that a near tangent collision will enter and exit the boundary layer at
the points where y ≈ 0, which implies that the length of the trajectory, in Nδ, is O(
√
δ).
It has already been shown that the trajectory passes through Nδ with an almost constant
velocity, and so it follows that the time spent in Nδ is proportional to its length, and so is
also O(√δ), proving the near tangent case of (2.2.13).
For the non tangential case, the boundary layer is split into two regions: N (1), which is such
that for sufficiently small ν, we have that W (Q; ) < ν; and N (2) such that W (Q; ) ≥ ν.
It is then shown that the time the trajectory spends in N (1) is O(δ) and that the time
spent in N (2) tends to zero, as  tends to zero, showing that the total time in Nδ is O(δ),
and so proving the lemma. It is noted that, for a non tangential trajectory we now have
that piny 6= 0, in fact, due to coordinate set up, we have piny < 0. The region N (1) is dealt
with first. For (x, y) ∈ N (1), it follows that
d
dt
Q(x, y) = pxQx + pyQy 6= 0, (2.2.20)
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since Qx is small, and pyQy is bounded away from zero (from (2.2.18)). Since Q =
Q(x, y; ) is defined to be identically zero on the boundary arc, and from condition (ii)
it is monotonic, it can be considered as a distance function of the point (x, y) from the
boundary. By assumption, we begin by moving into N (1), and from (2.2.20) it must be the
case that the trajectory continues to move closer to the boundary, and so at some point
it will enter N (2). Conversely, using this same logic, when the trajectory leaves N (2) it
will keep moving away from the boundary and leave Nδ. The time spent in N
(1) is then
calculated to be O(δ) using condition (iii), which implies that W (Q; )→ 0 in Nδ as → 0
meaning that  can be chosen small enough so that N (2) is arbitrarily small and hence the
width of N (1) is O(δ).
The total time in Nδ is then calculated to be
tout − tin = O(δ) + time spent in N (2),
so, by next showing that the time in N (2) tends to zero as  → 0, proves the lemma. To
do this, the uniform bound on |py| and MVT are used to give
min
N(2)
|p˙y|
∣∣tout − tin∣∣
N(2)
≤ ∣∣pouty − piny ∣∣N(2) ≤ C, (2.2.21)
where the | ·in,out |N(2) terms refer to the values at the points where the trajectory enters
and exits the region N (2). Using (2.2.17) and (2.2.18), inequality (2.2.21) implies
∣∣tout − tin∣∣
N(2)
≤ C
(
min
N(2)
W ′(Q)
)−1
. (2.2.22)
Now using condition (iv), showing that Q′(W )→ 0 as → 0, and that W ′(Q) = Q′(W )−1,
it is clear that the right hand side of (2.2.22) tends to zero as → 0, thus proving Lemma
2.2.3.
2.2.4 Additional Smoothness
To finish the proof of Theorem 2.2.1, it only remains to prove the additional smoothness of
convergence in the case of a non tangential trajectory. This is done by, again, separating
the boundary layer, Nδ, into N
(1) (such that W ≤ ν) and N (2) (such that W ≥ ν) as
defined in the proof of Lemma 2.2.3.
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From (2.2.20) it is seen that, as before, Q˙ 6= 0 in the region N (1), and so the differential
equations of motion, (2.2.17) in the boundary layer, can be divided by Q˙ and reformulated
into the following system of integral equations;
x(Q2)− x(Q1) =
∫ Q2
Q1
X dQ, y(Q2)− y(Q1) =
∫ Q2
Q1
Y dQ,
px(Q2)− px(Q1) = −
∫ W (Q2)
W (Q1)
P11 dW (Q) +
∫ Q2
Q1
P12 dQ,
py(Q2)− py(Q1) = −
∫ W (Q2)
W (Q1)
P21 dW (Q) +
∫ Q2
Q1
P22 dQ,
t(Q2)− t(Q1) =
∫ Q2
Q1
T dQ,
(2.2.23)
where X ,Y,Pij and T denote certain equations of (x, y, px, py) (found by dividing terms
in (2.2.17) by (2.2.20)). These equations are uniformly bounded (since Q˙ is bounded away
from zero) along with all derivatives in N (1).
The solution to the system (2.2.23) represents a Poincare´ map between the surfaces defined
by Q = Q1 and Q = Q2, where these maps are then considered as limδ→0 limν→0 lim→0.
From the definition of N (1) and Nδ, we have that W is bounded by ν and Q is bounded
by δ. Therefore, as δ → 0, ν → 0, the Poincare´ map limits (along with all derivatives) to
the identity map, and so in a trivial sense the non tangential orbit in N (1) is Cr smooth.
The orbit in N (2) is considered next, and again the limit limδ→0 limν→0 lim→0 is investi-
gated. Again, a Poincare´ map in N (2) is defined, only in this case the it is for the cross
section where |py| is considered a constant (an obvious choice for the cross section would
be W (Q) =constant, but from (2.2.16) it can be seen that these choices are practically
equivalent). It is then noted that in this region we have that the potential (and from the
definition of the potential, also the barrier function) is bounded from above and below,
ν ≤W ≤ H. Therefore, from condition (iv) on the potential, as → 0 the pattern function
can be written as Q = Q(W ) such that this function, along with all its r + 1 derivatives,
is uniformly small.
It then follows that Q′(W )−1 = W ′(Q) is bounded away from zero. This result is then
used in (2.2.17), along with (2.2.18), to show that ddtpy is also bounded away from zero,
and hence (similarly as in N (1)) we can divide the equations of motion (2.2.17) to attain
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the new system
dx
dpy
= −Q′(W ) px
Qy
+ ◦(1), dpx
dpy
=
Qx
Qy
+ ◦(1), (2.2.24)
where py is considered as the new time variable. Then by condition (iv) on V (x, y; ), as
→ 0 the system (2.2.24) limits to
dx
dpy
= 0,
dpx
dpy
=
Qx
Qy
|Q(x,y;0)=0, (2.2.25)
in the Cr topology. The orbit is then fully defined by (2.2.24) and (2.2.1), since Q(x, y)
can be considered as a function of W (Q) (which is equivalent to V (x, y) in the boundary
layer), and the value of y can be found uniquely from x and Q.
Similarly to these equations, from (2.2.17) we can also consider
dy
dpy
→ 0 and dt
dpy
→ 0 as → 0, (2.2.26)
also in the Cr topology. It is then noted that the solution to (2.2.25) is equivalent to the
billiard reflection law. The first equation in (2.2.25) (along with (2.2.26)) shows that x, y
and t are constant, which is readily seen to be equivalent to (2.2.8). Similarly, the second
equation in (2.2.25) is equivalent to (2.2.10) where (x, y) = (xin, yin), which finalises the
proof of Theorem 2.2.1.
Chapter 3
Systems of Energy Growth
Using the billiard systems that we have defined in Chapter 2, in this chapter we review
some systems that, due to their dynamics, exhibit a growth in energy. In non-autonomous
billiards, where the frozen billiard contains chaotic dynamics, it is shown (see [3, 4, 17,
18, 19]) that the billiard particle may be accelerated due to collisions with the boundary,
which is now considered as a periodic, or stochastic, function of time. A growth in energy
has also been shown to exist in slow-fast Hamiltonian systems ([1, 2, 15]), where the frozen
system contains a normally hyperbolic horseshoe, the change in energy is then a result of
the evolution of the slow system, giving a deformation of the frozen system. We also note
that the energy growth in a Hamiltonian can correspond to the acceleration of a billiard
particle, using the smooth billiard approximation technique as in Section 2.2, [5].
3.1 Fermi Acceleration
The term Fermi Acceleration is used to describe how a particle’s velocity can increase
as it collides with a potential or scatterer. With each collision the particle undergoes a
change in velocity, either positive or negative, where it is argued, and shown, in many
publications that an increase in velocity is more likely than loss. This type of behaviour
was first introduced by Enrico Fermi, in his 1949 paper [8], where he argued that cosmic
radiation is accelerated by interactions with magnetic fields.
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Prior to Fermi’s work it was thought that cosmic radiation was produced solely from stars
and remained in the vicinity of a star due to the magnetic field acting as a boundary.
Fermi, however, argued that cosmic radiation primarily originates in interstellar space
(not just from stars), and when it interacts with wandering magnetic fields it undergoes
a change of energy. These magnetic fields have an enormous size (to the order of light
years), and it is assumed that space is non-uniformly occupied by matter at an extremely
low density (approximately one atom of hydrogen per cubic centimetre).
It is then assumed that the particles, that make up the cosmic radiation, have a certain
amount of energy, meaning that they are already travelling with a large enough velocity.
If the particle is a proton, it will spiral around the lines of force until it undergoes a
collision with the magnetic field and is reflected, where the particle is either accelerated
or slows down. Fermi shows that at each collision it is more probable that the particle is
accelerated, so the particle can attain very high velocities - leading to the afore mentioned
Fermi acceleration. In this system there are many other aspects that need consideration,
such as the ionization of particles that leads to a loss in energy, however, at sufficiently
large energy levels it is shown that these losses are negligible and so do not change the
result.
This behaviour is so far discussed in the context of physics and not in a rigorous math-
ematical setting. We next look at how this behaviour can be shown in mathematical
systems, by reformulating the system of cosmic radiation as a billiard system and consider
both single particles and ensembles, where the average, and distribution of velocities is
considered. By considering the interactions of this cosmic radiation with magnetic fields
as a collision system, the radiation can be thought of as many point particles, and the
magnetic field as some billiard boundary. We have seen, however, that billiard systems
are conservative in nature, and so the acceleration of a particle cannot occur. Since the
magnetic fields, described in [8], are wandering, in the billiard it would be reasonable to
assume that the boundary, δD, is no longer considered static, but as a function of time
(see [3, 4, 18, 19]).
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3.1.1 Time Dependent Billiards
One of the main attributes of billiard systems is that they are conservative systems, so there
is no change in velocity of the particle, and thus this is usually set to |v| = 1, since it does
not change the overall dynamics. If the boundary, δD, is no longer considered as fixed, but
instead allowed to vary slightly, then the dynamics of the system can change completely,
and the particle may change speed at each collision with the boundary. In [3, 4], these time
dependent billiard systems are considered where, under some very generic conditions (that
the initial velocity of the point particle is sufficiently large, and that the corresponding
frozen billiard can be shown to contain chaotic dynamics), Fermi acceleration is shown to
take place.
In [3], chaotic planar billiards are investigated where the motion of the boundary arcs is
considered either stochastic or periodically oscillating. The particle velocity is then found
as a function of time, t, or the number of collisions, n. It is worth noting that t and n
are not proportional, since a fast moving particle undergoes many more collisions than a
slow one in the same time interval. Using Definitions 2.1.1 and 2.1.2, we are considering a
billiard domain D, with boundary δD made up as the union of smooth boundary arcs, Si,
where Si = Si(t) is now a function of time. Since only chaotic billiards are considered, the
main types of domains investigated have been the Lorentz Gas and a Bunimovich stadium
(which have been shown to contain strongly chaotic dynamics, [9, 10]), as in Figure 2.2.
In a Lorentz Gas, the type of billiard domain is categorised by the ratio between the
radius of each scatterer, R, and the size of the lattice, a, that repeats in order to fill the
whole of R2. If (a/R)2 < 4, then the billiard has a bounded horizon, and an open horizon
otherwise. In the case of an open horizon, if the boundary is static, then the nth collision
can be defined by the point on the boundary, given by the angle φn, and the angle of
incidence, αn (taken as the angle from the inside normal to the collision point), as shown
in Figure 3.1. The billiard map, (φn, αn)→ (φn+1, αn+1) is such that
φn + α
∗
n + pi = φn+1 + αn+1, (mod 2pi) (3.1.1)
where φi ∈ [0, 2pi), αi ∈ [−pi/2, pi/2] and α∗n = −αn.
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Figure 3.1: Lorentz Gas billiard map (3.1.1), where position of nth collision given by φn,
with angle of incidence and reflection, αn and α
∗
n, respectively.
The boundary of each scatterer, Si, is now assumed to change with time in radial symme-
try, so the motion of this can be described by the radius, given as a function of time;
R(t) = R+ r(t),
where max |r(t)|  R. The boundary velocity is then, clearly, defined by u(t) = r˙(t),
which is obviously normal to the boundary at every point. The velocity of the particle
before the nth collision is denoted vn, and after a collision the velocity is given by
vn+1 =
√
v2n − 4unvn cosαn + 4u2n. (3.1.2)
The velocity of the boundary, un, is then considered, firstly, as a random process, and then
as periodic. In the case of stochastic perturbation shown in [3], the boundary velocity is
assumed to be
un = u0 cos θn, (3.1.3)
where u0 is the amplitude, and {θn} is a set of uncorrelated random values equally dis-
tributed over [0, 2pi). If the initial velocity of the particle is sufficiently small (v  u0),
then it is clear that, after one collision, the average velocity of an ensemble of particles is
increased to being greater than u0 (this is evident from (3.1.2) where the leading terms
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give vn+1 ≈ 2|u(tn)|). If the boundary oscillations are given by (3.1.3) then we have
〈vn+1〉 ≈ 2〈|u(tn)|〉t = 4u0
pi
If, however, particles with a sufficiently large initial velocity (v  u0), that have undergone
a sufficiently large number of collisions are considered, then by expanding (3.1.2) into a
Taylor series and calculating 〈∆vn〉 (where ∆vn = vn+1− vn), we arrive at the differential
equation
∂v(n)
∂n
=
M
v(n)
, v(0) = v0, (3.1.4)
where M = u20/3, which has the solution
v(n) =
√
2Mn+ v20. (3.1.5)
This gives the most probable velocity (of a particular particle in an ensemble) as a function
of the number of collisions. The distribution of the particle ensemble is Gaussian, and from
(3.1.5) it is clear to see that the mean velocity growth is proportional to
√
n.
A billiard in a time-dependent stadium is also considered in [3], but without the rigorous
analytic solutions in terms of time, t, and the number of collisions, n. Instead, they perform
numerical analysis, with results showing that in stadiums, that have developed chaos, the
velocity appears to increase with the same dependence on the number of collisions as
shown in the Lorentz Gas model.
They conclude then that in the Lorentz Gas, both types of boundary perturbation (stochas-
tic and periodic) give rise to Fermi acceleration, and this is similarly true in a stadium
system that exhibits chaotic behaviour. From this, it was conjectured that to prove that
Fermi acceleration is present within any given non autonomous billiard system, it is suffi-
cient to show that the corresponding static billiard contains chaotic dynamics. This con-
jecture has, in fact, been shown to be true; in their 2008 paper [4], Gelfreich and Turaev
show that if the static (frozen) billiard contains a normally hyperbolic Smale horseshoe
then, in the non-autonomous system, there exist a trajectory for which the particle that
can be accelerated. Moreover, they show that the average trajectory about the horseshoe
will exhibit Fermi acceleration if it has a sufficiently large initial velocity.
The technique for acceleration used in [4] is similar to that used in [3], where the velocity
is constant in the interior of the domain and the change in velocity is calculated for each
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collision with the boundary. The difference in their calculations is that Gelfreich and
Turaev have much milder assumptions on the shape of the boundary, and introduce the
use of adiabatic invariants1 to show that the energy changes in such a way that the action,
which we shall define in a moment, remains almost constant for a long time period.
Firstly, the energy of a particle is given by
h =
m
2
|v|2, (3.1.6)
where m is the mass and v is the velocity. It is then assumed that the frozen system has
a hyperbolic periodic orbit, L, with length l. For this trajectory, the sequence of collision
points is denoted by zj , for j = 1, · · · , n, where z0 = zn (zj ∈ ∪iSi), and the straight line
sections connecting them are given by rj = zj − zj−1. Similarly, the unit inside normal to
the boundary, at the collision point zj , is denoted nj. If the boundary is now considered as
being time-dependent, then, since L is hyperbolic, it will persist for small perturbations,
so zj and rj are given as functions of time, and the velocity of the boundary is given by
uj = z˙j · nj,
where it is assumed that uj is small.
It then follows that the change in energy at the ith collision is given by
∆Ei = 2m(−uivi · ni + ui2), (3.1.7)
where we note that (3.1.7) is the more generic version of (3.1.2). By summing all these
small changes in energy, (3.1.7), over the whole periodic orbit (and using the elastic re-
flection law) it is shown that for one round of the periodic orbit the total change in energy
is given by
h(t+ T )− h(t) ≈ −
√
2mhl˙(t), (3.1.8)
where T is the period of the orbit. It is here where the action of the particle is considered,
and defined by
J =
∮
L
p · dq, (3.1.9)
1An adiabatic invariant is not truly invariant, but is a quantity within the system that remains almost
constant as the system is slowly deformed.
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where q is the position of the particle and p is its momentum. Since in the frozen system
|v| is constant and v is parallel to the orbit it follows that
J(h, t) = m|v|l(t) =
√
2mhl(t). (3.1.10)
Comparing (3.1.8) and (3.1.10) we see that
h(t+ T )− h(t) ≈ −∂J
∂t
, (3.1.11)
and we also note that
T (h, t) =
l(t)
|v| =
√
m
2h
l(t) =
∂J
∂h
. (3.1.12)
From (3.1.11), if the energy of the particle has a sufficiently large initial value then the
evolution of this energy closely follows the solution to
h˙ = − 1
T
∂J
∂t
= −2h l˙(t)
l(t)
. (3.1.13)
It is at this point where adiabatic invariants play a role in describing the evolution of the
particle’s energy. This can be seen by considering the rate of change of the action;
J˙ =
∂J
∂t
+
∂J
∂h
h˙, (3.1.14)
and, by using (3.1.13) and (3.1.12), it is readily seen that if the energy of the particle
changes as prescribed by (3.1.13), then J(h, t) will remain nearly constant for a long
period of time.
The actual method of acceleration, used in [4], has yet to be discussed, as so far we
have only mentioned preliminaries, but now we see that if the frozen system has chaotic
dynamics then Fermi acceleration is observed. It is assumed that the frozen billiard is
chaotic, that is that there exists a Smale horseshoe made up of two hyperbolic periodic
orbits, La and Lb, connected by transverse heterolclinic links. The motion about this
horseshoe can be described by symbolic dynamics, as a shift on two symbols. For ease of
calculations that are to follow, let us define
w(t) = −2l˙(t)
l(t)
, (3.1.15)
and let wa(t), wb(t), be the functions (3.1.15), for the periodic orbits La and Lb respectively.
The trajectory first considered is the one that would maximise the particle acceleration
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and is such that it is close to La if wa > wb, and close to Lb otherwise. Then, using
(3.1.13) and (3.1.15), the evolution of the energy about this trajectory is given by
h−1h˙ = W (t) = max{wa(t), wb(t)}, (3.1.16)
which has solution
h(t) = h(0)exp
{∫ t
0
W (t) dt
}
. (3.1.17)
As in [3], it is first assumed that the motion of the boundary is somehow periodic, meaning
that the functions la and lb are also periodic in time. Since wa,b are then derivatives of
periodic functions, they each have a zero mean. The mean of the max, max{wa, wb}, of
these, W¯ , will then be positive as long as wa and wb do not coincide over the whole period,
and the evolution of the energy is then given by
h(t) ≈ h(0)exp{W¯ t} , (3.1.18)
which is exactly the Fermi acceleration we expected.
This is a specially pre-defined trajectory to give the fastest acceleration, but a more
interesting question to be answered in these types of systems is the average behaviour of
particles. Gelfreich and Turaev considered this problem and instead of having a prescribed
trajectory close to the horseshoe, they let ξ ∈ Σ2 be a random sequence of two symbols
and define the random process
Wξ(t) =
 wa ξ(t) = awb ξ(t) = b . (3.1.19)
Then, for an arbitrary trajectory in a neighbourhood of the horseshoe, (3.1.13) becomes
h−1h˙ ≈Wξ(t). (3.1.20)
Since Wξ(t) is a random process, the mean is given by
W¯ξ(t) = λwa + (1− λ)wb, (3.1.21)
where λ ∈ (0, 1). It is shown that for sufficiently large h, the function Wξ(t) − W¯ξ, may
be considered as white noise of power (1− λ)2(wa−wb)2h−1/2, meaning that (3.1.20) can
be modelled by
h˙ = (λwa + (1− λ)wb)h+ h3/4(1− λ)|wa − wb|η(t), (3.1.22)
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where η(t) is the white noise of power 1. For simplicity let us take, for example, λ = 1/2,
then from (3.1.22) and (3.1.15) we obtain
h(t)la(t)lb(t) =
{
(h(0)la(0)lb(0))
1/4 +
1
4
∫ t
0
(la(s)lb(s))
1/4
∣∣∣∣ dds ln la(s)lb(s)
∣∣∣∣ η(s) ds}4 .
(3.1.23)
Since the functions la, lb, remain bounded away from zero and infinity, we can write
h(t) ∼ u4G(t)4,
where u ∼ l˙a,b is the average velocity in the boundary deformation and G(t) ∼
∫ t
0 η(s)ds,
is a Gaussian random variable with zero mean and dispersion t. We therefore have
〈h(t)〉 ∼ u4t2. (3.1.24)
Remark 3.1.1. A similar conclusion should hold true in the vicinity of an arbitrary
uniformly hyperbolic set of the frozen system. Since in a dispersing Sinai billiard, these
uniformly hyperbolic sets exhaust the whole of the phase space, meaning that the quadratic
energy growth, (3.1.24) should be a typically observed phenomenon.
3.2 Unbounded Energy Growth in Slow-Fast Hamiltonain
Systems
A slow-fast system is one in which the dynamics of the system can be split into two
separate time scales. The, so called, fast variables of the system give the main dynamics
of the system, since they change much faster than the slow variables (which we consider
as O() of the fast time), and so the system is often compared to the corresponding frozen
system, where the slow variables are considered as constants, or parameters of the fast
system. When the slow variables are no longer considered constant but allowed change,
the full dynamics of the system can be found, usually as a slow deformation of the frozen
system. An example of a slow-fast Hamiltonian system can be found in [2] by Bra¨nnstro¨m
and Gelfreich, where the Hamiltonian function, H(p, q, u, v; ), has the equations of motion
q˙ =
∂H
∂p
, p˙ = −∂H
∂q
,
u˙ = 
∂H
∂v
, v˙ = −∂H
∂u
.
(3.2.1)
3.2. Unbounded Energy Growth in Slow-Fast Hamiltonain Systems 46
where p, q are the fast variables, and u, v the slow variables, with  = 0 giving the frozen
system. It was shown, for system (3.2.1), that if the frozen system has a pair of hyperbolic
periodic orbits connected by two transverse heteroclinics, then, in the full system, there is a
trajectory of the slow variables that shadows the path generated by action Hamiltonians2,
where these action Hamiltonians come from the action of the family of periodic orbits. The
action can be calculated as a function of the slow variables and also generates Hamiltonian
functions, the afore mentioned action Hamiltonians.
It is clear, however, that the system (3.2.1) is a true Hamiltonian and so no change in
energy can occur. We, therefore, turn our attention to the type of slow-fast Hamiltonian
system described in [1], given by the non autonomous Hamiltonian
H = H(p, q, t), (3.2.2)
where the corresponding frozen system is given by
H = H(p, q, ν), (3.2.3)
where ν is considered as a parameter. So, in (3.2.2) and (3.2.3), (p, q) are the fast variables
and ν = t is the slow variable, giving the slow deformation of the fast (frozen) system.
The change in energy of (3.2.2), along a solution, (p(t), q(t)), of the frozen system, is then
given by
H˙ = 
∂H
∂ν
(p(t), q(t), t). (3.2.4)
In [1], Gelfreich and Turaev employed an averaging technique to calculate the trajectory,
(p(t), q(t)), that gives rise to the fastest energy growth. It is shown, just as in [4], that
if there exists a hyperbolic horseshoe in the frozen system (3.2.3), then under some mild
assumptions there exists a trajectory of the full system, (3.2.2), such that the energy will
grow unboundedly. This is again done (as in [2]) with the use of the action about a periodic
orbit (adiabatic invariants), given by
Jc(h, ν) =
∮
Lc
p dq, (3.2.5)
where Lc is a periodic orbit of (3.2.3). We shall see later exactly what role the action
plays in defining the path of acceleration, but we first describe the averaging theory used
to calculate the change in energy, and the main theorem of [1].
2Similar to the action of periodic orbits in billiard systems, as defined by (3.1.9)
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Averaging theory is employed to calculate the average change in H ′ν , over the periodic
orbit, Lc, which is given by
vc(h, ν) =
1
Tc
∫ Tc
0
∂H
∂ν
(x, ν)
∣∣∣∣
x=xc(t;h,ν)
dt, (3.2.6)
where x(t) = (p(t), q(t)), and Tc is the period of the orbit xc(t;h, ν). It is assumed
that the frozen system has a pair of hyperbolic periodic orbits connected by a pair of
heteroclinic orbits, and all orbits that remain in a small neighbourhood of the heteroclinic
cycle created by these orbits, in a given energy level (H = h), is a uniformly hyperbolic,
compact, invariant, transitive set, which depends smoothly on h and ν, and denoted Λhν .
The type of trajectory that Gelfreich and Turaev were interested in was one such that
along the trajectory, the energy changes as a solution of the equation
dh
dν
= max{va(h, ν), vb(h, ν)}, (3.2.7)
i.e. a trajectory in Λhν that switches between the pair of periodic orbits in such a way as to
maximise the change in energy. However, since the trajectory is not exactly on the period
orbit, but instead arbitrarily close, (3.2.6) is not entirely accurate and for a trajectory
that remains close to the periodic orbit Lc, the change in energy is instead given by
dh
dν
= vc(h, ν) + h.o.t.. (3.2.8)
It is noted that the Hamiltonian structure of system (3.2.2) is not necessary and can be
generalised by considering the function
x˙ = G(x, t), (3.2.9)
where x ∈ Rm, and assuming that the function H(x, ν) is a first integral:
∂H
∂x
(x, ν) ·G(x, ν) ≡ 0. (3.2.10)
The main theorem of [1] is then formulated;
Theorem 3.2.1. Assume that certain uniformity conditions, [UA1] and [UA2], are sat-
isfied. Let δ > 0, and let hδ, denote a solution of the differential equation
dh
dν
= max{va(h, ν), vb(h, ν)} − δβ(h, ν). (3.2.11)
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Then, for all sufficiently small , the full system (3.2.9), has a solution, x(t), such that
H(x(0), 0) = hδ(0),
and
H(x(t), t) ≥ hδ(t),
for all t ≥ 0.
In (3.2.11), the function β(h, ν) is defined later by (3.2.42), and the uniformity conditions,
[UA1], [UA2], are such that the set Λhν has a cross-section with Poincare´ maps which,
when written in cross form3, are uniformly bounded along with first derivatives, for all
sufficiently large h, ν and small , and that there is a certain uniformity for the return
times of these Poincare´ maps, and for the change in energy between consecutive returns.
These conditions are given in more detail and formally defined later.
Remark 3.2.2. The uniformity conditions, [UA1] and [UA2], are automatically fulfilled
for any compact set of h and ν. The function β(h, ν), in (3.2.11), is (asymptotically) of
the same order as the functions va,b, and since δ may be chosen arbitrarily small this term
is negligible and the energy change is given by (3.2.7).
The proof of Theorem 3.2.1 is heavily reliant on the chaotic structure of the set Λhν . In
the corresponding frozen system of (3.2.9), a family of periodic orbits, Lc : x = xc(t;h, ν)
with c ∈ {a, b}, is considered, which forms a normally hyperbolic manifold of the frozen
system, and hence persists in (3.2.9) for all sufficiently small . The full system, therefore,
has an invariant manifold
x = x˜c(τ ;h, ν; ),
with x˜c = xc at  = 0. On this manifold, h and ν change slowly, while τ is fast. The
evolution of h and ν on this manifold, averaged with respect to the fast time, is given by
h˙ = vc(h, ν), ν˙ = , (3.2.12)
which leads to the expected change in energy, (3.2.8). Now, in order for the energy to
change in accordance with (3.2.7), it is necessary to be able to construct a trajectory that
switches between small neighbourhoods of La and Lb in a prescribed manner.
3Cross form is a way of writing a hyperbolic map, in both forward and reverse time, so that this gives
a contraction mapping. See [24] for more details
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3.2.1 Coding a Trajectory
Here we discuss the existence and uniqueness of trajectories of (3.2.9) that switch be-
tween neighbourhoods of two periodic orbits, which are shown to be in a one-to-one cor-
respondence with the set of all sequences of two symbols. Firstly, it is assumed that the
frozen system, of (3.2.9), has a pair of saddle periodic orbits, La : x = xa(t;h, ν) and
Lb : x = xb(t;h, ν), at all ν ≥ ν∗, in every energy level H = h ≥ h∗ (for some ν∗ < 0, and
h∗ ), and a pair of transverse heteroclinic orbits, Γab and Γba, where
Γab ⊆W u(La) ∩W s(Lb), Γba ⊆W u(Lb) ∩W s(La).
Next, a pair of small smooth cross-sections, Σa and Σb, to La and Lb respectively, are
considered. Since the periodic orbits depend smoothly on h and ν, the cross sections may
also be taken to depend smoothly of these variables. The Poincare´ maps on these cross
sections, induced by the flow, are now denoted by Πcc′ , where c, c
′ ∈ {a, b} and are such
that
Πcc′ : Σc → Σc′ . (3.2.13)
For a trajectory sufficiently close to the periodic orbit Lc, the Poincare´ map (as in (3.2.13))
acts from Σc to itself, and the maps from Σc to Σc′ (c 6= c′) are defined by the orbits that
are close to the heteroclinics Γcc′ . Since the cross sections can depend smoothly on h and
ν, the Poincare´ maps can also depend smoothly on these variables, Σc = Σc(h, ν),Πcc′ =
Πcc′(h, ν).
For every orbit that remains in a sufficiently small neighbourhood of the heteroclinic cycle,
La ∪ Γab ∪ Lb ∪ Γba, i.e. an element of Λhν , there is a uniquely defined sequence of points
Mi ∈ Σa ∪ Σb, such that
Mi+1 = Πξiξi+1Mi, (3.2.14)
where ξi = c if Mi ∈ Σc (again for c ∈ {a, b}). The sequence of ξi, denoted {ξi}+∞i=−∞,
is referred to as the code of the orbit. It is at this point, in [1], that Gelfreich and
Turaev define the Poincare´ maps in cross form. Since the periodic orbits are saddle and
the heteroclinics are transverse, it is possible for a new coordinate system, (u,w), to be
defined for Σa and Σb, and the maps to be chosen such that;
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• In the new coordinates (u,w), the cross-sections are given by Σc = Uc ×Wc, where
Ua,b, Wa,b are certain balls in Rm−1, (it is assumed that the space x has dimension
2m) so that a constant R can be chosen such that
max{diam Ua,diam Ub, diam Wa,diam Wb} ≤ R. (3.2.15)
• For each c, c′ there exist smooth functions
fcc′ : Uc ×Wc′ → U ′c, gcc′ : Uc ×Wc′ →Wc, (3.2.16)
such that a point, Mi(u,w) ∈ Σc, is mapped to the subsequent point, Mi+1(u¯, w¯) ∈
Σc′ , by Πcc′ , if and only if
u¯ = fcc′(u, w¯), w = gcc′(u, w¯). (3.2.17)
This rewriting of the Poincar’e maps is what has already been referred to as the
cross form of the map.
• In cross form, the Poincare´ maps are contracting, meaning that there exists a con-
stant λ < 1, such that ∥∥∥∥∂(fσσ′ , gσσ′)∂(u, w¯)
∥∥∥∥ ≤ λ, (3.2.18)
where the above norm in U ×W is defined as max{‖u‖, ‖w‖}.
It is next shown that (in the frozen system) there is a one-to-one correspondence between
the set Λhν , and the set of all sequences of two symbols, more specifically it is meant that
for all {ξi}+∞i=−∞, there exists a unique orbit, in Λhν , that has that particular sequence as its
code. This can be shown as follows; Using the above definitions ((3.2.16)(3.2.17),(3.2.18))
of the cross form of the Poincare´ maps, it is readily seen that an orbit in Λhν has the
code {ξi}+∞i=−∞, if and only if the points of intersection with the cross sections, Mi(ui, wi),
satisfy
ui+1 = fξiξi+1(ui, wi+1), wi = gξiξi+1(ui, wi+1). (3.2.19)
This sequence of points, {(ui, wi)}+∞i=−∞ is a fixed point of the operator
{(ui, wi)}+∞i=−∞ 7→
{
(fξi−1ξi(ui−1, wi), gξiξi+1(ui, wi+1))
}+∞
i=−∞ , (3.2.20)
and due to (3.2.18), this mapping is a contraction of the space Π+∞i=−∞Uξi ×Wξi , which
ensures the existence and uniqueness of the orbit with the given code.
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It is then necessary to show that this is also true for the full system, and (since [1] deals
with unbounded energy growth) for non compact h and ν. The slow variable, ν, is no
longer considered as a parameter but allowed to vary slowly with time, given by
ν˙ = . (3.2.21)
Remark 3.2.3. Due to the continuity of the system, and because the cross sections, Σc
(c ∈ {a, b}), depend smoothly on h and ν, the Poincare´ maps
Πcc′ : ∪h,νΣc → ∪h,νΣc′ ,
are still defined for all sufficiently small .
With the time dependence, the cross form of the Poincare´ maps, (3.2.17), needs to be
revised, and for a compact set of values, z = (h, ν), the maps can be written as
u¯ = fcc′(u, w¯, z, ), w = gcc′(u, w¯, z, ), z¯ = z + φcc′(u, w¯, z, ), (3.2.22)
where the functions f, g, φ are bounded, along with their first derivatives, and f, g still
satisfy (3.2.18). However, in [1] non compact values for z are considered, and it is here
that the first of the uniformity assumptions can be formally expressed;
[UA1]
For all h ≥ h∗ and ν ≥ ν∗, coordinates (u,w) can be introduced on Σa and Σb, and z can
be defined by z = (α(h, ), ν), where α is a smooth function such that α′(h) > 0, in such a
way that for all small :
• cross form mapping (3.2.22) holds for the Poincare´ maps Πcc′, and the functions
f, g, φ are uniformly bounded along with their first derivatives and uniformly contin-
uous with respect to ;
• inequality (3.2.18) holds with the same constant, λ < 1;
• the diameter of the balls, Uc and Wc, is uniformly bounded, meaning that (3.2.15) is
satisfied for the same constant R.
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Using the above uniformity assumptions, it is then shown that one can also code a tra-
jectory of the full system, in the same way as for the frozen system. To illustrate this,
Gelfreich and Turaev formulate the following lemma;
Lemma 3.2.4. Given any sequence, ξ = {ξi}+∞i=−∞ with ξi ∈ {a, b}, there exists a uniquely
defined sequence of smooth surfaces
Li(ξ, ) : (u,w) = (ui(z, ξ, ), wi(z, ξ, )) , (3.2.23)
such that
Li+1 = Πξiξi+1Li. (3.2.24)
The functions, (ui, wi), are defined for all small  and all h ≥ h∗, ν ≥ ν∗. They are also
uniformly bounded (along with derivatives) with respect to z and satisfy∥∥∥(ui(h, ν, ξ(1))− ui(h, ν, ξ(2)), wi(h, ν, ξ(1))− wi(h, ν, ξ(2)))∥∥∥ ≤ Rλn−|i|. (3.2.25)
At  = 0, and with a fixed sequence, ξ, it has already been shown that there exists a
unique sequence of points, Mi, that are the intersection points of the trajectory with the
cross sections. Since the cross sections and Poincare´ maps are smooth, with respect to
h and ν, as these parameters are allowed to vary, each point, Mi, will create a smooth
surface and so this sequence, Li(ξ,  = 0), of smooth surfaces is uniquely defined, and
satisfies (3.2.24). What Lemma 3.2.4 says is that these surfaces persist for all small  and
are unique, meaning that for each sequence, ξ, the full system
x˙ = G(x; ν), ν˙ = ,
has a smooth three dimensional invariant manifold,Mξ (in (x, ν) space). The intersection
of this manifold with the union of cross sections, ∪h,ν(Σa ∪Σb), is exactly the sequence of
surfaces, {Li(ξ, )}+∞i=−∞.
To prove Lemma 3.2.4, Gelfreich and Turaev consider the space, ΨK , of sequences of
surfaces, (3.2.23), that satisfy ∣∣∣∣∂(ui, wi)∂z
∥∥∥∥ ≤ K, (3.2.26)
for a sufficiently large K. It can then be shown that provided K is indeed large enough,
and for all small , the map
F : {ui(z), wi(z)} 7→ {u˜i(z), w˜i(z)}, (3.2.27)
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is such that F(ΨK) ⊂ ΨK , and is a contraction. Since it is a contraction mapping there
exists a fixed point of the operator, F , and it is this fixed point that (due to (3.2.22))
satisfies (3.2.24). The operator, (3.2.27), is defined by
u˜i+1(z) = fξiξi+1(ui(ηi(z)), wi+1(z), ηi(z), ),
w˜i(z) = gξiξi+1(ui(z), wi+1(η¯i(z)), z, ),
(3.2.28)
where ηi(z) and η¯i(z) are uniquely defined by
z = ηi + φξiξi+1(ui(ηi), wi+1(z), ηi, ),
and
η¯i = z + φξiξi+1(ui(z), wi+1(η¯i), z, ).
By taking the derivative of (3.2.28) with respect to z at the point  = 0, and using (3.2.18),
gives ∥∥∥∥∂(u˜i+1, w˜i)∂z
∥∥∥∥ ≤ λ ∥∥∥∥∂(ui, wi+1)∂z
∥∥∥∥+ sup ∥∥∥∥∂(f, g)∂z
∥∥∥∥ , (3.2.29)
and therefore F(ΨK) ⊂ ΨK for any K satisfying
K >
1
1− λ sup
∥∥∥∥∂(f, g)∂z
∥∥∥∥ . (3.2.30)
At small  6= 0, (3.2.29) becomes∥∥∥∥∂(u˜i+1, w˜i)∂z
∥∥∥∥ ≤ (λ+O())∥∥∥∥∂(ui, wi+1)∂z
∥∥∥∥+ sup ∥∥∥∥∂(f, g)∂z
∥∥∥∥+O() (3.2.31)
Also, from (3.2.18), (3.2.28) at  = 0 we have∥∥∥(u˜(1)i+1 − u˜(2)i+1, w˜(1)i − w˜(2)i )∥∥∥ ≤ λ ∥∥∥(u(1)i − u(2)i , w(1)i+1 − w(2)i+1)∥∥∥ , (3.2.32)
which, for small  6= 0, becomes∥∥∥(u˜(1)i+1 − u˜(2)i+1, w˜(1)i − w˜(2)i )∥∥∥ ≤ (λ+O())∥∥∥(u(1)i − u(2)i , w(1)i+1 − w(2)i+1)∥∥∥ . (3.2.33)
It is clear, from (3.2.31) and (3.2.33), that at all sufficiently small  the operator F is a
contraction mapping of the space ΨK to itself, and hence gives the existence and uniqueness
of the sequence of surfaces, (3.2.23) corresponding to the sequence ξ.
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Formulating the Second Uniformity Assumption
The second uniformity assumptions, [UA2] are to do with the Poincare´ return time and
the change of energy between consecutive intersections with the Poincare´ sections. The
notation used in [UA2] is a little in depth and so requires us to first define the variables and
functions used, these are derived from the sequence of points, zi. Since we have previously
defined z = (α(h, ), ν), for an orbit on the invariant manifold, Mξ, this can be split into
its two vector components
yi+1 = yi + θξiξi+1(ui(zi, ; ξ), wi+1(zi+1, ; ξ), zi, )
νi+1 = νi + τξiξi+1(ui(zi, ; ξ), wi+1(zi+1,;ξ), zi, ),
(3.2.34)
where y = α(h, ), and θ, τ are the component functions of φ.
Remark 3.2.5. Clearly, the function τ is the time of one return to the cross-section, and,
therefore, for an orbit on the manifold, Mc, that corresponds to the code ξ, made up
entirely of a’s or entirely of b’s, we have
τcc|=0 = Tc(h, ν), (3.2.35)
i.e. it is exactly the period of the orbit Lc. In the same way, the function, θcc in (3.2.34),
is given by
θcc|=0 = lim
→0
yi+1 − yi

= lim
→0
1

∫ τ
0
y˙ dt, (3.2.36)
where y˙ is given by
y˙ = α′(H)H ′ν , (3.2.37)
therefore
θcc|=0 = α′(h)
∫ Tc
0
∂H
∂ν
(x, ν)
∣∣∣∣
x=xc(t;h,ν)
dt. (3.2.38)
The two functions, θ and τ , give the change in energy and time between intersections
with the cross sections. Uniformity assumption [UA2] is concerned with the uniform
boundedness of these functions. Before stating the assumptions we first need to define
Θρ(z, ) = sup
u,w,c,c′,ς
{
|α′(H)H ′ν |τcc′(u,w, ς, ) +
∥∥∥∥ ∂∂(u,w)θcc′(u,w, ς, )
∥∥∥∥} ,
Tρ(z, ) = sup
u,w,c,c′,ς
{
τcc′(u,w, ς, ) +
∥∥∥∥ ∂∂(u,w)τcc′(u,w, ς, )
∥∥∥∥} , (3.2.39)
3.2. Unbounded Energy Growth in Slow-Fast Hamiltonain Systems 55
where ς runs centred at z ball of some small radius ρ. the parameter, ρ, can be chosen
as small as wanted, but independent of . We now have everything we need in order to
formulate the second uniformity assumption;
[UA2]
• There exists a constant, C > 0, and a small ρ > 0, such that
max{Θρ(α(h), ν, ), T ρ(α(h), ν, )} ≤ C min{Ta(h, ν), Tb(h, ν)}, (3.2.40)
for all h ≥ h∗, ν ≥ ν∗, and for all small .
• The functions
1
Tc(h, ν)
φcc(uc(z, ), wc(z, ), z, ), (c ∈ {a, b}) (3.2.41)
are uniformly continuous, with respect to  and z = (y, ν), for all h = α−1(y) ≥ h∗
and ν ≥ ν∗.
Remark 3.2.6. We have also now stated and defined all the necessary components in the
definition of the function β used in (3.2.11) in Theorem 3.2.1, which is defined as begin
any smooth function such that
β(h, ν, ) ≥ Θρ(α(h), ν, )
α′(h) min{Ta(h, ν), Tb(h, ν)} . (3.2.42)
3.2.2 The Role of Adiabatic Invariants
As in [2] and [4], in [1], adiabatic invariants are used to define the trajectory in the system,
such that the energy of the particle increases unboundedly. Similarly to those papers, and
the theory of slow perturbations, the adiabatic invariants are defined by the action of
periodic orbits, for the periodic orbit Lc this is defined by
Jc(h, ν) =
∮
Lc
p dq, (3.2.43)
as for the billiard particle defined by (3.1.9) (see [4]). It is easy to calculate, from (3.2.43),
that we have
∂Jc
∂h
(h, ν) = Tc(h, ν),
∂Jc
∂ν
(h, ν) = −
∫ Tc
0
∂H
∂ν
∣∣∣∣
x=xc(t;h,ν)
dt, (3.2.44)
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and so, using the action, one can define an action Hamiltonian; a Hamiltonian system
defined by the Hamiltonian function Jc(h, ν):
h˙ = −∂Jc
∂ν
(h, ν) =
∫ Tc
0
∂H
∂ν
(x, ν)
∣∣∣∣
x=xc(t;h,ν)
dt
ν˙ =
∂Jc
∂h
(h, ν) = Tc(h, ν),
(3.2.45)
which coincides with the system (3.2.12), up to a change of time. As a consequence of
this, it follows that Jc(h(ν), ν) = Jc(h(0), 0) for the whole of the solution. Therefore, for a
trajectory that remains close to Lc, the action, Jc, acts as an adiabatic invariant described
by the action Hamiltonian (3.2.45). So, while the trajectory is close to the orbit La, it is
readily seen that Ja(H(t), t) remains almost constant, however, it can be shown that the
leading order change in the function Jb(H(t), t), is described by
TaJ˙b = 
(
∂Jb
∂h
∂Ja
∂ν
− ∂Jb
∂ν
∂Ja
∂h
)
, (3.2.46)
and similarly for a trajectory that remains close to Lb, the change in Ja can be given by
TbJ˙a = 
(
∂Ja
∂h
∂Jb
∂ν
− ∂Ja
∂ν
∂Jb
∂h
)
. (3.2.47)
The switching between neighbourhoods of the periodic orbits, La, Lb, to create a solution
of differential equation (3.2.7), can then be shown to follow from the monotone increasing
function J := Ja +Jb in such a way that the trajectory remains close to La (Lb) while the
change in Jb (Ja, respectively) is positive. This can easily be seen by the Poisson bracket
that comes out of equations (3.2.46) and (3.2.47), which is given by
{Jc, Jc′} = ∂Jc
∂h
∂Jc′
∂ν
− ∂Jc
∂ν
∂Jc′
∂h
, (3.2.48)
where c, c′ ∈ {a, b} and c 6= c′. It is clear that {Ja, Jb} = −{Jb, Ja}, and so as long
as the Poisson bracket, (3.2.48), is not identically zero, one can choose between small
neighbourhoods of La and Lb in such a way that J is always increasing. To see that this
coincides with the solution of (3.2.7), one can see that from (3.2.44) and (3.2.6) we have
{Ja, Jb} = TaTb(va − vb), (3.2.49)
implying that a change in the sign of the Poisson bracket is equivalent to a change in the
maximum, max{va(h, ν), vb(h, ν)}. This gives us an easy, and intuitive, interpretation of
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the solution to (3.2.7): The Hamiltonian functions, Ja,b, generate two Hamiltonian vector
fields on the (h, ν) plane. At each point there exist two level lines and a solution of the
differential equation, (3.2.7), follows the level line (of either Ja or Jb) that gives rise to
the largest increase in h at that particular time. In [1], Gelfreich and Turaev then prove
that every solution of (3.2.7) tends to infinity as ν tends to infinity, as long as the initial
energy, h0, is sufficiently large. In order to show this they formulated the following;
Proposition 3.2.7. Let the actions Ja and Jb be defined for h ≥ h∗, ν ≥ 0. Assume that
limh→+∞ J(h, ν) = ∞ uniformly for all ν ≥ 0. Suppose also that the actions Ja,b(h, ν)
remain bounded from above and the periods Ta,b(h, ν) remain bounded away from zero on
any bounded set of h, uniformly for all ν ≥ 0. Under these assumptions, if none of the
level lines of Ja is asymptotic
4 to a level line of Jb, then every solution of (3.2.7) that
starts with a sufficiently large h0 stays in the region h ≥ h∗ and, if defined for all ν > 0,
tends to infinity as ν → +∞.
Remark 3.2.8. Since the action, J(h, ν) = Ja(h, ν)+Jb(hν), is a monotonically increasing
function of ν, which is readily seen from the Poisson brackets (3.2.46), (3.2.47) (as long as
Jc,c′ are not asymptotic to each other, and the periods Ta,b are bounded away from zero),
Proposition 3.2.7 says that, if J(h, ν) tends to infinity as h tends to infinity, then h (as
in system (3.2.45)) will tend to infinity as ν → ∞. This is the acceleration mechanism,
showing the growth of energy, in the long-time, slow variable, limit.
4Since ∂Jc
∂h
6= 0, every level line of Jc is a graph of a certain function h(ν). A level line of Ja is said to
be asymptotic to a level line of Jb if the difference in h between these lines tends to zero as ν → +∞.
Chapter 4
Dissipation in Systems of Particle
and Wave Field Interaction
Having already investigated systems that undergo an unbounded growth in energy, in the
long-time limit, which is exhibited by the acceleration of a particle from collisions with
some scattering boundary, we now turn our attention to dissipative particle systems, the
interaction between a particle and wave field, [6, 7, 14, 20]. It is shown that, if the particle
is bounded by some confining potential then, depending upon the initial energy of the wave
field, the velocity of the particle can either increase (as shown in Chapter 5) or decrease, as
shown in Section 4.2 (see [6]). In the case where the initial wave field has finite energy it is
shown that energy is transferred from the particle to the field, such that the particle slows
down as a result and comes to rest at a stationary point of the potential function. Unlike
in Chapter 3, a single particle, or ensemble of particles, is not considered. Instead, the
particle relaxation is shown in a more general sense as a result of the dissipative dynamics
of the system.
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4.1 Particle and Wave Field Coupling
The problem of a particle interacting with some electromagnetic wave, prior to the 1990’s,
had received little rigorous mathematical attention. In recent years, however, there has
been an advance in this area of study with work from Komech (et al. cf. [6, 7, 14]), who has
considered a classical particle coupled to a scalar wave field, of the form (4.2.3), and the
coupled Maxwell-Lorentz equations. In [6, 14], as shown in Section 4.2, the coupled system
is derived by taking formal derivatives of a Hamiltonian energy functional (for example
(4.2.1)) since the vector representation of Maxwell-Lorentz equations is ignored, whereas
in [7] the derivatives of the energy functional are understood in the sense of distributions.
The coupled system is then clearly a conservative system, but energy is allowed to be
transferred between the field and the particle.
More recently, Treshev has attempted a generalisation of the transfer of energy in the
coupling of a particle and wave field, [20]. To this end, the particle (an oscillator) is
considered as a finite dimensional Lagrangian system,
d
dt
∂LO
∂x˙
− ∂LO
∂x
= 0, LO = LO(x, x˙), x ∈M, (4.1.1)
where M is a smooth m-dimensional manifold, and the Lagrangian
LO(x, x˙) = 1
2
〈A(x)x˙, x˙〉 − VO(x), (4.1.2)
is the difference between kinetic and potential energy, where the matrix A is assumed
to be positive definite. The wave field (a thermostat) is considered as a linear infinite
dimensional Lagrangian
LT (ξ, ξ˙) =
∫
ρ(ν)
2
(ξ˙2(ν, t)− ν2ξ2(ν, t)) dν, (4.1.3)
where the equations of motion of the isolated thermostat are given by
ρ(ν)(ξ¨(ν, t) + ν2ξ(ν, t)) = 0. (4.1.4)
The systems (4.1.1) and (4.1.3), are then allowed to interact with each other by the
following system:
d
dt
∂LO
∂x˙
− ∂LO
∂x
=
∂f
∂x
∫
κξ dν,
ρ(ξ¨ + ν2ξ) = κf(x),
(4.1.5)
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where f : M → R is a smooth function. The energy functional for system (4.1.5), is then
given by
E(x, ξ, x˙, ξ˙) =
1
2
〈Ax˙, x˙〉+VO(x)−f(x)
∫
κ(ν)ξ(ν, t) dν+
1
2
∫
ρ(ν)(ξ˙2(ν, t)+ν2ξ2(ν, t)) dν.
(4.1.6)
Only finite energies, where (4.1.6) bounded, are then considered.
Treshev shows that if the energy (4.1.6), of the coupled system (4.1.5), is finite, then the
oscillator will tend to some equilibrium position in the (forward or backward) long-time
limit, as t→ ±∞. There is, however, the exception of when there is some synchronization
in the system, a resonance, in which the oscillator can tend to some sort of harmonic
motion. In [20], a simple example of this oscillator and thermostat coupling is given,
where the thermostat is generated by the one-dimensional Klein-Gordon equation
utt = uqq −m20u, m0 ≥ 0,
and the oscillator is considered, also, as one-dimensional with LO = 12 x˙2 − VO(x), for
some smooth potential VO(x). This oscillator is then considered in two classes: linear,
and nonlinear. In the linear case it is shown that the oscillator will either tend to some
equilibrium position, or to some harmonic motion (as mentioned), whereas in the nonlinear
case the oscillator will again tend to some equilibrium position, which here is a critical
point of the effective potential VO(x)− 12
(∫
κ2
ρν2
dν
)
x2.
This behaviour is also shown in [6, 7], where the energy of the oscillator is transferred to
the wave field, and dissipated spatially, resulting in the relaxation of the particle velocity.
In order to see this, we now turn our attention away from the coupling in the form (4.1.5)
but instead consider the system (4.2.3), as in [6], and show the mechanism in which energy
flows from the oscillator to the wave field.
4.2 Long-Time Asymptotics of a Finite Energy Coupling
In order to show the relaxation of the particle velocity, a Hamiltonian system is considered
which couples a real scalar field φ(x), x ∈ R3, and a point particle with position q ∈ R3.
The wave field is described by a standard linear wave equation, with the canonically
4.2. Long-Time Asymptotics of a Finite Energy Coupling 61
conjugate field, pi(x), and the particle, which is bounded by a smooth confining potential,
V → ∞ as |q| → ∞, has momentum p. The energy functional of the coupled system is
then given by
H(φ, q, pi, p) = (1 + p2(t))1/2 + V (q) + 1
2
∫ (|pi(x)|2 + |∇φ(x)|2) d3x+ ∫ φ(x)ρ(x− q)d3x,
(4.2.1)
where ρ(x) is the interaction term, which is often referred to as the charge distribution
and is assumed to be radial with compact support. The mass of the particle and the
propagation speed of φ, are also assumed to be equal to 1 for simplicity. The terms in
(4.2.1) represent the kinetic and potential energy of the particle, the total energy of the
wave, and the energy of the interaction, respectively.
The kinetic energy term is written in a relativistic manner, using the particle momentum.
To explain this, and give a more physical interpretation, we begin with the relativistic
mass, which is defined as
m =
m0√
1− v2
c2
,
where m0 is the mass of the particle at rest, v is velocity and c is the speed of light. This
equation means that, as the particle increases in velocity, it will also increase in mass but
a problem occurs as you approach the speed of light1. Using relative mass, the relativistic
momentum is then defined as
p = mv =
m0v√
1− v2
c2
,
which is simply the standard definition of momentum with the mass term replaced by
relativistic mass. The relativistic momentum can then be rearranged to give
p2c2 =
m20v
2c2
1− v2
c2
=
m20c4
1− v2
c2
(
v2
c2
− 1
)
+
m20c
4
1− v2
c2
(4.2.2)
= −m20c4 + (mc2)2.
Using the equation E = mc2 in (4.2.2), gives the relativistic kinetic energy
E =
√
(m0c2)2 + p2c2,
1This represents the problem in physics that, as an object approaches the speed of light, it’s mass
becomes unbounded.
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which coincides with the kinetic energy term in (4.2.1), where the constants m0, c are set
equal to 1. Having the kinetic energy written in this way means that the velocity of the
particle is bounded, |q˙| < 1, which is clearly seen from (4.2.3).
The coupled dynamics, of the wave-particle system, are given by taking formal derivatives
of (4.2.1), yielding
φ˙(x, t) = pi(x, t), p˙i(x, t) = ∆φ(x, t)− ρ(x− q(t)),
q˙(t) = p(t)/(1 + p2(t))1/2, p˙(t) = −∇V (q(t)) +
∫
φ(x, t)∇ρ(x− q(t)) d3x.
(4.2.3)
It is then shown that if the system has finite energy, where the initial wave field has a
sufficiently smooth decay at infinity that we shall state later, then all solutions to the
system, (4.2.1) (4.2.3), converge, in a suitable norm, to the set of stationary states of
(4.2.3). This set, S, of stationary states is clearly given by
S = {(φ, q, pi, p) = (φq∗ , q∗, 0, 0) : ∇V (q∗) = 0} , (4.2.4)
where
φq(x) = −
∫
ρ(y − q)
4pi|y − x| d
3y. (4.2.5)
The convergence of the solution, to the set S, gives a much stronger result than just the
eventual rest of the particle, however, it is this part of the result that we are interested
by here. In order to explain this convergence, as shown in [6], we first need to describe
the assumptions made on the potential and charge distribution functions, and explain in
what suitable norm this convergence occurs.
The only assumption made on the potential is that it is sufficiently smooth and confining,
i.e.
V ∈ C2(R3), lim
|q|→∞
V (q) =∞, (4.2.6)
which is a very general condition for the potential function that can include many types
of particle systems. It is noted that a steep billiard potential (as in [5, 13]) would satisfy
(4.2.6) and so this relaxation of the particle velocity gives an opposite result to Fermi
acceleration observed in billiard systems and explained in Chapter 3. The assumptions
made on the charge distribution, ρ, are
ρ ∈ C∞0 (R3), ρ(x) = 0 for |x| ≥ Rρ, ρ(x) = ρr(|x|), (4.2.7)
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for some constant Rρ, and
ρˆ(k) =
∫
eikx d3x 6= 0. (4.2.8)
It is clear that the conditions on the charge distribution are also fairly generic, since
(4.2.7) only requires that ρ(x) is radially symmetric with compact support, and (4.2.8)
makes sure that all ’modes’ of the wave field couple to the particle, so that periodic orbits
cannot arise.
In order to understand the norm in which the convergence is proven, we first need to
give the definition of the phase space, for the solution to (4.2.3), which restricts our
considerations to finite energy states, and then an appropriate norm can be defined on
this space.
Definition 4.2.1. E is the Hilbert space D1,2 ⊕ R3 ⊕ L2 ⊕ R3, with the finite norm
‖Y ‖E = ‖φ‖+ |q|+ |pi|+ |p|, for Y = (φ, q, pi, p), (4.2.9)
where D1,2 is the completion of real space, C∞0 (R3), with norm ‖φ‖ = |∇φ(x)|, and L2
is the real Hilbert space, L2(R3), with norm | · |. E is then the space of all finite energy
states.
The space EF is the space E endowed with the Fre´chet topology defined by the local
seminorms
‖Y ‖R = ‖φ‖R + |q|+ |pi|R + |p|, ∀R > 0, (4.2.10)
where ‖φ‖R is the seminorm, continuous on D1,2, defined by
‖φ‖R = |∇φ|R + |φ|R,
where |φ|R denotes the norm in L2(BR), for R > 0, where BR is the ball in R3 with radius
R.
By first showing (using Proposition 4.2.2) that for any initial state in E , the solution to
(4.2.3) exists, is unique and remains in E for all time, it is clear that the norms defined in
Definition 4.2.1, are also well defined for all time.
Proposition 4.2.2. For every Y 0 = (φ0, q0, pi0, p0) ∈ E the Hamiltonian system (4.2.3)
has a unique solution
Y (t) = (φ(t), q(t), pi(t), p(t)) ∈ C(R, E), with Y (0) = Y 0, (4.2.11)
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and the energy is conserved,
H(Y (t)) = H(Y 0), ∀t ∈ R.
A global result, that for any initial state, Y 0 ∈ E , the solution, Y (t), tends to some
stationary state, s ∈ S, is not achieved in [6]. Instead, it is required that the initial state
has the decay at infinity given by (4.2.12), for some σ > 1/2. An initial state, Y 0 ∈ E ,
that also satisfies (4.2.12), is said to be in the space Y 0 ∈ Eσ. More formally we have the
following;
Definition 4.2.3. Eσ (for σ ≥ 0) is the set of the states, Y = (φ(x), q, pi(x), p) ∈ E
such that, for some R0 = R0(Y ) > 0, the functions, φ(x), pi(x) are C2, C1- differentiable,
respectively outside the ball BR0 , and
DY (x) = |φ(x)|+ |x| (|∇φ(x)|+ |pi(x)|) + |x|2 (|∇∇φ(x)|+ |∇pi(x)|)
= O(|x|−σ) as |x| → ∞.
(4.2.12)
Remark 4.2.4. For an initial state, Y 0 ∈ Eσ (σ > 1/2), it still cannot be shown that
the solution Y (t) of (4.2.3), converges to a single point in the stationary set, s ∈ S, since
the set Sq = {q ∈ R3 : ∇V (q) = 0} may not necessarily be discrete. The convergence,
considered in [6], is then not to a single point, but for the solution to approach S as a set,
and so it is shown that
Y (t)
EF→ S as t→ ±∞. (4.2.13)
Since the system, (4.2.1) and (4.2.3), is time reversible, it makes sense to talk about
the long-time convergence, (4.2.13), in both forward and reverse time. However, we can
restrict our attention to convergence in forward time for simplicity. This leads to the main
result of [6], given by the following theorem;
Theorem 4.2.5. Let (4.2.6), (4.2.7), (4.2.8) hold and the initial state Y 0 ∈ Eσ for some
σ > 1/2. Then for the solution, Y (t) ∈ C(R, E), to (4.2.3) with Y (0) = Y 0
(i) Y(t) converges, as t → ∞, in Fre´chet topology of the space EF to the set S, i.e. for
every R > 0
lim
t→∞ distR(Y (t),S) = 0. (4.2.14)
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(ii) If the set S is discrete, then there exists a point q∗ ∈ S such that
Y (t)→ Yq∗ in EF as t→∞. (4.2.15)
Showing, in the long-time limit, that the particle slows down and eventually comes to a
standstill is only a small part in the proof of Theorem 4.2.5, but it is exactly this behaviour
that we wish to describe and understand here. In order to show the relaxation of the
particle, the wave field φ, is first decomposed into near and far fields, and it is shown that
energy dissipates in the far field. Since the energy is bounded, this dissipation cannot go
on indefinitely, and by calculating the energy in the ball BR, of radius R, one can define
an energy dissipation functional that is bounded. Using the fact that this dissipation
functional is bounded, along with assumptions (4.2.6) and (4.2.8), the relaxation of the
particle immediately follows.
4.2.1 Energy Dissipation
In this section we follow the arguments in [6] to establish a lower bound on the total energy
radiated to infinity. Let us begin by defining the energy, HR(t) at time t ∈ R, in the ball
BR ⊂ R3, with R > |q(t)|+Rρ, which (from (4.2.1)) is given by
HR(t) =
(
1 + p2(t)
)1/2
+ V (q(t)) +
∫
φ(x)ρ(x− q(t)) d3x
+
1
2
∫
BR
(|pi(x, t)|2 + |∇φ(x, t)|2) d3x. (4.2.16)
By calculating the rate of change of HR(t), one can show that the energy dissipation
integral, (4.2.17), has to be finite, thus proving the following proposition;
Proposition 4.2.6. Let S2 denote the unit sphere |ω| = 1 in R3 with surface element
d2ω. Let (4.2.6), (4.2.7) hold and let Y (t) ∈ C(R, E) be a solution to (4.2.1) with initial
state Y (0) = Y 0 ∈ Eσ, where σ > 1/2. Then∫ ∞
0
(∫
S2
∣∣∣∣Rω(t)4pi
∣∣∣∣2 d2ω
)
dt <∞, (4.2.17)
where
Rω(t) =
∫
ρ(y − q(t+ ω · y)) ω · q¨(t+ ω · y)
(1− ω · q˙(t+ ω · y))2 d
3y. (4.2.18)
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In order to show that the change in (4.2.16) leads to the inequality (4.2.17), we first let
R¯0 = max{R0, |q0|+Rρ}, and define the interval ∆R = [R¯0+R, (R−R¯0)/q1]. This interval
is non empty since 0 < q1 < 1, and for large R it has length |∆R| ∼ R(1 − q1)/q1. It
is also noted that since the local energy is bounded from below, and from above by the
conservation of energy, it follows that
HR(R+ T )−HR(R¯0 +R) ≥ −I, (4.2.19)
for R¯0 < T < (R− R¯0)/q1−R, and some constant I <∞, that does not depend on R, or
T . The rate of change of the energy in BR, for t ∈ ∆R, is found to be
d
dt
HR(t) =
∫
δBR
ω(x) · ∇φ(x, t)pi(x, t) d2x, (4.2.20)
where ω(x) = x/|x|, and δBR is the surface of the ball BR with surface element d2x. The
wave field, φ(x, t), can then be rewritten as
φ(x, t) = φr(x, t) + φ0(x, t) for x ∈ R3, t > 0 (4.2.21)
where φr(x, t), φ0(x, t), are the retarded potential and Kirchhoff integral respectively, given
by
φr(x, t) = − 1
4pi
∫
1
|x− y|ρ(y − q(t− |x− y|)) d
3y, (4.2.22)
φ0(x, t) =
1
4pit
∫
St(x)
pi0(y) d2y +
∂
∂t
(
1
4pit
∫
St(x)
φ0(y) d2y
)
, (4.2.23)
where St(x) denotes the sphere {y : |y − x| = t}.
By replacing the terms in (4.2.20) by (4.2.22) and (4.2.23), we obtain
d
dt
HR(t) =
∫
δBR
(ω(x) · (∇φrpir +∇φrpi0 +∇φ0pir +∇φ0pi0)) d2x. (4.2.24)
By separating the first term, and using Cauchy Schwartz, this leads to the inequality
d
dt
HR(t) ≤
∫
BR
(
ω(x) · ∇φrpir + 1
4
(|φr|2 + |pir|2) + 2(|∇φ0|2 + |pi0|2)
)
d2x, (4.2.25)
and integrating (4.2.25) with respect to t, and using the bound (4.2.19), inequality (4.2.25)
implies
−
∫ T+R
R¯0+R
(∫
δBR
ω(x) · ∇φrpir + 1
4
(|∇φr|2 + |pir|2) dx
)
dt ≤
I + 2
∫ T+R
R¯0+R
(∫
δBR
(|∇φ0|2 + |pi0|2) d2x
)
dt,
(4.2.26)
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for R¯0 < T < (R− R¯0)/q1 −R.
The next step, in the proof of Proposition 4.2.6, is to show that the left hand side of
(4.2.26) leads to the integral in (4.2.17), and the right hand side remains bounded as
R, T →∞. This is easily shown from the following two lemmas
Lemma 4.2.7. For every fixed T > R¯0
∇φr(x, t) = −ω(x)pir(x, t) +O(|x|−2), (4.2.27)
in the region R¯0 < t− |x| < T.
Lemma 4.2.8. There exists I0 <∞ such that∫ T+R
R¯0+R
(∫
δBR
(|∇φ0(x, t)|2 + |pi0(x, t)|2) d2x
)
dt ≤ I0 <∞, (4.2.28)
for R, T > 0.
Using (4.2.27) and (4.2.28) in (4.2.26), we obtain∫ T+R
R¯0+R
(∫
δBR
|pir(x, t)|2 d2x
)
dt ≤ C(I + I0) + TO(R−2), (4.2.29)
for every fixed T > 0 and sufficiently large R. It then follows from (4.2.22) that∫ T+R
R¯0+R
(∫
δBR
∣∣∣∣∫
QT
1
|x− y|
∂
∂t
ρ(y − q(t− |x− y|)) d3y
∣∣∣∣2 d2x
)
dt ≤ C(I+I0)+TO(R−2),
(4.2.30)
where QT = {y ∈ R3 : |y| ≤ max[0,T ] |q(t)|+Rρ}. Then, by noting that for bounded t and
|y| (i.e. for y ∈ QT ), and for x ∈ δBR, meaning that |x| = R, it follows that
|x− y| ∼ R, and t+R− |x− y| = t+ ω · y +O(R−1).
So the integral over δBR in (4.2.30) can be scaled to the unit sphere, S
2 by R2d2ω = d2x,
and by taking the limit, as R→∞, gives∫ T
R¯0
(∫
S2
∣∣∣∣ ∂∂tρ(y − q(t+ ω · y)) d3y
∣∣∣∣2 d2ω
)
dt ≤ C(I + I0), (4.2.31)
where the t variable, in (4.2.30), has been replaced by t + R. The bound in (4.2.31) also
holds as T → ∞, and so it only remains to rewrite the integrand as (4.2.18), which will
complete the proof of Proposition 4.2.6. To do this we first note that∫
∂
∂t
ρ(y − q(τ)) d3y = −
∫
∇ρ(y − q(τ)) · q˙(τ) d3y, (4.2.32)
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and
∇y (ρ(y − q(τ))) · q˙(τ) = ∇ (ρ(y − q(τ))) · q˙(τ)(1− ω · q˙(τ)), (4.2.33)
where τ = t+ ω · y. Therefore, by (4.2.32), (4.2.33), and partial integration we obtain∫
∂
∂t
ρ(y − q(τ)) d3y =
∫
ρ(y − q(τ))∇y ·
(
q˙(τ)
1− ω. · q˙(τ)
)
d3y, (4.2.34)
and finally, by the simple calculation
∇y ·
(
q˙(τ)
1− ω · q˙(τ)
)
=
ω · q¨(τ)
(1− ω · q˙(τ))2 ,
it is clear that (4.2.31) and (4.2.34) agree with (4.2.17) as T → ∞, and thus proving the
proposition.
Remark 4.2.9. This result, from Proposition 4.2.6, shows that energy is scattered to
infinity (as R→∞), and that since the total energy is bounded a priori, the total energy
that is radiated to infinity (as T →∞) is also bounded. The integral (4.2.17) is the first
step used in proving Theorem 4.2.5, and the main argument used for showing that the
particle velocity decreases in the long-time limit. This behaviour is investigated in the
following section.
4.2.2 Relaxation of the Particle Velocity
In this section it is shown that, for a solution Y (t) to (4.2.1), which satisfies all the
conditions of Theorem 4.2.5, q˙(t), q¨(t) → 0 as t → ∞. This velocity relaxation follows
from Proposition 4.2.6, provided assumption (4.2.8) is also satisfied.
Lemma 4.2.10. Let all assumptions of Proposition 4.2.6 hold. If the potential function,
V , satisfies (4.2.6), and if (4.2.8) holds, then
lim
t→∞ q¨(t) = 0. (4.2.35)
Proof. (From [6]) From the lower bound on the energy, H(Y ), and (4.2.6), it immediately
follows (see [6], Lemma 2.1 (iv)) that the momentum is uniformly bounded, |p(t)| ≤ p0 <
∞. Then, from the third equation in (4.2.3), it follows that
|q˙(t)|/(1− q˙2(t))1/2 = |p(t)| ≤ p0 <∞,
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and, therefore, the particle velocity is also uniformly bounded, |q˙(t)| ≤ q1 < 1. From this
result, and the fact that |q(t)| ≤ q0 <∞, from the confining potential, it also follows, from
(4.2.3), that the particle acceleration is also uniformly bounded, |q¨(t)| ≤ q2 < ∞ (from
these bounds it can also be shown that |q(3)(t)| ≤ q3 <∞). Therefore, assumption (4.2.6)
and the bounds
|q(k)(t)| ≤ qk, k ∈ {0, 1, 2, 3} (4.2.36)
imply that the integrand, (4.2.18), of (4.2.17) is globally Lipschitz continuous in both ω
and t, and so from Proposition 4.2.6 it follows that
lim
t→∞Rω(t) = 0, (4.2.37)
uniformly in S2.
Now, let r(t) = ω · q(t) ∈ R, s = ω ·y, and ρa(q3) =
∫
ρ(q1, q2, q3)dq1dq2. The y-integration
in (4.2.18) can then be decomposed transversal to, and along ω, giving
Rω(t) =
∫
ρa(s− r(t+ s)) r¨(t+ s)
(1− r˙(t+ s))2 ds
=
∫
ρa(t− (τ − r(τ))) r¨(τ)
(1− r˙(τ))2 dτ
=
∫
ρa(t− θ)gω(θ)dθ = ρ ∗ gω(t), (4.2.38)
where θ = θ(τ) = τ − r(τ), and
gω(θ) =
r¨(τ(θ))
(1− r˙(τ(θ)))3 .
The convolution ρa ∗ gω(t), is defined for all t and agrees with Rω(t) for all sufficiently
large t, so (4.2.37) is the convolution limit
lim
t→∞ ρa ∗ gω(t) = 0. (4.2.39)
Note that the bounds (4.2.36) imply that g′ω(θ) is also bounded. Then, by (4.2.8) and
Pitt’s extension to Wiener’s Tauberian Theorem 2 (see [31]), it follows that
lim
θ→∞
gω(θ) = 0. (4.2.40)
2Suppose φ ∈ L∞(Rn),K ∈ L1(Rn), Kˆ(t) 6= 0 for every t ∈ Rn, and
lim
|x|→∞
(K ∗ φ)(x) = aKˆ(0)
where φ is slowly oscillating, then
lim
|x|→∞
φ(x) = a
.
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Since ω ∈ S2 is arbitrary, this completes the proof.
From Lemma 4.2.10 it is easily shown that the velocity of the particle tends to zero in the
long-time limit. If all of the conditions of Theorem 4.2.5 hold, then due to (4.2.35) the
particle must tend to a constant velocity as t → ∞. However, due to the bound (4.2.36)
with k = 0, it follows that
lim
t→∞ q˙(t) = 0, (4.2.41)
which is exactly the velocity relaxation that was sought.
Remark 4.2.11. Theorem 4.2.5 goes much further than just showing that the particle
velocity tends to zero in the long-time limit by next showing that, for an initial state
Y 0 ∈ Eσ (for some σ > 1/2), the solution, Y (t) to (4.2.3) tends to an invariant subset of a
compact attracting set as t→∞. This invariant subset is, itself, shown to be a subset of
S, which gives the result stated in the theorem (details of this compact attracting set can
be found in [6]). We do not go into the details of the remainder of the proof of Theorem
4.2.5, as here we are interested in the nature of the interaction of the particle with the
wave, and the mechanism in which this coupling causes energy to be transferred from the
particle to the wave field, and hence the system is dissipative.
Chapter 5
Acceleration of a Particle Coupled
to the Klein-Gordon Equation
In this chapter we have attempted to obtain a converse result to that given by Komech,
Spohn and Kunze in [6] (and explained here in Chapter 4), where we have asked the
question: If a system, consisting of a classical particle, coupled to a Klein-Gordon wave
field, where the field has infinite energy, is considered, does there exist a trajectory that
exhibits Fermi acceleration? This would give an example of a, so called, self heating
system, in which the energy flows from the generated field to the oscillating particle, and
the energy density is increased.
5.1 Motivation
In [6], the coupled system (4.2.3) is considered, where the wave field has finite energy
and a certain initial decay at infinity, and where the point particle is subject to some
confining potential. It is then shown that energy is, spatially, transported to infinity, and
as a consequence the particle comes to rest (as explained in Chapter 4). Instead, we have
constructed a similar coupling, (5.2.1) and (5.2.2), where the wave has been considered
as being uniformly close to a standing wave, thus having infinite energy. The motion of
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the particle, (5.2.3), is shown to be a near Hamiltonian and so, using the energy growth
mechanism employed in [1], it is shown that a trajectory of the system can be defined
such that the kinetic energy of the particle increases along this trajectory. It is not shown,
however, that the particle can attain unbounded velocities, and so a result as strong as
Fermi acceleration in this context is yet to be proved. We have also not obtained such a
global result as to understand the behaviour of an average trajectory, but only to say that
in the coupled system (5.2.3) there exist trajectories that exhibit particle acceleration.
Using the existence of a pair of hyperbolic periodic orbits connected by transverse hetero-
clinics, we have been able to ’code’ a trajectory, as in [1, 2], in order to show the existence
and uniqueness of all trajectories that remain in a sufficiently small neighbourhood of
the resulting normally hyperbolic horseshoe. By calculating the change in energy of the
particle for one round of each periodic orbit, the path that maximises the positive change
in energy is chosen, which results in the overall particle acceleration. This acceleration
manifests itself as an increase in energy of the particle, which is an increase of (3.1.6). We
have shown (using the coding technique in [1]) that the particle energy, (3.1.6), will grow
from an initial level h = h0 to a final h = h1, for any 0 < h0 < h1 < ∞, in a finite (but
long) time, T <∞.
It only remained, then, to prove that, in (5.2.3), there actually exists a normally hyperbolic
horseshoe as described, so that the acceleration mechanism could be used. This was
achieved by an appropriate choice for the family of potential functions, V (y, z; ν) in (5.2.1),
that were used. In [6], a very general confining potential was used, whereas here we have
defined a steep scattering potential, as in [5, 13], which converges to a chaotic billiard,
and so the dynamics of system (5.2.3) can be made arbitrarily close to that of a chaotic
billiard (see [9], [10]). As explained earlier, in Chapter 2, in scattering billiards hyperbolic
periodic orbits are dense, and between any two there exists a heteroclinic orbit. Using
these dynamics, any two periodic orbits can be chosen (along with their corresponding
heteroclinic orbits) and the potential, V (y, z; ν), made steep enough (parameter ν made
sufficiently small) so that the heteroclinic cycle persists in (5.2.3), and for all energy levels
h ∈ [h0, h1].
The problem we have found with the coupled system, whilst seeking Fermi acceleration,
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is the restriction that the energy growth is not unbounded. This issue arises when the
solution to the Klein-Gordon equation, (5.2.2), is placed into the system, which results in
the delay differential system (5.2.8), and so as the energy becomes larger this delay takes
into account a larger history of the particle, and as unbounded energies are considered
the delay term contains the entire history of the particle path. In order to deal with
the resulting system of infinite dimensional differential equations, from the delay term,
Lemma 5.2.2 employs the use of a reduction to invariant manifolds, so that the system
can be rewritten as a finite dimensional system of ordinary differential equations. At the
point of unbounded energies, however, the result of Lemma 5.2.2, used to prove Theorem
5.4.1, breaks down, and so unbounded energy increase is not attained.
5.1.1 The Need for a Nonlinear Oscillator
The system that we shall be considering is the interaction of a particle oscillator with a
field generated by the Klein-Gordon equation. It has been shown (see [6, 7, 14, 28]) that
the solution to such a coupling results in a retarded potential, and it is argued here that
if a linear oscillator is considered then the only possibility for energy density growth is if
there is some resonance in the system. To see this, let us consider a linear version of the
system we shall be considering, (5.2.8), given by
z¨ + ω2z +  sin(γt) + 2
∫ 2
0
z(t− s)P(s) ds = 0, (5.1.1)
where P(s) = s4/4 − 3s2 + 4s, and to see that this system is dissipative we examine its
eigenvalues.
By taking the Laplace transform of (5.1.1) we arrive at the equation
zˆ(λ)
(
λ2 + ω2 + 2
∫ 2
0
e−λsP(s) ds
)
=
(λ2 + γ2)(λz(0)− z′(0))− γ
λ2 + γ2
, (5.1.2)
where, to see the stability of the solution to (5.1.1), we clearly need to find the real part
of the roots of
λ2 + ω2 + 2
∫ 2
0
e−λsP(s) ds = 0. (5.1.3)
Since the roots of (5.1.3) for  = 0 are clearly given by λ = ±iω, we seek roots expanded
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in terms of powers of , i.e. of the form
λ = iω + λ1 + 
2λ2 + · · · , (5.1.4)
where each λi(ω) ∈ C.
We first note that ∫ 2
0
e−λsP(s) ds = −6e−2λ(λ−3 + λ−4 + λ−5),
and so finding the roots of (5.1.3) is equivalent to finding those of
λ7 + ω2λ5 − 62e−2λ(1 + λ+ λ2) = 0. (5.1.5)
By placing the expansion (5.1.4), for λ, into (5.1.3) and balancing the coefficients of powers
of , it can be shown that in the leading order we have that
Re(λ1) = 0, Re(λ2) =
−3(1− ω2) cos(2ω)− 3ω sin(2ω)
ω6
.
For small, positive ω, it is clear that the real part of λ2 remains negative, meaning that,
in the leading order (2), the eigenvalues of the system (5.1.1) have negative real part,
and hence the linear system is dissipative. For this reason we use a chaotic oscillator as
in [1, 2, 4], otherwise the only possibility for a growth of energy in the oscillator would be
due to some kind of resonance in the system.
5.2 The System Under Consideration
Let us begin by defining the system of a planar point particle coupled with a Klein-Gordon
wave field. This interaction is formulated in a similar way as in [6] (see energy functional
(4.2.1)), where instead here the kinetic energy of the particle is defined in a non-relativistic
manner (KE = mv2/2, with m = 1). The planar particle is described by its position,
(y, z) ∈ R2, its velocity, (py, pz) ∈ R2, and by a steep confining potential function, V (y, z),
that we shall give a formal definition to later. The energy functional of this coupling is
given by
H =
1
2
(
p2y + p
2
z
)
+ V (y, z) + k(z)
∫
‖x‖≤1
ϕ(x, t) d3x +
1
2
∫ (
ϕ2t + (∇ϕ)2
)
d3x, (5.2.1)
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where k(z) is the interaction term1, considered to be a smooth bounded function along
with bounded first derivative,  is some small parameter, and ϕ(x, t) is the solution to the
equation
ϕtt −∆ϕ = −k(z(t))ξ(x), (5.2.2)
where ξ(x) =
 1 ‖x‖ ≤ 10 ‖x‖ > 1 .
This wave equation (5.2.2), describes a spherical wave front at time t′ > t, propagating
out from a point source at time t. It would seem a reasonable assumption, considering
the oscillator is a planar system, that it should be coupled with a two dimensional wave
equation instead of the three dimensional one employed. However, it is easily seen from
the solution of the two dimensional wave equation that, since it depends on an integral
from 0 to time t, in the long-time limit this may lead to a growth in energy. This solution
is not useful for our purposes since we want any growth in energy to solely be a result of
the dynamics of the system, and hence a three dimensional wave is used.
Now, by taking formal derivatives of the energy functional (5.2.1), we arrive at the system
of partial differential equations (PDEs);
y¨ +
∂
∂y
(V (y, z)) = 0
z¨ +
∂
∂z
(V (y, z)) = −k′(z)
∫
‖x‖≤1
ϕ(x, t) d3x,
(5.2.3)
that describes the evolution of the system. In a physical sense, this system can be thought
of as an antenna (the oscillator) receiving a signal from the field generated by the solution
to equation (5.2.2). In this paper we argue that if the wave has infinite energy, then some
of this energy is transferred to the oscillator, thereby increasing the speed of the point
particle. We shall see that this increase of energy density, exhibited by the oscillator, is
not unbounded, since the solution to (5.2.2) gives rise to a delay term in system (5.2.3)
and as the speed of the particle increases this history term becomes unbounded, involving
the entire history of the oscillator. This, then, gives an almost converse result to that
1For simplicity, we have considered a planar (y, z plane) oscillator and the interaction term solely as
a function of one variable, k = k(z). A three dimensional oscillator with k = k(x, y, z) could also be
considered, as the results that follow can be generalised to higher dimensions, but may require further
calculation.
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in [6], and so one may conjecture that the direction of the flow of energy may relate to
whether the field is endowed with finite, or infinite, energy.
Remark 5.2.1. The oscillator in (5.2.3) is assumed to be chaotic, and it is this behaviour
that is the primary argument used to gives rise to increase in speed. In order to categorize
this oscillator as chaotic we choose the potential function, V (y, z), in such a way that
(5.2.3), with  = 0, is equivalent to a chaotic billiard system, as shown in [5], meaning
that the particle travels in straight lines, inside some domain D ⊂ R2 with boundary
δD (as in Definition 2.1.1), with elastic collisions with the boundary. From the theory of
billiards, for chaotic behaviour one only needs to choose the boundary in a certain way,
the simplest of which is that the boundary is made up of smooth concave (scattering)
sections. This is fully explained in Section 5.3.
5.2.1 Simplification of the System
Here we give a particular solution to the wave equation, (5.2.2), so that the Klein-Gordon
field has infinite energy, and this solution can then be substituted into (5.2.3) so that the
change of energy of the oscillator can be calculated. Equation (5.2.2) has the solution
ϕ(x, t) = K sin(ωt)
sinωr
r
+

4pi
∫
‖s‖≤t
k(z(t− ‖s‖))
‖s‖ ξ(x− s) d
3s, (5.2.4)
where the first term is a general solution to the homogeneous wave equation, and gives
the field its infinite energy since it describes a standing wave, and the second term is the
retarded potential (this can be found in [28]). By placing (5.2.4) into (5.2.3) we obtain
y¨ +
∂
∂y
(V (y, z)) =0
z¨ +
∂
∂z
(V (y, z)) =− k′(z)
∫
‖x‖≤1
K sin(ωt)
sin ‖ωx‖
‖x‖ d
3x
− 
2
4pi
k′(z)
∫
‖x‖≤1
∫
‖s‖≤t
k(z(t− ‖s‖))
‖s‖ ξ(x− s) d
3s d3x.
(5.2.5)
For ease, we momentarily deal with the  and 2 terms in (5.2.5) separately while we
calculate the integrals and simplify them. After a simple change to spherical coordinates,
the  term in (5.2.5) becomes
k′(z)
∫
‖x‖≤1
K sin(ωt)
sin ‖ωx‖
‖x‖ d
3x = 4piK(
sinω
ω2
− cosω
ω
)k′(z) sin(ωt). (5.2.6)
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The 2 term in (5.2.5) is slightly more complicated and involves calculating the intersection
of two spheres (see appendices), so as to transform the double volume integral into a single
line integral. By doing this, it can be shown that the 2 term becomes
− 
2
4pi
k′(z)
∫
‖x‖≤1
∫
‖s‖≤t
k(z(t− s))
‖s‖ ξ(x− s) d
3s d3x =
2pi
3
k′(z)
∫ 2
0
k(z(t− s))P(s) ds,
(5.2.7)
where P(s) is the fourth order polynomial, P(s) = s4/4−3s2 +4s, and we denote s = ‖s‖.
Then, by substituting (5.2.6) and (5.2.7) into (5.2.5) we arrive at the simplified coupled
system;
y¨ +
∂
∂y
(V (y, z)) =0
z¨ +
∂
∂z
(V (y, z)) =− Aωk′(z) sin(ωt)
− 
2pi
3
k′(z)
∫ 2
0
k(z(t− s))P(s) ds,
(5.2.8)
where for notational simplicity we have set the constant Aω, that depends upon the pa-
rameter ω, such that
Aω = 4piK(
sinω
ω2
− cosω
ω
). (5.2.9)
System (5.2.8) now has the delay term that we expected. This term is rather problematic,
and as the energy becomes unbounded, it is clear that the history, z(t− s) of the particle
will become its entire history. It is for this term that we do not achieve such a strong
result as unbounded energy growth, as in [1]. This term also causes a problem in Section
5.3 where we want to show the existence and uniqueness of certain trajectories. In order
to deal with this we formulate Lemma 5.2.2 in order to reduce the infinite dimensional
delay equation into a finite dimensional ordinary differential equation (ODE).
Invariant Manifold Theorem
In this small section we use Lemma 5.2.2 in order to reduce the infinite dimensional system
of differential equations (5.2.8), to a finite dimensional system of ODEs. To begin, let us
consider the system
X˙(t) = F (X(t))− δ
∫ τ
0
G(X(t− s), s) ds, (5.2.10)
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where X ∈ M (M being some n dimensional manifold) and the functions F and G are
Cr-smooth. We consider the case here that the function F is such that (5.2.10) with δ = 0
has, for any initial condition, a solution defined for all t ∈ (−∞,+∞). System (5.2.8) can
obviously be written in this form, where δ = 2, and X = (y, z, py, pz, t).
It is well known that given any continuous function Xˆ : [−τ, 0]→ Rn there exists a unique
solution X(t) of equation (5.2.10) such that X(t) ≡ Xˆ(t) at t ∈ [−τ, 0]. One can therefore
view the evolution defined by equation (5.2.10) as a semiflow in the space C of continuous
functions that act from [−τ, 0] to Rn: the time-s map of the semiflow takes the initial
condition X(s)|[−τ,0] to the segment X(s)|[t−τ,t] of the corresponding solution.
By the use of a smooth function µ : Rn × [0, τ ] → Rn we can define a map Rn → C by
the rule X(s) = µ(x,−s). Furthermore, if the solution of (5.2.10) with initial condition
µ(X(0), s)|s∈[−τ,0] satisfies
µ(X(t), s) = X(t− s), (5.2.11)
for all t ≥ 0 and s ∈ [0, τ ], then the graph of this map is an invariant manifold for the
semiflow defined by the solution of (5.2.10). This means that the existence of a smooth
function µ satisfying (5.2.11), implies that there exists an n-parameter family of solutions
to (5.2.10), that are parameterised by X(0). This family of solutions also solve the system
of ODEs (5.2.12).
More formally, when a manifold such as this exists, the restriction of system (5.2.10) onto
it gives the system of ordinary differential equations
X˙(t) = F (X(t))− δ
∫ τ
0
G(µ(X(t), s), s) ds. (5.2.12)
Lemma 5.2.2. Given any compact subset K of the X-space M, for all sufficiently small
δ there exists a Cr−1-smooth function µ : K× [0, τ ]→ Rn such that for any X(0) ∈ K the
solution X(t) of (5.2.10) which starts with the initial condition µ(X(0), s)|s∈[−τ,0] satisfies
the invariance condition (5.2.11) for the interval of t values for which the solution stays
in K.
Proof. By the Cauchy-Picard-Lindelo¨f theorem, given any smooth functions µ, F and
G, the ordinary differential equation (5.2.12) generates a uniquely defined (on any given
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finite time interval) solution for any initial condition from K if δ is sufficiently small. This
solution depends smoothly on any parameter on which the system depends smoothly. In
particular, the solution depends smoothly on the function µ. Thus, we will show below
that the solution is a C1-function of µ which is considered as an element of the space of
Cr−1-smooth functions.
We now construct a similar function, φ , to the function µ, that takes a point X(t) on the
solution of (5.2.12) along the backward orbit of the solution to the point X(t − s). By
this we mean, given µ and δ, take any X(t) ∈ K, consider its backward orbit by equation
(5.2.12), and let X(t− s) be the point on this orbit which corresponds to the (backward)
shift to time s. Denote as φ(µ, δ) the map K × [0, τ ] → Rn which (for given µ and δ)
sends X(t) ∈ K and s ∈ [0, τ ] to X(t− s), i.e. φ(µ, δ) is the backward flow of the ordinary
differential equation (5.2.12). The flow has the same smoothness as the equation, so if
µ ∈ Cr−1, then φ(µ, δ) is Cr−1 with respect to X and s. For δ = 0 it is clear from (5.2.10)
that the flow φ(µ, δ) is independent of µ and so it follows that the Frechet derivative ∂φ∂µ
vanishes at δ = 0. Therefore, by the Implicit Function Theorem, the equation
µ = φ(µ, δ), (5.2.13)
for all small δ, has a unique solution µ ∈ Cr−1. By placing this µ into the right-hand
side of (5.2.12) then (5.2.13) means that that the invariance condition (5.2.11) will be
satisfied by the solutions of (5.2.12), and so these solutions will also solve the original
delay differential equation (5.2.10). To finish the proof of this lemma then, it only remains
to show that the flow of (5.2.12) has a sufficiently smooth dependence on µ.
It is well known that the solutions of ordinary differential equations depend smoothly on
the function in the right-hand side of the equation, and from equation (5.2.12) it is easily
seen that since F does not depend on µ we have only to investigate the smoothness of
G ◦ µ. This is done using a Nemytsky operator (substitution operator);
µ(x(t), k)
N→ G(µ(x(t), k), k), (5.2.14)
and we require to show that N is of class C1 on the space of Cr−1-functions µ, provided
G is Cr as a function of (X, s). In order to do this, it is enough to check that the Frechet
derivative of N at a given function µ is the operator of multiplication to ∂G
∂X
(µ(X, s), s).
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For that, one needs to check that
‖G(µ+ ∆µ)−G(µ)−G′(µ) ·∆µ‖
Cr−1 = o(‖∆µ‖Cr−1 )
(we suppress, in notation, the dependence of s, so G′ denotes here the derivative of G with
respect to its first argument).
If we suppose that µ is C l smooth, then for l = r all we can say is that the operator (5.2.14)
is continuous, but for l < r we can show additional smoothness which depends upon r− l.
Using the definition of the derivative, N ′ and suppressing the notational dependence on
variable k we have
lim∆µ→0
‖N (µ+ ∆µ)−N (µ)−N ′(µ)∆µ‖
‖∆µ‖ = 0,
=⇒ lim∆µ→0 ‖G(µ+ ∆µ)−G(µ)−G
′(µ) ·∆µ‖Cl
‖∆µ‖Cl
= 0,
=⇒ lim∆µ→0
‖ ∫ 10 (G′(µ+ s∆µ)−G′(µ)) ds ·∆µ‖Cl
‖∆µ‖Cl
= 0, (5.2.15)
where the ‖·‖Cl norm is used in both the numerator and denominator since l = min{l, r−1}
where the numerator is at most Cr−1 smooth as it contains G′, and the denominator is at
most C l smooth.
Clearly for the denominator of (5.2.15) we have
‖∆µ‖Cl =
l∑
j=0
∥∥∥(∆µ(j))∥∥∥→ 0 as ∆µ→ 0,
therefore it remains to calculate the limit of the numerator. For this we make use of the
Leibniz nth derivative formula and let
G(µ) =
∫ 1
0
(G′(µ+ s∆µ)−G′(µ)) ds (5.2.16)
for notational simplicity, giving
‖G(µ) ·∆µ‖Cl =
l∑
j=0
∥∥∥(G(µ) ·∆µ)(j)∥∥∥
=
l∑
j=0
∥∥∥∥∥
j∑
n=0
(
j
n
)
G(µ)(n) ·∆µ(j−n)
∥∥∥∥∥
≤
l∑
j=0
(
j∑
n=0
(
j
n
)
‖G(µ)(n)‖ · ‖∆µ(j−n)‖
)
. (5.2.17)
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In (5.2.17) we see that the limit as ∆µ → 0 of the nth derivative of the function G needs
to be determined. From (5.2.16) it can be noted that we only need deal with derivatives
of the integrand and so we shall use Faa´ di Bruno’s formula for composite functions to
show that (G(µ+ s∆µ))(n) → (G(µ))(n) as ∆µ→ 0 for n = 1, · · · , r. According to Faa´ di
Bruno’s formula
(
G′(µ+ ∆µ)
)(n)
=
n∑
j=0
G(j+1)(µ+∆µ) ·Bn,j
(
(µ+ ∆µ)′, · · · , (µ+ ∆µ)(n−j+1)
)
, (5.2.18)
where Bn,j(x1, · · · , xn−j+1) are bell polynomials, given by
Bn,j(x1, · · · , xn−j+1) =
∑ n!
m1!m2! · · ·mn−j+1!
(x1
1!
)m1 (x2
2!
)m2 · · ·( xn−j+1
(n− j + 1)!
)mn−j+1
where the sum is over all sequences m1,m2, · · · ,mn−j+1 of non negative integers such that
n−j+1∑
i=1
mi = j, and
n−j+1∑
i=1
i ·mi = n.
We also have (
G′(µ)
)(n)
=
n∑
j=0
G(j+1)Bn,j
(
µ′, · · · , µ(n−j+1)
)
. (5.2.19)
Our obvious aim is to show that (5.2.18) → (5.2.19) as ∆µ→ 0. We first show that each
of the bell polynomials in (5.2.18) tend to those in (5.2.19) as ∆µ→ 0. To do this we can
take any of the terms in Bn,j((µ+∆µ)′, · · · , (µ+∆µ)n−j+1), and expand it using binomial
expansion, i.e.(
µ(i) + ∆µ(i)
i!
)mi
=
1
(i!)mi
mi∑
k=0
(
mi
k
)(
µ(i)
)mi−k · (∆µ(i))mi → (µ(i)
i!
)mi
, (5.2.20)
as ∆µ→ 0, where i ∈ (1, · · · , n− j + 1) and mi ∈ N. It is then clear from (5.2.20) that
Bn,j((µ+ ∆µ)′, · · · , (µ+ ∆µ)(n−j+1))→ Bn,j(µ′, · · · , µ(n−j+1)), as ∆µ→ 0,
for each j ∈ (0, · · · , n) and n ∈ (0, · · · , r − 1). It then remains to show that for each
j ∈ (0, · · · , n) that
G(j+1)(µ+ ∆µ)→ G(j+1)(µ) as ∆µ→ 0. (5.2.21)
This is an obvious result for 0 ≤ j ≤ r − 1 since the function G is a Cr smooth function,
this means that G(j+1) is a Cr−(j+1) smooth function and hence each is continuous. This
5.2. The System Under Consideration 82
continuity implies (5.2.21) so we have shown that in (5.2.17), G(n) → 0 as ∆µ → 0 for
each 0 ≤ n ≤ l.
From the definition of the substitution function, N (µ) it is clear that for 0 < l ≤ r,
N ∈ C0, where G ∈ Cr and µ ∈ C l. We have also shown that the first derivative of the
substitution function exists for 0 < l < r, meaning that N ∈ C1. An induction process is
to be used next to show that in fact
G ∈ Cr, µ ∈ C l ⇒ N ∈ Cr−l.
We begin with the base case of r = 2, it has been proven above that for l = 1 we have
N ∈ C1, and for l = 2, N ∈ C0 which is consistent with N ∈ Cr−l.
For the inductive step we first assume that for some r > 2 and for all 0 < l < r, N ∈ Cr−l,
and aim to show that this implies that for r+ 1, N ∈ Cr+1−l. To do this we define a new
substitution function
N1 : µ→ G′(µ),
where G′ ∈ Cr and µ ∈ C l for 0 < l ≤ r. From the above assumption we necessarily have
that N1 ∈ Cr−l, and from the definition of the original substitution function, N (µ) we
have that
N ′(µ)∆µ = G′(µ) ·∆µ,
meaning that N1 = N ′. We therefore have that if G′ ∈ Cr then N ′ ∈ Cr−l which implies
that G ∈ Cr+1 and N ∈ Cr+1−l for 0 < l < r + 1. For the point l = r + 1 we can refer to
the continuity of N and so
G ∈ Cr+1, µ ∈ C l ⇒ N ∈ Cr+1−l,
for 0 < l ≤ r + 1.
It is then clear that for µ ∈ Cr−1, and G ∈ Cr we have that N ∈ C1 as required, thus
completing the lemma.
As a consequence of this lemma, the system (5.2.8) can be further simplified to give the
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initial value slow-fast system of ODEs
y¨ +
∂
∂y
(V (y, z)) =0
z¨ +
∂
∂z
(V (y, z)) =− Aωk′(z) sin(θ)− 2F(z; )
θ˙ =ω,
(5.2.22)
where the smooth function F incorporates the delay term, and so, as the energy of the
particle becomes larger, this term also becomes large. The y, z variables give the fast
system, while the evolution of θ gives the slow system (so can be considered as a slowly
varying parameter), and for the frozen system, with θ˙ = 0, any solution to (5.2.22) is
smooth with respect to .
Remark 5.2.3. The frozen system of (5.2.22) is found with θ˙ = ω = 0. With careful
attention of Aω defined in (5.2.9) we see that for ω = 0 we also have Aω = 0. If the non
frozen system of (5.2.22), is then considered, for the  term to be non zero there should
be a careful choice of the parameter, ω 6= 0, such that
sinω 6= ω cosω.
However, if we restrict ourselves to only small ω < 1, then Aω will only vanish at ω = 0,
and so the problem of the  term vanishing never occurs.
5.3 The Choice of the Potential
In this section it is shown that in system (5.2.22), if V (y, z; ν) is chosen in such a way as
to be close to a scattering billiard ([5, 13]), there exists a normally hyperbolic invariant
set Λ required for the acceleration method used in [1], that consists of trajectories that
remain in a small neighbourhood of a heteroclinic cycle made up of a pair of hyperbolic
periodic orbits connected by transverse heteroclinics, in short a horseshoe. For an orbit in
Λ it can be shown, [1] [2], that one can code a trajectory, meaning that, for any sequence
of two symbols, there exists a unique trajectory that switches between this pair of periodic
orbits in a prescribed way. We shall formalise how this is done in just a moment, first
however we need to show that system (5.2.22) does indeed have this normally hyperbolic
heteroclinic cycle. This is done by choosing the potential as in [13].
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5.3.1 Billiard Potential System
Consider a planar billiard (see [25], [26]) in a bounded domain, D ⊂ R2, with boundary
δD. This boundary is made up as the union of a finite number of smooth (at least C3)
curves, Si (for i = 1, · · · , n) that are connected by a set of non smooth points, ci (for
i = 1, · · · , n). Each of these smooth sections is uniquely defined by the functions
fi : [ai, bi]→ R2
and classified by the second derivative of these functions. We recall that, if fi ≡ 0, then
the boundary arc Si is said to be flat, and for fi 6= 0, Si is said to be focusing if f ′′ points
inside D, and dispersing if f ′′ points outside of D.
A billiard consisting of only dispersing boundary arcs is shown, [9], to give rise to chaotic
behaviour. This behaviour has also been shown to exist in nowhere dispersing billiards,
[10], but as the shape of the boundary is relatively arbitrary, one can assume that the
billiard is a member of the family of scattering billiards (such as the Lorentz Gas with
a bounded horizon, see [25]). In such a billiard it is well known that period orbits are
dense, such that between any two of these periodic orbits there exist heteroclinic orbits,
and moreover the periodic orbits are hyperbolic, and heteroclinics are transverse.
In [5], it is proven that a billiard can be smoothly approximated by a Hamiltonian
H(p, q; ν) =
1
2
p2 + V (q; ν) (5.3.1)
where p, q ∈ R2 describe the velocity and position of particle respectively, and V (q; ν)
is a sufficiently smooth, steep potential, where the parameter, ν, dictates the steepness
(as ν → 0 this potential limits to a step function). It is in the definition of the function
V (q; ν) that the Hamiltonian, (5.3.1), is shown to converge to a billiard. In order to do
this, the potential is defined to be zero in the interior of the billiard domain, D, and grows
to infinity across the boundary, δD;
lim
ν→0
V (q; ν) =
 0 q ∈ int D+∞ q /∈ int D . (5.3.2)
The more formal expression of how the potential behaves in the limit, can be found in
Section 2.2.1, where the conditions are stated and the proof (see [5]) is explained.
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Remark 5.3.1. The phase space of a billiard is given by Ω = (p, q), (where p is the velocity
vector, and q is the position, so in planar billiards this is a four -dimensional space) but
since a particle in a billiard system will travel with constant speed and direction between
collisions with the boundary, this is usually simplified to the three-dimensional space Ω =
(q, φ) = (y, z, φ), where φ ∈ [0, 2pi) is the direction of motion. In the Hamiltonian system,
(5.3.1), this phase space is parameterised by the energy level h, giving Ωh = (q, φ;h), which
is then equivalent to the original four dimensional space, but far simpler to understand.
5.3.2 Existence and Uniqueness of Trajectories
Using the result of smoothly approximating a billiard flow by a Hamiltonian in [5], it is
clear that one can choose any heteroclinic cycle in the billiard system (two periodic orbits
connected via heteroclinics), and then choose the parameter, ν in (5.3.1), sufficiently
small, such that this hyperbolic heteroclinic cycle also exists in the smooth Hamiltonian
approximation. Since the heteroclinic cycle is normally hyperbolic, it will persist in the
frozen system of (5.2.22), for all sufficiently small , where we let θ = ωt, and for the frozen
system consider θ˙ = 0. System (5.2.22) then has a normally hyperbolic invariant set Λhθ,
parameterised by the energy level h, and slow variable θ, now considered a parameter.
We next show, as in [1, 2], that the set of all sequences of two symbols is in one-to-one
correspondence with trajectories (solutions of (5.2.22)) inside Λhθ. To see this, let us label
the periodic orbits, La(h, θ) and Lb(h, θ) and the heteroclinic orbits, Γab and Γba, where
Γab is the transverse intersection of the unstable manifold of La, with the stable manifold
of Lb, and similarly for Γba. Namely, we have
Γab ⊆W u(La) ∩W s(Lb), Γba ⊆W u(Lb) ∩W s(La),
and Λhθ is the set of all trajectories that remain, for all forward and backward time, in a
small neighbourhood of the normally hyperbolic heteroclinic cycle
La ∪ Γab ∪ Lb ∪ Γba.
To explain the symbolic dynamics in this system (note that here we have restricted our-
selves to the frozen system), we use the same technique (for slow-fast systems) as employed
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in [1, 4], where two small smooth cross-sections, Σa and Σb, of La and Lb respectively, are
considered and, since the periodic orbits depend smoothly on h and θ, these cross-sections
may also depend smoothly on h and θ.
Remark 5.3.2. The cross sections Σa,b, if we consider a standard billiard system, are
given as small subsets of the collision space M, as explained in Chapter 2, since it is
transversal to the flow. In the smooth system, however, the Hamiltonian flow may never
come in contact with the collision space, and so we can move these cross sections to being
small subsets in the phase space where the orbit enters the boundary layer Nδ, i.e. at the
set of points such that the pattern function, Q = δ, as defined in Chapter 2.
Using the flow induced by (5.2.22) we can now define Poincare´ maps on these cross-sections,
denoted by
Πcc′ : Σc → Σc′ , c ∈ {a, b}. (5.3.3)
These maps, (5.3.3), are such that for a trajectory of (5.2.22) that intersects the cross-
section at point Mi ∈ Σc, this point is mapped to
Mi+1 = Πcc′Mi, (5.3.4)
where Mi+1 ∈ Σc′ . The sequence of a’s and b’s, denoting the corresponding cross-sections
that the trajectory passes through, gives the code, {ξi}+∞i=−∞ (ξi ∈ {a, b}), of the trajectory.
Using the proof in [1], it can be shown that in this system, (5.2.22) at ω = 0, given a
prescribed code {ξi}+∞i=−∞, we have the existence and uniqueness of a trajectory in Λhθ
that satisfies (5.3.4). To do this let us consider the frozen system, where we first note
that, since each periodic orbit is a saddle, one can rewrite the cross-sections, Σa,b as the
cross product of two ceratin small balls
Σa = Ua ×Wa, Σb = Ub ×Wb,
where Ua,b,Wa,b ∈ R. These balls are such that they split each cross-section into the
periodic orbit’s expanding and contracting directions. With this new coordinate system,
it is possible to rewrite the Poincare´ maps (5.3.3) as a pair of smooth contracting functions
(this is known as cross form, see [23, 24])
fcc′ : Uc ×Wc′ → U ′c, gcc′ : Uc ×Wc′ →Wc, (5.3.5)
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Figure 5.1: Poincare´ maps defined on the cross-sections Σa,Σb.
for c, c′ ∈ {a, b}. By (5.3.5) a point Mi = (ui, wi) ∈ Σc is mapped to a subsequent point
Mi+1 = (ui+1, wi+1) ∈ Σc′ by the map Πcc′ , iff
fcc′(ui, wi+1) = ui+1, gcc′(ui, wi+1) = wi. (5.3.6)
It is clear from (5.3.5) and (5.3.6), that the function fcc′ , maps the contracting coordinates
in forward time, and gcc′ maps the expanding coordinates in backward time, it therefore
follows that there exist a positive λ ∈ R such that∥∥∥∥∂(fcc′ , gcc′)∂(u,w)
∥∥∥∥ ≤ λ < 1. (5.3.7)
It then follows that the operator
{(ui, wi)}+∞i=−∞ → {(fξi−1ξi(ui−1, wi), gξiξi+1(ui, wi+1))}+∞i=−∞, (5.3.8)
is a contraction mapping, and hence we have the existence and uniqueness of points for
the given sequence {ξi}+∞i=−∞, in the frozen system.
If the full slow-fast system is now considered (ω 6= 0), then the cross form of the Poincare´
maps also needs to consider the change in e = (h, θ), i.e. the change in energy, and
evolution of the slow variable. The maps (5.3.5) are now written as
ui+1 = fcc′(ui, wi+1, ei), wi = gcc′(ui, wi+1, ei), ei+1 = ei + ωφcc′(ui, wi+1, ei), (5.3.9)
where f, g, φ are bounded with first derivatives, and f, g satisfy (5.3.7). Since the growth
in energy that we are considering is not unbounded and in finite (although long) time,
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the set of e = (h, θ) that is considered is compact, and so the uniformity assumptions (see
[UA1] and [UA2] in Section 2.2.1) employed in [1], are automatically satisfied giving the
existence and uniqueness of a solution of (5.2.22) that remains entirely in Λhθ with the
code {ξi}+∞i=−∞.
5.4 Particle Acceleration in Finite-Time
In this section we formulate and prove the main result of this paper, showing that the
method of acceleration as used in [1] can be used in the slow-fast system (5.2.22). This is
shown to be equivalent to a growth in energy of the Hamiltonian given by (5.4.2), thereby
giving the growth of energy density (growth of energy in the oscillator) in the coupled
system (5.2.3), as long as the reduction to invariant manifolds, Lemma 5.2.2, is held true
(i.e. for finite energies).
In the theorem that follows we shall be assuming that the underlying billiard, that corre-
sponds to billiard like potential V (y, z; ν) (where ν = ν(h0), see Theorem 5.4.1, is suffi-
ciently small), has a pair of non-singular hyperbolic periodic orbits La and Lb, connected
by transverse heteroclinic links Γab and Γba, as described in earlier sections. We denote
vc =
1
Tc
∫ Tc
0
k(zc(t)) dt,
where Tc (c = a, b) is the period of the orbit Lc, and zc(t)|t∈[0,Tc] is the equation of the
projection of the orbit in the (y, z) plane. We further assume that
va 6= vb. (5.4.1)
Theorem 5.4.1. Consider a system (5.2.2), (5.2.3) that describes a linear massless scalar
field interacting with a chaotic oscillator, with a billiard-like potential V and the interaction
coefficient k(y, z) bounded with first derivatives. Let condition (5.4.1) hold. Then there
exists h0 such that for each sufficiently small ω for which Aω 6= 0 (see Remark 5.2.3)
and for any h1 > h0 there exists 0(h1) > 0 such that for all  ∈ (0, 0) the system
has a solution with the wave component ϕ given by (5.2.4), and the oscillator component
(y(t), z(t), py(t), pz(t)) reaching from the energy h0 at t = 0 to the energy h1 at some finite
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t (the energy of the oscillator is given by
h(t) =
1
2
(
p2y + p
2
z
)
+ V (y, z). (5.4.2)
Proof. By placing the solution to (5.2.2) (near a standing wave solution), given by (5.2.4),
into (5.2.3), and using Lemma 5.2.2 results in the slow-fast system (5.2.22).
If for a moment we suppose that  = 0, in (5.2.22), then the confining potential, V (y, z; ν)
can be defined in such a way that as ν → 0 the system, (5.2.22) approximates a dispersing
billiard. In such a billiard, saddle periodic orbits are dense with any two being connected
by transverse heteroclinics. One can then choose any two of these, and V (y, z) can be
chosen steep enough (parameter ν small enough) so that they are also present in (5.2.22)
(with  = 0). Then, since these orbits are hyperbolic and transverse (respectively), they
will persist in the frozen system, (5.2.22), for all sufficiently small . It then follows that
for any h1, with py, pz ∼
√
h1,  = (h1), in (5.2.22), can be chosen small enough so that
contributions from the F(z) term are sufficiently small so that the heteroclinic cycle exists
and is parameterised by h and θ.
Now, consider the energy function
h(y, z, py, pz, ωt) =
1
2
(p2y + p
2
z) + V (y, z) + k(z) sin(ωt), (5.4.3)
along with system (5.2.22). For any large increase in (5.4.3), since k(z) is bounded, it is
clear that this corresponds to a large increase in (5.4.2) and gives the particle acceleration.
The rate of change of (5.4.3) is then given by
dh
dt
= ω
∂h
∂θ
+O(2). (5.4.4)
As in [1], we can use an averaging approach to find the average of (h)
′
θ in the frozen
system about a periodic orbit, which is given by
vc(h, θ) =
1
Tc
∫ Tc
0
∂h
∂θ
(x, θ)
∣∣∣∣
x=xc(t;h,θ)
dt =
 cos θ
Tc
∫ Tc
0
k(z(t))|x=xc(t;h,θ) dt, (5.4.5)
where Tc is the period of the periodic orbit, and for notational simplicity we denote the
path of Lc in the (y, z) plane by Lc : x = xc(t;h, θ). The integral in (5.4.5) is bounded,
since k(z) is bounded, and Tc(h, θ) is also uniformly bounded for all compact h and θ and,
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therefore, it is clear that the  term in (5.4.4) is the leading term of the change in energy.
By continuing with an averaging theory approach, we note that, in the first order, the
evolution of h and ω, along the solution, is described by the system averaged with respect
to fast time;
h˙ = ωvc(h, θ), θ˙ = ω. (5.4.6)
Therefore, if a trajectory stays close to the orbit Lc, its change in energy will be given by
dh
dθ
= vc(h, θ) + h.o.t..
Using the ability to code a trajectory, as we have shown, one can construct a solution to
(5.2.3), such that the energy function is the solution to
dh
dθ
= max{va(h, θ), vb(h, θ)}+ h.o.t. .
This means that one can construct a trajectory so that, in a finite (but long) time, h
grows to any desired bounded level, (h1 <∞). Since all of the terms in (5.4.3), except for
py, pz, are uniformly bounded, it follows that this growth of (5.4.3) is, in fact, a growth of
(5.4.2), which completes the proof.
Remark 5.4.2. The slow time parameter ω, and potential steepness parameter ν in
system (5.2.3) can be chosen larger than specified Theorem 5.4.1 as long as the initial
energy level, h0 is sufficiently large. In order to see this we rescale the energy, momentum
and time variables, given by
τ = th
1/2
0 , pˆy(τ) = pyh
−1/2
0 , pˆz(τ) = pzh
−1/2
0 , Hˆ = Hh
−1
0 . (5.4.7)
Using the rescaling (5.4.7) we arrive at the new, but equivalent system given by
Hˆ(y, z, pˆy, pˆz, τ) =
1
2
(
pˆ2y + pˆ
2
z
)
+ h−10 V (y, z) + h
−1
0 Aωk(z) sin(ωτ)
+
2pi
3h0
k(z)
∫ 2
0
h0k(z(τ − s))P(s) ds.
(5.4.8)
It is clear from (5.4.8), and the definition of the potential function V (y, z; ν) (found in Sec-
tion 2.2.1), that for sufficiently large h0 this potential increases steepness and approaches
a step function, and so we do not need to consider ν → 0. Similarly for the slow time
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parameter ω, the frozen system remains being defined for ω = 0, but we are no longer
limited to values ω  1. From (5.4.8) it is clear that the delay term has increased due to
the transformation of the time variable. This overall effect of this integral is controlled,
however, since  can still be chosen sufficiently small, and the integral is also scaled down
by the h0 term in the denominator, so as a larger h0 is considered, h
−1
0 becomes smaller.
5.4.1 Example
In order to see how the basis of Theorem 5.4.1, along with a trajectory construction,
implies the existence of a path that gives rise to an increase in energy exhibited by the
chaotic oscillator, let us construct a simple example of system (5.2.22). First, to create
the chaotic oscillator, consider a Lorentz Gas billiard with a bounded horizon, in which
the billiard domain, D ⊂ R2, is the region situated at the origin, bounded by four circles.
The circles are centred at the points (0, 5pi/2), (0,−5pi/2), (−5pi/2, 0), (5pi/2, 0), and each
have radius r = 2pi, which ensures that none of the corner points (c ∈ C) create a cusp,
and so the dynamics of this types of billiard (as explained in Chapter 2) are well known.
The potential function, V (y, z), can then be chosen (fairly generally) so as to satisfy
conditions (i) − (iv) (in Section 2.2.1) and make the motion of (5.2.22), with  = 0,
arbitrarily close to that of the billiard in D. Some choices for this potential function
include;
ν
Qβ(y, z)
, ν|ln Q(y, z)|β for β > 0,
where Q(y, z) is a proximity function that roughly gives the distance to the boundary,
similar to the pattern function used in [5]. In particular, let us consider the potential
function given by
V (y, z; ν) =
4∑
i=1
ν
Qβi (y, z)
, (5.4.9)
where Qi is the proximity function for the boundary arc Si (each defined by one of the four
circles), and as ν → 0 in (5.4.9), the system (5.2.22), with  = 0, limits to the billiard in D.
From the dynamics of this billiard, the parameter ν can be chosen small enough (and non
zero) so that a chosen heteroclinic cycle (a pair of hyperbolic periodic orbits connected
by heteroclinic links) persists in (5.2.22) for all sufficiently small . Let us choose these
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periodic orbits to be
La = {(y, z, py, pz) : y = 0, py = 0, |z| ≤ pi/2, |pz| = c, for c ∈ R>0},
Lb = {(y, z, py, pz) : |y| ≤ pi/2, |py| = c, z = 0, pz = 0, for c ∈ R>0}.
The next step is to find a trajectory that is a solution of
dh
dθ
= max{va, vb}+O(2), (5.4.10)
as defined earlier. In the definition of vc, (5.4.5), it is clear that the interaction function,
k(z), has yet to be defined in our example, and recall that this function needs to be
smooth, bounded, and with bounded first derivative. A natural, and simple, choice for
this example is then to take k(z) = cos(z), which gives here
vc(h, θ) =
 cos θ
Tc
∫ Tc
0
cos(z(s))|Lc ds. (5.4.11)
From this, and the definition of the periodic orbit Lb, it is clear that vb(h, θ) ≈  cos θ, so
it only remains to calculate va. Using the substitution∫ b
a
f(z(s))z˙(s) ds =
∫ z(b)
z(a)
f(z) dz,
the integral (5.4.11) can be transformed from time integration to spatial. From this, we
have the following calculation
va(h, θ) =
 cos θ
Ta
∫ Ta
0
cos(z(s))|La ds
=
 cos θ
Ta
∮
La
cos(z)
pz
dz
=
 cos θ
Ta
(∫ pi/2
−pi/2
cos(z)
|pz| dz +
∫ −pi/2
pi/2
cos(z)
−|pz| dz
)
≈ 2 cos θ
pi
∫ pi/2
−pi/2
cos(z) dz.
(5.4.12)
This calculation is obtained by noting that |pz| is approximately constant (and non zero)
along La and, by definition, it is clear that |pz| ≈ pi/Ta.
We therefore have
va(h, θ) =
4
pi
 cos θ +O(2), and vb(h, θ) =  cos θ +O(2),
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and so in order to code a trajectory that is a solution to (5.4.10), all we need do is choose
dh
dθ
=
 va, cos θ ≥ 0vb, cos θ < 0 , (5.4.13)
which means that over every 2pi period in θ there is an overall increase in h. This increase
is given by∫ 2pi
0
dh
dθ
dθ =
∫ pi/2
0
va(h, θ) dθ +
∫ 3pi/2
pi/2
vb(h, θ) dθ +
∫ 2pi
3pi/2
va(h, θ) dθ
=
4
pi
{
sin θ|pi/20 + sin θ|2pi3pi/2
}
+ {sin θ|3pi/2pi/2 }
=
8
pi
− 2 = 8− 2pi
pi
.
(5.4.14)
It is clear that by transforming from the θ time variable to t time variable (θ = ωt), we
have this change (as calculated in (5.4.14)) in h in each t = 2pi/ω time period. Therefore
an increase of h(t), from h0 > 0 to any h0 < h1 <∞, is made in a finite time T , given by
T ≈ pi
2(h1 − h0)
(4− pi)ω . (5.4.15)
This time can become very large as either , ω → 0 or h1 →∞ is considered.
Chapter 6
Conclusions
We have shown here that the coupling of an oscillator with a field generated by the Klein-
Gordon equation, (5.2.2), (5.2.3), with energy functional (5.2.1), can result in a transfer
of energy and growth in energy density of the oscillator. By assuming that the field has
infinite energy, and so (5.2.1) is unbounded, we have almost attained an inverse result to
that shown by Komech, Spohn, and Kunze in [6], where the finite energy case is considered,
and it is proven that energy is transferred from the oscillator to the field, resulting in the
point particle slowing down and eventually coming to rest. Of course, the result of [6]
is a more general result than we have presented here, since we have required that the
oscillator has chaotic dynamics, whereas in [6] a generic confining potential is used, and
the dynamics of the particle are not important in the formulation of the main theorems.
The choice of the potential, V (y, z) in (5.2.1), as being an element of the class of the
smooth, steep scattering potentials, [13], endows the oscillator with chaotic dynamics.
These dynamics allow us to define a hyperbolic set, Λ, made up of all the trajectories (in
the oscillator) that remain in a small neighbourhood of the heteroclinic cycle
La ∪ Lab ∪ Lb ∪ Lba,
for all time. Then, using the ability to ’code’ any trajectory in Λ, as in [1, 2], a path
switching between small neighbourhoods of the periodic orbits La, Lb, can be defined,
along which the particle accelerates.
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The growth in energy density is shown by use of a reduction to invariant manifold, where
the system of delay differential equations (5.2.8) is transformed into the slow-fast system
(5.2.22). For unbounded energy levels, h of the oscillator, that correspond to unbounded
particle velocity, it is clear from (5.2.8) that the delay term will, in fact, become the
entire pre-history of the path of the particle and so Lemma 5.2.2 breaks down and we can
no longer reduce the delay system to a slow-fast system. This problem arises from the
definition of the kinetic energy of the particle, given by KE = mv2/2. If, however, we use
a relativistic kinetic energy, as used in [6], then as the energy of the oscillator increases,
the velocity will not, and so a delay term will be bounded. This new coupling would have
an energy functional similar to (5.2.1) only with the kinetic energy written in the same
fashion as in [6], namely
H(ϕ, q, p; ) = (1 + p2(t))1/2 + V (q) + k(z) ∫
‖x‖≤1
ϕ(x, t) d3x +
1
2
∫ (
ϕ2t + (∇ϕ)2
)
d3x,
(6.0.1)
where the field, ϕ(x) given by (5.2.2), has infinite energy. As in [6], it is shown from (6.0.1)
that the velocity of the particle, given by
q˙(t) =
p(t)
(1 + p2(t))
1
2
, (6.0.2)
is bounded for all p(t) bounded away from zero. This coupling would then solve the issue
arising from the delay term, however the reduction to invariant manifold (Lemma 5.2.2)
would need serious revision and, furthermore, the convergence of the newly generated
frozen system to a billiard should also be formalised.
Appendix A
Further Simplification of the
System
A.1 On The Klein-Gordon Equation
Here we quickly examine the solution, ϕ, to the Klein-Gordon equation, given by
1
c2
∂2
∂t2
ϕ−∇2ϕ+ m
2c2
~2
ϕ = 0 (A.1.1)
where ~ is the reduced Planck constant, t is time, m is mass and we need to decide on the
spatial dimension. In this document we consider the case where we have set m = 0, and
introduce an interaction term, as in [20] giving the scalar differential equation
c2∇2ϕ(x, t)− ∂
2
∂t2
ϕ(x, t) = ρ(x, t), (A.1.2)
which is similar to a decoupled scalar Maxwell equation (see [29, 30]). We need to choose
the dimension so that the solution to (A.1.2) remains bounded for all time. This is because
in our coupled wave and oscillator system we want any growth of energy to arise from the
dynamics of the system only, and not just because of a growth in the solution of (A.1.2).
To investigate this we look at the solutions to the one, two and three dimensional cases
in turn (as can be found in [28]), to see if we can have a bounded solution. Let us begin
with the simplest case first - the one-dimensional case.
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One-Dimensional
In the one-dimensional case the solution (as shown in [28]) is given by
ϕ(x, t) = ϕh(x, t) +
1
2c
∫ t
0
∫ x+c(t−s)
x−c(t−s)
ρ(y, s) dyds, (A.1.3)
where ϕh(x, t) is the solution to the homogeneous wave equation (i.e. where ρ ≡ 0 in
(A.1.2)).
We can see in (A.1.3) that the integral is from 0 to t, and since we are interested in long-
time behaviour of the system we are of course considering time as t→∞, so this integral
could grow unboundedly. Therefore this is not the type of solution that we are looking for
as it has the potential to grow. This leads us to investigate the next simplest case - the
two-dimensional case.
Two-Dimensional
In the two-dimensional case the solution to (A.1.2) (again as outlined in [28]) is given by
ϕ(x, y, t) = ϕh(x, y; t) +
1
2pi
∫ t
0
dτ
∫ ∫
B(x,t)
ρ(ψ, η; t− τ)√
τ2 − (x− ψ)2 − (y − η)2 dψ dη, (A.1.4)
where again ϕh(x, y, t) is the solution to (5.2.2) with ρ ≡ 0, and we have set c = 1 for
simplicity.
As in (A.1.3) we have the same problem arising in (A.1.4). We again have the solution
being dependent on an integral between 0 and t, so as we consider t tending to infinity
this integral could grow unboundedly. Hence, this again is not the right sort of solution
for us and so we need to investigate the three-dimensional case.
Three-Dimensional
In the three-dimensional case the solution to (A.1.2) is given by the retarded potential (as
used in [6, 7, 14])
ϕ(x, t) = ϕh(x, t) +
1
4pi
∫
δ(t′ + |x− x′| − t)
|x− x′| ρ(x
′, t′) d3x′dt′, (A.1.5)
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where ϕh is again the solution to the homogeneous wave equation and δ(t
′ + |x− x′| − t)
is the dirac delta function.
This does not have the dependency on time in the same way as in (A.1.3) and (A.1.4) and
actually the solution describes a wave front at time t′ moving out from a point at time t,
where as before the solutions included the whole history, not just the surface. Therefore
this is the solution to the wave equation that we shall be using so as to ensure that the
growth of energy in the coupled system is due to the dynamics only.
Considering that we shall be implementing the three-dimensional Klein-Gordon equation,
we can calculate the solution to the homogeneous equation by changing to spherical coor-
dinates, giving the one-dimensinal equation
∂2
∂t2
(rϕh(r, t))−∇2(rϕh(r, t)) = 0,
where r = |x|, which has the standing wave solution
ϕh(r, t) = K sin(ωt)
sinωr
r
, (A.1.6)
for some constant wave amplitude K.
A.2 Intersection Calculation
In Chapter 5 we have the newly perturbed billiard system given by (5.2.5) where we have
two volume integrals to simplify and compute. Here we deal with the second of these
integrals, namely
2
4pi
k′(z)
∫
‖x‖≤1
∫
‖ω‖≤t
k(z(t− ω))
ω
ξ(x− ω) d3ω d3x, (A.2.1)
where we have written ω = ‖ω‖.
We begin by computing the outer integral with respect to x. Note that the only part of
the function which depends on x in the integrand is the function
ξ(x− ω) =
 1, ‖x− ω‖ ≤ 10, ‖x− ω‖ > 1 ,
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Figure A.1: Graphical representation of the volume of intersection of two unit spheres, one centred
at the origin and the other centred at the point ω, where ‖ω‖ ≤ 2.
which is the unit sphere about the point ω. Since we are integrating this over the unit
sphere centred about the origin, geometrically this is equal to the volume of the intersection
of these two spheres as shown in Figure A.1. Due to the symmetry of the problem we note
that the volume of this intersection is twice that of the volume, V (ω), of the tip of a unit
sphere from ω/2 to 1, given by
V (ω) =
∫ 1
ω/2
pir2(ω′) dω′ = pi
∫ 1
ω/2
y′2(ω′) dω′,
= pi
∫ 1
ω/2
(1− ω′2) dω′,
= pi
(
ω3
24
− ω
2
+
2
3
)
,
so the full volume of intersection is pi3 (
ω3
4 −3ω+ 4). Obviously this integral only has a non
zero value for ω < 2, since for other values of ω there is no intersection between these unit
spheres.
Placing this into integral (A.2.1) gives
2
12
k′(z)
∫
‖ω‖≤2
k(z(t− ω))
ω
(
ω3
4
− 3ω + 4
)
d3ω.
Then, by transforming into spherical coordinates we can further simplify this volume
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integral to a line integral
2
12
k′(z)
∫
‖ω‖≤2
k(z(t− ω))
ω
(
ω3
4
− 3ω + 4
)
d3ω
=
2
12
k′(z)
∫ 2pi
0
∫ pi
0
∫ 2
0
k(z(t− ω))
(
ω4
4
− 3ω2 + 4ω
)
sinφdωdφdθ,
=
pi
3
2k′(z)
∫ 2
0
k(z(t− ω))
(
ω4
4
− 3ω2 + 4ω
)
dω.
Substituting this into system (5.2.5) gives
z¨ +
∂
∂z
(V (y, z)) =− 4piK(sin 1− cos 1)k′(z) sin t
− pi
3
2k′(z)
∫ 2
0
k(z(t− ω))
(
ω4
4
− 3ω2 + 4ω
)
dω,
(A.2.2)
where K is a constant. This form makes computing the change in energy more simple as
a line integral is more intuitive than a volume integral.
Appendix B
Eigenvalue Calculation of the
Linear Coupled System
In Chapter 5 the stability of a linear oscillator coupled to a wave was considered. This
involved a calculation of the eigenvalues of the linear system (5.1.1), which are given by
the roots of
λ7 + ω2λ5 − 62e−2λ(1 + λ+ λ2) = 0. (B.0.1)
We attempt a solution of the form
λ = iω + λ1 + 
2λ2 + · · · , (B.0.2)
which when placed into (B.0.1) gives the expansion
0 =
(
iω + λ1 + 
2λ2 + · · ·
)7
+ ω2
(
iω + λ1 + 
2λ2 + · · ·
)5
− 62e−2(iω+λ1+2λ2+··· ) {1 + (iω + λ1 + 2λ2 + · · · )
+ (iω + λ1 + 
2λ2 + · · · )2
}
.
(B.0.3)
By expanding these brackets in powers of  we obtain
0 = (−iω7 − 7ω6λ1 − 7ω62λ2 + 21iω52λ21 + · · · )
+ ω2(iω5 + 5ω4λ1 + 5ω
42λ2 − 10iω32λ1 + · · · )
− 62e−2iω {(1− 2(λ1 + 2λ2 + · · · ) + 2(λ1 + 2λ2 + · · · ) + · · · )
(1− ω2 + iω + λ1 + 2λ2 + 2iω(λ1 + 2λ2) + 2λ21 + · · · )
}
,
(B.0.4)
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then, by equating powers of  in (B.0.4) it is clear that, as expected, the coefficient of 0
cancels itself, and that for the coefficient of  to cancel out we require λ1 = 0. Therefore,
in our expansion (B.0.2) of the eigenvalue λ, the sign of the real part is to be defined by
λ2. By again equating powers of 
2 in (B.0.4) it is found that the real part of λ2 is given
by
Re(λ2) = −3(1− ω
2) cos(2ω) + 3ω sin(2ω)
ω6
, (B.0.5)
which can be shown to remain negative for small and positive ω (for 0 < ω ≤ α, where
α ≈ 2). The leading order of stability is then O(2), and the remaining coefficients of
expansion (B.0.2) need not be calculated.
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