We present a new motion-compensated hierarchical compression scheme (HMLFC) for encoding light field images (LFI) that is suitable for interactive rendering. Our method combines two different approaches, motion compensation schemes and hierarchical compression methods, to exploit redundancies in LFI. The motion compensation schemes capture the redundancies in local regions of the LFI efficiently (local coherence) and the hierarchical schemes capture the redundancies present across the entire LFI (global coherence). Our hybrid approach combines the two schemes effectively capturing both local as well as global coherence to improve the overall compression rate. We compute a tree from LFI using a hierarchical scheme and use phase shifted motion compensation techniques at each level of the hierarchy. Our representation provides random access to the pixel values of the light field, which makes it suitable for interactive rendering applications using a small run-time memory footprint. Our approach is GPU friendly and allows parallel decoding of LF pixel values. We highlight the performance on the two-plane parameterized light fields and obtain a compression ratio of 30-800× with a PSNR of 40-45 dB. Overall, we observe a ∼2-5× improvement in compression rates using HMLFC over prior light field compression schemes that provide random access capability. In practice, our algorithm can render new views of resolution 512 × 512 on an NVIDIA GTX-980 at ∼200 fps.
INTRODUCTION
Virtual reality (VR) is being increasingly used for immersive multimedia experiences and telepresence applications. To achieve a high degree of presence in VR, we need to generate high-fidelity renderings of real world scenes at interactive rates. Photo-realistic renderings increase the sense of immersion in real world scenes and provide artistic, life-like experiences in VR 1 . The plenoptic function (7D) describes the total flow of light through all the points in space [Adelson and Bergen 1991] . Light Fields (LF) are a lowdimensional (4D or 5D) function of the plenoptic function that capture the radiance of the light rays over a specific region of space. Yu [Yu 2017 ] outlines the emergence of light fields and lists the advantages of using LF technology to generate high-quality content for VR applications.
Levoy & Hanrahan [Levoy and Hanrahan 1996] and Gortler et al. [Gortler et al. 1996 ] describe a 4D parameterized LF and practical approaches for capturing and rendering static scenes using 2D image samples. To generate photo-realistic renderings from different viewpoints, such image-based-rendering (IBR) techniques need large amounts of data to be captured, which is a major issue for interactive applications. The number of image samples required for a good quality rendering using LF is generally in the order of tens of thousands [Chai et al. 2000] . The data sizes of the sampled LF vary from hundreds of MB [Levoy and Hanrahan 1996 ] to hundreds of GB [Levoy et al. 2000; Lin and Shum 2000] depending on the scene complexity, sampling rate, and sampling resolution. For 360°p anoramic light fields [Overbeck et al. 2018 ] the LF data-sizes are close to 4-6 GBs. Therefore, compressing the LF is necessary for storing, transmitting, and interactive rendering.
The LF-based rendering algorithms involve retrieving pixel values from LFI and interpolating the pixel values to compute a new view. The pixels required for computing the new view may be located in different regions of different LFI. Therefore, for real-time LF rendering, the relevant portions of uncompressed LFI should be present in the local memory. To render a new view, only a portion of data is required from the entire LFI. As a result, we do not need the entire uncompressed LFI in memory, as it may result in memory bottlenecks. During rendering pixel data is continuously fetched from memory, and in real-time systems, with limited bandwidth (mobile and untethered AR/VR), can cause a significant performance bottleneck [Fenney 2003 ]. Random access compression schemes help in mitigating the memory and bandwidth bottlenecks. Random access compression schemes of LFI have two main properties: (1) selective decoding of only the required data; (2) allowing fast hardware decompression. To enable interactive LF rendering applications, it is necessary to develop LFI compression schemes that maintain the properties of random access compression schemes as well as provide good compression rates.
Prior LFI compression schemes can be broadly categorized into hierarchical schemes and motion compensated schemes. Hierarchical compression approaches for LFI compute a tree (parent, child dependencies) from the LFI using image transformations and create levels of hierarchy [Peter and Straßer 2001; Pratapa and Manocha 2018] . Motion compensation methods capture redundancies in nearby LFI by using a pair of motion vectors or disparity values [Overbeck et al. 2018; Zhang and Li 2000] . The hierarchical schemes and motion compensation schemes exhibit different characteristics in terms of capturing the redundancies across the LFI.
Main Results: We present a new motion compensated hierarchical compression scheme (HMFLC) for encoding LFI for interactive rendering. Ours is a hybrid method that combines two different random access compression approaches to maximize the redundancies captured across the LFI. The first class of methods is motion compensation schemes in which the redundancies present in the small regions of the LFI are efficiently captured using extensive search based techniques. The other class of methods is hierarchical compression approaches in which image manipulation and transformation techniques are applied to the entire LFI to capture redundancies across the LFI in a global manner. We use a hierarchical light field compression approach to capture the redundancies in a global fashion and then apply phase shifted motion compensation to various levels of the hierarchy. We apply motion compensation to all the levels of the hierarchy by selecting a set of reference frames at each level, creating a new motion-compensated hierarchy. The tree structure computed in the underlying hierarchical scheme is maintained after applying motion compensation at each level. After motion compensation, the amount of data in the levels of the hierarchy is reduced by a significant factor leading to a higher compression rate. We also a present simple and fast scheme to decompress the light fields and use them for interactive rendering on commodity GPUs. The main contributions of our approach include:
(1) A novel compression approach combining two different schemes (motion-compensation and hierarchical schemes) for LFI compression to achieve better compression performance (Section-3); (2) New phase shifted motion-compensation technique suitable for the properties of the images computed in the hierarchy (Section-4); (3) A hybrid compression scheme (HMLFC) that provides many benefits including random access, progressive decoding, and parallel decompression on commodity hardware (Section-4).
Our compression algorithm, HMLFC, provides a 2-5× improvement in compression rate for similar compression quality compared to prior hierarchical schemes as well as motion compensation schemes that provide random access capability (Section-5). The decompression memory overhead and decompression time overhead due to our hybrid combination is minimal. We can render new views at a resolution of 512 × 512 using an NVIDIA GTX-980 at ∼200 fps (Section-5).
PRIOR WORK
In this section, we give a brief overview of prior work on light field rendering and compression algorithms.
Light Field Rendering
The plenoptic function describes the flow of light in space. Adelson & Bergen [Adelson and Bergen 1991] use the term plenoptic function (7D) to describe the light intensity (L) at any point (x, y, z) and orientation (θ, ϕ) in free space at any given time (t), and over a range wavelengths (λ) in the visible spectrum: L = P(x, y, z, θ, ϕ, t, λ).
Levoy & Hanrahan [Levoy and Hanrahan 1996] and Gortler et al. [Gortler et al. 1996 ] describe a low-dimensional (4-D) form of the plenoptic function, called light field as a set of outgoing light rays from a static object or scene. Levoy & Hanrahan [Levoy and Hanrahan 1996 ] use two parallel planes described by (u, v) and (s, t), a two-plane parameterization, to describe the 4-D function. Several other low-dimensional parameterizations such as the spherical [Ihm et al. 1997; Overbeck et al. 2018] or the unstructured [Davis et al. 2012] have been proposed to describe and capture the plenoptic function. In all the parameterizations, the light rays are captured by densely sampling 2-D camera images from multiple viewpoints around the scene. New views from arbitrary positions in space are generated by interpolating the captured light rays (pixel values). High sampling rates (orders of tens of thousands) are required to achieve photo-realistic reconstructions, which need huge amounts of data to store the captured images [Chai et al. 2000 ].
Light Field Compression
A large amount of image data is needed for LF rendering and it creates a bottleneck for interactive applications. LF compression schemes are used to transmit and store LFI for rendering. JPEG Pleno [Ebrahimi et al. 2016] has been launched by the JPEG standards committee with the goal of establishing standards for the broader adaptability of 4D LF applications. Several compression schemes have been proposed to handle the image data problem in LF rendering. We categorize the existing schemes into two types: hierarchical compression schemes, which apply image transformations and image manipulations (wavelet, image warping, and arithmetic manipulations) to the original LFI and build hierarchical structures that exploit redundancies; motion compensated compression schemes, which use standard techniques similar to MPEG video compression (motion vectors) or disparity compensation to capture redundancies. In addition to these two categories, Levoy & Hanrahan [Levoy and Hanrahan 1996] use vector quantization (VQ) to compress the LFI using a 4D dictionary. The compression rates attained using VQ are around 10:1 to 20:1. A survey of compression schemes for LFI is presented in Viola et al. [Viola et al. 2017] .
Motion-Compensated Compression Schemes:
We further categorize motion compensated schemes into two sub-categories: high efficiency schemes, which provide very high compression ratios without random access properties and random access schemes, which enable interactive rendering by allowing random access to the pixel values of the LFI. High-efficiency schemes: The primary approaches in LFI compression adopt methods similar to image and video compression methods. These approaches apply techniques such as motion-vector compensation, domain transform (DCT, wavelet), and image-warping to exploit redundancies among the LFI. In the case of two-plane 4D parameterized LF, the light rays are sampled using uniform camera motion between adjacent samples. Using this observation, Girod et al. [Girod et al. 2003 ]; Jagmohan et al. [Jagmohan et al. 2003 ]; and Magnor & Girod [Magnor and Girod 2000] describe methods that use a single disparity value instead of a pair of motion-vector values to encode the LFI predictively. The compression ratios achieved are close to 100:1 to 200:1. Moreover, these methods do not provide random access capabilities. Very high compression efficiency schemes that provide compression ratios of 100:1 to 1000:1 have been proposed [Chen et al. 2018; Liu et al. 2016; Perra and Assuncao 2016] . In Liu et al. [Liu et al. 2016] , the grid of LFI is first processed to arrange them in sequential order to get an optimal pseudo-temporal ordering that maximizes when compressed using HEVC encoding. Chen et al. [Chen et al. 2018] process the LFI using predictive and image-warping methods from which from a small set of key-views are selected and the rest of the LFI are predicted using the key-views. After the pre-processing, the images are temporally ordered using the method in Liu et al. [Liu et al. 2016] and then compressed using HEVC. Techniques that use additional information about scene geometry and characteristics in addition to image-warping techniques are presented in Chang et al. [Chang et al. 2006] . Image homography is used to warp the LFI onto a fixed set of reference images to find redundancies in Kundu [Kundu 2012 ], yielding compression rates of 10:1 to 50:1. Although some of the above methods provide large compression ratios, they fail to address the problems of random access and heavy memory consumption for interactive rendering. These methods are efficient for transmitting and streaming LF data over the internet but require the entire LF to be decoded for rendering.
Random Access schemes: The method in Zhang & Li [Zhang and Li 2000] is the first approach that uses motion compensation and provides random access capabilities for LFI compression. They describe a multi-reference, frame-based motion compensation approach that provides compression ratios of 80:1. Overbeck et al. [Overbeck et al. 2018 ] present a scheme for compressing 360°panoramic light fields captured using their LF capturing system. They achieve compression ratios of 40:1 to 200:1 on the complex panoramic LFI datasets.
Hierarchical Compression Schemes:
Peter & Straßer [Peter and Straßer 2001 ] present a 4D wavelet hierarchical scheme for compressing LF that provides random access. This method uses 4D Harr wavelets to transform the LFI into wavelet coefficients and organizes the coefficients into a tree structure. They attain compression rates of 20:1 to 40:1 and their method makes assumptions about the scene captured in the light field. Pratapa & Manocha [Pratapa and Manocha 2018 ] present a hierarchical compression scheme that is based on computing representative and residual views at each level of the hierarchy to exploit redundancies across the LFI. The top-level images of the hierarchical tree capture the redundant common details among the LFI and the other levels of the tree store the low-level, high-frequency details of the LFI. Their method obtains compression rates of 20:1 to 200:1, provides random access to the compressed stream, enables progressive decompression, and supports fast hardware decoding. Magnor & Girod [Magnor and Girod 1999 ] describe a hierarchical predictive-based encoding scheme using disparity maps. In Magnor & Girod [Magnor and Girod 1999] , an explicit hierarchical tree is not constructed, but a hierarchical relationship among the LFI is established by iteratively dividing the LFI into sub-quadrants. This method provides compression rates of around 400:1, but it does not provide random access capability for interactive rendering.
MOTION COMPENSATION & HIERARCHICAL COMPRESSION: COHERENCE
In this section, we present high-level descriptions of motion compensation and hierarchical compression methods for LFI that provide random access. We discuss the advantages and limitations of each of these approaches and motivate the design of our hybrid compression scheme. In the following discussion, we assume 4D two-plane parameterization, though our approach can be extended to other LF parameterizations.
For a set of light field images captured using two-plane parameterization, redundancies are present across all the captured LFI. The amount of coherence between two captured light field images varies based on the distance between the actual image capture points in the space. Adjacent light field images exhibit higher coherence, while far off images exhibit lesser coherence. We refer to the coherencies that are commonly present across the entire LFI as global coherencies. We refer to the coherencies present across the adjacent images of the LFI as local coherencies. An example of LFI highlighting local and global coherencies is highlighted in the suppl. material (Section 3).
Motion Compensation Methods
We use the following terminology to give an overview of prior motion compensation schemes used for LF compression. Reference Images: The set of images selected from the original LFI that are encoded independently, using standard compression schemes and used as the reference set for encoding the rest of the images in the LFI in the motion compensation schemes.
Predictive Images: The set of images from the original LFI that are associated with a reference image and are encoded using motion compensation techniques.
At a high level, motion compensation schemes start by selecting a subset of frames from the LFI as reference images. The process of selecting the reference images varies depending on the exact compression scheme, as discussed in Section 2. Once the reference images are selected, the rest of the LFI are marked as predictive images. Each of the predictive images is associated with a reference image and encoded using motion compensation. The predictive images are divided into non-overlapping rectangular blocks, and each block of pixels is predicted (computed as difference) from the reference image using a pair of motion vectors. Motion compensation schemes typically use an exhaustive search over a large region in the reference image to minimize the residual difference for each block in the predictive images. Therefore, they compute the redundancies between a given reference image and the associated predictive images very efficiently using an exhaustive search.
The LFI exhibit a large amount of coherence across all the LFI captured. Motion compensation schemes capture local coherencies effectively using exhaustive search. Although the motion compensation schemes exploit local coherencies (reference and predictive image sets) of the LFI efficiently using an exhaustive search, they fail to capture the redundancies present across the entire LFI in a global fashion (e.g., coherencies across grids in Fig 2) .
Hierarchical Methods
We use the following terms to present an overview of the hierarchical approach: Parent Images & Child Images: The new sets of transformed images computed using image manipulations and transformations from the original LFI in hierarchical compression schemes. The new sets of transformed images are parent image sets and children image sets forming hierarchical relationships between the sets, creating a hierarchy.
Hierarchical schemes use image manipulation and transformation techniques on the LFI to compute a new set of images capturing the redundancies across the entire LFI. The new set of transformed images is partitioned into two subsets, parent images and child images, Fig. 1 . Overview of our HMLFC compression pipeline: The compression pipeline consists of different stages. In the first stage, a hierarchical compression scheme is applied to LFIs to compute levels of new, transformed parent and child images. In the next step, all the levels of the computed hierarchy are processed using a motion compensation scheme to compute a new motion-compensated hierarchy. In the final stage, the motion compensated hierarchy is further processed and encoded to generate the compressed bit stream.
creating a hierarchy. The image manipulation and transformations (wavelet transforms, image warping, image filtering, and arithmetic manipulations) used to compute the new set of images and the exact parent-child relationships depend on the particular compression scheme. Typically, the parent images capture the common redundant details across the LFI and the children contain image specific low-level details of the LFI. The parent subset is further processed recursively to compute the next level of the hierarchy.
The primary advantage of hierarchical methods is that they capture the global coherencies across distant images of the LFI, which the motion compensation schemes fail to capture. Due to the lack of an exhaustive search for redundancies, the global redundancies that are encapsulated in the parent images are limited by the image transformation and manipulation techniques employed in the compression scheme. Figure 2 (b) shows a high-level overview of a hierarchical LFI compression scheme.
Challenges in the Hybrid Approach
Our goal is to develop a hybrid scheme that captures the benefits of motion compression schemes in terms of local coherency and hierarchical schemes in terms of global coherency. We design a hybrid approach that is based on applying an additional layer of motion compensation to a hierarchical representation. To obtain good compression rates and provide random access capabilities, we need to address these issues:
(1) Once the redundancies across the LFI are captured globally, the properties of the parent and children images computed using a hierarchical scheme differ significantly from the properties of typical images or original LFI. To effectively capture the local coherency, we need new motion compensation schemes to account for the properties of the transformed images in the hierarchy for achieving further compression. (2) The resulting motion compensation scheme should conserve all the properties and benefits of the underlying hierarchical scheme, including the hierarchy structure and random access capability. (3) The overhead of the additional costs of decompression after an additional layer of motion compensation should be minimal.
OUR METHOD: HMLFC
In this section, we describe our novel hybrid compression algorithm that captures local and global coherency and addresses the challenges highlighted above.
Overview
To tackle the limitations of the motion compensation methods and hierarchical methods, we combine both approaches to capture redundancies in both global and local fashion, resulting in better compression rates. In other words, we first apply a hierarchical approach to the LFI gathering all the global coherencies, then apply an additional layer of compression to the images at each level to capture remaining redundancies using motion compensated search.
Exploiting Local and Global Coherence
Our approach (HMLFC) uses a hierarchical motion compensation scheme to capture the redundancies present across the entire set of LFI in a global fashion (global coherence). Next, we treat the parent images and each of the children subsets at all levels computed from a hierarchical scheme as separate subsets of images. Our goal is to apply motion compensation methods to each of the subsets independently and design a new scheme that exploits the properties of these subsets. The application of motion compensation on the children and parent subsets further exploits the local redundancies (local coherence) efficiently by using the exhaustive search that the hierarchical methods fail to exploit. The decoding properties (random access, progressive decoding, and hardware decoding) of our hybrid approach depend mainly on the underlying hierarchical scheme used for computing the hierarchy and the motion compensation scheme. In the following section we present the overview of the underlying hierarchical scheme and the details of the compression and decompression of our hybrid approach.
RLFC: Hierarchical Compression Scheme
We choose the RLFC hierarchical compression algorithm described in Pratapa & Manocha [Pratapa and Manocha 2018] because it provides random access to the compressed data and allows hardware decompression. In addition to RLFC, we use a novel motion compensation scheme on the levels of the hierarchy. We maintain the random access property of RLFC after this motion compensation step. In RLFC, the LFI are clustered based on the spatial locations of the samples. For each of the clusters, a new image referred to as the representative key view (RKV) is computed by filtering all the image samples in the clusters. The RKV images encapsulate common details among all the images in a given cluster, and the set of RKVs from all the clusters forms a new level (parent images) in the hierarchy. After computing the new level of RKVs, the differences between the RKV and the images in the corresponding cluster are computed. The difference images are referred to as sparse residual views (SRV) and the new set of SRVs are the child images in the hierarchy. The SRVs are high-frequency images that contain the specific low-level details of the images that are not captured in the RKVs. This process is recursively implemented on the new RKVs until the tree height reaches a user-set level. We refer the readers to Pratapa & Manocha [Pratapa and Manocha 2018] for exact details of the hierarchy and tree structure computed in RLFC.
Notation: We use the following notation for explaining the approaches: R i denotes the i t h reference image in the motion compensation methods; P k i denotes the k t h predictive image associated with R i in the motion compensated methods; (x, y) denotes the motion vector pair in the motion compensation schemes; B P k i denotes a block of pixels in the k t h predictive image; B xy R i denotes a block of pixels for motion vectors (x, y) in the reference image R i ; ∆ represents the prediction residual error computed between the reference block and the predictive block.
Phase-shifted Motion Compensation
As shown in Fig. 3 (left) , the SRV images exhibit significant local coherency at each level of the hierarchy. The SRV images are computed as the difference between RKV images at a given level and images in the level below. Due to the difference computation, the pixels in the SRVs have both negative and positive intensity values.
The negative and positive pixel intensity values correspond to the inversions of pixel intensity values across the SRV image signals at a given level. We refer to these inversions as phase-shifts in the SRV image signals. We present a new phase-shifted motion compensation to capture local coherencies in the levels of the hierarchy. These phase shifts in the SRV image signals need to be accounted while applying motion compensation to the SRV images. More details about the phase shifts that occur in the SRV images are presented in the suppl. material, Sec-1.
For a selected SRV reference image R i at any given level, let {P 0 i , P 1 i , .., P n i } denote the set of predictive SRV images associated with R i . Each block (B P k i ) in the predictive P k i is motion compensated by searching over a large search window W in the reference SRV image R i using a pair of motion vectors (x, y). We include the phase shifts in our motion prediction scheme by computing two residual errors for each block (number of pixels in a block: N ) as follows:
For a given pair of motion vectors (x, y), we compute a subtractive prediction residual error ∆ xy − and an additive prediction residual error ∆ xy + to include possible phase shifts between the reference image and the predictive images in a given region.
The minimum subtractive prediction residual error ∆ − and the minimum additive prediction residual error ∆ + are computed for each block (B P k i ). (x − , y − ) and (x + , y + ) are the motion vectors corresponding to the minimum prediction residuals. The final motion prediction residual error ∆ and the corresponding motion vectors are computed as follows:
Next, we perform a replacement step in which the original pixel values in the block B P k i in the predictive SRV image (P k i ) are replaced with predictive residuals of the block. The replacement step modifies the SRV images in the original RLFC tree and computes a new HMLFC tree, but the tree structure and the hierarchy remain exactly the same as the original RLFC tree. Figure 3 shows the predictive residual SRV images after applying our phase inclusive motion compensation. The predictive residual SRV images computed after motion compensation are much sparser than the original SRV images. Therefore, the predictive residual SRV images can be compressed more significantly without quality loss, resulting in better compression rates. A zoomed-in (16X) visual comparison between It is evident that SRV images are visually similar to each other and exhibit a lot of coherency between them. We exploit the redundancy by applying motion compensation to achieve further compression. (right) The SRV image cluster is shown at left after applying motion compensation. The reference image is highlighted in red, and the rest of the images are residual difference SRV images after motion compensation. Compared to the original SRV images, the residual difference SRV images are sparser leading to significantly better compression rates.
an original SRV image and the corresponding predictive residual SRV image after motion compensation is shown in suppl. material, Sec-5.
Compressing HMLFC tree
YCoCg [Malvar et al. 2008] color space is used in our implementation to decorrelate the RGB color channels and the chroma channels are sub-sampled. The dynamic range (number of bits to store pixels) of the pixel values is adjusted accordingly to avoid any loss of information due to transformations. The hierarchy computation and motion compensation are performed separately on all the channels. After the motion compensation, the top-level RKV images of the hierarchy are similar to the standard images (RGB) and are compressed using JPEG2000 in the lossless mode.
The compression rate and compression quality of the scheme are controlled by encoding parameters set as user-input to the compression method. The main encoding parameters in the RLFC scheme are tree height, block size, and block thresholds. In addition to the three encoding parameters another important encoding parameter is search window size used in the phase-shifted motion compensation to perform the exhaustive search. The SRV images at all levels of the hierarchy are divided into block size non-overlapping rectangular blocks and motion compensation is applied to all the blocks as described in the previous section.
After applying the motion compensation to the hierarchy and computing the HMLFC tree, SRV images (both residual difference SRVs and reference SRVs) are thresholded to discard insignificant data based on the two block thresholds set as encoding parameters. For each block in the SRV images, an energy value is computed by summing up the absolute values of the pixels in the block. If the energy is less than the user set threshold the block is marked as insignificant and not stored in the final compression. Due to motion compensation, any losses introduced in the reference SRVs due to thresholding gets propagated to the associated predictive SRVs. To avoid that we use two independent block thresholds for thresholding the motion compensated residual SRVs and reference SRVs.
Bounded Integer Sequence Encoding
In the construction of the hierarchy, we need to perform lossless integer computations, and the final pixel values in all the images of the hierarchy are integer values. BISE [Nystad et al. 2012 ] presents an efficient way of encoding a sequence of integer values within a fixed range [0, N − 1] and allows for fast random access decoding in constant time with minimal hardware. The straightforward solution for allowing fast hardware random access to the sequence of integers as bit strings of their corresponding binary representations. However, this solution is only optimal when N is a power of two because it uses log 2 N bits to store the integer values equivalent to the information present in each integer value. Besides the simple case when N is a power of two BISE provides an efficient encoding that is close to the information theoretic bounds for other ranges of N . The significant blocks in the SRV images after thresholding in the HMFLC tree are encoded using BISE. The resulting formulation is easily supported by the hardware and provides lossless computations.
Compressed Stream Structure
We further process and compress the HMLFC tree and the additional motion vector values computed from the motion compensation step. The HMLFC tree is linearized using breadth-first search (BFS) traversal indexing all the SRVs in the traversal order starting from the top of the tree. The BISE compressed blocks of the SRV images in the tree are arranged in the same BFS linearized order and appended to the compressed stream. To maintain fast random access property, we extend the application of BISE to encode the motion vector values. Compressing motion vectors using BISE also preserves the fast hardware decompressible property of our stream.
Decompression
4.8.1 Decoding Procedure: Decoding a block of pixel values from a particular location from the LFI consists of two main steps: (1) Decoding the blocks from the HMLFC hierarchy using tree traversal; (2) Applying motion re-compensation for the motion compensated blocks. At first, the top-level RKV images are decoded and stored in memory. To decode a block of pixels, we use tree traversal procedure and collect the required BISE compressed SRV blocks from the top level to the bottom level. Using the block indices, we infer whether a block belongs to the predictive SRV images in the hierarchy. The original SRV blocks are computed from the predictive residuals and reference SRV images using motion re-compensation. The motion vector values for the corresponding block are decoded from the random accessible BISE compressed motion vector stream. The final pixel values are computed by combining the SRV pixel values with the corresponding top-level RKV pixel values.
Decompression Memory Overhead:
The pixels from the reference SRV images are necessary during decoding to perform the additional motion re-compensation step. To avoid the additional time required for decoding the reference SRV pixels, at the start of the decompression, the reference SRV images at all the levels are decoded and loaded into the memory. The SRV images in the hierarchy are highly sparse in terms of the pixel distribution present in the images (Fig. 3) . We use a sparse matrix representation [Neelima and Raghavendra 2012] to store the decompressed reference images in the memory while rendering. The sparse matrix representation reduces the additional run-time memory overhead required for the motion re-compensation step to decode a given block of pixels. Although there is a minor time overhead in reading the pixels from sparse matrices, the overhead is much smaller than the time required for decoding the reference SRV pixels for motion re-compensation. The size of the additional memory overhead depends on two factors: One of them is a user-set encoding parameter such as the number of levels in the hierarchy and number of reference images in each level. The second factor is the sparsity of the SRV images which depends on details of the scene captured in the light field images.
Decompression Time Overhead:
The additional layer of motioncompensated step on top of the hierarchy requires decompression and results in additional decompression overhead. This includes tree traversal decoding operations needed to retrieve a block of pixels. Furthermore, the HMLFC algorithm performs three additional basic operations: (1) Bit manipulations required to decode the corresponding motion vectors; (2) Loading the bytes of data (pixels) from the reference image in memory into the registers; (3) Performing arithmetic operations to compute the motion re-compensated block. In terms of these additional operations required to decode a block of pixels, only the memory load operations are slightly more expensive. In our parallel GPU decoding implementation and experiments (Sec. 5), we noticed this overhead to be minimal.
Random Access for Interactive Rendering:
Random access to the pixel values in the HMLFC tree is guaranteed by the tree traversal decoding operations described (Section 4.8.1). To decode a required pixel value, a block of pixel values corresponding to the required pixel value is decoded. Following that, only the motion vectors corresponding to the predictive residual blocks are retrieved from the BISE compressed motion vector stream. Only a part of the compressed stream is decoded to retrieve required blocks of pixels and the corresponding motion vector values, while the rest of the compressed stream remains intact. Our method also supports parallel decompression of different pixel values from the compressed stream enabling fast GPU decoding. To retrieve a single pixel value of LFI using our decoding, a block of pixel values are decompressed. As a block of pixels are decoded, our method benefits any LF rendering scheme by providing fast access to neighboring pixels for interpolation to compute new views. A set of new views computed for different camera positions and for given LF geometry are shown in suppl. material Sec-8 2 .
Compression Analysis
We identify two primary properties of the LFI that affect the final compression rate of our method, and we briefly discuss their relationship with the encoding parameters used in our approach.
(1) Distance between the captured light field image samples; (2) Details of the scene captured in the light field. Table 1 . The compression computed using our HMLFC algorithm and the quality for several LF datasets from the Stanford light field archive. All the image samples are 24-bit color RGB images. For a similar PSNR quality, the compression rate varies for each LF depending on the details of the scene recorded in the LF. Fig. 4 . We compare HMLFC with RLFC and motion compensation schemes in terms of compression rates (bpp) for several datasets. The datasets are compressed to have a similar compression quality for each of the methods in comparison. Overall, HMLFC improves the compression rate by a factor of ∼ 2 − 5×, compared to prior schemes.
As the distance between the light field samples increases the disparity for a real-world scene point in the pixel space of the adjacent light images also increases. The RKVs are computed as weighted filtering (pixel-wise) of the close light field images; as the disparity gets higher, the correlation between the same pixels decreases. As a consequence, the redundancies captured in the RKVs decrease leading to a decrease in the sparsity of the SRV images and more additional redundancies across the SRV images in a given level of the hierarchy. As a result, for a fixed search window size, as the sampling distance between LFI increases, the resulting bit rate increases. For a scene with extensive details, the sampled light field images contain a lot of high-frequency components. In this case, even for a small capture distance between light field images due to the vast regions of high-frequency components, the resulting SRV images have low sparse regions with large intensity values. For a given block threshold, as the complexity of the scene increases, the resulting compression rate also increases as the number of significant blocks in the SRV images increases. However, the redundancies in the high-frequency components of the SRV images in a level can be captured using a motion compensated search.
EVALUATION & PERFORMANCE ANALYSIS
We present the results from the evaluation of our hybrid approach and analyze its performance on the Stanford LF archives [Levoy and Hanrahan 1996; Wilburn et al. 2005] . We use peak-signal-tonoise-ratio (PSNR) [Ohm et al. 2012] for quality comparison (suppl. material, Sec-5) and bits per pixel (bpp) to present the compression rates. We present a comparison of our hybrid method with RLFC [Pratapa and Manocha 2018] and a motion compensation scheme that enables random access in terms of compression rates and compression quality. The motion compensation scheme is implemented based on Zhang & Li [Zhang and Li 2000] .
In Table 1 , the compression rates and PSNR values are shown for different datasets from the Stanford LF archive. For a similar PSNR quality,the compression rates vary from 0.029 bpp to 0.68 bpp due to the variation of the details captured in the scenes of the datasets. The encoding parameters are varied across the datasets to achieve a similar compression quality. Figure 4 shows the comparison of compression rates for several datasets for similar compression quality (variation in PSNR quality 0.5 − 1.5 dB) for different methods. In some datasets (Bunny, Amethyst, Jelly Beans) RLFC provides similar or better compression than motion compensation. In other datasets (Lego Knights, Tarot Cards) with complex and high-frequency details, we notice that the motion compensation scheme provides better compression rates. We notice that by combining both approaches, HMLFC achieves better compression in both cases. HMLFC improves the compression rate by ∼ 2 − 5× compared to RLFC for datasets where RLFC provides better compression rates. For other datasets with complex and highfrequency details, HMLFC improves the compression by ∼ 3 − 5× compared to RLFC and improves the compression by ∼ 2 − 3× over motion compensation schemes.
We analyze the rate-distortion properties of HMLFC by varying the following encoding parameters: block size, block threshold, and search window size. Table 2 shows the variation of the compression rate and resulting quality with a change in the block size. Increasing the block size with a fixed block threshold causes a decrease in the thresholding errors, which results in an increase of PSNR and bpp. Figure 5 shows the effect of varying the window size on the compression rates and compression quality. As the search window size increases, the predictive blocks find better matching blocks in the reference images resulting in a sparser predictive residual. The increase in sparsity of the predictive residuals leads to a reduction in the compression rate. Better matching blocks in the reference images lead to better compression quality and an increase in the PSNR. The coherency between the predictive blocks and reference images is limited to only a certain local region and is diminished beyond a certain search window size. As the window size gets larger than a certain range, we notice that the compression rate and compression quality become saturated. If the spatial distance between the sampled light field images is large, we notice a large benefit in terms of compression (Tarot, Bracelet) as the search window size increases. The results of varying the search window size agree with the compression analysis presented in Section-4.8.
As estimated in the compression analysis in Section -4.8 and, as presented in Table 1 as the details of the contents captured in the scene (example images of the dataset are shown in suppl. material, Sec-2) increase we notice an increase in the bit rate. Table 2 . The effect of varying the block size on the compression rate and quality is highlighted. Increasing the block size for a fixed block threshold reduces the total number of thresholding errors, resulting in an increase of bit rate and PSNR. The block threshold is set to 75, the search window size is set to 16, and the tree height is set to 3.
field images. The compression rate on the dataset with the larger sampling distance is 0.68 bpp for a PSNR of 40.3 dB; on the dataset with smaller sampling distance it is 0.47 bpp for a PSNR of 40.2 dB. The variations of compression quality with compression rate for both HMLFC and RLFC are shown in the Figure 6 . The ratedistortion for both methods is computed by varying the block threshold. We notice that for different ranges of PSNR, HMLFC achieves better compression compared to RLFC. Visual quality comparison between RLFC and HMLFC is shown in Figure 7 . The encoding time using our current single-threaded implementation required for compressing varies from 30-90 minutes depending on the input size of the LFI and resolution of the LFI. More compression evaluations of HMLFC (in comparison with RLFC) on datasets Heidelberg LF benchmark [Honauer et al. 2016] in suppl. material, Sec-6. Novel views not present in the original LFI computed for new camera viewpoints are presented in suppl. material, Sec-8.
Decompression Analysis: We have implemented a GPU LF rendering (more details in suppl. material, Sec-7) using a basic ray-tracing method to test the implementation of our decompression scheme on an NVIDIA GTX-980. We tested the decompression scheme on the Lego Knights dataset compressed using the following encoding parameters: block size 4, tree height 3, search window size 16. Our method takes 3 − 8 milliseconds to generate frames at resolution 512 × 512, depending on the number of blocks decoded per frame. The resulting average frame rate for rendering new views is ∼ 200 fps. The average frame rate to render new views at resolution 1024 × 1024 is close to ∼ 160 fps. Although HMLFC involves few additional steps in decoding a block of pixels, it achieves similar frame rates as RLFC. We speculate that the decompression of RLFC is bottle-necked on the number of memory operations required to perform the decoding of a block. The inclusion of a few additional memory operations to perform the extra step of motion re-compensation for decoding HMLFC is negligible on the overall rendering performance. The decompression memory overhead to store the sparse matrix representation of the reference images while rendering is ∼800 KB in the Lego Knights dataset. @inproceedingsLFHeidelberg16, title=A dataset and evaluation methodology for depth estimation on 4d light fields, author=Honauer, . The variation of compression quality with bit rate is highlighted for HMLFC and RLFC. HMLFC provides better compression rates for all the datasets over a range of PSNR values. The block size is set to 4, tree height is set to 3, and the search window size is set to 16.
Katrin and Johannsen, Ole and Kondermann, Daniel and Goldluecke, Bastian, booktitle=Asian Conference on Computer Vision, pages=19-34, year=2016, organization=Springer
CONCLUSIONS, LIMITATIONS & FUTURE WORK
Conclusions: We present a novel hybrid compression scheme that combines two prior compression methods, hierarchical schemes and motion compensation schemes, to encode LFI. Our approach captures the local and global coherencies in the LFI and improves the compression rate by a factor of ∼ 2 − 5× without any significant loss in the compression quality. Our scheme provides random access capability and can be used for interactive rendering on current GPUs. We have highlighted its benefits on standard benchmarks and observe compression rates of 30 − 800× with a PSNR of 40 − 45 dB. Limitations: Our approach has some limitations. The primary limitation of the hybrid approach is in designing a suitable motion compensation scheme for the transformed images in the hierarchy. Without proper motion compensation suitable for the underlying hierarchy the benefits, from the hybrid combination might be limited. Another limitation of our method as pointed out in the results (Sec -5) is that the compression rate is dependent on the distance between the light field images in the light field samples. In the case of light fields captured with a sparse sampling rate, the performance of our compression scheme is reduced. The current GPUD decoder for our compression scheme is not optimized in terms of the memory operations required for decoding.
Future Work: In the current implementation, we use per-pel motion compensation, i.e., a search for a matching block is performed at a pixel level. Using sub-pel motion compensation, i.e., sub-pixel level motion compensation to search for a matching block using bi-linear interpolation methods could provide better compression rates. We have implemented the hybrid approach for one specific hierarchical scheme (RLFC), and we would like to extend and test our hybrid approach for other hierarchical compression schemes that allow random access (e.g., Peter & Straßer [Peter and Straßer 2001] ). Adding depth information to the light field pixel data improves the rendering quality by a significant factor and provides more parallax. Extending our approach to compress depth information alongside image data is also a good direction for future work. Also, using motion compensation vectors for parallax correction to reduce artifacts during LF rendering may be possible. Our current implementation focuses on 4D two-plane parameterization of the light fields; in the future, we would like to extend our compression approach to more complex parameterizations such as spherical [Ihm et al. 1997] , panoramic [Overbeck et al. 2018] , and unstructured LF [Davis et al. 2012] . Our current implementation for encoding LFI is single threaded and slow. The encoding speed can be improved by a factor with a mutli-thread and parallelized implementation on the CPU or the GPU. Fig. 7 . We show a zoomed in comparison between decoded images from the different schemes. A small region of size 32 × 32 marked in red box is selected and scaled upto 512 × 512 for visual quality comparison. The PSNR and bpp values for each of the methods are mentioned in the figure. For same PSNR values We find no additional visual degradation in HMLFC compared to RLFC and motion compensation. The factor of improvement of HMLFC over RLFC is highlighted in the bracket.
