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THE PARAMETRIC SHORTEST AND CLOSEST VECTOR PROBLEMS
TRISTRAM BOGART, JOHN GOODRICK, AND KEVIN WOODS
Abstract. We show that parametric versions of the shortest vector problem (SVP) and closest vector prob-
lem (CVP), in which the lattice bases are given by polynomials in Z[t], have solutions which are eventually
quasipolynomial in t: that is, there are formulas which are piecewise polynomial in t (for sufficiently large
t), such that each piece is given by a congruence class modulo a period.
1. Introduction
This paper addresses the following two related questions:
Question 1.1. Suppose that f1(t), . . . , fn(t) ∈ Z[t]m are n integer vectors in Zm whose coordinates vary
according to polynomials in Z[t], where t ∈ N.
(1) What type of function u : N→ Zm can we obtain that selects a shortest nonzero vector in the lattice
Λt spanned by f1(t), . . . , fn(t)?
(2) Suppose x(t) ∈ Q(t)m is another parametric vector. What type of function u : N → Zm can we
obtain that selects a vector in Λt which is as close as possible to x(t)?
If the vectors f1, . . . , fn and x do not depend on t, then finding solutions u in (1) and (2) are the famous
Shortest Vector Problem (SVP) and Closest Vector Problem (CVP), respectively. To get a feel for how
solutions u(t) to the parametric SVP might look, let’s consider a few examples. If f1(t) = (t, 2) and
f2(t) = (1, t
2), then a shortest nonzero vector in Λt is u(t) = (t, 2) for all t ≥ 3 but something else for
t = 0, 1, 2. That is, a formula for u(t) might only stabilize eventually, after finitely many exceptional values.
If f1(t) = (3, 0) and f2(t) = (2t, 1), then a shortest vector in Λt is
u(t) =

(0, 1) if t ≡ 0 (mod 3),
(−1, 1) if t ≡ 1 (mod 3),
(1, 1) if t ≡ 2 (mod 3).
That is, a formula for u(t) might depend on the congruence class of t modulo a period.
In this paper we give an answer to Question 1.1, showing that these above examples yield the only
complications in formulas for u(t). To be precise, our solution to the parametric SVP is:
Theorem 1.2. Let Λt = SpanZ{f1(t), . . . , fn(t)} ⊆ Z[t]
m. Then for all sufficiently large values of t ∈ N, a
shortest nonzero vector u(t) ∈ Λt can be produced by a formula
u(t) = gi(t), if t ≡ i (mod N)
for fixed N ∈ N and g0, . . . ,gN−1 ∈ Q[t]m.
A vector-valued function u : N → Zm of the form given in Theorem 1.2 is called eventually quasi-
polynomial or “EQP” for short. (It is quasi-polynomial if the formula holds for all t ∈ N, not just for t
sufficiently large.)
The answer to part (2) of the question is the same:
Theorem 1.3. Let Λt = SpanZ{f1(t), . . . , fn(t)} ⊆ Z[t]
m, and let x(t) ∈ Q(t)m. Then there exists u : N →
Zm with EQP coordinates such that u(t) is a vector in Λt that is closest to x(t).
In proving both Theorem 1.2 and Theorem 1.3, we adapt the classical LLL reduction algorithm from [11]
to the parametric case. In particular, we obtain the following result, which may be of independent interest:
Theorem 1.4. Let Λt = SpanZ{f1(t), . . . , fn(t)} ⊆ Z[t]
m. Then there exists an eventually LLL-reduced
basis {g1(t), . . . ,gn(t)} of Λt all of whose elements have EQP coordinates.
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1.1. Context and methods. The SVP has a long history going back at least to Gauss [9], who gave a
formula for n = 2 dimensions. If we only need a solution to SVP which is approximately correct within a
factor of 2n/2, then the well-known polynomial-time “LLL-algorithm” of Lenstra, Lovász, and Lovász works
[11]; we will have much more to say about this below. Van Emde Boas showed that both SVP with respect to
the L∞-norm and CVP with respect to the Euclidean norm are NP-hard [14], and conjectured that SVP with
L2 is NP-hard, although to our knowledge this question remains open today. Henk [10] showed that SVP is
polynomial-time reducible to CVP, and Ajtai has proved that SVP is NP-hard under randomized reductions
[1]. See also [12] for some more recent discussion of the somewhat delicate complexity issues here. It is also
notable that Ajtai and Dwork [2] have developed a public-key cryptography system which is provably secure
if in the worst case unique-SVP (a closely related problem) has no probabilistic polynomial-time solution.
Many previous papers have noted that EQP functions are useful for counting and specification problems
related to integer programming and properties of lattices. For example, Calegari and Walker gave EQP
formulas for the vertices of integer hulls of certain families of polytopes presented as convex hulls of vectors
parameterized by rational functions [6]; Chen, Li, and Sam showed that the number of integer points in
a polytope whose bounding hyperplanes are given by rational functions is EQP [7]; and Bobby Shen has
shown that solutions to integer programming problems parameterized by polynomials can be given by EQP
formulas [13].
The hope that parametric shortest and closest lattice vector problems might also have EQP solutions
came from considering one of our own previous results from [5]. To explain this, we need the following
generalization of the notion of a Presburger set from mathematical logic:
Definition 1.5. [15] A parametric Presburger family is a collection {St : t ∈ N} of subsets of Zm which
can be defined by a formula using addition, inequalities, multiplication and addition by constants from
Z, Boolean operations (and, or, not), multiplication by t, and quantifiers (∀, ∃) on variables ranging over
Z. That is, such families are defined using quantifiers and Boolean combinations of formulas of the form
a(t) · x ≤ b(t), where a(t) ∈ Z[t]m, b(t) ∈ Z[t].
Theorem 1.6. [5] Let {St} be a parametric Presburger family. Then:
(1) There exists an EQP g : N→ N such that, if St has finite cardinality, then g(t) = |St|. The set of t
such that St has finite cardinality is eventually periodic.
(2) There exists a function x : N → Zm, whose coordinate functions are EQPs, such that, if St is
nonempty, then x(t) ∈ St. The set of t such that St is nonempty is eventually periodic.
Corollary 1.7. Suppose St ⊆ Zm is a parametric Presburger family. Given c ∈ Zm \ {0}, there exists a
function x : N → Zm such that, if miny∈St c · y exists, then it is attained at x(t) ∈ St, and the coordinate
functions of x are EQPs. The set of t such that the maximum exists is eventually periodic.
Note that Λt = SpanZ{f1(t), . . . , fn(t)} is a parametric Presburger family, as is
St =
{
(y,x) : x ∈ Λt ∧ x 6= 0 ∧ ||x||1 ≤ y
}
,
where ||x||1 is the L1-norm,
∑m
i=1 |xi|. Therefore, if we wanted to minimize the L1-norm over the nonzero
vectors in a parametric lattice, we could apply Corollary 1.7 to St with c = (1,0), and we would already
be guaranteed that the minimum and the argmin are specified by EQP functions. More generally, if Λt is
a parametric lattice (or in fact any Presburger family), then minimizing any polyhedral norm will yield an
EQP, by the same reasoning. A polyhedral norm is defined by taking a full dimensional, centrally symmetric
polytope P , and defining ||x|| = min{t : x ∈ tP}. This includes L1 (P is the cross-polytope) and L∞ (P is
the cube).
However, it is not clear (to us) how Theorem 1.6 could be applied to finding the shortest vector in the
Euclidean norm: parametric Presburger families require formulas that are linear in the variables x. To the
best of our knowledge, this present paper is the first result in this area where a nonlinear setup still yields
EQP results.
Our solution to Question 1.1 is based on parametric generalizations of standard techniques for analyzing
integer lattices such as LLL reduction and Babai’s nearest plane method.
1.2. Outline of paper. This paper is organized as follows. First, in Section 2 we recall the original (non-
parametric) LLL algorithm for finding lattice bases which are “almost orthogonal” and whose i-th element
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approximates the i-th longest vector (up to a constant factor). In Section 3, we prove that there is a
parametric version of the LLL algorithm (Theorem 1.4), which constitutes the bulk of the paper. In Section
4 we quickly deduce from this that the shortest nonzero vector of a parametric lattice is EQP (Theorem 1.2)
and we adapt Babai’s nearest plane method to find an EQP formula for a closest lattice vector (Theorem 1.3).
2. Review of LLL-reduced bases
In this section, we will briefly review the “classical” (non-parametric) LLL basis reduction algorithm,
introducing some concepts and notation which will be used later in Section 3. Most of this section may
be skipped by the reader who already has expertise in this area, though we do establish some important
notational conventions (such as f∗1 , . . . , f
∗
n for the non-normalized Gram-Schmidt vectors corresponding to
the ordered lattice basis f1, . . . , fn)
To motivate LLL reduction, first observe that if we have an ordered lattice basis f1, . . . , fn for Λ ⊆ Zm
which happens to be both orthogonal and ordered by length, then the shortest vector problem is trivial
(select f1) and the closest vector problem is easy (project the vector onto the R-span of f1, . . . , fn, write
the new vector in this basis, and then round off coordinates to the nearest integer). Of course a lattice
may have no orthogonal basis, and one way to explain the usefulness of LLL-reduced lattices is that they
are approximately orthogonal and are approximately ordered by length (in a sense to be made more precise
below).
Our treatment of the LLL algorithm is based on Galbraith’s text [8, Chapter 17]. We begin with Gram-
Schmidt orthogonalization (Algorithm 1), reproduced directly from [8, Algorithm 24] except that we replace
R by an arbitrary field F which is formally real : that is, F can be made into an ordered field, or equivalently
a sum of squares of elements of F is 0 only if each of those elements is 0 (a hypothesis which guarantees we
will not divide by 0 at Step 5).
Algorithm 1 Gram-Schmidt algorithm without normalization
INPUT: {b1, . . . ,bn} in Fm
OUTPUT: {b∗1, . . . ,b
∗
n} in F
m
1: b∗1 = b1
2: for i = 2 to n do
3: v = bi
4: for j = i− 1 down to 1 do
5: µi,j = 〈bi,b
∗
j 〉/〈b
∗
j ,b
∗
j 〉
6: v = v − µi,jb
∗
j
7: end for
8: b∗i = v
9: end for
10: return {b∗1, . . . ,b
∗
n}
The two formally real fields over which we will apply the algorithm are Q and Q(t).
Remark 2.1. It is important that we do not use a variant of the Gram-Schmidt algorithm that normalizes
the output vectors. Normalization would require dividing by square roots of arbitrary elements of the field
F. Neither Q nor Q(t) contains such square roots.
Since we cannot apply Gram-Schmidt over a ring such as Z that is not a field, we can only ask for a
lattice basis that is approximately orthogonal. For applications it is also useful for the basis to consist of
short vectors and to be efficiently computable, for example in the following sense.
Definition 2.2. Let B = b1, . . . ,bn be an ordered basis of a lattice L ⊆ Zm and B∗ = (b∗1, . . . ,b
∗
n)
be the list of vectors in Qm obtained by applying the Gram-Schmidt algorithm without normalization to
(b1, . . . ,bn). For 1 ≤ j < i ≤ n, let µi,j =
〈bi,b
∗
j 〉
〈b∗
j
,b∗
j
〉 be the coefficients defined in the Gram-Schmidt process.
Let 1/4 < δ < 1. The basis is LLL-reduced (with factor δ) if the following conditions hold:
• (Size reduced) |µi,j | ≤ 1/2 for 1 ≤ j < i ≤ n.
• (Lovász condition) ‖b∗i ‖
2 ≥
(
δ − µ2i,i−1
)
‖b∗i−1‖
2 for 2 ≤ i ≤ n.
4 TRISTRAM BOGART, JOHN GOODRICK, AND KEVIN WOODS
To motivate our definition of LLL-reduced in the parametric context, we note that the Lovász condition
can be rewritten as
‖b∗i ‖
2
‖b∗i−1‖
2
+ µ2i,i−1 ≥ δ
for 2 ≤ i ≤ n. This version of the Lovász condition has a nice geometric interpretation: an elementary
calculation shows that the left-hand side of the inequality above is equal to ‖ci‖
2
‖b∗
i−1
‖2 , where ci is the projection
of bi onto the plane spanned by b
∗
i−1 and b
∗
i .
Why are LLL-reduced bases nice? Several reasons are given in [8, Chapter 17]:
Fact 2.3. ([8], Theorem 17.2.12) Suppose that B = b1, . . . ,bn is an LLL-reduced basis for a lattice Λ with
δ = 3/4. We recursively select vectors w1, . . . ,wn ∈ Λ and quantities λ1 ≤ λ2 ≤ . . . ≤ λn such that for each
i ∈ {1, . . . , n},
• λi = max{‖w1‖, . . . , ‖wi‖}, and
• if i < n then wi+1 is a shortest vector in Λ which is linearly independent from {w1, . . . ,wi}.
(So λ1 is the length of a shortest nonzero vector in Λ.)
Then:
• ‖b1‖ ≤ 2
(n−1)/2λ1;
• 2(1−i)/2λi ≤ ‖bi‖ ≤ 2
(n−1)/2λi; and
• det(Λ) ≤
∏n
i=1 ‖bi‖ ≤ 2
n(n−1)/4 det(Λ).
The last condition in the fact above can be thought of as showing that the basis is “almost orthogonal,”
as the volume of the lattice is close to the product of the lengths of the basis elements (within a constant
factor).
For our solution to the parametric Shortest Vector Problem below, the following result from [4] will be
useful:
Fact 2.4. Suppose that b1, . . . ,bn is an LLL-reduced basis for the lattice Λ with δ = 3/4, and λ1 is the
length of a shortest nonzero vector in Λ. Then for any u ∈ Λ such that ‖u‖ ≤ βλ1 (for any constant β ≥ 1),
if
u =
n∑
i=1
mibi,
then |mi| ≤ 3
dβ for any i ∈ {1, . . . , n}.
In particular, letting β = 1, we see that a shortest nonzero vector in Λ must have a representation with
coefficients |mi| ≤ 3
d.
For the Closest Vector Problem, Babai’s “nearest plane method” also gives an answer in the unparame-
terized case which is correct up to a constant factor:
Fact 2.5. [3, Theorem 3.1] If {b1, . . . ,bn} is an LLL-reduced basis for a lattice Λ ⊆ Zn with δ = 3/4, then
for any x ∈ Rn there is a lattice point w ∈ Λ such that
‖x−w‖ ≤ 2n/2−1‖b∗n‖.
Given these nice properties of LLL-reduced bases, it is important to know that they always exist:
Fact 2.6. (Lenstra, Lentra, and Lovász [11]) Every sublattice Λ ⊆ Zm has an LLL-reduced basis.
Since all lattice bases are equivalent up to unimodular transformation, we can state and apply the following
explicit consequence of Fact 2.6:
Corollary 2.7. If (a1, . . . , an) is any basis of Λ, then there exists a unimodular matrix U ∈ Zm×m such
that (b1 . . .bn) = U(a1 . . .an) is LLL-reduced.
The algorithm for reducing parametric lattices will make use of an adaptation of the “classic” LLL reduction
algorithm of Lenstra, Lenstra, and Lovász, so we will briefly review it here (Algorithm 2) and sketch the
proof of Theorem 2.6. All of the ideas are from [11], but we will follow the exposition of [8, Algorithm 25]
closely, except that we assume that the input vectors have integer coordinates. This implies that at every
step of the algorithm, the lattice basis vectors bi (in particular, at the end when they form an LLL basis)
are integer and the Gram-Schmidt vectors and the coefficients µi,j are rational.
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Algorithm 2 LLL algorithm with Euclidean norm (typically, choose δ = 3/4)
INPUT: {b1, . . . ,bn} in Zm, linearly independent over Q
OUTPUT: An LLL-reduced basis {b1, . . . ,bn} in Zm
1: Compute the Gram-Schmidt basis b∗1, . . . ,b
∗
n and coefficents µi,j for 1 ≤ j < i ≤ n
2: Compute Bi = 〈b
∗
i ,b
∗
i 〉 = ‖b
∗
i ‖
2 for 1 ≤ i ≤ n
3: k = 2
4: while k ≤ n do
5: for j = (k − 1) down to 1 do ⊲ Perform size reduction
6: Let qj = ⌊µk,j⌉ and set bk = bk − qjbj ⊲ ⌊x⌉ denotes closest integer to x
7: Update the values µk,j for 1 ≤ j ≤ k
8: end for
9: if Bk ≥
(
δ − µ2k,k−1
)
Bk−1 then ⊲ Check Lovász condition
10: k = k + 1
11: else
12: Swap bk with bk−1
13: Update the values b∗k, b
∗
k−1, Bk, Bk−1, µk−1,j and µk,j for 1 ≤ j < k, and µi,k, µi,k−1 for k < i ≤ n
14: k = max{2, k − 1}
15: end if
16: end while
It is not too difficult to check that Algorithm 2, if it halts, will output an LLL-reduced basis for the
lattice generated by the input basis. For future reference, we recall the argument that Algorithm 2 always
terminates after finitely many steps. At any given stage while carrying out the algorithm, we have a lattice
basis {b1, . . . ,bn}, and suppose that we arrive at Line 12 and must swap bk and bk−1. Define B(i) to be
the i×m matrix whose rows are given by b1, . . . ,bi and let di = det(B(i)B
T
(i)). Since di is the square of the
volume of the sublattice generated by {b1, . . . ,bi}, we have that di is an integer and
di =
i∏
j=1
‖b∗i ‖
2.
We define
D =
n−1∏
i=1
di =
n−1∏
i=1
Bn−ii .
An elementary calculation shows that after swapping bk and bk−1 and updating the all the values di and D
accordingly, the new value D′ satisfies the inequality 0 < D′ ≤ δD. But at any stage of the algorithm, the
quantity D must be a positive integer, so this can only happen finitely often.
2.1. Issues with the LLL algorithm applied to parametric vectors. If we wish to apply the LLL
algorithm to input vectors b1(t), . . . ,bn(t) ∈ Z[t]m, then we must begin with Gram-Schmidt reduction over
the field Q(t) = FracZ [t]. We have already seen that this can be done. Next, on line 6 we must make sense
of the quantity qj = ⌊µk,j⌉ for µk,j ∈ Q(t).
In the lemma below, we note that the rounding off of rational functions can be performed in a way which
is EQP.
Definition 2.8. A function g : N → Z is mild EQP if there are polynomials f0, . . . , fN−1 ∈ Q[t] with the
same degree and leading coefficient such that eventually g(t) = fi(t) if t ≡ i mod N .
Lemma 2.9. Let f, h ∈ Z[t]. Then as t ranges over Z or N, the floor function ⌊ f(t)h(t)⌋ and the closest integer
function ⌊p(t)q(t) ⌉ are mild EQP.
Proof. We have ⌊ f(t)h(t)⌋ ∈ EQP by [7, Theorem 4.1]. Although it is not stated explicitly, mildness follows
from the proof of this result. Now ⌊x⌉ = ⌊x+ 12⌋ for all x ∈ R, so ⌊
f(t)
h(t)⌉ = ⌊
2f(t)+h(t)
2h(t) ⌋ is also mild EQP. 
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Now since qj is EQP, so are the coordinates of the new vector bk obtained on line 6 and so is its norm. We
now run into trouble with the comparison of the norms of two vectors on line 9. If the two norms were simply
polynomials or rational functions in t, then one side would be eventually larger; i.e. larger when evaluated
at any sufficiently large t. (See Proposition 4.1 below.) However this is not true for quasi-polynomials, so it
may not be clear whether or not we should swap the two vectors on line 12.
The natural solution, which we will indeed adopt in our revised algorithm, is to branch the computation
every time an EQP function is introduced. That is, we assume from then on that t is sufficiently large and
that t ≡ i (mod M) for some fixed i and suitable M so that, after a linear substitution, all of our vectors
are over Z[t] once again.
However, if we continue in this fashion with Algorithm 2, we run into a more serious problem: it is not
clear how to prove that it always terminates in finitely many steps. Imitating the termination proof from [8]
(as summarized in the previous subsection), we could define parametric versions di(t) and D(t) of the the
quantities di and D, which are integer-valued functions; and any time we perform the swap on Line 12, the
updated value D′(t) of D(t) will satisfy the same inequality
0 < D′(t) ≤ δD(t)
for all sufficiently large values of t ∈ N (by an identical argument as before). This almost works, except that
every time branching occurs, we are effectively performing a substitution of Mt′ + i for t where M, i are
constants and rewriting all functions in terms of t′, which increases the rate of growth of the function D(t).
While a careful analysis might be able to remedy this argument, our approach will be somewhat different,
as explained in the following section.
3. Parametric LLL-reduced bases
In this section we will develop the tools needed to prove Theorem 1.4, our parametric version of the LLL
algorithm.
Here is a brief summary of the proof. First we note that if f1, . . . , fn are parametric vectors in Z[t]m
which all have the same degree, and such that their corresponding vectors of leading coefficients are linearly
independent, then we can apply the classical LLL algorithm to these leading-coefficient vectors and easily
“lift” to an asymptotically LLL-reduced basis of the parametric lattice (Proposition 3.10). If f1, . . . , fn have
the same degree but their leading coefficient vectors are not linearly independent, then certain integer linear
combinations will have lower degree, and this case is subsumed in the case of lattices generated by vectors of
varying degrees. To deal with the mixed-degree case, we show that the lattice has a basis B = B0 ∪ . . . ∪ Bd
where Bi is a set of degree-i vectors with linearly independent leading coefficients and such that when i 6= j,
Bi generates a lattice which is “asymptotically” orthogonal to the lattice generated by Bj. Then we can apply
classical LLL separately to each Bi as before. This will ensure the Lovász condition holds, but a further
reduction of vectors in each Bi by basis vectors of lower degree may be necessary to ensure the eventual
size-reduced condition holds. For the precise statement of our algorithm, see Section 3.5.
3.1. Basic definitions. Here we adapt the various definitions involved in LLL-reduction to the case of
parametric lattices.
Definition 3.1.
(1) A parametric vector is a vector f = (f (1)(t), . . . , f (m)(t)) whose the coordinate functions vary with
t ∈ N and such that f(t) ∈ Qm for all t. We will say that f is over R if every f (i)(t) is in the ring of
functions R. Unless otherwise specificed, parametric vectors will be over Z[t].
(2) A set of parametric vectors {f1, . . . , fn} with values in Zm is a parametric lattice basis if for every
sufficiently large t ∈ N, the vectors {f1(t), . . . , fn(t)} are linearly independent and thus span an n-
dimensional lattice in Zm. For each t ∈ N, SpanZ{f1(t), . . . , fn(t)} is a sublattice Λt of Z
m, and we
call {Λt : t ∈ N} the parametric lattice generated by {f1, . . . , fn}. We also write Span{f1, . . . , fn} for
Λt.
(3) Given a parametric lattice Λt, a parametric vector f(t) is in Λt if for all sufficiently large values of
t, f(t) ∈ Λt.
We only require that f(t) ∈ Λt for sufficiently large values of t to handle the case where there are finitely
many exceptional values of t for which Λt is linearly dependent.
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We now generalize the concept of an LLL-reduced basis to the parametric context.
Definition 3.2. Fix 1/4 < δ < 1 (usually δ = 3/4), and suppose that B = {f1(t), . . . , fn(t)} is a parametric
lattice basis in which each fi ∈ Z[t]m. Let {f∗1 (t), . . . , f
∗
n(t)} be the Gram-Schmidt reduced basis (over Q(t))
and let
ρi,j(t) =
〈fi(t), f
∗
j (t)〉
〈f∗j (t), f
∗
j (t)〉
.
Then B is eventually LLL-reduced (with factor δ) if each of the following two conditions hold for all
sufficiently large values of t:
• (Eventually size reduced) For 1 ≤ j < i ≤ n, |ρi,j(t)| ≤ 1/2.
• (Eventual Lovász condition) For 2 ≤ i ≤ n,
‖f∗i (t)‖
2
‖f∗
i−1
(t)‖2 + ρi,i−1(t)
2 ≥ δ.
A slightly weaker condition on a parametric basis is being “asymptotically LLL-reduced,” which means
that the corresponding conditions hold in the limit instead of eventually. More concretely:
Definition 3.3. With B = {f1(t), . . . , fn(t)} as above, we say that B is asymptotically LLL-reduced (with
factor δ, 1/4 < δ < 1) if the following two conditions hold:
• (Asymptotically size reduced) For 1 ≤ j < i ≤ n, limt→∞ |ρi,j(t)| ≤ 1/2.
• (Asymptotic Lovász condition) For 2 ≤ i ≤ n, limt→∞
(
‖f∗i (t)‖
2
‖f∗
i−1
(t)‖2 + ρi,i−1(t)
2
)
≥ δ.
Note that we allow the limit on the left-hand side of the asymptotic Lovász condition to be ∞.
For a general EQP lattice, we say that it is eventually (or asymptotically) LLL-reduced just in case it is
LLL-reduced along each “branch.” More precisely:
Definition 3.4. (Eventually or asymptotically LLL-reduced, general case) Fix 1/4 < δ < 1, and suppose
that B = {f1(t), . . . , fn(t)} is a parametric lattice basis in which each fi is EQP and let M ∈ N be such that
every fi is eventually M -periodic. For each i ∈ {1, . . . , n} and r ∈ {0, . . . ,M − 1}, let fi,r(t) = fi(Mt + r),
so that fi,r(t) ∈ Z[t]m (at least for sufficiently large values of t).
Then B is eventually LLL-reduced (with factor δ) if for every r ∈ {0, . . . ,M−1}, the basis {f1,r(t), . . . , fn,r(t)}
is eventually LLL-reduced according to Definition 3.2, and similarly for asymptotically LLL-reduced.
In our arguments below, we will never have to refer to the more complicated definition above since we
will work along each branch separately so that Definition 3.2 or 3.3 applies.
3.2. Parametric Gram-Schmidt reduction. We begin our development by recording two lemmas on the
parametric version of Gram-Schmidt reduction which will be useful later.
Lemma 3.5. Let b1, . . . ,bn ∈ Q[t]m and let q ∈ Q. Assume the vectors b1(q), . . . ,bn(q) ∈ Qm are linearly
independent. Then the following coincide:
(1) The output of the Gram-Schmidt algorithm applied to the vectors b1(q), . . . ,bn(q) ∈ Q, and
(2) The evaluation at t = q of the output of the Gram-Schmidt algorithm applied to the vectors b1(t), . . . ,bn(t) ∈
Q(t).
Proof. First, observe that b1, . . . ,bn are necessarily linearly independent in Q[t]. If not, any linear depen-
dence among them would also hold for the evaluated vectors b1(q), . . . ,bn(q), contradicting the hypothesis.
So neither application of the Gram-Schmidt algorithm will require division by zero.
For each arithmetic operation we have a commutative diagram such as
Q(t)×Q(t) Q(t)
Q×Q Q
+
evq×evq evq
+
for addition. By composing an appropriate sequence of such diagrams, we see that the entire Gram-Schmidt
algorithm commutes with evaluation. 
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Proposition 3.6. Let f1, . . . , fn be a list of parametric vectors. Let f
∗
1 , . . . , f
∗
n ∈ Q(t) be the associated
Gram-Schmidt basis and ρk,j be the Gram-Schmidt coefficients for 1 ≤ j < k ≤ n. Fix k ∈ {1, . . . , n} and
apply one round of size reduction as in Algorithm 2, letting f ′k = fk − ⌊ρk,j⌉fj and let ρ
′
k,i be the updated
Gram-Schmidt coefficient for each i < k. Then
(1) f∗1 , . . . , f
∗
n continue to be the Gram-Schmidt vectors associated to the new basis f1, . . . , f
′
k, . . . , fn,
(2) for all values of t ∈ N, |ρ′k,j(t)| ≤ min (1/2, |ρk,j(t)|),
(3) ρ′k,i = ρk,i whenever j < i < k, and
(4) ρ′ℓ,i = ρℓ,i whenever ℓ 6= k.
Proof. Essentially the same statements are given for vectors in Zm in [8, Lemma 17.4.1 and Exercise 17.4.8],
and the fact that they extend to parametric vectors follows from Lemma 3.5. The only difference from the
lemmas in [8] is that in (2) we add the additional requirement that |ρ′k,j(t)| ≤ |ρk,j(t)|, but this follows from
considering that if |ρk,j | < 1/2 then clearly f
′
k = fk and hence |ρ
′
k,j(t)| = |ρk,j(t)|. Condition (4) follows
from the definitions plus part (1), since ρℓ,i depends only upon the values of f
∗
i and fℓ, neither of which is
changed.

3.3. Pilot vectors. One of the keys to generalizing the LLL algorithm to the case of parametric vectors
is to identify an important special case in which the original algorithm directly applies. The idea is that if
the parametric vectors f1, . . . , fn all have the same degree, then up to some technical details, we can get
away with applying the LLL algorithm not to f1, . . . , fn themselves, but to their leading coefficient or pilot
vectors, as defined below, provided that these pilot vectors are linearly independent.
Definition 3.7. Let f = (f (1), . . . , f (m)) ∈ Q(t)m be a parametric vector.
(1) The degree of f is deg(f) := max{deg(f (1), . . . , deg(f (n)))}.
(2) For each 0 ≤ d ≤ deg(f), the degree d part of f is fd = (f
(1)
d , . . . f
(m)
d ) ∈ Z
m, where f
(k)
d is the
coefficient of td in f (k) for 1 ≤ k ≤ m.
(3) The pilot vector of f is f˜ = fdeg f .
(4) If S is a set of parametric vectors over Z[t]m, then S˜ ⊆ Zm is the set of pilot vectors of parametric
vectors in S.
We may similarly define the pilot vector in the case where f is mild EQP (Definition 2.8), as the degree and
leading coefficients of f (i) are (eventually) well-defined.
Remark 3.8. As t tends to infinity, the direction of f approaches the direction of f˜ and in fact limt→∞
‖f(t)−f˜ (t)‖
‖f(t)‖ =
0 so the pilot vector f˜ indeed “guides” the parametric vector f .
Note also that entries of f which are not of maximal degree will correspond to zero entries of f˜ , but f˜ will
only be the zero vector if f is.
Pilot vectors behave well with respect to the Gram-Schmidt algorithm in the following sense.
Lemma 3.9. Let f1, . . . , fn be parametric vectors over Q(t) such that that deg(f1) ≤ . . . ≤ deg(fn), and
suppose that their respective pilot vectors f˜1, . . . , f˜n ∈ Qm are linearly independent over Q. Let f∗1 , . . . , f
∗
n
be the Gram-Schmidt vectors obtained from f1, . . . , fn over Q(t) and {ρi,j} ∈ Q(t) be the Gram-Schmidt
coefficients. Let (f˜1)
∗, . . . , (f˜n)
∗ be the Gram-Schmidt vectors over Q obtained from f˜1, . . . , f˜n and {µi,j} be
the Gram-Schmidt coefficients. Then
(1) deg(f∗i ) = deg(fi) for 1 ≤ i ≤ n;
(2) Let di = deg(fi). Then
lim
t→∞
ρi,j
tdi−dj
= µi,j
for 1 ≤ j < i ≤ n;
(3) Either for all sufficiently large t,
ρi,j
tdi−dj
≥ µi,j ,
or else for all sufficiently large t,
ρi,j
tdi−dj
≤ µi,j ;
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and
(4) (˜f∗i ) = (f˜i)
∗ for 1 ≤ i ≤ n.
Proof. We prove all four statements by simultaneous strong induction on i. For i = 1, (2) and (3) vacuously
true and (1) and (4) are immediate because f∗1 = f1 and (f˜1)
∗ = f˜1. So suppose all three statements are true
up to i− 1 and (in the case of (2)) for all appropriate values of j. We recall that
(*) f∗i = fi −
∑
j<i
ρi,jf
∗
j .
To prove (1), we know by induction that deg(f∗j ) = deg(fj) = dj for each j < i, so
ρi,j(t) =
〈fi(t), f
∗
j (t)〉
〈f∗j (t), f
∗
j (t)〉
=
〈f˜it
di + c(t), f˜∗j t
dj + d(t)〉
〈f˜∗j t
dj + d(t), f˜∗j t
dj + d(t)〉
where c(t) ∈ Q(t)m is of degree less than di(t) ∈ Q(t)m is of degree less than dj . It follows that ρi,j
is rational of degree at most di − dj . Write ρi,j = ci,jt
di−dj + σi,j where ci,j ∈ Q and σi,j is a rational
function of degree strictly less that di−dj. Then the degree-di part of ρi,jf
∗
j is just ci,j (˜f
∗
j ) (since everything
else has strictly lower degree and deg(f∗j ) = dj .) But by (4) applied to j, (˜f
∗
j ) = (f˜j)
∗ which is a linear
combination of {f˜1, . . . , f˜j}. It follows that the degree-di part of the entire right-hand side of (*) is f˜i plus
a linear combination of {f˜1, . . . , f˜i−1}, which cannot be zero by the hypothesis of linear independence. So
deg(f∗i ) = di.
For (2), we directly calculate
limt→∞
ρi,j(t)
tdi−dj
= limt→∞
〈fi,f
∗
j 〉
〈f∗
j
,f∗
j
〉 t
dj−di = limt→∞
〈fi/t
dj ,f∗j /t
dj 〉
〈f∗
j
/tdj ,f∗
j
/tdj 〉
tdj−di = limt→∞
〈fi/t
di ,f∗j /t
dj 〉
〈f∗
j
/tdj ,f∗
j
/tdj 〉
=
〈f˜i,f˜∗j 〉
〈f˜∗
j
,f˜∗
j
〉
=
〈f˜i,(f˜j)
∗〉
〈(f˜j)∗,(f˜j)∗〉
= µi,j ,
where the fourth equality follows from (1) and the fifth equality from (4) applied to j.
Clause (3) is now an immediate consequence of (2), since
ρi,j
tdi−dj
is a rational function and so it is either
eventually greater than or equal to, or else eventually less than or equal to, any given constant (and µi,j in
particular).
For (4), we take the pilot vectors on both sides of equation (*). By (2), each side has degree di. As in the
proof of (1), the degree-di part of ρi,jf
∗
j is ci,j(f˜j)
∗. By (2), we also have ci,j = µi,j . Thus we obtain
f˜∗i = f˜i −
∑
j<i
µi,j(f˜j)
∗.
But the right-hand side of this equation is exactly (f˜i)
∗ by definition. 
We can now show that for a collection {f1, . . . , fn} of parametric vectors of the same degree with linearly
independent pilot vectors, we can obtain an asymptotically LLL-reduced basis for their span by simply
applying the LLL algorithm to their pilot vectors. More precisely:
Proposition 3.10. Let f1, . . . , fn ∈ Z[t] be all of the same degree d, and suppose that their pilot vectors
f˜1, . . . , f˜n ∈ Z are linearly independent over Q. Let b1, . . . ,bn be an LLL-reduced basis (with factor δ) of the
lattice Ld = SpanZ{f˜1, . . . , f˜n}, and let U0 ∈ Z
n×n be a unimodular matrix such that
[f˜1, . . . , f˜n] = [b1 . . .bn]U0
as in Corollary 2.7. Then the parametric vectors g1, . . . ,gn obtained by
[g1 . . .gn] = [f1 . . . fn]U0
form an asympotically LLL-reduced basis (with the same factor δ) for the lattice Λd = SpanZ{f1, . . . , fn}.
Proof. Since f˜1, . . . , f˜n ∈ Z are linearly independent and U0 is invertible, g1, . . . ,gn are all of degree d and
their respective pilot vectors are b1, . . . ,bn.
We now verify the size-reduced condition. Let {ρi,j} be the Gram-Schmidt coefficients for the vectors
g1, . . . ,gn and {µi,j} be the Gram-Schmidt coefficients for g˜1, . . . , g˜n. Then for each i and each j < i,
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by Lemma 3.9 we have limt→∞ ρi,j = µi,j . But since g˜i = bi and b1, . . . ,bn form an LLL-reduced basis,
µi,j ≤ 1/2. So limt→∞ |ρi,j(t)| ≤ 1/2.
Finally we verify the Lovász condition. Using Remark 3.8 and the various parts of Lemma 3.9, we see
that for each 2 ≤ i ≤ n,
lim
t→∞
‖g∗i (t)‖
2
‖g∗i−1(t)‖
2
+ ρi,i−1(t)
2 =
(
lim
t→∞
‖g∗i (t)‖
2
‖g∗i−1(t)‖
2
)
+ µ2i,i−1
=
‖g˜∗i (t)‖
2
‖g˜∗i−1(t)‖
2
+ µ2i,i−1
=
‖(g˜i)
∗(t)‖2
‖(g˜i)∗(t)‖2
+ µ2i,i−1
=
‖b∗i (t)‖
2
‖b∗i−1(t)‖
2
+ µ2i,i−1,
and this last expression is greater than or equal to δ because {b1, . . . ,bn} is LLL-reduced. 
The previous Proposition yields an asymptotically LLL-reduced basis, but we would like an eventually
LLL-reduced basis. It is not quite true that any unimodular matrix U0 which gives an LLL-reduced basis
for the pilot vectors will always give an eventually LLL-reduced basis when applied to the original vectors
in the case where one of the quantities |µi,j | tends to exactly 1/2.
Example 3.11. Let f1 = (2t, 2t) and f2 = (0, t+ 1). Then f
∗
1 = f1,
ρ2,1 =
2t2 + 2t
4t2
=
1
2
+
1
2t
,
and f˜∗2 = (−1, 0). It is simple to check that {f˜1, f˜2} is asymptotically LLL-reduced, so that in Proposition 3.10
we could take U = I2, but ρ2,1 is always slightly greater than
1
2 .
For this reason, to obtain eventually LLL-reduced bases in the case where the original basis has uniform
degree, we will need to apply the following Lemma after applying Proposition 3.10:
Lemma 3.12. Let g1, . . . ,gn ∈ Z[t] be all of the same degree d, and suppose that they form an asymptotically
LLL-reduced basis for the lattice they span. Furthermore, suppose that for some j, k with 1 ≤ j < k ≤ n,
lim
t→∞
|ρk,j | =
1
2
but for all sufficiently large values of t,
|ρk,j | >
1
2
.
Then we can replace fk by f
′
k = fk±fj (where the choice of sign depends on the signs of the leading coefficients
of fk and fj) in such a way that:
(1) ρ′k,i = ρk,i whenever j < i < k (where “ρ
′
k,j” is the quantity ρk,j computed in terms of the new basis),
and ρ′ℓ,i = ρℓ,i whenever ℓ 6= k;
(2) for all sufficiently large t,
|ρ′k,j | <
1
2
;
and
(3) {f1, . . . , f
′
k, . . . , fn} still satisfies the asymptotic Lovász condition (with the same value of δ).
Proof. By our hypotheses, 1 ≥ |ρk,j | > 1/2 for all sufficiently large t, so ⌊ρk,j⌉ ∈ {−1, 1}, and we choose
f ′k = fk − ⌊ρk,j⌉fj .
Let the superscript ′ denote quantities computed with respect to the new basis {f1, . . . , f
′
k, . . . , fn} (for
instance, (f∗i )
′ or ρ′i,ℓ). By Proposition 3.6 (1), (f
∗
i )
′ = f∗i for any i. Part (1) of the Lemma is just parts (3)
and (4) of Proposition 3.6.
THE PARAMETRIC SHORTEST AND CLOSEST VECTOR PROBLEMS 11
Proof of (2): Note that
|ρ′k,j | =
∣∣∣∣∣〈fk − ⌊ρk,j⌉fj , f∗j 〉〈f∗j , f∗j 〉
∣∣∣∣∣ =
∣∣∣∣∣ 〈fk, f∗j 〉〈f∗j , f∗j 〉 − ⌊ρk,j⌉ 〈fj , f
∗
j 〉
〈f∗j , f
∗
j 〉
∣∣∣∣∣ = |ρk,j − ⌊ρk,j⌉|
(where the last equality uses the identity 〈fj , f
∗
j 〉 = 〈f
∗
j , f
∗
j 〉, see [8] Exercise 17.4.8 (1)). From this and
our hypotheses on ρk,j , it immediately follows that |ρ
′
k,j | < 1/2 for all sufficiently large t, and also that
limt→∞ |ρ
′
k,j | = 1/2.
Proof of (3): To check the asymptotic Lovász condition
lim
t→∞
‖f∗i (t)‖
2
‖f∗i−1(t)‖
2
+ ρ′i,i−1(t)
2 ≥ δ
for the new basis, we consider three cases, depending on whether i < k, i = k, or i > k. If i < k, then
ρ′i,i−1 = ρi,i−1 Proposition 3.6 (4), so trivially the Lovász condition is preserved. If i = k, then we must
consider two subcases: first, if j < i−1, then we can apply Proposition 3.6 (3) to conclude that ρ′i,i−1 = ρi,i−1,
and so the Lovász inequality is preserved; on the other hand, if i = k and j = i − 1, then as noted in the
previous paragraph, limt→∞ |ρ
′
i,i−1| = 1/2 = limt→∞ |ρi,i−1|, so again the Lovász condition is preserved.
Finally, if i > k, then ρ′i,i−1 = ρi,i−1 by part (1) of the Lemma, so once again the Lovász inequality is
preserved. 
Proposition 3.13. Let f1, . . . , fn ∈ Z[t] be all of the same degree d, fix δ (1/4 < δ < 1), and suppose
that their pilot vectors f˜1, . . . , f˜n ∈ Z are linearly independent over Q. Then there is a unimodular matrix
U ∈ Zn×n such that the parametric vectors g1, . . . ,gn obtained by
[g1 . . .gn] = [f1 . . . fn]U
form a basis for the lattice Λd = SpanZ{f1, . . . , fn} which satisfies the eventual size-reduced condition and
the asymptotic Lovász condition with factor δ.
Proof. Begin with the unimodular matrix U0 from Proposition 3.10 above to obtain a new basis {h1, . . . ,hn}
which is asymptotically LLL-reduced. If {h1, . . . ,hn} is not eventually size-reduced, then by Lemma 3.12
we may perform further size reductions until it is eventually size-reduced: the reductions are applied to
h2, . . . ,hk, . . . ,hn in turn, and when reducing a vector hk, we consider reductions by hk−1, . . . ,hj , . . . ,h1
in decreasing order by j. By clause (1) of Lemma 3.12, this order of reductions will maintain all of the
conditions on the basis that we care about. Since we are only adding or subtracting single basis vectors, the
final output g1, . . . ,gn is the result of multiplying the input by some unimodular matrix U . 
In our eventual parametric LLL reduction algorithm, we will order the vectors by degree. This has the
advantage that the eventual Lóvasz condition is immediate whenever we compare vectors of different degree,
as follows.
Lemma 3.14. If {f1, . . . , fn} is a parametric lattice basis over Z[t], deg(fi) = e, and:
(1) For every j < i, deg(fj) < e; and
(2) f˜i /∈ Span(f˜1, . . . , f˜i−1),
then the eventual Lovász condition holds between fi and fi−1 (for any value of δ).
Proof. By (1) and Lemma 3.9, deg(f∗i−1) < e and by (2) and Lemma 3.9, deg(f
∗
i ) = e. Thus
‖f∗i (t)‖
2
‖f∗i−1(t)‖
2
+ ρi,i−1(t)
2 ≥
‖f∗i (t)‖
2
‖f∗i−1(t)‖
2
which tends to infinity. 
Noting that Lemma 3.9 and Proposition 3.10 require linearly independent pilot vectors in their hypotheses,
we now show that we can modify a parametric lattice basis in order to achieve linear independence.
Lemma 3.15. Let f1, . . . , fn ∈ Z[t]m be all of the same degree d. Then there exist g1, . . . ,gn ∈ Z[t]m and
some 1 ≤ j ≤ n such that:
(1) SpanZ{g1, . . . ,gn} = SpanZ{f1, . . . , fn},
(2) deg(g1) = · · · = deg(gj) = d,
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(3) deg(gj+1) = · · · = deg(gn) < d, and
(4) the pilot vectors {g˜1, . . . , g˜j} are linearly independent over Q.
Proof. Let ai ∈ Zm be the pilot vector of fi for i = 1, . . . , n and A ∈ Zm×n be the matrix whose columns are
a1, . . . , an. Let B be the column-style Hermite normal form of A and b1, . . . ,bn be the columns of B. Since
Hermite normal form is obtained by an invertible transformation over Z, there exists a unimodular matrix
U ∈ Zn×n such that AU = B. By definition of Hermite normal form, for some 1 ≤ j ≤ n the first j columns
of B are linearly independent over Q and the remaining columns consist entirely of zeros.
We now apply the same transformation to the original vectors of polynomials. That is, let F ∈ Zm×n
be the matrix whose columns are f1, . . . , fn and g1, . . . ,gn be the columns of the matrix G = FU . Then
(1) holds because U is unimodular, (2) and (4) because b1, . . . ,bj are linearly independent over Q, and (3)
because bj+1 = · · · = bn = 0. 
Proposition 3.16. Let f1, . . . , fn ∈ Z[t]m of respective degrees d1 ≤ · · · ≤ dn. Then there exist g1, . . . ,gn
of degrees d′1 ≤ · · · ≤ d
′
n such that:
(1) SpanZ{g1, . . . ,gn} = SpanZ{f1, . . . , fn};
(2) d′i ≤ di for 1 ≤ i ≤ n;
(3) for each degree d, if Bd is the set of all gi of degree d, then B˜d is linearly independent over Q; and
(4) d′i = di for every i just in case for every d, the set of pilot vectors of {fi : deg(fi) = d} is linearly
independent.
Note that in Proposition 3.16 we do not need to assume that the original parametric vectors f1, . . . , fn are
Z-linearly independent, and to deal with this case we adopt the convention that deg(0) = −∞. Condition
(4) will be involved in showing termination of our algorithm: we will only invoke Proposition 3.16 when the
pilot vectors in some degree are linearly dependent, thus reducing the sum of the degrees.
3.4. Asymptotic orthogonality. For our eventual algorithm, we need to arrange for the set of all pilot
vectors to be linearly independent, not just the pilot vectors arising from basis elements of the same degree
(as Proposition 3.16 yields). To achieve this, we will show a stronger statement in Corollary 3.25: given
sets of vectors of two different degrees d and e we can perform a reduction that either lowers the degrees or
produces a asymptotically orthogonal sets, defined as follows.
Definition 3.17. (1) Two parametric vectors f and g over Z[t] are asymptotically orthogonal (written
f ⊥asym g) if their pilot vectors f˜ and g˜ are orthogonal.
(2) If S and T are sets of parametric vectors over Z[t], then we say that S is asymptotically orthogonal
to T (written S ⊥asym T ) if every vector in S is asymptotically orthogonal to every vector in T .
The following two lemmas will be important in our eventual parametric LLL reduction algorithm, and
they are the main reason why we introduce the concept of asymptotic orthogonality.
Lemma 3.18. Suppose that B = {f1, . . . , fn} is a parametric lattice basis which is sorted by degree (that is,
if i < j then deg(fi) ≤ deg(fj)) and such that the set of pilot vectors B˜ is linearly independent. Let Bd be the
subset of B consisting of all the degree-d vectors, and assume that whenever d 6= e we have Bd ⊥
asym Be.
Then if i < j and deg(fi) < deg(fj), we have
deg(ρj,i) < deg(fj)− deg(fi),
where the ρj,i are the Gram-Schmidt coefficients computed from B over Q(t).
Proof. Recall that
ρj,i =
〈fj , f
∗
i 〉
〈f∗i , f
∗
i 〉
.
Let di = deg(fi) and dj = deg(fj), and recall that by Lemma 3.9, deg(f
∗
i ) = di. We consider the numerator
of ρj,i first. Observe that
(〈fj , f
∗
i 〉)
di+dj = 〈f˜j , f˜∗i 〉 = 〈f˜j , (f˜i)
∗〉 = 〈f˜j ,
i∑
k=1
ck f˜k〉
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for some coefficients ck ∈ Q, where the second equality is by part (3) of Lemma 3.9. Since B is ordered by
degree, by the assumption of asymptotic orthogonality between vectors of different degrees, we have that
〈f˜j , f˜k〉 = 0 for any k ∈ {1, . . . , i}.
Thus (〈fj , f
∗
i 〉)
di+dj = 0 and so the numerator of ρj,i has degree strictly less than dj + di. But the
denominator has degree 2di (since deg(f
∗
i ) = deg(fi) = di), so deg(ρj,i) < dj + di − 2di = dj − di. 
The next lemma may be confusing without a clarification and an illustrative example. If B = {f1, . . . , fn}
is a parametric lattice basis and we take some sub-basis B′ = {fi, fi+1, . . . , fj} of consecutive vectors from B,
then the Gram-Schmidt vectors {f∗i , . . . , f
∗
j } as computed within the basis B
′ will generally be different from
the corresponding Gram-Schmidt vectors {f∗1 , . . . , f
∗
n} computed within B. Hence there is a possibility that
even if B′ is asymptotically LLL-reduced, considered as a basis in its own right, two of the adjacent vectors
from B′ may no longer satisfy the asymptotic Lovász condition. The example below shows that this is a real
possibility:
Example 3.19. Consider the basis B = {f1, f2, f3} where f1 = (t, 0, 0)
T , f2 = (0, 2t, 0)
T , and f3 = (t, t, t)
T ,
and let B′ = {f2, f3}. First we check that B
′ is asymptotically Lovász with δ = 3/4. For this, we need to
compute the Gram-Schmidt basis {f∗2 , f
∗
3 } of B
′. Clearly f∗2 = f2, while
f∗3 =
 tt
t
− ρ3,2
 02t
0
 =
 t0
t
 ,
using the fact that ρ3,2 =
2t2
4t2 =
1
2 . Now to check the Lovász condition, note that
‖f∗3 ‖
2
‖f∗2 ‖
2
+ ρ23,2 =
2t2
4t2
+
(
1
2
)2
=
3
4
,
as we wanted.
On the other hand, suppose we check the asymptotic Lovász condition on the entire basis B. In the
corresponding Gram-Schmidt basis {f∗1 , f
∗
2 , f
∗
3 }, clearly f
∗
1 = f1 and f
∗
2 = f2 (by orthogonality), while
f∗3 =
 tt
t
− 2t2
4t2
 02t
0
−
 t0
0
 ,
so f∗3 = (0, 0, t)
T , with ρ3,2 =
1
2 as before. But now the Lovász condition for B between f3 and f2 would say
that
lim
t→∞
‖f∗3 ‖
2
‖f∗2 ‖
2
+ ρ23,2 ≥
3
4
,
which is false since ‖f∗3 ‖
2 = t2, ‖f∗2 ‖
2 = 4t2, and ρ3,2 =
1
2 , so that the left-hand side is equal to the constant
value of 12 .
The point of the next lemma is that as long as the parts of the basis with different degrees are asymptot-
ically orthogonal to one another, then the asymptotic Lovász condition will hold as long as it holds within
the vectors of each degree.
Lemma 3.20. Suppose that B is a parametric lattice basis which is sorted by degree, the set of pilot vectors
B˜ is linearly independent, and whenever d 6= e we have Bd ⊥
asym Be (where Bd,Be are the subsets consisting
of degree-d and degree-e vectors, as above). Then if the asymptotic Lovász condition holds with factor δ′
for each Bd separately, and if 1/4 < δ < δ
′ < 1, then the eventual Lovász condition holds for all of B with
factor δ.
Proof. Write B = {f1, . . . , fn} and let di = deg(fi). Fix i with 1 < i ≤ n. Throughout, B
∗ = {f∗1 , . . . , f
∗
n} is
the Gram-Schmidt basis corresponding to B, so our goal is to verify that for all sufficiently large t,
(1)
‖f∗i (t)‖
2
‖f∗i−1(t)‖
2
+
(
〈fi(t), f
∗
i−1(t)〉
〈f∗i−1(t), f
∗
i−1(t)〉
)2
≥ δ.
First note that if di−1 < di, then since the asymptotic orthogonality condition implies that f˜i /∈ Span(f˜1, . . . , f˜i−1),
Lemma 3.14 implies that the eventual Lovász condition holds between fi and fi−1. Therefore we may assume
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that di−1 = di. If Bdi = {fk, . . . , fℓ}, write B
+ = {f+k , . . . , f
+
ℓ } for the Gram-Schmidt reduction of the basis
Bdi , using the same indices for corresponding vectors in B.
Claim 3.21. (f˜+k , . . . , f˜
+
ℓ ) = (f˜
∗
k , . . . , f˜
∗
ℓ ).
Proof. It is straightforward to prove that f˜+j = f˜
∗
j by induction on j ∈ {k, . . . , ℓ} using Lemma 3.18. 
Now since the degrees of fi, f
∗
i , and f
∗
i−1 are all di (by our assumptions and Lemma 3.9), the Claim above
implies that to show that the inequality (1) holds eventually, it is sufficient to check that
(2) lim
t→∞
‖f+i (t)‖
2
‖f+i−1(t)‖
2
+
(
〈fi(t), f
+
i−1(t)〉
〈f+i−1(t), f
+
i−1(t)〉
)2
≥ δ′.
But this inequality is true by our hypothesis that Bdi satisfies the asymptotic Lovász condition with factor
δ′, so we are done. 
Lemma 3.22. If S and T are sets of parametric vectors such that:
(1) S and T are each homogeneous in degree: any two parametric vectors in S have the same degree,
and likewise for T ;
(2) Each set S˜ and T˜ , considered separately, is linearly independent; and
(3) S ⊥asym T ,
then SpanZ(S) ⊥
asym SpanZ(T ).
Proof. The fact that S˜ is linearly independent and homogeneous in degree implies that for distinct f1, . . . , fn ∈
S and a1, . . . , an ∈ Z,
n˜∑
i=1
aifi = a1 f˜1 + . . .+ anf˜n,
and likewise for T , so the Lemma follows from the corresponding fact about non-parametric vectors over Z
(orthogonality is preserved by linear combinations). 
Proposition 3.23. Suppose that h is a degree e parametric vector, B is a set of parametric vectors over
Z[t] which are all of the same degree d < e, and B˜ is linearly independent. Then there is an EQP parametric
vector h′ such that:
(1) Span(B ∪ {h′}) = Span(B ∪ {h});
(2) If h˜ ∈ SpanQ(B˜), then deg(h
′) < deg(h); and
(3) If h˜ /∈ SpanQ(B˜), then deg(h
′) = deg(h), h′ is mild EQP (Definition 2.8), and h′ is asymptotically
orthogonal to B.
Proof. Let B = {f1, . . . , fk}. Applying Gram-Schmidt over Q(t), we can write f∗i = fi −
∑i−1
j=1 ρi,jf
∗
j . So by
induction we can write f∗i =
∑i
j=1 βi,jfj where βi,j ∈ Q(t).
We now extend the Gram-Schmidt process to B ∪ h, obtaining h = h∗ + g, where g ∈ SpanQ(t)(B) and
h∗ ∈ SpanQ(t)(B)
⊥ are both of degree ≤ e. Explicitly, let σi = 〈h, f
∗
i 〉/〈f
∗
i , f
∗
i 〉, so that
g =
k∑
i=1
σif
∗
i
=
k∑
i=1
σi
i∑
j=1
βi,jfj
=
k∑
j=1
 k∑
i=j
βi,jσi
 fj
=
k∑
j=1
αjfj
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where αj =
∑k
i=j βi,jσi ∈ Q(t).
To obtain a decomposition of h over EQP which will be asymptotically close to the Gram-Schmidt
decomposition, we just round off the coefficients αj . That is, let
h1 :=
k∑
j=1
⌊αj⌉fj ,
h′ = h− h1.
Both are EQP by Lemma 2.9, and h1 is mild EQP. This definition of h
′ immediately yields (1).
Claim 3.24. We have deg(h∗) < e if and only h˜ ∈ SpanQ(B˜).
Proof. Since deg(h) = e, we have
h˜ = he = (h∗)e + ge.
If deg(h∗) < e, then h˜ = ge = g˜ ∈ SpanQ(B˜). On the other hand, if deg(h
∗) = e, then h˜ is the sum of a
nonzero element of B˜⊥ and an element of SpanQ(B˜), so it cannot lie in SpanQ(B˜). 
Now (h′)e = (h − h1)
e = (h − g)e + (g − h1)
e. But g − h1 =
∑k
j=1 (αj − ⌊αj⌉) fj , the product of
an eventually periodic function with a parametric vector of degree d, so (g − h1)
e = 0. That is, (h′)e =
(h − g)e = (h∗)e. If h˜ ∈ SpanQ(B˜), then deg(h
∗) < e by the Claim. But then deg(h′) < e as well, proving
(2). Otherwise, deg(h∗) = e by the Claim, and so deg(h′) = e as well. In particular, (h′)e = he − he1. Now
he is constant by definition and he1 is constant by mildness, so (h
′)e is also constant and hence h′ is mild.
Furthermore, h˜′ = h˜∗ which is orthogonal to B˜ by Lemma 3.9. Thus h′ is asymptotically orthogonal to B,
proving (3). 
Corollary 3.25. Say e > d. Suppose B is a set of parametric vectors over Z[t] and all of degree d whose
pilot vectors are linearly independent, B′ is a set of parametric vectors over Z[t] and B,B′ are asymptotically
orthogonal. Let h be a parametric vector of Z[t] of degree e which is asymptotically orthogonal to B′ and h′ be
the result of applying Proposition 3.23 to h and B. If deg(h′) = deg(h), then h′ is asymptotically orthogonal
to B′.
Proof. Recall that h′ = h − h1 and h1 =
∑
j⌊αj⌉fj where B = {f1, . . . , fk}. We need to show that for each
vector ki ∈ B
′, 〈h˜′, k˜i〉 = 0. If deg(h1) < e, then h˜′ = h˜ and we know this by hypothesis. Otherwise,
h˜′ = h˜−he1 and by the same hypothesis, it suffices to show that 〈h
e
1, k˜i〉 = 0. But by the degree hypotheses,
〈he1, k˜i〉 =
∑
j
⌊αj⌉
e−d
〈f˜j , k˜i〉,
where αj are as in the proof of Proposition 3.23. By the hypothesis that B,B
′ are asymptotically orthogonal,
each 〈f˜j , k˜i〉 equals zero and we are done. 
3.5. A parametric LLL algorithm. Now we describe our parametric version of the LLL reduction algo-
rithm. The proof that this algorithm always terminates and gives an asymptotically LLL-reduced basis for
a given parametric lattice will imply Theorem 1.4.
The input to the parametric LLL reduction algorithm is a parametric lattice B = {f1, . . . , fn} of vectors in
Z[t]m and a parameter δ (with 1/4 < δ < 1), and our eventual output will be an asymptotically LLL-reduced
basis of the same parametric lattice (with factor δ). Let d be the maximum of the degrees of the fi.
Step 1: After applying Proposition 3.16 to B, we may assume that:
(1) If Bi ⊆ B is the set of all vectors from B of degree i, then each set B˜i is linearly independent; and
(2) B is ordered by degree: if i ≤ j, then deg(fi) ≤ deg(fj).
Step 2: We apply further reductions to the basis to conclude that we may assume, in addition to (1) and
(2) above,
(3) If 0 ≤ d < e, then Bd ⊥
asym Be.
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We will now show that condition (3) can be obtained by applying the reduction described in Propo-
sition 3.23 repeatedly. Namely, suppose the property (3) holds up through degree e and say Be+1 =
(h1, . . . ,hℓ). For each d staring from 0 and working up to e, we apply Proposition 3.23 with B = Bd
on each vector hs ∈ Be+1, starting from s = 1 and working up to s = ℓ, and replace hs by the new vector
h′s obtained from that Lemma. It may be that h
′
s is EQP rather than polynomial, but in this case we can
branch on t to assume that in fact h′s ∈ Z[t]
m.
Note as an immediate consequence that at this stage B˜ is linearly independent.
Step 3: Pick any δ′ such that δ < δ′ < 1, then apply Proposition 3.13 separately in each degree so that
each Bd is an asymptotically LLL-reduced basis for the lattice it generates with factor δ
′.
We now have a parametric basis B satisfying the following:
(4) The eventual Lovász condition holds on the entire basis B with factor δ (by Lemma 3.20);
(5) Each subset Bd satisfies the eventual size-reduced condition (as a consequence of applying the
procedure in Proposition 3.13);
(6) The set B˜ of pilot vectors remain linearly independent (because we applied a unimodular matrix
over Z to each set of vectors Bd); and
(7) For d < e, Bd ⊥
asym Be still holds (by Lemma 3.22, again noting that within each degree we applied
a unimodular matrix over Z, so that SpanZ(Bd) and SpanZ(Be) are preserved).
Step 4: We are almost done: it only remains to obtain eventual size-reduction between vectors of different
degrees without losing any of the conditions (4)-(7) above.
The idea is to reduce each vector by integer multiples of all of the vectors of strictly lower degree, just as
in Algorithm 2, but without swapping and without reducing by vectors of the same degree.
More specifically, for each d, write Bd = (fd,1, . . . , fd,md) ordered to be an eventually LLL-reduced basis.
Then order all of the vectors as
B =
(
f(0,1), . . . , f(0,m0), . . . , f(dmax,1), . . . , f(dmax,mdmax)
)
.
We will write ≺ for the lexicographic order on pairs of indices; that is, (d, v) ≺ (e, u) if d < e or if d = e and
v < u.
With this notation, we apply Algorithm 3 below. We claim that this finishes the process of LLL reduction:
Algorithm 3 Final size reduction between vectors of different degrees
INPUT: B = {f(0,1), . . . , f(0,m0), . . . , f(dmax,1), . . . , f(dmax,mdmax)} ⊆ Z[t]
m
OUTPUT: An LLL-reduced basis {f(0,0), . . . , f(0,m0), . . . , f(dmax,1), . . . , f(dmax,mdmax)} ⊆ EQP
m
1: Compute the corresponding Gram-Schmidt vectors fd,u for 0 ≤ d ≤ dmax and 1 ≤ u ≤ md, and the
Gram-Schmidt coefficients ρ(e,u),(d,v) for (d, v) ≺ (e, u)
2: for e = 1 to dmax and u = 1 to me do
3: for d = e− 1 down to 0 and v = md down to 1 do
4: Let q(d,v) = ⌊ρ(e,u),(d,v)⌉ ∈ EQP and set f(e,u) = f(e,u) − q(d,v)f(d,v)
5: Update the values ρ(e,u),(c,w) for (c, w) ≺ (e, u)
6: Branch mod M, where M is the eventual period of the EQP function q(d,v)
7: end for
8: end for
Proposition 3.26. Algorithm 3 terminates and that the output basis B satisfies the eventual size-reduced
and eventual Lóvasz conditions (with our chosen value of δ).
Proof. Termination of the algorithm is immediate because there are no potentially unbounded loops: al-
though we may branch at each iteration, we immediately advance to the next iteration for every value of
i(modM).
First we check that the output B satisfies the eventual Lovász condition with factor δ. Recall that in
Step 3, we arranged for the eventual Lovász condition to hold between any pair of adjacent vectors, and so
we just need to check that the operations performed in Algorithm 3 preserve this condition. This condition
automatically holds between vectors of different degrees by Lemma 3.14, so we only need to check it for pairs
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of adjacent vectors of the same degree. By Proposition 3.6, the Gram-Schmidt vectors f∗(d,u) are unchanged
by the reduction in line 4 of Algorithm 3, so it is sufficient to check that the relevant ρ value is also unchanged.
On the one hand, suppose that we are considering ρ(e,u),(e,u−1) (for two vectors of degree e) and we apply
line 4 to replace f(e,u) by f(e,u) − q(d,v)f(d,v). Applying Proposition 3.6 (3) with j = (d, v), i = (e, u− 1), and
k = (e, u), we conclude that ρk,i = ρ(e,u),(e,u−1) is unchanged, as desired. The only other case to consider is
when we apply line 4 to replace f(e,u−1) by f(e,u−1) − q(d,v)f(d,v), but in this case
ρ(e,u),(e,u−1) =
〈f(e,u), f
∗
(e,u−1)〉
〈f∗(e,u−1), f
∗
(e,u−1)〉
is also unaffected since by Proposition 3.6 again the Gram-Schmidt vector f∗(e,u−1) is not changed.
Finally, we verify that the output B satisfies the eventual size-reduced condition.
First consider two pairs of indices (e, u), (d, v) with d < e. At one point during Step 4 we will reduce fe,u
by fd,v and obtain |ρ(e,u),(d,v)(t)| ≤ 1/2 for sufficiently large t by Proposition 3.6 (2). Proposition 3.6 (3)
guarantees that ρ(e,u),(d,v) does not change again as we reduce fe,u by other vectors earlier in the list, so we
have achieved eventual size-reduction between vectors of different degrees.
Now consider pairs of vectors of the same degree. For any degree e and for 1 ≤ v < u ≤ me we already
had |ρ(e,u),(e,v)| eventually less than or equal to 1/2 before starting Step 4. Since we only reduce fe,u by
vectors of degree less than e, which are earlier in the list than fe,v, ρ(e,u),(e,v) remains the same throughout
Step 4 by Proposition 3.6 (3). Thus eventual size-reduction continues to hold.

Proof of Theorem 1.4: Apply Steps 1 through 4 above. 
4. Shortest vector and closest vector problems
4.1. Shortest vector problem. We now prove Theorem 1.2. The only additional ingredient is a standard
fact about comparison of polynomials and its extension to EQP functions, as follows.
Proposition 4.1. Let p1, . . . , pN ∈ Z[t] be polynomials. There exists i such that for all sufficiently large t,
pi(t) ≥ pk(t) for every k = 1, . . . , N .
Corollary 4.2. Let q1, . . . , qN be EQP functions. Then there exists a modulus M and indices i1, . . . , iM
such that for all j = 1, . . . ,M and all sufficiently large t congruent to j (mod M), qij (t) ≥ qk for every
k = 1, . . . , N .
Proof. Choose T such that q1, . . . , qN each agree with a quasipolynomial for t > T and let M be a common
period of the N quasipolynomials. For t > T and congruent to a fixed j (mod M), we thus compare only
polynomials, so the result follows from Proposition 4.1. 
Proof of Thoerem 1.2. Let Λt = SpanZ{f1(t), . . . , fn(t)} ⊆ Z[t]
m and let x(t) ∈ Q(t)m. By Theorem 1.4, we
may obtain g1(t), . . . ,gn(t) with EQP coordinates, which eventually form an LLL-reduced basis of Λt, using
the traditional δ = 34 for the Lovász condition.
To prove Theorem 1.2, we want to describe a shortest nonzero vector in Λt, using EQP coordinates. For
a given t, let u(t) ∈ Λt be any shortest nonzero vector in Λt. By Fact 2.4 above, u(t) =
∑
i aigi(t), with
ai ∈ Z and |ai| ≤ 3n. In other words, every shortest nonzero vector in Λt is one of the N := n2·3
n+1
vectors
∑
i aigi(t) with ai ∈ Z and |ai| ≤ 3
n. Note that this is a fixed number of vectors, independent of t.
Since ||
∑
i aigi(t)||
2 are EQP functions, one of them will eventually be minimal within each residue class by
Corollary 4.2.
That is, as a function of t the shortest vector is of the form u(t) =
∑
i aigi(t) where each gi has EQP
coordinates and the choice of i is eventually periodic, so u(t) also has EQP coordinates. 
4.2. Closest vector problem. To prove Theorem 1.3, we want to describe a vector in Λt closest to x(t),
using EQP coordinates. First, we show that we can reduce to the case where x(t) is in the subspace SpanRΛt.
Lemma 4.3. Let Λt = SpanZ{f1(t), . . . , fn(t)} ⊆ Z[t]
m and let Vt = SpanRΛt. Let x(t) ∈ Q(t)
m and let y(t)
be the orthogonal projection of x(t) onto Vt. Let u ∈ Λt. Then
(1) y is in Q(t)m and
(2) u is a closest vector (in Λt) to x(t) iff u is a closest vector to y(t).
18 TRISTRAM BOGART, JOHN GOODRICK, AND KEVIN WOODS
Proof. Let At be the matrix whose columns are g1(t), . . . ,gn(t). Then
y(t) =
(
ATt At
)−1
ATt x(t).
Noting that the inverse of a matrix can be written using adjoints (and dividing by the determinant), this
result is in Q(t)m, proving (1). Next, since (y(t) − u) ∈ Vt and (x(t) − y(t)) are orthogonal, we have
||x(t)− u||2 = ||y(t) − u||2 + ||x(t) − y(t)||2,
and so u minimizes ||x(t)− u|| if and only if it minimizes ||y(t) − u||, proving (2). 
Now we proceed by induction on n, which is dim(Λt) (for sufficiently large t). When n = 0, Λt = {0}
and so u(t) = 0 is the closest lattice vector to x(t). Assume the theorem is true for an n − 1 dimensional
lattice, and let g1(t), . . . ,gn(t) (with coordinates in EQP) be an eventually LLL-reduced basis (with δ =
3
4 )
for our n-dimensional lattice, Λt. Using Lemma 4.3, we may assume without loss of generality that x(t) ∈
Vt = SpanRΛt.
Let g∗1 , . . . ,g
∗
n be the Gram-Schmidt vectors corresponding to g1, . . . ,gn. For a given t, let u ∈ Λt be a
vector closest to x(t). Write
u =
n∑
i=1
aigi(t) =
n∑
i=1
µig
∗
i (t) and x(t) =
n∑
i=1
cigi(t) =
n∑
i=1
νig
∗
i (t),
with ai ∈ Z and ci, µi, νi ∈ Q (for 1 ≤ i ≤ n), and note an = µn and cn = νn. We first seek a bound
(independent of t) on |an−cn|, which will allow us to inductively search a fixed number of smaller dimensional
lattice translates for the closest point.
To find this bound, we first use Babai’s nearest plane method (see 2.5 above), which gives a reasonably
close lattice point, w ∈ Λt, with the property that
||w − x|| ≤ 2n/2−1||g∗n||.
Now we have
|µn − νn| · ||g
∗
n|| ≤
√√√√ n∑
i=1
(µi − νi)2 · ||g∗i ||
2
=
∣∣∣∣∣∣ n∑
i=1
(µi − νi)g
∗
i
∣∣∣∣∣∣
= ||u− x||
≤ ||w− x||
≤ 2n/2−1||g∗n||.
Since an = µn and cn = νn, dividing both sides by ||g
∗
n|| yields our desired bounds:
(3) |an − cn| ≤ 2
n/2−1.
Let Λ′t = SpanZ{g1(t), . . . ,gn−1(t)} ⊆ Z[t]
m, so that Λt = Λ
′
t + Zgn. Note that cn = cn(t) is EQR,
implying ⌊cn(t)⌋ is EQP. Let I =
{
−2n/2−1,−2n/2−1 + 1, . . . ,−1, 0, 1, . . . , 2n/2−1 + 1
}
. The bounds (3)
imply that, if u is a closest vector (in Λt) to x(t), then u ∈ Λ
′
t + angn for an ∈ I + ⌊cn(t)⌋. This yields an
inductive algorithm to find a closest vector with EQP coordinates: For i ∈ I, let v(i)(t) be a closest vector
to x(t) − (i+ ⌊cn(t)⌋)gn in Λ
′. By the inductive hypothesis, we can take v(i)(t) with EQP coordinates.
Then v(i)(t) + (i+ ⌊cn(t)⌋)gn is a closest vector to x(t) in Λ
′
t + (i + ⌊cn(t)⌋)gn. The closest vector in Λ
must be one of these 2n/2 + 2 vectors v(i)(t) + (i+ ⌊cn(t)⌋)gn. We can compare these vectors with EQP
coordinates, and one of them must eventually minimize ||v(i)(t) + (i+ ⌊cn(t)⌋)gn − x|| and be a closest
vector, for sufficiently large t.
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