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Abstract. In contrast with the well-known methods of matching asymp-5
totics and multiscale (or compound) asymptotics, the “functional an-6
alytic approach” of Lanza de Cristoforis (Analysis (Munich) 28:63–93,7
2008) allows to prove convergence of expansions around interior small8
holes of size ε for solutions of elliptic boundary value problems. Using9
the method of layer potentials, the asymptotic behavior of the solution10
as ε tends to zero is described not only by asymptotic series in powers of11
ε, but by convergent power series. Here we use this method to investigate12
the Dirichlet problem for the Laplace operator where holes are collaps-13
ing at a polygonal corner of opening ω. Then in addition to the scale ε14
there appears the scale η = επ/ω. We prove that when π/ω is irrational,15
the solution of the Dirichlet problem is given by convergent series in16
powers of these two small parameters. Due to interference of the two17
scales, this convergence is obtained, in full generality, by grouping to-18
gether integer powers of the two scales that are very close to each other.19
Nevertheless, there exists a dense subset of openings ω (characterized by20
Diophantine approximation properties), for which real analyticity in the21
two variables ε and η holds and the power series converge uncondition-22
ally. When π/ω is rational, the series are unconditionally convergent,23
but contain terms in log ε.24
Mathematics Subject Classification. 35J05, 45A05, 31A10, 35B25, 35C20,25
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Keywords. Dirichlet problem, Corner singularities, Perforated domain,27
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Introduction55
Domains with small holes are fundamental examples of singularly perturbed56
domains. The analysis of the asymptotic behavior of elliptic boundary value57
problems in such perforated domains as the size of the holes tends to zero58
lays the basis for numerous applications in more involved situations that can59
be found in the classical monographs [18,20,25] and the more recent [1]. The60
two methods that are most widely spread are the matching of asymptotic61
expansions as exposed by Il’in [18], and the method of multiscale (or com-62
pound) expansions as in Maz’ya, Nazarov, and Plamenevskij [25] or Kozlov,63
Maz’ya, and Movchan [20]. Ammari and Kang [1] use the method of layer64
potentials to construct asymptotic expansions. When the holes are shrinking65
to the corner of a polygonal domain, one encounters the class of self-similar66
singular perturbations, a case that has been treated by Maz’ya, Nazarov, and67
Plamenevskij [25, Chap. 2] with the method of compound expansions, and by68
Dauge, Tordeux, and Vial [13] with both methods of matched and compound69
expansions. The common feature of these methods is their algorithmic and70
constructive nature: The terms of the asymptotic expansions are constructed71
according to a sequential order. At each step of the construction, remainder72
estimates are proved, but there is no uniform control of the remainders, and73
this does therefore not lead to a convergence proof.74
Another method appeared recently, based on the “functional analytic75
approach” introduced by Lanza de Cristoforis [21]. This method has so far76
mainly been applied to the Laplace equation on domains with holes collaps-77
ing to interior points. The core feature is a description of the solution as78
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Converging Expansions
a real analytic function of one or several variables depending on the small79
parameter ε that characterizes the size of the holes. This is proved by a re-80
duction to the boundary via integral equations, and after a careful analysis81
of the boundary integral operators the analytic implicit function theorem can82
be invoked, providing the expansion of the solutions into convergent series.83
Analytic functions of several variables appear for example in [9,22], where84
the two-dimensional Dirichlet problem leads to the introduction of the scale85
1/ log ε besides ε, or in [10], where a boundary value problem in a domain86
with moderately close holes is studied and the size of the holes and their87
distance are defined by small parameters that may be of diﬀerent size.88
Our aim in this paper is to understand how this method would apply to89
the Dirichlet problem in a polygonal domain when holes are shrinking to the90
corner in a self-similar manner. In the limit ε → 0, the singular behavior of91
solutions at corners without holes will combine with the singular perturbation92
of the geometry. In contrast to what happens in the case of holes collapsing93
at interior points or at smooth boundary points [3], we find that the series94
expansions in powers of ε that correspond to the asymptotic expansions of95
[13] are only “stepwise convergent”. For corner opening angles ω that are96
rational multiples of π, the series will be unconditionally convergent, but97
in general for irrational multiples of π, certain pairs of terms in the series98
may have to be grouped together in order to achieve convergence. This is a99
peculiar feature similar to, and in the end caused by, the stepwise convergence100
of the asymptotic expansion of the solution of boundary value problems near101
corners when the data are analytic [4,11].102
0.1. Geometric Setting103
We consider perforated domains where the holes are shrinking towards a104
point of the boundary that is the vertex of a plane sector. For the sake of105
simplicity, we try to concentrate on the essential features and avoid unneces-106
sary generality. Therefore we consider only one corner, but we admit several107
holes.108
We denote by t = (t1, t2) the Cartesian coordinates in the plane R2,109
and by (ρ = |t|,ϑ = arg(t)) the polar coordinates. The open ball with center110
0 and radius ρ0 is denoted by B(0, ρ0). Let the opening angle ω be chosen in111
(0, 2π) and denote by Sω the infinite sector112
Sω = {t ∈ R
2, ϑ ∈ (0,ω)}. (0.1)113
The case ω = π is degenerate and corresponds to a half-plane.114
The perforated domains Aε are determined by an unperforated domain115
A, a hole pattern P and scale factors ε, about which we make some hypotheses.116
The unperforated domain A satisfies the following assumptions, see Fig. 1117
left,118
1. A is a subset of the sector Sω and coincides with it near its vertex:119
∃ρ0 > 0 s ch that B(0, ρ0) ∩ A = B(0, ρ0) ∩ Sω, (0.2)120
2. A is bounded, simply connected, and has a Lipschitz boundary,121
3. Sω\A has a Lipschitz boundary,122
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Sω
A
Unperforated domain A
Sω
P
P
P
Hole pattern in plane sector Sω
Figure 1. Limit domain A and hole pattern P
snoisnapxegnigrevnoC
Sω
Aε
Sω
Aε
Figure 2. Perforated domain Aε for two values of ε
4. ∂A ∩ ∂Sω is connected.123
The hole pattern P satisfies, see Fig. 1 right,124
1. P is a subset of the sector Sω and its complement Sω\P coincides with Sω125
at infinity:126
∃ρ′0 > 0 such that P ⊂ Sω ∩B(0, ρ
′
0). (0.3)127
2. P is a finite union of bounded simply connected Lipschitz domains Pj ,128
j = 1, . . . , J ,129
3. Sω\P has a Lipschitz boundary,130
4. For any j ∈ {1, . . . , J}, ∂Pj ∩ ∂Sω is connected.131
Let ε0 = ρ0/ρ′0. The family of perforated domains
(
Aε
)
0<ε<ε0
is defined132
by, see Fig. 2,133
Aε = A\εP, for 0 < ε < ε0. (0.4)134
The family εP can be seen as a self-similar collection of holes concentrating135
at the vertex of the sector. Here, in contrast with [9] we do not assume that136
0 belongs to P. We do not even assume that 0 does not belong to ∂P.137
Our assumptions (0.2), (0.3) exclude some classes of self-similar pertur-138
bations of corner domains that are also interesting to study and have been139
analyzed using diﬀerent methods, see [13]. For example, condition (2) in (0.3)140
excludes the case of the approximation of a sharp corner by rounded corner-141
s constructed with circles of radius ε. Condition (3) in (0.3) excludes holes142
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Converging Expansions
touching the boundary in a point. The Lipschitz regularity conditions (2) and143
(3) in (0.2), (0.3) are essential for our boundary integral equation approach.144
On the other hand, the condition that A is simply connected and the related145
connectivity conditions (4) in (0.2), (0.3) are not essential, they are merely146
made for simplicity of notation.147
0.2. Dirichlet Problems and Mutiscale Expansions148
We are interested in the collective behavior of solutions of the family of149
Poisson problems150 {
∆uε = f in Aε,
uε = 0 on ∂Aε.
(0.5)151
We assume that the common right hand side f is an element of L2(A), which,152
by restriction to Aε, defines an element of L2(Aε) and provides a unique153
solution uε ∈ H10 (Aε) to problem (0.5).154
If moreover f is infinitely smooth on A in a neighborhood of the origin,155
then a description of the ε-behavior of uε can be performed in terms of156
multiscale asymptotic expansions. We refer to [13,25] which apply to the157
present situation. As a result of this approach, cf [13, Th. 4.1 & Sect. 7.1], uε158
can be described by an asymptotic expansion containing two sorts of terms:159
• Slow terms uβ(t), defined in the standard variables t160
• Rapid terms, or profiles, Uβ( tε ), defined in the rapid variable
t
ε .161
Here the exponent β runs in the set N+ πωN = {ℓ+ k
π
ω , k, ℓ ∈ N}.162
If πω is not a rational number, uε can be expanded in powers of ε163
uε(t) ≃
∑
β∈N+ πωN
εβ uβ(t) +
∑
β∈N+ πωN
εβ Uβ( tε ). (0.6)164
The sums are asymptotic series, which means the following here: Let (βn)n∈N165
be the strictly increasing enumeration of N+ πωN and define the Nth partial166
sum by167
u[N ]ε (t) =
N∑
n=0
εβn uβn(t) +
N∑
n=0
εβn Uβn( tε ). (0.7)168
Then for all N ∈ N there exists CN such that for all ε ∈ (0, ε1]169 ∥∥uε − u[N ]ε ∥∥H1(Aε) ≤ CN εβN+1 (0.8)170
where we have chosen ε1 < ε0.171
If πω is a rational number, the terms corresponding to β in the intersec-172
tion β ∈ N ∩ πωN∗ contain a log ε and the estimate (0.8) has to be modified173
accordingly.174
0.3. Convergence Analysis175
If we want to have convergence of the series (0.6), it is not enough that the176
right hand side f belongs to L2(A) and not even that it is infinitely smooth177
near the origin, but in addition its asymptotic expansion (Taylor series) at178
the origin needs to be a convergent series converging to f . Thus we have179
to assume, and we will do this from now on, that f has an extension as a180
real analytic function in a neighborhood of the origin. More specifically, we181
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assume that there exist two positive constants Mf and C so that f ∈ L2(A)182
and183
f(t)=
∑
α∈N2
fα t
α1
1 t
α2
2 , ∀t ∈ B(0,M
−1
f ) ∩ A, with |fα|≤CM
|α|
f . (0.9)184
A simple special case would be a right hand side f ∈ L2(A) that vanishes in185
a neighborhood of the origin. Likewise, one could consider, as in [3,9,22], a186
variant of the boundary value problem (0.5) that is driven not by a domain187
force f , but by a given trace on the boundary.188
In the present work we address the question of the convergence of the189
series (0.6) under the assumption (0.9). In the above references [13,25] the190
recursive construction of the terms uβ and Uβ of (0.6) is performed without191
control of the constants CN in function of N , thus without providing any192
information on the convergence of the asymptotic series. We will exploit the193
“functional analytic approach” to obtain this convergence.194
It follows from general properties of power series that convergence of195
(0.6) in the sense that196
lim
N→∞
∥∥uε − u[N ]ε ∥∥ = 0197
in some norm and for some ε = ε1 > 0 implies that the series converges abso-198
lutely and unconditionally for any ε ∈ (−ε1, ε1). It will follow from our anal-199
ysis that there exists a set Λs of real irrational numbers (super-exponential200
Liouville numbers, see Definition B.1) with the property that whenever the201
opening angle ω does not belong to πΛs, then such an ε1 > 0 does indeed202
exist. For ω ∈ πΛs on the other hand, in general the series (0.6) does not203
converge for any ε ̸= 0. It is known from classical number theory that both204
Λs and its complement are uncountable and dense in R and Λs is of Lebesgue205
measure zero and even of Hausdorﬀ dimension zero. The series can be made206
convergent, however, for any ω ∈ (0, 2π) by grouping together certain pairs207
of terms in the sums for which βn+1− βn is small. This situation can also be208
expressed by the fact that there exists a subsequence (Nk)k∈N of N such that209
for any ε ∈ (−ε1, ε1)210
lim
k→∞
∥∥uε − u[Nk]ε ∥∥ = 0.211
We call this kind of convergence “stepwise convergence”, and the main result212
of this paper is the construction of a convergent series in this sense.213
Our analysis relies on four main steps, developed in the four sections of214
this paper.215
Step 1. We set u˜ε = uε − u0
∣∣
Aε
, where u0 ∈ H10 (A) is the solution of216
the limit problem217 {
∆u0 = f in A,
u0 = 0 on ∂A.
(0.10)218
Doing this, we reduce our investigation to the harmonic function u˜ε, solution219
of the problem220 {
∆u˜ε = 0 in Aε,
u˜ε = −u0 on ∂Aε,
(0.11)221
Journal: 20 Article No.: 2377 TYPESET DISK LE CP Disp.:2017/5/10 Pages: 49
A
u
th
o
r 
P
ro
o
f
un
co
rr
ec
te
d p
ro
of
Converging Expansions
Since u0 is zero on ∂A, the trace of u0 on ∂Aε can be nonzero only on the222
boundary of the holes ε∂P. In order to analyze this trace, we expand u0 near223
the origin in quasi-homogeneous terms with respect to the distance ρ to the224
vertex according to the classical Kondrat’ev theory [19]. The investigation of225
the possible convergence of this series is far less classical, see [4], and it may226
involve stepwise convergent series. This issue is also related to the stability of227
the terms in the expansion with respect to the opening, cf [6,7]. We provide228
rather explicit formulas for such expansions in complex variable form.229
Step 2. We transform problem (0.11) into a similar problem on a per-230
forated domain for which the holes shrink to an interior point of the limit231
domain, a situation studied in [9,10,22]. To get there, we compose two trans-232
formations that are compatible with the Dirichlet Laplacian,233
• A conformal map of power type,234
• An odd reflection.235
In this way the unperturbed sector domain A is transformed into a bounded236
simply connected Lipschitz domain B that contains the origin, and the hole237
pattern P is transformed into another hole pattern Q that is a finite union238
of simply connected bounded Lipschitz domains Qj . The small parameter is239
transformed into another small parameter η by the power law240
η = επ/ω,241
and the new perforated domains Bη have the form242
Bη = B\ηQ, η ∈ (0, η0).243
The boundary of Bη is the disjoint union of the external part ∂B and the244
boundary η∂Q of the holes ηQ. The holes shrink to the origin 0, which now245
lies in the interior of the unperforated domain B.246
In this way problems (0.11) are transformed into Dirichlet problems247
on Bη248 {
∆vη = 0 in Bη,
vη = µη on ∂Bη.
(0.12)249
The family of Dirichlet traces µη are determined by the trace of u0 on the250
family of boundaries ε∂P of the holes. They have a special structure due to251
the mirror symmetry.252
Step 3.We study analytic families of model problems of this type where253
µη depends on η as follows254 {
µη(x) = ψ(x) if x ∈ ∂B,
µη(x) = Ψ(
x
η ) if x ∈ η∂Q.
(0.13)255
Here we have a clear separation between the external boundary ∂B where256
µη does not depend on η, and the internal boundary η∂Q of ∂Bη that is the257
boundary of the scaled holes ηQ. Via representation formulas involving the258
double layer potential, we transform the problem (0.12) with right hand side259
(0.13) into an equivalent system of boundary integral equations (3.29) with a260
matrix of boundary integral operators M(η) depending analytically on η in261
a neighborhood of zero and such that M(0) is invertible, see Theorem 3.12.262
Journal: 20 Article No.: 2377 TYPESET DISK LE CP Disp.:2017/5/10 Pages: 49
A
u
th
o
r 
P
ro
o
f
un
co
rr
ec
te
d p
ro
of
M. Costabel et al.
The crucial property making this possible is the homogeneity of the263
double layer kernel, which allows to write M(η) in such a form that its264
diagonal terms are independent of η and the oﬀ-diagonal terms vanish at265
η = 0. The problem corresponding to the boundary integral operator M(0)266
can be interpreted as a decoupled system of Dirichlet problems, one (in slow267
variables x) on the unperturbed domain B and a second one (in rapid variables268
X = xη ) on the complement R
2\Q of the holes at η = 1.269
Step 4. From the formulation via an analytic family of boundary in-270
tegral equations in Step 3 follows that there exists η1 > 0 such that the271
solutions vη of problems (0.12)–(0.13) depend on the data ψ ∈ H1/2(∂B)272
and Ψ ∈ H1/2(∂Q) via a solution operator L(η) that is analytic in η for273
η ∈ (−η1, η1) and, therefore, is given by a convergent series around 0274
L(η) =
∞∑
n=0
ηnLn, |η| ≤ η1. (0.14)275
Combining this with the results of Steps 1 and 2, we obtain expansions276
of the solutions uε of problem (0.5) in slow and rapid variables similar to277
(0.6) that are not only asymptotic series as ε → 0 like in (0.8), but conver-278
gent for ε in a neighborhood of zero. The convergence is shown in weighted279
Sobolev norms and it is, in general, “stepwise” in the same sense as had been280
known for the convergence of the expansion in corner singular functions of281
the solution u0 of the unperturbed problem (0.10). The main results on this282
kind of convergent expansions are given in Theorems 4.5, 4.6 and 4.7.283
While the series in powers of ε are, under our general conditions, not284
unconditionally convergent due to the interaction of integer powers coming285
from the Taylor expansion of the right hand side f in our problem (0.5) and286
the powers of the form kπ/ω, k ∈ N, coming from the corner singularities,287
there are two situations where the convergence is, in fact, unconditional.288
The first such situation is met when the opening angle ω is such that289
π/ω is either a rational number or, conversely, is not approximated too fast290
by rational numbers, namely not a super-exponential Liouville number as291
defined in Definition B.1. In this case, the right hand side f can be arbitrary,292
as long as it is analytic in a neighborhood of the corner, see Corollaries 4.9293
and 4.10.294
The second situation where we find unconditional convergence is met295
for arbitrary opening angles ω when the right hand side f in (0.5) vanishes296
in a neighborhood of the corner: Then we have the converging expansion in297
L∞(Ω)298
uε(t) = u0(t) +
∑
β∈ πωN∗
εβ uβ(t) +
∑
β∈ πωN∗
εβ Uβ( tε ). (0.15)299
Thus both parts of this two-scale decomposition of uε are given by functions300
that are real analytic near zero in the variable η = επ/ω, see Corollary 4.8.301
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1. Unperturbed Problem on a Plane Sector302
We are going to analyze the solution u0 of problem (0.10) when the right303
hand side satisfies the assumption (0.9). We represent u0 as the sum of three304
series converging in a neighborhood of the vertex:305
u0 = uf + u∂ + urm306
where307
1. uf is a particular solution of ∆u = f ,308
2. u∂ is a particular solution of ∆u = 0, with u∂ +uf = 0 on the sides ϑ = 0309
or ω,310
3. urm is the remaining part of u0.311
We use the complex variable form of Cartesian coordinates312
ζ = t1 + it2, ζ¯ = t1 − it2 i.e. ζ = ρe
iϑ. (1.1)313
In particular, instead of (0.9), we write the Taylor expansion at origin of f314
in the form315
f(t) =
∑
α∈N2
f˜α ζ
α1 ζ¯α2 in B(0,M−1f ), with |f˜α| ≤ CMM
|α|, (M > Mf ).
(1.2)316
1.1. Interior Particular Solution317
The existence of a real analytic particular solution to the equation ∆u = f is318
a consequence of classical regularity results (cf. Morrey and Nirenberg [27]).319
Nevertheless, we can also provide an easy direct proof by an explicit formula320
using the complex variable representation (1.2): It suﬃces to set321
uf (t) =
∑
α∈N2
f˜α
4(α1 + 1)(α2 + 1)
ζα1+1ζ¯α2+1 in B(0,M−1f ). (1.3)322
to obtain a particular real analytic solution to the equation ∆u = f in323
B(0,M−1f ).324
1.2. Lateral Particular Solution325
Set ρ1 = min{ρ0,M−1} for a chosenM > Mf . In the finite sector A∩B(0, ρ1),326
the diﬀerence u˜ ≡ u0 − uf is a harmonic function and its traces on the sides327
ϑ = 0 and ϑ = ω coincide with −uf . Denote by g0 and gω the restriction of328
−uf on the rays ϑ = 0 and ϑ = ω. These two functions are analytic in the329
variable ρ:330
g0 =
∑
ℓ∈N∗
g0ℓρ
ℓ, gω =
∑
ℓ∈N∗
gωℓ ρ
ℓ, |g0ℓ |+ |g
ω
ℓ | ≤ Cρ
−ℓ
1 . (1.4)331
The constant ρ1 > 0, which is a lower bound for the convergence radius of332
the power series (1.4), is by construction less than M−1f , where Mf is the333
constant in the assumption (0.9) on the analyticity of the right hand side f .334
Note that, by construction, g0 and gω vanish at the origin.335
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As a next step in the analysis of u0, we now construct a particular336
solution u∂ of the problem satisfied by u˜337 {
∆u∂(t) = 0 ∀t ∈ A ∩B(0, ρ1),
u∂(t) = −uf (t) ∀t ∈ (T0 ∪ Tω) ∩B(0, ρ1).
(1.5)338
This solution uses the convergent series expansion (1.4) and will be given as339
a convergent series, too.340
Following [4], for any positive integer ℓ ∈ N∗ we can write explicit341
particular solutions wℓ to the Dirichlet problem in the infinite sector Sω342 ⎧⎨⎩∆wℓ(t) = 0 ∀t ∈ Sω,wℓ(t) = g0ℓρℓ ∀t ∈ T0,
wℓ(t) = gωℓ ρ
ℓ ∀t ∈ Tω,
(1.6)343
where T0 and Tω are the two sides of the sector Sω.344
The idea is then to give estimates of the wℓ that show convergence of345
the series u∂ =
∑
ℓ∈N∗
wℓ.346
There exists always a (quasi-)homogeneous solution of degree ℓ. The347
harmonic functions that are homogeneous of degree ℓ are348
Im ζℓ and Re ζℓ349
They are given in polar coordinates by ρℓ sin ℓϑ and ρℓ cos ℓϑ. The determi-350
nant of their boundary values is sin ℓω. If this is zero, we cannot solve (1.6) in351
homogeneous functions (except in the smooth case, i.e. when ω = π, where352
we find that wℓ = bℓ Re ζℓ with bℓ = g0ℓ is a solution), but we need the353
quasihomogeneous function354
Im(ζℓ log ζ).355
We find the solution356
(i) If sin ℓω ̸= 0, i.e. if ℓω ̸∈ πN357 {
wℓ(t) = aℓ Im ζℓ + bℓ Re ζℓ
with aℓ =
gωℓ −g
0
ℓ cos ℓω
sin ℓω and bℓ = g
0
ℓ .
(1.7)358
In this case the solution to (1.6) is unique in the space of homogeneous359
functions of degree ℓ.360
(ii) If sin ℓω = 0, i.e. if ℓω = kπ with k ∈ N, so cos ℓω = (−1)k,361 {
wℓ(t) = aℓ Im(ζℓ log ζ) + bℓ Re ζℓ
with aℓ =
gωℓ −g
0
ℓ cos ℓω
ω cos ℓω and bℓ = g
0
ℓ .
(1.8)362
We draw the following consequences according to whether πω is rational363
or not:364
(a) If πω ∈ Q, then the coeﬃcients aℓ and bℓ in (1.7)–(1.8) are controlled since365
sin ℓω spans a finite set of values: There exists C ′ such that366
|aℓ|+ |bℓ| ≤ C
′ρ−ℓ1 , ℓ ∈ N∗. (1.9)367
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(b) If πω ̸∈ Q, estimating aℓ is hindered by the possible appearance of small368
denominators sin ℓω. In Appendix B we show that there exists a dense369
set of angles ω such that sin ℓω takes such small values that the series370
with wℓ defined by (1.7) will not converge, in general. The criterion is371
that π/ω belongs to the set Λs of super-exponential Liouville numbers,372
defined in Definition B.1 by their very fast approximability by rational373
numbers. We can restore the control of wℓ by modifying it as proposed374
in [4,11]. For this, we “borrow” a term from the expansion (1.15) of urm375
in Sect. 1.3 below, namely a solution of the problem with zero lateral376
boundary conditions, a Laplace-Dirichlet singularity377
Im ζkπ/ω (harmonic in Sω, zero on T0 and Tω).378
Using this with k = ⌊ℓω/π⌉ ∈ N∗ such that |ℓω − kπ| is minimal, we379
introduce a variant of wℓ from (1.7) by defining380
w˜ℓ(t) = aℓ
(
Im ζℓ − Im ζkπ/ω
)
+ bℓ Re ζ
ℓ
381
with aℓ and bℓ as in (1.7). We note that382
aℓ
(
Im ζℓ − Im ζkπ/ω
)
= (gωℓ − g
0
ℓ cos ℓω) Im
ζℓ − ζkπ/ω
sin ℓω
.383
The quotient on the right is stable because it can be expressed by divided384
diﬀerences:385
ζℓ − ζkπ/ω
sin ℓω
=
ζℓ − ζkπ/ω
ℓ− kπ/ω
ℓ− kπ/ω
sin ℓω − sin kπ
.386
For fixed ℓ, this is continuous in ω, even if ℓω → kπ, and we recover the387
logarithmic term from (1.8):388
lim
ℓω→kπ
Im
ζℓ − ζkπ/ω
sin ℓω
= Im(ζℓ log ζ)
1
ω cos ℓω
.389
For fixed ω, we find a bound for the coeﬃcient uniformly in ℓ if |ℓω−kπ| ≤390
π/2:391 ∣∣∣∣ℓ− kπ/ωsin ℓω
∣∣∣∣ = 1ω
∣∣∣∣ ℓω − kπsin(ℓω − kπ)
∣∣∣∣ ≤ π2ω .392
The stable variant of (1.7), which contains the logarithmic expressions393
(1.8), is therefore394 {
w˜ℓ(t) = a˜ℓ Im
ζℓ−ζkπ/ω
ℓ−kπ/ω + bℓ Re ζ
ℓ
with a˜ℓ = (gωℓ − g
0
ℓ cos ℓω)
ℓ−kπ/ω
sin ℓω and bℓ = g
0
ℓ .
(1.10)395
We need this variant only when |ℓω − kπ| is small. We fix a threshold396
0 < δω <
1
2 min{ω,π} (1.11)397
and replace wℓ by w˜ℓ if there exists k ∈ N∗ such that |ℓω − kπ| ≤ δω.398
The bounds on δω imply on one hand that in this definition k is defined399
uniquely by ℓ, but ℓ is also uniquely determined by k. On the other hand,400
Journal: 20 Article No.: 2377 TYPESET DISK LE CP Disp.:2017/5/10 Pages: 49
A
u
th
o
r 
P
ro
o
f
un
co
rr
ec
te
d p
ro
of
M. Costabel et al.
we can check that the coeﬃcients aℓ and a˜ℓ are uniformly controlled: There401
exists C ′ independent of ℓ such that402
|a♭ℓ| ≤ C
′ρ−ℓ1 , where a
♭
ℓ =
{aℓ
a˜ℓ
if dist(ℓω,πN)
{> δω,
≤ δω.
(1.12)403
Thus, choosing for each value of ℓ solutions wℓ or w˜ℓ, cf (1.7)–(1.12), we obtain404
a convergent series expansion for a particular solution u∂ of the (partial)405
Dirichlet problem (1.5).406
1.3. Remaining Boundary Condition and Convergence407
Let us write in A ∩B(0, ρ1):408
u0 = uf + u∂ + urm. (1.13)409
Now the function urm resolves the remaining boundary condition (here we410
choose ρ′1 ∈ (0, ρ1))411 ⎧⎨⎩∆urm(t) = 0 ∀t ∈ A ∩B(0, ρ
′
1),
urm(t) = 0 ∀t ∈ (T0 ∪ Tω) ∩B(0, ρ′1),
urm(t) = g(t) ∀t ∈ Sω, |t| = ρ′1,
(1.14)412
where413
g(t) ≡ u0(t)− uf (t)− u∂(t) for |t| = ρ
′
1.414
Denoting by Π the arc ϑ ∈ (0,ω), ρ = 1, we can see that the trace g belongs415
to H1/200 (ρ
′
1Π). By partial Fourier expansion with respect to the eigenfunction416
basis
(
sin kπω ϑ
)
k∈N∗
we find417
g(t) =
∑
k≥1
gk sin
kπ
ω
ϑ, t ∈ ρ′1Π,418
with a bounded1 sequence
(
gk
)
k∈N∗
, and we deduce the representation419
urm(t) =
∑
k≥1
gk
( ρ
ρ′1
)kπ/ω
sin
kπ
ω
ϑ, t ∈ A ∩B(0, ρ′1).420
Setting ckπ/ω = gk(ρ
′
1)
−kπ/ω, we find that the expansion for the remaining421
term can be written as the converging series422
urm(t) =
∑
γ∈ πωN∗
cγ Im ζ
γ , t ∈ A ∩B(0, ρ′1), (1.15)423
with the estimates424
|cγ | ≤ C(ρ
′
1)
−γ . (1.16)425
The collection of formulas and estimates (1.3), (1.7)–(1.12), and (1.15)–(1.16)426
motivates the following unified notation.427
1In fact the sequence
(√
k gk
)
k∈N∗
belongs to ℓ2(N∗).
Journal: 20 Article No.: 2377 TYPESET DISK LE CP Disp.:2017/5/10 Pages: 49
A
u
th
o
r 
P
ro
o
f
un
co
rr
ec
te
d p
ro
of
Converging Expansions
Notation 1.1. Let A be the set of indices (here N2∗ denotes N
2\{(0, 0)})428
A = N2∗ ∪
π
ωN∗,429
and let A0 be the subset of A of elements of the form (ℓ, 0) with ℓ ∈ N∗ such430
that there exists431
k ∈ N∗ with |ℓω − kπ| ≤ δω (see (1.11)). (1.17)432
For any γ ∈ A, we define the function t /→ Zγ(t) as follows433
1. If γ ∈ πωN∗, set Zγ(t) = ζ
γ ,434
2. If γ = (α1,α2) ∈ N2∗ and γ ̸∈ A0, set Zγ(t) = ζ
α1 ζ¯α2 ,435
3. If γ = (ℓ, 0) ∈ A0, let k be the unique integer such that (1.17) holds. Set436 ⎧⎨⎩Zγ(t) = ζ
ℓ log ζ if ℓ = kπω ,
Zγ(t) =
ζℓ − ζkπ/ω
ℓ− kπ/ω
if ℓ ̸= kπω .
(1.18)437
We are ready to prove the main result of this section:438
Theorem 1.2. Let u0 be the solution of the unperturbed problem (0.10) with439
right hand side f ∈ L2(A) satisfying (0.9). We can represent u0 as the sum440
of a convergent series in a neighborhood of the vertex 0441
u0(t) = Im
∑
γ∈A
aγZγ(t), t ∈ A ∩B(0, ρ1) (1.19)442
where the set A and the special functions Zγ are introduced in Notation 1.1,443
and the coeﬃcients aγ satisfy the analytic type estimates: for all M > ρ
−1
1444
there exists C such that445
|aγ | ≤ CM
|γ|, γ ∈ A, (1.20)446
where |γ| = α1 + α2 if γ = (α1,α2) ∈ (N∗)2, and |γ| = γ if γ ∈
π
ωN∗. The447
coeﬃcients aγ are real if γ ∈
π
ωN∗ or if γ = (ℓ, 0) ∈ N
2
∗.448
Proof. We start from the representation (1.13) of u0 in the three parts uf ,449
u∂ and urm.450
1) uf has the explicit expression (1.3) that can be written as451 ∑
α1∈N∗
∑
α2∈N∗
bαζα1 ζ¯α2 with suitable estimates for the coeﬃcients bα:452
|bα| ≤ CM
|α|.453
We notice that the set of indices (N∗)2 has an empty intersection with A0.454
So455
uf (t) =
∑
γ∈(N∗)2
bγZγ(t).456
Since uf is real, we can set aγ = ibγ and get457
uf (t) = Im
∑
γ∈(N∗)2
aγZγ(t).458
2) u∂ is equal to
∑
ℓ∈N∗
w♭ℓ with459
(i) w♭ℓ = wℓ with wℓ given by (1.7) if (ℓ, 0) ̸∈ A0,460
(ii) w♭ℓ = wℓ with wℓ given by (1.8) if ℓ =
kπ
ω for some k ∈ N∗,461
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(iii) w♭ℓ = w˜ℓ with w˜ℓ given by (1.10) if (ℓ, 0) ∈ A0 and ℓ ̸=
kπ
ω , where k462
is the integer such that (1.17) holds.463
We parse each of these three cases464
(i) (ℓ, 0) ̸∈ A0: Then Z(ℓ,0) = ζ
ℓ and Z(0,ℓ) = ζ¯
ℓ. We use formula (1.7) to465
obtain466
wℓ = Im(aℓZ(ℓ,0) + ibℓZ(0,ℓ)) (1.21)467
The coeﬃcients a(ℓ,0) = aℓ and a(0,ℓ) = ibℓ satisfy the desired estimates,468
because (ℓ, 0) ̸∈ A0 implies | sin ℓω| ≥ sin
ω
2 .469
(ii) There exists k ∈ N∗ such that ℓ =
kπ
ω : Then Z(ℓ,0) = ζ
ℓ log ζ and Z(0,ℓ) =470
ζ¯ℓ. We use formula (1.8) to obtain the representation (1.21) again.471
(iii) (ℓ, 0) ∈ A0 and ℓ ̸=
kπ
ω , with the integer k for which (1.17) holds. Now472
we start from formula (1.10) and find once more the representation (1.21)473
with aℓ replaced by a˜ℓ.474
3) Finally urm given by (1.15) is already written in the desired form. !475
Remark 1.3. 1) Examining the structure of the terms in (1.19) we can see476
that a real valued basis for the expansion of u0 is the union of477
• ImZγ if γ ∈
π
ωN∗ or if γ = (α1,α2) ∈ N
2
∗ with α1 > α2,478
• ReZγ if γ = (α1,α2) ∈ N2∗ with α1 ≤ α2.479
2) The traces of the function ImZkπ/ω are zero on ∂Sω for all k ∈ N∗.480
If we write the expansion (1.19) in the form481
u0 =
∑
k∈N∗
akπ/ω ImZkπ/ω +
∑
ℓ∈N∗
⎛⎜⎜⎝Im ∑
γ∈N2
|γ|=ℓ
aγZγ
⎞⎟⎟⎠ (1.22)482
we obtain terms ImZkπ/ω, or packets of terms Im
∑
|γ|=ℓ aγZγ that have483
zero traces on ∂Sω.484
Remark 1.4. If ω = π, then u0 has a converging Taylor expansion at the485
origin.486
Remark 1.5. If f = 0 in a neigborhood of the origin, then in the above487
construction we find that uf and u∂ vanish identically, hence u0 = urm. For488
the latter we have the convergent expansion (1.15), and therefore u0 has an489
expansion in terms of Im ζk
π
ω , k ∈ N∗ , that is convergent in a neighborhood490
of the origin.491
Remark 1.6. The definition of A0 depends on the choice of the threshold δω,492
see (1.11). This influences which pairs of terms ζℓ and ζkπ/ω are grouped493
together into Zγ in the sum (1.19), but changing A0 does not change the494
sum. One can also omit a finite number of indices from A0 without chang-495
ing the sum. From Appendix B follows that we can even set δω = 0 and496
therefore reduce A0 to the empty set if π/ω is irrational, but not a super-497
exponential Liouville number. The resulting series in which no pairs of terms498
are regrouped will then converge, with a possibly smaller convergence radius499
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than ρ1 if π/ω is an exponential, but not super-exponential Liouville num-500
ber. The full convergence radius ρ1 is retained if π/ω is not an exponential501
Liouville number, in particular if it is not a Liouville number. If π/ω is a502
super-exponential Liouville number, then there exist right hand sides f such503
that the unmodified series does not converge for t ̸= 0.504
1.4. Residual Problem on the Perforated Domain505
Setting u˜ε = uε − u0 with uε and u0 the solutions of problems (0.5) and506
(0.10), respectively, we obtain that u˜ε solves the residual problem507 {
∆u˜ε = 0 in Aε,
u˜ε = −u0 on ∂Aε,
(1.23)508
By construction, u0 is zero on ∂A, therefore on ∂Aε ∩ ∂A. Thus the trace509
of u0 on ∂Aε can be nonzero only on the part ε∂P ∩ Sω of the boundary of510
the perforations, compare Fig. 2. The converging expansion (1.19) allows us511
to interpret traces of u0 on ε∂P ∩ Sω as a series of traces on ∂P ∩ Sω with512
coeﬃcients depending on ε. To describe this dependence, we recall Notation513
1.1 and introduce corresponding combinations of powers of ε.514
Notation 1.7. Let A and A0 be the sets of indices introduced in Notation 1.1.515
For any γ ∈ A we define the function ε /→ Eγ(ε) as follows516
1. If γ ∈ πωN∗, set Eγ(ε) = ε
γ ,517
2. If γ = (α1,α2) ∈ N2∗ and γ ̸∈ A0, set Eγ(ε) = ε
|γ|,518
3. If γ = (ℓ, 0) ∈ A0, let k be the unique integer such that (1.17) holds. Set519 ⎧⎨⎩Eγ(ε) = ε
ℓ log ε if ℓ = kπω ,
Eγ(ε) =
εℓ − εkπ/ω
ℓ− kπ/ω
if ℓ ̸= kπω .
(1.24)520
The functions Zγ (1.18) are pseudo-homogeneous in the following sense.521
Lemma 1.8. Let γ ∈ A and T ∈ Sω.522
• If γ ̸∈ A0, then523
Zγ(εT ) = ε
|γ|
Zγ(T ) = Eγ(ε)Zγ(T ).524
• If γ = (ℓ, 0) ∈ A0, let k be the unique integer such that (1.17) holds. We525
set γ′ = kπω and we have526
Zγ(εT ) = ε
|γ|
Zγ(T ) + Eγ(ε)Zγ′(T ).527
Corollary 1.9. Under the conditions of Theorem 1.2, using the packet expan-528
sion (1.22), we find529
u0(εT ) =
∑
γ∈ πωN∗
aγε
γ ImZγ(T )530
+
∑
ℓ∈N∗
εℓ
⎛⎜⎜⎝Im ∑
γ∈N2
|γ|=ℓ
aγZγ(T )
⎞⎟⎟⎠+ ∑
γ∈A0
aγEγ(ε) ImZγ′(T ). (1.25)531
Each of the terms or packets has zero trace on ∂Sω.532
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2. From a Perforated Sector to a Domain with Interior Holes533
In this section, we transform the residual Dirichlet problem (1.23) into a534
problem on a perforated domain with holes shrinking towards an interior535
point, so that to be able to use integral representations for its solution. A536
suitable transformation is obtained as the composition of two operations, see537
Fig. 3:538
• A conformal map Gκ: ζ /→ z = ζκ with κ =
π
ω that transforms the sector539
Sω into the upper half-plane Sπ = R× R+,540
• The odd reflection operator E that extends domains and functions from541
Sπ to R2.542
We introduce these two operations and list some of their properties543
before composing them in view of the transformation of problem (1.23).544
2.1. Conformal Mapping of Power Type545
Let ω ∈ (0, 2π) and κ > 0 be chosen so that κω < 2π. The conformal map Gκ:546
ζ /→ z = ζκ transforms Cartesian coordinates t into Cartesian coordinates x547
with548
ζ = t1 + it2 and z = x1 + ix2549
Sω
P
P
P
Hole pattern in plane sector Sω
Sπ
Conformal map to half-space Sπ
Sπ
Q
Q×1 Q
×
2
Q+1
Q−1
Extension by symmetry from Sπ to R
2
Figure 3. Conformal map and symmetry acting on hole
pattern P
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and polar coordinates (ρ,ϑ) into (r, θ) with550
r = ρκ and θ = κϑ.551
Lemma 2.1. Assume that Ω ⊂ Sω and that Ω and Sω\Ω have a Lipschitz552
boundary. Then GκΩ ⊂ Sκω and, moreover, GκΩ and Sκω\GκΩ have a Lips-553
chitz boundary.554
A function u defined on such a domain Ω ⊂ Sω is transformed into a555
function G∗κu defined on GκΩ through the composition556
G∗κu = u ◦ G
−1
κ = u ◦ G1/κ.557
If ∂Ω is disjoint from the origin, then for any real s, the transformation558
G∗κ defines an isomorphism from the standard Sobolev space H
s(Ω) onto559
Hs(GκΩ).560
If, on the contrary, 0 ∈ ∂Ω, there is no such simple transformation561
law for standard Sobolev spaces. Nevertheless, weighted Sobolev spaces of562
Kondrat’ev type can be equivalently expressed using polar coordinates and563
support such transformation: For real β and natural integer m, the space564
Kmβ (Ω) is defined as565
Kmβ (Ω) = {u ∈ L
2
loc(Ω), ρ
β+|α|∂αt u ∈ L
2(Ω), ∀α ∈ N2, |α| ≤ m}. (2.1)566
We have the equivalent definition in polar coordinates567
Kmβ (Ω) = {u ∈ L
2
loc(Ω), ρ
β(ρ∂ρ)
α1∂α2ϑ u ∈ L
2(Ω), ∀α ∈ N2, |α| ≤ m}.568
Lemma 2.2. The conformal map Gκ defines an isomorphism569
G∗κ : K
m
β (Ω) onto K
m
1+β
κ −1
(GκΩ).570
The proof is based on the formulas571
ρ∂ρ = κ r∂r and ρdρdϑ = r
2
κ−2rdrdθ.572
Details are left to the reader.573
A relation between standard Sobolev spaces Hs for real positive s and574
the weighted scale Kmβ is the following [12, Appendix A]575
Kmβ (Ω) ⊂ H
s(Ω) if m ≥ s and β < −s. (2.2)576
Coming back to the solution u0 of problem (0.10), we check that as a577
consequence of (1.19) and of Lemma 2.2, there holds:578
Lemma 2.3. Let m ≥ 1 be an integer. Then the solution u0 of problem (0.10)579
satisfies580
u0 ∈ K
m
β (A) ∀β such that 1 + β > −min{
π
ω , 2}. (2.3)581
Let κ > 0. Then582
Gκu0 ∈ K
m
β′ (GκA) ∀β
′ such that 1 + β′ > − 1κ min{
π
ω , 2}. (2.4)583
Journal: 20 Article No.: 2377 TYPESET DISK LE CP Disp.:2017/5/10 Pages: 49
A
u
th
o
r 
P
ro
o
f
un
co
rr
ec
te
d p
ro
of
M. Costabel et al.
2.2. Reflection and Odd Extension584
We first denote by R the mapping from R2 to itself defined as the reflection585
across the x1 axis586
R(x1, x2) ≡ (x1,−x2) ∀x = (x1, x2) ∈ R
2.587
Then if Ω is a subset of R2 and g a function defined on Ω, we denote by R∗[g]588
the function on R(Ω) defined by589
R∗[g](x) = g(R(x)) ∀x ∈ R(Ω).590
Let Ω be a subdomain of the half-plane Sπ. Let us set591
Γ = interior (∂Ω ∩ ∂Sπ).592
We denote by E(Ω) the symmetric extension of Ω across the x1 axis593
E(Ω) = Ω ∪R(Ω) ∪ Γ. (2.5)594
Since we want to stay within the category of Lipschitz domains, we need595
here the assumption that both Ω and its complement in Sπ are Lipschitz. Note596
that whereas for a Lipschitz domain its complement in R2 is automatically597
Lipschitz, too, this is not the case, in general, for the complement in Sπ. This598
is the reason why we had to make corresponding assumptions in Sect. 0.1,599
see assumptions (2) and (3) on the domain A and the perforations P. Under600
these assumptions E(Ω) is a Lipschitz domain. Since the proof of this fact is601
rather technical, we present it in Appendix A; Lemma A.1.602
If g is a function defined on Ω, the odd extension of g to E(Ω) is defined603
as604
E∗[g](x) ≡
⎧⎨⎩ g(x) ∀x ∈ Ω−g(R(x)) ∀x ∈ R(Ω)
0 ∀x ∈ Γ.
605
Let us denote by H10,Γ(Ω) the following subspace of H
1(Ω)606
H10,Γ(Ω) = {u ∈ H
1(Ω), u
∣∣
Γ
= 0}.607
Lemma 2.4. Assume that Ω ⊂ Sπ and that Ω and Sπ\Ω have a Lipschitz608
boundary. Then the odd extension E∗ defines a bounded embedding609
E∗ : K2β(Ω) ∩H
1
0,Γ(Ω) −→ K
2
β(E(Ω)) ∀β ∈ R.610
Proof. If u belongs to K2β(Ω) ∩ H
1
0,Γ(Ω), the jumps of E
∗[u] and of ∂2E∗[u]611
across Γ are zero. Hence for all multiindices α, |α| ≤ 2, the partial derivative612
∂αE∗[u] has no density across Γ and613
∥r|α|+β∂αE∗[u]∥2
L2(E(Ω))
= 2∥r|α|+β∂αu∥2
L2(Ω)
.614
615
!616
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2.3. Transformation of the Residual Problem617
We come back to our main setting, with unperforated domain A, hole pattern618
P, and family of perforated domains Aε. We denote by T and T ∗ the compo-619
sition of the conformal map Gπ/ω and the odd extension acting on domains620
and functions respectively621
T = E ◦ Gπ/ω and T
∗ = E∗ ◦ G∗π/ω. (2.6)622
Then we denote623
B = T (A), Q = T (P).624
As a consequence of assumptions on A and P, and of Lemmas 2.1 and A.1, B625
is a bounded simply connected Lipschitz domain containing the origin, and626
Q is a finite union of bounded simply connected Lipschitz domains.627
The perforated sector Aε is transformed by T into the perforated domain628
Bη with629
η = επ/ω and Bη = B\ηQ. (2.7)630
We note that the boundary of Bη is the disjoint union of ∂B and η∂Q, see631
Fig. 4:632
∂Bη = ∂B ∪ η∂Q. (2.8)633
The residual problem (1.23) on Aε is transformed into the Dirichlet634
problem on Bη635 {
∆vη = 0 in Bη,
vη = −T ∗[u0] on ∂Bη,
636
where we have set vη = T ∗[u˜ε]. We note that vη belongs to H1(Bη) and that637
its trace is zero on ∂B. We analyze now the structure of the trace of T ∗[u0]638
on η∂Q. We take advantage of the converging expansion (1.19) and of the639
pseudo-homogeneity of its terms.640
We recall from Notation 1.1 that the set of indices A is the union of641
π
ωN∗ and N
2
∗, and from Notation 1.7 that the pseudo-homogeneous functions642
Eγ(ε) are defined as ε|γ| if γ does not belong to the set of exceptional indices643
A0, and by a divided diﬀerence or a logarithmic term in the opposite case.644
Bη Bη
Figure 4. Transformed perforated domain Bη for two val-
ues of η
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Theorem 2.5. Let u0 be the solution of the unperturbed problem (0.10) with645
right hand side f ∈ L2(A) satisfying (0.9). The residual problem (1.23) on646
Aε is transformed by the transformation T (2.6) into the Dirichlet problem647
on Bη, with η = επ/ω:648 ⎧⎪⎨⎪⎩
∆vη = 0 in Bη,
vη = 0 on ∂B,
vη = −T ∗[u0] on η∂Q.
(2.9)649
The trace of T ∗[u0] can be written as a convergent sum for ε ∈ (0, ε1] for650
some positive ε1651
T ∗[u0](ηX) =
∑
γ∈A
Eγ(ε)Ψγ(X), X ∈ ∂Q, (2.10)652
where the set A and the functions Eγ are introduced in Notations 1.1 and 1.7.653
There exists a positive number τ ∈ (0, 1/2) such that the convergence takes654
place in the trace Sobolev space Hτ+1/2(∂Q): There exist positive constants655
C and M such that656
∥Ψγ ∥Hτ+1/2(∂Q) ≤ CM
|γ|, γ ∈ A. (2.11)657
Proof. We use the expansion of u0(εT ) as written by packets in (1.25). Ap-658
plying the transformation T ∗ we find659
T ∗[u0](ηX) =
∑
γ∈ πωN∗
aγε
γT ∗[ImZγ ](X)
+
∑
ℓ∈N∗
εℓT ∗
[
Im
∑
γ∈N2
|γ|=ℓ
aγZγ
]
(X)+
∑
γ∈A0
aγEγ(ε)T
∗[ImZγ′ ](X).
(2.12)660
We define for γ ∈ A661
Φγ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
aγ ImZγ if γ ∈
π
ωN∗,
Im
∑
γ˜∈N2, |γ˜|=ℓ aγ˜Zγ˜ if γ = (0, ℓ), ℓ ∈ N∗,
aγ ImZγ′ if γ = (ℓ, 0) ∈ A0,
0 for remaining γ′s,
(2.13)662
and set663
Ψγ = T
∗[Φγ ], ∀γ ∈ A. (2.14)664
Thus (2.12)–(2.14) imply (2.10).665
Let us prove estimates (2.11). Let us choose β < −1 such that 1 + β >666
−min{πω , 2}, cf (2.3). Relying on the explicit form of the functions Φγ and667
on the boundedness of the domain P, we find that there exist constants C668
and M such that669
∥Φγ ∥K2β(P) ≤ CM
|γ|, γ ∈ A. (2.15)670
Let β′ = ωπ (1 + β)− 1. Then β
′ < −1 and by Lemma 2.2 the conformal map671
G∗π/ω is bounded from K
2
β(P) to K
2
β′(Gπ/ωP). Then by Lemma 2.4, the odd672
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extension E∗ is bounded from K2β′(Gπ/ωP) to K
2
β′(Q). If we choose τ such673
that674
τ ≤ −(1 + β′) and τ ∈ (0, 12 ),675
we find that by (2.2), the space K2β′(Gπ/ωP) is continuously embedded in676
Hτ+1(Q). The trace theorem for Lipschitz domains then yields the continuity677
of the trace from Hτ+1(Q) to Hτ+1/2(∂Q). Hence there exists C ′ such that678
∥Ψγ ∥Hτ+1/2(∂Q) ≤ C
′∥Φγ ∥K2β(P), ∀γ ∈ A.679
Combining this with the previous estimate of ∥Φγ∥K2β(P) gives estimates680
(2.11).681
We finally notice that estimates (2.11) imply the convergence of the682
series (2.10) for ε ∈ [0, ε1] if ε1 is chosen such that ε1M < 1. !683
Remark 2.6. From the proof one finds a bound for the regularity index τ684
τ < min{ 12 ,
2ω
π }. (2.16)685
This inequality, which is restrictive for small angles ω < π4 , is mainly due to686
the use of the embedding (2.2) of the weighted Sobolev spaces into unweighted687
Sobolev spaces. It is needed only in the special situation where the boundary688
of the holes touches the origin. If, conversely, 0 ̸∈ ∂P, then we can use the trace689
theorem directly without passing by the embedding (2.2), and the statement690
of the theorem is true for all τ ∈ (0, 1/2).691
3. Symmetric Perforated Lipschitz Domains692
In this section we investigate the asymptotic behavior of the solution of a693
Dirichlet problem in a symmetric Lipschitz domain with small holes. The694
analysis here performed will allow to study the behavior of the solution of695
problem (2.9).696
More precisely, we will consider the case where the domain and its holes697
are symmetric with respect to the horizontal axis and the boundary data are698
antisymmetric. We use the technique with which the behavior of harmonic699
functions in perforated planar domains was studied in Lanza de Cristoforis700
[22] and in Dalla Riva and Musolino [9]. As in [9], we employ boundary in-701
tegral equations, but there are some diﬀerences in the assumptions: In [9],702
perforations were of class C1,α and connected, whereas we consider here per-703
forations with Lipschitz boundaries and a finite number of connected com-704
ponents. This generalization is naturally implied by the construction of the705
perforation Q from P by the conformal transformations and reflections de-706
scribed in the previous sections, because even for a smooth and connected707
hole P in the sector Sω, the resulting perforation Q in R2 may have cor-708
ners or several connected components. On the other hand, our symmetry709
assumptions will allow to simplify notably the treatment of the problem. In710
particular, we find that we do not have to deal with the logarithmic behavior711
which arises in the general setting for two-dimensional perforated domains.712
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3.1. Some Notions of Potential Theory on Lipschitz Domains713
We collect here some known results about harmonic double layer potentials714
on Lipschitz domains in the plane. Main references for these facts are the715
paper by Costabel [5] and the books by Folland [14] and McLean [26].716
We assume that Ω ⊂ R2 is a bounded Lipschitz domain (a role that717
will mainly be played by the perforated domain B\ηQ). Furthermore, Ω will718
be connected, but its complement Ω! = R2\Ω may be not connected. Let719
Ω!(1), . . . ,Ω
!
(m) be the bounded connected components of Ω
! and Ω!(0) the720
unbounded connected component of Ω!. Thus the boundary ∂Ω has them+1721
connected components ∂Ω!(0), . . . , ∂Ω
!
(m).722
Let E be the function from R2\{0} to R defined by723
E(x) ≡ −
1
2π
log |x| ∀x ∈ R2\{0}.724
As is well known, E is a fundamental solution of −∆ on R2.725
If φ is an integrable function on ∂Ω, we define the double layer potential726
D∂Ω[φ] by setting727
D∂Ω[φ](x) ≡ −
∫
∂Ω
φ(y)n(y) ·∇E(x− y) dsy ∀x ∈ R
2\∂Ω,728
where ds denotes the length element on ∂Ω and n denotes the outward unit729
normal to Ω, which exists almost everywhere on ∂Ω. In R2\∂Ω, the dou-730
ble layer potential D∂Ω[φ] is a harmonic function, vanishing at infinity. By731
Costabel [5, Thm. 1], if τ ∈ [−1/2, 1/2] and φ ∈ H1/2+τ (∂Ω) then732
D∂Ω[φ]
∣∣
Ω
∈ H1+τ (Ω), D∂Ω[φ]
∣∣
Ω!
∈ H1+τloc (Ω
!). (3.1)733
We denote by γ0 and γ!0 the interior and exterior traces on ∂Ω, respectively,734
and by γ1 and γ!1 the interior and exterior normal derivatives on ∂Ω, respec-735
tively, (both taken with respect to the exterior normal n). Then we have the736
jump relations [5, Lem. 4.1]737
γ!0D∂Ω[φ]− γ0D∂Ω[φ] = φ, γ1D∂Ω[φ] = γ
!
1D∂Ω[φ],738
for all φ ∈ H1/2+τ (∂Ω). We introduce the boundary operators K∂Ω andW∂Ω739
by setting740
K∂Ω[φ] ≡
1
2
(
γ0D∂Ω[φ] + γ
!
0D∂Ω[φ]
)
, W∂Ω[φ] ≡ −γ1D∂Ω[φ] = −γ
!
1D∂Ω[φ]741
for all φ ∈ H1/2+τ (∂Ω). As a consequence,742
γ0D∂Ω[φ] = −
1
2φ+K∂Ω[φ], γ
!
0D∂Ω[φ]=
1
2φ+K∂Ω[φ], ∀φ∈H
1/2+τ (∂Ω).743
(3.2)744
Thus the boundary integral operator associated with the Dirichlet problem in745
Ω is − 12I +K∂Ω, whose mapping properties we therefore want to summarize746
in the sequel.747
From Costabel and Wendland [8, Remark 3.15] (see also Steinbach and748
Wendland [28] and Mayboroda and Mitrea [24]), we deduce the validity of749
the following.750
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Lemma 3.1. For any τ ∈ [−1/2, 1/2], the operators ± 12I+K∂Ω : H
1/2+τ (∂Ω)751
→ H1/2+τ (∂Ω) are Fredholm operators of index 0.752
The kernels and cokernels of ± 12I +K∂Ω are also known; they are inde-753
pendent of τ . They are described in terms of the characteristic functions of754
the connected components of ∂Ω. Here, if O is a subset of ∂Ω we denote by755
χO the function from ∂Ω to R defined by756
χO(x) ≡
{
1 if x ∈ O,
0 if x ∈ ∂Ω\O.
757
The value of the double layer potential of a constant density is well known.758
D∂Ω[χ∂Ω](x) =
{
0 if x ∈ Ω!
−1 if x ∈ Ω
hence K∂Ω[χ∂Ω] = −
1
2χ∂Ω.759
Applying this to the components Ω!(j), j = 1, . . . ,m, we see that the char-760
acteristic functions χ∂Ω!
(j)
generate double layer potentials that vanish in Ω761
and that they are therefore in the kernel of the operator − 12I +K∂Ω. In fact,762
by arguing as in Folland [14, Chap. 3] one can prove the following.763
Lemma 3.2. Let764
V± ≡
{
φ ∈ H1/2(∂Ω) : ± 12φ+K∂Ω[φ] = 0
}
.765
Then V+ has dimension 1 and consists of constant functions on ∂Ω. The766
space V− has dimension m and is generated by {χ∂Ω!
(j)
}mj=1.767
In order to characterize the range of the double layer potential operator,768
we use the description of the mapping properties of the operator of the normal769
derivative of the double layer potential W∂Ω = −γ1D∂Ω as given in McLean770
[26, Thm. 8.20].771
Lemma 3.3. The operator W∂Ω is a bounded selfadjoint operator from H1/2772
(∂Ω) to its dual space H−1/2(∂Ω). The kernel of W∂Ω consists of locally773
constant functions in H1/2(∂Ω). Its dimension is m+ 1, and it is generated774
by {χ∂Ω!
(j)
}mj=0.775
For a bounded selfadjoint operator, the kernel determines the range, the776
latter being the orthogonal complement of the former. We thus obtain the777
following description of the range of the double layer potential operator.778
Corollary 3.4. Let τ ∈ [−1/2, 1/2]. Let u ∈ H1+τ (Ω) be such that ∆u = 0 in779
Ω. Then there exists µ ∈ H1/2+τ (∂Ω) such that u = D∂Ω[µ]
∣∣
Ω
if and only if780 〈
γ1u, χ∂Ω!
(j)
〉
= 0 ∀j ∈ {1, . . . ,m}. (3.3)781
Here we use the brackets
〈
·, ·
〉
to denote the natural duality between a782
Sobolev space Hs(∂Ω) and H−s(∂Ω). Thus the condition in (3.3) means that783
the integral of the normal derivative784
∂nu = n ·∇u785
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of u over each component of ∂Ω vanishes. The condition for j = 0 is implied786
by the others, because by Green’s formula any harmonic function u in Ω787
satisfies788
m∑
j=0
〈
γ1u, χ∂Ω!
(j)
〉
=
∫
∂Ω
∂nu ds = 0.789
Remark 3.5. The function µ represents u as a double layer potential if and790
only if µ is a solution of the boundary integral equation791
− 12µ+K∂Ω[µ] = γ0u on ∂Ω. (3.4)792
This follows from the jump relation (3.2) and from the uniqueness f the solu-793
tion of the Dirichlet problem. Thus Corollary 3.4 can be seen as a statement794
on the solvability of the boundary integral equation (3.4), and conditions (3.3)795
characterize the cokernel of the operator − 12I +K∂Ω.796
3.2. The Double Layer Potential for Symmetric Planar Domains797
We now come back to the geometric situation found at the end of Sect. 2. This798
means that in this subsection Ω = Bη = B\ηQ, where B is a simply connected799
bounded Lipschitz domain in R2 containing the origin, η ∈ (0, η0) is a small800
positive real number, and Q is a finite union of bounded simply connected801
Lipschitz domains such that η0Q is contained in B. In addition, B and Q are802
symmetric with respect to reflection at the horizontal axis. From Sect. 2.2 we803
recall the notation for the reflection and the corresponding pullback804
R(x1, x2) ≡ (x1,−x2) ∀x = (x1, x2) ∈ R
2 and R∗[g] = g ◦R.805
Thus we assume806
B = R(B) and Q = R(Q).807
The symmetry of Q implies that there exist two natural numbers m× and808
m#, such that Q has m = m× + 2m# > 0 connected components809
Q×1 , . . . ,Q
×
m× ,Q
+
1 , . . . ,Q
+
m# ,Q
−
1 , . . . ,Q
−
m# ,810
satisfying811
Q×i = R(Q
×
i ) ∀i ∈ {1, . . . ,m
×},
Q+j = R(Q
−
j ) and Q
+
j ⊂ Sπ ≡ R× R+ ∀j ∈ {1, . . . ,m
#}.
(3.5)812
See Fig. 3 for an example with m× = 2 and m# = 1.813
We introduce the following definition.814
Definition 3.6. Let τ ∈ [−1/2, 1/2]. If ∂Ω = R(∂Ω), thenH1/2+τodd (∂Ω) denotes815
the closed subspace of H1/2+τ (∂Ω) defined by816
H1/2+τodd (∂Ω) ≡
{
g ∈ H1/2+τ (∂Ω) : g = −R∗[g] on ∂Ω
}
.817
The mapping properties of the boundary integral operator − 12I +K∂Bη818
on odd functions can be summarized as follows.819
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Lemma 3.7. Let τ ∈ [−1/2, 1/2] and η ∈ (0, η0).820
(i) The operator − 12I+K∂Bη defines a Fredholm operator of index zero from821
H1/2+τodd (∂Bη) to itself.822
(ii) If m# = 0, this operator is an isomorphism. More generally, its k-823
ernel has dimension m# and is generated by the functions {χη∂Q+j −824
χη∂Q−j
}m
#
j=1, where825
(χη∂Q+j
− χη∂Q−j )(x) =
⎧⎨⎩
+1, x ∈ η∂Q+j ,
−1, x ∈ η∂Q−j ,
0, x ∈ ∂Bη\(η∂Q
+
j ∪ η∂Q
−
j ).
826
(iii) If u ∈ H1+τ (Bη) is such that ∆u = 0 in Bη and R∗[u] = −u, then there827
exists µ ∈ H1/2+τodd (∂Bη) such that u = D∂Bη [µ]
∣∣
Bη
if and only if828 〈
γ1u, χη∂Q+j
〉
= 0 ∀j ∈ {1, . . . ,m#}. (3.6)829
(iv) If u ∈ H1+τloc (Q
!) is such that ∆u = 0 in Q!, u is harmonic at infinity,830
and R∗[u] = −u, then there exists µ ∈ H1/2+τodd (∂Q) such that u =831
D∂Q[µ]
∣∣
Q!
if and only if832 〈
γ1u, χ∂Q+j
〉
= 0 ∀j ∈ {1, . . . ,m#}.833
834
Proof. By the rule of change of variables in integrals, we have D∂Bη
[
R∗[ψ]
]
=835
R∗
[
D∂Bη [ψ]
]
, hence836
K∂Bη
[
R∗[ψ]
]
= R∗
[
K∂Bη [ψ]
]
∀ψ ∈ H1/2+τ (∂Bη). (3.7)837
Thus K∂Bη maps odd functions to odd functions. By Lemma 3.2 the kernel838
consists of odd functions inV−, that is, odd linear combinations of the charac-839
teristic functions χη∂Q×i
and χη∂Q±j
. This space is generated by χη∂Q+j
−χη∂Q−j ,840
j = 1, . . . ,m#. If m# = 0, the operator is therefore injective.841
Let us now show (iii). For an odd function u, the m# conditions (3.6)842
are equivalent to the whole set of m× + 2m# conditions (3.3), because the843
integrals over η∂Q×i vanish by symmetry, and the integrals over η∂Q
−
j equal844
the negatives of the integrals over η∂Q+j . Thus (3.6) is equivalent to the845
existence of µ ∈ H1/2+τ (∂Bη) such that u = D∂Bη [µ]
∣∣
Bη
. If µ is not yet odd,846
we can replace it by its odd part847
µ˜ ≡ 12
(
µ−R∗[µ]
)
,848
which will also represent u, that is u = D∂Bη [µ˜]
∣∣
Bη
. Statement (iii) is proved.849
To prove that − 12I + K∂Bη is a Fredholm operator of index zero, it850
remains to show that its range has codimension m# (we recall that K∂Bη851
is not compact, in general, when ∂Bη is a only required to be Lipschitz).852
We use the observation noted in Remark 3.5. For g ∈ H1/2+τodd (∂Bη), let u ∈853
H1+τ (Bη) be its harmonic extension, that is, the unique harmonic function in854
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Bη satisfying γ0u = g. It is clear that u is an odd function. Them# conditions855
(3.6) that guarantee the representability of u as a double layer potential856
with a density µ ∈ H1/2+τodd (∂Bη) can be considered as m
# continuous linear857
functionals acting on g and defining solvability conditions for the boundary858
integral equation859
(− 12I +K∂Bη )[µ] = g.860
We have shown that the cokernel of − 12I +K∂Bη in H
1/2+τ
odd (∂Bη) has dimen-861
sion m#, and thus the remaining statements of (i) and (ii) follow.862
Statement (iv) is proved in the same way as (iii) by relying on the863
characterization of the cokernel of the operatorW∂Q as given by McLean [26,864
Thm. 8.20]. !865
In addition to the boundary integral operators, we will also need map-866
ping properties of the double layer potential restricted to some subsets of the867
domain.868
The first result is global and concerns the entire interior of ∂B or exterior869
of ∂Q. For this we use the weighted Sobolev spaces of Kondrat’ev type Ksβ870
introduced in Sect. 2.1 and defined for integer regularity exponent s = m ∈ N871
in (2.1). For non-integer s there exist several equivalent ways to define this872
space (see [12]), the shortest (and for us, easiest to use) is by Hilbert space873
interpolation: If s = m+ τ , m ∈ N and τ ∈ [0, 1], then874
Ksβ(Ω) =
[
Kmβ (Ω),K
m+1
β (Ω)
]
τ
.875
It is clear that if Ω is a bounded domain with a positive distance to the origin,876
then the norm in Ksβ(Ω) is equivalent to the norm in the standard Sobolev877
space Hs(Ω), and the weight exponent β influences only the behavior near878
the origin and at infinity. Thus let χ ∈ C∞0 (R
2) be a cutoﬀ function that879
is equal to 1 on the ball B(0, 1/2) and 0 outside of B(0, 1) and for R > 0880
define881
χR(x) = χ(
x
R ) ;882
let further R0, R1 be such that 0 < 2R0 ≤ R1 and let β0,β1 ∈ R be two883
weight indices. Then if we define884
∥u∥Ksβ0β1 (Ω)
≡ ∥χR0u∥Ksβ0 (Ω)
+∥(1−χR0)χR1u∥Hs(Ω)+∥(1−χR1)u∥Ksβ1 (Ω)
,
(3.8)885
we see that for any Lipschitz domain Ω the norms ∥u∥Ksβ(Ω) and ∥u∥Ksββ(Ω)886
are equivalent; for any bounded Ω the norm ∥u∥Ksβ0β1 (Ω)
is equivalent to887
∥u∥Ksβ0 (Ω)
, and for any Ω that has a positive distance to the origin it is equiv-888
alent to ∥u∥Ksβ1 (Ω)
. With this preparation, we can now prove the boundedness889
of the double layer representation.890
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Lemma 3.8. For any τ ∈ [−1/2, 1/2], β0 > −2 and β1 < 0, the following891
operators are bounded:892
D∂B : H
1/2+τ
odd (∂B)→ K
1+τ
β0
(B), (3.9)893
D∂Q : H
1/2+τ
odd (∂Q)→ K
1+τ
β0β1
(Q!) if 0 ̸∈ ∂Q, (3.10)894
D∂Q : H
1/2+τ
odd (∂Q)→ K
1+τ
β0β1
(Q!) if 0 ∈ ∂Q and β0 ≥ −1− τ. (3.11)895
Proof. In (3.1) we already quoted from [5, Thm. 1] that for a bounded domain896
Ω, D∂Ω maps H1/2+τ (∂Ω) boundedly into H1+τ (Ω). This implies that897
D∂B : H
1/2+τ
odd (∂B)→ H
1+τ (B)898
is bounded. Let R0 be such that B(0, R0) ⊂ B and let g be the trace of899
u ≡ D∂B[ψ] on ∂B(0, R0). Since u is harmonic in B and odd, it can be900
expanded in a Fourier series of the form901
u(x) =
∞∑
k=1
gk
( r
R0
)k
sin kθ.902
Here gk are the Fourier coeﬃcients of g, and the Sobolev norms of g can903
equivalently be expressed by weighted norms of the sequence gk.904
∥g∥2
Hs(∂B(0,R0))
=
∞∑
k=1
k2s|gk|
2.905
It can be verified by explicit computation that for β > −2 and any m ∈ N906
∥u∥2
Kmβ (B(0,R0))
=
∑
k≥1
ck,m|gk|
2 with c k2m−1 ≤ ck,m ≤ C k
2m−1.907
The constants here depend on R0 and β, but not on u. Thus ∥u∥Kmβ (B(0,R0))908
is equivalent to ∥g∥Hm−1/2(∂B(0,R0)). By interpolation it follows that this is909
also true for m replaced by 1 + τ . Thus910
∥u∥K1+τβ0 (B(0,R0))
≤ C ∥g∥H1/2+τ (∂B(0,R0)) ≤ C ∥u∥H1+τ (B).911
Adding ∥u∥H1+τ (B), we find912
∥u∥K1+τβ0 (B)
≤ C ∥g∥H1/2+τ (∂B),913
hence (3.9).914
For the proof of (3.10), we use a similar argument: Let U = D∂Q[Ψ] in915
Q! and let G be the trace of U on some ∂B(0, R1) with R1 chosen such that916
Q ⊂ B(0, R1). Then917
∥G∥H1/2+τ (∂B(0,R1)) ≤ ∥U ∥H1+τ (Q!∩B(0,R1)) ≤ C ∥Ψ∥H1/2+τ (∂Q).918
Now we write U in B(0, R1)! as a Fourier series, using that it is harmonic in919
Q! and vanishes at infinity (for this we do not even need that U is odd), and920
prove by explicit calculation of weighted Sobolev norms and interpolation921
that for any β < 0 there is an estimate922
∥U ∥K1+τβ (B(0,R1)
!) ≤ C ∥G∥H1/2+τ (∂B(0,R1)).923
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If 0 ∈ Q, we do not need to estimate U in a neighborhood of 0. If 0 ∈ Q!,924
we can get an estimate of U in a neighborhood of 0 as above for u. Together,925
this implies (3.10).926
For (3.11), we use the previous estimate outside of a neighborhood of927
the origin, but now we additionally have to estimate ∥U∥K1+τβ0 (Q
!∩B(0,R0))
for928
some R0 > 0. We cannot apply the same argument as for u above, because 0929
is on the boundary of Q, and U is not harmonic in a whole neighborhood of930
0. Instead we will use the fact that if β0 ≥ −1− τ then there is a continuous931
inclusion932
H1+τodd (Q
! ∩B(0, R0)) ⊂ K
1+τ
β0
(Q! ∩B(0, R0)).933
For τ ̸= 0 this follows from Dauge [12, Theorem (AA.7)]. It is also true for934
τ = 0 as follows easily from the well known Hardy inequality935 ∥∥∥∥U(·)x2
∥∥∥∥L2(Q!) ≤ 2 ∥∂x2U ∥L2(Q!)936
for all U ∈ H1(Q!) satisfying U = 0 for x2 = 0. This inclusion together with937
the previous estimates that led to (3.10) proves (3.11) and ends the proof of938
the lemma. !939
Remark 3.9. If τ ∈ (0, 1/2], then one also has bounded mappings940
D∂B : H
1/2+τ (∂B)→ L∞(B) and D∂Q : H
1/2+τ (∂Q)→ L∞(Q!). (3.12)941
This follows for D∂B from the Sobolev inclusion H1+τ (B) ⊂ L∞(B) and for942
D∂Q from the Sobolev inclusion on Q! ∩ B(0, R1) combined with Fourier943
series (or simply the maximum principle) on B(0, R1)!.944
The second class of results is local in nature and describes the analyticity945
of the double layer potential near the origin and near infinity in a form that is946
suitable for our situation of a symmetric domain with small perforations. The947
result can be considered simply to be a consequence of the analyticity of the948
fundamental solution E on R2\{0}, and it is similar to the subject studied949
in Lanza de Cristoforis and Musolino [23], but there are some particularities950
related to the symmetry and weak smoothness of the domains studied here.951
Lemma 3.10. Let τ ∈ [−1/2, 1/2].952
(i) Let Ω ⊂ R2 be a bounded Lipschitz domain. For positive η suﬃciently953
small so that ηΩ ⊂ B, we define the restriction D∂B,Ω(η) of the double954
layer potential D∂B to ηΩ written in “fast” variables955
D∂B,Ω(η)[ψ](X) ≡ D∂B[ψ]
∣∣
ηΩ
(ηX) (X ∈ Ω) ∀ψ ∈ H1/2+τodd (∂B).956
Then there exists η1 > 0 such that the function η /→ D∂B,Ω(η) has for957
any s ∈ R a continuation to η ∈ (−η1, η1) as an analytic function with958
values in L
(
H1/2+τodd (∂B), H
s(Ω)
)
.959
(ii) Let Ω ⊂ R2 be a bounded Lipschitz domain such that 0 ̸∈ Ω. For posi-960
tive η suﬃciently small so that (1/η)Ω ⊂ Q!, we define the restriction961
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D!∂Q,Ω(η) of the double layer potential D∂Q to (1/η)Ω written in “slow”962
variables963
D!∂Q,Ω(η)[Ψ](x) ≡ D∂Q[Ψ]
∣∣
(1/η)Ω
(xη ) (x ∈ Ω) ∀Ψ ∈ H
1/2+τ
odd (∂Q).964
Then there exists η1 > 0 such that the function η /→ D!∂Q,Ω(η) has for965
any s ∈ R a continuation to η ∈ (−η1, η1) as an analytic function with966
values in L
(
H1/2+τodd (∂Q), H
s(Ω)
)
.967
(iii) In addition, D∂B,Ω(0) = 0 and D!∂Q,Ω(0) = 0.968
Proof. The proofs for (i) and (ii) are similar. Both use the fact that the double969
layer potential is analytic outside of the boundary and vanishes at infinity,970
and for an odd density it vanishes at the origin. We give the proof of (ii) and971
leave the proof of (i) and (iii) to the reader.972
Let Ψ ∈ H1/2+τodd (∂Q) and define W = D∂Q[Ψ] in Q
!. We can choose973
R0 such that Q ⊂ B(0, R0) and R1, R2 such that Ω ⊂ B(0, R2)∩B(0, R1)!.974
For |X| ≥ R0, we can expand the harmonic and odd function W in a Fourier975
series976
W (X) =
∞∑
k=1
wk
( R
R0
)−k
sin kθ. (3.13)977
Here (R, θ) denote polar coordinates for X, and from the fact that D∂Q maps978
H1/2+τodd (∂Q) to H
1+τ
odd (Q
! ∩ B(0, R0)) we deduce the (crude) estimate that979
the wk are bounded and satisfy an estimate980
sup
k
|wk| ≤ C ∥Ψ∥H1/2+τ (∂Q).981
If η ∈ (0, R1/R0), then X ∈ (1/η)Ω ⊂ B(0, R2/η) ∩ B(0, R1/η)! implies982
|X| > R0, so that we can use the expansion (3.13) for the restriction of W to983
(1/η)Ω. Writing this in slow variables x = ηX, or in polar coordinates with984
|x| = r = ηR, we get985
D!∂Q,Ω(η)[Ψ](x) =W (
x
η
) =
∞∑
k=1
ηk wk pk(x) with pk(x) =
( r
R0
)−k
sin kθ986
By explicit computation for any chosen m ∈ N, we can estimate the Hm987
norm of pk988
∥pk∥Hm(Ω) ≤ ∥pk∥Hm(B(0,R2)∩B(0,R1)!) ≤ C
(R0
R1
)k
k2m−1,989
with C independent of k. We conclude that D!∂Q,Ω(η) has a convergent ex-990
pansion991
D!∂Q,Ω(η) =
∞∑
k=1
ηkDk, (3.14)992
where the Dk are bounded linear operators from H
1/2+τ
odd (∂Q) to H
m(Ω)993
satisfying994
∥Dk∥
L
(
H1/2+τodd (∂Q),H
m(Ω)
) ≤ C (R0
R1
)k
k2m−1.995
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It follows that the expansion (3.14) converges for |η| < R1/R0 and this proves996
the analyticity as claimed in (ii). !997
3.3. The Dirichlet Problem in a Symmetric Perforated Domain998
In this subsection we apply the double layer representation to the solution of999
the Dirichlet problem in our perforated symmetric domain Bη.1000
Thus we assume that we are given odd functions ψ ∈ H1/2+τodd (∂B)1001
and Ψ ∈ H1/2+τodd (∂Q), and we denote by u[η,ψ,Ψ] the unique solution in1002
H1+τ (Bη) of the boundary value problem1003 ⎧⎨⎩∆u = 0 in Bη,γ0u = ψ on ∂B,
γ0u = Ψ(·/η) on η∂Q.
(3.15)1004
We would like to represent u[η,ψ,Ψ] as a double layer potential. It is clear1005
that u is an odd function. The conditions (3.6) will, however, not be satisfied,1006
in general, if the number m# of “paired holes” is non-zero. As a remedy1007
for this problem, we introduce harmonic functions Ξ1, . . . ,Ξm# that span a1008
complement of the range of the double layer potential operator. We define1009
Ξj as the unique function in H
1+τ
loc
(
R2\(Q+j ∪ Q
−
j )
)
such that1010 ⎧⎨⎩∆Ξj = 0 in R
2\
(
Q+j ∪ Q
−
j
)
,
γ0Ξj = ±1 on ∂Q
±
j ,
∥Ξj∥∞ < +∞.
(3.16)1011
A simple argument for the existence of such functions Ξj is to use the Kelvin1012
transformation with origin in Q+j that reduces the exterior Dirichlet problem1013
problem (3.16) to a Dirichlet problem on a bounded domain (see Folland [14,1014
Chap. 2.I]), and then invoke the existence and uniqueness of solution of the1015
Dirichlet problem on a bounded domain.1016
The uniqueness of Ξj implies in particular that Ξj is odd,1017
Ξj(X) = −R
∗[Ξj ](X) for X ∈ R
2\
(
Q+j ∪ Q
−
j
)
. (3.17)1018
Then by (3.17) and by the harmonicity in R2\
(
Q+j ∪ Q
−
j
)
and at infinity of1019
Ξj it follows that1020
lim
X→∞
Ξj(X) = 0. (3.18)1021
Concerning the integrals of the normal derivative of Ξj over the boundaries1022
of the connected components of Q, it follows from the harmonicity that they1023
vanish except for the components Q±j , in particular1024 〈
γ1Ξj , χ∂Q±k
〉
= 0 ∀k ∈ {1, . . . ,m#}\{j}. (3.19)1025
From the harmonicity at infinity and (3.18) follows that ∇Ξj ∈ L2
(
R2\
(
Q+j ∪1026
Q−j
))
and that we can use the Divergence Theorem, which gives1027
Journal: 20 Article No.: 2377 TYPESET DISK LE CP Disp.:2017/5/10 Pages: 49
A
u
th
o
r 
P
ro
o
f
un
co
rr
ec
te
d p
ro
of
Converging Expansions
0 <
∫
R2\
(
Q
+
j ∪Q
−
j
) |∇Ξj(X)|2 dX1028
= −
∫
∂Q+j
∂nΞj ds+
∫
∂Q−j
∂nΞj ds = −2
〈
γ1Ξj , χ∂Q+j
〉
. (3.20)1029
We can now show the following augmented double layer representation1030
for the solution u[η,ψ,Ψ] of problem (3.15).1031
Lemma 3.11. Let τ ∈ [−1/2, 1/2]. Let η ∈ (0, η0). Then the following state-1032
ments hold.1033
(i) If m# = 0, then there exists a unique function µ ∈ H1/2+τodd (∂Bη) such1034
that1035
u[η,ψ,Ψ] = D∂Bη [µ] in Bη. (3.21)1036
(ii) If m# > 0, then there exists a unique m#-tuple c = (c1, . . . , cm#) ∈1037
Rm
#
and a unique function µ ∈ H1/2+τodd (∂Bη) satisfying1038 {
u[η,ψ,Ψ] = D∂Bη [µ] +
∑m#
j=1 cjΞj(·/η) in Bη∫
η∂Q+j
µds = 0 ∀j ∈ {1, . . . ,m#}.
(3.22)1039
1040
Proof. Statement (i) follows from Lemma 3.7 (ii). We now consider statement1041
(ii). We first note that by (3.20) for each j ∈ {1, . . . ,m#} there exists a unique1042
cj ∈ R such that1043 〈
γ1u[η,ψ,Ψ], χη∂Q+j
〉
− cj
〈
γ1Ξj(·/η), χη∂Q+j
〉
= 0.1044
Using (3.19), it follows that the function u[η,ψ,Ψ]−
∑m#
j=1 cjΞj(·/η) satisfies1045
the conditions of Lemma 3.7 for the existence of a representation as a double1046
layer potential. As a consequence, there exists µ˜ ∈ H1/2+τodd (∂Bη) such that1047
D∂Ωη [µ˜] = u[η,ψ,Ψ]−
m#∑
j=1
cjΞj(·/η) in Bη.1048
Recalling from Lemma 3.7(ii) that the kernel V−,odd ≡ V−∩H
1/2+τ
odd (∂Bη) of1049
the operator − 12I+K∂Bη acting on odd functions is spanned by the functions1050
{χη∂Q+j
− χη∂Q−j
}m
#
j=1, we find that among the functions µ ∈ µ˜+V−,odd that1051
satisfy the first line of (3.22) there is exactly one satisfying the side conditions1052
of the second line of (3.22). !1053
With the help of the augmented double layer potential representation1054
(3.22) we can now rewrite our Dirichlet problem (3.15) as an equivalent1055
boundary integral equation on ∂Bη. This is still a problem on an η-dependent1056
domain, but it is possible to interpret it as a system of boundary integral e-1057
quations in the function spaceH1/2+τodd (∂B)×H
1/2+τ
odd (∂Q) defined on the fixed1058
domain ∂B × ∂Q. Owing to the special form of the double layer kernel, this1059
system has a simple form that makes it natural to study the dependence on η1060
in the limit η → 0 and even to extend it in an analytic way to a neighborhood1061
of η = 0.1062
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The formulation (3.15) of our Dirichlet problem already makes use of1063
the identification of a function defined on ∂Bη with a pair
(
ψ,Ψ(·/η)
)
of1064
functions, the first one defined on ∂B and depending on standard or “slow”1065
variables x, the second one defined on ∂Q and depending on “fast” variables1066
X = x/η. Let Jη denote this mapping from H
1/2+τ
odd (∂B) × H
1/2+τ
odd (∂Q) to1067
H1/2+τodd (∂Bη), which obviously is an isomorphism.1068
Jη[φ,Φ](x) ≡
{
φ(x) on ∂B,
Φ(x/η) on η∂Q.
(3.23)1069
The boundary integral equation for (3.15) is obtained from the represen-1070
tation formula (3.22) by taking traces on ∂Bη. In order to treat simultaneously1071
the case m# = 0 and the case m# > 0, from now on we will assume that the1072
symbols c1, . . . , cm# and
∑m#
j=1 cjφj are omitted if m
# = 0. In addition we1073
find it convenient to set1074
H1/2+τodd (∂Q)# ≡
{
µ ∈ H1/2+τodd (∂Q) :
∫
∂Q+j
µds = 0 ∀j ∈ {1, . . . ,m#}
}
.1075
Clearly, if m# = 0 then H1/2+τodd (∂Q)# = H
1/2+τ
odd (∂Q). We can then write the1076
trace of (3.22) as the problem of finding µ∈Jη
[
H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q)#
]
1077
and c ∈ Rm
#
such that1078
(− 12I +K∂Bη )[µ] +
m#∑
j=1
cj γ0 Ξj(·/η) = g on ∂Bη (3.24)1079
where g = Jη[ψ,Ψ]. With µ = Jη[φ,Φ] we find a first form of the equivalent1080
system of boundary integral equations on ∂B× ∂Q.1081
J−1η ◦
⎡⎣(− 12I +K∂Bη ) ◦ Jη[φ,Φ] + m
#∑
j=1
cj γ0 Ξj(·/η)
⎤⎦ = (ψ,Ψ). (3.25)1082
We will now describe this system in more detail.1083
Changing variables y /→ ηY in the double layer integral and using the1084
fact that1085
∇E(x) = −
x
2π|x|2
1086
is a function homogeneous of degree −1, we can write1087
D∂Bη
[
Jη[φ,Φ]
]
= D∂B[φ]−
∫
η∂Q
Φ(y/η)∂n(y)E(·− y) dsy
= D∂B[φ] + η
∫
∂Q
Φ(Y )n(Y ) ·∇E(·− ηY ) dsY in Bη,
1088
and then express the representation formula (3.22) both in “slow” variables:1089
u[η,ψ,Ψ] = D∂B[φ]+η
∫
∂Q
Φ(Y )n(Y )·∇E(·−ηY ) dsY +
m#∑
j=1
cjΞj(·/η) in Bη
(3.26)1090
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and in “fast” variables:1091
u[η,ψ,Ψ](ηX) = D∂B[φ](ηX)1092
+ η
∫
∂Q
Φ(Y )n(Y ) ·∇E(η(X − Y )) dsY +
m#∑
j=1
cjΞj(X)1093
= D∂B[φ](ηX)1094
+
∫
∂Q
Φ(Y )n(Y ) ·∇E(X − Y ) dsY +
m#∑
j=1
cjΞj(X)1095
= −D∂Q[Φ](X) +D∂B[φ](ηX) +
m#∑
j=1
cjΞj(X). (3.27)1096
We obtain the concrete form of the system (3.25) by taking traces of the1097
equalities (3.26) and (3.27) on ∂B and on ∂Q, respectively. We deduce with1098
(3.15) that the unique element (φ,Φ, c) of H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q)#×R
m#
1099
such that (3.26) holds is the (unique) solution in H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q)#1100
× Rm
#
of1101
(− 12I +K∂B)[φ](x) + η
∫
∂Q
Φ(Y )n(Y ) ·∇E(x− ηY ) dsY1102
+
m#∑
j=1
cjΞj(x/η) = ψ(x), x ∈ ∂B,1103
−( 12I +K∂Q)[Φ](X) +D∂B[φ](ηX) +
m#∑
j=1
cjΞj(X) = Ψ(X), X ∈ ∂Q.1104
(3.28)1105
Problem (3.15) is now converted into the equivalent system of boundary1106
integral equations (3.28), which we can write as an η-dependent family of1107
problems1108
M(η)
⎛⎝φΦ
c
⎞⎠ = (ψ
Ψ
)
(3.29)1109
with a block (2× 3) operator1110
M(η) ≡
(
M11(η) M12(η) M13(η)
M21(η) M22(η) M23(η)
)
1111
acting fromH1/2+τodd (∂B)×H
1/2+τ
odd (∂Q)#×R
m# toH1/2+τodd (∂B)×H
1/2+τ
odd (∂Q).1112
In this form (3.28), it is now possible to extend the problem to η = 0 and1113
to analyze the analyticity of its dependence on η. The main result in this1114
section is the following.1115
Theorem 3.12. Let τ ∈ [−1/2, 1/2] and let M(η) be defined by (3.28), (3.29).1116
(i) There exists η1 ∈ (0, η0) such that the operator valued function M map-1117
ping η to1118
Journal: 20 Article No.: 2377 TYPESET DISK LE CP Disp.:2017/5/10 Pages: 49
A
u
th
o
r 
P
ro
o
f
un
co
rr
ec
te
d p
ro
of
M. Costabel et al.
M(η) ∈ L
(
H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q)#1119
×Rm
#
, H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q)
)
1120
admits a real analytic continuation to (−η1, η1).1121
(ii) For each η ∈ (−η1, η1), the operator M(η) is an isomorphism.1122
Proof. We will show first that the matrix elements Mmn(η) are operator1123
functions of η that can be extended as real analytic functions in a neighbor-1124
hood of η = 0, and then that for η = 0 the operatorM(0) is an isomorphism.1125
From this it will follow thatM(η) is an isomorphism for η in a neighborhood1126
of 0. Note that our previous arguments leading to (3.28) already showed that1127
M(η) is an isomorphism for η ∈ (0, η0).1128
We will begin by analyzing the dependence of the matrix elements1129
Mmn(η) on η, in particular at η = 0. Of these, M11, M22 and M23 are1130
independent of η.1131
The matrix elements1132
M12(η) :
{
H1/2+τodd (∂Q)# → H
1/2+τ
odd (∂B)
Φ /→ η
∫
∂QΦ(Y )n(Y ) ·∇E(·− ηY ) dsY
1133
and1134
M21(η) :
{
H1/2+τodd (∂B)→ H
1/2+τ
odd (∂Q)
φ /→ D∂B[φ](η · )
1135
depend analytically on η as long as ∂B and η∂Q do not intersect, and both1136
vanish for η = 0. This follows from Lemma 3.10 by taking traces.1137
For the remaining matrix element1138
M13(η) :
⎧⎨⎩R
m# → H1/2+τodd (∂B)
c /→
∑m#
j=1 cjΞj(·/η)
1139
the analyticity and the vanishing at η = 0 follow from the analyticity of Ξj1140
at infinity. In fact, we could simply make the same argument as for M12,1141
based on Lemma 3.10(ii), if we could represent Ξj as a double layer poten-1142
tial D∂Q[µ] with odd density µ. But the Ξj were precisely constructed to1143
be in the complement of the range of D∂Q, so that this is impossible. One1144
can, however, choose a connected smooth domain Ω# that satisfies Q ⊂ Ω#1145
and η0Ω# ⊂ B and is symmetric with respect to the reflection R. Then Ξj1146
will be representable as a double layer potential D∂Ω# [µj ] on Ω
!
#, because1147 ∫
∂Ω#
∂nΞj ds = 0 by symmetry and we can apply Lemma 3.7(iv).1148
We now turn to the proof that M(0) is an isomorphism. From the1149
description of the solvability of the exterior Dirichlet problem with data on ∂Q1150
implied by Lemma 3.7(iv) one can deduce, by taking traces on ∂Q, the unique1151
solvability of the corresponding augmented boundary integral equation. This1152
follows from the same arguments that led to the unique solvability of the1153
augmented boundary integral equation (3.24) on ∂Bη associated with the1154
interior Dirichlet problem in Bη. Taking into account that the normal vector1155
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on ∂Q is by our convention exterior to Q and therefore interior to Q!, we1156
find a change in the sign of the operator K∂Q and can state the following1157
lemma that provides the remaining argument for the completion of the proof1158
of Theorem 3.12.1159
Lemma 3.13. Let τ ∈ [−1/2, 1/2]. For any Ψ ∈ H1/2+τodd (∂Q) there exist unique1160
Φ ∈ H1/2+τodd (∂Q)#, c ∈ R
m# such that1161
(− 12I −K∂Q)[Φ] +
m#∑
j=1
cj γ0 Ξj = Ψ on ∂Q. (3.30)1162
Now if we use the values at η = 0 of the matrix elements of M(η), we1163
find1164
M(0) =
(
M11 0 0
0 M22 M23
)
.1165
Here M11 = −
1
2I + K∂B is an isomorphism from H
1/2+τ
odd (∂B) to itself ac-1166
cording to Lemma 3.7(ii). And the fact that the operator (M22, M23) is an1167
isomorphism from H1/2+τodd (∂Q)#×R
m# to H1/2+τodd (∂Q) is precisely the state-1168
ment of Lemma 3.13. Together this shows that M(0) is an isomorphism as1169
claimed, and the proof of the theorem is complete. !1170
4. The Convergent Expansion1171
As a consequence of Theorem 3.12, we obtain that the unique solution of1172
the boundary integral system (3.29) depends analytically on η ∈ (−η1, η1).1173
Namely,1174 ⎛⎝φΦ
c
⎞⎠ =M(η)−1 (ψ
Ψ
)
, (4.1)1175
and the operator function η /→ M(η)−1 is real analytic for η ∈ (−η1, η1).1176
Inserting this form of the solution of (3.29) into the representation formula1177
(3.22), we find that the solution u of the Dirichlet problem (3.15) depends1178
analytically on η ∈ (−η1, η1), too, and therefore has a convergent expansion in1179
powers of η in a neighborhood of η = 0. From this, by comparing (3.15) with1180
the form (2.9) of the Dirichlet data in the residual problem found in Sect. 2.3,1181
we will obtain a convergent double series for the solution vη of the residual1182
problem. In this way we will then be able to complete the construction of a1183
convergent expansion of the solution of the original problem (0.5).1184
4.1. Analytic Parameter Dependence for the Auxiliary Dirichlet Problem1185
(3.15)1186
In this subsection, we consider the Dirichlet problem (3.15) on the perforated1187
domain Bη, where the Dirichlet data are given by (ψ,Ψ) independent of η.1188
Let us first note that the auxiliary functions Ξj introduced in (3.16) can1189
be considered in the same weighted Sobolev spaces that appear in Lemma 3.8.1190
Ξj ∈ K
1+τ
β0β1
(Q!) for all τ ∈ [−1/2, 1/2], β0 > −2,β1 < 0. (4.2)1191
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We can now prove the first result about the solution of the boundary value1192
problem (3.15). It is a global decomposition of the solution into two terms1193
that are analytic with respect to η if the first one is written in slow coordinates1194
and the second one in fast variables.1195
Theorem 4.1. Let τ ∈ [−1/2, 1/2], β0 > −2 with β0 ≥ −1 − τ if 0 ∈ ∂Q,1196
β1 < 0. Then there exists a sequence of bounded linear operators1197
Ln : H
1/2+τ
odd (∂B)×H
1/2+τ
odd (∂Q) → K
1+τ
β0
(B)×K1+τβ0β1(Q
!), j ∈ N1198
such that the solution u[η,ψ,Ψ] of the Dirichlet problem (3.15) in Bη has the1199
following form1200
u[η,ψ,Ψ](x) = w(x) +W (x/η)1201
with w ∈ K1+τβ0 (B) and W ∈ K
1+τ
β0β1
(Q!) given by the convergent series1202 (
w
W
)
=
∞∑
n=0
ηn Ln
(
ψ
Ψ
)
. (4.3)1203
There exists η1 > 0 such that for any η ∈ (−η1, η1) the series1204
L(η) ≡
∞∑
n=0
ηn Ln1205
converges in the operator norm of L
(
H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q), K
1+τ
β0
(B)×1206
K1+τβ0β1(Q
!)
)
.1207
Proof. According to the representation formula (3.22) in the form (3.26), we1208
have1209
u[η,ψ,Ψ](x)=w(x) +W (x/η) with w=D∂B[φ], W = −D∂Q[Φ] +
m#∑
j=1
cjΞj ,1210
where (φ,Φ, c) is the solution of our system of boundary integral equations1211
(3.29). Now we use the solution formula (4.1) of this system, which involves1212
the analytic resolvent1213
M(η)−1 =
∞∑
n=0
ηnMn,1214
where Mn is a sequence of operators such that, after possibly shrinking1215
η1 > 0, this series converges for η ∈ (−η1, η1) in the operator norm of1216
L
(
H1/2+τodd (∂B) × H
1/2+τ
odd (∂Q), H
1/2+τ
odd (∂B) × H
1/2+τ
odd (∂Q)# × R
m#
)
. We1217
combine this with the mapping1218
D : (φ,Φ, c) /→ (w,W ) =
(
D∂B[φ],−D∂Q[Φ] +
∑
cjΞj
)
,1219
which thanks to Lemma 3.8 and (4.2) is known to be continuous from H1/2+τodd1220
(∂B)×H1/2+τodd (∂Q)× R
m# to K1+τβ0 (B)×K
1+τ
β0β1
(Q!). This gives the desired1221
representation (4.3) as a convergent series where we set Ln = DMn. !1222
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Remark 4.2. Replacing Lemma 3.8 by Remark 3.9 in this proof, we conclude1223
that the series expansions (4.3) for the functions w and W converge also1224
uniformly, the series for w in L∞(B) and the series for W in L∞(Q!).1225
The second result gives a convergent series expansion for the whole1226
solution u[η,ψ,Ψ] when written in slow variables and thus shows that it is1227
an analytic function of η in a neighborhood of 0. It is valid outside of a1228
neighborhood of the origin (“outer expansion”).1229
Theorem 4.3. Let τ ∈ [−1/2, 1/2] and s ∈ R. Let Ω be a Lipschitz subdomain1230
of B such that 0 ̸∈ Ω. If Ω ⊂ B, then s can be any real number. If, however,1231
∂Ω∩ ∂B ̸= ∅, then we assume s ≤ 1+ τ . Let ηΩ > 0 be such that Ω∩ ηQ = ∅1232
for all η ∈ (0, ηΩ). Then there exist η1 ∈ (0, ηΩ) and a real analytic map US1233
from (−η1, η1) to L
(
H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q), H
s(Ω)
)
such that1234
u[η,ψ,Ψ]
∣∣
Ω
= US(η)
(
ψ
Ψ
)
∀(η,ψ,Ψ) ∈ (0, η1)×H
1/2+τ
odd (∂B)×H
1/2+τ
odd (∂Q).1235
(4.4)1236
Moreover,1237
US(0)
(
ψ
Ψ
)
= w0,ψ
∣∣
|Ω
∀(ψ,Ψ) ∈ H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q), (4.5)1238
where w0,ψ is the unique solution in H1+τ (B) of the Dirichlet problem1239 {
∆w0,ψ = 0 in B,
γ0w0,ψ = ψ on ∂B.
(4.6)1240
Proof. We write u[η,ψ,Ψ](x) = w(x) +W (x/η) as in Theorem 4.1 and use1241
the analytic dependency on η of M(η)−1 : (ψ,Ψ) /→ (φ,Φ, c) as in the proof1242
of that theorem. The map (φ,Φ, c) /→ w
∣∣
Ω
being independent of η, only its1243
range is of interest. This is contained in H1+τ (Ω) for any Ω ⊂ B, and since1244
w = D∂B[φ] is harmonic in B, it is contained in C∞(Ω) ⊂ Hs(Ω) for any s if1245
Ω ⊂ B.1246
For the map (Φ, c) /→ W (·/η)
∣∣
Ω
= −D!∂Q,Ω(η)[Φ] +
∑m#
j=1 cjΞj(·/η) we1247
invoke Lemma 3.10 (ii) to get the desired analyticity (see also the argument1248
for the analyticity of M13 in the proof of Theorem 3.12). !1249
The third result shows the analytic dependence on η for the solution1250
u[η,ψ,Ψ] when written in fast variables. It concerns the solution on a sub-1251
domain of size η (“inner expansion”). The proof is similar to the proof of1252
Theorem 4.3, but simpler, because it is based on the formula1253
u[η,ψ,Ψ](ηX) = w(ηX) +W (X)1254
and it therefore simply invokes the harmonicity, hence analyticity of w =1255
D∂B[φ] near the origin, see Lemma 3.10(i).1256
Theorem 4.4. Let τ ∈ [−1/2, 1/2] and s ∈ R. Let Ω ⊂ Q! = R2\Q be a1257
bounded Lipschitz domain. If Ω ⊂ Q!, then s can be any real number. If1258
∂Ω∩ ∂Q ̸= ∅, then we assume s ≤ 1+ τ . Let η˜Ω > 0 be such that ηΩ ⊂ B for1259
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all η ∈ (0, η˜Ω). Then there exist η1 ∈ (0, η˜Ω) and a real analytic map UF from1260
(−η1, η1) to L
(
H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q), H
s(Ω)
)
such that1261
u[η,ψ,Ψ](η · )
∣∣
Ω
= UF(η)
(
ψ
Ψ
)
1262
∀(η,ψ,Ψ) ∈ (0, η1)×H
1/2+τ
odd (∂B)×H
1/2+τ
odd (∂Q). (4.7)1263
Moreover,1264
UF(0)
(
ψ
Ψ
)
=W0,Ψ
∣∣
Ω
∀(ψ,Ψ) ∈ H1/2+τodd (∂B)×H
1/2+τ
odd (∂Q), (4.8)1265
where W0,Ψ is the unique solution in K
1+τ
β0β1
(Q!) for β0 ∈ (−2, 0), β1 ∈ (−1, 0)1266
of the exterior Dirichlet problem1267 {
∆W0,Ψ = 0 in Q!,
γ0W0,Ψ = Ψ on ∂Q.
(4.9)1268
4.2. Convergent Expansion of the Solution of the Original Problem1269
In this subsection, we first insert into the expansion of the solution u[η,ψ,Ψ]1270
of the Dirichlet problem on the perforated domain Bη obtained in the pre-1271
ceding subsection the knowledge about the Dirichlet data from Theorem 2.5,1272
namely ψ = 0 and Ψ = −T ∗[u0]. The latter is given by a convergent series1273
in (2.10). We then have to write the resulting double series as a series in ε1274
by using η = επ/ω and we have to interpret the result as a series that con-1275
verges in function spaces defined on the original domain Aε, by undoing the1276
conformal map G∗π/ω. This will give a convergent expansion for the solution1277
u˜ε of the residual problem (1.23). The final step is to add the function u01278
as described in Theorem 1.2, in order to find a convergent expansion for the1279
solution uε of the original problem (0.5).1280
Corresponding to the three results about the Dirichlet problem in the1281
perforated domain Bη, Theorems 4.1, 4.3 and 4.4, we prove three diﬀerent1282
results about the solution of the original problem (0.5). For the notation1283
describing the convergent series in powers of ε, we refer to Sects. 1 and 2,1284
in particular to Notation 1.1 for the definition of the index set A and to1285
Notation 1.7 for the powers and divided diﬀerences of powers of ε abbreviated1286
by the symbol Eγ(ε).1287
In view of Theorem 2.5 and Remark 2.6, we introduce a maximal regu-1288
larity index1289
τ0 =
1
2 if 0 ̸∈ ∂P, τ0 = min{
1
2 ,
2ω
π } if 0 ∈ ∂P. (4.10)1290
The first result is a globally valid two-scale splitting of the solution1291
uε, where the slow-variable part and the fast-variable part have separate1292
convergent expansions, when written in their respective variables.1293
Theorem 4.5. There exist ε1 > 0 such that the solution uε of Problem (0.5)1294
has the following structure.1295
uε(t) = u0(t) + u(ε)(t) + U(ε)(
t
ε ) ∀ t ∈ Aε, ε ∈ (0, ε1). (4.11)1296
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Here u0 is the solution of the limit problem (0.10) on the unperforated corner1297
domain A. Its singular behavior near the corner is described by the convergent1298
series (1.19) in Theorem 1.2.1299
The functions u(ε)(t) and U(ε)(T ) are defined for t ∈ A and T ∈ P!,1300
respectively, and have a convergent series expansion of the following form.1301 (
u
U
)
=
∑
(n,γ)∈N×A
εnπ/ωEγ(ε)
(
vnγ
Vnγ
)
. (4.12)1302
Let τ ∈ (0, τ0) and β0 > −1 − π/ω with β0 > −1 − τπ/ω if 0 ∈ ∂P,1303
and let β1 < −1 + π/ω. The series converges in the weighted Sobolev spaces1304
K1+τβ0 (A)×K
1+τ
β0β1
(P!), and there exist constants C and M such that1305
∥vnγ ∥K1+τβ0 (A)
+ ∥Vnγ ∥K1+τβ0β1 (P
!) ≤ CM
n+|γ|, (n, γ) ∈ N× A.1306
The series converge also uniformly, in L∞(A)× L∞(P!).1307
Proof. We have uε = u0 + u˜ε, where u˜ε solves the residual problem (1.23).1308
After applying the conformal mapping Gπ/ω and the odd reflection, this was1309
rewritten in Theorem 2.5 as the problem (2.9), a special case of the boundary1310
value problem (3.15). Thus we have the identification u˜ε = u[η,ψ,Ψ] ◦ Gπ/ω,1311
where ψ = 0 and Ψ = −T ∗[u0](η·). Combining the convergent expansion1312
(2.10) for T ∗[u0] with the power series (4.3) for the solution operator of1313
problem (3.15), we thus find a convergent expansion that has the form (4.12)1314 (
u
U
)
=
∞∑
n=0
∑
γ∈A
εnπ/ωEγ(ε)Ln
(
0
Ψγ
)
◦ Gπ/ω.1315
The right choice of weighted Sobolev spaces for the convergence follows from1316
Theorem 4.1 with the transformation rule of Lemma 2.2. Note that this1317
transformation rule motivates the use of weighted Sobolev spaces instead1318
of non-weighted spaces. For the uniform convergence finally, we notice that1319
L∞ remains invariant under the conformal mappings G∗κ. !1320
The second result is a convergent expansion of the whole solution uε1321
written in slow (macroscopic) variables. It is valid in any fixed subdomain1322
of Aε that has a positive distance to the corner and thus is free of holes for1323
suﬃciently small ε. This corresponds to the outer expansion in the method1324
of matched asymptotic expansions, compare [13, Section 5].1325
Theorem 4.6. Let Ω be a Lipschitz subdomain of A such that 0 ̸∈ Ω. Let εΩ > 01326
be such that Ω ∩ εP = ∅ for all ε ∈ (0, εΩ). Then there exists ε1 ∈ (0, εΩ)1327
such that for ε ∈ (0, ε1) the solution uε of Problem (0.5) has the following1328
expansion in Ω:1329
uε(t) = u0(t) +
∑
(n,γ)∈N∗×A
εnπ/ωEγ(ε)u
S
nγ(t), t ∈ Ω. (4.13)1330
Let τ < τ0. Then the series converges for |ε| < ε1 in H1+τ (Ω), and there1331
exist constants C and M such that1332
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∥uSnγ ∥H1+τ (Ω) ≤ CM
n+|γ|, (n, γ) ∈ N∗ × A.1333
The series converges also uniformly in Ω.1334
Proof. In the multiscale decomposition (4.11) uε = u0 + u(ε) +U(ε)
(
·
ε
)
, the1335
term u(ε) has the required expansion according to Theorem 4.5. For U(ε) we1336
write it as1337
U(ε) =W ◦ Gπ/ω,1338
where W is the function defined in Theorem 4.1 in the special case where1339
ψ = 0 and Ψ = −T ∗[u0](η·). The analyticity of W (·/η) with respect to η1340
at η = 0 in the case of η-independent Ψ has been deduced in the proof of1341
Theorem 4.3 from Lemma 3.10. We have to combine this, as in the proof of1342
Theorem 4.5, with the expansion (2.10) for T ∗[u0] and set η = επ/ω, ending1343
up with the expansion required for (4.13). The coeﬃcient functions uSnγ are1344
the sum of the corresponding terms of the expansion of u(ε) and of U(ε)(·/ε).1345
For n = 0 both of these terms vanish, because they correspond to u[η,ψ,Ψ] in1346
(4.4) at η = 0 and ψ = 0, and according to (4.5)–(4.6), this is zero. Therefore1347
the sum over n in (4.13) starts with n ≥ 1. !1348
The third result is a convergent expansion of the whole solution uε1349
written in fast (microscopic) variables. It is valid outside of the holes in a1350
scaled family εΩ of subdomains of Aε. This corresponds to the inner expansion1351
in the method of matched asymptotic expansions, compare [13, Section 5].1352
Theorem 4.7. Let Ω ⊂ Sω\P be a bounded Lipschitz domain. Let ε˜Ω > 0 be1353
such that εΩ ⊂ A for all ε ∈ (0, ε˜Ω). Then there exists ε1 ∈ (0, ε˜Ω) such that1354
for ε ∈ (0, ε˜1) the solution uε of Problem (0.5) has the following expansion1355
in εΩ:1356
uε(εT ) =
∑
(n,γ)∈N×A
εnπ/ωEγ(ε)U
F
nγ(T ), T ∈ Ω. (4.14)1357
Let τ < τ0. Then the series converges for |ε| < ε˜1 in H1+τ (Ω), and there1358
exist constants C and M such that1359
∥UFnγ ∥H1+τ (Ω) ≤ CM
n+|γ|, (n, γ) ∈ N∗ × A.1360
The series converges also uniformly in Ω.1361
Proof. As in the proof of Theorem 4.5 we use the identity uε = u0 + u˜ε ≡1362
u0 + u[η,ψ,Ψ] ◦ Gπ/ω, where ψ = 0 and Ψ = −T
∗[u0](η·). Together with1363
Theorem 4.4 for u[η,ψ,Ψ](η · ), this gives the desired form (4.14) of the ex-1364
pansion for the second term u˜ε(ε·). Here, as in the outer expansion (4.13),1365
the sum over n lacks the term n = 0. It remains to analyze the first term1366
u0(ε·). Here we need the asymptotic behavior (expansion into corner singular1367
functions) of u0 that was described in (1.22) and used for expanding u0(εT )1368
into a convergent series in (1.25). With the notation introduced in (2.13) in1369
the proof of Theorem 2.5, this series can be written as1370
u0(εT ) =
∑
γ∈A
Eγ(ε)Φγ(T ).1371
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This is a series of the form (4.14) with n = 0. Explicitly estimating norms1372
of the functions Φγ or relying on the estimate (2.15), we see that the series1373
converges in H1+τ (Ω). !1374
The fact that the series expansions in the last three theorems are only1375
stepwise convergent, that is convergent when pairs of powers of ε are grouped1376
together into the terms Eγ(ε) from Notation 1.7(3), is caused entirely by1377
the corresponding fact for the expansion of u0 studied in Section 1, see in1378
particular Remarks 1.4–1.6. Thus if we assume that one of the conditions1379
mentioned in these Remarks is satisfied, we find convergent power series, and1380
it is then possible to reformulate the statements of Theorems 4.5–4.7 in terms1381
of analytic functions of ε and επ/ω.1382
Corollary 4.8. Suppose that the right hand side f vanishes in a neighborhood1383
of the corner 0. Denote by uε the solution of Problem (0.5).1384
(i) Let the parameters τ , β0 and β1 be chosen as in Theorem 4.5. Then there1385
exists η1 > 0 and a real analytic function1386
(−η1, η1) ∋ η /→ V[η] =
(
v[η]
V [η]
)
∈ K1+τβ0 (A)×K
1+τ
β0β1
(P!)1387
such that in the two-scale decomposition (4.11) uε = u0 + u(ε) + U(ε)(
·
ε ) we1388
have1389
u(ε) = v[επ/ω], U(ε) = V [επ/ω] ∀ ε ∈ (0, ηω/π1 ).1390
(ii) Let Ω be a Lipschitz subdomain of A such that 0 ̸∈ Ω and let τ be chosen1391
as in Theorem 4.6. Then there exists η1 > 0 and a real analytic function1392
(−η1, η1) ∋ η /→ uS[η] ∈ H
1+τ (Ω)1393
such that we have uS[0] = u0 and1394
uε = uS[ε
π/ω] in Ω, ∀ ε ∈ (0, ηω/π1 ).1395
(iii) Let Ω ⊂ Sω\P be a bounded Lipschitz domain and let τ be chosen as in1396
Theorem 4.7. Then there exists η1 > 0 and a real analytic function1397
(−η1, η1) ∋ η /→ UF[η] ∈ H
1+τ (Ω)1398
such that we have1399
uε(εT ) = UF[ε
π/ω](T ) ∀T ∈ Ω, ε ∈ (0, ηω/π1 ).1400
Proof. As we have seen in Remark 1.5, if f vanishes in a neighborhood of1401
the corner, then in the series expansion of u0 there appear only exponents1402
that are of the form kπ/ω with integer k, and the series is unconditionally1403
convergent. In the resolution of the residual problem in Sect. 3.3, integer1404
powers of η = επ/ω were incorporated, so that the final convergent series1405
expansions (4.12), (4.13) and (4.14) also contain only exponents that are1406
integer multiples of π/ω. It follows that these series are convergent power1407
series, hence analytic functions, in the variable η = επ/ω. !1408
Journal: 20 Article No.: 2377 TYPESET DISK LE CP Disp.:2017/5/10 Pages: 49
A
u
th
o
r 
P
ro
o
f
un
co
rr
ec
te
d p
ro
of
M. Costabel et al.
Let now ω be a rational multiple of π, i.e. π/ω = p/q, where p and1409
q are relatively prime positive integers. In this case, all the exponents of ε1410
appearing in the convergent series expansions (4.12), (4.13) and (4.14) can1411
be seen to be integer multiples of 1/q. The expressions Eγ(ε) as defined in1412
Notation 1.7 are now either integer powers of δ = ε1/q or of the form εℓ log ε1413
with integer ℓ. They can therefore be expressed via two real analytic functions1414
of one variable. We formulate this observation for the two-scale decomposition1415
(4.11) of Theorem 4.5 and its convergent series expansion (4.12) and leave1416
the corresponding reformulations of Theorems 4.6 and 4.7 to the reader.1417
Corollary 4.9. Let π/ω = p/q. With the notations of Theorem 4.5, there exist1418
δ1 > 0 and two real analytic functions (we set ε1 ≡ (δ1)q)1419
(−δ1, δ1) ∋ δ /→ V0[δ] ∈ K
1+τ
β0
(A)×K1+τβ0β1(P
!)
(−ε1, ε1) ∋ ε /→ V1[ε] ∈ K
1+τ
β0
(A)×K1+τβ0β1(P
!)
1420
such that1421 (
u(ε)
U(ε)
)
= V0[ε
1/q] + V1[ε
p] log ε ∀ ε ∈ (0, ε1).1422
The third case where we find absolutely convergent expansions in powers1423
of ε is when ω is not a rational multiple of π but is such that we can choose1424
A0 = ∅. According to the discussion in Sect. 1.2 and in Appendix B, this is the1425
case if and only if πω is not a super-exponential Liouville number. In this case1426
we do not need the divided diﬀerences of Notation 1.7(3), and the terms in the1427
convergent expansions (4.12), (4.13) and (4.14) are simply monomials in the1428
two variables ε and επ/ω, and the series therefore define real analytic functions1429
of two variables. We formulate again the corresponding result for the two-1430
scale expansion of Theorem 4.5 and leave the reformulations of Theorems 4.61431
and 4.7 to the reader.1432
Corollary 4.10. Suppose that π/ω is irrational and not a super-exponential1433
Liouville number in the sense of Definition B.1. Then there exist ε1 > 0 and1434
a real analytic function of two variables (we set η1 = ε
π/ω
1 )1435
(−ε1, ε1)× (−η1, η1) ∋ (ε, η) /→ V[ε, η] ∈ K
1+τ
β0
(A)×K1+τβ0β1(P
!)1436
such that1437 (
u(ε)
U(ε)
)
= V[ε, επ/ω] ∀ ε ∈ (0, ε1).1438
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Appendix A. Symmetric Extension of Lipschitz Domains1448
In this section we use the objects defined in Sect. 2.2, in particular the upper1449
half-plane Sπ and the operation E of symmetric extension of a subset of Sπ1450
by reflection at the horizontal axis. In general, the symmetric extension of a1451
Lipschitz domain is not Lipschitz, and therefore the following result is not1452
entirely obvious and merits a complete proof.1453
Lemma A.1. Assume that Ω is a bounded subdomain of Sπ and that Ω and1454
Sπ\Ω have Lipschitz boundaries. Then E(Ω) has a Lipschitz boundary.1455
Proof. As a characterization of a Lipschitz boundary we use the property1456
that it is locally congruent to the graph of a Lipschitz continuous function.1457
A simple consequence of this property is that in 2 dimensions, each point of1458
the boundary has a 2-dimensional neighborhood in which the boundary is a1459
simple curve, in particular it is homeomorphic to an interval.1460
Let us now first show that ∂Ω ∩ ∂Sπ has no isolated points. Suppose1461
there were such a point x0 = (x0, 0). We show that then Sπ\Ω cannot be a1462
Lipschitz domain, contrary to the hypothesis. Since Ω is Lipschitz, there is1463
a neighborhood U of x0 in which ∂Ω coincides with a simple curve Γ0 and1464
such that U ∩ ∂Ω ∩ ∂Sπ = {x0}. This neighborhood can be chosen such that1465
U ∩ ∂Sπ is an interval Γ1. Since (∂Ω ∪ ∂Sπ)\(∂Ω ∩ ∂Sπ) is contained in the1466
boundary of Sπ\Ω, the latter coincides in U with the union of the two curves1467
Γ0 and Γ1 that intersect in the interior point x0. Such a union is clearly not1468
homeomorphic to an interval.1469
We will now use the following equivalent reformulation of the above1470
definition of a Lipschitz boundary ∂Ω in two dimensions: To each of its points1471
there is a neighborhood U and a convex cone Cαβ with the following property:1472
If the curve Γ0 = ∂Ω ∩ U is parametrized by an interval,1473
γ : (t0, t1)→ Γ0 ⊂ U ,1474
then for x = γ(s), y = γ(t) with s < t (we say “x precedes y” or x ≺ y)1475
we have y ∈ x + Cαβ . Here the cone Cαβ is defined by two angles α, β with1476
α < β < α+ π,1477
Cαβ = {(ρ cos θ, ρ sin θ) : 0 < ρ <∞,α < θ < β}.1478
One can observe that the rotation angles ω (modulo 2π) of coordinate axes1479
that allow the representation of Γ0 as a graph are given by the complement1480
of Cαβ , the condition being1481
ω − π2 ∈ (β − π,α) ∪ (β,α+ π).1482
Let now U be such a neighborhood of a point of ∂Ω. If ∂Ω∩U is entirely1483
contained either in the upper half-plane Sπ or in the axis of symmetry ∂Sπ,1484
then there is nothing to prove, because in this case (after possibly choosing1485
a smaller neighborhood), the set U ∪R(U) will be a suitable neighborhood1486
for the boundary of E(Ω).1487
The nontrivial case is when U is a neighborhood of a point x0 ∈ ∂Ω∩∂Sπ1488
and both U ∩ ∂Ω ∩ ∂Sπ and U ∩ ∂Ω ∩ Sπ are non-empty. Since, as we have1489
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seen, x0 is not an isolated point of ∂Ω∩∂Sπ, the structure of ∂Ω∩U is (after1490
possibly choosing a smaller neighborhood) the following:1491
∂Ω ∩ U = Γ1 ∪ Γ0,1492
where Γ1 is an interval I1× {0} ⊂ ∂Sπ, and Γ0 is a Lipschitz curve contained1493
in Sπ. Locally, the boundary of the complement has the form1494
∂(Sπ\Ω) ∩ U = Γ
′
1 ∪ Γ0,1495
where Γ′1 is another interval I
′
1 × {0} ⊂ ∂Sπ. The intervals have one point in1496
common, which we can assume to be x01497
Γ1 ∩ Γ
′
1 = {x0} = Γ0 ∩ ∂Sπ.1498
Since now Ω and Sπ\Ω play symmetric roles, it is no restriction to assume1499
that I1 = [x0 − δ, x0] and I ′1 = [x0, x0 + δ] with some δ > 0. We can also1500
assume that the two parametrizations of ∂Ω ∩ U and of ∂(Sπ\Ω) ∩ U are1501
oriented such that in both cases the segment Γ1 or Γ′1, respectively, precedes1502
the curve Γ0.1503
Now from our definition of a Lipschitz boundary, we get a cone Cαβ that1504
satisfies1505
x,y ∈ ∂Ω ∩ U and x ≺ y =⇒ y − x ∈ Cαβ .1506
In particular, this holds for x,y ∈ Γ1, and this implies that we have −π <1507
α < 0 and 0 < β < α+ π.1508
Likewise, there is a cone Cα′β′ that satisfies1509
x,y ∈ ∂(Sπ\Ω) ∩ U and x ≺ y =⇒ y − x ∈ Cα′β′ .1510
Since this holds for x,y ∈ Γ′1, we must have 0 < α
′ < π and π < β′ < α′+π.1511
For the curve Γ0 we have both conditions,1512
x,y ∈ Γ0 and x ≺ y =⇒ y − x ∈ Cαβ ∩ Cα′β′ = Cα′β .1513
The latter cone Cα′β is contained in the upper half-plane Sπ, and this implies1514
that the curve Γ0 can be represented as a graph in a coordinate system rotated1515
by a right angle ω = π/2. This means that there is a Lipschitz continuous1516
function φ : (0, y0)→ R such that1517
Γ0 = ∂Ω ∩ U ∩ Sπ = {(x, y) ∈ R
2 : x = φ(y), 0 < y < y0}.1518
Now we can execute our symmetric extension and find that the point x0 ∈1519
∂(E(Ω)) has E(U) as a neighborhood in which the boundary1520
∂(E(Ω)) ∩ E(U) = Γ0 ∪ {x0} ∪R(Γ0)1521
is represented as the graph {x = φ˜(y)} of a Lipschitz continuous function φ˜,1522
namely the even extension of φ, φ˜(y) = φ(|y|)}, −y0 < y < y0, completed by1523
the choice φ(0) = x0. !1524
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Appendix B. Convergence of the Corner Expansion for the1525
Dirichlet Problem and Diophantine1526
Approximation1527
In this section, we use the notation of Sect. 1.2. We find conditions on the1528
opening angle ω for the convergence of the series of particular solutions con-1529
structed according to (1.7)1530
u∂(t) =
∑
ℓ∈N∗
wℓ(t) =
∑
ℓ∈N∗
(
gωℓ − g
0
ℓ cos ℓω
sin ℓω
Im ζℓ + g0ℓ Re ζ
ℓ
)
, (B.1)1531
provided the two power series with coeﬃcients g0ℓ and g
ω
ℓ have a nonzero1532
convergence radius as in (1.4). We will assume here that the number κ = πω1533
is irrational, so that the coeﬃcients in the sum (B.1) are well defined. As was1534
observed already in [4,11], for certain angles ω for which κ is irrational the1535
small denominators sin ℓω pose a problem for the convergence of the series1536
(B.1), and a procedure for reestablishing the convergence was found. The con-1537
vergence of the sum depends on the rate of approximability of κ by rational1538
numbers, a question that has been a classical subject of number theory for a1539
long time, see for example [16, Chapter XI]. A classical theorem by Liouville1540
states that irrationals that can be fast approximated by rationals in a certain1541
way are transcendental, and it was shown by Greenfield and Wallach in 19721542
[15] that these Liouville numbers play a role in the study of global hypoel-1543
lipticity of diﬀerential operators on manifolds. More recently, Himonas [17]1544
and Bergamasco [2] introduced a subset of Liouville numbers, the exponential1545
Liouville numbers, in the context of questions of global analytic hypoellip-1546
ticity. For the situation in our present paper, it turns out that we need to1547
consider an even smaller subset of irrationals that have a fast approximation1548
by rationals. We call them super-exponential Liouville numbers.1549
Definition B.1. Let a ∈ R\Q. Then a is said to be1550
(i) a Liouville number if for every n ∈ N∗, there exist p ∈ Z and q ∈ N∗ such1551
that1552
0 <
∣∣∣a− pq ∣∣∣ < 1qn ,1553
(ii) an exponential Liouville number if there exists c ∈ R, c > 0, and infinitely1554
many p ∈ Z and q ∈ N∗ such that1555
0 <
∣∣∣a− pq ∣∣∣ < e−cq,1556
(iii) a super-exponential Liouville number if for any c ∈ R, c > 0, there exist1557
p ∈ Z and q ∈ N∗ such that1558
0 <
∣∣∣a− pq ∣∣∣ < e−cq.1559
We denote the sets of Liouville, exponential Liouville and super-exponential1560
Liouville numbers by Λ, Λe and Λs, respectively.1561
It is clear that Λs ⊂ Λe ⊂ Λ. It is known that Λ is dense in R, uncount-1562
able and of measure zero [16, Theorem 198]. Using the same arguments, one1563
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can see that these properties are valid for Λe and Λs, too. Finally, it is worth1564
noting that each of these sets is invariant with respect to taking inverses, ad-1565
dition of rational numbers and multiplication by nonzero rational numbers.1566
Proposition B.2. Let κ = π/ω be irrational. Let the lateral boundary data g01567
and gω be given by series1568
g0(ρ) =
∑
ℓ∈N∗
g0ℓρ
ℓ, gω(ρ) =
∑
ℓ∈N∗
gωℓ ρ
ℓ
1569
that converge for |ρ| < ρ0. Then the following two statements are equivalent:1570
(i) For any such g0 and gω, the series (B.1) for the particular solution u∂ of1571
the Dirichlet problem in the sector converges for |ζ| < ρ0.1572
(ii) κ is not an exponential Liouville number.1573
Likewise, the following two statements are equivalent:1574
(iii) There exists ρ1 > 0 such that for any such g0 and gω, the series (B.1)1575
for the particular solution u∂ of the Dirichlet problem in the sector converges1576
for |ζ| < ρ1.1577
(iv) κ is not a super-exponential Liouville number.1578
For the proof, we use the following elementary observation about power1579
series: Let the series
∑
ℓ≥1 aℓ x
ℓ and
∑
ℓ≥1 bℓ x
ℓ have convergence radii ρa and1580
ρb, respectively. Then the series
∑
ℓ≥1 aℓ bℓ x
ℓ has convergence radius ρaρb or1581
greater, with equality if, for example, bℓ = ρ
−ℓ
b for all ℓ. Applying this with1582
aℓ = 1/ sin ℓω, we see that the proof of the proposition is achieved if we prove1583
the following lemma.1584
Lemma B.3. Let π/ω be irrational and let ρs be the convergence radius of the1585
power series1586 ∑
ℓ∈N∗
xℓ
sin ℓω
.1587
Then ρs = 1 if and only if π/ω is not an exponential Liouville number, and1588
ρs > 0 if and only if π/ω is not a super-exponential Liouville number.1589
Proof. We use Hadamard’s characterization1590
ρ−1s = lim sup
ℓ→∞
| sin ℓω|−1/ℓ,1591
and we freely use that1592
lim sup
ℓ→∞
(c ℓd)1/ℓ = 1 for any c > 0, d ∈ R.1593
Rational approximations of κ = π/ω appear because for all k ∈ N: | sin ℓω| =1594
| sin(ℓω − kπ)|, and we can choose k such that the diﬀerence is minimal:1595
k = k(ℓ) ≡ ⌊ ℓωπ ⌉ ∈ (
ℓω
π −
1
2 ,
ℓω
π +
1
2 ] =⇒ ℓω − kπ ∈ [−
π
2 ,
π
2 ).1596
Then, using 2π ≤
sinx
x ≤ 1 for |x| ≤
π
2 , we get with the k chosen as above,1597
2
π |ℓω − kπ| ≤ | sin ℓω| ≤ |ℓω − kπ|.1598
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Thus | sin ℓω| ≃ |ℓω − kπ| = kω| ℓk −
π
ω | ≃ k |
ℓ
k −
π
ω |, implying1599
lim sup
ℓ→∞
| sin ℓω|−1/ℓ = lim sup
ℓ→∞
| ℓk(ℓ) − κ|
−1/ℓ.1600
Therefore the condition ρs = 1 is equivalent to (note that ρs ≤ 1 in any case)1601
∀M > 1 ∃ℓM : ℓ ≥ ℓM ⇒ |
ℓ
k(ℓ) − κ|
−1/ℓ ≤M
⇐⇒ ∀M > 1 ∃ℓM : ℓ ≥ ℓM ⇒ |
ℓ
k(ℓ) − κ| ≥M
−ℓ
⇐⇒ ∀c > 0 the inequality | ℓk(ℓ) − κ| < e
−cℓ
has only finitely many solutions ℓ ∈ N∗
⇐⇒ ∀c > 0 the inequality | ℓk −
π
ω | < e
−ck
has only finitely many solutions k, ℓ ∈ N∗
1602
The last condition means, according to Definition B.1, that κ is not an ex-1603
ponential Liouville number.1604
Likewise, ρs > 0 is equivalent to1605
lim sup
ℓ→∞
| ℓk(ℓ) − κ|
−1/ℓ <∞⇐⇒ sup
ℓ
| ℓk(ℓ) − κ|
−1/ℓ <∞
⇐⇒ ∃c > 0 : ∀ℓ : | ℓk(ℓ) − κ| ≥ e
−cℓ
⇐⇒ ∃c > 0 : ∀k, ℓ ∈ N∗ : |
ℓ
k − κ| ≥ e
−ck.
1606
Again comparing the negation of the last condition with Definition B.1, we1607
see that this is equivalent to the fact that that κ is not a super-exponential1608
Liouville number. !1609
Let us finally note that if κ is a super-exponential Liouville number, one1610
can give explicit examples for the right hand side f such that the series (B.1)1611
for u∂ diverges for almost all t ̸= 0. One such example is f(t) = 1/(ρ0 − t1).1612
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