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a b s t r a c t
In this study we investigate the transient dispersion of a pollutant ejected by an external
source into a laminar flow of an incompressible fluid in a cylindrical pipe. The Boussinesq
assumption is applied and the nonlinear governing equations of momentum and pollutant
concentration are obtained. The problem is solved numerically using a semi-implicit finite
difference method. Solutions are presented in graphical form and given in terms of fluid
velocity, pollutant concentration, skin friction and wall mass transfer rate for various
parametric values. Themodel can be a useful tool for understanding the polluting situations
of an improper discharge incident and evaluating the effects of decontaminating measures
for the water body.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In many fluid pollution accidents (like air or water pollution), early detection is most important for taking swift and
appropriate measures. The availability of early warning methods for detecting or predicting the scale of contamination
is also important for helping prevent or mitigate related damage downstream [1]. Development of accurate methods for
predicting the scale of the pollution impact is needed. In addition, it is presumed that the convention–diffusion coefficient,
which determines the diffusion pattern of the pollution as it flows downstream, would be a key element in determining the
concentration of pollutants [2]. Mathematical models derived in terms of partial differential equations remain an effective
tool for predicting the timehistory and the spatial distribution of pollutants in pipewater distribution [3]. Suchmodels canbe
used to analyze water quality degradation problems, to assess alternative operational and control strategies for improving
and maintaining water quality, to design water quality sampling programmes, to optimize disinfection processes and to
evaluate water quality aspects of distribution network improvement projects. In recent years, a number of authors have
investigated this type of problem [4–7] either theoretically using mathematical models or experimentally because of the
degradation of air andwater quality by tail gases, forest fires, industrial waste and other sources.Makinde et al. [8] employed
classical Lie point symmetry analysis to obtain some invariant solutions for river pollution problem, and nonlocal (potential)
symmetries. The symmetry reductions and solutions for pollutant diffusion in a cylindrical system were discussed in [9].
In spite of all these studies, the transient analysis of buoyancy effects on the pollutant dispersion has received little
attention. Hence, the main objective of the present investigation is to study the effects of buoyancy forces and the nonlinear
waste discharge pollutant concentration due to an external source on the transient diffusion of the pollutant. Solutions
are presented in graphical form and given in terms of fluid velocity, fluid temperature, local skin friction and local mass
transfer rate for various parametric values. It is hoped that the results obtained will not only provide useful information for
applications, but also serve as a complement to the previous studies.
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Fig. 1. Flow configuration and coordinate system.
2. Formulation of the problem
We consider a transient problem of fluid flow and pollutant transport in a cylindrical system as shown in Fig. 1. In order
to derive the governing equations, the following assumptions are made:
(i) The fluid is viscous and incompressible.
(ii) Initially, the flow is fully developed through a cylindrical pipe.
(iii) At time t > 0, a given pollutant is injected into the flow from an external source; the viscosity of the fluid and the
pollutant mass diffusivity then vary with its concentration.
(iv) The influence of density variation with pollutant concentration has been considered only in the body-force term of the
linear momentum equation and is approximated according to the Boussinesq approximation.
Under laminar flow conditions, the problem is reducedmathematically to a transient coupled fluid flow andmass transfer
problem given in one dimension as in [1,3,8,9]:
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subject to the following initial and boundary conditions:
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, C(r¯, 0) = C0, (3)
∂u
∂ r¯
(0, t¯) = ∂C
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(0, t¯) = 0, for t¯ > 0, (4)
u(a, t¯) = 0, C(a, t¯) = Cw, for t¯ > 0, (5)
where u is the fluid axial velocity, (r¯, z¯) are the radial and axial coordinate respectively, C is the pollutant concentration,
C0 is the pollutant reference concentration, Cw is the pollutant concentration at the walls, S is the pollutant external source
function, g is the gravitational acceleration, ρ is the density, β is the concentration expansion coefficient, a is the pipe
radius, and P¯ is the fluid pressure. As shown in Eq. (3), we employed a fully developed Poiseuille parabolic velocity profile as
the initial condition for the flow. The pollutant concentration dependent fluid dynamic viscosity µ¯, mass diffusivity D¯ and
external source are prescribed as follows:
µ¯ = µ0 exp[b1(C − C0)], D¯ = D0 exp[b2(C − C0)], S = Q exp[b3(C − C0)], (6)
where µ0,D0, b1, b2, b3 are the viscosity coefficient, mass diffusivity coefficient, viscosity variation parameter, mass
diffusivity variation parameter and the pollutant external source variation parameter respectively. The following
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dimensionless variables are introduced:
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Substituting Eq. (7) into Eqs. (1)–(6), we obtain the following dimensionless coupled governing equations:
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where λ is the pollutant external source parameter, Gc is the solutal Grashof number, K is the axial pressure gradient
parameter, Sc is the Schmidt number, α is the viscosity variation parameter, γ is the mass diffusivity variation parameter
and n is the pollutant external source variation parameter. The dimensionless shear stress (Cf ) and the mass transfer rate
(Sh) at the pipe wall are given by
Cf = − ∂w
∂r
∣∣∣∣
r=1
, Sh = − ∂φ
∂r
∣∣∣∣
r=1
. (13)
In the following section, Eqs. (8)–(12) are solved numerically and the skin friction, together with the wall mass transfer
rate given in Eq. (13), is computed.
3. Numerical solution
Our numerical algorithm is based on the semi-implicit finite difference scheme given in [10] for the isothermal
viscoelastic case. As in [11], we extend the algorithm to the temperature equation and take the implicit terms at the
intermediate time level (N+ξ)where 0 ≤ ξ ≤ 1. The algorithm employed in [11] uses ξ = 1/2;wewill however follow the
formulation in [10] and thus take ξ = 1 in this article so thatwe can use larger time steps. The discretization of the governing
equations is based on a linear Cartesian mesh and uniform grid on which finite differences are taken. We approximate both
the second and first spatial derivatives with second-order central differences. The equations corresponding to the first and
last grid point are modified to incorporate the boundary conditions. The semi-implicit scheme for the velocity component
reads
(w(N+1) − w(N))
1t
= K + eαφNw(N+ξ)rr +
[
Gcφ + 1
r
(reαφ)rwr
](N)
. (14)
The equation forw(N+1) then becomes
− r1w(N+1)j−1 + (1+ 2r1)w(N+1)j − r1w(N+1)j+1 = explicit terms, (15)
where r1 = exp(αφN)1t/1r2. The solution procedure for w(N+1) thus reduces to inversion of tri-diagonal matrices which
is an advantage over a full implicit scheme. The semi-implicit integration scheme for the concentration equation is similar
to that for the velocity component. Unmixed second partial derivatives of the concentration are treated implicitly:
Sc
(φ(N+1) − φ(N))
1t
= eγφNφ(N+ξ)rr +
[
1
r
(reγφ)rφr + Sc λenφ
](N)
. (16)
The equation for φ(N+1) thus becomes
− r2φ(N+1)j−1 + (Sc+ 2r2)φ(N+1)j − r2φ(N+1)j+1 = explicit terms, (17)
where r2 = exp(γ φN)1t/1r2. The solution procedure again reduces to inversion of tri-diagonal matrices. The schemes
(15) and (17) were checked for consistency. For ξ = 1, these are first-order accurate in time but second order in space. The
schemes in [11] have ξ = 1/2 which improves the accuracy in time to second order. We use ξ = 1 here so that we are
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Fig. 2. Developing velocity profiles.
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Fig. 3. Developing concentration profiles.
free to choose larger time steps and still converge to the steady solutions. The algorithmwas also tested for both spatial and
temporal convergence and shown to be independent of both mesh size and time step size.
4. Results and discussion
Unless otherwise stated, we employ the following parameter values: Gc = 0.1, Sc = 0.6, α = 0.1, γ = 0.1, λ =
0.5, n = 0.1,m = 0.1, K = 1,1r = 0.02,1t = 0.005 and t = 50.
4.1. Transient solutions
Figs. 2 and 3 show the time development of the velocity and pollutant concentration profiles. The velocity profile
eventually settles to a steady parabolic flow which is qualitatively similar to the initial profiles but quantitatively higher
than them. This is expected since the injection of pollutant into the flow acts as a momentum source and hence naturally
increases the flow velocity at subsequent times after the injection. Since the injection ceases at some point, we also naturally
expect the velocities to eventually settle to a steady state as illustrated in Fig. 2.
The observed increase in the pollutant concentration with time shown in Fig. 3 is a trivial consequence of the fact that
the pollutant is injected into the flow at time t > 0. The cessation of the injection process at some future time leads to the
eventual steady concentration profiles displayed.
4.2. Dependence on flow parameters
As already noted, the pollutant injection is connected to momentum source terms and hence leads to increased steady
flow velocities. Increase of the pollutant injection parameter, λ, thus as expected (indirectly) increases flow velocity as
illustrated in Fig. 4.
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Fig. 4. Effects of λ on the velocity.
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Fig. 5. Effects of λ on the concentration.
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Fig. 6. Blow up of concentration; n = 1.
The increased pollutant concentration however also increases the fluid viscosity and hence the competing effects of
higher viscosity and higher pollutant injection result in the marginal velocity increases shown in Fig. 4.
Figs. 3 and 5, show that at a fixed value of parameter lambda, the pollutant concentration in the flow increases with time
until it reaches a saturation state. Further injection of pollutant into the flow does not lead to any appreciable increase in
saturation state concentration. We should however remark (as will be illustrated shortly) that large values of λ may not
allow the attainment of steady solutions but rather lead to finite time blow up phenomena.
For large values of λ, the possibility of blow up phenomena is clearly illustrated in Fig. 6. Physically, this results primarily
from flow blockage due to excessive discharge of pollutant into the pipe flow.
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Fig. 8. Effects of Gc on the concentration.
In Fig. 6 we compute and plot (for each value of λ) the corresponding pollutant maximum concentration (φmax) in the
steady state (t = 10) until a value of λ is reached (around λ ≈ 0.77 for the current parameter values) at which no (steady)
solutions exist but instead blow up phenomena are observed.
We next look at the effects of the solutal Grashof number Gc on both the flow velocity and the pollutant concentration.
Clearly Gc is connected to momentum source terms and thus flow velocities should directly increase with increasing Gc.
This is illustrated in Fig. 7.
On the other hand, since the flow velocity, w, is uncoupled from the pollutant concentration, φ, then changes in flow
velocities are not expected to have any influence on the concentration. The solutal Grashof number only appears in the
momentum equation and its increase will (even though it leads to increased velocities) thus not have any influence on the
pollutant concentration as illustrated in Fig. 8.
The Schmidt number for various chemical substances which may act as a pollutant varies depending on the chemical
species. The values of the Schmidt number (Sc) are chosen for hydrogen (Sc = 0.22), water vapour (Sc = 0.62), ammonia
(Sc = 0.78) and propyl benzene (Sc = 2.62). The minor increases noted in the flow velocity, Fig. 9, are, as explained before,
due to competing effects of increased Boussinesq source terms and increased fluid viscosity, both due to increased Sc and,
hence, increased φ.
Fig. 9 shows that pollutant substances with higher Schmidt numbers lead to correspondingly higher pollutant
concentrations within the flow.
Increasing the parameter α leads to corresponding increases in the fluid viscosity and hence leads to reduced flow
velocities. This is well illustrated in Fig. 11.
As with the Grashof number, the fluid viscosity only plays a role in the momentum equations and since the velocity is
uncoupled from the concentration equation, any changes in the viscosity (even though they result in changes in the velocity
field) will have no effect on the pollutant concentration as shown in Fig. 12.
The diffusion parameter γ manifests itself appreciably in the pollutant concentration but barely plays a role in the flow
velocity as illustrated in Figs. 13 and 14.
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Fig. 9. Effects of Sc on the velocity.
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Fig. 10. Effects of Sc on the concentration.
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Fig. 11. Effects of α on the velocity.
Due to limited fluid motion close to the wall, due to viscous effects, increased diffusion values would not be able to re-
distribute pollutant concentration around the flow and hence we have the observed increases in pollutant concentration
close to the walls. On the other hand, higher diffusion values within the main flow will help distribute the pollutant around
the bulk flow, hence leading to the reduced pollutant concentrations depicted in Fig. 14.
The parameter n plays a very similar role to λ and hence the effect on the velocity and concentration with varying values
of n can be similarly explained. In particular, increasing n directly increases the pollutant source strength and hence leads
to increased pollutant concentration as shown in Fig. 16. The resultant increase in φ leads to the aforementioned competing
effects of increased Boussinesq source terms and increased fluid viscosity and hence changes (increase) in the velocity field
in response to changes (increase) in n are quite marginal as illustrated in Fig. 15.
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Fig. 12. Effects of α on the concentration.
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Fig. 13. Effects of γ on the velocity.
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Fig. 14. Effects of γ on the concentration.
4.3. Shear stress & mass transfer rate
According to Figs. 4, 5, 13 and14, the velocity increaseswithλ andhence thewall shear stress should also correspondingly
increase with λ as shown in each graph of Fig. 17. Similarly the velocity decreases (even thoughmarginally) with increasing
γ and hence we have the observed decrease in Cf with increasing γ also shown in Fig. 17. A similar reasoning is applied to
explain the features observed in Fig. 18.
According to Figs. 7–10, the velocity increases with Gc and hence the wall shear stress should correspondingly increase
with Gc as shown in each graph of Fig. 19. Similarly the velocity increases (even though marginally) with increasing Sc and
hence we have the observed increase in Cf with increasing Sc also shown in Fig. 19. A similar reasoning is applied to explain
the features observed in Fig. 20.
According to Figs. 2, 3, 15 and 16, the velocity increases with t until a steady state is reached and hence the wall shear
stress should correspondingly increase with t also until a steady state is reached when the time dependence ceases. This is
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shown in Fig. 21. Similarly the velocity increases (even thoughmarginally)with increasing n and hencewehave the observed
marginal increases in Cf with increasing n also shown in Fig. 21.
A similar reasoning is applied to explain the features observed in Fig. 22 except that in this case, on the basis of the
scalings on the vertical axis, the increase in Sh with increasing n is more significant as compared to that for Cf .
5. Conclusion
We computationally investigate the transient dynamics of pollutant dispersion in a cylindrical pipe with a nonlinear
waste discharge concentration subjected to axisymmetric one-dimensional gravity driven flow under Boussinesq
approximations. We observe that there is a transient increase in the flow velocity with increase in the pollutant injection.
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Larger increases in the injection are also shown to potentially lead to blockage due to excessive discharge of pollutant into
the pipe flow. We also similarly investigated the effects of the various other physical parameters on the flow velocity, the
pollutant concentration and hence also on the wall shear stress and wall mass transfer rates. In the case of incompressible
fluid flow, the presence of solid or liquid pollutantsmay result in non-Newtonian fluid behavior. A possible avenue for future
investigations is thus extending the analysis given herein to non-Newtonian flows. Once robust experimental data become
available, it would also be interesting in the future to test our model against such data, in the hope of building a concrete
mathematical model for predicting pollutant dispersal.
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