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Abstract 
In the spatial statistics it is often assumed that the data follow a Gaussian random field. Efron introduced bootstrap 
method for independent data analysis (IIDB) but it can not be applied in spatial data analysis because of dependency 
of observations. In this paper, an algorithm is given for spatial semi-parametric bootstrap (SSPB) method to estimate 
the precision measures of plug-in kriging predictor of random field. We also compare IIDB and SSPB methods for 
analysis of plug-in kriging predictor in a Monte-Carlo simulation study. Finally, we use SSPB method for analysis of 
finite strain data in geology. 
© 2010 Published by Elsevier Ltd. 
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1. Introduction
Spatial data can be thought of as a realization of random field. Spatial models (Cressie, 1993) have
been extensively used in many disciplines that works with dependent data collected from different spatial 
locations. Determination of the spatial correlation structure of the data and prediction are two important 
problems in statistical analysis of spatial data. To do so a parametric variogram model is often fitted to the 
empirical variogram of the data. Since, there is no closed form for the variogram parameters estimators, 
they are usually computed numerically. In addition, when data behave as realizations from a non-Gaussian 
random field, the bootstrap method can be used for statistical inference of spatial data. 
The bootstrap technique (Efron, 1979; Efron and Tibshirani, 1991) is a very general method to measure 
the accuracy of statistical estimator, in particular for parameter estimation from independent identically 
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distributed variables. This is an important aspect of the bootstrap in the dependent case as the problem of 
model misspecification is more prevalent under dependence and traditional statistical methods are often 
very sensitive to deviations from model assumptions. 
Usually, the IIDB is applied for analysis of dependent data (e.g. time series and spatial data) 
incorrectly. For spatially dependent data, block bootstrap and semi-parametric bootstrap methods can be 
used. Like the IIDB for independent data, block bootstrap provides tools for statistical analysis of 
dependent data, such as spatial data (Hall, 1985; Bühlman and Künsch, 1999 and Lahiri, 2003) without 
requiring stringent structural assumptions. The semi-parametric bootstrap method has been proposed by 
Freedman and Peters (1984) for the linear models and by Bose (1988) for autoregression models in time 
series. Iranpanah et al. (2009) introduced spatial semi-parametric bootstrap (SSPB) method for spatial 
data analysis. 
In this paper, we first propose the SSPB method to estimate the precision measures of plug-in kriging 
predictor. Then, the SSPB method is compared with IIDB method in a Monte-Carlo simulation study. It is 
shown that SSPB method is more accurate than the IIDB for the analysis of spatial data. Finally, the SSPB 
method is used to estimate the bias, variance and distribution of the plug-in kriging predictor and 
variogram parameter estimators for the analysis of the finite strain data in geology. 
2. Spatial Statistics 
Usually a random field { ( ) : }Z s s D is used for modeling a spatial data, where the index set D is a 
subset of Euclidean space Rd , 1d t . Suppose 1( ( ), ..., ( ))TNz s z s=  is a vector of observations of a 
second order stationary random field (.)=  with constant unknown mean [ ( )]E Z sP   and 
covariogram. ( ) [ ( ), ( )]; ,h Cov Z s Z s h s h DV    . At a given location 0s D  the best linear unbiased 
predictor for 0( )Z s  namely the ordinary kriging predictor is 0ˆ ( )
TZ s zO  with kriging predictor 
variance 2 20 0 0ˆ( ) [ ( ) ( )] (0)
T
k s E Z s Z s mV V O V     , where 1( )T TmO V   61  and  1 1 11 ( )T Tm V    6 61 1 1 , where (1, ...,1)T 1 , 0 1 0( ( ), ..., ( ))TNs s s sV V V    and 6  is an 
N Nu  matrix with ( , )thi j  element given by ( )i js sV   (Cressie, 1993). 
In reality, the covariogram is unknown and needs to be estimated based on the observations. An 
empirical estimator of covariogram is defined as 1 ( )ˆ ( ) [( ( ) )( ( ) )]h N hh N Z s Z Z s h ZV    ¦ , where 1
1 ( )
N
i iZ N Z s

  ¦  is sample mean, ( ) {( , ) : ; , 1, ...,i j i jN h s s s s h i j N      and hN  is the 
number of elements of ( )N h . To fit a valid parametric covariogram model ( ; )hV T  such as exponential, 
spherical, Gaussian, linear models (Journel and Hüijbregts, 1978), several methods such as maximum 
likelihood (ML), restricted maximum likelihood (REML), ordinary least squares (OLS) and generalized 
least squares (GLS) can be applied to estimate T . Kent and Mardia (1996) also introduced the spectral 
and circulant approximations to the likelihood for stationary Gaussian random fields and Kent and 
Mohammadzadeh (1999) obtained a spectral approximation to the likelihood for an intrinsic random field. 
These approximations can be used to compute Tˆ  numerically. 
The plug-in kriging predictor and its variance are determined by using Tˆ  instead of T  in covariance 
function ˆˆ ( , ) ( , ; )
i j i j
s s s sV V T  , respectively as 
(1)                         2 20 0 0 0
ˆ ˆ ˆˆ ˆ ˆ( ) ( ; ); ( ) ( ; )k kZ s Z s s sT V V T                                                    
Mardia, Southworth and Taylor (1999) discussed the bias of maximum likelihood estimators. Under the 
assumption that (.)Z  is Gaussian, Zimmerman and Cressie (1992) show that 
2 2 2
0 0 0 0
ˆ ˆˆ[ ( ; )] ( ) [ ( ; ) ( )] ,
k k
E s s E Z s Z sV T V Td d   
Where Tˆ  is ML estimator of T . We estimate variance of the plug-in kriging predictor 2
0 0
ˆˆ( ) ( ( ))s Var Z sV   
using SSPB method. 
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3. IID Bootstrap 
Assume that 1, ..., nX X  be n  iid random variables with common unknown distribution F. Suppose,  
1
{ , ..., }
n
X X X  denotes the random data and let ( ; )T t F X , be a random variables of interest. The 
goal is to find an accurate approximation to the unknown distribution of T or to some population 
characteristics, e.g., the variance of T. The bootstrap method of Efron (1979) provides an effective way of 
addressing these problems without any model assumptions on F. The IIDB algorithm is done as following 
steps: 
Step 1. Resampling and bootstrap sample. 
Given X , we draw a simple random sample * * *
1
{ , ..., }
n
X X X  with replacement from X . Thus, 
conditional on X , * *
1
{ , ..., }
n
X X  are iid random variables with ** 1
1
( ) , 1, ...,iP X X i n
n
   , where 
*
P  
denotes the conditional probability given X . Hence, the common distribution of *iX  is given by the 
empirical distribution 1 1
1( ) ( )nin iF x n n I X x

 
 d¦ , where ( )I A  is the indicator function equal to 1 
when A is true and equal to 0 otherwise. 
Step 2. Bootstrap version T*   
We define the bootstrap version T* of T by replacing X  with *X  and F  with 
n
F  as * *( ; )nT t F X . 
Step 3. Bootstrap estimators. 
We can estimate the population characteristics, e.g. the bias, variance of T or the unknown distribution of 
T as following bootstrap estimators 
* *
* *
* * * 2
* * *
*
* *
ˆ( ) ( ) ,
( ) [( ) ( )] ,
( ) ( ).
Bias T E T T
Var T E T E T
G t P T t
 
 
 d
 
Step 4. Monte- Carlo approximation. 
Closed- form expressions bootstrap estimator of T* are obtained for some random variables T. In other 
cases we may evaluate precision measures of T* by Monte-Carlo simulation as follows. We repeat steps 
1-2, B (e.g., B=1000) times to obtain bootstrap replicates * *1 , ..., BT T  of 
*T . The Monte- Carlo 
approximations to the above bootstrap estimators are given by 
(2)                                                                                                 * **
1
1 ˆ( ) ,
B
b
b
Bias T T T
B  
 ¦  
(3)                                                                                    * * * 2*
1 1
1 1
( ) ( ) ,
B B
b b
b b
Var T T T
B B  
 ¦ ¦  
(4)                                                                                                                            **
1
1ˆ ( ) ( ).
B
b
b
G t I T t
B  
 d¦  
4. Spatial Semi-Parametric Bootstrap 
Suppose 1( ( ), ..., ( ))
T
Nz Z s Z s  are observations of a stationary random field { ( ) : }dZ s s D R   
with unknown constant mean ( ( ))E Z sP   and covariance matrix 6 . The Cholesky decomposition 
allows 6  to be decomposed as the matrix product TLL6  , where L is a lower triangular N Nu  
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matrix. Furthermore, suppose that 1
1
( ( ), ..., ( )) ( )T
N
s s L zH H H P{   , is a vector of iid random 
variables distributed according to a cumulative distribution function ( )F H . Let ( )
n
F H  is the empirical 
distribution that is an estimate of ( )F H . Then the SSPB algorithm is done as following steps:
Step 1. Estimation and removal of correlation structure. 
Let the spatial- dependence structure of residual ˆ( ) ( )i iR s Z s P   is estimated by the covariance 
matrix 6ˆ . Then, define 1
1
ˆˆ ˆ ˆ( ( ), ..., ( ))T
N
s s LH H H {   , where Lˆ  is a lower triangular N Nu  matrix 
from Cholesky decomposition ˆ ˆˆ TLL6   and 1( ( ), ..., ( ))TNR s R s {  is a vector of residuals. 
 
Step 2. Computation of empirical distribution ( )NF H .  
Suppose that 1( ( ), ..., ( ))
T
Ns sH H H{    is centred value of Hˆ , where, ˆ( ) ( ) ; 1, ...,i is s i NH H H     and 
1
1 ˆ( )N jjN sH H   ¦ . The empirical distribution function formed from central uncorrelated residuals 
collection 1{ ( ), ..., ( )}Ns sH H   is 1 1( ) ( ( ) )NiN iF N I sH H H   d¦  . 
Step 3. Resampling and Bootstrap sample. 
Now, the IIDB algorithm for iid is used for the vector of centred residuals H . We generate N random 
variables * *
1
( ), ..., ( )
N
s sH H  having common distribution ( )NF H . In other words, * * *1( ( ), ..., ( ))TNs sH H H{  
is a simple random sample with replacement from centred residuals collection 
1
{ ( ), ..., ( )}
N
s sH H  . The 
bootstrap sample * * *1( ( ), ..., ( ))
T
Nz Z s Z s{  can be determined by inverse transform * *ˆˆz LP H  . 
Step 4-6. 
We continue steps 4-6 same as steps 2-4 in IIDB algorithm. 
5. Simulation Study 
In this section, we conducted a simulation study to compare IIDB and SSPB variance estimators of 
2
0 0
ˆˆ( ) [ ( )]s Var Z sV  , where 
0
ˆˆ ( )Z s  is the plug- in kriging predictor in (1). Let 2{ ( ) : }Z s s D N   be 
a zero mean stationary Gaussian process with the exponential covariogram  
(5)                                                                                                                 
10
1
0
( ; )
0,
h
a
c c h
h
c e h
V T 
­   ° ®
° z¯
  
where 0 1( , , )
Tc c aT   are nugget effect, partial sill and range, respectively. For the parameter values 
1
(1,1,1)TT   (weak dependence) and 
2
(0, 2, 2)TT   (strong dependence), we generate 
1{ ( ), ..., ( )}Nz Z s Z s  as realizations of the Gaussian random field (.)Z  over three rectangular 
regions ; 6,12, 24D n n n u  .  
To compare IIDB and SSPB variance estimators of 2
0 0
ˆ( ) [ ( )]s Var Z sV  , we define the T*version of 
plug-in ordinary kriging predictor 0
ˆ ˆˆ ( ) ,TT Z s zO   based on a bootstrap sample *z  by 
* * *
0
ˆ( ) TT Z s zO  . The IIDB and SSPB estimators 2 *0 * 0ˆ ( ) [ ( )]s Var Z sV   of 2 0( )sV  have closed 
form expressions as 
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2 2 2 1 2
0
1
ˆ ˆˆ ( ) ; [ ( ) ] ,
NT
IIDB N N i
i
s S S N Z s ZV O O 
 
  ¦  
2 2 2 1 2
0
1
ˆ ˆˆˆ ( ) , .
NT
SSPB i
i
s S S NH HV O O H   6  ¦  
Table 1: True values of 
2
0ˆ ( )sV , estimates of normalized bias and MSE for IIDB and SSPB variance estimators 2 0ˆ ( )sV . 
T 1T 2T
Method n 0 0 0( , )s x y  
2
0( )sV  Bias MSE 2 0( )sV  Bias MSE 
IIDB 
SSPB 
6 
 
(3.5,3.5) 
 
0.410 
 
-0.541 
-0.217 
0.305 
0.276 
1.467 
 
-0.704 
-0.255 
0.508 
0.311 
IIDB 
SSPB 
12 
 
(6.5,6.5) 
 
0.407 
 
-0.531 
-0.162 
0.286 
0.099 
1.459 
 
-0.630 
-0.072 
0.405 
0.108 
IIDB 
SSPB 
24 
 
(12.5,12.5) 
 
0.370 
 
-0.486 
-0.086 
0.238 
0.028 
1.347 
 
-0.569 
0.061 
0.327 
0.039 
 
Table 1 shows the true values of 2
0 0
ˆˆ( ) [ ( )]s Var Z sV  , estimates of normalized bias 
2 2
0 0ˆ[ ( ) / ( ) 1]E s sV V   and mean square error, 2 2 20 0ˆ[ ( ) / ( ) 1]E s sV V   for IIDB and SSPB methods for 
each region D and covariance parameters 1T  and 2T  based on 10000 simulation. The simulation result 
indicates that the SSPB estimators are dramatically preferable to the IIDB versions, especially for 
stronger dependence structure and larger sample size. The reason is that spatial dependence in the data 
makes the IIDB method inappropriate. 
6. Analysis of FSD 
In this section, we apply SSPB method for finite strain data (FSD) that are collected by Mukul (1998). 
These data are collected from a part of the Sheeprock thrust sheet in the southern Sheeprock Mountain 
and the West Tintic Mountains, north- central Utah. The strain was measured in the quartzite of the 
Sheeprock thrust sheet and the geostatistics analysis was illustrated using the X/Z strain axial ratios. A 
sample from 56 locations was collected systematically from the quartzite on a square grid with spacing of 
approximately 625 m on the map along and across the strike of the Sheeprock thrust. The sample grids 
covered a 5 km×3 km rectangular area in the Sheeprock thrust sheet. Iranpanah et al. (2009) introduced 
the best variogram model between 64 different variogram models and compared theses variogram models 
with Mukulǯs model (Mukul, 1998) for analysis of spatial kriging predictor. Mukul et al. (2004) used 
IIDB method for analysis of these data, that are spatially dependent. Our goal is estimates of bias, 
variance and distribution for plug- in kriging predictor and variogram parameter estimators with SSPB 
method for these data. 
The SSPB algorithm is first done with estimate and removal of correlation structure. For estimate of 
correlation structure of residuals, first, a valid parametric variogram 2 (., )J T  is fitted to the empirical 
variogram estimation ˆ2 (.)J  and then, the variogram parameters T  are estimated. The spherical 
variogram is fitted to the FSD with 0 1ˆ ˆ ˆ ˆ( , , ) (0.0045, 0.0030, 2818)c c aT   . The correlation structure can 
be estimated from estimate of semivariogram function as ˆ ˆ ˆˆ ( ; ) (0; ) ( ; )h hV T V T J T6    . 
Then, we determine residuals 1ˆˆ ˆ( )L zH P   and compare centred residuals 
1
1ˆ ˆ( ) ( ) ( ); 1,...,N jji is s s i NNH H H    ¦ . Finally, the bootstrap sample are determined as 
* *ˆˆz LP H  , 
where bootstrap vector *H  is generated as sampling with replacement from centred residuals vector H . 
Now, suppose that the plug-in ordinary kriging predictor 1 0
ˆˆ ( )T Z s  and variogram parameter 
estimators 2 3 4 0 1ˆ ˆ ˆ ˆ( , , ) ( , , )T T T c c aT    are interest, where ( ); 1, 2, 3, 4i iT t z i  . For example, if 
0 (1500, 3000)s   be a new location then, 0ˆ ˆˆ ( ) 1.266TZ s zO   and also 
0 1
ˆ ˆ ˆ ˆ( , , ) (0.0045, 0.0030, 2818)c c aT   . The SSPB version *iT  of iT  is 
* *( )i iT t z , where 
*z  is the 
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SSPB sample. We estimate the precision measures ( )iBias T  and ( )iVar T  and distribution ( )TiG t  by SSPB method and B times bootstrap replicates * *,1 ,, ..., ; 1, 2, 3, 4i i BT T i   in relations 2-4 in step 4.  
Table 2 shows estimates of SSPB bias and SSPB variance for plug-in kriging predictor and estimates 
of variogram parameters based on B= 1000 times bootstrap.  
 
Table 2: Estimates of SSPB bias and SSPB variance for plug-in kriging predictor and parameter variogram estimators. Estimates 
based on B= 1000 times bootstrap replicates for FSD. 
*
iT *Bias  *Var*
0( )Z s  0.0133 0.0020 *
0c  0.0014 2.5×10
-6 
*
1c  0.0022 6.7×10
-5 
*a  -487 1.4×10+6 
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