For advanced offshore engineering applications the prediction with available nautical X-band radars of phase-resolved incoming waves is very much desired. At present, such radars are already used to detect averaged characteristics of waves, such as the peak period, significant wave height, wave directions and currents. A deterministic prediction of individual waves in an area near the radar from remotely sensed spatial sea states needs a complete simulation scenario such as will be proposed here and illustrated for synthetic sea states and geometrically shadowed images as synthetic radar images. The slightly adjusted shadowed images are used in a dynamic averaging scenario as assimilation data for the ongoing dynamic simulation that evolves the waves towards the near-radar area where no information from the radar is available.
reveal the exact relation between radar images and wave elevation / significant wave height has been subject to many more publications, see e.g. Buckley and 26 Aler (1998) and Gangeskar (2014) . We will not address this topic here, but refer 27 to a forthcoming publication of Wijaya and van Groesen (2015) that derives the 28 significant wave height from the shadowed images without any calibration. In 29 this paper it is assumed that the significant wave height is known, either from 30 existing analysis techniques of radar images or by means of a reference observa-31 tion such as a wave buoy or recorded ship motions.
32
Some of the rare attempts to retrieve the actual deterministic, i.e. phase re-33 solved, wave surface elevation from radar-like images are reported by Blondel 34 and Naaijen (2012) and Naaijen and Blondel (2012) , but the quality was shown 35 to be not optimal. A very different method has been explored by Aragh and 36 Nwogu (2008); they use a 4D Var assimilation method, assimilating (raw) radar 37 data in an evolving simulation. Nevertheless, it seems that in literature no sta-38 tistically significant evidence has been reported for successful deterministic wave 39 sensing (reconstruction), nor any method to propagate the waves to a blind area 40 or to provide predictions.
41
To overcome the 'blind' zone around the radar where no elevation information is 42 available, a propagation model is needed to evolve phase resolved reconstructed 43 waves in the visible area into the blind zone and to make future predictions of 44 the waves there, e.g. at the position of the ship carrying the radar antenna.
45
The main aim of this paper is to present a scenario that integrates the inversion 46 of the observed images with the propagation and prediction. This integration is achieved by a robust dynamic averaging-evolution procedure which will be 48 shown to provide a prediction accuracy that is significantly higher than the ac-49 curacy of the observation of a single image itself.
50
In the following we will restrict to the case that the radar position is fixed; im-51 ages from a radar on a ship moving towards the waves will require some obvious 52 adaptations, and will reduce the prediction horizon. The complete evolution sce-53 nario takes into account the specific geometry determined by the radar scanning problem -is important. As we will show, the use of a sequence of images in a 72 spatially dynamic scenario will predict the present and future sea surface in a 73 reasonable degree of accuracy.
74
We start to propose two simple reconstruction methods for single images, but 75 fail to reduce the effects of shadowing noticeably; consecutive simulations with 76 the raw and the the reconstructed images will provide an indication of the ro-77 bustness of the complete scenario. Indeed, the quality of the reconstruction will 
88
In this paper we use synthetic data and make some simplifications for ease of 89 presentation, but the scenario to be described can also be applied for more real-90 istic cases. The use of synthetic data makes it possible to quantify the quality of 91 the results which will be difficult to achieve in field situations for which reliable 92 data of the surface elevation both in the ring-shaped observation area and the 93 near-radar area simultaneously are very difficult to obtain. The wind and wind-94 swell seas that we synthesize are chosen to be linear to simplify the evolution, 95 but linearity is not essential. From the synthetic seas, we construct synthetic 96 radar images by only taking the geometric effect of shadowing into account as 97 an illustration that the scenario can resolve imperfections of that kind.
98
The paper is arranged according to the successive steps in the proposed sce-99 nario. Section 2 will describe the design of (multi-modal) synthetic seas and 100 of synthetic radar images by applying the shadowing effects. In Section 3 the 101 complete dynamic averaging-evolution scenario (DAES) will be described to de-apart from reconstruction results, the quality of predictions are investigated up When the sea will be scanned by the radar, parts of it will be hidden for the 116 electromagnetic radar waves since they are partly blocked by waves closer to 117 the radar, the geometric shadowing. It should be remarked that investigations that geometric shadowing plays a significant role at low-grazing-angle; indica-120 tions are found that shadowing rather occurs as so-called partial shadowing.
121
Besides shadowing, tilt (slope of the sea surface relative to the look-direction of 122 the radar) is considered to be an important modulation mechanism for wave ob-123 servations by radar, see Borge et al. (2004) and Dankert and Rosenthal (2004) .
124
In all these references the so-called hydrodynamic modulation as described by known, which is why we do not consider that aspect here.
129
In this paper we will consider as example of imperfections of the observed sea 
Synthetic surface elevations

140
To synthesize a sea, we use a linear superposition of N regular wave com-141 ponents each having a distinct frequency and propagation direction. The wave 142 spectrum S η (ω) is defined on an equally spaced discrete set of frequencies ω n 143 covering the significant energy contributions. In order to assure that the sea is 144 ergodic (Jefferys, 1987) , it is required that only a single direction corresponds 145 to each frequency. A propagation direction is assigned to each wave component 146 by randomly drawing from the directional spreading function which is used as 147 a probability density function, as proposed by Goda (2010) . The directional 148 spreading function with exponent s around the main direction θ main is given by
with normalization β such that D(θ)dθ = 1.
150
With k n the length of the wave vectors corresponding to the frequencies 151 ω n , and with φ n phases that are randomly chosen with uniform distribution in
152
[−π, π], the sea is then given by
Snapshots of the surface elevation at multiples of the radar rotation time dt are
154
given by η(x, n · dt). With 'Geometric Images' we refer to the synthesized radar observation of 157 the surface elevation for which, as stated above, we will only take the geometric 158 shadowing into account. Shadowing along rays has been described by Borge et 159 al. (2004) and is briefly summarized as follows.
160
After interpolating the image on a polar grid, with the radar at the origin 161 x = (0, 0), we take a ray in a specific direction, starting at the radar position 162 towards the outer boundary, using r to indicate the distance from the radar.
163
We write s (r) for the elevation along the ray, and h R for the height of the 
where Θ is the Heaviside function, equal to one for positive arguments and zero 
which defines the spatial shadow operator along the chosen ray. Repeating this 176 process on rays through the radar for each direction, leads to the shadowed sea,
177
S shad (x) .
178
The geometric image is obtained by removing information in a circular area 179 around the radar position with a radius of r 0 . Then the geometric image is 180 described by
3. Dynamic averaging-evolution scenario
182
This section presents the dynamic averaging-evolution scenario (DAES) that 183 will provide a reconstruction and prediction of the surface elevation at the radar 184 position using the geometrically shadowed waves in the ring-shaped observation 185 area of the sea. The main ideas can be described as follows.
186
The exact (non-shadowed) sea is supposed to evolve according to a linear (dis- will produce a different evolution result than that of the exact sea because the 195 zero-level of the shadowed area will be evolved. In order to control, and actually
196
reduce, the error, we use updates to be assimilated in the dispersive evolution.
197
After three radar rotation times 3dt we update the ongoing simulation by assim- to construct updates that will be used in subsection four as assimilation data
208
in an evolution of the full sea. 
Spatial reconstruction of geometric images
210
In the following, two methods will be presented for a first attempt to recon-211 struct the geometric images in regions where the observation is shadowed.
212
In the first method the geometric image is shifted vertically such that the spatial 213 average (over the observation area) vanishes. With a scaling factor α to obtain 214 the correct significant wave height, this will produce the reconstructions R 1 n as
As mentioned in the introduction, it is assumed that the true variance of the 216 waves (or significant wave height) is known from either additional analysis 217 and/or a reference measurement so that α is determined.
218
The second proposed method is described as
Here E (I n , −T /2) evolves the sea backwards in time over half of the peak period,
220
for which in multi-modal seas we will take the peak period of the wind waves.
221
The evolution indicated here with the operator E will be explained in detail in 
Evolution of a single image
227
Let the reconstructed geometric image, denoted by R, obtained by either 228 reconstruction method described in the previous subsection, be given by its 2D
229
Fourier description as:
Here k is the 2D wave vector, and the coefficients a can be obtained by applying 231 a 2D FFT on R.
232
The image itself is not enough to define the evolution uniquely since the in-
233
formation in which direction the components progress with increasing time is 234 missing. For given direction vector e, define the forward evolution as
where k = |k| and Ω (k) = gk tanh (kD) is the exact dispersion above depth 236 D. Waves propagating in a directionẽ that makes a positive angle with e, so 237ẽ · e > 0, will then propagate in the correct direction for increasing time, which 238 justifies to call the evolution forward propagating with respect to e. Changing 239 the minus-sign into a plus-sign in the phase factor, the backward propagating 240 evolution in the direction −e is obtained.
241
For uni-modal sea states, such as wind waves or swell, there will be a main depending on how much the main directions of the different modes differ.
274
In the following we will use a simplified notation when evolving over one time
Evolving over several time steps, say m.dt, is then written as a power (succession To set notation, the simulated sea (the simulation process will be detailed 289 below) at time t will be denoted as ζ (x, t); at discrete times m.dt we write
The simulation is initialized by taking for the first three time steps the three 292 successive reconstructed images
For the continuation, updates will be used to assimilate the evolution. We 294 describe the update process at a certain time t 0 , which is a multiple of 3dt.
295
Available at that time are the simulated wave field at t 0 , to be denoted by 296 ζ 0 (x) = ζ (x, t 0 ), the reconstructed image at time t 0 , and 2 previous images at shows somewhat different parts of the wave because of the shadowing effect.
307
Therefore an arithmetic mean will contain more information, and may also 308 reduce incidental errors and noise. The ongoing simulation ζ 0 also gives an 309 approximation of the sea at t 0 , and, most important, will also contain elevation 310 information in the near-radar area where the R k are vanishing. Choosing some 311 weight factors, we therefore take as update at time t 0 the following combination
Here χ rad (x) is the characteristic function (or a smoothed version) of the near- 
Evolution and prediction
319
The updates defined above will be used as assimilation data to continue the 320 simulation. In detail, after the construction of an update, say U 3m , the simula-321 tion continues with this sea state as initial elevation field for three consecutive 322 time steps:
This defines the full evolution in time steps dt, which is repeatedly fed with new horizon, is then defined as
An upper bound for the prediction horizon depends on the speed of the waves will influence the prediction horizon in which we can expect a reliable prediction.
339
Besides that, the prediction horizon Π clearly also depends on the accuracy that 340 is desired for the prediction. Table 1 . 
374
The frequency spectrum of the wind waves is a Jonswap spectrum with γ = 3, shadowing; the ratio of radar height and significant wave height is as low as 5 378 in this study case, leading to substantial shadowing.
379
The multi-modal sea consists of the above wind waves to which is added the ratio of radar height and significant wave height is slightly less than 5.
385
The study cases of wind waves without swell and combined wind waves-swell will 386 be denoted by W15 and WS15 respectively. The number of discrete components 387 N used to synthesize the waves as in equation (2), has been taken N = 1500 388 for the wind waves and N = 700 for the swell in study case WS15. 4.1.3. Main evolution direction
390
As described in subsection 3.2, the main evolution direction MED will be 
Simulation Results
407
In this paragraph results of the simulations will be described. After some 
Graphical presentation
411
We start with some results that illustrate the DAES method. After the first 412 three synthesized geometric images, the dynamic averaging -evolution scenario 413 is initiated using updates at every time that is a multiple of 3dt. For a certain with vanishing elevation in the blind area r < 500 around the antenna. Figure   418 2c, shows the reconstruction U 0 (t 0 ) (also denoted by P (t 0 ; τ = 0)). As can be 419 seen, the wind waves propagating in the main direction from North to South in 420 the negative y-direction, and more so the swell from SE to NW, have evolved 421 already some small distance into the near-antenna zone. Figure 2d shows the 422 reconstruction P (t 1 ; τ = 0) for a larger value t 1 at which the waves have evolved 423 so much that they occupy the entire blind area near the antenna r < 500. Corr (data, simul) = < data, simul > |data| |simul| (15)
Here < , > denotes the inner product over space x. Note that Corr defined in 451 this way is related to the normalized point square error according to
In particular when 'data' and 'simul' have the same norm, it holds
The correlation will also be used to quantify the quality of future predictions.
454
Using the notation P (t 0 , τ ) introduced in equation (14) for the predicted wave 455 elevation starting with the reconstruction at time t 0 a time τ ahead, and de- noting by η(t 0 + τ ) the synthetic wave elevation from equation (2), their spatial 457 correlation will be denoted by
Then in order to obtain a statistically more reliable average correlation coeffi-cient corr, the average is taken over an interval of t 0 values:
To avoid entrance effects, the computation of corr(τ ) is restricted to times t 0 
Accuracy of reconstruction
468
The correlation has been computed for both sea states W15 and WS15, for 469 various sizes of the spatial domain: corr is determined for r < 50, r < 500
470
and r > 500. Results are presented in Tables 2 and 3 for the 'reconstruction',   471 i.e. τ = 0; prediction results for which τ > 0 will be presented in the next 472 paragraph.
473
The first column in Tables 2 and 3 indicates the type of input data used in the 474 DAES procedure. 'Sea' refers to the perfect (not shadowed) synthetic waves 475 as input images, but with vanishing elevation in the near radar area r < 500.
476
In this column R 0 refers to simulations with shadowed waves without applying 477 any reconstruction of the individual images, while R 1 and R 2 refer to the two 478 reconstruction methods as defined in subsection 3.1.
479
The columns with 'Raw' and 'Rec' show the correlation of the geometric im-480 ages and the individually reconstructed images with the true wave elevation 481 respectively; the area over which the correlation is taken is the outer ring area 482 500 < r < 1800. Raw Rec r < 50 r < 500 r > 500 Sea 1.00 1.00 0.99 0.99 1.00 R : Correlation between true sea and the R 1 -reconstruction for case WS15 in the radar area with radius 200 m (blue) and radius 50 m (red) at times after the start of the reconstruction. Observe that after some 160 s the reconstruction has filled these regions and becomes more accurate.
Accuracy of prediction
The eventual aim of the simulation scenario is to predict in future time smaller than over the 50 m disc; this may be due to a poor reconstruction of 520 relatively small areas in the outer ring 500 < r < 1800. modal sea states will depend in a somewhat complicated way on the relative 583 energy contents and the difference of group speed of the wind waves and swell.
584
For the study case described above (with 3 times larger significant wave height 585 for the wind and with 2 times faster speed of the swell) the correlation as 586 measure of quality seems to be too crude to identify the full effect of the swell; 587 yet in observations of the spatial plots (or on cross sections) the difference can 588 be noticed somewhat.
589
As is already indicated in Tables 2 and 3, given by the same parameters as reported here, the argument θ − θ main in 596 the spreading function was divided by 2 (which is sometimes also used). As 597 a consequence, there is more overlap between the two sea states, and hence 598 more counter propagating waves that will be evolved in the wrong direction. given by the correlation. 
Conclusions and remarks
604
In this paper we introduced a relatively simple and efficient simulation sce- averaging-evolution scenario in real time.
618
The dynamic averaging-evolution scenario providing updates for a running evo-619 lution can be used in other cases also when a dynamic system experiences pertur-620 bations. We close with mentioning some topics worth of further investigations 621 and possible improvements.
622
The simplification to consider linear seas above constant depth in this paper Latifah and van Groesen (2012), the same process may also lead to freak waves 636 in short crested waves, enhanced by nonlinear interaction processes.
637
In the reconstruction process in this paper, we assumed the significant wave 638 height of the sea to be given. Recent investigations showed that this informa-639 tion can actually also be extracted from the geometric images, see Wijaya and 640 van Groesen (2015).
641
Practical applicability requires the application of the full simulation scenario 642 to real radar images and to test the results against accurate measurements.
643
Another item to be clarified is if the accuracy of the predicted sea in the inner-radar area as achieved here, is sufficiently high to obtain accurately the forces 
