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SOME PROPERTIES OF DYNAMICAL DEGREES WITH A
VIEW TOWARDS CUBIC FOURFOLDS
CHRISTIAN BO¨HNING1, HANS-CHRISTIAN GRAF VON BOTHMER,
AND PAWEL SOSNA2
This article is dedicated to Fedor Bogomolov on the occasion of his seventieth birthday.
Abstract. Dynamical degrees and spectra can serve to distinguish bi-
rational automorphism groups of varieties in quantitative, as opposed
to only qualitative, ways. We introduce and discuss some properties
of those degrees and the Cremona degrees, which facilitate comput-
ing or deriving inequalities for them in concrete cases: (generalized)
lower semi-continuity, sub-multiplicativity, and an analogue of Picard-
Manin/Zariski-Riemann spaces for higher codimension cycles. We also
specialize to cubic fourfolds and show that under certain genericity as-
sumptions the first and second dynamical degrees of a composition of
reflections in points on the cubic coincide.
1. Introduction
For a smooth projective variety X of dimension n and a birational self-
map f : X 99K X one can define a tuple of real numbers
λ0(f) = 1, λ2(f), . . . , λn−1(f), λn(f) = 1,
where λi(f) ≥ 1 for 2 ≤ i ≤ n − 1, called the dynamical degrees of f . See
Section 2 for two equivalent definitions of these numbers. The dynamical
degrees turn out to be invariant under birational conjugacy, so that the
dynamical spectrum
Λ(X) = {λ(f) := (λ1(f), . . . , λn−1(f)) | f ∈ Bir(X)} ⊂ Rn−1
is a birational invariant of the variety X. One thus might, for example, try
to use it to distinguish very general (conjecturally irrational) cubic fourfolds
X from P4. Here are some ideas how the spectra might differ:
(1) As point sets, that is, there might be a tuple λ(f) in the spectrum
of P4 which is not in the spectrum of X. This could for example be
proven if one could show that on X the dynamical degrees have to
satisfy other additional inequalities, coming from the geometry of X,
1 Supported by Heisenberg-Stipendium BO 3699/1-2 of the DFG (German Research
Foundation) during the initial stages of this work.
2 Partially supported by the RTG 1670 of the DFG (German Research Foundation).
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2 BO¨HNING, BOTHMER, AND SOSNA
which can be violated on P4. For this one has, in particular, to de-
velop certain semi-continuity properties and computational tools for
dynamical degrees, which we start doing in the subsequent sections.
(2) As metric (or only topological) spaces: for example, one can consider,
for every k, the smallest gap in the spectrum after 1, if there is any,
that is,
gk := inf
f∈Bir(X), λk(f)6=1
(λk(f)− 1).
It is possible that these numbers differ for X and P4, but the draw-
back is that it is not easy to see how to relate them to accessible
geometric features of X. In other words, it seems very hard to com-
pute or estimate them. On the topological side, it may happen that
the Cantor-Bendixson ranks of the dynamical spectra or some linear
slices in them differ, but again these are very hard to access.
(3) Arithmetically: it could happen that for both X and P4, the dy-
namical degrees are algebraic integers, but for X they may satisfy
some additional arithmetic constraints. For example, the number
fields generated by each tuple of dynamical degrees on X might dif-
fer from the ones for P4. But also this seems very hard to detect.
We thus concentrate on (1) for the moment.
The paper is organised as follows. In Section 2 we recall some basic facts
about cycles and dynamical degrees. In Section 3 we prove Theorem 3.1
which says that the dynamical degrees are lower-semicontinuous functions
for families over smooth bases, if one understands lower semi-continuity in
a slightly generalized sense, namely that (downward) jumps may occur on
countable unions of closed subsets. Moreover, in Proposition 3.3 we collect
some results that point out the importance of the questions of existence of
(finite-dimensional, connected, non-trivial) algebraic subgroups in Bir(X)
and of the classification of birational automorphisms with all dynamical
degrees equal to 1 for the irrationality problem for cubic fourfolds X. In
Section 4 we study the relationship between dynamical degrees and Cremona
degrees under some assumptions and prove a sub-multiplicativity result,
Theorem 4.3. Section 5 is devoted to reflections on cubic fourfolds and in
Theorem 5.5 we show, under some assumptions, the equality of the first
and second dynamical degrees of a composition of reflections on a smooth
cubic fourfold. This is a sample of a type of result which says that special
dynamical degrees can only arise in the presence of special dynamics. Such
implications are very important for making progress on the irrationality
problem for cubics, too. Finally, in the Appendix we describe generalized
Picard-Manin spaces which might prove useful in the study of dynamical
degrees on fourfolds in the future.
Conventions. We work over the field of complex numbers C throughout
the paper. A variety is a reduced and irreducible scheme of finite type over
C. A prime k-cycle on a variety is an (irreducible) subvariety of dimension
k. A k-cycle is a formal linear combination of prime k-cycles. If f : X 99K Y
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is a rational map between varieties, we denote by dom(f) the largest open
subset of X on which f is a morphism. The graph Γf ⊂ X × Y of f is the
closure of the locus of points (x, f(x)) with x ∈ dom(f).
Acknowledgments. We would like to thank Miles Reid for useful discus-
sions.
2. Preliminaries
2.1. Cycles. Let X be a smooth projective variety of dimension n. Fol-
lowing [Ful98], we will denote by Ak(X), Bk(X) and Hk(X) the groups of
algebraic cycles of dimension k modulo rational, algebraic and homological
equivalence, respectively. Roughly speaking, a cycle is rationally equivalent
to zero if it can be written as the difference of two fibres of a family over P1;
algebraically equivalent to zero if it can be written as the difference of two
fibres of a family over a smooth curve; and homologically equivalent to zero
if it maps to zero under the cycle map Ak(X) //H
2n−2k(X,Z).
Any zero cycle α ∈ A0(X) has a well-defined degree, see [Ful98, Def. 1.4].
As usual, Ak(X), Bk(X), Hk(X) will denote the groups of cycles of codi-
mension k. There are surjections
Ak(X) //Bk(X) //Hk(X)
for all possible k.
Given a proper map f : X // Y of some relative dimension l, one can
define pushforward maps f∗ : Ak(X) //Ak(Y ) and, if f is also flat, pullback
maps f∗ : Ak(Y ) //Ak+l(X), see [Ful98, Sect. 1]. For instance, for the
pullback under a flat map one simply takes the class of the pre-image of a
prime cycle and extends this definition linearly. One can also define pull-back
maps for morphisms between smooth varieties which are not necessarily flat,
but this is slightly more complicated and involves some intersection theory,
see [Ful98, Ch. 8].
Also recall that the collection of all groups A∗(X) = ⊕nk=0Ak(X) is a
commutative ring with respect to the intersection pairing (here we need X
smooth). More precisely, there are pairings Ak(X) × Al(X) //Ak+l−n(X)
for all possible k, l. In other words, A∗(X) is a graded ring.
An important result about cycles which we will use below is the “Principle
of Conservation of Number”, see [Ful98, Subsect. 10.2].
Theorem 2.1. Let p : Y // T be a proper morphism of varieties, dimT =
m, and α be an m-cycle on Y. Then the cycle classes αt ∈ A0(Yt) for t ∈ T
a regular closed point, all have the same degree.
2.2. Dynamical degrees. Let X be a smooth projective variety of dimen-
sion n, fix an ample divisor H on X and let f : X 99K X be a birational
map. Setting HkR(X) := H
k(X)⊗ R, we define a linear map
f∗ : HkR(X) //H
k
R(X), α
 // pr1∗(Γf .pr
∗
2(α)),
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where pri : X ×X //X are the projections and Γf ⊂ X ×X is the graph
of X.
Definition 2.2. Let X and f be as above. The k-th dynamical degree of f
is
λk(f) = lim
m //∞(%((f
m)∗))
1
m ,
where ρ((fm)∗) is the spectral radius of the linear map (fm)∗.
Equivalently, one can choose any resolution Z of singularities of Γf , con-
sider the induced diagram
Z
pi1

pi2

Y
f // Y
and define f∗ = pi1∗ ◦ pi∗2. For the equivalence of these two approaches, see
[Truo15, Subsect. 3.1].
There is yet another way of defining the dynamical degrees. First, one can
define the Cremona degree degk(f) of f with respect to H as the degree (that
is, the intersection number with Hn−k) of the birational transform under f−1
of a general element in the system of cycles homologically equivalent to Hk.
In symbols,
degk(f) = H
n−k.f∗Hk.
One then puts
λk(f) = lim
m //∞ degk(f
m)
1
m ,
the growth rate of the Cremona degrees of the iterates of f . This definition
does not depend on the choice of H and is equivalent to the previous one, see
[Truo15, Thm. 1.1] for a statement valid over any algebraically closed field
of characteristic zero or [Guedj10, Thm. 2.4] for a more analytic statement.
Remark 2.3. Before the existence of the limit was proven, a definition
involving a limes inferior of Cremona degrees or spectral radii was sometimes
used in the literature.
The dynamical degrees satisfy several numerical properties, such as log-
concavity, and are related to the topological entropy of f , see [Guedj10].
3. Semicontinuity of dynamical degrees
In this section we will prove Theorem 3.1, providing estimates on dynam-
ical degrees in families.
Theorem 3.1. Let
X
pi

  // PN × S
prS
{{
S
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be a smooth projective family of smooth varieties Xs ⊂ PN over a smooth
variety S. Let
X
pi

f // X
pi

S
be a birational map such that no entire fiber of pi is in the indeterminacy
or exceptional locus of f , i.e., fiberwise, fs : Xs 99K Xs is a well-defined
birational map. If this is not satisfied at the beginning, we can always achieve
it by replacing S by a non-empty open subset. Consider the function
λj : S //R
associating to s ∈ S the j-th dynamical degree λj(fs) of fs. Then λj is lower
semi-continuous in the following generalized sense: the sets
Va := {s ∈ S | λj(s) ≤ a}, a ∈ R,
are countable unions of Zariski closed subsets in S.
We begin with the following result, which generalises [Xie15, Lem. 4.1].
Lemma 3.2. In the setup of Theorem 3.1 let H ⊂ PN be the linear system
of hyperplanes in PN . Let degj(fs) be the j-th Cremona degree of fs. Then
degj : S //R, s
 // degj(fs)
is a lower semi-continuous function on S.
Proof. Consider the graph Γf ⊂ X ×S X ⊂ PN × PN × S and the two (flat)
projections p1, p2
PN × PN × S
p2
''
p1
ww
PN × S PN × S.
Let HjS ⊂ Pn × S be the pull-back to PN × S of the algebraic equiva-
lence class Hj , that is, an intersection of j relative hyperplanes in PN × S.
Then, by Theorem 2.1 applied to Y = PN × PN × S,T = S and α =
Γf .p
∗
1(H
dimXs−j
S ).p
∗
2(H
j
S) (an easy computation shows that this is indeed a
dim(S)-cycle), the degree of αt ∈ A0(Yt) is constant. Note that the cycle
pull-backs via the flat morphisms (or, in any case, via morphisms between
smooth varieties) and the intersection product in the ambient smooth variety
PN × PN × S are well-defined.
Consider Γf //S as an S-scheme. For s ∈ S in a nonempty Zariski
open subset Ω ⊂ S, (Γf )s is equal to the graph of fs by an application of
[BBB15, Lem. 2.3], whereas for special s ∈ Z := S\Ω, Γfs may be a proper
component of (Γf )s. On the other hand, if (Γf )s = Γfs , then α restricted to
(Γf )s has degree degj(fs).
6 BO¨HNING, BOTHMER, AND SOSNA
Thus we see that on Ω, the function degj is constant. Let us check that
degj can only get smaller at a point z0 ∈ Z. This will imply the assertion.
Indeed, if degj = a generically on S, there is a proper closed subset S
′ ⊂ S
such that {s ∈ S | degj(s) ≤ a − 1} ⊂ S′. Now considering the irreducible
components of S′, and the restriction of the family X to each of these,
implies the assertion by induction on the dimension of S.
To see that degj can only drop at z0 ∈ Z, take a smooth curve C ⊂ S with
z0 ∈ C and C ∩Ω 6= ∅, and restrict the family pi : X //S to C, i.e. consider
piC : XC //C and the restriction fC : XC 99K XC of f to XC . Then we can
do the above construction with S replaced by C, that is, we can consider
ΓfC and a relative cycle αC . Note that since Ω ∩C 6= ∅, for a general point
c ∈ C the degree of (αC)c will be equal to degj(fc) (of course, fc = fs for
some general point s ∈ S).
Now there is a finite set of points P ⊂ C, where we can assume that
z0 ∈ P, such that for c ∈ C\P, the fiber (ΓfC )c of ΓfC over c is nothing but
the graph of (fC)c.
The graph ΓfC is, by definition, the closure of ΓfC |C\P //C\P in
PN ×PN ×C. Now the advantage of working over a curve C is that, by the
valuative criterion of properness and the properness of Chow schemes of cy-
cles in PN×PN , the limits (ΓfC )z, for z ∈ P, of the family ΓfC |C\P //C\P
will be cycles of dimension dimXs, that is, all components of (ΓfC )z0 have
dimension dimXs. This allows us to interpret the degree of the zero cy-
cle (αC)z0 geometrically. Its degree is nothing but the sum of the num-
bers G.pr∗1(HdimXs−j).pr∗2(Hj) running over the irreducible components G
of (ΓfC )z0 , possibly counted with suitable multiplicities. Here pri are the
projections of PN ×PN onto its factors. Since Γfz0 is one of the components,
we see that the Cremona degree can only drop at a special point z0. 
Proof. (of Theorem 3.1) By definition we have
λj(f) = lim
n //∞(degj(f
n))
1
n .
Applying Lemma 3.2 to each iterate of f , we see that for each n ∈ N, there
is a proper closed subset Zn ⊂ S such that on S\Zn, degj(fs) is constant.
Thus outside the countable union of proper closed subsets
⋃
k0≥1
 ⋂
k≥k0
Zk

the function s  // λj(fs) is constant (here we use Remark 2.3). Now arguing
again by induction on the dimensions of the irreducible components of the
closed subsets in the previous countable union (these are countably many
proper closed subsets) gives the assertion. 
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One instance where one can use the above considerations is the following
result, which might be useful when trying to prove irrationality of very
general cubic fourfolds. It is based on a suggestion by Miles Reid.
Recall that given an injective map of (abstract) groups θ : G 
 //Bir(X),
we get an action of G on X by birational isomorphisms, and we say that G
is an algebraic subgroup of Bir(X) if the domain of definition of the partially
defined map G × X 99K X, (g, x)  // θ(g)(x), contains a dense open set of
G × X and coincides on it with a rational map (in the sense of algebraic
geometry). By a theorem of Rosenlicht [Ros56, Thm. 2], one can characterize
algebraic subgroups G equivalently by saying that they are those subgroups
for which there is a birational model Y 99K X such that G acts on Y via
biregular maps/automorphisms.
Proposition 3.3. Let X be a smooth cubic fourfold. For a line l ⊂ X
denote by ϕl : X˜ //P2 the associated conic fibration, and by
Birϕl(X) ⊂ Bir(X)
the subgroup consisting of birational self-maps which preserve the fibration
ϕl, i.e. map a general fiber into itself. The following holds.
(1) X is rational if and only if there is an algebraic subgroup (C∗)2 in
Bir(X).
(2) If X is rational, then there is a family of birational maps
X
pi ""
f // X
pi||
(C∗)2
such that for any s ∈ S := (C∗)2 all dynamical degrees of fs := f |Xs
are equal to 1 and such that the set {fs}s∈(C∗)2 is contained in no
subgroup Birϕl(X) as above.
(3) If X is rational, then there is some birational self-map f ∈ Bir(X)
with all dynamical degrees equal to 1 and such that f is contained
in no subgroup Birϕl(X). There is even such a map f with the
property that the growth of the Cremona degrees of the iterates of f
is bounded.
Proof. For (1) note that if X is rational, Bir(X) certainly contains a sub-
group (C∗)2, e.g., coordinate rescalings. Conversely, if there is an algebraic
subgroup (C∗)2 in Bir(X), then X is birationally a (C∗)2-principal bundle
over a unirational, hence rational, surface (note that (C∗)2, being abelian,
will act generically freely once it acts faithfully). Since any such (C∗)2-
principal bundle is Zariski locally trivial, X is rational in this case.
To prove (2), note that the existence of the family is clear by (1), so
we only have to see that for any s ∈ S := (C∗)2 all dynamical degrees of
fs = f |Xs are equal to 1. Now by Lemma 3.2, clearly all Cremona degrees
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are bounded in the family. On the other hand, since it arises from a sub-
group (C∗)2 of Bir(X), for any fs, fns is again in the family, i.e. equal to
some ft. Hence the Cremona degrees of the iterates would be unbounded,
unless all dynamical degrees are equal to 1. Moreover, the set {fs}s∈(C∗)2 is
contained in no subgroup Birϕl(X), since the images of
(C∗)2 3 s  // fs(p) ⊂ X
are rational surfaces for a general point p ∈ X if we construct the family
{fs} from a subgroup (C∗)2 in Bir(X) as in (1). But if {fs}s∈(C∗)2 were
contained in a subgroup Birϕl(X), these images would be conics.
To prove (3), suppose that
Φ: P4 99K X
is a birational map, and suppose that x ∈ P4 is a point in which Φ is defined
and a local isomorphism. Our goal is now to find a one-parameter group
{ft}, t ∈ C∗, ft ◦ fs = fts
of birational self-maps of X such that Γ, the (closure of the) image of
C∗ 3 t  // ft(p)
is a curve on X through p which is not a conic. Here we want all ft to
be birational self-maps with all dynamical degrees equal to 1. So Γ is an
orbit under the action of C∗ on X. If we can find such a one-parameter
group resp. such a Γ we are done: namely, if we choose t to be of infinite
order, then f := ft has the required properties; indeed, if f preserved a conic
fibration, then the iterates fn(p), n ∈ N, would all have to lie in a conic Q.
These iterates also lie on the curve Γ and are distinct by our choice of t,
thus Γ and Q would coincide (they have infinitely many points in common),
a contradiction.
One way to construct such a one-parameter subgroup is as follows: con-
sider the family of all conics Cp through p = Φ(x). For every conic C ∈ Cp
consider its birational transform Φ−1bir(C) in P
4 through x. Now the de-
grees of the curves Φ−1bir(C) for C ranging over Cp are bounded above since
degrees are lower-semicontinuous in families (compare also Lemma 4.4 be-
low, and its proof). Assume without loss of generality that x is the point
(1, 1, 1, 1) ∈ C4 ⊂ P4. Now consider the one parameter subgroups
diag(ta, tb, tc, td) ⊂ GL4(C), t ∈ C∗, a, b, c, d ∈ N.
These give families of birational maps of P4 via rescaling the coordinates.
The orbit closures of these subgroups (which are all isomorphic to C∗) are
rational curves in P4 whose degree is unbounded. Hence one of them is
certainly not in the set of curves Φ−1bir(C). This achieves our goal. 
Remark 3.4. One might hope that birational self-maps f with all dynami-
cal degrees equal to 1 are in some sense “classifiable” on a very general cubic
fourfold. Restricting this class even further, the maps whose iterates have
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bounded growth of the Cremona degrees can be studied. For surfaces, such
maps f are often called elliptic and it is known, see [B-C13], that they are
precisely those that are virtually isotopic to the identity, that is, on some
model, an iterate fn0 belongs to the connected component of the identity of
the (biregular) automorphism group. On varieties of higher dimension the
term elliptic does not seem so appropriate, so we call them bounded maps
here for now. Note that not only the dynamical degrees, but also the growth
rate of the sequence of Cremona degrees is invariant under birational con-
jugacy. So bounded maps are a birationally invariant class. These maps
have topological entropy equal to zero, hence are what is sometimes called
topologically deterministic. If on a very general cubic fourfold it were true
that any such map is a birational automorphism of finite order (we believe
this could be true, at least none of the examples we know contradicts it),
then Proposition 3.3.(3) would imply that a very general cubic fourfold is
irrational.
Remark 3.5. In part (3) of Proposition 3.3, one can even assume that the
sequence of Cremona degrees is constant. This follows from Lemma 3.2:
if ft is a family of birational self-maps of X parametrized by an algebraic
subgroup C∗ ⊂ Bir(X), then the Cremona degrees are constant outside of
a finite set of points in C∗. Now fns = fsn , and for general s, the set of its
powers sn avoids the previous finite set of points.
4. Upper bounds for dynamical degrees in terms of degrees
For birational maps f, g : Pn 99K Pn the k-th Cremona degree degk is
submultiplicative in the sense that
degk(fg) ≤ degk(f) degk(g)
whence also degk(f
n) ≤ degk(f)n and λk(f) ≤ degk(f); see [RS97, Lem.
4.6]. We want to investigate inhowfar the inequality λk(f) ≤ degk(f) re-
mains valid in general. A version of quasi-submultiplicativity in the general
case is proved in [Guedj10, Prop. 2.6], but this does not directly yield good
bounds because of the constant that shows up there. However, as we will
see, another application of Theorem 2.1 easily yields a result for certain
varieties more general than Pn.
We will use the following result.
Lemma 4.1. (1) Let f : X // Y be a surjective morphism of smooth
projective varieties. For any l ∈ N, let
Yl := {y ∈ Y | dim f−1(y) ≥ l},
and suppose that V is a subvariety of Y which intersects all irre-
ducible components of the subvarieties Yl as well as their mutual
intersections properly. Then the pull-back class f∗[V ] in A∗(X) is
represented by f−1(V ) which is equal to the birational transform of
V under f−1.
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(2) Now let g : X1 99K X2 be a birational map. Pick a resolution of g−1
X˜2
q
  
p
~~
X1
g // X2
where q is a succession of blowups in subvarieties lying over compo-
nents of the base locus Bs(g−1) ⊂ X2. Suppose that Z is a subvariety
which satisfies the conditions for V in part (1) with respect to the
morphism q and which is also not contained in Exc(g−1), the union
of the subvarieties in X2 contracted by g
−1. Then g∗[Z] is repre-
sented by the birational transform of Z under g−1.
Proof. Part (1) is [EiHa15, Thm. A.5 and Thm. 1.23] or [Truo15, Lem. 3.1]
and proof of Lem. 3.2(a) ibid. For part (2) we can apply part (1) to conclude
that q∗[Z] is represented by the birational transform of Z under q−1 on X˜2.
But g∗[Z] is equal to p∗q∗[Z], and p∗ is an isomorphism onto its image on
q∗[Z] outside of the strict transforms on X˜2 of the subvarieties contracted
by g, hence the claim. 
Definition 4.2. We will call a Z as in part (2) of Lemma 4.1 g-adapted.
Theorem 4.3. Let X be a smooth projective variety such that HkR(X) is one-
dimensional generated by Hk where H ⊂ X is a very ample divisor. For any
birational map f : X 99K X consider the map f∗ : HkR(X) //HkR(X) defined
in Section 2. Suppose this map is multiplication by δk(f) ∈ N. Also suppose
that for any birational map g : X 99K X, there is an m ∈ N and a flat
family p : C //S of effective irreducible codimension k cycles homologically
equivalent to δk(f)mH
k over a smooth irreducible base S such that Cs0 is
the birational transform under f−1 of a general element in mHk, and for
general s ∈ S, Cs is g-adapted in the sense of Lemma 4.1 (2). Then
δk(f ◦ g) ≤ δk(f) · δk(g).
In particular, λk(f) ≤ δk(f) for such a birational map f : X 99K X.
To prove Theorem 4.3 we use the following Lemma.
Lemma 4.4. Let X be a smooth and projective variety of dimension n with
a very ample class H, S be a smooth variety and let C //S be a flat family
of irreducible k-cycles of some fixed degree on X × S, ι : C   //X × S be the
inclusion, and g : X 99K X a birational map such that g−1 ◦ ιs is a well-
defined birational map on every fiber Cs. Then the function
s  // deg((g−1 ◦ ιs)∗(Cs))
which associates to a point s ∈ S the degree of the birational transform of
the cycle Cs under g−1 ◦ ιs (with respect to H) is a lower semi-continuous
function on S.
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Proof. Again we employ Theorem 2.1. Let Y = X ×X ×S with projections
p1 := p13 : X×X×S //X×S and p2 = p23 : X×X×S //X×S. Moreover,
for the fiberwise birational map g−1 × idS : X × S 99K X × S, consider the
composite
(g−1 × idS) ◦ ι : C   //X × S,
and (the closure in Y of) its graph Γ(g−1×idS)◦ι.
Consider the cycle α = Γ(g−1×idS)◦ι.p
∗
2(H
i
S) on Y, where i is chosen appro-
priately such that αs is a zero cycle for all s. Then arguing as in the proof
of Lemma 3.2, we find that for general s in S, the degree of αs is equal to
deg((g−1 ◦ is)∗(Cs)), whereas as special points it only gives an upper bound.
Since the degree of αs is constant by Theorem 2.1, we get the assertion. 
Proof. (of Theorem 4.3) Replacing Hk by mHk we can assume m = 1. Then
δk(f) is the degree of the birational transform under f
−1 of a general element
Hk, divided by Hn, and the same holds for g. In symbols: f
∗Hk.Hn−k
Hn =
δk(f).
On the other hand, for δk(f ◦ g) we first consider the birational transform
Cs0 under f−1 of a general element Hk, and Cs0 is now a special element
in Bk(X). We then have to compute the degree of the birational transform
under g−1 of Cs0 , and divide it by Hn, and this is δk(f ◦ g).
By hypothesis, we can deform Cs0 in the homological equivalence class
of δk(f)H
k to a general element Cs in that class via the family p : C //S
whose existence is assumed in Theorem 4.3. Then the birational transform,
for general s ∈ S, under g−1 of Cs is in δk(g)δk(f)Hk since Cs is g-adapted
and Lemma 4.1 (2) holds. But the birational transform under g−1 of Cs0
may lie in dHk with d ≤ δk(g)δk(f) by Lemma 4.4. Thus Theorem 4.3
follows. 
Remark 4.5. For example, Theorem 4.3 is applicable for a birational map
g : X 99K X of a very general cubic fourfold, and a reflection f = σp : X 99K
X in a point p ∈ X; in this case, Cs0 is the birational transform under f of an
element which is general in H2, for some very ample divisor H. Then we can
find an irreducible family C with the required properties, taking as elements
of C the birational transforms of 2-cycles A under σq, for q varying in X and
A varying in the system of complete intersections of two hyperplanes H2.
5. Degrees of iterated birational transforms of surfaces in
fourfolds
5.1. An iterative set-up. When computing dynamical degrees, especially
λ2 on fourfolds, one frequently has to understand how the degrees of suc-
cessive birational transforms of some general surface in the initial variety
change.
We therefore study the following set-up: let X be a smooth projective
fourfold with a very ample divisor H. Let f : X 99K X be a birational map.
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We want to compute the first and second Cremona degrees of the iterates
of f successively. Let i ∈ Z be the iteration index.
To begin with, we let S0 ⊂ X be a surface which is the intersection of two
very general elements in H. In particular, we assume S0 is smooth. Let
s0 : S0
  //X
be the inclusion. Moreover, we write h0 ⊂ S0 for the intersection with S0
of a very general element of H. Then h0 defines a very ample class on S0.
Moreover, we also put D0 := h0.
Now suppose inductively that Si and a morphism si : Si //X, together
with divisors hi, Di ⊂ Si, have already been defined. We then define Si+1
and si+1, with hi+1 and Di+1, in the following way. Consider the diagram
Si+1
s˜i
!!
σi

si+1

Γf
pi2

pi1}}
Si si
//
s¯i
66
X
f // X
Here σi is a sequence of blow-ups of S in reduced points such that the
rational map f ◦ si becomes a morphism si+1 on the blown-up surface Si+1.
We will describe more precisely how to construct σi in a moment. Once this
is done, we define
hi+1 = σ
∗
i (hi), Di+1 = s
∗
i+1(H)
and we would like to compute the quantities
d
(i+1)
2 := D
2
i+1, d
(i+1)
1 := Di+1.hi+1
in terms of data associated to the resolution map σi and of d
(i)
2 , d
(i)
1 . Note
that d
(i+1)
2 is the second Cremona degree (with respect to the chosen H) of
f i+1, and d
(i+1)
1 is its first Cremona degree.
Let us now say how σi is defined. The map f can be given by a certain
linear system; i.e., there is a line bundle L on X, a subspace of sections V ⊂
H0(X,L) and the associated linear system |V | = P(V ) ⊂ P(H0(X,L)) of
divisors defining f . Recall that there is an evaluation morphism for sections
evV : V ⊗ OX //L which determines a morphism V ⊗ L∨ //OX whose
image is called the base ideal
b(|V |) ⊂ OX
of the linear system |V |. The closed subscheme Bs(|V |) ⊂ X it defines is
called the base scheme of the linear system |V |.
Since S0 is chosen very general, the image of si : Si //X is not con-
tained in Bs(|V |) for any i, and the composite rational map f ◦ si is defined
by the linear system attached to the pull-back space of sections s∗i (V ) ⊂
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H0(Si, s
∗
iL). Its base scheme is defined by the inverse image ideal sheaf
s−1i (b(|V |)) which we call Ii for the sake of explaining how to construct
σi with simpler notation. Let Zi ⊂ Si be the closed subscheme which Ii
defines.
Now we construct σi inductively as a composite of point blow-ups as
follows. Put I(0)i := Ii, Z(0)i := Zi and S(0)i := Si. We wish to construct a
sequence of morphisms
Si+1 := S
(N)
i
piN−1 // . . .
pi1 // S
(1)
i
pi0 // S
(0)
i
where each pij : S
(j+1)
i
//S
(j)
i is a blow-up in a finite set of reduced points
in S
(j)
i .
Step 1. Suppose we have already constructed S
(j)
i together with I(j)i ,
Z
(j)
i . Then if Z
(j)
i is zero-dimensional, we put Z
(j)
i (point) := Z
(j)
i . If Z
(j)
i is
one-dimensional, then we can write
Z
(j)
i = D
(j)
i ∪ E(j)i
where D
(j)
i is the union of the one-dimensional isolated components in a
primary decomposition of I(j)i . These define a unique divisor D(j)i whereas
E
(j)
i , which may contain embedded point components, is not unique: recall
for example that locally around the origin in A2, the ideal (xy, y2) can be
written in many ways as an intersection of primary ideals:
(xy, y2) = (y) ∩ (x2, xy, y2, x+ αy), α ∈ C
and the embedded point component defined by any (x2, xy, y2, x + αy) is
not unique at all. Let O(−D(j)i ) be the ideal sheaf of D(j)i , and put
Z
(j)
i (point) := V
((
I(j)i : O(−D(j)i )
))
which is a well-defined ideal sheaf with support in a finite set of points.
Note that whereas the embedded point components are not well-defined,
the quotient ideal sheaf
(
I(j)i : O(−D(j)i )
)
is and defines a certain zero-
dimensional subscheme Z
(j)
i (point). In the example above, it is just the
reduced origin corresponding to (x, y).
Step 2. Define pij : S
(j+1)
i
//S
(j)
i as the blow-up of S
(j)
i in the reduced
subscheme (a finite set of points) whose support agrees with Z
(j)
i (point).
Let
Z
(j+1)
i := pi
−1
j (Z
(j)
i (point))
be the scheme-theoretic preimage with ideal sheaf I(j+1)i . In other words, if
I(j)i (point) is the ideal sheaf of Z(j)i (point), the subscheme Z(j+1)i ⊂ S(j+1)i
is defined by the ideal sheaf which is the image of pi∗j (I(j)i (point)) in OS(j+1)i .
This is, by definition, the inverse image ideal sheaf pi−1j (I(j)i (point)). It is
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not necessarily principal of course, since we have blown up in the reduced
subscheme underlying Z
(j)
i (point), and not in Z
(j)
i (point) itself.
At any rate, it is easy to compute Z
(j+1)
i in local coordinates on the blown-
up surface simply by substituting these in the original ideal downstairs.
With Z
(j+1)
i now go back to Step 1. The process terminates since the length
of the scheme Z
(j)
i (point) drops strictly in each step until it becomes the
empty set.
It is now easy to describe what Di+1 is on Si+1 = S
(N)
i+1 . In particular,
this then allows us to compute d
(i+1)
2 = D
2
i+1, d
(i+1)
1 = Di+1.hi+1. If D is a
divisor which lives on some surface in the tower
Si+1 := S
(N)
i
piN−1 // . . .
pi1 // S
(1)
i
pi0 // S
(0)
i
then we denote the pull-back of D to the top floor Si+1 of the tower simply
by putting a hat on it: Dˆ. Then
Di+1 = Dˆi −
∑
j
Dˆ
(j)
i .
5.2. Geometry of a reflection on a cubic fourfold. As an illustration
let us prove a result about equality of dynamical degrees when X is a very
general cubic fourfold and f is a certain suitably general composition of
reflections in points on X. We will say what suitably general means below.
First we recall some facts about the geometry of a reflection σp : X 99K X
on a smooth cubic fourfold in a very general point p. Compare [BBS15,
Sect. 3] for these. A general line in P5 through p intersects X in two points
away from p, and σp is the birational involution interchanging these points.
One main fact we will use is that the birational self-map σp lifts to an
automorphism σ˜p on a suitable model X˜:
X˜

σ˜p // X˜

X σp
// X.
and we can construct X˜ in two steps X˜ //X ′ //X, where each map is a
blow-up in a certain smooth center. See Figure 1 for a schematic picture,
which we will explain now in some more detail.
The embedded tangent hyperplane TpX intersects X in a cubic threefold
Y (p) with a node at p; the lines on X through p sweep out a surface S(p)
which coincides with the surface of lines on the nodal cubic threefold through
p. The tangent cone to Y (p) in p is a cone over a smooth quadric Q ' P1×P1
in the hyperplane P3∞ ⊂ TpX, and S(p) is a cone over a curve C of bidegree
(3, 3) in Q. The indeterminacy locus of σp is S(p), and σp contracts Y (p) to
the point p.
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Figure 1. Geometry of the resolution of a reflection.
Definition 5.1. We call a point p ∈ X good if C is a smooth curve.
A general point p will be good. To simplify, we will only consider reflec-
tions in good points in the sequel. Now X ′ //X is the blow-up of X in
p with exceptional divisor E′(p) ' P(TpX) ' P3. Inside E′(p) we retrieve
Q ' P1 × P1 as the set of all tangent directions of smooth curve germs in
Y (p) through p, and inside this, there is a copy of C, the set of directions of
lines on X through p. The strict transform Y ′(p) of Y (p) on X ′ is the blow
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up of Y (p) in the node, which gets replaced by P1 × P1 ' Q. The strict
transform S′(p) of S(p) on X ′ is smooth because p is a good point.
Now X˜ //X ′ is the blow-up of X ′ in S′(p). We call the resulting excep-
tional divisor F˜ (p). It is a P1-bundle over S′(p). The strict transform of
Y ′(p) on X˜ is called Y˜ (p). The strict transform of E′(p) on X˜, denoted by
E˜(p), is the blow-up of E′(p) in C. We also denote by H˜ the pull-back of a
hyperplane section H to X˜ via the modification X˜ //X.
Proposition 5.2. (1) The classes H˜, E˜(p), F˜ (p) are a basis of Pic(X˜).
Moreover,
Y˜ (p) ≡ H˜ − 2E˜(p)− F˜ (p)(5.1)
and
(σ˜p)
∗(H˜) ≡ 2H˜ − 3E˜(p)− F˜ (p)(5.2)
(σ˜p)
∗(E˜(p)) ≡ Y˜ (p) ≡ H˜ − 2E˜(p)− F˜ (p)(5.3)
(σ˜p)
∗(F˜ (p)) ≡ F˜ (p).(5.4)
(2) We have
(σ˜p)
∗(H˜).Y˜ (p) ≡ 0(5.5)
H˜.E˜(p) ≡ 0.(5.6)
(3) We have
(σ˜p)
∗(H˜)2 ≡ 2H˜2 + 3E˜(p).E˜(p)− F˜ (p).H˜ + E˜(p).F˜ (p)(5.7)
−Y˜ (p)2 ≡ H˜2 − 2(−E˜(p)2)− H˜.F˜ (p) + E˜(p).F˜ (p)(5.8)
(4) If h is any divisor class on X˜, then
(σ˜p)
∗(H˜).h ≡ 2H˜.h− 3E˜(p).h− F˜ (p).h(5.9)
Y˜ (p).h ≡ H˜.h− 2E˜(p).h− F˜ (p).h(5.10)
Proof. Part (1) is straightforward and can be found in [BBS15, Sect. 3, Prop.
3.2 ff]. As for (2), note that by the projection formula
(σ˜p)
∗(H˜).Y˜ (p) ≡ H˜.(σ˜p)∗(Y˜ (p)) ≡ H˜.E˜(p) ≡ 0
since a general hyperplane section H of X does not meet p.
For (3) we compute
(σ˜p)
∗(H˜)2 ≡ (σ˜p)∗(H˜).(σ˜p)∗(H˜)− (σ˜p)∗(H˜).Y˜ (p)
≡ (σ˜p)∗(H˜).((σ˜p)∗(H˜)− Y˜ (p))
≡ (2H˜ − 3E˜(p)− F˜ (p)).(H˜ − E˜(p))
≡ 2H˜.H˜ − 3H˜.E˜(p)− H˜.F˜ (p)− 2H˜.E˜(p) + 3E˜(p).E˜(p) + F˜ (p).E˜(p)
≡ 2H˜.H˜ + 3E˜(p).E˜(p)− F˜ (p).H˜ + E˜(p).F˜ (p)
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where one uses the second formula of (2), H˜.E˜(p) ≡ 0 in the last step. Now
−Y˜ (p)2 ≡ (σ˜p)∗(H˜).Y˜ (p)− Y˜ (p)2
≡ ((σ˜p)∗(H˜)− Y˜ (p)).Y˜ (p)
≡ (H˜ − E˜(p)).(H˜ − 2E˜(p)− F˜ (p))
≡ H˜2 − 2H˜.E˜(p)− H˜.F˜ (p)− E˜(p).H˜(p) + 2E˜(p)2 + E˜(p).F˜ (p)
≡ H˜2 + 2E˜(p)2 − H˜.F˜ (p) + E˜(p).F˜ (p).
Finally, part (4) is clear from (5.1) and (5.2). 
Now we pass to an iterative set-up again. Namely, consider a sequence
of points {pi}i=1,2,... on X and the corresponding sequence of reflections
{σpi}i=1,... Take a surface S0 ⊂ X which is the intersection of two very
general elements in H, and let h0 ⊂ S0 be the intersection of S0 with a very
general element in H. Thus S0 and h0 are, respectively, a smooth cubic
surface and a smooth cubic curve on X. We want to study the successive
birational transforms of S0 and h0 when we apply σp1 , then σp2 , σp3 and
so forth. In particular, we want to study the degrees of those birational
transforms. Let
d
(i)
1 , d
(i)
2
be the degrees, respectively, of the birational transforms of h0 resp. S0 under
σpi ◦ · · · ◦ σp1 . To study iterates of a single map, let us assume that the
sequence of points is periodic with period N , i.e.
pi+N = pi ∀i.
Let us also assume that all the points pi are good. The growth rates of the
degrees d
(i)
1 resp. d
(i)
2 for i
//∞ are then the first resp. second dynamical
degrees of the composite
σpN ◦ · · · ◦ σp1 .
To compute the degrees, we first define a sequence of auxiliary surfaces Si
with morphisms si : Si //X inductively as follows: for i = 0, S0 has already
been defined, and s0 is the inclusion into X. Suppose now si : Si //X has
been defined. Look at the commutative diagram
(5.11) Si+1
pii+1

s˜i
""
si+1

X˜i+1
µi+1

σ˜pi+1 // X˜i+1
µi+1

Si
si //
<<
X σpi+1
// X.
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Here µi+1 : X˜i+1 //X is the modification described above: blow-up the
point pi+1 on X and then the strict transform of the surface of lines through
pi+1. The morphism pii+1 : Si+1 //Si is a composite of blow-ups in reduced
points, constructed in the way described at the beginning of this section,
such that the diagonal dotted arrow becomes a morphism s˜i. Then si+1 is
simply the composite
si+1 = µi+1 ◦ σ˜pi+1 ◦ s˜i.
Now, in the notation of Proposition 5.2, we have divisor classes H˜i+1, E˜(p)i+1,
F˜ (p)i+1, Y˜ (p)i+1 and (σ˜pi+1)
∗(H˜i+1) on X˜i+1 and we give names to their
pull-backs via s˜i to Si+1:
Di+1 := (s˜i)
∗((σ˜pi+1)∗(H˜i+1))
Ei+1 := (s˜i)
∗(E˜(p)i+1)
Fi+1 := (s˜i)
∗(F˜ (p)i+1)
Yi+1 := (s˜i)
∗(Y˜ (p)i+1).
Note that by the commutativity of the diagram (5.11), the equality
(s˜i)
∗(H˜i+1) = (s˜i)∗(µi+1H) = pi∗i+1s
∗
iH
= pi∗i+1(s˜
∗
i−1σ˜
∗
piµ
∗
iH) = pi
∗
i+1(Di)
holds, so we do not need a new name for (s˜i)
∗(H˜i+1). Then the morphism
si : Si //X is defined by the linear system |Di|, i.e. s∗i (H) = Di. Moreover,
we make the following simplifying notational convention: if some divisor
class D lives on Sj , then for any i > j we denote the pull-back of D to Si
via the composite
Si
pii // . . .
pij+1 // Sj
simply by the same letter D. Thus, for example, h0 ⊂ S0 defines a class on
each surface Si by pull-back, and we denote all of them by the same letter,
where, in a given equation, the context makes it clear on which Si this holds.
Now all the equations (5.1) to (5.10) give equations on any surface Si+1
by pulling the divisors back via s˜i. However, we want to impose a certain
genericity condition on the points p1, . . . , pN such that these equations take
a simpler form.
Assumption 5.3. The N -periodic sequence of good points pi can be chosen
such that for a very general S0 and h0, the following equations hold on any
blown-up surface Si+1:
Fi+1.Di = 0, Ei+1.Fi+1 = 0.
In fact we will assume something a little bit stronger, which implies the
previous assumption, but can be expressed more geometrically in terms of
the successive birational transforms of S0:
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Assumption 5.4. The N -periodic sequence of good points pi can be chosen
such that for a very general S0 and h0, the surface si(Si) ⊂ X is σpi+1-
adapted in the sense Lemma 4.1 (2) except for the following phenomenon
which we allow to cause failure of σpi+1-adaptedness: for a point pk there
can be a point pτ(k) such that all points
σpl ◦ · · · ◦ σpk+1(pk), k ≤ l ≤ τ(k)− 2
land in the open set where σpl+1 is a local isomorphism onto the image, and
pτ(k) = σpτ(k)−1 ◦ · · · ◦ σpk+1(pk).
Moreover, the birational transform sτ(k)−1(Sτ(k)−1) ⊂ X is such that its
strict transform in X ′τ(k) (obtained from X by blowing up the point pτ(k))
meets the exceptional divisor in a curve, Γτ(k) say, which does not coin-
cide with the curve Cτ(k) of directions of lines through pτ(k). In fact, this
condition ensures that Eτ(k).Fτ(k) = 0 on Sτ(k): this is clear if Γτ(k) and
Cτ(k) are even distinct; but if they meet in only finitely many points, then,
looking back at Figure 1, we find that Sτ(k) can be viewed as a blow-up
pi : Sτ(k) //S
′
τ(k) of a surface S
′
τ(k) such that Eτ(k) is a pull-back of a divisor
on S′τ(k) and Fτ(k) is exceptional for pi.
Intuitively, we can express Assumption 5.4 by saying that we allow a curve
in a certain birational transform of S0 to be contracted to a reflection point
pk at some stage of the iteration, and this point then wanders around, always
staying in the domain of definition and away from the exceptional locus of
the respective next reflection, until at some later time it gets mapped to pτ(k)
after applying σpτ(k)−1 . We then also assume that the directions of smooth
curve germs which lie on the birational transform sτ(k)−1(Sτ(k)−1) ⊂ X and
which pass through pτ(k) are not identical with the directions of lines through
pτ(k).
In this way, we will always have Ei+1.Fi+1 = 0 under Assumption 5.4 as
well as Fi+1.Di = 0 since the birational transforms of S0 intersect in points
the surfaces of lines attached as indeterminacy loci to subsequent reflections.
Thus Assumption 5.4 is stronger than Assumption 5.3. Moreover, we then
have the successor function τ : N //N ∪ {∞}, which associates to k the
value τ(k) if pk gets mapped to pτ(k) after a while as in Assumption 5.4, or
is equal to ∞ if there is no successor (if the point never gets mapped unto
another reflection point).
For the time being we will not discuss whether the genericity assumption
5.4 can be satisfied by a certain configuration of points p1, . . . , pN on X.
Also, this is not so important from our point of view. Rather, we would
like to demonstrate that one can prove that some property (P) of dynamical
degrees forces special geometric configurations on X, or conversely, that for
suitably general configurations, the dynamical degrees fail to have property
(P), if the configuration is realizable. The following result is a sample for
this.
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Theorem 5.5. Suppose that {pi} is an N -periodic sequence of good points
on X which satisfy Assumption 5.4. Then the first and second dynamical
degrees of the map
σpN ◦ · · · ◦ σp1
are equal.
Proof. Under the hypotheses, we have the equations on Si+1
D2i+1 = 2D
2
i + 3E
2
i+1
−Y 2i+1 = D2i − 2(−E2i+1)
from (5.7) and (5.8), and from (5.9) and (5.10)
Di+1.h0 = 2Di.h0 − 3Ei+1.h0
Yi+1.h0 = Di.h0 − 2Ei+1.h0
since Fi+1.h0 = 0 because Fi+1 lies over points in S0. Note that these
equations are valid universally, but Ei+1 may very well be zero, and indeed
will be unless i+ 1 is of the form τ(k). Now note that
d
(i+1)
2 = D
2
i+1, d
(i+1)
1 = Di+1.h0
and abbreviate
t
(i+1)
2 := −Y 2i+1, t(i+1)1 := Yi+1.h0.
Moreover, note that under our geometric Assumption 5.4, we have
Eτ(k) = Yk.
Thus we get the recursions
d
(i+1)
2 = 2d
(i)
2 − 3t(τ
−1(i+1))
2(5.12)
t
(i+1)
2 = d
(i)
2 − 2t(τ
−1(i+1))
2(5.13)
where we agree that we put
t
(τ−1(i+1))
2 := 0 if τ
−1(i+ 1) = ∅
by definition. Also,
d
(i+1)
1 = 2d
(i)
1 − 3t(τ
−1(i+1))
1(5.14)
t
(i+1)
1 = d
(i)
1 − 2t(τ
−1(i+1))
1(5.15)
Note that τ−1(1) = ∅. Hence, the two sequences d(i)1 and d(i)2 are determined
by the same set of recursions, starting from d
(0)
1 = d
(0)
2 = 3, t
(0)
1 = t
(0)
2 =
0, thus coincide. In particular, the first and second dynamical degrees of
σpN ◦ · · · ◦ σp1 are equal. 
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Remark 5.6. In the set-up of Theorem 5.5, put
C := l.c.m.i=1,...,N{N, τ(1)− 1, τ(2)− 2, . . . , τ(N)−N}.
Then the recursions (5.11), (5.12) resp. (5.13), (5.14) show that there is a
2C × 2C matrix M (with constants as entries) such that for for the vectors
v
(i)
1 = (d
(C+iC)
1 , . . . , d
(1+iC)
1 , t
(C+iC)
1 , . . . , t
(1+iC)
1 )
v
(i)
2 = (d
(C+iC)
2 , . . . , d
(1+iC)
2 , t
(C+iC)
2 , . . . , t
(1+iC)
2 )
we have
v
(i+1)
1 = Mv
(i)
1 , v
(i+1)
2 = Mv
(i)
2 .
This can be used to compute the dynamical degrees for concretely given
successor functions τ . Under certain generality assumptions, they will be
equal to the spectral radius of M .
6. Appendix: Inner product structures and generalized
Picard-Manin spaces
Another strong source of inequalities for dynamical degrees is the phe-
nomenon of hyperbolicity ; Picard-Manin spaces and associated hyperbolic
spaces have so far been studied mainly for divisors on surfaces by Cantat,
Blanc et al., see also [Xie15, Sect. 2], for a survey. We want to show that
something similar can be done under much more general circumstances,
using cycles of higher codimension and the Hodge-Riemann bilinear rela-
tions/the Hodge index theorem in higher dimensions. For definiteness, we
will deal with fourfolds X here only, and consider H2(X), i.e., codimension
2 algebraic cycles modulo homological equivalence, on them. However, the
inner product structures we will produce on our infinite-dimensional spaces
will be more complicated than Euclidean or hyperbolic.
For a smooth projective fourfold X and a surjective birational morphism
pi : Y //X of another smooth projective fourfold Y onto X, where we also
assume that pi is a succession of blow-ups along smooth centers, we can
consider the induced linear maps on cycle classes (which we take with real
coefficients for convenience now)
pi∗ : H2R(Y ) //H
2
R(X), pi
∗ : H2R(X) //H
2
R(Y ).
We will write Y ≥ X and say that Y dominates X.
Definition 6.1. The generalized Picard-Manin spaces are given as follows:
as a projective limit with respect to the push-forward maps
H2(X)proj := lim←−
Y≥X
H2R(Y )
or as an injective limit using the pull-back maps
H2(X)inj := lim←−
Y≥X
H2R(Y ).
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The projection formula shows that there is an injection H2(X)proj ⊂
H2(X)proj; an analogous result holds for curves on surfaces, where the space
constructed via the injective limit is sometimes called the space of Cartier
classes on the Zariski-Riemann space (or Picard-Manin space), and the pro-
jective limit is called the space of Weil classes. We will work with the
injective limit construction in the sequel.
Each of the spaces H2R(Y ) carries an inner product (·, ·), the (nondegen-
erate) intersection form. The pull-back maps pi∗ are isometries for bira-
tional proper maps Y //X. Hence H2(X)inj carries the structure of an
infinite-dimensional inner product space E(X). The advantage of this is
that any birational map f : X 99K X induces an isometry f∗E(X) of E(X):
if an element α ∈ H2(X)inj is represented by a class α1 ∈ H2(X1)R where
pi : X1 //X dominates X, then there is a model p : X˜1 //X such that
f˜ := pi−1 ◦ f ◦ p : X˜1 //X1 is a morphism. Then f˜∗(α1) represents the
image under f∗E(X) of α1 in E(X). This gives a well-defined map since for
any two models we can find a third dominating both of them. Also
f∗E(X) : E(X) //E(X)
is clearly an isometry.
Note that for an ample class h on X, the dynamical degrees of f are given
by the growth behavior of the inner products on E(X):
((f∗E(X))
n(hk), h4−k)
so the dynamics of these isometries is important to study.
Let us investigate the signature of the inner product/non-degenerate bi-
linear form on E(X) more concretely: first, for the H2,2-part of the middle
cohomology of a fourfold, we have the (orthogonal with respect to the in-
tersection form) Lefschetz decomposition
H2,2 = L0H2,2prim ⊕ L1H1,1prim ⊕ L2H0,0prim.
Here L is the Lefschetz operator, and the subscript prim denotes primitive
cohomology. Moreover, the intersection form on LrHa,bprim is definite of sig-
nature (−1)a, and ha,bprim = ha,b − ha−1,b−1. Hence the signature on H2,2(X)
of a fourfold X is
(6.1) h2,2prim − h1,1prim + h0,0prim = h2,2 − 2h1,1 + 2.
In particular, if we start with a cubic fourfold, we obtain a positive inter-
section product on H2,2. Now we start blowing up along points, curves and
surfaces to obtain another model Y //X, dominating X. Let us see how
this affects the initial signature.
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For a blow-up X˜Z of X in a smooth center Z of codimension r we have
the decomposition of Hodge structures, see, for example, [Voi03, Thm. 7.31]:
H4(X˜Z ,Z) = H4(X,Z)⊕
r−2⊕
i=0
H4−2i−2(Z,Z),
where we shift the weights in the Hodge structure on H4−2i−2(Z,Z) by (i+
1, i+1) to obtain a Hodge structure of weight 4 (and endow the intersection
form on it with a sign if we want the decomposition to be compatible with
inner products). We also always have the equality h1,1(X˜Z) = h
1,1(X) + 1.
Now suppose
(1) Z is a point: then h2,2(X˜Z) = h
2,2(X) + 1, and by (4.1), the inner
product, if we imagine it to be diagonalized over R to be given by a
matrix with +1’s and −1’s on the diagonal, changes by adding one
copy of −1.
(2) Z is a curve C: then h2,2(X˜Z) = h
2,2(X) + h1,1(C) + h0,0(C) =
h2,2(X) + 2, and by (4.1) the inner product on the new vector space
(which is two dimensions bigger) changes by adding one copy of +1
and one of −1.
(3) Z is a surface: then h2,2(X˜Z) = h
2,2(X) + h1,1(S), the new H2,2
is bigger by h1,1(S) dimensions, and the inner product changes by
adding h1,1(S)− 1 entries +1 and one entry −1.
We can also describe the process on our algebraic cycles H2(X) (Hodge
classes, since the Hodge conjecture holds for a cubic fourfold) now: if Y //X
is obtained by blowing up a point, then H2(Y ) is one dimension bigger than
H2(X) and the intersection form described by adding a −1 along the diag-
onal; if it is obtained by blowing up a curve, then H2(Y ) is two dimensions
bigger, and we add a +1 and a −1 along the diagonal for the new intersec-
tion product; if Y is obtained by blowing up a surface, then H2(Y ) is bigger
by the Picard rank ρ of the surface, and we add ρ − 1 entries +1 and one
entry −1 along the diagonal for the new intersection product.
Let E ' P(NZ/X) be the exceptional divisor and p : E //Z the induced
map. The extra cycles in H2(Y ) can be described as the pull-backs via p
of (1) the point Z if Z is a point, (2) the curve Z and a point on it if Z
is a curve, (3) curves on Z if Z is a surface, each time intersected with an
appropriate power H iE of the relative hyperplane class HE of the projective
bundle E to get an algebraic two-cycle. Thus, if Z is a surface for example,
we pull back curves on it to E, which is a P1-bundle, to get surfaces on Y .
If Z is a curve, E is a P2-bundle over it, and we get two extra surfaces as
the class of a fiber and HE (pushed forward to X). For a point, we get
a P3-bundle E over it, and one additional algebraic 2-cycle, namely HE ,
pushed forward to X.
The situation is thus more complicated than the one with Picard-Manin
spaces for surfaces, since there one can only blow up points, always adding
24 BO¨HNING, BOTHMER, AND SOSNA
−1’s to the intersection form, which makes the resulting limit into a hyper-
bolic space in the sense of Gromov. As we saw above, here we can be forced
to add +1’s and −1’s, depending on whether we blow up points, curves or
surfaces. Hopefully the fact that on E(X) we achieve some sort of algebraic
stability for the map f (taking iterates commutes with passing to associ-
ated maps on E(X)), and the fact that we can describe the inner product
geometrically in the above sense, can help to prove estimates for dynamical
degrees in terms of the Cremona degrees in several cases.
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