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RESUMO
OLIVEIRA, Ivan Pinheiro de. EQUAC¸O˜ES DE RECORREˆNCIA: UMA ANA´LISE E PRO-
POSTA PARA O ORC¸AMENTO FAMILIAR. 81 f. Dissertac¸a˜o – Programa de Mestrado Pro-
fissional em Matema´tica em Rede Nacional - PROFMAT, Universidade Tecnolo´gica Federal do
Parana´. Corne´lio Proco´pio, 2017.
Neste trabalho sa˜o apresentados conceitos de sequeˆncias, os quais sa˜o necessa´rios para o estudo
das equac¸o˜es de recorreˆncia lineares de primeira e segunda ordem e sua convergeˆncia. Sa˜o
analisadas tambe´m as equac¸o˜es de recorreˆncia na˜o lineares atrave´s dos gra´ficos de Lamerey.
Por fim, e´ apresentada uma aplicac¸a˜o em sala de aula, a qual tem como objetivo geral mostrar
que algumas dessas ferramentas estudadas no Ensino Me´dio, podem ser u´teis nas questo˜es do
dia-a-dia. O objetivo especı´fico da aplicac¸a˜o e´ explorar a teoria de equac¸o˜es de recorreˆncia
para modelar o orc¸amento familiar e motivar o aluno a buscar estrate´gias, como por exemplo o
controle do uso de energia ele´trica, para alcanc¸ar seu objetivo financeiro. O software GeoGebra
foi utilizado para o aluno prever o orc¸amento de sua famı´lia em diferentes situac¸o˜es.
Palavras-chave: ensino me´dio, aplicac¸a˜o, GeoGebra, estabilidade
ABSTRACT
OLIVEIRA, Ivan Pinheiro de. . 81 f. Dissertac¸a˜o – Programa de Mestrado Profissional em
Matema´tica em Rede Nacional - PROFMAT, Universidade Tecnolo´gica Federal do Parana´.
Corne´lio Proco´pio, 2017.
In this work, sequence concepts are presented, which are necessary for the study of first and
second order linear equations of recurrence and their convergence. Also, the nonlinear recur-
rence equations are analyzed through the Lamerey graphs. Finally, a classroom application is
presented, which aims to show that some of these tools, that are studied in High School, can
be useful in day-to-day issues. The specific purpose of the application is to explore the theory
of recurrence equations to model the family budget and motivate students to seek strategies,
such as control of the use of electric energy, to reach their financial objective. The GeoGebra
software were be used for students to predict the budget of their families in different situations.
Keywords: high school, application, GeoGebra, stability
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1 INTRODUC¸A˜O
Muitas estrate´gias de ensino-aprendizagem teˆm surgido com o intuito de desenvolver
de maneira significativa o estudo da matema´tica. Muitos professores buscam meios, estrate´gias
ou ferramentas para trabalharem o currı´culo com seus alunos, pois percebem a necessidade
constante de mudar a maneira como se ensina. Paulo Freire em Freire (2005), dizia que a
educac¸a˜o se refaz constantemente na pra´xis do professor, ou seja, o professor no anseio de
cumprir com seu papel da melhor maneira, busca diferentes estrate´gias que possam contribuir
com sua pra´tica e conforme reflete sobre os resultados dos seus alunos, repensa as suas ac¸o˜es,
se reciclando constantemente a fim do pleno desenvolvimento da educac¸a˜o.
Visando contribuir com este professor, neste trabalho tem-se o objetivo de tratar, de
forma contextualizada, as equac¸o˜es de recorreˆncia, conteu´do abordado no ensino ba´sico, enta˜o
usa´-las para resolver problemas do dia-a-dia. Essa teoria foi explorada em Eller (2015), junto
ao uso da tecnologia, materiais concretos e modelagem matema´tica, para resolver situac¸o˜es
problemas contextualizadas como o Triaˆngulo de Sierpinski, Torre de Hano´i e a Sequeˆncia
de Fibonacci. Em Pacheco (2013) foram feitas aplicac¸o˜es na ana´lise combinato´ria, tambe´m no
me´todo de Newton para obtenc¸a˜o das raı´zes de uma func¸a˜o, ale´m da aplicac¸a˜o na quı´mica com o
decaimento radioativo e molecular e na biologia com o crescimento populacional e proliferac¸a˜o
de plantas sazonais. Em Winter (2013) foi explorada a conexa˜o entre computac¸a˜o e equac¸o˜es
de recorreˆncia no estudo do tempo de execuc¸a˜o de algoritmos recursivos, tais como algoritmos
de ordenamento e busca em listas, ou seja, existe uma vasta a´rea de aplicac¸a˜o para as equac¸o˜es
de recorreˆncias.
No estado de Sa˜o Paulo as equac¸o˜es de recorreˆncias sa˜o abordadas na primeira se´rie do
Ensino Me´dio juntamente com os conteu´dos de sequeˆncias, progressa˜o geome´trica e aritme´tica.
E´ possı´vel observar em Paulo (2014) que o inı´cio da ideia de recursividade no currı´culo a partir
da atividade 12 da pa´gina 11, onde o objetivo e´ criar uma nova sequeˆncia a partir de outra
conhecida, tal regra atribuı´da ao matema´tico grego Hipsicles (240 a.C.-170 a.C.).
Neste trabalho, as equac¸o˜es de recorreˆncia sa˜o utilizadas para descrever o orc¸amento
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familiar do aluno como proposto em Bassanezi (2006), mas com um diferencial de agregar
a obtenc¸a˜o de estrate´gias, como por exemplo a economia de energia ele´trica, para atingir o
objetivo financeiro de forma mais ra´pida. O assunto foi escolhido, devido ao aumento da ina-
dimpleˆncia entre jovens brasileiros (CONTEU´DO, 2016; EXPERIAN, 2015), o que faz surgir
a necessidade de se trabalhar a matema´tica no contexto do aluno, de maneira real e pra´tica
para que ele possa se apropriar deste conhecimento e mudar sua realidade para melhor. Ale´m
disto, atrave´s da proposta de aplicac¸a˜o em sala de aula o aluno poˆde rever os conteu´dos sobre
sequeˆncias, P.A., P.G., logaritmo e propriedades aritme´ticas. Ainda, pretende-se contribuir
com o racionamento de energia ele´trica e o uso racional da a´gua, pois e´ uma das maneiras de
amenizar os impactos causados pela crise hı´drica enfrentada no estado de Sa˜o Paulo desde o
ano de 2014, devido ao uso irracional da a´gua, falta de investimentos, obras nos reservato´rios e
a falta de chuva (CALIXTO; IMERCIO, 2014).
Foi utilizado o software GeoGebra como ferramenta para auxiliar o aluno na com-
preensa˜o dos conteu´dos, uma vez que e´ noto´ria a importaˆncia do uso das tecnologias no de-
senvolvimento do ensino da matema´tica (FILHO et al., 2008). O software e´ u´til para analisar
o comportamento das soluc¸o˜es das equac¸o˜es de recorreˆncia com diferentes paraˆmetros, o que
acaba facilitando a tomada de deciso˜es.
O trabalho esta´ dividido da seguinte maneira: no capı´tulo 2 sa˜o abordados resultados
de sequeˆncias nume´ricas, no capı´tulo 3 equac¸o˜es de recorreˆncia de primeira e segunda ordem e
suas soluc¸o˜es. No capı´tulo 4 sera˜o analisadas as soluc¸o˜es das classes de equac¸o˜es de recorreˆncia
tratadas no capı´tulo 3 e tambe´m de equac¸o˜es de recorreˆncia na˜o lineares. Por fim, no capı´tulo
5 e´ mostrada uma atividade aplicada para o terceiro ano do Ensino Me´dio, que aborda o tema
principal deste trabalho de forma contextualizada e o capı´tulo 6 aborda a conclusa˜o.
18
2 SEQUEˆNCIAS
Segundo Moye e Kapadia (2000), uma sequeˆncia pode ser considerada uma colec¸a˜o de
nu´meros reais, a qual pode possuir uma quantidade finita ou infinita de nu´meros, o que na˜o basta
para caracterizar uma sequeˆncia. Ainda, e´ necessa´rio que seja possı´vel associar cada nu´mero
da sequeˆncia com os nu´meros naturais ou com um subconjunto dos nu´meros naturais, ou seja,
associar primeiro termo da sequeˆncia com o nu´mero um, o segundo termo com o dois, e assim
por diante, criando enta˜o uma relac¸a˜o de ordem. Cada termo da sequeˆncia sera´ representado
por (xt), com t ∈ N, e a sequeˆncia que possuir um nu´mero finito de termos sera´ denominada
sequeˆncia finita, caso contra´rio, sera´ denominada de sequeˆncia infinita.
Considere o conjunto de nu´meros X = {5,3,7,18,−92,−6} como uma sequeˆncia,
pode-se notar que o primeiro termo x1 e´ dado pelo nu´mero 5, o segundo termo e´ x2 = 3 e assim
por diante ate´ o sexto termo x6 = −6. Agora, considere X = {0,2,4,6,8,10, ...}, pode-se per-
ceber que mesmo sendo uma sequeˆncia infinita na˜o e´ difı´cil descobrir quais sa˜o os seus termos,
por exemplo, x10 = 18 e o x101 = 200, pois esta e´ uma sequeˆncia conhecida como progressa˜o
aritme´tica (P.A.), onde seus termos podem ser encontrados por uma equac¸a˜o ou lei matema´tica,
conhecida como fo´rmula do termo geral de uma P.A. (DANTE, 2005). Uma outra forma de
encontrar os termos da sequeˆncia infinita e´ explorar a recursividade, que consiste em encontrar
os termos de uma sequeˆncia a partir dos seus termos anteriores, como por exemplo:
a0 = 0
a1 = a0+2 = 0+2 = 2
a2 = a1+2 = 2+2 = 4
...
an = an−1+2.
Ou seja, existe uma equac¸a˜o, conhecida como Equac¸a˜o de Recorreˆncia, tema trabalhado no
pro´ximo capı´tulo, que descreve qual sera´ o n-e´simo termo da sequeˆncia a partir do seu termo
anterior, o termo n− 1. Toda sequeˆncia que e´ definida por uma equac¸a˜o de recorreˆncia sera´
19
denominada de sequeˆncia recorrente.
A pro´xima definic¸a˜o, formaliza o conceito de sequeˆncia real e pode ser encontrada,
assim como os resultados posteriores desta sec¸a˜o, em Lima (2012), Rudin (1971) e Figueiredo
(1995).
Definic¸a˜o 2.1. Uma sequeˆncia de nu´meros reais (xt)t∈N ou simplesmente (xt) (ou simplesmente
sequeˆncia real) e´ uma func¸a˜o x : N→ R, que associa cada nu´mero natural t a um nu´mero real
xt , chamado o t-e´simo termo da sequeˆncia.
Uma sequeˆncia (xt) e´ limitada superiormente (inferiormente) quando exite c ∈ R tal
que xt ≤ c (xt ≥ c) para todo t ∈ N. Neste caso, o nu´mero real c e´ denominado cota superior
de (xt) (cota inferior de (xt)). Se a sequeˆncia for limitada superiormente e inferiormente diz-se
que a sequeˆncia (xt) e´ limitada, que e´ equivalente a dizer que existe real k > 0 tal que |xt | ≤ k
para todo t ∈ N.
Definic¸a˜o 2.2. O supremo de (xt) e´ a menor das cotas superiores de (xt). Em outras palavras,
u e´ supremo de (xt) se:
(i) u for cota superior de (xt);
(ii) se v for cota superior de (xt), enta˜o u≤ v.
Definic¸a˜o 2.3. O ı´nfimo de (xt) e´ a maior das cotas inferiores de (xt). Em outras palavras, m
e´ ı´nfimo de (xt) se:
(i) m for cota inferior de (xt);
(ii) se z for cota inferior de (xt), enta˜o h≥ z.
Uma sequeˆncia (xt) tem limite l ∈ R (notac¸a˜o: lim
t→∞xt = l), se a` medida que t aumenta
os termos xt tornam-se cada vez mais pro´ximos de l. Formalmente, l e´ limite da sequeˆncia (xt)
quando, para todo ε > 0 arbitra´rio, e´ possı´vel obter t0 ∈N tal que |xt− l|< ε sempre que t > t0.
Definic¸a˜o 2.4. Diz-se que uma sequeˆncia real (xt) e´ convergente se existe um nu´mero l, tal que,
l = lim
t→∞xt . Caso contra´rio, a sequeˆncia e´ denominada divergente.
O pro´ximo resultado mostra que na˜o existem limites diferentes para uma mesma sequeˆncia.
Teorema 2.5 (Unicidade do limite). Uma sequeˆncia na˜o pode convergir para limites distintos.
Demonstrac¸a˜o. Como feito por Lima (2012), suponha que existam l1 e l2 reais distintos e que a
sequeˆncia (xt) converge simultaneamente para ambos. Enta˜o, a definic¸a˜o garante que dado um
ε > 0 arbitra´rio, existem nu´meros reais t1 e t2 ∈ N, tais que
|xt− l1|< ε, ∀ t > t1 e |xt− l2|< ε, ∀ t > t2.
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Utilizando a desigualdade triangular e escolhendo ε = 12 |l1− l2|> 0, tem-se
|l1− l2| ≤ |l1− xt |+ |xt− l2|< 2ε = |l1− l2|, ∀ t > max{t1, t2},
o que e´ um absurdo. Portanto, o limite de uma sequeˆncia real (xt) e´ u´nico.
Definic¸a˜o 2.6. Dada uma sequeˆncia x= (xt)t∈N, uma subsequeˆncia de x e´ a restric¸a˜o da func¸a˜o
x a um subconjunto infinito N′ = {t1 < t2 < t3 < ... < ti < ...} de N. Escreve-se x′ = (xt)t∈N′ ,
ou (xti)i∈N para indicar a subsequeˆncia x′ = x|N′. A notac¸a˜o (xti)i∈N mostra como uma sub-
sequeˆncia pode ser considerada como uma sequeˆncia, isto e´, uma func¸a˜o cujo domı´nio e´ N.
Observac¸a˜o 2.7. N′ ⊂N e´ infinito se, e somente se, e´ ilimitado, isto e´, para t0 ∈N existe ti ∈N′
com ti > t0.
Teorema 2.8. Se lim
t→∞xt = l, enta˜o toda subsequeˆncia de (xt) converge para l.
Demonstrac¸a˜o. Tambe´m em Lima (2012), seja (xti) uma subsequeˆncia de (xt). Dado qualquer
intervalo da reta aberto I de centro l, existe t0 ∈ N tal que todos os termos xt , com t > t0,
pertence a I. Em particular, todos os termos xti , com ti > t0 tambe´m pertencem a I. Portanto,
lim
i→∞
xti = l.
Teorema 2.9. Toda sequeˆncia convergente (xt) e´ limitada.
Demonstrac¸a˜o. Seja l = lim
t→∞xt . Tomando ε = 1, exite t0 ∈ N tal que xt ∈ (l−1, l+1) sempre
que t > t0. Sejam a e b o maior e menor elementos do conjunto finito {x1, ...,xt0, l− 1, l+ 1},
respectivamente. Enta˜o, todos os termos xt da sequeˆncia esta˜o contidos no intervalo [a,b] e
portanto, (xt) e´ limitada, como provado por Lima (2012).
Uma sequeˆncia (xt) e´ dita crescente se xt < xt+1 para todo t ∈ N. Agora, se xt >
xt+1, para todo t ∈ N a sequeˆncia e´ dita decrescente. No caso em que xt ≤ xt+1, para todo
t ∈ N a sequeˆncia sera´ denominada na˜o crescente e se xt+1 ≥ xt , para todo t ∈ N ela sera´ na˜o
decrescente. Ainda, a sequeˆncia que satisfaz qualquer uma dessas propriedades e´ chamada de
sequeˆncia mono´tona.
Teorema 2.10. Toda sequeˆncia mono´tona e limitada e´ convergente.
Demonstrac¸a˜o. Como em Lima (2012), suponha que (xt) seja uma sequeˆncia mono´tona na˜o
decrescente e limitada. A hipo´tese de ser limitada, significa que ela e´ limitada superiormente,
ou seja, o conjunto de valores possui um supremo M. Afirmando que lim
t→∞xt = M. Dado ε > 0,
o nu´mero M− ε na˜o e´ cota superior de (xt). Logo existe t0 ∈ N tal que M− ε < xt0 < M.
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Assim, M− ε < xt0 ≤ xt < M+ ε , quando t > t0 e enta˜o, limt→∞xt = M. Para os outros casos de
monotonicidade a demonstrac¸a˜o segue analogamente.
Observac¸a˜o 2.11. Se (xt) e´ uma sequeˆncia na˜o crescente e limitada, enta˜o lim
t→∞xt e´ o ı´nfimo do
conjunto dos valores (xt).
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3 EQUAC¸O˜ES DE RECORREˆNCIA
Uma equac¸a˜o e´ dita de recorreˆncia (ou recorrente) se especifica como cada termo de
uma sequeˆncia e´ obtido a partir dos seus termos anteriores. Matematicamente, uma equac¸a˜o de
recorreˆncia pode ser modelada da seguinte forma:
xt+p = f (t,xt+p−1,xt+p−2,xt+p−3, ...,xt), (1)
em que f e´ uma func¸a˜o dada, xt ∈ R sa˜o os termos das sequeˆncia e p ∈ N. Se em (1), a
varia´vel t aparece explicitamente como um argumento da func¸a˜o f , enta˜o (1) e´ denominada
Equac¸a˜o de Recorreˆncia Na˜o Autoˆnoma, e caso contra´rio, a equac¸a˜o (1) e´ chamada de Equac¸a˜o
de Recorreˆncia Autoˆnoma.
A equac¸a˜o (1) e´ dita linear se f e´ linear nas varia´veis xt+p−1,xt+p−2,xt+p−3, ...,xt , ou
seja:
xt+p = f1(t)xt+p−1+ f2(t)xt+p−2+ f3(t)xt+p−3+ ...+ fp(t)xt +g(t), (2)
com fi, g : N −→ R para 1 6 i 6 p. A ordem de (2) e´ dada pela diferenc¸a entre o maior e o
menor ı´ndice da sequeˆncia (xt), ou seja, p= t+ p− t quando fp(t) 6= 0. Quando g(t) = 0, enta˜o
(2) e´ uma equac¸a˜o homogeˆnea e caso contra´rio e´ na˜o-homogeˆnea. No caso g(t) = 0 a equac¸a˜o
homogeˆnea associada e´
xt+p− f1(t)xt+p−1− f2(t)xt+p−2− f3(t)xt+p−3− ...− fp(t)xt = 0. (3)
Por exemplo, a equac¸a˜o xt+5−2xt+2+ xt+1 = 0 e´ linear, homogeˆnea de ordem 4 ((t+
5)− (t +1) = 4), a equac¸a˜o xt+3 = 7xt e´ linear, homogeˆnea e tem ordem 3 ((t +3)− t = 3), ja´
a equac¸a˜o xt+1+ t2xt = 2t e´ linear, na˜o-homogeˆnea e e´ de primeira ordem ((t+1)− t = 1).
As pro´ximas definic¸o˜es e resultados podem ser encontrados em Elaydi (2005) e Luı´s
(2006).
Definic¸a˜o 3.1. Uma sequeˆncia (xt) e´ soluc¸a˜o de (1) se satisfaz (1).
A equac¸a˜o xt+2− 4xt+1 + 4xt = 0 tem como soluc¸a˜o a sequeˆncia cujos termos sa˜o
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dados por xt = 2t(C1+C2t) pois, se substituir o valor de xt na equac¸a˜o, tem-se:
xt+2−4xt+1+4xt = 2t+2[C1+C2(t+2)]−4{2t+1[C1+C2(t+1)]}+4[2t(C1+C2t)]
= 2t+2(C1+C2t+2C2)−222t+1(C1+C2t+C2)+222t(C1+C2t)
= 2t+2(C1+C2t+2C2)−2t+3(C1+C2t+C2)+2t+2(C1+C2t)
= 2t+2(C1+C2t+2C2−2C1−2C2t−2C2+C1+C2t)
= 2t+2(0)
= 0,
com C1 e C2 sendo constantes arbitra´rias.
Teorema 3.2. O problema (2) com as condic¸o˜es iniciais
xt0 = x0, xt0+1 = x1, ...,xt0+p−1 = xp−1, com x0,x1,x2, ...,xp−1 ∈ R (4)
tem soluc¸a˜o u´nica xt .
Demonstrac¸a˜o: Considerando t = t0 em (2) tem-se:
xt0+p = f1(t0)xt0+p−1 + f2(t0)xt0+p−2 + f3(t0)xt0+p−3 + ...+ fp(t0)xt0 + g(t0), ou seja,
obtem-se xt0+p em termos de xt0+p−1,xt0+p−2,xt0+p−3, ...,xt0 . Uma vez que xt0+p esta´ calculado,
pode-se obter xt0+p+1 considerando t = t0+1 em (2). Ou seja,
xt0+1+p = f1(t0+1)xt0+p+ f2(t0+1)xt0+p−1+ f3(t0+1)xt0+p−2+ ...+ fp(t0+1)xt0+1+g(t0+1)
= f1(t0+1)[ f1(t0)xt0+p−1+ f2(t0)xt0+p−2+ f3(t0)xt0+p−3+ ...+ fp(t0)xt0 +g(t0)]
+ f2(t0+1)xt0+p−1+ f3(t0+1)xt0+p−2+ ...+ fp(t0+1)xt0+1+g(t0+1).
Repetindo o processo acima, e´ possı´vel obter todos xt para t ≥ t0, pois t = p+ t0+(t− p− t0),
garantindo enta˜o a existeˆncia da soluc¸a˜o.
Agora, suponha que x1t e x2t sa˜o soluc¸o˜es de (2) e (4), enta˜o:
Para t = t0, tem-se
x1t0+p = f1(t0)x1t0+p−1 + f2(t0)x1t0+p−2 + f3(t0)x1t0+p−3 + ...+ fp(t0)x1t0 +g(t0)
= f1(t0)xp−1+ f2(t0)xp−2+ f3(t0)xp−3+ ...+ fp(t0)x0+g(t0).
x2t0+p = f1(t0)x2t0+p−1 + f2(t0)x2t0+p−2 + f3(t0)x2t0+p−3 + ...+ fp(t0)x2t0 +g(t0)
= f1(t0)xp−1+ f2(t0)xp−2+ f3(t0)xp−3+ ...+ fp(t0)x0+g(t0) = x1t0+p.
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Para t = t0+1, tem-se
x1t0+1+p = f1(t0+1)x1t0+p + f2(t0+1)x1t0+p−1 + f3(t0+1)x1t0+p−2 + ...+ fp(t0+1)x1t0+1
+ g(t0+1)
= f1(t0+1)[ f1(t0)xp−1+ f2(t0)xp−2+ f3(t0)xp−3+ ...+ fp(t0)x0+g(t0)]
+ f2(t0+1)xp−1+ f3(t0+1)xp−2+ ...+ fp(t0+1)x1+g(t0+1).
x2t0+1+p = f1(t0+1)x2t0+p + f2(t0+1)x2t0+p−1 + f3(t0+1)x2t0+p−2 + ...+ fp(t0+1)x2t0+1
+ g(t0+1)
= f1(t0+1)[ f1(t0)xp−1+ f2(t0)xp−2+ f3(t0)xp−3+ ...+ fp(t0)x0+g(t0)]
+ f2(t0+1)xp−1+ f3(t0+1)xp−2+ ...+ fp(t0+1)x1+g(t0+1) = x1t0+1+p.
...
x1t0+ j+p = f1(t0+ j)x1t0+ j+p + f2(t0+ j)x1t0+ j+p−1 + f3(t0+ j)x1t0+ j+p−2 + ...+ fp(t0+ j)x1t0+ j
+ g(t0+ j)
= f1(t0+ j)x2t0+ j+p + f2(t0+ j)x2t0+ j+p−1 + f3(t0+ j)x2t0+ j+p−2 + ...+ fp(t0+ j)x2t0+ j
+ g(t0+ j) = x2t0+ j+p.
Portanto, x1t e´ igual a x2t para todo t ≥ t0. 
Para a abordagem que se faz a`s soluc¸o˜es de uma equac¸a˜o de diferenc¸as e´ importante o
conceito de dependeˆncia e independeˆncia linear.
Definic¸a˜o 3.3. As func¸o˜es f1(t), f2(t), ..., fp(t) sa˜o ditas linearmente dependente para t ≥ t0 se
houverem constantes a1,a2, ...ap na˜o todas iguais a zero, de tal modo que
a1 f1(t)+a2 f2(t)+ ...+ap fp(t) = 0, t ≥ t0. (5)
Se a j 6= 0 pode-se dividir (5) por a j para obter
f j(t) = −a1a j f1(t)−
a2
a j
f2(t)− ...− apa j fp(t)
= −∑
i6= j
ai
a j
fi(t). (6)
Diz-se que cada f j da equac¸a˜o (6) com coeficiente diferente de zero e´ um combinac¸a˜o linear das
outras fi. Assim, duas func¸o˜es f1(t) e f2(t) sa˜o linearmente dependentes se uma e´ mu´ltipla da
outra, ou seja, f1(t) = α f2(t), com α ∈R. A negac¸a˜o da dependeˆncia linear e´ a independeˆncia
linear, isto e´, as func¸o˜es f1(t), f2(t), ..., fp(t) sa˜o ditas linearmente independentes para t ≥ t0
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se sempre que
a1 f1(t)+a2 f2(t)+ ...+ap fp(t) = 0
para todo t ≥ t0, enta˜o deve ter a1 = a2 = ...= ap = 0.
As func¸o˜es 4t , t4t e t24t sa˜o linearmente independentes em t ≥ 1, pois considerando as
constantes a1, a2 e a3, e a equac¸a˜o
a14t +a2t4t +a3t24t = 0, para todo t ≥ 1,
obtem-se ao dividı´-la por 4t 6= 0
a1+a2t+a3t2 = 0, para todo t ≥ 1,
o que e´ possı´vel somente se a1 = a2 = a3 = 0.
Definic¸a˜o 3.4. Um conjunto de p soluc¸o˜es linearmente independentes de (3) e´ chamado de um
conjunto fundamental de soluc¸o˜es.
Muitas vezes na˜o e´ fa´cil verificar a independeˆncia linear de um conjunto de soluc¸o˜es
usando a definic¸a˜o. Portanto, existe um me´todo simples para verificar a independeˆncia linear
das soluc¸o˜es usando o chamado Casoratiano.
Definic¸a˜o 3.5. O Casoratiano W (t) das soluc¸o˜es x1t ,x2t , ...,xpt e´ dado por:
W (t) = det

x1t x2t · · · xpt
x1t+1 x2t+2 · · · xpt+1
...
... · · · ...
x1t+p−1 x2t+p−1 · · · xpt+p−1
 . (7)
Considerando a equac¸a˜o de recorreˆncia
xt+3−7xt+1+6xt = 0,
as sequeˆncias cujos termos sa˜o dados por 1, −3t e 2t sa˜o soluc¸o˜es da equac¸a˜o. De fato, a
sequeˆncia cujos termos sa˜o dados por xt = 1 e´ uma soluc¸a˜o, pois 1−7+6 = 0. Ale´m disso, a
sequeˆncia cujos termos sa˜o dados por xt =−3t tambe´m e´ uma soluc¸a˜o, uma vez que
(−3)t+3−7(−3)t+1+6(−3)t = (−3)t [−27+21+6] = 0.
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Finalmente, a sequeˆncia cujos termos sa˜o dados por xt = 2t tambe´m e´ soluc¸a˜o, uma vez que
2t+3−7(2)t+1+6(2)t = 2t [8−14+6] = 0.
Ale´m dissso, seu Casoratiano e´
W (t) = det

1 (−3)t 2t
1 (−3)t+1 2t+1
1 (−3)t+2 2t+2
=
∣∣∣∣∣ (−3)t+1 2t+1(−3)t+2 2t+2
∣∣∣∣∣−
(−3)t
∣∣∣∣∣ 1 2t+11 2t+2
∣∣∣∣∣+(2)t
∣∣∣∣∣ 1 (−3)t+11 (−3)t+2
∣∣∣∣∣
= (2)t+2(−3)t+1− (2)t+1− (−3)t+2− (−3)t [(2)t+2− (2)t+1]+
(2)t [(−3)t+2− (−3)t+1]
= −12(2)t(−3)t−11(2)t(−3)t−4(2)t(−3)t +2(2)t(−3)t +
9(2)t(−3)t +3(2)t(−3)t
= −13(2)t(−3)t .
Em seguida, tem-se uma fo´rmula, chamada fo´rmula de Abel, para calcular o Casorati-
ano. A importaˆncia da fo´rmula de Abel e´ a sua efica´cia na verificac¸a˜o da independeˆncia linear
das soluc¸o˜es.
Lema 3.6. (Lema de Abel). Sejam x1t ,x2t , ...,xpt soluc¸o˜es de (3) e W (t) seu Casoratiano. Enta˜o,
para t ≥ t0,
W (t) = (−1)p−1(t−1−t0)
(
t−1
∏
i=t0
fp(i)
)
W (t0). (8)
Demonstrac¸a˜o. Como feito por Elaydi (2005), prova-se o lema para p = 3, uma vez que o
caso geral pode ser estabelecido de forma semelhante. Enta˜o, sejam x1t , x2t e x3t treˆs soluc¸o˜es
linearmente independente de (3). Enta˜o, de (7) tem-se
W (t+1) = det

x1(t+1) x2(t+1) x3(t+1)
x1(t+2) x2(t+2) x3(t+2)
x1(t+3) x2(t+3) x3(t+3)
 . (9)
De (3) tem-se, para 1≤ i≤ 3,
xit+3 = f1(t)xit+2 + f2(t)xit+1 + f3(t)xit . (10)
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Agora, substituindo (10) na u´ltima linha de (9), obtem-se
W (t+1) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
x1(t+1) x2(t+1) x3(t+1)
x1(t+2) x2(t+2) x3(t+2)
f1(t)x1it+2 f1(t)x2it+2 f1(t)x3it+2
+ f2(t)x1it+1 + f2(t)x2it+1 + f2(t)x3it+1
+ f3(t)x1it + f3(t)x2it + f3(t)x3it
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
x1(t+1) x2(t+1) x3(t+1)
x1(t+2) x2(t+2) x3(t+2)
f1(t)x1it+2 f1(t)x2it+2 f1(t)x3it+2
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
x1(t+1) x2(t+1) x3(t+1)
x1(t+2) x2(t+2) x3(t+2)
f2(t)x1it+1 f2(t)x2it+1 f2(t)x3it+1
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
x1(t+1) x2(t+1) x3(t+1)
x1(t+2) x2(t+2) x3(t+2)
f3(t)x1it f3(t)x2it f3(t)x3it
∣∣∣∣∣∣∣∣
= 0+0+ f3(t)
∣∣∣∣∣∣∣∣
x1(t+1) x2(t+1) x3(t+1)
x1(t+2) x2(t+2) x3(t+2)
x1it x2it x3it
∣∣∣∣∣∣∣∣
= (−1)2 f3(t)W (t). (11)
Como (11) e´ uma equac¸a˜o de recorreˆncia linear de primeira ordem homogeˆnea, pode-
se utilizar a fo´rmula (20), enta˜o
W (t) =
t−1
∏
i=t0
(−1)2 f3(i)W (t0) = (−1)2(t−1−t0)
(
t−1
∏
i=t0
f3(i)
)
W (t0). (12)
Isso completa a prova do lema para p = 3.
Se (3) tiver coeficientes constantes f1, f2, ..., fp e para t0 = 0 enta˜o tem-se
W (t) = (−1)(p−1)t−1( fp)tW (0). (13)
Enta˜o W (t) 6= 0 sempre que W (0) 6= 0. Esta ideia conduz ao seguinte resultado.
Corola´rio 3.7. Suponha que fp(t) 6= 0 para todo t ≥ t0. Enta˜o, o Casoratiano W (t) 6= 0 para
todo t ≥ t0, se e somente se, W (t0) 6= 0.
Demonstrac¸a˜o. A demonstrac¸a˜o segue imediatamente de (8).
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Observac¸a˜o 3.8. Seja x1t ,x2t , ...,xpt soluc¸o˜es de (3) escrevesse a1x1t + a2x2t + ...+ apxpt = 0,
∀ t ≥ t0 e ai ∈ R, enta˜o, pode-se gerar as seguintes equac¸o˜es p−1:
a1x1t+1 +a2x2t+1 + ...+apxpt+1 = 0,
...
a1x1t+p−1 +a2x2t+p−1 + ...+apxpt+p−1 = 0,
que podem ser reescritas como
X(t)ξ = 0, (14)
onde
X(t) =

x1t x2t . . . xpt
x1t+1 x2t+1 . . . xpt+1
...
x1t+p−1 x2t+p−1 . . . xpt+p−1
 ,
ξ =

a1
a2
...
ap
 .
Observe que W (t) = detX(t).
Portanto, as p soluc¸o˜es de (3) sa˜o LI se, e somente se, o W (t) 6= 0 para todo t ≥ t0, o
que leva ao seguinte resultado.
Teorema 3.9. Um conjunto de soluc¸o˜es x1t ,x2t , ...,xpt de (3) e´ um conjunto fundamental se, e
somente se, para algum t0 ∈ N, o Casoratiano W (t0) 6= 0.
Demonstrac¸a˜o. Seja x1t ,x2t , ...,xpt um conjunto fundamental de soluc¸o˜es da equac¸a˜o (3). Enta˜o
x1t ,x2t , ...,xpt sa˜o linearmente independentes e assim da Observac¸a˜o 3.8 tem-se que W (t) 6= 0,
para todo t ≥ t0. Reciprocamente, suponha que para algum t0 ∈ N, W (t0) 6= 0. Enta˜o, pelo
Corola´rio 3.7, para todo t ≥ t0, tem-se W (t) 6= 0. Assim, novamente da Observac¸a˜o 3.8 tem-se
que x1t ,x2t , ...,xpt sa˜o soluc¸o˜es linearmentes independentes (ELAYDI, 2005).
Veja no pro´ximo resultado o Teorema Fundamental das equac¸o˜es de recorreˆncias line-
ares homogeneˆas.
Teorema 3.10 (Teorema Fundamental). Se fp(t) 6= 0 para todo t ≥ t0, enta˜o (3) tem um conjunto
fundamental de soluc¸o˜es para t ≥ t0.
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Demonstrac¸a˜o. Sejam x1t ,x2t , ...,xpt , soluc¸o˜es de (3) com condic¸o˜es iniciais tais que xi(t0+i−1) =
1 e xi(t0) = xi(t0+1) = ... = xi(t0+p−1) = 0, com 1 ≤ i ≤ p. Segue-se que W (t0) = det I = 1. Isto
implica, pelo Teorema 3.9, que o conjunto x1t ,x2t , ...,xpt e´ um conjunto fundamental de soluc¸o˜es
de (3) (ELAYDI, 2005).
Considere S o conjunto de todas as soluc¸o˜es particulares da equac¸a˜o (3). O conjunto S
tem uma estrutura de espac¸o vetorial sobre o corpo K (K= R se as soluc¸o˜es sa˜o reais e K= C
se as soluc¸o˜es sa˜o complexas), de dimensa˜o p. Para se provar esta afirmac¸a˜o e´ necessa´rio
introduzir os lemas seguintes.
Lema 3.11. Qualquer combinac¸a˜o linear de elementos de S pertence a S.
Demonstrac¸a˜o. Sejam x1t ,x2t , ...,x jt ∈ S e k1, ...,k j ∈K e j ∈ N. Tem-se que
x1t+p− f1(t)x1t+p−1− f2(t)x1t+p−2− f3(t)x1t+p−3− ...− fp(t)x1t = 0,
x2t+p− f1(t)x2t+p−1− f2(t)x2t+p−2− f3(t)x2t+p−3− ...− fp(t)x2t = 0,
x3t+p− f1(t)x3t+p−1− f2(t)x3t+p−2− f3(t)x3t+p−3− ...− fp(t)x3t = 0,
x4t+p− f1(t)x4t+p−1− f2(t)x4t+p−2− f3(t)x4t+p−3− ...− fp(t)x4t = 0,
...
x jt+p− f1(t)x jt+p−1− f2(t)x jt+p−2− f3(t)x jt+p−3− ...− fp(t)x jt = 0.
Multiplicando a primeira equac¸a˜o por k1, a segunda por k2 e assim sucessivamente e somando
essas equac¸o˜es, tem-se que
(k1x1t+p + k2x2t+p + k3x3t+p + ...+ k jx jt+p)− f1(t)(k1x1t+p−1 + k2x2t+p−1 + k3x3t+p−1 + ...+
k jx jt+p−1)− f2(t)(k1x1t+p−2 + k2x2t+p−2 + k3x3t+p−2 + ...+ k jx jt+p−2)− f3(t)(k1x1t+p−3 +
k2x2t+p−3 + k3x3t+p−3 + ...+ k jx jt+p−3)− ...− fp(t)(k1x1t + k2x2t + k3x3t + ...+ k jx jt ) = 0,
ou seja, k1x1t + k2x2t + k3x3t + ...+ k jx jt ∈ S (LUI´S, 2006).
Segue diretamente do lema anterior (tomando p= 2) que se x1t e x2t sa˜o duas soluc¸o˜es
particulares de (3) enta˜o, k1x1t + k2x2t tambe´m e´, onde k1 e k2 ∈K.
Lema 3.12. Se x1t ,x2t , ...,xpt sa˜o p soluc¸o˜es linearmente independentes da equac¸a˜o (3), enta˜o
qualquer outra soluc¸a˜o x(p+1)t e´ linearmente dependente das soluc¸o˜es anteriores.
Demonstrac¸a˜o. Seja x1t ,x2t , ...,xpt p soluc¸o˜es linearmente independentes da equac¸a˜o (3) e suponha-
se por absurdo, que o conjunto x1t ,x2t , ...,xpt ,x(p+1)t e´ ainda linearmente independente, com
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x(p+1)t uma outra soluc¸a˜o de (3). Considere o Casoratiano destas soluc¸o˜es
W (t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x1t x2t · · · xpt xp+1t
x1t+1 x2t+1 · · · xpt+1 xp+1t+1
...
...
...
...
x1t+p−1 x2t+p−1 · · · xpt+p−1 xp+1t+p−1
x1t+p x2t+p · · · xpt+p xp+1t+p
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (15)
Como para cada 1≤ i≤ p+1 tem-se
xit+p = fp(t)xit + fp−1(t)xit+1 + ...+ f1(t)xit+p−1, (16)
enta˜o substituindo na u´ltima linha de W (t) cada valor de xit+p e aplicando as propriedades
dos determinantes sai que W (t) = 0, para todo t ∈ N. Enta˜o na˜o existe nenhum t0 ∈ N tal que
W (t0) 6= 0, logo pelo Teorema 3.9 o conjunto x1t ,x2t , ...,xpt ,xp+1t na˜o e´ linearmente dependente,
o que contraria a hipo´tese (LUI´S, 2006).
Teorema 3.13. O conjunto S de todas as soluc¸o˜es da equac¸a˜o (3) e´ um espac¸o vetorial sobre
K, de dimensa˜o p.
Demonstrac¸a˜o. Usando o Lema 3.11 prova-se que as propriedades de espac¸o vetorial sa˜o satis-
feitas. Pelo Teorema 3.10, a equac¸a˜o (3) possui um sistema fundamental de soluc¸o˜es para t ≥ t0,
ou seja, possui p soluc¸o˜es linearmente independentes. O Lema 3.12 garante que qualquer outra
soluc¸a˜o da equac¸a˜o pode ser expressa como combinac¸o˜es lineares das sequeˆncias do sistema
fundamental de soluc¸o˜es, pelo que dim(S) = k (LUI´S, 2006).
Definic¸a˜o 3.14. Se x1t ,x2t , ...,xpt for um conjunto fundamental de soluc¸o˜es da equac¸a˜o (3),
enta˜o
xt =
p
∑
i=1
kixit ,
sa˜o os termos da sequeˆncia que e´ soluc¸a˜o geral de (3), para constantes arbitra´rias ki ∈ K,
1≤ i≤ p.
Se escolhido ki adequadamente da equac¸a˜o geral, e´ possı´vel encontrar qualquer soluc¸a˜o
da equac¸a˜o (3). E mais, a estrutura de espac¸o vetorial de S garante que existem infinitos con-
juntos fundamentais que sa˜o soluc¸o˜es de (3). A soluc¸a˜o geral da equac¸a˜o linear homogeˆnea
de ordem p, depende de p constantes arbitra´rias e a unicidade da soluc¸a˜o e´ obtida impondo p
condic¸o˜es iniciais, obtendo-se, assim, uma soluc¸a˜o particular.
Teorema 3.15. Se x1t e x2t sa˜o soluc¸o˜es da equac¸a˜o (2), enta˜o x1t − x2t e´ uma soluc¸a˜o da
equac¸a˜o (3).
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Demonstrac¸a˜o. Por hipo´tese, tem-se que
x1t+p− f1(t)x1t+p−1− f2(t)x1t+p−2− f3(t)x1t+p−3− ...− fp(t)x1t = g(t),
x2t+p− f1(t)x2t+p−1− f2(t)x2t+p−2− f3(t)x2t+p−3− ...− fp(t)x2t = g(t).
Subtraindo as duas equac¸o˜es acima tem-se
(x1t+p− x2t+p)− f1(t)(x1t+p−1− x2t+p−1)− f2(t)(x1t+p−2− x2t+p−2)−
f3(t)(x1t+p−3− x2t+p−3)− ...− fp(t)(x1t − x2t ) = 0,
ou seja, x1t − x2t e´ uma soluc¸a˜o da equac¸a˜o (3) (LUI´S, 2006).
O pro´ximo teorema diz respeito a dependeˆncia da soluc¸a˜o da equac¸a˜o na˜o-homogeˆnea
(2) em relac¸a˜o as soluc¸o˜es da equac¸a˜o homoˆgenea (3).
Teorema 3.16. Se x1t ,x2t , ...,xpt e´ um conjunto fundamental de soluc¸o˜es da equac¸a˜o (3) e xkt
e´ uma soluc¸a˜o particular da equac¸a˜o (2), enta˜o a soluc¸a˜o geral da equac¸a˜o (2) e´ a sequeˆncia
cujos termos sa˜o dados por
xt = xkt +
p
∑
i=1
kixit ,
com ki ∈K, 1≤ i≤ p.
Demonstrac¸a˜o. Representa-se por xt uma soluc¸a˜o da equac¸a˜o (2). Pelo Teorema 3.15, xt − xkt
e´ soluc¸a˜o da equac¸a˜o (3), logo xt − xkt ∈ S. Pelo Lema 3.12, xt − xkt pode ser expressa como
combinac¸a˜o linear de x1t , ...,xpt , ou seja,
xt− xkt =
p
∑
i=1
kixit ,
para ki ∈K, 1≤ i≤ p (LUI´S, 2006).
Observac¸a˜o 3.17. O Teorema 3.16 diz que a soluc¸a˜o geral da equac¸a˜o na˜o-homogeˆnea (2) e´
xt = xht + xkt , onde xht e´ a soluc¸a˜o geral da equac¸a˜o homogeˆnea associada e xkt uma soluc¸a˜o
particular da equac¸a˜o (2).
Nas pro´ximas sec¸o˜es sa˜o apresentadas as soluc¸o˜es das equac¸o˜es de recorreˆncia lineares
de primeira e segunda ordem.
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3.1 EQUAC¸A˜O DE RECORREˆNCIA LINEAR DE PRIMEIRA ORDEM
Considere inicialmente a equac¸a˜o de recorreˆncia na˜o-homogeˆnea de primeira ordem:
xt+1 = f (t)xt +g(t), (17)
com f , g : N−→ R, f (t) 6= 0 para todo t > t0 > 0, com t0 ∈ N. Dada uma condic¸a˜o inicial xt0 ,
todos os valores subsequentes podem ser calculados iterativamente da seguinte forma:
xt0+1 = f (t0)xt0 +g(t0)
xt0+2 = f (t0+1)xt0+1+g(t0+1)
= f (t0+1)[ f (t0)xt0 +g(t0)]+g(t0+1)
= f (t0+1) f (t0)xt0 + f (t0+1)g(t0)+g(t0+1)
xt0+3 = f (t0+2)xt0+2+g(t0+2)
= f (t0+2)[ f (t0+1) f (t0)xt0 + f (t0+1)g(t0)+g(t0+1)]+g(t0+2)
= f (t0+2) f (t0+1) f (t0)xt0 + f (t0+2) f (t0+1)g(t0)
+ f (t0+2)g(t0+1)+g(t0+2)
...
xt = f (t−1)xt−1+g(t−1)
= f (t−1) f (t−2)... f (t0+1) f (t0)xt0 + f (t−1) f (t−2)... f (t0+1)g(t0)
+ f (t−1) f (t−2)... f (t0+2)g(t0+1)+ f (t−1) f (t−2)... f (t0+3)g(t0+2)
+ f (t−1) f (t−2)... f (t0+4)g(t0+3)+ ...+ f (t−1) f (t−2)g(t−3)
+ f (t−1)g(t−2)+g(t−1).
Desta forma, e´ deduzido que
xt =
(
t−1
∏
i=t0
f (i)
)
xt0 +
(
t−1
∏
i=t0+1
f (i)
)
g(t0)+
(
t−1
∏
i=t0+2
f (i)
)
g(t0+1)
+...+
(
t−1
∏
i=t−2
f (i)
)
g(t−3)+
(
t−1
∏
i=t−1
f (i)
)
g(t−2)+g(t−1)
=
t−1
∏
i=t0
f (i)xt0 +
t−1
∑
r=t0
(
t−1
∏
i=r+1
f (i)
)
g(r), (18)
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e´ a u´nica soluc¸a˜o da equac¸a˜o na˜o-homogeˆnea linear de primeira ordem (17). A demonstrac¸a˜o
sera´ feita por induc¸a˜o matema´tica em t. Note que substituindo t = t0 em (17) tem-se
xt0+1 = f (t0)xt0 +g(t0)
=
(t0+1)−1
∏
i=t0+1
f (i)xt0+1+
(t0+1)−1
∑
r=t0+1
(
(t0+1)−1
∏
i=r+1
f (i)
)
g(r),
com
t
∏
i=t+1
f (i) = 1 e
t
∑
i=t+1
f (i) = 0.
Agora, suponha que (18) valha para t. Enta˜o, para t+1 tem-se
xt+1 = f (t)xt +g(t)
= f (t)
[
t−1
∏
i=t0
f (i)xt0 +
t−1
∑
r=t0
(
t−1
∏
i=r+1
f (i)
)
g(r)
]
+g(t)
=
t
∏
i=t0
f (i)xt0 + f (t)
t−1
∑
r=t0
(
t−1
∏
i=r+1
f (i)
)
g(r)+g(t)
=
t
∏
i=t0
f (i)xt0 +
t−1
∑
r=t0
(
t
∏
i=r+1
f (i)
)
g(r)+
(
t
∏
i=t+1
f (i)
)
g(t)
=
t
∏
i=t0
f (i)xt0 +
t
∑
r=t0
(
t
∏
i=r+1
f (i)
)
g(r),
provando que a fo´rmula (18) e´ a soluc¸a˜o particular da equac¸a˜o (17). Na˜o sendo conhecido o
valor inicial xt0 , pode-se sempre supor xt0 e´ uma constante arbitra´ria e a soluc¸a˜o (18) passa a
ser a soluc¸a˜o geral.
Considerando g(t) = 0 para todo 0≤ t0 ≤ t, pode-se obter a soluc¸a˜o geral da equac¸a˜o
homogeˆnea associada a (17)
xt+1 = f (t)xt , (19)
a qual sera´ da forma:
xt =
t−1
∏
i=t0
f (i)xt0. (20)
Na pro´xima sec¸a˜o sa˜o apresentadas as soluc¸o˜es de casos particulares de equac¸a˜o de recorreˆncia
de primeira ordem e alguns exemplos de aplicac¸o˜es.
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3.1.1 CASO COM COEFICIENTES CONSTANTES
Considerando t0 = 1, f (t) = a e g(t) = b para todo t ≥ 1 com a,b ∈ R,a 6= 0 em (17),
tem-se a equac¸a˜o de recorreˆncia linear de primeira ordem com coeficientes constantes:
xt+1 = axt +b. (21)
Dada a condic¸a˜o inicial x1, a u´nica soluc¸a˜o de (21) e´ obtida substituindo f (t) = a e g(t) = b em
(18), ou seja:
xt =
(
t−1
∏
i=1
a
)
x1+
t−1
∑
r=1
(
t−1
∏
i=r+1
a
)
b
= atx1+b
(
t−1
∑
r=0
at−r−1
)
= at−1x1+bat−1
t−1
∑
r=1
a−r. (22)
Agora, sera˜o apresentados alguns exemplos de equac¸o˜es de recorreˆncia lineares com coeficien-
tes constantes homogeˆneas e na˜o-homogeˆneas.
Progressa˜o Aritme´tica
Uma progressa˜o aritme´tica (P.A.) e´ definida como uma sucessa˜o de nu´meros reais
obtida somando o nu´mero anterior por uma raza˜o s, com excec¸a˜o do primeiro termo (DANTE,
2005), ou seja:
xt+1 = xt + s. (23)
A equac¸a˜o (23) e´ uma equac¸a˜o de recorreˆncia na˜o-homogeˆnea linear de primeira ordem e enta˜o,
dado o primeiro termo x1, seu t-e´simo termo pode ser obtido de (22) com a = 1 e b = s, isto e´:
xt = 1t−1x1+ s1t−1
t−1
∑
r=1
1−r = x1+ s(t−1).
A soma dos termos de uma P.A. finita {x1,x2, ...,xt−2,xt−1,xt} de raza˜o s pode ser obtida da
seguinte forma:
St = x1+ x2+ ...+ xt−2+ xt−1+ xt , (24)
ou
St = xt + xt−1+ xt−2+ ...+ x2+ x1. (25)
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Somando (25) de (24) tem-se:
2St = (x1+ xt)+(x2+ xt−1)+ ...+(xt−1+ x2)+(xt + x1)
= (x1+ xt)+(x1+ s+ xt− s)+ ...+(xt− s+ x1+ s)+(xt + x1)
= (x1+ xt)t
St =
(x1+ xt)t
2
. (26)
Progressa˜o Geome´trica
Uma progressa˜o geome´trica (P.G.) e´ definida como uma sucessa˜o de nu´meros reais
obtida multiplicando o nu´mero anterior por uma raza˜o q, com excec¸a˜o do primeiro termo
(DANTE, 2005), ou seja:
xt+1 = xtq. (27)
A equac¸a˜o (27) e´ uma equac¸a˜o de recorreˆncia homogeˆnea linear de primeira ordem e dado o
primeiro termo x1, seu t-e´simo termo pode ser obtido de (22) com a = q e b = 0, isto e´:
xt = qt−1x1+0 qt−1
t−1
∑
r=1
q−r = qt−1x1.
A soma dos termos de uma P.G. finita {x1,x2, ...,xt−2,xt−1,xt} de raza˜o q, pode ser obtida da
seguinte forma:
St = x1+ x2+ ...+ xt−2+ xt−1+ xt , (28)
ou
qSt = qx1+qx2+ ...+qxt−2+qxt−1+qxt = x2+ x3+ ...+ xt−1+ xt +qxt . (29)
Subtraindo (29) de (28) tem-se:
St−qSt = x1−qxt = x1−q(qt−1x1) enta˜o, St = x1(1−q
t)
1−q ,q 6= 1. (30)
Juros Simples e Compostos
Sa˜o dois os regimes de juros trabalhados no Ensino Me´dio, os juros simples e o com-
posto. No regime de juros simples, os juros de cada perı´odo sa˜o calculados sempre sobre o
mesmo capital, na˜o havendo capitalizac¸a˜o de juros (PINTO, 2015). Veja a representac¸a˜o por
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recursividade, sendo C o capital inicial aplicado a uma taxa i e M o montante final.
M1 = C+Ci (31)
M2 = M1+Ci
M3 = M2+Ci
...
Mt+1 = Mt +Ci. (32)
A equac¸a˜o (32) e´ uma equac¸a˜o de recorreˆncia na˜o-homogeˆnea linear de primeira ordem e enta˜o,
dado o primeiro termo M1, seu t-e´simo termo pode ser obtido de (22) com a = 1 e b =C.i, isto
e´:
Mt = 1t−1M1+C.i 1t−1
t−1
∑
r=1
1−r = M1+C.i(t−1), (33)
ale´m disto, conhecendo o capital C e substituindo (31) em (33), temos:
Mt =C+Cit.
Ja´ no regime de juros composto, ha´ capitalizac¸a˜o do juros, ou seja o juros gerado a cada perı´odo
e´ incorporado ao capital para o ca´lculo do juros no perı´odo seguinte. Veja a representac¸a˜o por
recursividade, sendo C o capital inicial aplicado a uma taxa i e M o montante final:
M1 =C+Ci =C(1+ i) (34)
M2 = M1+M1i = M1(1+ i)
M3 = M2+M2i = M2(1+ i)
...
Mt+1 = Mt +MtCi = Mt(1+ i). (35)
A equac¸a˜o (35) e´ uma equac¸a˜o de recorreˆncia homogeˆnea linear de primeira ordem e dado o
primeiro termo M1, seu t-e´simo termo pode ser obtido de (22) com a = (1+ i) e b = 0, isto e´:
Mt = (1+ i)t−1M1+0 (1+ i)t−1
t−1
∑
r=1
(1+ i)−r = (1+ i)t−1M1, (36)
ale´m disto, conhecendo o capital C e substituindo (34) em (36), temos:
Mt = (1+ i)tC.
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Montante Simples e Composto
Montante simples e´ a soma total dos montantes de cada perı´odo do sistema de juros
simples, perceba que esta sucessa˜o de montantes e´ uma P.A., pois, no regime de juros simples
ao final cada perı´odo e´ acrescido apenas o juros sobre o capital inicial, ou seja, a raza˜o e´ a
parcela C · i. Portanto, para se obter o montante simples, basta utilizar (26), logo
St =
(M1+Mt)t
2
, (37)
substituindo (31) e (34), em (37), obtem-se
St =
[(C+Ci)+(C+Ci(t))]
2
=C+
Ci(1+ t)
2
. (38)
Ja´ o montante composto e´ a soma total dos montantes de cada perı´odo do sistema de juros
composto, sendo esta sucessa˜o de montantes uma P.G. de raza˜o (1+ i). Portanto, para se obter
o montante composto, basta utilizar (3.1.1), logo
St =
M1(1− (1+ i)t)
1− (1+ i) =
M1(1− (1+ i)t)
−i , (39)
substituindo (34) e (37), tem-se
St =
C(1+ i)[1− (1+ i)t ]
−i . (40)
Orc¸amento Familiar
Denotando pn, rn e gn a poupanc¸a, renda e gasto de uma famı´lia no meˆs n respec-
tivamente, temos as seguintes equac¸o˜es de recorreˆncia que estabelecem as relac¸o˜es entre essas
treˆs varia´veis (BASSANEZI, 2006):
pn = pn−1+(rn−gn), (41)
rn = r0+α pn−1, (42)
gn = β rn (0 < β < 1), (43)
em que α e´ o juros da poupanc¸a, r0 e´ o sala´rio fixo mensal e β e´ a taxa do gasto mensal
do sala´rio fixo r0. Note que a renda da familia rn depende claramente do sala´rio fixo mais
rendimentos da poupanc¸a. Ale´m disso, β 6= 0 pois o gasto familiar nunca e´ nulo, devido as
contas fixas, e β 6= 1 pois caso contra´rio gn = rn, ou seja, na˜o existiria valores para se aplicar
na poupanc¸a.
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Substituindo (42) e (43) em (41), tem-se:
pn = pn−1+(rn−gn)
= pn−1+(r0+α pn−1)− (β rn)
= pn−1+(r0+α pn−1)− [β (r0+α pn−1)]
= pn−1+(1−β )(r0+α pn−1)
= [(1−β )α+1]pn−1+(1−β )r0. (44)
A equac¸a˜o (44) e´ uma equac¸a˜o de recorreˆncia linear na˜o-homogeˆnea de primeira ordem com
coeficientes constantes a = (1−β )α + 1 e b = (1−β )r0 e enta˜o, dado o primeiro termo p0,
seu t-e´simo termo pode ser obtido de (22):
pn = p0an+b
1−an
1−a
= [(1−β )α+1]n p0+(1−β )r0 1− [(1−β )α+1]
n
1− [(1−β )α+1] , (45)
em que p0 e´ a quantidade de dinheiro inserido inicialmente na poupanc¸a.
Financiamento
Baseado em Gomes (2014), considere um carro no valor de R$38.000,00 que deve ser
pago em 4 anos, com taxa de juros de 0,66% por meˆs. Calcula-se quanto se deve pagar de
parcela fixa (P) por meˆs para quitar a dı´vida em 4 anos.
Considere que D0 seja a dı´vida inicial. Assim, a dı´vida Dt , depois de t meses da
compra, e´ dada pela dı´vida corrigida do meˆs anterior menos a parcela fixa paga no meˆs, ou seja,
Dt = Dt−1+ iDt−1−P = Dt−1(1+ i)−P. (46)
A equac¸a˜o (46) e´ uma equac¸a˜o de recorreˆncia na˜o-homogeˆnea linear de primeira ordem e dado
o primeiro termo D0, seu t-e´simo termo pode ser obtido de (22) com a = 1+ i e b =−P, isto e´:
Dt = (1+ i)t−1D0−P(1+ i)t−1
t−1
∑
r=1
(1+ i)−r = (1+ i)t−1D0−P(1+ i)
−t− (1+ i)−1
(1− i)−1−1 . (47)
Agora, basta considerar i = 0,66, o perı´odo do financiamento de 48 meses, a dı´vida inicial
D0 = 38000, substituir os valores na equac¸a˜o (47) e isolarmos o valor de P, lembrando que
D48 = 0.
D48 = (1+0,0066)4738000−P(1+0,0066)
−47− (1+0,0066)−1
(1−0,0066)−1−1 .
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Desta maneira,
P · 0,2593952484
0,0065567256
= (1,3623086835) ·38000
P ·39,5617 = 51767,7299
P =
51767,7299
39,5617
= 1308,53.
Portanto, o valor da prestac¸a˜o fixa no financiamento sera´ de R$1308,53.
Na pro´xima sec¸a˜o sa˜o apresentadas as soluc¸o˜es de equac¸o˜es de recorreˆncia de segunda
ordem com coeficientes constantes.
3.2 EQUAC¸A˜O DE RECORREˆNCIA LINEAR DE SEGUNDA ORDEM
Nesta sec¸a˜o sera´ encontrada a soluc¸a˜o geral da equac¸a˜o de recorreˆncia linear de se-
gunda ordem:
xt+1 = axt +bxt−1+ c, (48)
com a,b,c ∈ R e b 6= 0. Para isso, inicialmente sera´ considerada a sua equac¸a˜o homogeˆnea
(c = 0):
xt+1 = axt +bxt−1. (49)
Sera´ suposto que a soluc¸a˜o xt de (49) e´ o nu´mero complexo kt . Substituindo essa soluc¸a˜o em
(49) tem-se:
k2−ak1−bk0 = 0. (50)
A equac¸a˜o (50) e´ conhecida como polinoˆmio caracterı´stico de (49) e suas raı´zes k sa˜o cha-
madas de raı´zes caracterı´sticas. Como b 6= 0, as raı´zes da equac¸a˜o caracterı´stica sa˜o na˜o-
nulas. Ale´m disto, como a equac¸a˜o e´ de segundo grau, ela fica condicionada ao discriminante
∆ = (−a)2− 4 · 1 · (−b), logo tem-se treˆs tipos de soluc¸o˜es para as equac¸o˜es de recorreˆncia
lineares de segunda ordem homogeˆneas com coeficientes constantes, as quais sera˜o enunciadas
e demonstradas abaixo.
Teorema 3.18. Se as raı´zes de (50) sa˜o k1 e k2, com k1 6= k2, enta˜o xt =C1kt1+C2kt2 e´ soluc¸a˜o
geral da recorreˆncia (49), para quaisquer valores constantes C1 e C2.
Demonstrac¸a˜o. Substituindo xt =C1kt1+C2k
t
2 na recorreˆncia (49), tem-se
xt+1−axt−bxt−1 = (C1kt+11 +C2kt+12 )−a(C1kt1+C2kt2)−b(C1kt−11 +C2kt−12 )
= C1kt+11 +C2k
t+1
2 −aC1kt1−aC2kt2−bC1kt−11 −bC2kt−12
= C1kt−11 (k
2
1−ak1−b)+C2kt−12 (k22−ak2−b) = 0,
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pois k1 e k2 sa˜o raı´zes de (50). Ale´m disto, kt1 e k
t
2 e´ um conjunto fundamental da equac¸a˜o (49).
Pois, calculando seu Casoratiano tem-se:
W (t) = det
(
kt1 k
t
2
kt+11 k
t+1
2
)
= kt1k
t+1
2 − (kt+11 kt2)
= kt1k2k
t
2− (k1kt1kt2)
= kt1k
t
2(k2− k1).
Substituindo t = 1 na equac¸a˜o anterior, tem-se
k1k2(k2− k1) 6= 0,
pois k1 6= k2. Portanto, pelo Teorema 3.9, se para algum t0 ∈ N, o Casoratiano W (t) 6= 0, enta˜o
kt1 e k
t
2 e´ um conjunto fundamental (MORGADO; CARVALHO, 2013).
Teorema 3.19. Quando as raı´zes k1 6= k2 do polinoˆmio caracterı´stico (50) forem complexas, a
soluc¸a˜o geral de (49) podera´ ser escrita da forma xt = ρ t [C1 cos(tθ)+C2 sin(tθ)], com C1 e C2
sendo constantes.
Demonstrac¸a˜o. Se k1 e k2 sa˜o raı´zes complexas de (50), enta˜o podem ser escritas da forma:
k1 = ρ(cosθ + isinθ) e k2 = ρ(cosθ − isinθ),
onde θ ∈ [0,2pi]. Pela fo´rmula de De Moivre (PACHECO, 2013):
kt1 = ρ
t [cos(tθ)+ isin(tθ)], e kt2 = ρ
t [cos(tθ)− isin(tθ)]. (51)
Ale´m disto, se substituir (51) na soluc¸a˜o apresentada no Teorema 3.18, tem-se que kt1 e k
t
2
tambe´m e´ um conjunto fundamental. Agora, substituindo (51) na soluc¸a˜o xt = C1kt1 +C2k
t
2,
tem-se:
xt = C1kt1+C2k
t
2 =C1ρ
t [cos(tθ + isin(tθ)]+C2ρ t [cos(tθ)− isin(tθ)]
= ρ t [C1 cos(tθ)+C1isin(tθ)+C2 cos(tθ)−C2isin(tθ)]
= ρ t [(C1+C2)cos(tθ)+ i(C1−C2)sin(tθ)],
= ρ t [C′1 cos(tθ)+C
′
2 sin(tθ)],
com C
′
1 =C1+C2 e C
′
2 = i(C1−C2) (MORGADO; CARVALHO, 2013).
Teorema 3.20. Se as raı´zes do polinoˆmio caracterı´stico (50) sa˜o iguais, k1 = k2 = k, enta˜o,
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xt =C1kt +C2tkt sera´ a soluc¸a˜o geral da recorreˆncia (49), para quaisquer que sejam os valores
das constantes C1 e C2.
Demonstrac¸a˜o. Para que as raı´zes sejam iguais, o discriminante ∆ = a2− 4 · 1 · (−b) deve ser
igual a zero, ou seja, k = a2 . Agora substituindo xt =C1k
t +C2tkt na recorreˆncia (49), tem-se:
xt+1−axt−bxt−1 = (C1kt+1+C2(t+1)kt+1)−a(C1kt +C2tkt)−b(C1kt−1+C2(t−1)kt−1)
= C1kt+1+C2(t+1)kt+1−aC1kt−aC2tkt−bC1kt−1−bC2(t−1)kt−1
= C1kt+1−aC1kt−bC1kt−1+C2tkt+1−aC2tkt−bC2tkt−1
+C2kt+1+bC2kt−1
= C1kt−1(k2−ak−b)+C2(t)kt−1(k2−ak−b)−C2kt(−k−bk−1)
= C1kt−1(0)+C2(t)kt−1(0)−C2kt
(
a2+4b
−2a
)
= C1kt−1(0)+C2(t)kt−1(0)−C2kt
(
∆
−2a
)
= 0.
Ale´m disto, kt e tkt e´ um conjunto fundamental da equac¸a˜o (49). Calculando seu Casoratiano
tem-se:
W (t) = det
(
kt tkt
kt+1 (t+1)kt+1
)
= kt(t+1)kt+1− (kt+1tkt)
= (t+1)kt+2− (kt+2t)
= kt+2,
Portanto, pelo Teorema 3.9, se para algum t0 ∈ N, o Casoratiano W (t) 6= 0, enta˜o kt e tkt e´ um
conjunto fundamental (MORGADO; CARVALHO, 2013).
Agora, sera´ considerada a equac¸a˜o de recorreˆncia na˜o-homogeˆnea de segunda ordem
com coeficientes constantes (48) e os pro´ximos resultados caracterizam sua soluc¸a˜o geral.
Teorema 3.21. Se y1t e y2t sa˜o soluc¸o˜es de (48), enta˜o xt = y1t − y2t e´ soluc¸a˜o da equac¸a˜o
homogeˆnea (49).
Demonstrac¸a˜o. Veja a demonstrac¸a˜o do Teorema 3.15 para p = 2 e g(t) = c,∀ t ≥ t0.
A soluc¸a˜o geral da equac¸a˜o homogeˆnea (49) e´ chamada de soluc¸a˜o complementar da
equac¸a˜o na˜o-homogeˆnea (48) e e´ denotada por yct . A soluc¸a˜o de (48) e´ chamada de soluc¸a˜o
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particular e e´ denotada por ykt . O pro´ximo resultado caracteriza a soluc¸a˜o geral de (48).
Teorema 3.22. Qualquer soluc¸a˜o yt de (48) pode ser escrita como
yt = ykt +
2
∑
i=1
aixit ,
onde {x1t ,x2t , ...xkt} e´ um conjunto fundamental de soluc¸o˜es da equac¸a˜o homogeˆnea (49).
Demonstrac¸a˜o. Veja a demonstrac¸a˜o do Teorema 3.16 para p = 2.
O Teorema 3.22 leva a` definic¸a˜o da soluc¸a˜o geral da equac¸a˜o na˜o-homogeˆnea (2) como
yt = ykt + yct , (52)
onde yct e´ a soluc¸a˜o geral da equac¸a˜o homogeˆnea associada e ykt uma soluc¸a˜o particular da
equac¸a˜o completa.
Agora, volta-se a atenc¸a˜o para encontrar uma soluc¸a˜o particular ykt das equac¸o˜es na˜o-
homogeˆneas com coeficientes constantes, ou seja, sera´ considerada a equac¸a˜o (2) com fi(t)= ai,
para todo t ≥ to e i ∈ {1, ..., p}. Por sua simplicidade, usa-se o me´todo de coeficientes indeter-
minados para calcular yk. Basicamente, segundo Elaydi (2005) o me´todo consiste em fazer uma
estimativa inteligente sobre a forma da soluc¸a˜o particular e, em seguida, substituir essa func¸a˜o
na equac¸a˜o de recorreˆncia. Para um termo na˜o-homogeˆneo completamente arbitra´rio g(t), este
me´todo na˜o e´ eficaz. No entanto, regras definidas podem ser estabelecidas para determinar a
soluc¸a˜o particular por este me´todo se g(t) for uma combinac¸a˜o linear de termos, cada um com
uma das formas
at , sin(bt), cos(bt), ou tk, (53)
ou produtos dessas formas, como
at sin(bt), attk, attk cos(bt), ... (54)
Considere a equac¸a˜o yt+2 = 7yt+1− 12yt + 3t , em que o polinoˆmio caracterı´stico da
parte homogeˆnea e´ k2− 7k− 12, com raı´zes k1 = 3 e k1 = 4, logo pelo Teorema 3.18, sua
soluc¸a˜o e´ yct = C13
t +C24t , com C1 e C2 constantes arbitra´rias. Agora para encontrar uma
soluc¸a˜o particular ykt , poderia parecer natural buscar uma soluc¸a˜o da forma ykt = a3
t . Mas, isto
na˜o funciona, pois soluc¸o˜es deste tipo satisfazem a parte homogeˆnea, enta˜o, usa-se ykt = at3
t .
Substituindo na equac¸a˜o de recorreˆncia, obtem-se a(t+2)3t+2 = 7a(t+1)3t+1−12at3t +3t , o
que leva a a =−13 . Logo, por (52) a soluc¸a˜o geral da recorreˆncia e´ yt =C13t +C24t− 13t3t . Os
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valores de C1 e C2 permanecem indeterminados pois, na˜o foram dadas as condic¸o˜es iniciais da
recorreˆncia.
A seguir apresenta-se um exemplo de uma equac¸a˜o de recorreˆncia homogeˆnea de se-
gunda ordem com coeficientes constantes, dando fechamento aos conteu´dos abordados neste
capı´tulo.
Sequeˆncia de Fibonacci
Os coelhos de Fibonacci e´ um problema cla´ssico da matema´tica, formulado por Leo-
nardo de Pisa (Fibonacci) (SILVA, 2015), que trata de quantos casais de coelhos surgira˜o em
um ano a partir de um u´nico casal, com as seguintes condic¸o˜es:
a) A cada meˆs um casal origina um novo casal.
b) Este novo casal se torna fe´rtil a partir do segundo meˆs.
c) Na˜o ocorrem mortes.
Pode-se solucionar este problema construindo um quadro e respeitando as regras, veja
o Quadro 3.2.
Quadro 3.1: Quantidade de Coelhos
Meˆs Nu´mero de casal do meˆs anterior Nu´mero de casais rece´m-nascidos Total
1º 0 1 1
2º 1 0 1
3º 1 1 2
4º 2 1 3
5º 3 2 5
6º 5 3 8
7º 8 5 13
8º 13 8 21
9º 21 13 34
10º 34 21 55
11º 55 34 79
12º 79 55 144
Ou seja, dentro de um ano tera˜o 144 casais de coelhos. Agora formulando uma es-
trate´gia para que se possa descobrir quantos casais de coelhos tera˜o dentro de 24 meses, 60
meses, ou quantos meses queira. Para isso, perceba que o total de casais de um meˆs e´ a soma
do total de casais dos dois meses anteriores, logo pode-se escrever uma equac¸a˜o de recorreˆncia
linear de segunda ordem com coeficientes constantes da forma
xt = xt−1+ xt−2, (55)
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com x1 = x2 = 1. Como visto, pode-se associar uma equac¸a˜o caracterı´stica a esta equac¸a˜o, que
sera´
k2 = k+1,
isto e´,
k2− k−1 = 0. (56)
Resolvendo a equac¸a˜o (56) pelo me´todo de Bha´skara com a = 1, b =−1 e c =−1, tem-se
∆= b2−4ac = (−1)2−4(1)(−1) = 1+4 = 5,
encontrando as raı´zes,
k =
−b±√∆
2a
=
1±√5
2
,
ou seja, a equac¸a˜o caracterı´stica possui duas raı´zes reais distintas, logo, segundo o Teorema
3.18, pode-se utilizar a soluc¸a˜o
xt =C1kt1+C2k
t
2. (57)
Substituindo k1 e k2, tem-se
xt =C1
(
1+
√
5
2
)t
+C2
(
1−√5
2
)t
. (58)
Para encontrar C1 e C2, em vez de usar x1 = x2 = 1, usa-se sem perda de generalidade x0 = 0 e
x1 = 1, enta˜o  C1+C2 = 0,C1(1+√52 )+C2(1−√52 )= 1, (59)
isolando C1 na primeira equac¸a˜o, tem-se
C1 =−C2. (60)
Substituindo (60) na segunda equac¸a˜o do sistema (59), tem-se
C2
[
−
(
1+
√
5
2
)
+
(
1−√5
2
)]
= 1,
isto e´, C2 =− 1√5 . Agora substituindo C1 e C2 em (58), tem-se
xt =
1√
5
(
1+
√
5
2
)t
− 1√
5
(
1−√5
2
)t
. (61)
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Segundo Pereira (2014) esta fo´rmula e´ conhecida como fo´rmula de Binet e descreve quantos
casais de coelhos tera˜o, conforme a quantidade t de meses que se passarem. Veja a soluc¸a˜o para
t = 12 meses como propo˜e o problema:
x12 =
1√
5
(
1+
√
5
2
)12
− 1√
5
(
1−√5
2
)12
=
1√
5
(1+√5
2
)12
−
(
1−√5
2
)12
=
1√
5
(
589824
√
5
4096
)
=
1√
5
(
144
√
5
1
)
= 144,
ou seja, mesmo resultado encontrado na Quadro 3.1, mas com um diferencial, agora pode-se
calcular para qualquer quantidade de meses.
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4 ANA´LISE DAS SOLUC¸O˜ES DAS EQUAC¸O˜ES DE RECORREˆNCIA
Neste capı´tulo, sera´ analisada a convergeˆncia da soluc¸a˜o das equac¸o˜es de recorreˆncia
de primeira e segunda ordens encontradas no Capı´tulo 3 com os resultados de sequeˆncia apre-
sentados no Capı´tulo 2. Ainda, sera´ apresentado um me´todo, o qual e´ capaz de analisar a
soluc¸a˜o das equac¸o˜es de recorreˆncia na˜o lineares sem conhecer sua soluc¸a˜o.
4.1 EQUAC¸A˜O DE RECORREˆNCIA DE PRIMEIRA ORDEM COM COEFICIENTES CONS-
TANTES
Veja primeiramente, a ana´lise da soluc¸a˜o da equac¸a˜o de recorreˆncia de primeira ordem
com coeficientes constantes (21), encontrada no capı´tulo anterior:
xt = at−1x1+bat−1
t−1
∑
r=1
a−r, a 6= 0, (62)
com o auxı´lio dos resultados de sequeˆncia apresentados no Capı´tulo 2.
Se a = 1 em (62), a soluc¸a˜o xt e´ a sequeˆncia (xt) com termos dados por:
xt = x1+b
t−1
∑
r=1
1 = x1+b(t−1),
e sua estabilidade dependera´ do valor da constante b, ou seja:
• se b > 0, tem-se que a soluc¸a˜o xt e´ divergente, pois e´ uma sequeˆncia mono´tona crescente
e
lim
t→+∞xt = limt→+∞[x1+b(t−1)] = +∞.
• se b < 0, tem-se que a soluc¸a˜o xt e´ divergente, pois e´ uma sequeˆncia mono´tona decres-
cente e
lim
t→+∞xt = limt→+∞[x1+b(t−1)] =−∞.
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• se b = 0, tem-se que a soluc¸a˜o xt e´ convergente, pois e´ uma sequeˆncia constante e enta˜o
lim
t→+∞xt = limt→+∞[x1+b(t−1)] = x1.
A Figura 1 mostra a soluc¸a˜o da equac¸a˜o de recorreˆncia de primeira ordem com coeficientes
contantes nos treˆs casos citados acima.
(a) (b)
(c)
Figura 1: (a) Soluc¸a˜o de (21) com a = 1 e b > 0, (b) Soluc¸a˜o de (21) com a = 1 e b < 0, (c) Soluc¸a˜o de
(21) com a = 1 e b = 0.
Se a 6= 1, a soluc¸a˜o xt e´ a sequeˆncia (xt) com os termos dados por:
xt = at−1x1+bat−1
1−a1−t
a−1 (63)
= at−1x1+
b
a−1(a
t−1−1) (64)
= at−1
(
x1+
b
a−1
)
− b
a−1 , (65)
pois a−r e´ uma P.G. de raza˜o q = a−1 e, de (30), tem-se que sua soma e´ dada por
t−1
∑
r=1
a−r =
1−a1−t
a−1 . Portanto,
• Se a > 1 , a soluc¸a˜o xt diverge, pois
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1. Se x1 > −ba−1
lim
t→+∞xt = limt→+∞
[
at−1
(
x1+
b
a−1
)
− b
a−1
]
=+∞.
2. Se x1 < −ba−1 ,
lim
t→+∞xt = limt→+∞
[
at−1
(
x1+
b
a−1
)
− b
a−1
]
=−∞.
3. Se x1 =− ba−1 , enta˜o xt converge, pois:
lim
t→+∞xt = limt→+∞−
b
a−1 =−
b
a−1 .
• Se −1 < a < 1, enta˜o xt converge, pois:
lim
t→+∞xt = limt→+∞
[
at−1
(
x1+
b
a−1
)
− b
a−1
]
=− b
a−1 .
• Se a = −1, enta˜o xt diverge pelo Teorema 2.5, pois, dadas as subsequeˆncias (x2t) e
(x2t+1), tem-se que:
lim
t→+∞x2t = limt→+∞
[
(−1)2t−1
(
x1− b2
)
+
b
2
]
= lim
t→+∞(−x1+b) =−x1+b,
lim
t→+∞x2t+1 = limt→+∞
[
(−1)2t
(
x1− b2
)
+
b
2
]
= lim
t→+∞−x1 =−x1.
• Se a < −1, enta˜o xt diverge pelo Teorema 2.5, pois novamente as subsequeˆncias (x2t) e
(x2t+1) teˆm limites distintos. De fato se x1 >− ba−1 :
lim
t→+∞x2t = limt→+∞
[
a2t−1
(
x1+
b
a−1
)
− b
a−1
]
=−∞,
lim
t→+∞x2t+1 = limt→+∞
[
a2t
(
x1+
b
a−1
)
− b
a−1
]
=+∞,
se x1 <− ba−1 :
lim
t→+∞x2t = limt→+∞
[
a2t−1
(
x1+
b
a−1
)
− b
a−1
]
=+∞,
lim
t→+∞x2t+1 = limt→+∞
[
a2t
(
x1+
b
a−1
)
− b
a−1
]
=−∞.
As Figuras 2 e 3 mostram as soluc¸o˜es para os casos citados acima.
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(a) (b)
(c) (d)
Figura 2: (a) Soluc¸a˜o de (21) com x1 =− ba−1 e b = 36,8, (b) Soluc¸a˜o de (21) com a > 1 e x1 >− ba−1 e
b =−4,92, (c) Soluc¸a˜o de (21) com a > 1 e x1 <− ba−1 e b =−4,92, (d) Soluc¸a˜o de (21) com a =−1 e
b = 34.
(a) (b)
(c) (d)
Figura 3: (a) Soluc¸a˜o de (21) com 0 < a < 1 e b = −1, (b) Soluc¸a˜o de (21) com −1 < a < 0 e b = 0,
(c) Soluc¸a˜o de (21) com a < −1 e x1 > − ba−1 e b = 0, (d) Soluc¸a˜o de (21) com a < −1 e x1 < − ba−1 e
b = 0,63.
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4.2 EQUAC¸A˜O DE RECORREˆNCIA DE SEGUNDA ORDEM HOMOGEˆNEA COM CO-
EFICIENTES CONSTANTES
Agora sera˜o analisadas as soluc¸o˜es encontradas no Capı´tulo 3 para equac¸o˜es de re-
correˆncia linear de segunda ordem homogeˆneas com coeficientes constantes (49).
Considere que k1 e k2 sa˜o as raı´zes da equac¸a˜o caracterı´stica de (49). Enta˜o:
1. Se k1 e k2 sa˜o raı´zes reais distintas, a soluc¸a˜o geral da equac¸a˜o (49) e´
xt =C1kt1+C2k
t
2. (66)
Suponha que |k1| > |k2|, ou seja, k1 e´ a raı´z dominante (o caso em que |k1| < |k2| e´
ana´logo). Segundo Luı´s (2006) o comportamento do limite da soluc¸a˜o esta´ condicionado
a raiz dominante, pois
xt = kt1
[
C1+C2
(
k2
k1
)t]
. (67)
Como
∣∣∣k1k2 ∣∣∣ < 1, tem-se que limt→+∞
(
k1
k2
)t
= 0, e enta˜o lim
t→+∞xt = limt→+∞C1k
t
1. Portanto, a
soluc¸a˜o dependera´ das situac¸o˜es abaixo:
(a) (b)
(c)
Figura 4: (a) Soluc¸a˜o com termos dados por xt = C1kt1 +C2k
t
2 com |k1| > |k2| e C1 < 0, (b) Soluc¸a˜o
com termos dados por xt = C1kt1 +C2k
t
2 com |k1| > |k2| e C1 > 0, (c) Soluc¸a˜o com termos dados por
xt =C1kt1+C2k
t
2 com |k1|> |k2| e C1 = 0.
51
(a) Se k1 > 1, enta˜o xt e´ divergente quando C1 < 0 a C1 > 0 e xt e´ convergente se C1 = 0,
como pode ser visto na Figura 4, pois
lim
t→+∞xt = limt→+∞C1k
t
1 =

−∞, se C1 < 0
+∞, se C1 > 0
0, se C1 = 0.
(b) Se k1 = 1, a soluc¸a˜o xt converge, como pode ser visto na Figura 5(a), pois
lim
t→+∞xt = limt→+∞C1 =C1.
(c) Se 0≤ k1 < 1, enta˜o xt converge, como pode ser visto na Figura 5(b), pois
lim
t→+∞xt = limt→+∞C1K
t
1 = 0.
(a) (b)
Figura 5: (a) Soluc¸a˜o com termos dados por xt =C1kt1+C2k
t
2 com k = 1, (b) Soluc¸a˜o com termos dados
por xt =C1kt1+C2k
t
2 com 0≤ k1 < 1.
(d) Se −1≤ k1 < 0, a soluc¸a˜o xt converge, como pode ser visto na Figura 6(a), pois
lim
t→+∞xt = limt→+∞k
tC1 = 0.
(e) Se k1 = −1, a soluc¸a˜o xt diverge pelo Teorema 2.5, como pode ser visto na Fi-
gura 6(b), pois considerando as subsequeˆncias (x2t) e (x2t+1), tem-se limt→+∞x2t =C1
e lim
t→+∞x2t+1 =−C1.
(f) Se k1 <−1, a soluc¸a˜o xt diverge pelo Teorema 2.5, como pode ser visto na Figura 7,
pois dadas as subsequeˆncias (x2t) e (x2t+1), tem-se
lim
t→+∞x2t =
{
−∞, se C1 < 0
+∞, se C1 > 0
e lim
t→+∞x2t+1 =
{
+∞, se C1 < 0
−∞, se C1 > 0.
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(a) (b)
Figura 6: (a) Soluc¸a˜o com termos dados por xt =C1kt1+C2k
t
2 com |k1|> |k2| e−1≤ k1 < 0, (b) Soluc¸a˜o
com termos dados por xt =C1kt1+C2k
t
2 com |k1|> |k2| e k1 =−1.
(a) (b)
(c)
Figura 7: (a) Soluc¸a˜o com termos dados por xt = C1kt1 +C2k
t
2 com k < −1 e C1 < 0, (b) Soluc¸a˜o
com termos dados por xt = C1kt1 +C2k
t
2 com k < −1 e C1 > 0, (c) Soluc¸a˜o com termos dados por
xt =C1kt1+C2k
t
2 com k <−1 e C1 = 0.
2. Se k1 = k2 = k, a soluc¸a˜o geral tem termos dados por
xt = (C1+C2t)kt .
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(a) (b)
(c) (d)
(e) (f)
Figura 8: (a) Soluc¸a˜o com termos dados por xt = (C1 +C2t)kt com k > 1 e −C1 = C2 e C1 < 0, (b)
Soluc¸a˜o com termos dados por xt = (C1 +C2t)kt com k > 1 e −C1 = C2 e C1 > 0, (c) Soluc¸a˜o com
termos dados por xt = (C1 +C2t)kt com k > 1 e−C1 >C2 e C1 > 0, (d) Soluc¸a˜o com termos dados por
xt = (C1 +C2t)kt com k > 1 e−C1 >C2 e C1 < 0, (e) Soluc¸a˜o com termos dados por xt = (C1 +C2t)kt
com k > 1 e−C1 <C2 e C2 > 0, (f) Soluc¸a˜o com termos dados por xt = (C1+C2t)kt com k > 1 e−C1 <C2
e C2 < 0.
Neste caso:
(a) Para k > 1, tem-se que xt e´ divergente, como pode ser visto na Figura 8, pois
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• Se −C1 =C2, enta˜o (C1+C2t)kt =C1(1− t)kt . Assim,
lim
t→+∞(C1+C2t)k
t =
{
+∞, se C1 < 0
−∞, se C1 > 0.
• Se −C1 >C2, enta˜o
(C1+C2t)kt < C1(1− t)kt , ou
(C1+C2t)kt > −C1(t−1)kt .
Assim,
lim
t→+∞(C1+C2t)k
t =
{
−∞, se C1 > 0
+∞, se C1 < 0.
• Se −C1 <C2, enta˜o
(C1+C2t)kt < C2(t−1)kt , ou
(C1+C2t)kt > −C2(1− t)kt .
Assim,
lim
t→+∞(C1+C2t)k
t =
{
+∞, se C2 > 0
−∞, se C2 < 0.
(a) (b)
Figura 9: (a) Soluc¸a˜o com termos dados por xt = (C1 +C2t)kt com k < 1 e −C1 > C2 e C1 > 0, (b)
Soluc¸a˜o com termos dados por xt = (C1+C2t)kt com k < 1 e −C1 <C2 e C2 > 0.
(b) Para k < −1, tem-se que xt e´ divergente pelo Teorema 2.5, como pode ser visto na
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Figura 9, pois dadas as subsequeˆncias (x2t) e (x2t+1), tem-se
lim
t→+∞x2t =
{
−∞, se −C1 >C2 e C1 > 0
+∞, se −C1 <C2 e C2 > 0
e
lim
t→+∞x2t+1 =
{
+∞, se −C1 >C2 e C1 > 0
−∞, se −C1 <C2 e C2 > 0.
(c) Para k = 1, a soluc¸a˜o xt e´ divergente, como pode ser visto na Figura 10(a) e 10(b),
pois
lim
t→+∞(C1+C2t)1
t = lim
t→+∞(C1+C2t) =
{
+∞, se C2 > 0
−∞, se C2 < 0.
(d) Para −1 < k < 1, a soluc¸a˜o xt e´ convergente, como pode ser visto na Figura 10(c),
pois
lim
t→+∞xt = limt→+∞(C1+C2t)k
t = 0.
(a) (b)
(c)
Figura 10: (a) Soluc¸a˜o com termos dados por xt = (C1 +C2t)kt com k = 1 e C2 > 0, (b) Soluc¸a˜o
com termos dados por xt = (C1 +C2t)kt com k = 1 e C2 < 0, (c) Soluc¸a˜o com termos dados por xt =
(C1+C2t)kt com −1 < k < 1.
(e) Se k=−1, a soluc¸a˜o xt diverge pelo Teorema 2.5, como pode ser visto na Figura 11,
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pois dadas as subsequeˆncias (x2t) e (x2t+1), tem-se
lim
t→+∞x2t =
{
−∞, se C2 < 0
+∞, se C2 > 0
e
lim
t→+∞x2t+1 =
{
+∞, se C2 < 0
−∞, se C2 > 0.
(a) (b)
Figura 11: (a) Soluc¸a˜o com termos dados por xt = (C1+C2t)kt com k =−1 e C2 > 0, (b) Soluc¸a˜o com
termos dados por xt = (C1+C2t)kt com k = 1 e C2 < 0.
3. Se k1 e k2 sa˜o um par de raı´zes conjugadas da forma a± ib, a soluc¸a˜o da equac¸a˜o e´
xt = ρ t [C1 cos(tθ)+ iC2 sin(tθ)], onde ρ =
√
a2+b2 e ω = tan−1(C2C1 ), ou seja, cosω =
C1√
C21+C
2
2
e sinω = C2√
C21+C
2
2
, tem-se que
xt = ρn
√
C21 +C
2
2 [cos(ω)cos(tθ)+ sin(ω)sin(tθ)]
= Cρ t cos(tθ −ω). (68)
Neste caso, tem-se as seguintes situac¸o˜es:
(a) ρ > 1, as raı´zes k1 e k1 = k2 esta˜o no exterior do cı´rculo unita´rio, S1 = {z ∈C; |z|=
1}, enta˜o os termos da soluc¸a˜o xt oscila aumentando de magnitude.
(b) ρ = 1, as raı´zes k1 e k1 = k2 esta˜o sobre o cı´rculo unita´rio, enta˜o xt oscila de forma
constante mantendo a magnitude.
(c) ρ < 1, as raı´zes k1 e k1 = k2 esta˜o no interior do cı´rculo unita´rio, sendo que xt oscila
e converge para zero.
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Figura 12: Soluc¸a˜o com termos dados por xt =Cρ t cos(tθ −ω) com ρ > 1
Figura 13: Soluc¸a˜o com termos dados por xt =Cρ t cos(tθ −ω) com ρ = 1
Figura 14: Soluc¸a˜o com termos dados por xt =Cρ t cos(tθ −ω) com ρ < 1
Observac¸a˜o 4.1. No estudo da convergeˆncia da soluc¸a˜o da equac¸a˜o (49) na˜o foi consi-
derada a dependeˆncia de condic¸o˜es iniciais. As soluc¸o˜es particulares podem ter compor-
tamentos diferentes, dependendo das condic¸o˜es impostas.
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Na pro´xima sec¸a˜o sera´ apresentada a te´cnica do ponto de equilı´brio para analisar a
equac¸a˜o de recorreˆncia na˜o linear de primeira ordem homogeˆnea.
4.3 EQUAC¸A˜O DE RECORREˆNCIA NA˜O LINEAR E ESTABILIDADE
Na maioria dos casos, na˜o e´ possı´vel encontrar a soluc¸a˜o da equac¸a˜o de recorreˆncia
na˜o linear homogeˆnea de primeira ordem:
xt+1 = f (xt). (69)
Assim, seu comportamento e´ analisado atrave´s de seu ponto de equilı´brio, o qual e´ definido
abaixo como em Elaydi (2005).
Definic¸a˜o 4.2. Um ponto x∗ no domı´nio de f e´ dito Ponto de Equilı´brio de (69) se e´ ponto fixo
de f , ou seja, f (x∗) = x∗.
Pode-se notar que o ponto de equilı´brio x∗ e´ uma soluc¸a˜o constante de (69) se o dado
inicial e´ esse ponto, pois se xt0 = x
∗, xt0+1 = f (x
∗) = x∗ e xt0+2 = f (xt0+1) = f (x
∗) = x∗ e assim
por diante. Graficamente, um ponto de equilı´brio e´ a x-coordenada do ponto onde o gra´fico de
f intercepta a equac¸a˜o y = x. Considerando xt0 um valor inicial, temos as seguintes definic¸o˜es:
Definic¸a˜o 4.3. Um ponto de equilı´brio x∗ e´ esta´vel se para todo ε > 0, existe δε > 0 tal que
|xt0− x∗|< δε ⇒ |xt− x∗|< ε para todo t > t0. (70)
Se x∗ na˜o e´ esta´vel, e´ chamado de insta´vel.
Definic¸a˜o 4.4. Um ponto de equilı´brio x∗ e´ chamado atrator se existe η > 0, tal que
|xt0− x∗|< η ⇒ limt→∞xt = x
∗. (71)
Ainda, o ponto x∗ e´ dito assintoticamente esta´vel se e´ esta´vel e atrator. Se η =∞, x∗ e´ chamado
globalmente assintoticamente esta´vel.
Segundo Bassanezi (2006), outra maneira de determinar os pontos de equilı´brios de
uma equac¸a˜o na˜o linear e´ atrave´s dos gra´ficos de Lamerey, a qual consiste em um sistema
cartesiano, onde o eixo das abcissas sa˜o os valores de xt e o eixo das ordenadas xt+1, enta˜o,
dada a equac¸a˜o xt+1 = f (xt) toma-se um valor inicial xt0 no eixo das abcissas, trac¸a-se uma linha
vertical a partir de xt0 ate´ se encontar o gra´fico de f e leˆ-se esse valor no eixo das ordenadas.
Marca-se o valor de f (xt0) encontrado no eixo das abcissas, xt0+1 = f (xt0), para o qual se
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determina novamente o valor de f , e assim sucessivamente. Graficamente este ciclo pode ser
feito trac¸ando uma linha horizontal desde o ponto do gra´fico (xt0, f (xt0)) ate´ a func¸a˜o identidade
f (x) = x (a bissetriz do primeiro quadrante), e daı´ novamente uma linha vertical ate´ ao gra´fico
de f . Continuando este processo pode-se determinar a o´rbita xt0, f (xt0), f
2(xt0), ..., f
t(xt0), ....
Os pontos de equilı´brios sa˜o dados pela intersecc¸a˜o do gra´fico de f com a bisse-
triz xt+1 = xt . Este e´ um processo ana´logo ao me´todo de Ford-Walford, diferenciando ape-
nas, por apresentar segmentos de retas que ligam os pontos P0 = (xt0 ,xt0), P1 = (xt0,xt0+1),
P2(xt0+1,xt0+1), P3 = (xt0+1,xt0+2) ..., ou seja, os segmentos PiPi+1, mostrando o caminho dos
termos aos termos seguintes da equac¸a˜o de recorreˆncia, sendo que no me´todo Ford-Walford
esses segmentos na˜o existem.
Figura 15: Ponto fixo x∗ = xt+1 = f (xt+1)
Observe na Figura 15 que 0 e x∗sa˜o pontos fixos de f . Atrave´s destes pontos estuda-se
o comportamento dos termos da equac¸a˜o de recorreˆncia na˜o linear. Dada a condic¸a˜o inicial xt0 ,
a sequeˆncia de valores obtida atrave´s da equac¸a˜o afasta-se do ponto 0 e se aproxima do ponto
x∗, logo diz-se que 0 e´ um ponto de equilı´brio insta´vel e x∗ e´ assintoticamente esta´vel.
A estabilidade de um ponto de equilı´brio x∗ pode ser analisada atrave´s do valor:
λ =
[
d f (xt)
dxt
]
xt=x∗
, (72)
em que λ e´ o coeficiente angular da reta tangente a` curva f (xt) no ponto x∗.
As demonstrac¸o˜es dos pro´ximos resultados podem ser encontradas em Elaydi (2005).
1. Se 0 < |λ |< 1, x∗ e´ assintoticamente esta´vel, logo xt −→ x∗.
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As Figuras 16 e 18 mostram x∗ quando 0 < λ < 1 e −1 < λ < 0, respectivamente. As
Figuras 17 e 19 mostram o comportamento dos valores xt encontrados nos gra´ficos de
Lamerey nos dois casos citados acima.
Figura 16: Comportamento de (xt) quando 0 < λ < 1 e xt0 = 0.09
Figura 17: Comportamento de (xt) quando 0 < λ < 1 com xt0 = 0,09 e x∗ = 0,33
Figura 18: Comportamento de (xt) quando −1 < λ < 0 e xt0 = 0.04
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Figura 19: Comportamento de (xt) quando −1 < λ < 0 com xt0 = 0,04 e x∗ = 0,55
2. Se |λ | > 1, o ponto de equilı´brio x∗ e´ insta´vel. As Figuras 20 e 21 mostram o ponto de
equilı´brio quando |λ |> 1 e o comportamento de (xt), respectivamente.
Figura 20: Comportamento de (xt) quando λ > 1 e xt0 = 1,61
Figura 21: Comportamento de (xt) quando λ > 1 com x0 = 1,61 e x∗ = 1,67
3. Se |λ | = 1, o ponto de equilı´brio x∗ e´ esta´vel. Neste caso, a sequeˆncia (xt), a partir de
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algum t, oscila em torno do ponto x∗ (Figura 22).
Figura 22: Comportamento de (xt) quando λ =−1 e xt0 = 0,16
Figura 23: Comportamento de (xt) quando λ =−1 com xt0 = 0,16 e x∗ = 0,67
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5 PROPOSTA DE ATIVIDADE EM SALA DE AULA
Com a tendeˆncia de aumento do desemprego no Brasil, a Associac¸a˜o Nacional dos
Biroˆs de Cre´dito (ANBC) preveˆ que os ı´ndices de inadimpleˆncia ira˜o se recuperar somente
a partir de 2018 (CONTEU´DO, 2016). Ale´m disto, segundo estudos da Experian (2015) e a
Classificac¸a˜o Mosaic Brasil, 16,8% da populac¸a˜o brasileira sa˜o de jovens adultos da periferia e
estes representam 23% dos inadimplentes do Brasil.
Um outro problema enfrentado pela populac¸a˜o brasileira, principalmente na regia˜o Su-
deste do paı´s, e´ a falta de a´gua, a qual tambe´m prejudica o abastecimento de energia ele´trica
nas resideˆncias, pois sua gerac¸a˜o no Brasil vem principalmente das usinas hidrele´tricas (TEC-
NOGERA, 2015). Com a diminuic¸a˜o das chuvas e a falta de investimento para aumentar as
capacidades dos reservato´rios, a gerac¸a˜o de energia se torna insuficiente, causando desconfor-
tos, como por exemplo, apago˜es constantes e racionamento de energia para a populac¸a˜o que
esta´ acostumada com tal comodidade.
Devido aos fatos apresentados, neste trabalho foi proposta e aplicada uma atividade em
sala de aula para os alunos do 3º ano do ensino me´dio da Escola Estadual Recanto dos Pa´ssaros,
localizada em Ourinhos-SP, a qual explorou a teoria de equac¸a˜o de recorreˆncia e a economia
dome´stica para trac¸ar um planejamento familiar que pode auxiliar o aluno no alcance de seus
objetivos financeiros, como, por exemplo, compra de objetos, viagens ou ate´ mesmo quitac¸a˜o de
dı´vidas. Ainda, foi utilizado o software GeoGebra para fazer previso˜es do orc¸amento familiar
com paraˆmetros diferentes daqueles encontrados pelos alunos.
5.1 ETAPAS DA PROPOSTA
A proposta de atividade foi realizada em 9 etapas, as quais esta˜o descritas nas subsec¸o˜es
seguintes.
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5.1.1 PRIMEIRA ETAPA
Neste momento foi feita uma discussa˜o em sala de aula sobre a importaˆncia de um
planejamento familiar para organizac¸a˜o do orc¸amento da famı´lia. Tambe´m foi planejado para
que assistissem e lessem os seguintes vı´deos e reportagens:
• ANIMAC¸A˜O - HOMEM CONSUMISTA
link: https://www.youtube.com/watch?v=5XqfNmML_V4
• A HISTO´RIA DAS COISAS COMPLETO DUBLADO EM PORTUGUES (capitalismo,
consumismo e meio ambiente)
link: https://www.youtube.com/watch?v=Q3YqeDSfdfk
• Os impactos do consumismo no mundo atual - #68
link: https://www.youtube.com/watch?v=_3Pr98elSU8
• Economia Sem Fronteiras - O Orc¸amento Familiar
link: https://www.youtube.com/watch?v=EM4nUhUDhAE
• Como organizar o orc¸amento dome´stico em quatro passos (REPORTAGEM)
link: https://economia.uol.com.br/financas-pessoais/noticias/
redacao/2015/06/09/como-organizar-o-orcamento-domestico-em\
newline-quatro-passos.htm
Entretanto, como a escola na˜o possuı´a estrutura, foi efetuada uma visita a UTFPR-CP na nona
etapa da aplicac¸a˜o com os alunos para que pudessem utilizar o software GeoGebra, assistissem
e lessem os vı´deos e reportagens propostos.
5.1.2 SEGUNDA ETAPA
Nesta etapa, o aluno foi estimulado a pensar em sua meta financeira, pois ao final do
projeto ele deveria responder em quantos meses alcanc¸aria seu objetivo com o planejamento
financeiro. Para isso, foram apresentadas as equac¸o˜es de recorreˆncia que descrevem a P.A.
e a P.G., e para encontrar suas soluc¸o˜es foram feitas as iterac¸o˜es. Ale´m disto, foi mostrado
com outros exemplos que as soluc¸o˜es das equac¸o˜es de recorreˆncia lineares homogeˆneas de
primeira ordem com coeficientes constantes possuem a mesma estrutura, assim como as na˜o-
homogeˆneas.
Depois disto, foram apresentadas as equac¸o˜es de recorreˆncia que descrevem o orc¸amento
familiar e para apresentar a soluc¸a˜o (45) foi feito um comparativo com a soluc¸a˜o da P.G., que
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tambe´m e´ uma equac¸a˜o de recorreˆncia linear na˜o-homogeˆnea de primeira ordem com coefici-
entes constantes e, portanto, tera´ a mesma estrutura em sua soluc¸a˜o.
5.1.3 TERCEIRA ETAPA
Foi entregue aos alunos o quadro do Anexo A, para que preenchessem junto aos mora-
dores de sua resideˆncia. Nesta etapa o aluno passou a compreender a situac¸a˜o financeira de sua
famı´lia.
5.1.4 QUARTA ETAPA
A partir do quadro entregue na etapa anterior preenchida (veja Figura 24), o aluno poˆde
calcular qual a porcentagem do sala´rio total de sua famı´lia e´ utilizado da seguinte forma, por
exemplo:
R$ % 1800x = 100.(1710)
1800 −→ 100 1800x = 171000
1710 −→ x x = 1710001800
x = 95%.
Figura 24: Quadro do Aluno
Nesta etapa na˜o houve grandes dificuldades por parte dos alunos. Desta forma pode-se
encontrar o coeficiente β = 0.95. Em seguida, calculou-se a quantidade de meses necessa´rios
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Figura 25: Alunos calculando o valor de beta
para alcanc¸ar seu objetivo, da seguinte forma:
Primeiramente, considerando o caso do aluno na˜o investir na poupanc¸a, ou seja, α = 0,
pn = (1−β )r0n
1600 = (1−0,95)1800n
1600 = (0,05)1800n
1600 = 90n
1600
90
= n
n ∼= 17,77.
Agora, fazendo o ca´lculo para o investimento na poupanc¸a, ou seja, α = 0,0066, e considerando
pn = 1600, r0 = 1800 e p0 = 50, em (45):
1600 = [(1−0,95)0,0066+1]n50+(1−0,95)18001− [(1−0,95)0,0066+1]
n
1− [(1−0,95)0,0066+1]
= [(0,05)0,0066+1]n50+(0,05)1800
1− [(0,05)0,0066+1]n
1− [(0,05)0,0066+1]
= (1,00033)n50+90
1− (1,00033)n
1− (1,00033)
= (1,00033)n50+90
1− (1,00033)n
−0,00033)
= (1,00033)n50−272727,27[1− (1,00033)n]
= (1,00033)n50−272727,27+272727,27(1,00023)n.
Nesta etapa, foi explicado aos alunos como resolver a equac¸a˜o acima, com o uso do logaritmo
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e suas propriedades, pois tiveram grandes dificuldades nestes ca´lculos:
1600+272727,27 = (1,00033)n(50+272727,27)
274327,27 = (1,00033)n(272777,27)
274327,27
272777,27
= (1,00033)n
1,0056822916 = (1,00033)n
log1,0056822916 = log(1,00033)n
0,002460803 = n(0,0001432935)
0,002460803
0,0001432935
= n.
E assim foi encontrado o valor
n = 17,1731655658.
Que representa 18 dias a menos que o caso sem investimento. Nesta etapa, os alunos
acharam a reduc¸a˜o dos dias muito pequena e questionaram se na˜o haveria como diminuir ainda
mais.
Figura 26: Alunos calculando o tempo para obter o valor desejado
Foi enta˜o, apresentado aos alunos outro tipo de investimento: o Banco Sofisa S.A., que
e´ o primeiro banco online do Brasil e parte de uma instituic¸a˜o com 55 anos de histo´ria, sendo
um dos mais capitalizados e com melhor avaliac¸a˜o no Brasil (DIRETO, 2017).
Apo´s esta apresentac¸a˜o, foi feito o ca´lculo para um investimento no bando Sofisa Di-
reto, com rentabilidade dia´ria durante o prazo de 7 meses, onde α = 0,0093. Substituindo em
(45) e considerando ainda pn = 1600, r0 = 1800 e p0 = 50, calculou-se o tempo n de meses
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para este investimento:
1600 = [(1−0,95)0,0093+1]n50+(1−0,95)18001− [(1−0,95)0,0093+1]
n
1− [(1−0,95)0,0093+1]
= [(0,05)0,0093+1]n50+(0,05)1800
1− [(0,05)0,0093+1]n
1− [(0,05)0,0093+1]
= (1,000465)n50+90
1− (1,000465)n
1− (1,000465)
= (1,000465)n50+90
1− (1,000465)n
−0,000465)
= (1,000465)n50−193548,39[1− (1,000465)n]
= (1,000465)n50−193548,39+193548,39(1,000465)n.
Enta˜o,
1600+193548,39 = (1,000465)n(50+193548,39)
195148,39 = (1,000465)n(193598,39)
195148,39
193598,39
= (1,000465)n
1,0080062649 = (1,000465)n
log1,0080062649 = log(1,000465)n
0,0034632313 = n(0,0002018999)
0,0034632313
0,0002018999
= n.
Portanto,
n = 17,1532095855. (73)
Diminuindo um pouco mais o tempo que levaria para juntar o valor desejado, ou seja, entre na˜o
investir, investir na poupanc¸a ou investir no Banco Sofisa a melhor opc¸a˜o e´ investir no Banco
Sofisa, pois foi o investimento que trouxe mais rentabilidade e menor tempo.
Ao final desta etapa, o aluno percebeu a importaˆncia de escolher um bom investimento,
pois com uma boa escolha de investimento pode-se diminuir ainda mais o tempo para alcanc¸ar
seu objetivo financeiro. Mas, que apenas investir na˜o seria suficiente para ter uma diminuic¸a˜o
de tempo significativa. Enta˜o, foi proposto uma de economia de energia ele´trica como estrate´gia
para a diminuic¸a˜o do tempo.
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5.1.5 QUINTA ETAPA
Foi entregue ao aluno o quadro do Anexo B, para que ele preenchesse junto a sua
famı´lia a primeira, a segunda, a terceira e a sexta colunas. O aluno destacou os aparelhos
eletroˆnicos que poderiam ter seu consumo de energia ele´trica reduzidos, por exemplo, a chu-
veiro ele´trico. Se a famı´lia e´ composta por treˆs pessoas e se cada pessoa reduzir 5 minutos no
seu banho dia´rio, enta˜o sera´ economizado 15 minutos ao dia e no meˆs (15min·30dias) 450min
minutos do consumo de energia desse aparelho, o que resultara´ em uma economia em reais na
conta mensal de sua resideˆncia.
Na pro´xima etapa com o quadro preenchido, foram discutidas estrate´gias para a reduc¸a˜o
de β .
5.1.6 SEXTA ETAPA
Foi apresentado aos alunos o me´todo usado pela Companhia de Energia CPFL (veja
Figura 27) para o ca´lculo do gasto em reais por KWh (Quilowatt-hora) gasto de energia ele´trica.
Considere V(q) o valor por q em KWh gasto de energia ele´trica, TUSD a constante
que representa o valor da Tarifa de Uso do Sistema de Distribuic¸a˜o e A a constante que re-
presenta o valor do KWh utilizado conforme a bandeira vigente, no caso a bandeira Amarela,
tem-se:
V(q) = (TUSD+A)q = (0,25423+0,2821)q = 0,53633q,
onde os valores atribuı´dos sa˜o os prec¸os do uso do TUSD e da Bandeira Amarela encontrados
na Figura 27. Na˜o foi acrescentado R$1,50 a` conta a cada 100KWh como se orienta quando a
bandeira e´ Amarela, pois tem-se interesse apenas no gasto de energia ele´trica. O ca´lculo para
as Bandeiras Verde e Vermelha sa˜o feitos de forma ana´loga.
Quando a renda da famı´lia e´ considerada baixa, o ca´lculo de V(q) na Bandeira Amarela
e´ da seguinte forma:
Se 0≤ q≤ 30, enta˜o:
V(q) = (TUSD+A)q = (0.08567+0,09874)q = (0,18441)q.
Se 30 < q≤ 100, enta˜o:
V(q) = (TUSD+A)q = (0,14687+0,16926)q = (0,31613)q.
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Figura 27: Taxas e tarifas da CPFL
Fonte: http://servicosonline.cpfl.com.br/servicosonline/taxasetarifas/taxasetarifas.aspx
Se 100 < q≤ 220, enta˜o:
V(q) = (TUSD+A)q = (0,22030+025389)q = (0,47419)q.
Se q > 220, enta˜o:
V(q) = (TUSD+A)q = (0,24478+0,28210)q = (0,52688)q.
Assim, a func¸a˜o que representa o ca´lculo de V(q) para as Famı´lias de Baixa Renda e´
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dada por:
V(q) =

0,18441q, se 0≤ q≤ 30
0,31613q, se 30 < q≤ 100
0,47419q, se 100 < q≤ 220
0,52688q, se 220 < q.
(74)
Ao final dessa explicac¸a˜o, o aluno calculou o valor a ser pago pelo consumo de energia
ele´trica de sua famı´lia. Foi dado de exemplo a eles uma famı´lia que esteja cadastrada nas
famı´lias de baixa renda, e seu consumo e´ de 301,225KWh pagara´ em reais:
V (301,225) = 0,52688(301,225) = 158,71.
5.1.7 SE´TIMA ETAPA
Com o conteu´do apresentado na Primeira Etapa e com o auxı´lio do professor, o aluno
completou o quadro do Anexo B (veja quadro do aluno na Figura 28), e enta˜o verificou-se que,
com uma certa economia de energia ele´trica era capaz de reduzir o valor de β .
Figura 28: Quadro de consumo de energia do aluno
Para preencher o quadro do Anexo B, o aluno procedeu da seguinte maneira: para obter
os valores da quarta coluna multiplicou os valores da segunda coluna pelos valores encontrados
na terceira. A quinta coluna foi obtida convertendo os valores da quarta coluna de minutos para
horas. Os valores da se´tima coluna foram obtidos multiplicando os valores da quinta coluna
com os da sexta. E por fim, a oitava coluna foi obtida dividindo os valores da se´tima coluna por
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mil. Nesta etapa, tambe´m na˜o houve grandes dificuldades com os ca´lculos por parte dos alunos.
Figura 29: Prenchimento do quadro de consumo de energia ele´trica
5.1.8 OITAVA ETAPA
Nesta etapa, foi apresentado a relac¸a˜o entre a economia de energia ele´trica e o valor
de β . Observando o quadro do Anexo B, o aluno poˆde notar quais aparelhos consumiam mais
energia ele´trica, a partir disto, elaborou-se uma estrate´gia de economia, ou seja, cada aluno
propoˆs economizar o tempo de uso de alguns aparelhos. Para isto, foi preenchido um quadro
igual a do Anexo B, mas com o intuito de calcular o total de KWh economizados (veja quadro
do aluno na Figura 30).
Figura 30: Prenchimento do quadro de consumo de energia ele´trica
Relembrando junto aos alunos, o exemplo apresentado no final da sexta etapa, o qual
mostrou que uma famı´lia de baixa renda que consome 301,225KWh pagara´ o seguinte valor em
reais:
V(301,225) = 158,71. (75)
Em seguida, foi calculado o valor a ser pago pela mesma famı´lia, caso ela economize 68,948KWh,
ou seja:
V(238,277) = 0,52688(238,277) = 125,54, (76)
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pois, 301,225− 68,948 = 238,277. Logo, de (75) e (76), foi concluido que a famı´lia ira´ eco-
nomizar R$33,17. Desta forma, o aluno poˆde calcular um novo valor de beta (βnovo):
R$ % 1800x = 100.(1676,83)
1800 −→ 100 1800x = 167683
1710−33,17 x = 1676831800
1676,83 −→ x x ∼= 93,15722%,
ou seja βnovo = 0,9315722. Foi ainda utilizado o GeoGebra para simular outras relac¸o˜es en-
tre KWh economizados e o valor do βnovo. Com isso, o aluno percebeu que quanto maior a
economia em KWh, menor sera´ o valor de beta. As Figuras 31 e 32 mostram o valor de βnovo
considerando uma economia de 40KWh e 60KWh, respectivamente.
Figura 31: Encontrando βnovo = 0,93829 com economia de 40KWh.
Figura 32: Encontrando βnovo = 0,93244 com economia de 60KWh.
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Tendo o conhecimento do βnovo, na pro´xima etapa foi feita a simulac¸a˜o de quanto
tempo sera´ necessa´rio para o aluno atingir seu objetivo financeiro.
5.1.9 NONA ETAPA
Nesta etapa na˜o foram feitos ca´lculos, apenas as simulac¸o˜es no software GeoGebra
no laborato´rio da UTFPR-CP, considerando alguns valores diferentes para α , p0 e r0, com a
finalidade de encontrar o nu´mero de meses n necessa´rios para obter a quantidade de dinheiro
desejada pelo aluno.
As Figuras 33, 34, 35 e 36 permitem que o aluno identifique o valor de n para diferentes
paraˆmetros da equac¸a˜o (45).
Figura 33: Soluc¸a˜o de (45) com β = 0,95 e p0 = 0
Figura 34: Soluc¸a˜o de (45) com β = 0,95 e p0 = 50
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Figura 35: Soluc¸a˜o de (45) com β = 0,95, p0 = 20 e r0 = 2000
Figura 36: Soluc¸a˜o de (45) com β = 0,92, p0 = 20 e r0 = 2000
Como foi possı´vel observar, conforme diminui-se o valor de β o tempo para atingir
objetivo financeiro tambe´m diminui. Veja a simulac¸a˜o do exemplo da oitava etapa, onde havia-
se descoberto um βnovo = 0,9315722 na 37.
Figura 37: Soluc¸a˜o de (45) com βnovo = 0,9315722, p0 = 50 e 62,948KWh economizados
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Logo, sera˜o necessa´rios aproximadamente 12,5 meses para se obter R$1600,00, que
sa˜o aproximadamente 5 meses a menos, comparado aos 17,77 meses com o βantigo = 0,95 sem
investimento.
Portanto, o aluno percebeu que e´ possı´vel com uma economia simples de energia
ele´trica, diminuir beta e enta˜o alcanc¸ar seu objetivo antes do esperado. Ale´m disto, e´ possı´vel
que o aluno fac¸a outras economias para diminuir ainda mais o seu beta, percebendo assim que
quanto mais poupar, menos tempo levara´ para alcanc¸ar seu objetivo.
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6 CONCLUSA˜O
Neste trabalho o aluno poˆde perceber que a matema´tica pode ser aplicada em proble-
mas do seu dia-a-dia e ainda teve oportunidade de adquirir interesse pela economia dome´stica
e perceber que mesmo na˜o possuindo renda alguma e´ possı´vel junto com seus familiares, de-
senvolver uma estrate´gia de economia para realizar seus desejos. Ainda, foi sempre tratado
nas aulas que economizar energia ele´trica no banho tambe´m resulta na economia de a´gua,
fato que contribui para poupar o orc¸amento familiar. Ale´m disto, por meio desta experieˆncia
os alunos puderam rever os conteu´dos sobre sequeˆncias, P.A., P.G., logaritmo e propriedades
aritme´ticas que foram abordados nas se´ries anteriores do Ensino Me´dio por meio das equac¸o˜es
de recorreˆncia. Assim, despertou-se um novo olhar sobre estes assuntos, fazendo com que o
aluno compreenda que muitos conteu´dos podem ser abordados de diferentes maneiras.
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ANEXO A -- ORC¸AMENTO FAMILIAR
Quadro A.1: Orc¸amento familiar
Saı´das (R$) Entradas (R$)
Sau´de Sala´rio fixo
Escola Outros
Internet
A´gua
Casa
Luz
Carta˜o
Animais
Carro
Outros
Total Total
81
ANEXO B -- CONSUMO DE ENERGIA ELE´TRICA POR FAMI´LIA
Quadro B.1: Consumo de energia ele´trica por famı´lia
1º 2º 3º 4º 5º 6º 7º 8º
Aparelho
eletroˆnico
tempo
de uso
(dia)
dias de
uso no
meˆs
tempo
de uso
no meˆs
tempo
de uso
no meˆs
em
horas
poteˆncia
do apa-
relho
(W)
gasto
(Wh)
gasto
(KWh)
computador
chuveiro
chapinha
secador
ferro
TOTAL
