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Abstract
We establish empirical quantile process CLTs based on n inde-
pendent copies of a stochastic process {Xt : t ∈ E} that are uni-
form in t ∈ E and quantile levels α ∈ I, where I is a closed sub-
interval of (0, 1). Typically E = [0, T ], or a finite product of such
intervals. Also included are CLT’s for the empirical process based on
{IXt≤y − Pr(Xt ≤ y) : t ∈ E, y ∈ R} that are uniform in t ∈ E, y ∈ R.
The process {Xt : t ∈ E} may be chosen from a broad collection of
Gaussian processes, compound Poisson processes, stationary indepen-
dent increment stable processes, and martingales.
1 Introduction
Let X = {X(t) : t ∈ E} be a stochastic process with P (X(·) ∈ D(E)) =
1, where E is a set and D(E) is a collection of real valued functions on
E. Also, let C = {Cs,x : s ∈ E, x ∈ R}, where Cs,x = {z ∈ D(E) : z(s) ≤
x}, s ∈ E, x ∈ R. If {Xj}∞j=1 are i.i.d. copies of the stochastic process X and
F (t, x) := P (X(t) ≤ x) = P (X(·) ∈ Ct,x), then the empirical distributions
built on C (or built on the process X) are defined by
Fn(t, x) =
1
n
n∑
i=1
I(−∞,x](Xi(t)) =
1
n
n∑
i=1
I{Xi∈Ct,x}, Ct,x ∈ C,
and we say X is the input process.
The empirical processes indexed by C (or just E×R) and built from the
process, X, are given by
νn(t, x) :=
√
n
(
Fn(t, x)− F (t, x)
)
.
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In [KKZ10] we studied the central limit theorem in this setting, that is,
we found sufficient conditions for a pair (C, P ), where P is the law of X on
D(E), ensuring that the sequence of empirical processes {νn(t, x) : (t, x) ∈
E×R}, n ≥ 1, converge to a centered Gaussian process, G = {Gt,x : (t, x) ∈
E × R} with covariance
E(G(s, x)G(t, y)) = E([I(Xs ≤ x)− P (Xs ≤ x)][I(Xt ≤ y)− P (Xt ≤ y)])
This requires that the law of G on ℓ∞(E × R) (with the usual sup-norm)
be Radon, or equivalently, (see Example 1.5.10 in [vdVW96]), that G has
sample paths which are bounded and uniformly continuous on E × R with
respect to the psuedo-metric
d((s, x), (t, y)) = E([I(Xs ≤ x)− I(Xt ≤ y)− (P (Xs ≤ x)−P (Xt ≤ y))]2)
1
2 .
(1)
It also requires that for every bounded, continuous F : ℓ∞(E × R) −→ R,
lim
n→∞E
∗F (νn) = EF (G),
where E∗ denotes the upper expectation (see, e.g., p. 94 in [Dud99]).
The quantiles and empirical quantiles are defined as the left-continuous
inverses of F (t, x) and Fn(t, x) in the variable x, respectively:
τα(t) = F
−1(t, α) = inf{x : F (t, x) ≥ α} (2)
and
τnα (t) = F
−1
n (t, α) = inf{x : Fn(t, x) ≥ α}. (3)
The empirical quantile processes are defined as
√
n
(
F−1n (t, α) − F−1(t, α)
)
,
and we also use the more compact notation
√
n
(
τnα (t)− τα(t)
)
,
for these processes. Since we are seeking limit theorems with non-degenerate
Gaussian limits, it is appropriate to mention that for α ∈ (0, 1) and t fixed,
that is, for a one-dimensional situation, a necessary condition for the weak
convergence of √
n
(
τnα (t)− τα(t)
)
=⇒ ξ, (4)
where ξ has a strictly increasing, continuous distribution, is that the dis-
tribution function F (t, ·) be differentiable at τα(t) and F ′(t, τα(t)) > 0.
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Hence F (t, ·) is strictly increasing near τα(t) as a function of x, and if we
keep t fixed, but ask that (4) holds for all α ∈ (0, 1), then F (t, x) will
be differentiable, with strictly positive derivative F ′(t, x) on the the set
Jt = {x : 0 < F (t, x) < 1}. Moreover, by Theorem 8.21, p 168, of [Rud66],
if F ′(t, x) is locally in L1 with respect to Lebesgue measure on Jt, then
F ′(t, x) is the density of F (t, ·) and it is strictly positive on Jt. For many
of the base processes we study here, Jt = R for all t ∈ E, but should that
not be the case, it can always be arranged by adding an independent ran-
dom variable Z with strictly positive density to our base process in order to
have a suitable input process. In p articular, the reader should consider a
base process as one which, after possibly some modification, will be a suit-
able input process. At first glance perhaps this may seem like a convenient
shortcut, but we know from [KKZ10] that when E = [0, T ] and the base
process is a fractional Brownian motion starting at zero when t = 0, then
the empirical CLT over C fails, but by adding Z as indicated above it will
hold. In these cases adding Z is just starting the process with Z. Hence a
typical assumption throughout sections 2, 3, and 4 will be that the distribu-
tions F (t, ·) are continuous and strictly increasing on R, but in section 5 we
show how to remove this assumption for fractional Brownian motions and
symmetric stable processes with stationary independent increments when
E = [0, T ], and the processes start at zero at t = 0.
In section 2 we extend a result of Vervaat [Ver72] on the relation between
empirical and quantile processes. Because of this relationship, when such a
theorem is applied to empirical quantile processes built on a stochastic pro-
cess, of necessity, the hypotheses includes the CLT for the empirical process
as well as the existence of and conditions on the densities of F (t, x). Hence,
in order to prove empirical quantile CLT’s for stochastic processes we will
need the associated empirical CLT’s. Some of these CLT’s follow from the
results in [KKZ10], but in section 3 we also show that several other classes of
processes fall within the scope of those results. This includes the cases when
the base process is a strictly stable process with stationary and independent
increments, certain martingales, and even other independent increment pro-
cesses. Section 4 then turns to the task of obtaining the empirical quantile
process CLT’s for t hese examples, and as mentioned above, section 5 looks
at empirical quantile results for some important examples where one can
get around the difficulty imposed when the input process starts zero at time
zero. The results of section 5 were motivated by the CLT for the sample
median of independent Brownian motions with value 0 at 0, a result of J.
Swanson ([Swa07]), and we extend that result by proving a CLT for such em-
pirical quantiles uniform, not only in the time parameter, but also uniform
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in all quantiles. Moreover, we do this for symmetric independent increment
stable processes and fractional Brownian motions.
2 Vervaat’s Approach
Throughout we assume the notation of section one. In particular, in this
section we are assuming that for all t ∈ E, F (t, x) is strictly increasing and
continuous in x ∈ R. Our goal in this section is to prove an analogue of
Vervaat’s Lemma 1 in [Ver72]. We follow Vervaat’s idea of using an almost
sure version of the empirical CLT.
Notation 1. For a function f : S −→ R¯ we use the notation f∗ to denote a
measurable cover function (see Lemma 1.2.1 [vdVW96]).
An important result regarding weak convergence or convergence in law,
in a general context, is that it also has a form allowing almost sure conver-
gence. Such results have a long history, and here we use Theorem 3.5.1 in
[Dud99], which is slightly more general.
Theorem 1 ([Dud99]). Let (D, d∞) be a metric space, (Ω,A, Q) be a proba-
bility space and fn : Ω→ D for each n = 0, 1, · · · . Suppose f0 has separable
range, D0, and is measurable with respect to the Borel sigma algebra on
D0. Then {fn : n ≥ 1} converges weakly, or in law, to f0 iff there exists a
probability space (Ω̂, F̂ , P̂ ) and perfect measurable functions gn from (Ω̂, F̂)
to (Ω,A) for n = 0, 1, · · · , such that
P̂ ◦ g−1n = Q on A (5)
for each n, and
d∗∞(fn ◦ gn, f0 ◦ g0)→a.s 0. (6)
where d∗∞(fn ◦gn, f0 ◦g0) denotes the measurable cover function for d∞(fn ◦
gn, f0 ◦ g0) and the a.s. convergence is with respect to P̂ .
In our setting the metric space D is ℓ∞(E × R), with distance d∞ the
usual sup-norm there, and the probability space (Ω,A, Q) supports the i.i.d.
sequence {Xj : j ≥ 1} and the Gaussian process G. Then, for ω ∈ Ω, n ≥ 1,
the fn of Dudley’s result is our νn,
fn(ω) =
√
n(Fn(·, ·)(ω) − F (·, ·)) ∈ ℓ∞(E ×R), (7)
and {fn : n ≥ 1} converges in law to
f0(ω) = G(·, ·)(ω) ∈ ℓ∞(E ×R). (8)
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That is, we are assuming the empirical CLT over C, and therefore Theorem
1 implies there is a suitable probability space (Ω̂, F̂ , P̂ ) and a set Ω̂1 ⊂ Ω̂
with P (Ω̂1) = 1 such that for all ωˆ ∈ Ω̂1,
||(fn◦gn)(ωˆ)−(f0◦g0)(ωˆ)||∗ ≡ ( sup
t∈E,x∈R
|(fn◦gn)(ωˆ)−(f0◦g0)(ωˆ)|)∗ → 0. (9)
Hence, if
F̂n(t, x)(ωˆ) = Fn(t, x)(gn(ωˆ)) and Ĝ(t, x)(ωˆ) = G(t, x)(g0(ωˆ)),
then on Ω̂1 we have the empirical distribution functions {F̂n : n ≥ 1} satis-
fying
‖√n(F̂n−F )−Ĝ‖∗ ≡ ( sup
t∈E,x∈R
|√n(F̂n(t, x)(ωˆ)−F (t, x))−Ĝ(t, x)(ωˆ)|)∗ → 0.
(10)
Remark 1. The functions F̂n are still distribution functions as functions of
x, and on Ω we have
√
n(F̂n − F ) − Ĝ ∈ ℓ∞(E × R). In addition, since
the functions {gn : n ≥ 0} are perfect and (5) holds, it follows for every
bounded, real valued function h on ℓ∞(E × R), and n ≥ 1, that
E∗
P̂
[h(
√
n(F̂n−F ))] = E∗Q[h(
√
n(Fn−F ))] and EP̂ [h(Ĝ)] = EQ[h(G)]. (11)
Since we are assuming {√n(Fn − F ) : n ≥ 1} converges weakly to the
Gaussian limit G, and G has separable support in ℓ∞(E × R), then (11)
immediately implies {√n(F̂n − F ) : n ≥ 1} also converges weakly to G.
The generalized inverse of F̂n(t, ·) in the second variable is given by
τ̂nα (t) ≡ F̂−1n (t, α) = inf{x : F̂n(t, x) ≥ α}, t ∈ E,α ∈ (0, 1), n ≥ 1, (12)
and as before for each t ∈ E,α ∈ (0, 1), the inverse function
τα(t) ≡ F−1(t, α) = inf{x : F (t, x) ≥ α}. (13)
Of course, since we are assuming F (t, x) is strictly increasing, this is a
classical inverse function, and to emphasize that the inverse is only on the
second variable we also will write F̂−1n,t and F
−1
t for these inverses. Then,
for each t ∈ E we have F̂−1n,t (·) : [0, 1] into−→ R and since Ft is assumed con-
tinuous we have F−1t (·) : (0, 1) onto−→ R. It is also useful to define F−1t (0) =
−∞, Ft(−∞) = F̂n,t(−∞) = 0, F−1t (1) = ∞, Ft(+∞) = F̂n,t(+∞) = 1, and
Ĝt(−∞) = Ĝt(+∞) = 0. We also set R = R ∪ {−∞} ∪ {+∞}.
To use (10) we will need the function F̂n,t ◦ F−1t and its inverse, which
is determined in the next lemma.
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Lemma 1. For each t ∈ E
(F̂n,t ◦ F−1t )−1 = Ft ◦ F̂−1n,t (14)
where the inverses are defined as in (12) and (13).
Proof. For each t ∈ E,α ∈ [0, 1], we have, since we are assuming Ft(·) is
strictly increasing and continuous, that
(F̂n,t ◦ F−1t )−1(α) = inf{β : F̂n,t ◦ F−1t (β) ≥ α}
= inf{Ft(x) : F̂n,t(x) ≥ α}
= Ft(inf{x : F̂n,t(x) ≥ α})
= (Ft ◦ F̂−1n,t )(α).
The next lemma is our modification of Lemma 1 in [Ver72] applicable to
the present situation.
Lemma 2. Let an → 0, assume that uniformly in t ∈ E, Ĝt(F−1t (α)) is a
uniformly continuous function of α ∈ (0, 1), and(
sup
t∈E,x∈R
∣∣∣∣∣ F̂n,t(x)− Ft(x)an − Ĝt(x)
∣∣∣∣∣
)∗
→ 0 (15)
as n tends to infinity. Then, setting It(α) = α for t ∈ E,α ∈ [0, 1], we have
(
sup
t∈E,α∈[0,1]
∣∣∣∣∣(F̂n,t ◦ F−1t )(α)− It(α)an − (Ĝt ◦ F−1t )(α)
∣∣∣∣∣
)∗
→ 0, (16)
and (
sup
t∈E,u∈[0,1]
∣∣∣∣∣ (Ft ◦ F̂
−1
n,t )(u) − It(u)
an
+ (Ĝt ◦ F−1t (u)
∣∣∣∣∣
)∗
→ 0. (17)
Proof. Since we are assuming for each t ∈ E that F (t, ·) is strictly increasing
and continuous on R, it follows that {F−1t (α) : α ∈ (0, 1)} = R. Therefore,
if one restricts α in (16) to be in (0, 1), then (16) follows immediately from
(15). To obtain (16) for α = 0 and α = 1, then follows from the conventions
we made prior to the statement of the lemma involving ±∞.
To show (16) implies (17) we define for each t ∈ E the completed graph
of (F̂n,t ◦ F−1t )(·) on [0, 1] to be given by
Γn,t = {(α, u) : α ∈ [0, 1], (F̂n,t ◦ F−1t )(α − 0) ≤ u ≤ (F̂n,t ◦ F−1t )(α + 0)}.
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Here (F̂n,t◦F−1t )(α±0) denotes the left and right hand limits of (F̂n,t◦F−1t )(·)
when α ∈ (0, 1), and are given through the conventions above when α = 0
or 1, i.e. we understand the left and right hand limits at zero to both be
zero, and the left and right hand limits at one to both be one. Now (16)
implies that
lim
n→∞
(
sup
{∣∣∣u−αan − (Ĝt ◦ F−1t )(α)∣∣∣ : (t, α) ∈ E × [0, 1], (α, u) ∈ Γn,t})∗ = 0,
which also implies that
lim
n→∞
(
sup
{∣∣∣α−uan + (Ĝt ◦ F−1t )(α)∣∣∣ : (t, α) ∈ E × [0, 1], (α, u) ∈ Γn,t})∗ = 0.
(18)
For each t ∈ E we set
Γ−1n,t = {(u, α) : u ∈ [0, 1], (Ft ◦ F̂−1n,t )(u− 0) ≤ α ≤ (Ft ◦ F̂−1n,t )(u+ 0)},
where one can check that the left hand limit of Ft ◦ F̂−1n,t (·) at zero is zero
and we take the right hand limit at one to be one.
Then one can check that
(α, u) ∈ Γn,t if and only if (u, α) ∈ Γ−1n,t. (19)
Moreover, (17) is implied by
lim
n→∞
(
sup
{∣∣∣α−uan + (Ĝt ◦ F−1t )(u)∣∣∣ : (t, u) ∈ E × [0, 1], (u, α) ∈ Γ−1n,t})∗ = 0,
(20)
and (18) and (19) implies (20) provided we show
lim
n→∞(sup{|(Ĝt◦F
−1
t )(u)−(Ĝt◦F−1t )(α)| : t ∈ E, (u, α) ∈ Γ−1n,t})∗ = 0. (21)
Since we are assuming the empirical CLT holds over C with Gaussian
limit process {G(t, x) : (t, x) ∈ E×R}, it follows that G has a version which
is sample uniformly continuous on E × R with respect to its L2-distance,
d(·, ·), given in (1). This is a consequence of the addendum to Theorem
1.5.7 of [vdVW96], p. 37. When referring to G we will mean this version.
By the total boundedness of the distance, the associated space of uniformly
continuous functions is separable in the uniform topology. This space is a
closed subspace of ℓ∞(E × R), which then implies that this version of G is
measurable with respect to the Borel sets of ℓ∞(E×R). Using the definition
of Ĝ following (9), and (5) with n = 0, we have the laws of G and Ĝ are
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equal on ℓ∞(E × R). In particular, Ĝ is also measurable to the Borel sets
of ℓ∞(E × R) with separable support there, it has the same covariance G
and its L2-distance is d, and it is sample continuous on (E × R, d) with
P̂ -probability one.
Now for each t ∈ E and α, β ∈ (0, 1) we have
d((t, F−1t (α), (t, F
−1
t (β)) = |α− β| − |α− β|2. (22)
Thus for each t ∈ E we have d((t, F−1t (α), (t, F−1t (β)) → 0 as α, β → 0 or
α, β → 1. We also have
d((t, F−1t (α), (t, F
−1
t (0)) = α− α2 ≤ |α− 0|,
d((t, F−1t (α), (t, F
−1
t (1)) = α− α2 ≤ |α− 1|,
and
d((t, F−1t (0), (t, F
−1
t (1)) = 0,
and hence the uniform continuity of Ĝ along with Ĝ(t, F−1t (0))=Ĝ(t, F
−1
t (1))
= 0 implies that uniformly in t ∈ E we have Ĝt(F−1t (α)) is uniformly contin-
uous in α ∈ [0, 1] with probability one. Moreover, the process {Ĝ(t, x) : (t, x)
∈ E × R} has separable support in ℓ∞(E × R), and hence the upper cover
used in (21) is unnecessary as the function there is measurable. We also
have with P̂ -probability one that
sup
t∈E,α∈[0,1]
|Ĝt(F−1t (α))| <∞, (23)
and hence an converging to zero, and (18) implies
lim
n→∞ sup{|u− α| : t ∈ E, (α, u) ∈ Γn,t} = 0. (24)
Therefore, (21) follows from (19) and that uniformly in t ∈ E we have
Ĝt ◦ F−1t (α) uniformly continuous in α ∈ E × [0, 1]. Therefore, (21) holds,
and this implies (17), so the lemma is proven.
2.1 Applying Lemma 2 to an Empirical CLT
Assuming the empirical CLT holds over C, the conclusions of Lemma 2
hold with an =
1√
n
, and we have proved the following lemma.
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Lemma 3. For all t ∈ E assume the distribution function F (t, x) is strictly
increasing and continuous in x ∈ R, and that the CLT holds on C with limit
{G(t, x) : (t, x) ∈ E × R}. Then, with P̂ -probability one, we have(
sup
t∈E,α∈[0,1]
|√n[(Ft ◦ F̂−1n,t )(α)− It(α)] + (Ĝt ◦ F−1t (α))|
)∗
→ 0. (25)
Up to this point we have only assumed that the distribution functions
{Ft(·) : t ∈ E} are continuous and strictly increasing on R, and that the
empirical processes satisfy the CLT over C. Now we add the assumptions
that these distribution functions have densities {f(t, ·) : t ∈ E} such that
lim
δ→0
sup
t∈E
sup
|u−v|≤δ
|f(t, u)− f(t, v)| = 0, (26)
and for every closed interval I in (0, 1) there is an θ(I) > 0 such that
inf
t∈E,α∈I,|x−τα(t)|≤θ(I)
f(t, x) ≡ cI,θ(I) > 0. (27)
Lemma 4. Assume for all t ∈ E that the distribution functions F (t, x) are
strictly increasing and continuous, and that their densities f(t, ·) satisfy (26)
and (27). If the CLT holds on C, then for every closed subinterval I of (0, 1)
lim
n→∞[ supt∈E,α∈I
|τ̂nα (t)− τα(t)|]∗ = 0. (28)
in P̂ probability.
Proof. Since we are assuming (27), fix I a closed subinterval of (0, 1), and
take 0 < ǫ < θ(I). Let
An = {[ sup
t∈E,α∈I
|τ̂nα (t)− τα(t)|]∗ > ǫ}, (29)
and
Bn = {[ sup
t∈E,x∈R
|F̂n(t, x)− F (t, x)|]∗ > δ}, (30)
where 0 < δ < δ(ǫ) ≤ ǫcI,θ(I)/2. Then, since we have the CLT over C with
respect to P̂ , Lemma 2.10.14 on page 194 of [vdVW96] implies there exists
nδ <∞ such that n ≥ nδ implies
P̂ (Bn) < ǫ. (31)
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In addition, (26) and (27) imply we also have
sup
α∈I,t∈E
F (t, τα(t)− ǫ) < α− δ, (32)
and
inf
α∈I,t∈E
F (t, τα(t) + ǫ) > α+ δ. (33)
That is, (32) holds by (27) since
sup
t∈E,α∈I
F (t, τα(t)− ǫ) ≤ α− inf
t∈E,α∈I
∫ τα(t)
τα(t)−ǫ
f(t, x)dx,
and if δ = δ(ǫ) ≤ ǫcI,θ(I)2 , 0 < ǫ ≤ θ(I), we then have
inf
t∈E,α∈I
∫ τα(t)
τα(t)−ǫ
f(t, x)dx ≥ ǫcI,θ(I) > δ.
Thus on Bcn, for all t ∈ E,α ∈ I,
F (t, τ̂nα (t)) ≥ F̂n(t, τ̂nα (t))− δ ≥ α− δ,
where the second inequality follows by definition of τ̂nα (t). Combined with
(32), on Bcn this implies that for all t ∈ E, all α ∈ I
τ̂nα (t) ≥ τα(t)− ǫ. (34)
Similarly, (33) holds by (27) since
inf
α∈I,t∈E
F (t, τα(t) + ǫ) = α+ inf
α∈I,t∈E
∫ τα(t)+ǫ
τα(t)
f(t, x)dx > α+ δ,
and if δ = δ(ǫ) ≤ ǫcI,θ(I)2 , 0 < ǫ ≤ θ(I), we then have
inf
α∈I,t∈E
∫ τα(t)+ǫ
τα(t)
f(t, x)dx ≥ ǫcI,θ(I) > δ.
Thus for x < τ̂nα (t) and all t ∈ E,α ∈ I, on Bcn we have
F (t, x) ≤ F̂n(t, x) + δ ≤ α+ δ < F (t, τα(t) + ǫ),
where the first inequality follows from the definition of Bcn, the second by
definition of τ̂nα (t) and that x < τ̂
n
α (t), and the third by (33). Thus τα(t)+ǫ >
x for all x < τ̂nα (t), and on B
c
n we have
τα(t) + ǫ ≥ τ̂nα (t)
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for all t ∈ E,α ∈ I. Combining this with (34), on Bcn we have for all t ∈ E,
all α ∈ I, that
τα(t)− ǫ ≤ τ̂nα (t) ≤ τα(t) + ǫ. (35)
Hence on Bcn
[ sup
t∈E,α∈I
|τ̂nα (t)− τα(t)|]∗ ≤ ǫ,
and on Bn it is certainly bounded by ∞. Since Bn is measurable, we thus
have for n ≥ nδ that
P̂ ([ sup
t∈E,α∈I
|τ̂nα (t)− τα(t)|]∗ > ǫ) ≤ P̂ (Bn) ≤ ǫ.
Since ǫ > 0 can be taken arbitrarily small, letting n→∞ implies (28). Thus
the lemma is proven.
Theorem 2. Assume for all t ∈ E that the distribution functions F (t, x)
are strictly increasing, their densities f(t, ·) satisfy (26) and (27), and the
CLT holds on C with limit {G(t, x) : (t, x) ∈ E × R}. Then, for I a closed
subinterval of (0, 1) we have(
sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))f(t, τα(t)) + Ĝ(t, τα(t)|
)∗
→ 0 (36)
in P̂ -probability, and therefore the quantile processes {√n(τ̂nα (t) − τα(t))
f(t, τα(t)) : n ≥ 1} satisfy the CLT in ℓ∞(E×I) with Gaussian limit process
{Ĝ(t, τα(t)) : (t, α) ∈ E× I}. Moreover, the quantile processes {
√
n(τ̂nα (t)−
τα(t)) : n ≥ 1} also satisfy the CLT in ℓ∞(E×I) with Gaussian limit process
{ Ĝ(t,τα(t))f(t,τα(t)) : (t, α) ∈ E × I}.
Proof. Applying Theorem 3.6.1 of [Dud99], the first CLT asserted follows
immediately from (36). Hence we next turn to the proof of (36).
First we observe that under the given assumptions, we have (25) holding.
Furthermore, since the densities are assumed continuous,
F (t, y)− F (t, x) = f(t, x)(y − x) +R(t, x, y)(y − x), (37)
where R(t, x, y) = f(t, ξ(t))−f(t, x), and ξ(t) between x and y is determined
by the mean value theorem applied to F (t, ·). Of course, R(t, ·, ·) depends
on F (t, ·), but we suppress that, and simply note that since ξ(t) is between
x and y,
|R(t, x, y)| ≤ sup
u∈[x,y]∪[y,x]
|f(t, u)− f(t, x)|. (38)
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Therefore, for M > 0 we have
P̂ ([ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))|
f(t, τα(t))
2
]∗ ≥M) ≤ an(M) + bn,
where
an(M) = P̂ (An,1 ∩An,2),
An,1 = {[ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))|(f(t, τα(t)) +R(t, τ̂nα (t), τα(t)))]∗ ≥M},
An,2 = {[ sup
t∈E,α∈I
|R(t, τ̂nα (t), τα(t))|]∗ ≤
cI,θ(I)
2
},
bn = P ([ sup
t∈E,α∈I
|R(t, τ̂nα (t), τα(t))|]∗ >
cI,θ(I)
2
),
and cI,θ(I) > 0 is given as in (27). Thus
P̂ ([ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))|
f(t, τα(t))
2
]∗ ≥M) ≤ P (An,1) + bn,
and by (37) we also have
An,1 = {[ sup
t∈E,α∈I
|√n(Ft(τ̂nα (t))− Ft(τα(t)))|]∗ ≥M},
which implies
P̂ ([ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))|
f(t, τα(t))
2
]∗ ≥M) (39)
≤ P̂ ([ sup
t∈E,α∈I
|√n(Ft(τ̂nα (t))− Ft(τα(t)))|]∗ ≥M) + bn.
Since It(α) = Ft(F
−1
t (α)), α ∈ (0, 1), t ∈ E, and I ⊆ (0, 1)
[ sup
t∈E,α∈I
|√n(Ft(τ̂nα (t))− Ft(τα(t)))|]∗ (40)
≤ [ sup
t∈E,α∈[0,1]
|√n[(Ft ◦ F̂−1n,t )(α) − It(α)] + (Ĝt ◦ F−1t (α))|]∗
+ [ sup
t∈E,α∈I
|Ĝt ◦ F−1t (α))|]∗,
and since the process {Ĝ(t, x) : t ∈ E, x ∈ R} is sample continuous on E×R
in the semi-metric d given in (1) with Radon support in ℓ∞(E ×R) we also
have
[ sup
t∈E,α∈I
|Ĝt ◦ F−1t (α)|]∗ = sup
t∈E,α∈I
|Ĝt ◦ F−1t (α)|. (41)
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Therefore, for every ǫ > 0 and all n ≥ 1, by combining (25), (40) and(41)
we have an M =M(ǫ) sufficiently large that
P̂ ([ sup
t∈E,α∈I
|√n(Ft(τ̂nα (t))− Ft(τα(t)))|]∗ ≥M) ≤ ǫ. (42)
We now turn to showing that
[ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))|]∗ (43)
is bounded in P̂ -probability. That is, let
λ(t, δ) = sup
|u−v|≤δ
|f(t, u)− f(t, v)|.
Then
|R(t, x, y)| ≤ λ(t, |x− y|),
and hence by (26) for every ǫ > 0 there exists δ > 0 such that |x − y| ≤ δ
implies
sup
t∈E
|R(t, x, y)| < ǫ.
Therefore, for every ǫ ∈ (0, cI,θ(I)2 ) there exists δ = δ(ǫ) > 0 suitably chosen
such that
bn ≤ P̂ ([ sup
t∈E,α∈I
|R(t, τ̂nα (t), τα(t))|]∗ ≥ ǫ) (44)
= P̂ ∗( sup
t∈E,α∈I
|R(t, τ̂nα (t), τα(t))| ≥ ǫ),
and since
P̂ ∗( sup
t∈E,α∈I
|R(t, τ̂nα (t), τα(t))| ≥ ǫ) ≤ P̂ ∗( sup
t∈E,α∈I
|τ̂nα (t)− τα(t))| ≥ δ) (45)
= P̂ ([ sup
t∈E,α∈I
|τ̂nα (t)− τα(t))|]∗ ≥ δ),
Lemma 4 implies for every ǫ ∈ (0, cI,θ(I)2 ) that
lim
n→∞ bn = 0. (46)
Combining (39), (42), and (46), we have (43), i.e. [supt∈E,α∈I |
√
n(τ̂nα (t) −
τα(t))|]∗ is bounded in P̂ -probability. Furthermore, we then also have that
[ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))||R(t, τ̂nα (t), τα(t))|]∗ (47)
13
converges in P̂ probability to zero.
Now, by (25) and (37) we have with P̂ -probability one that
lim
n→∞
(
sup
t∈E,α∈I
|√n(τ̂nα (t)−τα(t))[f(t, τα(t))+R(t, τα(t), τ̂nα (t))]+Ĝ(t, τα(t)|
)∗
= 0,
(48)
and since
[ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))f(t, τα(t)) + Ĝ(t, τα(t)|]∗ ≤ un + vn,
where
un ≤ [ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))[f(t, τα(t))+R(t, τα(t), τ̂nα (t))]+ Ĝ(t, τα(t)|]∗
and
vn ≤ [ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))R(t, τα(t), τ̂nα (t))|]∗,
we have by combining (47) and (48) that
[ sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t))f(t, τα(t)) + Ĝ(t, τα(t)|]∗ → 0
in P̂ probability. Hence (36) is proven.
To finish the proof it remains to check that the quantile processes
{√n(τ̂nα (t)− τα(t)) : n ≥ 1}.
also satisfy the CLT in ℓ∞(E×I) with Gaussian limit process { Ĝ(t,τα(t))f(t,τα(t)) : (t, α) ∈
E × I}. Since (36) holds, and by (27) we have the non-random quantity
sup
t∈E,α∈I
1
f(t, τα(t))
<∞,
we thus have (
sup
t∈E,α∈I
|√n(τ̂nα (t)− τα(t)) +
Ĝ(t, τα(t)
f(t, τα(t))
|
)∗
→ 0 (49)
in P̂ -probability. The CLT then follows from Theorem 3.6.1 of [Dud99], and
that the Gaussian process Ĝ is symmetric. Hence the theorem is proven.
The next result shows that the conclusions of Theorem 2 also hold for
the relevant processes as defined on the original probability space (Ω,A, Q).
14
Corollary 1. Assume for all t ∈ E that the distribution functions F (t, x) are
strictly increasing, their densities f(t, ·) satisfy (26) and (27), and the CLT
holds on C with limit {G(t, x) : (t, x) ∈ E×R}. Then, for I a closed subinter-
val of (0, 1), the quantile processes {√n(τnα (t)−τα(t))f(t, τα(t)) : n ≥ 1} sat-
isfy the CLT in ℓ∞(E×I) with Gaussian limit process {G(t, τα(t)) : (t, α) ∈
E × I}. Moreover, the quantile processes {√n(τnα (t) − τα(t)) : n ≥ 1} also
satisfy the CLT in ℓ∞(E×I) with Gaussian limit process {G(t,τα(t))f(t,τα(t)) : (t, α) ∈
E × I}.
Proof. Recall the notation established at the start of this section in connec-
tion with the statement of Theorem 1, and the perfect mappings gn : Ω̂→ Ω
such that Q = P̂ ◦ g−1n . In particular, equations (5) to (13) are relevant.
For u1, · · · , un ∈ D(E) and n ≥ 1, t ∈ E,α ∈ (0, 1) define
kn(u1, · · · , un, t, α) =
√
n[inf{x :
n∑
j=1
I(uj(t) ≤ x) ≥ nα} (50)
− (Ft)−1(α)]f(t, τα(t)).
where τα(t) = (Ft)
−1(α). Hence setting
rn(t, α, ω) ≡ kn(X1, · · · ,Xn, t, α)(ω) ≡ kn(X1(·, ω), · · · ,Xn(·, ω), t, α),
we then have
√
n[(Fn,t)
−1(α)(ω) − τα(t)]f(t, τα(t)) = rn(t, α, ω) (51)
and √
n[(F̂n,t)
−1(α)(ωˆ)− τα(t)]f(t, τα(t)) = rn(t, α, gn(ωˆ)). (52)
Therefore, for ωˆ ∈ Ω̂
(F̂n,t)
−1(α)(ωˆ) = (Fn,t)−1(α)(gn(ωˆ)),
and for h bounded on ℓ∞(E × I) we have
h(
√
n[(F̂n,t)
−1(α)(ωˆ)− τα(t)]f(t, τα(t))) = (h ◦ rn(t, α, ·) ◦ gn)(ωˆ),
and hence the upper integrals∫ ∗
Ω̂
h(
√
n[(F̂n,t)
−1(α)(ωˆ)− τα(t)]f(t, τα(t)))dP̂ (ˆω)
=
∫ ∗
Ω̂
(h ◦ rn(t, α, ·) ◦ gn)(ωˆ)dP̂ (ωˆ)
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=∫
Ω̂
[(h ◦ rn(t, α, ·) ◦ gn)]∗(ωˆ)dP̂ (ωˆ) (53)
=
∫
Ω̂
([h ◦ rn(t, α, ·)]∗ ◦ gn)(ωˆ)dP̂ (ωˆ),
where the last equality holds since gn is perfect. Now∫
Ω̂
([h ◦ rn(t, α, ·)]∗ ◦ gn)(ωˆ)dP̂ (ω) =
∫
Ω
[h ◦ rn(t, α, ω)]∗dQ(ω)
=
∫ ∗
Ω
(h ◦ rn)(t, α, ω)dQ(ω),
and therefore by (51) and (53), for all h bounded on ℓ∞(E × I),∫ ∗
Ω̂
h(
√
n[(F̂n,t)
−1(α)(ωˆ)− τα(t)]f(t, τα(t)))dP̂ (ωˆ)
=
∫ ∗
Ω
h(
√
n[(Fn,t)
−1(α)(ω) − τα(t)]f(t, τα(t)))dQ(ω). (54)
Now the equality in (54) implies that the quantile processes
{√n[(F̂n,t)−1(α)(ωˆ)− τα(t)]f(t, τα(t)) : n ≥ 1, t ∈ E,α ∈ I}
satisfy the CLT in ℓ∞(E × I) if and only if
{√n[(Fn,t)−1(α)(ω) − τα(t)]f(t, τα(t)) : n ≥ 1, t ∈ E,α ∈ I}
satisfy the CLT there, and they have the same Gaussian limit, namely
{G(t, τα(t)) : t ∈ E,α ∈ I}.
A similar argument implies the quantile processes
{√n[(F̂n,t)−1(α)(ωˆ)− τα(t)] : n ≥ 1, t ∈ E,α ∈ I}
satisfy the CLT in ℓ∞(E × I) if and only if
{√n[(Fn,t)−1(α)(ω) − τα(t)] : n ≥ 1, t ∈ E,α ∈ I}
satisfy the CLT there, and they have the same Gaussian limit. Since The-
orem 2 implies the Gaussian limit of
{√n[(F̂n,t)−1(α)(ωˆ)− τα(t)] : n ≥ 1, t ∈ E,α ∈ I}
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is given by
{Ĝ(t, τα(t))
f(t, τα(t))
: t ∈ E,α ∈ I},
which has the same Radon law on ℓ∞(E × I) as
{G(t, τα(t))
f(t, τα(t))
: t ∈ E,α ∈ I},
the corollary is proven.
3 The Empirical CLT over C
In order to prove the empirical quantile CLT of Theorem 2, and its corol-
lary, we assumed the empirical CLT over C holds. Empirical results of this
type were established in [KKZ10] for fractional Brownian motions and the
Brownian sheet as long as these processes were not fixed to be zero at some
point, and later in the paper we will use these facts to establish the empirical
quantile CLT with those processes as the base process. The purpose of this
section is to broaden the class of base processes to which [KKZ10] applies,
and that then will also be potential applications for our quantile process
results. In particular, in this section we show how [KKZ10] yields the em-
pirical CLT for a broader class of Gaussian processes, all compound Poisson
processes, and also many stationary independent increment processes and
martingales. In particular, these results apply to all symmetric stable pro-
cesses, and below we will show that under certain ci rcumstances empirical
quantile CLT’s also hold for such processes.
In the typical empirical process result over C that we establish, the input
process {X(t) : t ∈ E} is given in terms of a base process {Y (t) : t ∈ E}
where P (Y (0) = 0) = 1 when E = [0, T ], and X(t) = Y (t) + Z, t ∈ E. The
random variable Z is assumed independent of the base process, and has a
density which is uniformly bounded on R, or in La(R) for some a ∈ (1,∞).
The use of Z allows to say the densities of each X(t) have a uniform property
provided the density of Z has that property, and is an efficient way to
do this. More important, however, is that in many classical examples the
base process {Y (t) : t ∈ E} with P (Y (0) = 0) = 1 fails the empirical
CLT over C, yet the input process X(t) = Y (t) + Z, t ∈ E, satisfies it.
Examples of this type include fractional Brownian motions on E = [0, T ],
the d-parameter Brownian sheet on E = [0, T ]d, and also strictly stable
processes with stationary independent increments. This was pointed out for
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fractional Brownian motions in [KKZ10], and we will say more about the
other examples at appropriate points of this section.
3.1 Additional Gaussian process empirical CLT’s over C
Throughout this subsection we assume E is a compact subset of the d-fold
product of [0, T ], which we denote by [0, T ]d, and that {Xt : t ∈ E} is
a centered Gaussian process whose L2-distance dX is such that for some
k1 <∞, s, t ∈ E,
dX(s, t) = [E((Xt −Xs)2)]
1
2 ≤ k1eγ(s, t), (55)
where e(s, t) is the usual L2-distance on R
d and 0 < γ ≤ 1 . Furthermore,
applying Theorem 6.11 on page 144 of [AG80] we have from (55) that {Xt :
t ∈ E} has a sample continuous version {X˜t : t ∈ E} such that for s, t ∈ E
|X˜t − X˜s| ≤ Γer(s, t), (56)
where Γ < ∞ with probability one, and 0 < r < γ. Hence, without loss of
generality, we may also assume throughout the sub-section that {Xt : t ∈ E}
is sample continuous with (56) holding.
Proposition 1. Let E be a compact subset of [0, T ]d, and assume {Xt : t ∈
E} is a sample continuous centered Gaussian process such that (55) holds
and for all x, y ∈ R, k2 <∞, and some β ∈ (0, 1]
sup
t∈E
|Ft(x)− Ft(y)| ≤ k2|x− y|β. (57)
Then, the empirical CLT built from the process {Xt : t ∈ E} holds over C.
Moreover, if {Yt : t ∈ E} is a sample continuous centered Gaussian process
such that (55) holds, and Z is a random variable independent of {Yt : t ∈ E}
whose density is uniformly bounded on R, or in Lp(R) for some p ∈ (1,∞),
then the empirical CLT based on the process {Xt : t ∈ E} holds over C,
where Xt = Yt + Z, t ∈ E.
Proof. First we assume {Xt : t ∈ E} is a sample continuous centered
Gaussian process such that (55), (56), and (57) hold. Then, applying the
Fernique-Landau-Shepp result we have exponential decay of the tail prob-
ability of Γ in (56), and hence assumptions (I ) and (II) of Theorem 5 in
[KKZ10] hold. If (55) and (56) hold for {Yt : t ∈ E} and Xt = Yt + Z,
where the density of Z is uniformly bounded density or in Lp as indicated,
then standard convolution formulas imply (57) holds for {Xt : t ∈ E}. In
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particular, if the density is Z is assumed to be uniformly bounded, then (57)
holds with β = 1, and if it is in Lp(R), then β = 1− 1/p suffices. Therefore,
under either assumption on the density of Z, we have assumptions (I ) and
(II) of Theorem 5 in [KKZ10] holding for {Xt : t ∈ E}.
Therefore, the conclusions of the proposition hold in either situation
provided we verify condition (III) of that theorem. That is, from Remark
8 in [KKZ10] we need to verify there exists a centered Gaussian process
{Hα(t) : t ∈ E} with L2-distance ρα(s, t), which is sample bounded and
uniformly continuous on (E, ρα), and for some α ∈ (0, β2 ) we have
(e(s, t))rα ≤ ρα(s, t), s, t ∈ E. (58)
To verify (58) we first assume d = 1, and hence that E is a compact
subset of [0, T ]. The Gaussian process {Hα(t) : t ∈ E} is then defined to
be a centered, sample continuous, αθ fractional Brownian motion on [0, T ]
with L2-distance ρα(s, t) = |s − t|αθ, s, t ∈ [0, T ] and θ ∈ (0, r) sufficiently
small that (58) holds.
If d > 1 and α ∈ (0, β2 ) is fixed, then E is a compact subset of [0, T ]d,
and the Gaussian process {Hα(t) : t ∈ E} is defined to be the sum
Hα(t) =
d∑
j=1
Hαj (tj), t = (t1, · · · , td) ∈ [0, T ]d, (59)
where the Hαj are centered, independent sample continuous, αθ fractional
Brownian motions on [0, T ] such that for tj ≥ 0 and θ ∈ (0, r)
E((Hαj (tj))
2) = (T ∨ 1)2rαt2θαj . (60)
Hence the L2-distance for {Hα(t) : t ∈ [0, T ]d} is
ρα(s, t) = (
d∑
j=1
(T ∨ 1)2rα|tj − sj|2αθ)
1
2 , s, t ∈ [0, T ]d, (61)
and with e(s, t) the Euclidean distance on Rd, we have
e(s, t)rα = (
d∑
j=1
|tj − sj|2)
rα
2 ≤ (
d∑
j=1
(
|tj − sj|
T ∨ 1 )
2rα(T ∨ 1)2rα) 12 , (62)
where the inequality holds since 0 < rα < 1. Since θ ∈ (0, r) we therefore
have
e(s, t)rα = (
d∑
j=1
|tj − sj|2)
rα
2 ≤ (
d∑
j=1
(
|tj − sj|
T ∨ 1 )
2αθ(T ∨ 1)2rα) 12 . (63)
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Therefore, by combining (61), and (63) we have (58), and the proof is com-
plete.
Our first application of Proposition 1 is to fractional Brownian motions.
This result was obtained in [KKZ10], but we include it here as its proof is an
immediate application of this proposition, and an empirical quantile CLT
result will also be obtained for these processes later in the paper.
Corollary 2. Let E = [0, T ], and assume {Yt : t ∈ E]} is a centered sample
continuous γ-fractional Brownian motion for 0 < γ < 1 such that Y0 = 0
with probability one and E(Y 2t ) = t
2γ for t ∈ E. Set Xt = Yt+Z, where Z is
independent of {Yt : t ∈ E}, and assume Z has a density that is uniformly
bounded on R or is in Lp(R) for some p ∈ (1,∞). Then, the empirical CLT
holds over C.
Proof. The L2-distance for {Xt : t ∈ E} is dX(s, t) = |s−t|γ , and hence (55)
holds with k− 1 = 1. Also, (56) holds with 0 < r < γ, and the assumptions
on the density of Z then imply (57). Therefore, Proposition 1 applies to
complete the proof.
Our next application of Proposition 1 is to the d-dimensional Brownian
sheet. A result for d = 2 appeared in [KKZ10], but once we have Proposi-
tion 1 in hand, the d-dimensional case follows easily.
Corollary 3. Let E = [0, T ]d for d ≥ 2, and assume {Yt : t ∈ E} is a
centered sample continuous Brownian sheet with covariance function
E(YsYt) =
d∏
j=1
(sj ∧ tj), s = (s1, · · · , sd), t = (t1, · · · , td) ∈ E. (64)
For t ∈ E, let Xt = Yt + Z, where Z is independent of {Yt : t ∈ E}, and
assume Z has a density that is uniformly bounded on R or is in Lp(R) for
some p ∈ (1,∞). Then, the empirical CLT based on the process {Xt : t ∈
E} holds over C = {Ct,x : (t, x) ∈ E × R}, where in this setting Ct,x =
{z ∈ D(E) : z(t) ≤ x}, and D(E) denotes the continuous functions on E.
Moreover, the empirical CLT over C fails for the base process {Y (t) : t ∈ E}.
Proof. First we observe that if 0 ≤ sj ≤ tj ≤ T for j = 1, · · · , d, then for
d ≥ 1
d∏
j=1
tj −
d∏
j=1
sj ≤ T d−1
d∑
j=1
|tj − sj |. (65)
20
This elementary fact is obvious for d = 1 with T 0 = 1, and for d ≥ 2
it follows by an easy induction argument. Moreover, the L2-distance for
{Xt : t ∈ E} satisfies
d2X(s, t) = |
d∏
j=1
tj +
d∏
j=1
sj − 2
d∏
j=1
(sj ∧ tj)|,
and hence
d2X(s, t) ≤ T d−1[
d∑
j=1
(tj − tj ∧ sj) +
d∑
j=1
(sj − tj ∧ sj)] = T d−1
d∑
j=1
|tj − sj |.
Therefore,
d2X(s, t) ≤ dT d−1
d∑
j=1
|tj − sj|1
d
≤ dT d−1(
d∑
j=1
|tj − sj|2 1
d
)
1
2 = d
1
2T d−1e(s, t),
which implies dX(s, t) ≤ T
d−1
2 d
1
4 e
1
2 (s, t), and hence (55) holds. Either as-
sumption for the density of Z implies (57) for a suitable β, and thus Propo-
sition 1 applies to show the CLT over C holds for {X(t) : t ∈ [0, T ]d} holds.
To see why this CLT fails for the base process {Y (t) : t ∈ [0, T ]d},
observe that the processW (r) = Y (r
1
d (1, · · · , 1)), 0 ≤ r ≤ T d, is a Brownian
motion with P (W (0) = 0) = 1. Thus by Lemma 5 of [KKZ10] we have
{Y (t) : t ∈ [0, T ]d} fails the CLT over the the class of sets C1 = {Cr,x : 0 ≤
r ≤ T d, x ∈ R}, where Cr,x = {z ∈ D(E) : z(r 1d (1, · · · , 1)) ≤ x}. Since
C1 ⊆ C, it follows from that the CLT for Y over C must also fail.
3.2 Compound Poisson process empirical CLT’s over C
Here we examine the empirical CLT over C when our base process is an
arbitrary compound Poisson process. This will be done in the next propo-
sition by applying Theorem 3 of [KKZ10]. We will see from its proof that
the Gaussian process needed for this application can be taken to be a sam-
ple continuous Brownian motion, and the space of functions D(E), when
E = [0, T ], is the standard D-space of functions on [0, T ] which are right
continuous on[0, T ) and have left limits on (0, T ]. These examples are some-
what surprising since the sample paths of the base process {Y (t) : t ∈ [0, T ]}
have jumps, while those of significance in [KKZ10] and the previous subsec-
tion were all sample path continuous.
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To define the base process in these examples we let {N(t) : 0 ≤ t <
∞} be a Poisson process with parameter λ ∈ (0,∞), and jump times
τ1, τ2, · · · . As usual we assume P (N(0) = 0) = 1, and that the sample
paths {N(t) : 0 ≤ t ≤ ∞} are right continuous and nondecreasing. Also,
let {Yk : k ≥ 1} be i.i.d. real-valued random variables, independent of
{N(t) : 0 ≤ t ≤ ∞}, and without mass at zero. Then, Y (t) is defined to be
zero on [0, τ1), Y1 on [τ1, τ2), and Y1 + · · ·+ Yk on [τk, τk+1) for k ≥ 1.
Proposition 2. The empirical process built from i.i.d. copies of the com-
pound Poisson process {Y (t) : t ∈ E} with parameter λ ∈ (0,∞) and
E = [0, T ] satisfies the CLT over C.
Proof. The proof follows by applying Theorem 3 of [KKZ10]. This is ac-
complished by showing {Y (t) : t ∈ E} satisfies the L condition of [KKZ10]
when the Gaussian process involved is Brownian motion and the ρ distance
is a multiple of standard Euclidean distance on [0, T ]. Since the distribution
function of Y (t) is not necessarily continuous, the L-condition involves distri-
butional transforms of the the distribution functions F (t, x) = P (Y (t) ≤ x)
denoted by F˜t(x). They are defined for t ∈ E, x ∈ R as
F˜t(x) = F (t, x
−) + V (F (t, x)− F (t, x−)),
where V is a uniform random variable on [0, 1] independent of the process
{Y (t) : t ∈ E}.
To verify the L-condition for the Y process, let {H(t) : 0 ≤ t < ∞} be
a sample continuous Brownian motion with P (H(0) = 0) = 1 satisfying
ρ2(s, t) = E((H(s)−H(t))2) = 4(λ ∨ 1)|t− s|.
Then, for ǫ > 0
Λ ≡ sup
t∈[0,T ]
P
(
sup
{s : ρ(s,t)≤ǫ}
|F˜t(Y (s))− F˜t(Y (t))| > ǫ2
)
≤ sup
t∈[0,T ]
P
(
sup
{s : ρ(s,t)≤ǫ}
|Y (s)− Y (t)| > 0
)
= sup
t∈[0,T ]
[
1− P
(
sup
{s : ρ(s,t)≤ǫ}
|Y (s)− Y (t)| = 0
)]
.
Since Y (s)− Y (t) = 0 whenever N(s)−N(t) = 0, and for t ∈ [0, T ] fixed{
sup
{s : ρ(s,t)≤ǫ}
|N(s)−N(t)| = 0
}
=
{
N
((
t+
ǫ2
4(λ ∨ 1)
)
∧ T
)
−N
((
t− ǫ
2
4(λ ∨ 1)
)
∨ 0
)
= 0
}
,
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it follows that
P
(
N
((
t+
ǫ2
4(λ ∨ 1)
)
∧ T
)
−N
((
t− ǫ
2
4(λ ∨ 1)
)
∨ 0
)
= 0
)
= P ( sup
{s : ρ(s,t)≤ǫ}
|N(s)−N(t)| = 0)
≤ P ( sup
{s : ρ(s,t)≤ǫ}
|Y (s)− Y (t)| = 0).
Now
P
(
N
((
t+
ǫ2
4(λ ∨ 1)
)
∧ T
)
−N
((
t− ǫ
2
4(λ ∨ 1)
)
∨ 0
)
= 0
)
≥ exp
{
− λǫ
2
2(λ ∨ 1)
}
,
and hence for 0 < ǫ < ǫ0 we have
Λ ≤ 1− exp
{
−ǫ
2
2
}
≤ ǫ2.
Taking L suitably large we have for all ǫ > 0 that Λ ≤ Lǫ2, and hence
the L-condition holds for the compound Poisson process Y , completing the
proof of the proposition.
Remark 2. Let Z be a random variable independent of both {N(t) : 0 ≤
t <∞} and {Yk : k ≥ 1}, and define
X(t) = Y (t) + Z, t ∈ [0, T ].
Since the L-condition for the input process {X(t) : t ∈ E} involves only its
increments, and those are identical to those of the base process {Y (t) : t ∈
E}, the argument above implies the L-condition also holds for {X(t) : t ∈
E} Therefore, the empirical process built from i.i.d. copies of X satisfies the
CLT on C.
3.3 Empirical process CLT’s over C for other independent
increment processes and martingales
The processes we study here are either martingales, or stationary indepen-
dent increment processes. There is some overlap between these examples
and the compound Poisson processes of the previous sub-section, as such
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processes have stationary independent increments, and could also be mar-
tingales. However, it is easy to check that there are examples which fit into
one and only one of the classes we study.
Let E = [0, T ], and assume {Y (t) : t ≥ 0} is a stochastic process whose
sample paths are right continuous , with left hand limits on [0,∞), and
satisfying P (Y (0) = 0) = 1.We say that {Y (t) : t ≥ 0} has Lp-increments
that are Lip-β on E if for some p ∈ (0, 1] and for all s, t ∈ E there is a
β ∈ (0, 1] and C <∞ such that
E(|Y (t)− Y (s)|p) ≤ C|t− s|β. (66)
For example, if {Y (t) : t ≥ 0} is a strictly stable process with stationary
independent increments and index r ∈ (0, 2] , then for r ∈ (1, 2] we have
E(|Y (t)|) = t 1rE(|Y (1)|) and hence
E(|Y (t)− Y (s)|) = |t− s| 1rE(|Y (1)|),
which implies it has L1-increments that are Lip-
1
r . Of course, it is also a
martingale when r ∈ (1, 2]. If 0 < r ≤ 1 , then for 0 < p < r we have
E(|Y (t)− Y (s)|p) = |t− s| prE(|Y (1)|p),
which implies it has Lp-increments that are Lip-
p
r .
If {Y (t) : t ≥ 0} is a square integrable martingale with λ(t) = E(Y 2(t)), t ≥
0, then for 0 ≤ s ≤ t the orthogonality of the increments of {Y (t) : t ≥ 0}
implies
E((Y (t)− Y (s))2) = λ(t)− λ(s). (67)
Hence, if λ(·) is Lip-γ on E, then (67) implies (66) with p = 1, β = γ/2. In
addition, if {Y (t) : t ≥ 0} also has stationary, independent increments with
P (Y (0) = 0) = 1 and λ(t) = E(|Y (t)|) <∞, t ≥ 0, then for s, t ∈ E we have
E(|Y (t)− Y (s)|) = E(|Y (|t− s|)|) ≤ λ(|t− s|). (68)
Therefore, if λ(t) ≤ Ctβ for t ∈ [0, δ] and some δ > 0, β ∈ (0, 1], then it
is easy to check that (68) implies (66) with p = 1 and the given β for all
s, t ∈ E, and a possibly larger constant C.
We also assume Z is a random variable independent of {Y (t) : t ≥ 0}
with density g(·) on R such that
k = sup
x∈R
|g(x)| <∞ or g ∈ La(R) (69)
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for some a ∈ (1,∞). Let X(t) = Z+Y (t), t ≥ 0, and denote the distribution
function of X(t), t ≥ 0 by Ft(x). Then, if g is uniformly bounded
sup
t∈E
|Ft(x)− Ft(y)| ≤ k|x− y|, x, y ∈ R, (70)
and if g ∈ La(R) we have a k˜ <∞
sup
t∈E
|Ft(x)− Ft(y)| ≤ k˜|x− y|1−
1
a , x, y ∈ R. (71)
Proposition 3. Let E = [0, T ], and assume {Y (t) : t ≥ 0} is a stochastic
process whose sample paths are right continuous, with left hand limits on
[0,∞), and satisfying P (Y (0) = 0) = 1. Furthermore, assume {Y (t) : t ∈
E} is a martingale whose L1-increments are Lip-β for some β ∈ (0, 1] , or a
stationary independent increments process satisfying (66) for some p ∈ (0, 1)
and β ∈ (0, 1]. Let X(t) = Z + Y (t), t ≥ 0, where Z is a random variable
independent of {Y (t) : t ≥ 0} and having density g(·) on R satisfying (69).
Then, the empirical process built from i.i.d. copies of {X(t) : t ∈ E} satisfies
the CLT over C.
Proof. Let ρ(s, t) = |s − t|θ. Then, ρ is the L2-distance of a θ-fractional
Brownian motion on E, and the proposition follows from Theorem 3 of
[KKZ10] provided we verify the L-condition for {X(t) : t ∈ E} with respect
to ρ and an appropriately chosen θ. That is, since the distribution functions
Ft(·) have a density, they are continuous, and hence it suffices to show for
an appropriate θ > 0 there is a constant L <∞ such that for every ǫ > 0
sup
t∈E
P ( sup
{s:s∈E,ρ(s,t)≤ǫ}
|Ft(Xs)− Ft(Xt)| > ǫ2) ≤ Lǫ2. (72)
We prove the L-condition holds assuming the density g of Z is uniformly
bounded, and hence we have (70) holding. The proof when g ∈ La(R) is
essentially the same, only the algebra changes, and hence the details are left
to the reader.
First we examine the situation when {Y (t) : t ≥ 0} is a martingale
satisfying (66) with p = 1 and some β ∈ (0, 1]. Applying (70) to (72) we
then have
sup
t∈E
P ( sup
{s:s∈E,ρ(s,t)≤ǫ}
|Ft(Xs)− Ft(Xt)| > ǫ2) ≤ Aǫ +Bǫ, (73)
where
Aǫ = sup
t∈E
P ( sup
{s:s∈[t,(t+ǫ 1θ )∧T ]}
|Xs −Xt| > ǫ
2
2k
),
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and
Bǫ = sup
t∈E
P ( sup
{s:s∈[(t−ǫ 1θ )∨0,t]}
|Xs −Xt| > ǫ
2
2k
).
Now
Aǫ = sup
t∈E
P ( sup
{s:s∈[t,(t+ǫ 1θ )∧T ]}
|Ys − Yt| > ǫ
2
2k
),
and hence Doob’s martingale maximal inequality implies
Aǫ ≤ sup
t∈E
2kǫ−2E(|Y
(t+ǫ
1
θ )∧T − Yt|) ≤ 2kCǫ
−2+β
θ , (74)
where the last inequality follows from (66) with p = 1. We also have
Bǫ ≤ sup
t∈E
P (|Y
(t−ǫ 1θ )∨0 − Yt| >
ǫ2
4k
)
+ sup
t∈E
P ( sup
{s:s∈[(t−ǫ 1θ )∨0,t]}
|Ys − Y
(t−ǫ 1θ )∨0| >
ǫ2
4k
),
and using Markov’s inequality, the martingale maximal inequality, and (66)
with p = 1 as before, we have
Bǫ ≤ 8kCǫ−2+
β
θ . (75)
Combining (73),(74), and (75) we have
sup
t∈E
P ( sup
{s:s∈E,ρ(s,t)≤ǫ}
|Ft(Xs)− Ft(Xt)| > ǫ2) ≤ 10kCǫ−2+
β
θ . (76)
Given our assumption that (66) holds with p = 1 and some β ∈ (0, 1], we
take θ = β4 , and hence (75) implies we have the L-condition in (72) with
L = 10kC <∞.
Now we assume {Y (t) : t ≥ 0} is a process with stationary independent
increments satisfying (66) with p ∈ (0, 1) and some β ∈ (0, 1]. Applying (70)
to (72) we again have (73), and as before
Aǫ = sup
t∈E
P ( sup
{s:s∈[t,(t+ǫ 1θ )∧T ]}
|Ys − Yt| > ǫ
2
2k
), (77)
Since {Y (t) : t ∈ E} is a process with stationary independent increments
and cadlag sample paths, an application of Montgomery-Smith’s maximal
inequality in [MS93] implies
Aǫ ≤ 3 sup
t∈E
P (|Y
(t+ǫ
1
θ )∧T − Yt| >
ǫ2
20k
).
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This maximal inequality is stated for sequences of i.i.d. random variables,
but since {Y (t) : t ∈ E} is a process with stationary independent increments
and cadlag sample paths, for any integer n we can partition any subinterval I
of E into 2n equal subintervals and apply [MS93] to the partial sums formed
from increments over each of these subintervals. One can add auxiliary
i.i.d. increments to form a sequence, but that is not necessary as at the
ntheach stage we need only work with the partial sums of the 2n increments
of that stage. We then use [MS93] for an upper bound, and then pass via
an increasing limit to what is needed, i.e. the desired upper bound is fixed,
and hence is an upper bound for the limit.
Thus by Markov’s inequality, and our assumption of (66), we have
Aǫ ≤ 3(20kǫ−2)p sup
t∈E
E(|Y
(t+ǫ
1
θ )∧T − Yt|
p) ≤ 3C(20kǫ−2)pǫβθ . (78)
We also have
Bǫ ≤ sup
t∈E
P (|Y
(t−ǫ 1θ )∨0 − Yt| >
ǫ2
4k
)
+ sup
t∈E
P ( sup
{s:s∈[(t−ǫ 1θ )∨0,t]}
|Ys − Y
(t−ǫ 1θ )∨0| >
ǫ2
4k
),
and using Montgomery-Smith’s maximal inequality again we have
Bǫ ≤ 4 sup
t∈E
P (|Y
(t−ǫ 1θ )∨0 − Yt| >
ǫ2
40k
).
Thus by Markov’s inequality and (66)
Bǫ ≤ 4(40kǫ−2)p sup
t∈E
E(|Y
(t+ǫ
1
θ )∧T − Yt|
p) ≤ 4C(40kǫ−2)pǫβθ . (79)
Combining (73),(78), and (79) we have
sup
t∈E
P ( sup
{s:s∈E,ρ(s,t)≤ǫ}
|Ft(Xs)− Ft(Xt)| > ǫ2) ≤ 7C(40k)pǫ
β
θ
−2p,
and hence the L-condition holds with L = 7C(40k)p provided θ = β2+2p .
Corollary 4. Let E = [0, T ], and assume {Y (t) : t ≥ 0} is a strictly stable
process of index r ∈ (0, 2] with stationary independent increments, cadlaq
sample paths on [0,∞), and such that P (Y (0) = 0) = 1. Let X(t) =
Z +Y (t), t ≥ 0, where Z is a random variable independent of {Y (t) : t ≥ 0}
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and having density g(·) on R satisfying (69). Then, the empirical process
built from i.i.d. copies of {X(t) : t ∈ E} satisfies the CLT over C. Moreover,
except for the degenerate cases when r = 1 and {Y (t) : t ≥ 0} is pure drift,
or Y (t) is degenerate at zero for all t ∈ E, the empirical CLT over C fails
for these {Y (t) : t ∈ E}.
Proof. The assertions about the CLT holding are immediate consequences
of Proposition 3 once we check that {Y (t) : t ≥ 0} satisfies (66). This follows
from the comments immediately following (66), and hence this part of the
proof is established.
To show that the CLT fails for the strictly stable stationary indepen-
dent increment processes specified follows from an application of the Hewitt-
Savage zero-one law, and the scaling property of such processes. The case
r = 2 was previously established in [KKZ10] using a law of the iterated
logarithm argument, which also applied to all fractional Brownian motions.
Here we exploit the stationary independent increments of the processes to
obtain a proof, and there are two other facts we need to emphasize at this
point. The first is that {Y (t) : t ≥ 0} strictly stable of index r ∈ (0, 2]
implies {S(t) = t 2r Y (1t ) : t ≥ 0} is also strictly stable of index r. The second
is that the process {Y (t) : t ≥ 0} being non-degenerate and strictly stable,
implies the random variables Y (t) and S(t) have probability densities for all
t > 0.
Now fix n ≥ 1 and let Y1, · · · , Yn be independent copies of Y . Let Q
denote the rational numbers. Then, setting Sj(t) = t
2
rY (1t ), t > 0, j =
1, · · · , n, we have
P (card{Y1(t), · · · ,Yn(t)} = card{S1(t), · · · ,Sn(t)} = n (80)
for all t ∈ Q ∩ (0,∞)) = 1.
Also, let CQ denote the countable subclass of C given by CQ = {Ct,y ∈ C :
t, y ∈ Q}. Then, as in the proof of Lemma 7 in [KKZ10], to show the
empirical CLT fails for {Y (t) : t ∈ E} it suffices to show that
P (∆CQ(Y1, · · · , Yn) = 2n) = 1, (81)
where ∆CQ(Y1, · · · , Yn) = card{C ∩ {Y1, · · · ,Yn} : C ∈ CQ}. Hence it
suffices to show for every r, 0 ≤ r ≤ n, and {i1, · · · , ir} ⊆ {1, · · · , n} that
P ({Yi1 , · · · , Yir} ∈ ∆CQ(Y1, · · · , Yn)) = 1. (82)
Next define for every permutation π = (j1, · · · , jn) of {1, · · · , n} the event
Eπ = {ω : Yj1(
1
k
, ω) < · · · < Yjn(
1
k
, ω) i.o. in k ≥ 1}, (83)
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and observe that
Eπ = {ω : Sj1(k, ω) < · · · < Sjn(k, ω) i.o. in k ≥ 1}. (84)
Since there are only finitely many permutations and (80) holds, P (Eπ) > 0
for some π. Therefore, (84) and the Hewitt-Savage zero-one law implies
P (Eπ) = 1. Moreover, since the processes Y1, · · · , Yn are i.i.d. it follows
that P (Eπ) = 1 for all permutations π of {1, · · · , n}.
Returning to (82) we take any permutation π = (j1, · · · , jn) with i1 =
j1, · · · , ir = jr. Then for each ω and k such that (83) holds we have a
rational number q(ω, k) such that
Yj1(
1
k
, ω) < · · · < Yjr(
1
k
, ω) < q(ω, k) < Yjr+1(
1
k
, ω) < · · · < Yjn(
1
k
, ω),
and hence
{Yi1(·, ω), · · · , Yir(·, ω)} = C 1
k
,q(k,ω) ∩ {Y1(·, ω), · · · , Yn(·, ω)}.
Since P (Eπ) = 1, we therefore have (82), which completes the proof.
4 Applications to empirical quantile process CLTs
The typical empirical quantile CLT of this section starts with a base process
{Yt : t ∈ E}, and as before we define Xt = Yt + Z, t ∈ E, where Z is
independent of {Yt : t ∈ E} and Z has density g(·) on R. For the empirical
process CLT’s over C established in the previous section, we assumed g(·)
was uniformly bounded on R, or in La(R) for some a > 1. In order to prove
our empirical quantile results, we assume a bit more about g(·), but these
assumptions are not unusual, even for real-valued quantile CLT’s. Moreover,
keeping in mind possible application to a diverse collection of base processes,
we have chosen to put the assumptions we require on g(·), but the reader
should keep in mind that if the distributions of Yt, t ∈ E, have densities with
similar properties, then we could assume less about g(·). This is easily seen
from the proofs, and basic facts about convolutions, and hence are left for
the reader to implement should the occasion arise.
Throughout we assume enough that the input process {Xt : t ∈ E}
satisfies the empirical CLT over C with centered Radon Gaussian limit on
ℓ∞(E×R) given by {G(t, x) : t ∈ E, x ∈ R}, where G(·, ·) is sample bounded
on E × R, and uniformly continuous with respect to its L2-distance there.
Of course, as before a typical point (t, x) ∈ E × R has been identified with
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Ct,x. Our empirical quantile CLT’s in this setting will then be of two types,
and in these results I will always be a closed subinterval of (0, 1). The first
is that the quantile processes
{√n(τnα (t)− τα(t))f(t, τα(t)) : n ≥ 1} (85)
satisfy the CLT in ℓ∞(E × I) with Gaussian limit process
{G(t, τα(t)) : (t, α) ∈ E × I}, (86)
and the second asserts that the quantile processes
{√n(τnα (t)− τα(t)) : n ≥ 1} (87)
satisfy the CLT in ℓ∞(E × I) with Gaussian limit process{
G(t, τα(t))
f(t, τα(t))
: (t, α) ∈ E × I
}
. (88)
Theorem 3. Assume that one of (i–iii) hold:
(i) {Yt : t ∈ E} is a centered sample continuous Gaussian process on a
compact subset E of [0, T ]d satisfying (55).
(ii) E = [0, T ] and {Y (t) : t ≥ 0} is a stochastic process with cadlag
sample paths on [0,∞) such that P (Y (0) = 0) = 1. In addition, {Y (t) : t ∈
E} is a martingale whose L1-increments are Lip-β for some β ∈ (0, 1] , or a
stationary independent increments process satisfying (66) for some p ∈ (0, 1)
and β ∈ (0, 1].
(iii) E = [0, T ] and {Yt : t ∈ E} is a compound Poisson process built
from the i.i.d random variables {Yk : k ≥ 1} having no mass at zero and
Poisson process {N(t) : t ≥ 0} with parameter λ ∈ (0,∞) as in Proposition
3.2.
In addition, assumeXt = Yt+Z, where Z is independent of {Yt : t ∈ E}, and
Z has a strictly positive, uniformly bounded, uniformly continuous density
function g on R. If {Yt : t ∈ E} satisfies (i), (ii), or (iii), I is a closed
subinterval of (0, 1), and we also assume that
lim
b→∞
sup
t∈E
P (|Yt| ≥ b) = 0, (89)
then the quantile processes of (85) and (87) built from the input process
{Xt : t ∈ E} satisfy the empirical quantile CLT with corresponding Gaussian
limit as in (86) and(88).
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Remark 3. It is easy to see at this point that the results of section three
allow us to apply Theorem 4.1 to obtain empirical quantile results of both
types for fractional Brownian motions, the Brownian sheet, strictly stable
stationary independent increment processes, martingales, and compound
Poisson processes. The precise corollaries are easy to formulate, and hence
are not included.
Proof. If the base process {Yt : t ∈ E} satisfies (i), (ii), or (iii), and g is
uniformly bounded on R, then Propositions 3.1-3.3 and Remark 3 following
Proposition 3.2 imply that the resulting input process {Xt : t ∈ E} satisfies
the empirical CLT over C with centered Gaussian limit given by {G(t, x) : t ∈
E, x ∈ R}, where G(·, ·) is sample bounded on E ×R, uniformly continuous
with respect to its L2-distance there, and has Radon support in ℓ∞(E×R).
Furthermore, if Ht(x), t ∈ E, is the distribution function of Yt, then Xt has
probability density function
f(t, x) =
∫
R
g(x− v)dHt(v), t ∈ E.
Hence if g, the density of Z, is strictly positive, uniformly bounded, and uni-
formly continuous on R, then it is easy to check that each of the densities
f(t, ·), t ∈ E, have the same properties. In particular, we have limδ→0 supt∈E
sup|u−v|≤δ |f(t, u) − f(t, v)| = 0, which is (26). Hence Corollary 2.1 imme-
diately implies the empirical quantile processes satisfy the quantile CLT’s
with Gaussian limit as indicated in (86) and (88) provided we show (27)
holds. That is, it remains to verify that the densities f(t, ·), t ∈ E, of the
input process {Xt : t ∈ E} satisfy
inf
t∈E,α∈I
f(t, τα(t)) = cI > 0 (90)
for every closed interval I in (0, 1).
Now (90) holds if we show that for any closed subinterval I of (0, 1) and
all a > 0 that
inf
t∈E,|x|≤a
f(t, x) = ca > 0 and sup
t∈E,α∈I
|τα(t)| <∞. (91)
First we show the left expression in (91) holds, so take a > 0. Then, for
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every b > 0
inf
t∈E,|x|≤a
f(t, x) = inf
t∈E,|x|≤a
∫
R
g(x− v)dHt(v)
≥ inf
t∈E
∫
R
inf
|x|≤a
g(x− v)dHt(v)
≥ inf
|u|≤a+b
g(u) inf
t∈E
∫ b
−b
dHt(v),
and, since g satisfies (89), there exists b0 > 0 sufficiently large that
inf
t∈E
∫ b0
−b0
dHt(v) ≥ 1
2
.
Therefore, we have
inf
t∈E,|x|≤a
f(t, x) ≥ 1
2
inf
|u|≤a+b0
g(u) ≡ ca > 0.
Now we turn to the second term in (91). Since I is a closed interval of
(0, 1) there is a θ ∈ (0, 12) such that I ⊂ (θ, 1− θ) and
sup
t∈[0,T ]
P (|Y (t) + Z| ≥ a) ≤ sup
t∈[0,T ]
P
(
|Y (t)| ≥ a
2
)
+ P
(
|Z| ≥ a
2
)
≤ θ
2
,
where the second inequality follows from (89) by taking a > 0 sufficiently
large. Hence for each t ∈ [0, T ], α ∈ I we have τα(t) ∈ [−a, a] and the right
term of (91) holds. Thus (90) holds, and the theorem is proven.
5 Additional quantile process CLTs with stable
and Gaussian inputs
Let E = [0, T ], and assume {X(t) : t ≥ 0} is a symmetric stable process
of index r ∈ (0, 2] with stationary independent increments, cadlaq sample
paths on [0,∞), and such that P (X(0) = 0) = 1. Then, except for de-
generate cases, Corollary 4 implies the empirical process built from i.i.d.
copies of {X(t) : t ∈ E} fails the CLT over C, but it holds for i.i.d. copies
of {X(t) : a ≤ t ≤ T} over C[a,T ] ≡ {Ct,x : a ≤ t ≤ T, x ∈ R}, provided
0 < a < T . Moreover, with E = [a, T ] and I a closed subinterval of (0, 1),
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Theorem 3 then implies that the empirical quantile processes given in (85)
and (87), satisfy the CLT with limiting Gaussian processes as in (86) and
(88), respectively.
As can be seen from the proofs, the difference in the results forX indexed
by [0, T ] versus [a, T ] seems in large part due to the fact that the densities
f(t, ·) are not uniformly bounded on R as t ↓ 0, and that X(0) is degenerate
at zero when t = 0. However, this is not the complete story, since in this
section we will prove that the empirical quantile processes of (87) with input
process X on E = [0, T ] satisfy the CLT of (88) provided I is a closed
subinterval of (0, 1). As mentioned in the introduction, this extends the
result of J. Swanson in ([Swa07]) when I = {12} and in ([Swa11]) for other
fixed α ∈ (0, 1).
To prove our result we need a number of lemmas. The first shows that
if the input process is scalable, then certain information on the empirical
quantile process on an interval, say, [1, 2], yields information on an interval
[0, δ]. We phrase this in slightly more general terms, but ultimately it will
be applied to quantile processes.
Let {W (t, α) : t ≥ 0, α ∈ (0, 1)} be a stochastic processes which is
scalable in t, i.e. for some constant p ∈ (0,∞) the process
{W (ct, α) : t ≥ 0, α ∈ (0, 1)} and {cpW (t, α) : t ≥ 0, α ∈ (0, 1)}
have the same law for all n ≥ 1. Also assume P (W (0, α) = 0) = 1 for
all α ∈ (0, 1). Let Q denote the rational numbers, J = [1, 2], A = [1 −
α∗, α∗], 12 < α
∗ < 1, and for a subset B of R we define BQ = B ∩Q.
Lemma 5. Let W be p-scalable. Fix 0 < δ ∈ Q. For q > 0
E( sup
u∈(0,δ]Q,α∈AQ
|W (u, α)|q]) ≤ δ
pq
1− 2−pqE( supu∈JQ,α∈AQ
|W (u, α)|q]). (92)
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Proof.
E sup
s∈(0,δ]Q,α∈AQ
|W (s, α)|q] = E sup
j≥1
sup
s∈(2−jδ,2−(j−1)δ]Q,α∈AQ
|W (s, α)|q
≤
∞∑
j=1
E sup
s∈(2−jδ,2−(j−1)δ]Q,α∈AQ
|W (s, α)|q
=
∞∑
j=1
E sup
s∈(1,2]Q,α∈AQ
|W (2−jδs, α)|q
=
∞∑
j=1
(2−jδ)pq E sup
s∈(1,2]Q,α∈AQ
|W (s, α)|q
=
δpq
1− 2−pqE( supu∈JQ,α∈AQ
|W (u, α)|q ]).
Remark 4. Shortly we will apply this to the sequence of empirical quantile
processes. That is, we apply this lemma to each ofWn(t, α) :=
√
n
(
F−1n,t (α)−
F−1t (α)
)
, where t ≥ 0, α ∈ (0, 1). Since the bounds obtained in Lemma 5
depend only on the scalability constant, c, all of our estimates will be uniform
in n.
We now prove that when the input process is a stationary, independent
increment process with symmetric p-stable distribution (0 < p < 2), the
empirical quantile processes uniformly satisfy the hypothesis of Lemma 5.
For this purpose the next lemma is useful.
Lemma 6. Let X be an arbitrary random variable. If qα(X) denotes any
α-quantile for X, then −q1−α(−X) is also an α-quantile for X.
Proof.
P (X ≥ −q1−α(−X)) = P (−X ≤ q1−α(−X)) ≥ 1− α
and
P (X ≤ −q1−α(−X)) = P (−X ≥ q1−α(−X)) ≥ α.
Theorem 4. Let {X(t) : t ≥ 0} be a symmetric r-stable process with sta-
tionary, independent increments, and such that P (X(0) = 0) = 1. Then, the
centered empirical quantile process built from i.i.d copies of {X(t) : t ≥ 0}
satisfies the hypothesis of Lemma 5, i.e., there exists a positive integer n0
such that
sup
n≥n0
E[ sup
t∈JQ,α∈AQ
√
n|F−1n,t (α) − F−1t (α)|] <∞,
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and hence for every ǫ > 0 there exists δ > 0 such that
sup
n≥n0
P ( sup
t∈[0,δ]Q,α∈AQ
√
n|F−1n,t (α)− F−1t (α)| > ǫ) ≤ ǫ.
Remark 5. From (100), the n0 of the theorem can be taken to be
n0 = inf{n ≥ 1 : 2−(r⌊n(1−α∗)⌋−2)(λr
√
n)2 ≤ 1},
where λrr :=
2recr
1− α∗ , and cr depends on the tail behavior of ||X||J as given
prior to (99). In addition, due to the scaling of our input process, F−1t (α) =
t
1
rF−11 (α), and since α ∈ A implies |F−11 (α)| ≤ F−11 (α∗) < ∞, we have for
0 < q < r that
sup
1≤n<n0
E[ sup
t∈JQ,α∈AQ
√
n|F−1n,t (α) − F−1t (α)|q ] <∞,
i.e., max1≤n≤n0 supt∈JQ,α∈AQ |F−1n,t (α)| ≤ max1≤j≤n0 sup0≤t≤T |Xj(t)| < ∞,
and for 0 < q < r the right term has a qth moment. Thus
sup
n≥1
E[ sup
t∈JQ,α∈AQ
√
n|F−1n,t (α)− F−1t (α)|q ] <∞
for 0 < q < r, and the conclusion of Theorem 4 also holds for all n ≥ 1 via
an application of Lemma 5 with n0 = 1.
Proof. First we note that the scaling property of the iid symmetric stable
processes, {Xj(t)} immediately implies scalability with the same constant
for all the processes
{F−1n,t (α)− F−1t (α) : t ∈ [0,∞), α ∈ (0, 1)}.
We’ll obtain bounds on
P (
√
n sup
t∈JQ,α∈AQ
|F−1n,t (α) − F−1t (α)| > u). (93)
strong enough to yield an n0 for which
sup
n≥n0
E[ sup
t∈JQ,α∈AQ
√
n|F−1n,t (α) − F−1t (α)|] <∞,
At this point we can apply Lemma 5 to obtain the bound
E( sup
u∈(0,δ]Q,α∈AQ
|F−1n,t (α) − F−1t (α)|q ]) ≤
δpq
1− 2−pq (94)
E( sup
u∈JQ,α∈AQ
|F−1n,t (α) − F−1t (α)|q ]).
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An application of Chebyschev’s inequality will then yield the Theorem.
We break the proof into two parts. The first part covers the case when
we have a lower bound on the densities of Xt for t ∈ J = [1, 2]. In the second
part we take care of the remaining case. Now for u ≥ 0 we have
(i)
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α) − F−1t (α)
)
> u)
= P (∃t ∈ JQ, α ∈ AQ,
n∑
j=1
I
Xj(t)>
u√
n
+F−1t (α)
≥ n(1− α))
= P (∃t ∈ JQ, α ∈ AQ,
n∑
j=1
(
IXj(t)>u/
√
n+F−1t (α)
− P (X(t)
> u/
√
n+ F−1t (α))
) ≥ n[(1− α)− P (X(t) > u√
n
+ F−1t (α))
]
)
= P (∃t ∈ JQ, α ∈ AQ,
n∑
j=1
(
IXj(t)>u
√
n+F−1t (α)
− P (X(t)
>
u√
n
+ F−1t (α))
) ≥ nP (F−1t (α) < X(t) ≤ u√n + F−1t (α))).
Also, since the density, f1, ofX(1), is symmetric about 0 and unimodal
([Yam78]), it is decreasing away from the origin. Hence, using 0 < t ≤
2,
P (F−1t (α) < X(t) ≤
u√
n
+ F−1t (α)) =
∫ t−1/r [F−1t (α)+ u√n ]
t−1/rF−1t (α)
f1(x) dx
≥ ( inf
F−11 (α)≤x≤[F−11 (α)+ t
−1/ru√
n
]
f1(x)
) u
2
1
r
√
n
≥ f1(F−11 (α∗) +
u√
n
)
u
21/r
√
n
So, if 0 ≤ u√
n
≤ C, since the density, f1, is decreasing away from the
origin,we have the inequality
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α)− F−1t (α)
)
> u)
≤P ( 1√
n
‖
n∑
j=1
(
IXj(t)>y − P (X(t) > y)
)‖JQ×R
≥f1(F−11 (α∗) + C)u/21/r).
36
Thus, for t ∈ JQ fixed, the continuity of P (X(t) > y) in y and the
right continuity of IXj(t)>y in y for 1 ≤ j ≤ n implies
1√
n
‖
n∑
j=1
(
IXj(t)>y − P (X(t) > y)
)‖JQ×R
=
1√
n
‖
n∑
j=1
(
IXj(t)>y − P (X(t) > y)
)‖JQ×Q
with probability one.
Hence, if D := 2−1/rf1(F−11 (α
∗) + C), we have for 0 ≤ u√
n
≤ C,
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α)− F−1t (α)
)
> u)
≤ P ( 1√
n
‖
n∑
j=1
(
IXj(t)>y − P (X(t) > y)
)‖JQ×Q ≥ Du) (95)
Since the summands, IXj(t)>y − P (X(t) > y) are bounded by 1, and
the CLT over C implies stochastic boundedness of the normalized norm
in (95), we can use a result of Hoffman-Jørgensen, see pp. 164-5 of
[HJ74], to obtain for any q > 0,
Bq := sup
n
E
1√
n
‖
n∑
j=1
(
IXj(t)>y − P (X(t) > y)
)‖qJQ×Q <∞.
Therefore, for 0 ≤ u ≤ C/√n,
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α) − F−1t (α)
)
> u) ≤ Bq 1
(Du)q
. (96)
(ii) Now we deal with the case u√
n
> C. In the computation below we
don’t use the particular form of the quantiles, F−1n,t (α), F
−1
t (α), only
the fact that they are quantiles. Note (97) below. Hence, by Lemma
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6P (
√
n sup
t∈J,α∈A
|F−1n,t (α)− F−1t (α)| > u)
≤ P (√n sup
t∈JQ,α∈AQ
(
F−1n,t (α)− F−1t (α)
)
> u)
+ P (
√
n sup
t∈JQ,α∈AQ
(
F−1t (α)− F−1n,t (α)
)
> u)
= P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α)− F−1t (α)
)
> u)
+ P (
√
n sup
t∈JQ,α∈AQ
(−qt(1− α) + qn,t(1− α)) > u). (97)
Thus, the second term can be treated the same as the first term. For
the first term we have
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α)− F−1t (α)
)
> u)
= P (∃t ∈ JQ, α ∈ AQ, F−1n,t (α) >
u√
n
+ F−1t (α))
= P (∃t ∈ JQ, α ∈ AQ,∃I,#I = ⌊n(1− α)⌋,Xj(t)
>
u√
n
+ F−1t (α),∀j ∈ I)
≤ P (∃t ∈ JQ, α ∈ AQ,∃I,#I = ⌊n(1− α∗)⌋,Xj(t)
>
u√
n
+ F−1t (α),∀j ∈ I)
and again by Lemma 6, since F−1t (α) ≥ F−1t (1− α∗) for all α ∈ AQ,
≤
(
n
⌊n(1− α∗)⌋
)
P (∃t ∈ JQ,Xj(t) > u√
n
− F−1t (α∗),
j = 1, . . . , ⌊n(1− α∗)⌋)
≤
(
n
⌊n(1− α∗)⌋
)
P ( min
j≤⌊n(1−α∗)⌋
‖Xj‖JQ >
u√
n
− F−11 (α∗))
≤
(
n
⌊n(1− α∗)⌋
)[
P (‖X‖JQ >
u√
n
− F−11 (α∗))
]⌊n(1−α∗)⌋
≤ [ e
1− α∗P (‖X‖JQ >
u√
n
− F−11 (α∗))
]⌊n(1−α∗)⌋
(98)
Now, for our stable process it is known, see Proposition 5.6 of [LT91],
that there exists a constant, cr, such that
P (‖X‖JQ > v) ≤ crv−r.
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Hence, by (98), if
u√
n
≥ C ≥ 2F−11 (α∗), we have for λrr :=
2recr
1− α∗ ,
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α)− F−1t (α)
)
> u)
≤ [ e
1− α∗P (‖X‖JQ >
u
2
√
n
)
]⌊n(1−α∗)⌋
≤ [ e
1− α∗ cr(
2
√
n
u
)r
]⌊n(1−α∗)⌋
=
[λr√n
u
]r⌊n(1−α∗)⌋
. (99)
Therefore, taking u/
√
n ≥ C ≡ 2λr ∨ 2F−11 (α∗), (99) implies
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α)− F−1t (α)
)
> u) ≤ [λr√n
u
]r⌊n(1−α∗)⌋
≤ 2−(r⌊n(1−α∗)⌋−2)(λr
√
n
u
)2, (100)
and hence n sufficiently large implies
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α)− F−1t (α)
)
> u) ≤ u−2. (101)
Since the same estimates apply to the second term in (97), we have by
putting the two parts together that
E[ sup
t∈JQ,α∈AQ
√
n|F−1n,t (α) − F−1t (α)|]
≤ 2
∫ ∞
0
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α) − F−1t (α)
)
> u) du
≤ 2[1 +
∫ C√n
0
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α) − F−1t (α)
)
> u) du
+
∫ ∞
C
√
n
P (
√
n sup
t∈JQ,α∈AQ
(
F−1n,t (α) − F−1t (α)
)
> u) du]
≤ 2[1 + B2
D2
∫ C√n
1
1
u2
du+
∫ ∞
C
√
n
1
u2
du] <∞, (102)
provided n is sufficiently large, B2 and D are as in (96), and C ≡
2λr ∨ 2F−11 (α∗). Thus the hypotheses in the Lemma 5 are uniformly
satisfied. Hence the theorem is proved.
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Our next lemma is important in that it allows us to switch back and
forth between supremums over countable and uncountable parameter sets.
For example, one consequence is that the conclusion of Theorem 4 can be
strengthened to hold for all t ∈ J and α ∈ A provided we ask that the
processes {Xj(t) : t ≥ 0}, j ≥ 1, have cadlag sample paths with probability
one. The lemma is as follows. The sets A and AQ are as above, but [0, T ]Q
also includes the point T , even if it is irrational.
Lemma 7. Let {X(t) : t ≥ 0} be a symmetric r-stable process with station-
ary, independent increments, cadlag sample paths, and such that P (X(0) =
0) = 1. Let 0 < T < ∞, Q the rational numbers, and define [0, T ]Q =
([0, T ]∩Q)∪{T}. Then, the empirical quantile process τnα (t) built from i.i.d
copies of {X(t) : t ≥ 0} with cadlag paths on a complete probability space
has right continuous paths on [0, T ] with probability one, and is such that
P ( sup
t∈[0,T ],α∈A
|τnα (t)− τα(t)| = sup
t∈[0,T ]Q,α∈AQ
|τnα (t))− τα(t)|) = 1. (103)
Moreover, for each t ∈ [0, T ] and n ≥ 1 with probability one the empirical
quantile process τnα (t) is left continuous in α ∈ (0, 1).
Proof. First we observe that for t > 0 the distribution function F (t, x) has
strictly positive density given by
f(t, x) = (2π)−1
∫
R
exp {−ct|u|r} cos(xu)du, c > 0, (104)
and hence F (t, x) is strictly increasing and continuous in x ∈ R. Thus
τα(t) = F
−1
t (α) is continuous in α ∈ (0, 1), and by its definition, we also
have τnα (t) = F
−1
n,t (α) left continuous in α ∈ (0, 1). In particular, the claim
following (103) holds. Moreover, for every α ∈ (0, 1), P (τα(0) = τnα (0) =
0) = 1 since we are assuming P (Xj(0) = 0) = 1, j ≥ 1. Therefore, we have
P ( sup
t∈[0,T ],α∈A
|τnα (t)− τα(t)| = sup
t∈[0,T ],α∈AQ
|τnα (t))− τα(t)|) = 1. (105)
We also have τα(·) continuous in t on [0,∞), since scaling easily implies
τα(t) = t
1
r τα(1) for all t ≥ 0. Thus (103) follows from (105) provided we
show τnα (t) is right continuous on [0, T ) with probability one, i.e. we then
would have
P ( sup
t∈[0,T ],α∈AQ
|τnα (t)− τα(t)| = sup
t∈[0,T ]Q,α∈AQ
|τnα (t))− τα(t)|) = 1. (106)
40
To verify the right continuity of τnα (·), and (106), we use the right conti-
nuity of the paths of the processes X1, · · · ,Xn. We do this through the fol-
lowing observation. That is, given real numbers x1, · · · , xn, let x1,1, · · · , x1,n
be an ordering of these numbers such that x1,1 ≤ · · · ≤ x1,n. In case there
are no ties among {x1, · · · , xn} this ordering is unique, and when there are
ties, we choose the ordering based on the priority of the original index among
the tied numbers. We then refer to x1,1 ≤ · · · ≤ x1,n as the order statistics
of {x1, · · · , xn}. Now take pairs (x1, y1), · · · , (xn, yn) of real numbers such
that sup1≤j≤n |xj − yj| ≤ δ. These are called the initial pairs of the two sets
of n numbers. We will now verify by induction that the corresponding order
statistics formed from these sets also satisfy
sup
1≤j≤n
|x1,j − y1,j| ≤ δ. (107)
The case n = 1 is obvious, so assume the result holds for all sets with
cardinality less than or equal to n − 1. Then, assume that in the initial
pairings, x1,1 and y1,1 are paired with, say y1,k and x1,l, respectively. Hence
we have x1,1 ≤ x1,l, y1,1 ≤ y1,k, |x1,1 − y1,k| ≤ δ and |y1,1 − x1,l| ≤ δ. If
x1,1 ≤ y1,1, then from the above we have x1,1 ≤ y1,1 ≤ y1,k, and hence
|x1,1 − y1,k| ≤ δ implies |x1,1 − y1,1| ≤ δ. Similarly, if x1,1 > y1,1, then from
the above we have y1,1 < x1,1 ≤ x1,l, and hence |y1,1 − x1,l| ≤ δ implies
|x1,1 − y1,1| ≤ δ. We also have |x1,l − y1,k| ≤ δ. That is, if x1,l ≤ y1,k, then
we have x1,1 ≤ x1,l ≤ y1,k and hence |x1,1 − y1,k| ≤ δ implies |x1,l − y1,k| ≤
δ. Similarly, if x1,l > y1,k, then we have y1,1 ≤ y1,k < x1,l and hence
|y1,1 − x1,l| ≤ δ implies |x1,l − y1,k| ≤ δ.
To finish the proof of (107) we apply the induction hypothesis to the
set of n − 1 pairs determining x1,2 ≤ · · · ≤ x1,n and y1,2 ≤ · · · ≤ y1,n, with
(x1,l, y1,k) being a possibly new pair, and the remaining n−2 pairs are those
originally given. Note that the induction hypothesis applies to these pairs,
since we have shown |x1,l − y1,k| ≤ δ. Thus (107) holds.
To verify the right continuity of τnα (·), and hence that (106) holds, we
note that since the i.i.d. processes X1, · · · ,Xn are cadlag on [0,∞) with
probability one, there is a set Ω1 ⊆ Ω such that P (Ω1) = 1 and for every
t ∈ [0, T ), ǫ > 0, there is a δ = δ(ω, t, ǫ, n) > 0 such that ω ∈ Ω1 implies
sup
1≤j≤n,t≤s≤(t+δ)∧T
|Xj(s)−Xj(t)| ≤ ǫ.
Therefore, (107) implies the order statistics X1,1(s) ≤ · · · ≤ X1,n(s) and
X1,1(t) ≤ · · · ≤ X1,n(t) obtained from {X1(s), · · · ,Xn(s)} and {X1(t), · · · ,
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Xn(t)} are such that
sup
1≤j≤n,t≤s≤(t+δ)∧T
|X1,j(s)−X1,j(t)| ≤ ǫ. (108)
Since ǫ > 0 is arbitrary, we thus have that the order statistic processes
{X1,j(t) : t ∈ [0, T )}, j = 1, · · · , n, are right continuous on Ω1, and hence
with probability one.
Now for 0 < α < 1, n ≥ 1, t ∈ [0,∞) we have τnα (t) = inf{x : Fn(t, x) ≥
α}, and hence
τnα (t) = X1,j(α)(t),
where j(α) = min{k : 1 ≤ k ≤ n, k/n ≥ α} is independent of t ∈ E. Thus
for all ω ∈ Ω1 we have τnα (t) right continuous in t ∈ [0, T ). Hence the lemma
is proven.
Corollary 5. Let {X(t) : t ≥ 0} be a symmetric r-stable process with
stationary, independent increments, cadlag sample paths, and such that
P (X(0) = 0) = 1. Also, assume the empirical quantile processes τnα (t) are
built from i.i.d copies of {X(t) : t ≥ 0} with cadlag paths. Then, there
exists an integer n0 ≥ 1 such that for every ǫ > 0 there is a δ = δ(ǫ) > 0
satisfying
sup
n≥n0
P ( sup
t∈[0,δ],α∈A
√
n|τnα (t)− τα(t)| > ǫ) ≤ ǫ. (109)
Proof. The proof of the corollary follows immediately from Theorem 4 and
Lemma 7.
The next theorem shows an empirical quantile CLT holds on [0, T ] for the
symmetric stable processes discussed here, which contrasts with the remarks
at the end of section 3 showing that the empirical CLT for such processes
fails. It also extends the results of [Swa07] and [Swa11] for Browning motion,
showing the CLT is uniform in α ∈ I, where I is a closed subinterval of (0, 1).
Theorem 5. Let {X(t) : t ≥ 0} be a symmetric r-stable process with
stationary, independent increments, cadlag sample paths, and such that
P (X(0) = 0) = 1. Also, assume the empirical quantile processes τnα (t) are
built from i.i.d copies of {X(t) : t ≥ 0} with cadlag paths, and I is a closed
subinterval of (0, 1). Then, the quantile processes
{√n(τnα (t)− τα(t)) : n ≥ 1} (110)
satisfy the CLT in ℓ∞([0, T ] × I) with centered Gaussian limit process
{W (t, α) : (t, α) ∈ [0, T ]× I} , (111)
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where W (0, α) = 0, α ∈ I,
W (t, α) =
G(t, τα(t))
f(t, τα(t))
, (t, α) ∈ (0, T ]× I, (112)
and for (s, β), (t, α) ∈ (0, T ] × I the covariance function is given by
E(W (s, β)W (t, α)) =
P (X(s) ≤ τβ(s),X(t) ≤ τα(t))− αβ
f(s, τβ(s))f(t, τα(t))
. (113)
Remark 6. Since the process {X(t) : t ≥ 0} in Theorem 5 is scalable with
parameter 1r , it is easy to check that τα(t) = t
1
r τα(1) for (t, α) ∈ [0,∞) ×
(0, 1). In addition, since the density of X(t) is strictly positive for each
t > 0, it is easy to check for t > 0, x ∈ R that
f(t, x) = t−
1
r f(1, xt−
1
r ).
Thus for t > 0, α ∈ (0, 1),
f(t, τα(t)) = t
− 1
r f(1, τα(1)),
and for (t, α), (s, β) ∈ (0, T ] × I, (113) becomes
E(W (s, β)W (t, α)) = s
1
r t
1
r [
P (X(s) ≤ τβ(s),X(t) ≤ τα(t))− αβ
f(1, τβ(1))f(1, τα(1))
]. (114)
Furthermore, since W (0, α) = 0, α ∈ I, we also have (114) when (t, α), (s, β)
∈ [0, T ]× I.
To get the covariance for the limiting median process, set I = {12}. Then,
since τ 1
2
(t) = 0 for all t ∈ [0, T ], we have the limiting Gaussian process such
that P (W (0, 12 ) = 0) = 1 and for s, t ∈ [0, T ] its covariance is
E(W (s,
1
2
)W (t,
1
2
)) = s
1
r t
1
r
P (X(s) ≤ 0,X(t) ≤ 0)− 14
f(1, 0)f(1, 0)
. (115)
The density f(t, x) is as in (104), and hence
f(t, 0) =
∫
R
exp{−|u|r}du
2π(ct)
1
r
, t > 0, (116)
which implies for s, t ∈ [0, T ] that
E(W (s,
1
2
)W (t,
1
2
)) =
4π2(c2st)
1
r
(
∫
R
exp{−|u|r}du)2 [P (X(s) ≤ 0,X(t) ≤ 0)−
1
4
].
(117)
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In these examples the sample paths of the input process X are assumed to
be cadlag, and when r = 2 they could be assumed to be continuous as X
is then a Brownian motion. Hence, after the proof of Theorem 5 we will
examine the consequences of these path properties for the quantile CLT.
At this time we also will discuss results comparable to those for sample
continuous Brownian motion when the input data comes from any sample
continuous fractional Brownian motion.
Proof. Let
Wn(t, α) =
√
n((τnα (t)− τα(t)), t ∈ [0, T ], α ∈ I, n ≥ 1.
Then, P (Wn(0, α) = 0) =1 for α ∈ I, n ≥ 1, and the finite dimensional
distributions ofWn converge to the centered Gaussian distributions given by
the covariance function in (113) for t ∈ (0, T ], α ∈ I. Hence Theorem 1.5.4
and Theorem 1.5.6 of [vdVW96] combine to imply the quantile processes
{Wn : n ≥ 1} satisfy the CLT in ℓ∞([0, T ]× I), where the limiting centered
Gaussian process has the covariance in (113), provided for every ǫ > 0, η > 0
there is a partition
[0, T ]× I = ∪ki=1Ei (118)
such that
lim sup
n→∞
P ∗( sup
1≤i≤k
sup
(t,α),(s,β)∈Ei
|Wn(t, α) −Wn(s, β)| > ǫ) ≤ η. (119)
Since I is a closed subinterval of (0, 1), there is an α∗ ∈ (12 , 1) such that
I ⊆ A = [1− α∗, α∗]. For δ > 0 and E1 = [0, δ] × I observe that
P ∗( sup
(t,α),(s,β)∈E1
|Wn(t, α) −Wn(s, β)| > η ∧ ǫ
2
)
≤ 2P ∗( sup
s∈[0,δ],α∈I
|Wn(s, α)| > η ∧ ǫ
4
).
Hence, (103) and (109) imply there is a δ = δ(η∧ǫ4 ) such that
lim sup
n→∞
P ∗( sup
(s,α),(t,β)∈E1
|Wn(s, α) −Wn(t, β)| > η ∧ ǫ
2
) ≤ 2(η ∧ ǫ
4
) ≤ η
2
.
(120)
Now Theorem 3 above implies the CLT for {Wn(t, α) : (t, α) ∈ [δ, T ]×I}
in ℓ∞([δ, T ] × I), and hence Theorem 1.5.4 of [vdVW96] implies that there
is a partition [δ, T ]× I = ∪ki=2Ei such that
lim sup
n→∞
P ∗( sup
2≤i≤k
sup
(s,α),(t,β)∈Ei
|Wn(s, α)−Wn(t, β)| > η ∧ ǫ
2
) ≤ η ∧ ǫ
2
. (121)
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Combining (120) and (121) we have (118) and (119), and hence the theorem
is proved.
Now we turn to the question of how special sample path properties of the
input process {Xt : t ∈ E} influence our quantile CLT’s. To be more spe-
cific, recall that the CLT results we have established for empirical quantile
processes, hold uniformly in the space ℓ∞(E × I), and the limiting Gaus-
sian process {W (t, α) : (t, α) ∈ E × I}, almost surely, has a version with
paths which are bounded and uniformly continuous with respect to its own
L2 distance dW on E × I. In particular, this guarantees that the measure
induced by the Gaussian process on ℓ∞(E× I) is supported on the subspace
CL2(E × I) of ℓ∞(E × I), where the subscript L2 is written to indicate the
topology on E×I is that given by the Gaussian process L2 distance. Hence,
if the input process {Xt : t ∈ E} is assumed sample continuous on (E, e1),
where e1 is a metric on E, when does our quantile CLT with α ∈ (0, 1) fixed
hold on the space of e1 continuous paths? If E = [0, T ] with metric the
usual Euclidean distance, and the input process has cadlag sample paths on
[0, T ], a similar question can be asked if the quantile CLT holds in some
related space of functions. Since processes with continuous paths or cadlag
paths are typical of many examples throughout probability and statistics,
these are natural questions, but they also relate to some recent results of
Jason Swanson. That is, he established a CLT in the space of continuous
functions on [0, T ] for the median process obtained from sample continu-
ous Brownian motions in [Swa07], and for other individual quantile levels
α ∈ (0, 1) in [Swa11]. These results will follow from our next theorem, and
are established in a remark following its proof.
Since the empirical quantile processes have jumps as α ranges over (0, 1),
to state our theorem providing some facts related to these questions, we need
the following function spaces. If e1 is a metric on E we set
Ce1(E) = {z : z is continuous on (E, e1)}, (122)
if E = [0, T ] we assume e1 is the usual Euclidean distance and let
D1([0, T ]) = {z : z is cadlag on [0,T]}, (123)
where right and left limits are taken with respect to e1 on [0, T ], and for
I = [a, b] a closed subinterval of (0, 1) we set
D2(I) = {z : z is left continuous on (a,b], and has right limits on [a,b)},
(124)
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where right and left limits are taken with respect to the usual Euclidean
distance e2 on I. We also define the closed subspaces of ℓ∞(E× I) given by
Ce1(E) ⊗ D2(I) = {f(·, α) ∈ Ce1(E) ∀α ∈ I and f(t, ·) ∈ D2(I) ∀t ∈ [0, T ]},
(125)
and
D1([0, T ]) ⊗ D2(I) = {f(·, α) ∈ D1([0, T ]) ∀α ∈ I (126)
and f(t, ·) ∈ D2(I) ∀t ∈ [0, T ]}.
Both Ce1(E) ⊗ D2(I) and D1([0, T ]) ⊗ D2(I) are closed subspaces of
ℓ∞(E × I)).
Theorem 6. Let {Xt : t ∈ E} be the input process for the empirical quantile
processes defined for t ∈ E,α ∈ (0, 1), n ≥ 1, by
Wn(t, α) =
√
n(τnα (t)− τα(t)),
and assume they satisfy the empirical quantile CLT in ℓ∞(E×I) with Gaus-
sian limit {W (t, α) : (t, α) ∈ E × I}. Let dW denotes the L2 distance of W
on E × I, and assume the identity map j on E × I is continuous from the
e1 × e2 topology on E × I to the dW topology, and that τα(·) ∈ Ce1(E) for
every α ∈ I. Then, we have:
(i) If {Xt : t ∈ E} has version with paths in Ce1(E), then the empirical
quantile CLT holds in the Banach subspace Ce1(E) ⊗ D2(I) of ℓ∞(E × I).
In particular, if α ∈ (0, 1) is fixed, then the CLT will hold in the space of
continuous functions Ce1(E) with the topology that given by the sup-norm.
(ii) If E = [0, T ] and {Xt : t ∈ E} has version with paths in D1([0, T ]), we
have the empirical quantile CLT holding in the Banach subspace D1([0, T ])⊗
D2(I) of ℓ∞([0, T ]× I). Hence, if α ∈ (0, 1) is fixed, then the CLT will hold
in the space of functions D1([0, T ]) with the topology that given by the
sup-norm.
Proof. If {Xt : t ∈ E} has a version with paths in Ce1(E), then taking i.i.d.
copies of this continuous version to build the quantile process, the proof of
Lemma 5.3 implies one has with probability one that Wn(t, α) is continuous
on (E, e1) for each α ∈ (0, 1). In addition, for each n ≥ 1, by Lemma 5.3 we
have α→ τnα (t) is in D2(I) for all t ∈ E, and therefore
P (Wn(·, ·) ∈ Ce1(E)⊗ D2(I)) = 1. (127)
Moreover, since we are assuming the identity map j is continuous from the
e1 × e2 topology to the dW topology on E × I, with W having a version
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with paths in CL2(E × I), it follows from the fact that the composition of
continuous maps is continuous that W has a version such that
P (W (·, ·) ∈ Ce1(E)⊗ D2(I)) = 1. (128)
Combining (127) and (128), an easy application of the portmanteau theorem
implies (see Theorem 1.3.10 of [vdVW96] for the details) the CLT will hold
on Ce1(E) ⊗ D2(I) with the topology that is given by the sup-norm. Thus
(i) holds.
The proof of (ii) is entirely similar, since the assumptions of (ii) and
Lemma 7 imply that (127) holds with Ce1(E)⊗D2(I) replaced by D1([0, T ])⊗
D2(I). Moreover, since we always have
Ce1([0, T ]) ⊗ D2(I) ⊆ D1([0, T ]) ⊗ D2(I),
and the argument for (128) is valid under (ii), we have that (127) holds with
this replacement. Hence (ii) is verified as before.
Remark 7. In this remark we provide specific applications of Theorem 6. Our
first application assumes the input process X is a cadlag symmetric r-stable
process with stationary independent increments on [0, T ] with P (X(0) = 1,
and shows that under these conditions the empirical quantile CLT holds
in the Banach space D1([0, T ]) with the sup-norm. The special case r=2
implies X is Brownian motion, and if the quantile CLT is built from i.i.d
sample continuous Brownian motions, then we will also see that for fixed
α ∈ (0, 1) the empirical quantile CLT holds in the Banach space Ce1([0, T ])
with the sup-norm. As we mentioned earlier, this implies the quantile CLT
for medians in [Swa07], and for other individual quantile levels α ∈ (0, 1)
in [Swa11]. A major step in these results will be the use of Theorem 5 to
establish the empirical CLT.
In the second application the input process X is a sample continuous
fractional Brownian motion, and here for fixed α ∈ (0, 1) we again have the
empirical quantile CLT in Ce1([0, T ]) with sup-norm. However, for this class
of examples we will only outline the necessary arguments as they are much
the same as those for the stable processes. Hence we now turn to that case.
First we observe that if X is a cadlag symmetric r-stable process with
stationary independent increments on [0,∞] with P (X(0) = 1, then for
T > 0 fixed and I a closed subinterval of (0, 1) we have the empirical quantile
CLT of Theorem 5. Furthermore, since {Xct : t ≥ 0} is equal in distribution
to c
1
r {Xt : t ≥ 0} for c > 0, it easily follows that τα(t) = t 1r τα(1) is jointly
continuous in (t, α) ∈ [0,∞) × (0, 1). Hence Theorem 6 implies the claims
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made above for the stable process inputs provided we show the identity map
j on [0, T ]×I is continuous from the Euclidean topology to the dW topology
on [0, T ]×I, where (114) and (s, β), (t, α) ∈ [0, T ]×I implies the L2 distance
dW is given by
d2W ((s, β), (t, α)) =
s
2
r (β − β2)
f2(1, τβ(1))
+
t
2
r (α− α2)
f2(1, τα(1))
− 2s 1r t 1r [P (Xs ≤ τβ(s),Xt ≤ τα(t))− αβ]
f(1, τβ(1))f(1, τα(1))
.
Hence, fix (t, α) ∈ [0, T ] × I, and assume e((s, β), (t, α)) = e1(s, t) +
e2(α, β) → 0. Then, if t = 0 it is obvious that the identity map j is
continuous at (0, α), α ∈ I, as asserted, i.e. e((s, β), (0, α)) → 0 implies
dW ((s, β), (0, α)) → 0 since the density f(1, x) is strictly positive and con-
tinuous in x ∈ R and τβ(1) → τα(1) as β → α > 0. Moreover, for
t ∈ (0, T ] and α ∈ I fixed, the continuity is again obvious provided we
show e((s, β), (t, α)) → 0 implies
P (Xs ≤ τβ(s),Xt ≤ τα(t))→ α. (129)
To verify (129) we observe that if An and Bn are sequences of ran-
dom variables on the same probability space with plimn→∞An = A and
plimn→∞Bn = B, then the random vector (An, Bn) converges to (A,B) in
probability, and P (An ≤ x,Bn ≤ y) converges uniformly to P (A ≤ x,B ≤ y)
for (x, y) ∈ R2 provided (A,B) has a continuous distribution function. In
particular, if A = B, then (An, Bn) converges in probability to (A,A), and
P (An ≤ x,Bn ≤ y) converges uniformly to P (A ≤ x,B ≤ y) = P (A ≤ x∧y)
for (x, y) ∈ R2 provided A has a continuous distribution function. Now Xt is
continuous in probability on [0, T ], and τβ(s) = s
1
r τβ(1) is jointly continuous
in s ∈ [0, T ] and β ∈ (0, 1), so setting An = A = Xt with t > 0, α ∈ I fixed,
and Bn = Xsn , sn → t, βn → α,B = Xt, we then have
lim
sn→t
P (Xsn ≤ τβn(sn),Xt ≤ τα(t)) = P (Xt ≤ τα(t)) = α.
Since the sequences sn and βn with the stated properties are arbitrary, we
have (129). Thus the claims regarding the stable processes of this remark
are established.
Now we turn to the application of Theorem 6 to fractional Brownian
motions. Hence let {Xt : t ≥ 0} be a centered sample continuous γ-fractional
Brownian motion for 0 < γ < 1 such that X0 = 0 with probability one
and E(X2t ) = t
2γ for t ≥ 0. Take I a closed subinterval of (0, 1), and
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assume the empirical quantile processes built from i.i.d. copies of X with
continuous paths are given for t ≥ 0, α ∈ (0, 1), n ≥ 1, as in (110). Since
{Xct : t ≥ 0} is equal in distribution to cγ{Xt : t ≥ 0} for c > 0, it follows
that τα(t) = t
γτα(1) is jointly continuous in (t, α) ∈ [0,∞)×(0, 1). Moreover,
the analogue of the argument given above for stable processes implies the
identity map j on [0, T ] × I is continuous from the Euclidean topology to
the L2 distance dW on [0, T ]× I, where in this situation
d2W ((s, β), (t, α)) = 2π
{
s2γ exp{τ2β(1)}(β−β2)+t2γ exp{τ2α(1)}(α−α2)−
(130)
2sγtγ exp{1
2
(τ2α(1)+τ
2
β(1))}[P (Xs ≤ τβ(s),Xt ≤ τα(t))−αβ]
}
for (s, β), (t, α) ∈ [0, T ] × I. Hence we will have empirical CLT results
as in part (i) of Theorem 6 with E = [0, T ], provided we can show we
that Theorem 5 applies when the input process X is a fractional Brownian
motion.
Except for γ = 12 , X does not have independent increments, but the
results of Theorem 4 still hold in this setting. Moreover, from the proof of
Lemma 7 the empirical processes are such that
P (Wn(·, ·) ∈ Ce1(E)⊗ D2(I)) = 1. (131)
Furthermore, Corollary 5 and Theorem 5 hold when the input processes
are sample continuous fractional Brownian motions, and hence the proof
of Theorem 5 implies the empirical quantile CLT in ℓ∞([0, T ] × I) in this
setting. The limiting Gaussian process W (t, α) has covariance as in (113)
for s, t ∈ (0, T ] and zero for s or t equal to zero, and hence the covariance for
W is as given in (130). Hence the empirical quantile CLT results in part (i)
of Theorem 6 hold as indicated with E = [0, T ] and a fractional Brownian
motion as the input process.
In particular, if α ∈ (0, 1) is fixed, then the CLT would hold in the space
of continuous functions on [0, T ] with the topology that given by the sup-
norm. The limiting Gaussian process then has covariance as in (130) with
β = α. Hence if α = β = 12 and s, t ∈ (0, T ], the covariance of the limiting
Gaussian process is
E(W (s,
1
2
)W (t,
1
2
)) =
P (X(s) ≤ 0,X(t) ≤ 0)− 14
f(s, 0)f(t, 0)
= sγtγ sin−1(
E(XsXt)
sγtγ
)
where 2E(XsXt) = s
2γ + t2γ − |s − t|2γ , and the second equality follows
from a standard Gaussian identity. When γ = 1/2 and the input process is
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standard Brownian motion, this gives the covariance in [Swa07]. Thus the
claims of this remark are established.
Remark 8. The Brownian sheet also has a scaling property, and continuous
paths. Hence by using the methods of the previous remark, results of the
type discussed there should also hold for the sheet. We have checked these
results when the input process is the 2-parameter sheet on [0, T ] × [0, T ],
but the details differ very little from what is done in the previous remark,
so they are not included.
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