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a b s t r a c t
For linear descriptor systems of the form Bx˙ = Ax + Cu, y = Ox, this paper constructs
reduced order systems associated with a given part of the finite spectrum of the pencil
P(λ) = A − λB. It is known that the reduction can be obtained by a block diagonalization
of the generalized Schur decomposition of P(λ). In this paper we consider the special case
when B =
[
H 0
0 0
]
and A =
[
J G
−F∗ 0
]
. This case is suited, in particular, for linearized
hydrodynamic problems.We derive a sufficient condition underwhich the reduced system
can approximate the initial one and show that it can be obtained in significantly cheap and
efficient approaches. We consider first in detail the case when F = G and H is the identity
matrix and then treat the general case.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Consider the linear descriptor system
Bx˙ = Ax+ Cu, y = Ox (1)
where B and A are n× n and C and O are respectively n× nc and no × n complex matrices. The vector u ∈ Cnc is the control
input, x ∈ Cn is the vector of state variables with n being the state space dimension and y ∈ Cno is the output.
Assuming that the pencil
P(λ) = A− λB (2)
is regular, our aim is to find a reduced order control system of the form:
B˜˙˜x = A˜˜x+ C˜u, y˜ = O˜˜x (3)
associated with a given part of the finite spectrum of the pencil P(λ) = A− λB. The input vector u remains unchanged, the
reduced output vector y˜ has the same dimension as y, while the reduced state vector x˜ ∈ Ck and the matrices A˜, B˜ ∈ Ck×k,
C˜ ∈ Ck×nc , O˜ ∈ Cno×k with k  n. Several other approaches to model reduction of linear descriptor systems are discussed
in [1,4,7,15,17,19,22]. See the surveys in [2,3].
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As shown in [14], the reduced order system associated with a given part of the finite spectrum can be obtained by the
generalized Schur decomposition followed by a block diagonalization of the generalized Schur form. The reduction can be
described in terms of projections Pr and Pl onto the right and left deflating subspaces of P(λ) corresponding to selected finite
eigenvalues and satisfying the equalities
PlA = APr , PlB = BPr . (4)
Recall that such projections are unique and given by (see e.g. [9, Chap. 10]):
Pr = − 12ipi
∫
Γ
P(λ)−1Bdλ, Pl = − 12ipi
∫
Γ
BP(λ)−1dλ,
where Γ is a contour in the complex plane which surrounds the selected spectrum.
The state vector splits as x = x′ + x′′ where x′ = Prx corresponds to ‘‘the main part’’ or ‘‘the principal part’’ of the state
vector and x′′ = (In − Pr)x is its remaining part. Here and throughout this paper Im denotes the identity matrix of order m.
According to this splitting, the system (1) is equivalent to the systems
PlBx˙′ = PlAx′ + PlCu, y′ = Ox′, (5)
(In − Pl)Bx˙′′ = (In − Pl)Ax′′ + (In − Pl)Cu, y′′ = Ox′′. (6)
The reduced order system (3) with the required properties can then be obtained from (5).
In this paper we are interested in the special case where
B =
[
H 0
0 0
]
, A =
[
J G
−F∗ 0
]
, C =
[
Cv
Cp
]
, O = [Ov Op] , (7)
x =
[
v
p
]
with n = nv+np and nv > np,G, F ∈ Cnv×np of rank np, J,H ∈ Cnv×nv , Cv ∈ Cnv×nc , Cp ∈ Cnp×nc ,Ov ∈ Cno×nv , andOp ∈ Cno×np .
Such systems arise for instancewhen investigating hydrodynamical problems approximatedwith respect to space variables,
as in the linear stability analysis of laminar flows [13,20,21,18]. In this context, nv and np sub-vectors of x correspond to the
values of velocity components and pressure respectively. Complex data occur for example when the method of separation
of variables is used, i.e., the Fourier transform with respect to one or two space variables.
In the case when F = G and H = Inv , the pencil P(λ) possesses nv − np finite eigenvalues and an infinite eigenvalue of
algebraic multiplicity 2np with np elementary divisors of order 2 [5] (see also Theorem 1).We show that a reduced system of
order less than or equal to nv − np associated with a given part of the finite spectrum can be obtained in some significantly
more cheap and efficient approach than the one based on the generalized Schur decomposition. Then we propose a similar
strategy for the general case where F 6= G and H is arbitrary. As a matter of fact, to construct the reduced system, we exploit
the block structure of the pencil P(λ), and perform a few computational steps dealing with matrices of smaller order than
the initial pencil. This approach has two major advantages over the generalized Schur decomposition: On the one hand,
using the block structure of P(λ) enables us to avoid dealing with the infinite eigenvalues, while with the generalized Schur
decomposition information associated with the whole spectrum is computed. On the other hand, although several steps are
performed in our approach, we always deal with matrices of small order compared to the matrices A and B, which leads to
having a much lower complexity, and less storage requirements as we will see in detail in Section 2.3.
2. Case when F = G and H = Inv
Using a QR factorization of G, we construct the systems (5) and (6). We deal with two cases: the case when the reduction
is associated with the whole finite spectrum (i.e. nv − np eigenvalues) and the case when the reduction is associated only
with the k nv − np selected ones.
2.1. Reduction with respect to the finite eigenvalues
Let
G = Q
[
0
R
]
be the QR factorization of Gwhere Q ∈ Cnv×nv is unitary and R ∈ Cnp×np is upper triangular. Note that R is nonsingular since
rank G = np. Partition Q as [Q1,Q2] with Q1 ∈ Cnv×(nv−np) and Q2 ∈ Cnv×np and denote J˜ = Q ∗JQ and J˜ij = Q ∗i JQj, i, j = 1, 2.
Then we have the following theorem.
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Theorem 1. The pencil P(λ) decomposes as:
P(λ) = T
˜J11 − λInv−np 0 00 J˜22 − λInp Inp
0 −Inp 0
W−1
where
T = diag(Q , R∗)
Inv−np 0 −˜J120 Inp 0
0 0 Inp
 ,
W = diag(Q , R−1)
Inv−np 0 00 Inp 0
−˜J21 0 Inp
 .
Proof. Denote P˜(λ) = diag(Q ∗, R−∗) P(λ) diag(Q , R−1). A direct computation gives
P˜(λ) =
[
Q ∗(J − λInv )Q Q ∗GR−1−R−∗G∗Q 0
]
=
Inv−np 0 −˜J120 Inp 0
0 0 Inp
 J˜11 − λInv−np 0 00 J˜22 − λInp Inp
0 −Inp 0
Inv−np 0 00 Inp 0
J˜21 0 Inp

from which the theorem follows. 
Theorem 1 shows that P(λ) has nv−np finite eigenvalues, those of J˜11 and an infinite eigenvalue of algebraic multiplicity
2np, that of the pencil
[
J˜22 Inp
−Inp 0
]
− λ
[
Inp 0
0 0
]
. The projections Pl and Pr corresponding to the finite spectrum are given by
Pl = T
[Inv−np 0 0
0 0 0
0 0 0
]
T−1, Pr = W
[Inv−np 0 0
0 0 0
0 0 0
]
W−1 (8)
from which we obtain
PlB = T
[Inv−np 0 0
0 0 0
0 0 0
]
W−1, PlA = T
˜J11 0 00 0 0
0 0 0
W−1
Pl = T
Q ∗1 J˜12R−∗0 0
0 0
 , Pr = [ Q1 0 0−R−1˜J21 0 0
]
W−1,
(In − Pl)B = T
[0 0 0
0 Inp 0
0 0 0
]
W−1, (In − Pl)A = T
0 0 00 J˜22 Inp
0 −Inp 0
W−1
In − Pl = T
 0 0Q ∗2 0
0 R−∗
 , In − Pr = [0 Q2 00 0 R−1
]
W−1.
Now denote
(xT1, x
T
21, x
T
22)
T = W−1x
where x1 ∈ Cnv−np and x2j ∈ Cnp . Then (5) and (6) yield respectively the reduced order system of order nv − np:
x˙1 = J˜11 x1 + C1 u, y′ = O1 x1, (9)
with
C1 = Q ∗1 Cv + J˜12R−∗Cp ∈ C(nv−np)×nc ,
O1 = OvQ1 − OpR−1˜J21 ∈ Cno×(nv−np) (10)
and its rest of order 2np:[
Inp 0
0 0
] [
x˙21
x˙22
]
=
[
J˜22 Inp−Inp 0
] [
x21
x22
]
+
[
Q ∗2 Cv
R−∗Cp
]
u, (11)
y′′ = [OvQ2 OpR−1] [x21x22
]
. (12)
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From (11) and (12) it follows that
y′′ =
[
OpR−1
(
d
dt
− J˜22
)
R−∗Cp − OpR−1Q ∗2 Cv + OvQ2R−∗Cp
]
u.
Thus y′′ = 0 if Op = 0 and Cp = 0. In this case, the reduced system (9) is equivalent to the initial one.
Note that the reduced system and its rest, i.e. formulas (9)–(12), can be obtained directly from Theorem 1 without using
the projections.
The main operations required to obtain system (9) are summarized in the following algorithm.
Algorithm 1 (System (9)).
(1) Form the QR factorization of Gwith Householder transformations and simultaneously compute J˜ , Q ∗Cv , OvQ .
(2) Compute C1 and O1 as in (10).
2.2. Reduction with respect to a part of the finite eigenvalues
In this subsection we discuss how to further reduce the system (9) to a system of order k nv − np corresponding to a
selected part of the finite spectrum of P(λ).
By Schur’s theorem [10] we may decompose the matrix J˜11 to upper triangular form by a unitary matrix U
J˜11 = U
[
S1 S12
0 S2
]
U∗. (13)
We assume that the matrices S1 ∈ Ck×k and S2 ∈ C(nv−np−k)×(nv−np−k) have disjoint spectra and that the eigenvalues of S1
correspond to the selected ones. DefineM ∈ Ck×(nv−np−k) by solving the Sylvester equation
MS2 − S1M = S12. (14)
Then J˜11 can be block-diagonalized as follows [10]:
J˜11 = U
[
Ik M
0 Inv−np−k
] [
S1 0
0 S2
] [
Ik −M
0 Inv−np−k
]
U∗
from which we obtain the spectral projection P onto the invariant subspace associated with the k selected eigenvalues of
J˜11
P = U
[
Ik M
0 Inv−np−k
] [
Ik 0
0 0
] [
Ik −M
0 Inv−np−k
]
U∗.
Partition U as[
U1 U2
]
, U1 ∈ C(nv−np)×k, U2 ∈ C(nv−np)×(nv−np−k).
Then
P = U1(U∗1 −MU∗2 ), Inv−np − P = (U2 + U1M)U∗2 .
Multiplying the system (9) on the left by P and by Inv−np − P and using the change of variables x(1)1 = (U∗1 −MU∗2 )x1 ∈ Ck
and x(2)1 = U∗2 x1 ∈ Cnv−np−k gives the reduced system of order k and its rest of order nv − np − k:
x˙(1)1 = S1x(1)1 + C (1)1 u, y(1) = O(1)1 x(1)1 , (15)
with
C (1)1 = (U∗1 −MU∗2 )C1 ∈ Ck×nc , O(1)1 = O1U1 ∈ Cno×k (16)
and
x˙(2)1 = S2x(2)1 + C (2)1 u, y(2) = O(2)1 x(2)1 , (17)
with
O(2)1 = O1(U2 +MU1) ∈ Cno×(nv−np−k), C (2)1 = U∗2C1 ∈ C(nv−np−k)×nc . (18)
Note that y(1) + y(2) = y′ is the output vector in (9).
The main operations required to obtain system (15) are summarized in the following algorithm.
Algorithm 2 (System (15)).
(1) Compute J˜11, C1 and O1 with Algorithm 1.
(2) Compute the Schur decomposition with the required ordering as in (13).
(3) Compute the solutionM of the Sylvester equation (14).
(4) Compute C (1)1 and O
(1)
1 as in (16).
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Table 1
Cost of main operations in Algorithms 1 and 2.
Computation of Number of real arithmetic operations
R,Q ∗JQ , Q ∗Cv,OvQ 32n2vnp − 8nvn2p − 8/3n3p + 16nvnp(nc + no + 7/4)− 8n2p(nc + no + 1/4)+ 8np(nc + no + 7/12)
C1 4n2pnc + 8(nv − np)npnc
O1 4n2pno + 8(nv − np)npno
Schur decomp. of J˜11 272/3 (nv − np)3
M 4k(nv − np − k)(nv − np)
C (1)1 8(nv − np)knc + 8(nv − np − k)(nv − np + k)nc
O(1)1 8(nv − np)kno
Table 2
Cost and storage for Algorithms 1 and 2 in 2D and 3D cases.
Algorithm 1 Algorithm 2
Cost (2D) 328/3 n3p + 54n2p + 36n2p(nc + no)+ o(n2p) 200n3p + 2n2p(2k+ 27)+ 4n2p(11nc + 9no)+ o(n2p)
Cost (3D) 784/3 n3p + 82n2p + 60n2p(nc + no)+ o(n2p) 2960/3 n3p + 2n2p(8k+ 41)+ 4n2p(23nc + 15no)+ o(n2p)
Storage (2D) 12n2p + o(n2p) 12n2p + o(n2p)
Storage (3D) 24n2p + o(n2p) 24n2p + o(n2p)
2.3. Computational cost and storage requirements
In this subsection we estimate the arithmetic cost of Algorithms 1 and 2 and their storage requirements. We count the
number of real arithmetic operations. Since our data are complex,we use the fact that adding two complex numbers requires
2 real arithmetic operations (2 additions) and multiplying two complex numbers requires 6 real arithmetic operations (2
additions and 4 multiplications).
The QR factorization of G uses Householder transformations which transform G to an upper triangular matrix column by
column beginning with the first one. These transformations cost 4
∑np−1
i=0 (nv− i) operations (2
∑np−1
i=0 (nv− i) additions and
2
∑np−1
i=0 (nv − i)multiplications). The construction of the upper triangular R and the matrices Q ∗JQ , Q ∗Cv and OvQ cost
16
np−1∑
i=0
(np − i)(nv − i), 32nv
np−1∑
i=0
(nv − i), 16nc
np−1∑
i=0
(nv − i) and 16no
np−1∑
i=0
(nv − i)
operations. The computation of C1 = Q ∗1 Cv + J˜12(R−∗Cp) requires 4n2pnc + 8nc(nv − np)np operations: 4n2pnc for R−∗Cp,
8npnc(nv−np) for J˜12(R−∗Cp) and the addition. In a similarway,we estimate the operations required for computingO1,M,C (1)1
and O(1)1 . See Table 1. We also indicate in this table the average number of operations required for the Schur decomposition
without reordering, which is estimated to be 272/3 (nv − np)3 operations. Such an estimate can be obtained from the
cost of the QR algorithm with the single shift strategy applied to a complex matrix (56/3 (nv − np)3 operations for the
Hessenberg reduction and 72(nv−np)3 for theQR iterations assuming that, in average, only twoQR iterations per eigenvalue
are necessary).
The storage requirements for J , G, C and O are respectively 2n2v , 2nvnp, 2(nv + np)nc , 2(nv + np)no which amounts to
2(nv + np)(nv + nc + no). These matrices are overwritten by J˜ , R, C1 and O1. The storage requirements for Q , S, C1 and O1 are
respectively 2(nv − np)2, 2(nv − np)2, 2nc(nv − np) and 2no(nv − np)which amounts to 2(nv − np)(2nv − 2np + nc + no).
ThenM , C (1)1 and O
(2)
1 overwrite S1, C1 and O1 respectively. Therefore the total storage requirements are
max{2(nv + np)(nv + nc + no), 2(nv − np)(2nv − 2np + nc + no)}.
For 2D hydrodynamic problems we have nv ≈ 2np and for 3D problems we have nv ≈ 3np. Moreover, in most applications,
nc = o(np), no = o(np) and l = O(1). The computational cost and storage requirements for Algorithms 1 and 2,
corresponding to these situations, are summarized in Table 2.
To conclude this subsection, we mention that the projections Pl and Pr and therefore the systems (5) and (6) could be
obtained from the generalized Schur decomposition of the pencil P(λ) (see e.g. [14]). However, this direct approach is
expensive. Indeed, the real generalized Schur decomposition of a real linear matrix pencil of order n with QZ algorithm
necessitates approximately 66 n3 real arithmetic operations [10, Algorithm 7.7.3], [16]. The complex version is about 2.5
times slower [8]. Therefore the generalized Schur decomposition of P(λ) necessitates approximately 165 (nv + np)3 real
arithmetic operations. That is, 4455n3p in 2D and 10560n
3
p in 3D. To these estimates, one has to add the cost of systems (5)
and (6) and a significant growth of the required storage.
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3. General case
Let
G = QG
[
0
RG
]
, F = QF
[
0
RF
]
be the QR factorizations of G and F where Q∗ ∈ Cnv×nv is unitary and R∗ ∈ Cnp×np is upper triangular. Note that RG and RF are
nonsingular because rank G = rank F = np. Partition Q∗ as [Q∗1,Q∗2] with Q∗1 ∈ Cnv×(nv−np) and Q∗2 ∈ Cnv×np and denote
J˜ = Q ∗G JQF , H˜ = Q ∗GHQF and J˜ij = Q ∗GiJQFj, H˜ij = Q ∗GiHQFj, i, j = 1, 2. Then we have the following theorem whose proof is
similar to that of Theorem 1.
Theorem 2. The pencil P(λ) decomposes as:
P(λ) = T (λ)
˜J11 − λH˜11 0 00 J˜22 − λH˜22 Inp
0 −Inp 0
W (λ)−1
where
T (λ) = diag(QG, R∗F )
Inv−np 0 λH˜12 − J˜120 Inp 0
0 0 Inp
 ,
W (λ) = diag(QF , R−1G )
 Inv−np 0 00 Inp 0
λH˜21 − J˜21 0 Inp
 .
Theorem 2 shows that P(λ) has an infinite eigenvalue of algebraic multiplicity 2np (that of the pencil
[
J˜22 Inp
−Inp 0
]
−
λ
[
H˜22 0
0 0
]
) and in addition nv−np eigenvalues (those of the pencil J˜11−λH11). Note that some of these nv−np eigenvalues
may, a priori, be infinite.
Denote
(xT1, x
T
21, x
T
22)
T = [W (d/dt)]−1x
where x1 ∈ Cnv−np and x2j ∈ Cnp . Using Theorem 2 we obtain the reduced order system of order nv − np:
H˜11x˙1 = J˜11x1 + C11u+ C12u˙, y′ = O11x1 + O12x˙1, (19)
with
C11 = Q ∗G1Cv + J˜12R−∗F Cp, C12 = −H˜12R−∗F Cp ∈ C(nv−np)×nc ,
O11 = OvQF1 − OpR−1G J˜21, O12 = OpR−1G H21 ∈ Cno×(nv−np)
and its rest of order 2np:[
H˜22 0
0 0
] [
x˙21
x˙22
]
=
[
J˜22 Inp−Inp 0
] [
x21
x22
]
+
[
Q ∗G2Cv
R−∗F Cp
]
u, (20)
y′′ = [OvQF2 OpR−1G ] [x21x22
]
. (21)
From (20) and (21) it follows that
y′′ =
[
OpR−1G
(
H22
d
dt
− J˜22
)
R−∗F Cp − OpR−1G Q ∗G2Cv + OvQF2R−∗F Cp
]
u.
If Op = 0 and Cp = 0 then y′′ = 0, and therefore, the reduced system (19) is equivalent to the initial one. In this case (19)
has the following form:
H˜11x˙1 = J˜11 x1 + Q ∗G1Cv u, y′ = OvQF1 x1.
A further reduction to a selected part of the finite spectrummay be based on the generalized Schur decomposition of the
pencil λH˜11 − J˜11 and the block diagonalization of the generalized Schur form as proposed in [14]. Finally we mention that
in comparison with the strategy based on the generalized Schur decomposition of the initial pencil P(λ), we reduced the
size of the solved problem by a factor of 3 and 2 in 2D and 3D cases respectively.
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4. Conclusion
In this paper, we examined a model order reduction method for systems of the form (1) (with matrices of the form (7))
associated with a given part of the finite spectrum of the pencil P(λ). We proposed to construct the projections Pr and Pl
onto the right and left deflating subspaces corresponding to the part of the finite spectrum of interest using a series of direct
computational steps applied to matrices of small order. This approach proved to have a lower computational complexity
and to require less memory storage than other classical direct approaches.
Before concluding, we would like to mention that when the size of the control system is too large, an iterative method
such as JDQZ [6] (see also [12]) may be used to approximate the corresponding right deflating subspaces of the initial pencil
P(λ) and that of its adjoint P∗(λ) = A∗−λB∗ and compute the projections Pr and Pl and hence a reduced system of the form
(3). More detailed analysis and numerical studies of the proposed approaches can be found in [11].
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