Our main objective is in antagonizing the performance of two approaches: the Newton-Raphson (N-R) algorithm and maxLik function in the statistical software R to obtain optimization roots of estimating functions. We present the approach of algorithms, examples and discussing about two approaches in detail. Besides, we prove that the N-R algorithm can perform if our data set contain missing values, while maxLik function cannot execute in this situation. In addition, we also compare the results, as well as, the time to run code to output the result of two approaches through an example is introduced in [1] .
Introduction
In statistical inference and applied mathematics, estimating functions play an extremely vital position in researches. If having the estimating function we can execute some of approaches to gure out this issue. Comprehensive theory and its applications can be obtained from numerous reference books on statistics.
In [2] , Godlambe presented about estimating functions in which a function includes the data set and parameters need to be es-
timated. An overview, the estimating func- and performed it. For example: Riks [3] presented the application of Newton's method to the problem of elastic stability, Broyden [4] introduced about quasi-Newton methods and their application to function mini-misation, Polyak [5] researched about the N-R method and its application in optimization, Chalco et al. [6] presented about on the Newton method for solving fuzzy optimization problems. Bakari et al. [7] introduced the application of Newton-Raphson method to non-linear models, Wu et al. [8] researched about a regularized Newton method for computing ground states of Bose-Einstein condensates, Chin et al. [9] presented an ef- Furthermore, there are several available functions in R to obtain optimization roots, for example: the maxLik function is rst introduced by Henningsen et al. [12] . Nash [13] developed an optim function. This function is derived from the algorithm of Zhu et al. [14] . Hasselman [15] proposed about Nleqslv function, etc. Although the problem about nding the optimization solution of estimating functions has been extensively studied and widely applied in various elds, the issue about comparing the performance of these approaches has not been yet researched.
To circumvent the diculty, in this paper, our 
To obtain optimization roots by executing 
Solution:
Let g(u) = 3u 3 + 7u − 9. It can be seen that g(0)g(1) = −9 < 0. Therefore g(u) = 0 has root in the (0, 1) interval, g (u) = 9u 2 + 7.
With u 0 = 1, we have u 1 = 0.937500, f (u 1 ) = 0.0344238
Remark: if the target function is g (u) then the expression (1) can be rewritten: 
. . .
. . . We have,
and,
where Hg 1 (u); ...; Hg 4 (u) be the rst, second, third and fourth column of Hg(u).
then 
MaxLik function
The maxLik function is an ubiquitous available function to obtain the optimization root. This function is rst introduced by Henningsen et al. [12] . Similarly, the other R packages, the maxLik package needs to be installed and loaded before using. The command to install and load maxLik function are as follows:
>install.packages("maxLik") >library(maxLik) Next, we investigate an example in article of
Henningsen et al. [12] .
Example 3: Assuming that x is generated from a standard normal distribution and the sample size is (n = 500). We need to estimate parameters of the standard normal distribution is derived from this data set.
The log-likelihood function can be written as follows:
Choosing a starting value is (1,2) vector and execute the statistical software R to write code: >x = rnorm(500, mean = 0, sd = 1) >logLikFun = function(parameter){ mu = parameter[1] sigma = parameter [2] sum(dnorm(x, mean = mu, sd = sigma, log = TRUE))} >mle = maxLik(logLik = logLikFun, start = c(mu = 1, sigma = 2)) 
Complete cases (CC) estimator
Assuming that our data set having missing values. The complete case (CC) estimator is only performed on the data set no missing values, while the data set having missing values will be removed. As a result, the sample size in our data set will be reduced signicantly. This issue will seriously aect the results in researches. Let η i be a missing-ness status of X i i.e. η i = 1 when X i is observed and η i = 0 otherwise. Let T be a surrogate variable of X and T is independent of Y given (X, Z). The validation data set
The general estimating function by CC estimators of the regression model parameters when covariates are missing at random (MAR), denoted by U CC,n (α), can be represented as follows:
where α are interested parameters and S i (α) is the rst derivative of the log-likelihood function of P (Y i = 1|X i , V i ) with respect to α. By guring out U CC,n (α) = 0 can be acquired α CC which is an estimator of α. Assuming that π(
is a selection probability of covariates X i . The general its formula can be illustrated as follows:
where α are interested parameters and S i (α) is the rst derivative of the log-likelihood function of P (Y i = 1|X i , V i ) with respect to α. Letα W be an estimator of α that can be acquired by guring out U W,n (α, π) = 0. In general, we have E[U W,n (α, π)] = 0. Therefore, U W,n (α, π) is an unbiased estimating function.
In practice, π(Y i , V i ) is usually unknown and it is usually estimated by non-parametrically method [16] . If π(Y i , V i ) is a correctly estimated,α W will usually be a consistent estimator of α. 
where I(A) is an indicator function of A, y are natural numbers and v ∈ {v 1 , v 2 , . . . , v m }.
The function (4) can be expressed as follows:
Joint conditional likelihood (JCL) estimator
The joint conditional likelihood (JCL) estimator is rst introduced by Wang et al. [19] . This approach is based on both the validation and non-validation data set. The general its formula can be described as follows:
Where α are interested parameters and S 1i (α) and S 2i (α) is the rst derivative of the loglikelihood function of P (Y i = 1|X i , V i , η i = 1) and P (Y i = 1|V i , η i = 0) with respect to α, respectively. The authors have shown that E[U J,n (α, π)] = 0 as a result, U J,n (α, π) is an unbiased estimating function.
Missing data is an ubiquitous issue is usually encountered in, e.g., health, education and transportation, etc. This issue arises by numerous reasons, such as: respondents do not response to a certain item in the survey questions, nonacceptance to response, incomprehensible response, etc. [20] . The issues are associated with missing data can also be classied by 2 dierent types: missing outcome and missing covariates.
The problems about estimate parameters in regression models with missing data have been extensively studied and widely applied in various elds by several scholars. for instance: Wang et al. [19] performed an JCL estimator to estimate parameters in logistic regression with missing covariates. This method aslo extended by Hsieh et al. [21] and Lee et al. [22] in their studies.
All above authors performed a Newton-Raphson algorithm to estimate parameters in regression models with missing data. Lukusa et al. [17] introduced a semiparametric inverse probabil- T Investigating numerous sample sizes (n = 150, 300, 500) and h i ∈ {4, 5, 6}. The numbers h i are allowed to change across subjects.
With n = 150, using (k 4 , k 5 , k 6 ) = (60, 50, 40). When n = 300, performing (k 4 , k 5 , k 6 ) = (120, 100, 80) and with n = 500, choosing (k 4 , k 5 , k 6 ) = (200, 170, 130).
Utilizing above values, the average proportion of zero-ination in our data set is 25%. The number of repetitions in simulation is chosen N = 5000 times and gure out the maximum likelihood estimation (MLE)γ n = α CP: Empirical condence intervals at 95% level and l(CI): the average of the length of the condence intervals. All of results are executed the number of repetitions N = 5000 times. 
