Abstract This paper presents a localization system using ceiling images in a large indoor environment. For a system with low cost and complexity, we propose a single camera based system that utilizes ceiling images acquired from a camera installed to point upwards. For reliable operation, we propose a method using hybrid features which include natural landmarks in a natural scene and artificial landmarks observable in an infrared ray domain. Compared with previous works utilizing only infrared based features, our method reduces the required number of artificial features as we exploit both natural and artificial features. In addition, compared with previous works using only natural scene, our method has an advantage in the convergence speed and robustness as an observation of an artificial feature provides a crucial clue for robot pose estimation. In an experiment with challenging situations in a real environment, our method was performed impressively in terms of the robustness and accuracy. To our knowledge, our method is the first ceiling vision based localization method using features from both visible and infrared rays domains. Our system can be easily utilized with a variety of service robot applications in a large indoor environment.
computer vision community for several decades. Stereo vision has been widely used in this area [1] , as it directly provides the depth information of the scene. On the other hand, some works have proposed the use of only a single vision system [2] [3] [4] [5] [6] . The single vision based approach is especially interesting as it requires minimal system resources. It is also adequate for practical applications with low system cost.
Our work begins the development of a practical localization system that achieves both robustness and accuracy in a large indoor environment. For a system with low cost and complexity, we propose a single camera based system. Our system utilizes ceiling images acquired from a camera installed to point toward the ceiling. Many previous single vision based works have used frontal views. On the other hand, with regard to an indoor environment, the other available choice is to use ceiling images, and some previous works using ceiling images have shown noticeable results [4] [5] [6] . It is advantageous to use ceiling images for localization and mapping in local feature tracking as well as wide baseline feature matching, as there are only rotation and affine transformations without scale changes in feature appearances.
For reliable operation in a large scale environment, we propose a method using hybrid features which include natural landmarks in a natural scene and artificial landmarks observable in an infrared ray domain. Corner points and blobs in a natural scene, observable in visible ray domains, are utilized as natural features. Artificial features are landmarks made of infrared retroreflective materials, only visible in an infrared ray domain. As we assign a unique code to the physical body of the artificial feature, the feature becomes a highly distinctive landmark, which helps to solve challenging problems such as initial robot pose estimation and the kidnapped problem. Moreover, the artificial features are robustly detectable under variation of ambient visible rays as they react to infrared rays.
Due to this advantage the infrared based features have been used in several works for localization [8] [9] [10] .
However, as they have utilized only infrared based features, they require a large number of artificial features to handle a large environment. Compared with previous works utilizing only infrared based features, our method reduces the required number of artificial features as we exploit both natural and artificial features. In addition, compared with previous works using natural scene [4] [5] [6] [7] , our method has an advantage in the convergence speed and robustness as an observation of an artificial feature provides a crucial clue for robot pose estimation. In an experiment with challenging situations in a real environment, our method was performed impressively in terms of the robustness and accuracy.
To our knowledge, our method is the first ceiling vision based localization method using features from both visible and infrared rays domains. Our system can be easily utilized for a variety of service robot applications such as cleaning robots and guide robots in large indoor environments.
This paper is organized as follows. In the upcoming section, an overview of our system is presented. In Section 3, we describe feature extraction methods with the proposed hybrid feature sensing device. The methods for building a map and localization are described in Sections 4 and 5, respectively. The experimental results are shown in Section 6, and our work is concluded in Section 7.
Overview of Our System
An overview of our system is described in Fig. 1 .
The proposed hybrid feature sensing device provides a natural scene image and a difference image at the same time. Natural features include corner points and blobs in a natural scene. Meanwhile, artificial features are extracted from the difference image.
Having an accurate map is a prerequisite for accurate localization. Here, creating a map involves the 3D position estimation of each feature using measurements of the features in a 2D image space. In order to make a map, a particle filter based SLAM technique is employed. The output of the SLAM is a map that is Once the map is built, a robot is capable of estimating its pose in the environment during navigation. Our localization method is also based on a particle filter in which each particle is a hypothesis of the robot pose. Each particle is weighted according to the difference between the measurement and estimation of the feature locations in an image space. Whenever an artificial feature is observed, relocation is performed to correct the robot pose, which prevents the divergence of localization and secures the robustness in localization.
Hybrid Feature Extraction

Hybrid Feature Sensing Device
The hybrid feature sensing device was developed to provide images for detecting both natural and artificial features. The designed artificial features are made of retroreflective materials which react to infrared rays.
They can be detected from a difference image, which is acquired from a pair of an image with IR LEDs on and an image with IR LEDs off in two consecutive frames.
Such a difference image based system for extracting infrared features has been widely used for localization [8, 9] , as well as human eye detection and tracking [11, 12] .
Moreover, the difference image based system allows us to utilize both natural and artificial features. Natural features can be detected from images with IR LEDs off.
Artificial features can be extracted from difference images acquired by the absolute difference between images with IR LEDs on and off. Therefore, our device was developed to capture images with IR LEDs on and off alternately. When an image is captured, i.e. the camera shutter opens, the rising edge signal comes out from the camera general purpose input/output port. With this rising edge signal, an LED triggering circuit generates rectangular pulses whose frequency is half that of the 
Design of Artificial Features
In order to make artificial features, we chose infrared retroreflective materials to satisfy the following conditions. First, the material should be insensitive to the illumination change. Second, it should be passive. It
should not need external power. Finally, it should be as invisible to human eyes as possible to harmonize with the surroundings.
Our aim was to make robustly detectable artificial features with each unique code as an identification tag.
Through experiments using the retroreflective materials, we found that the intensity in the image was gradually changed between the feature area and the background.
This behavior was not appropriate for extracting contour or shape by detecting the abrupt intensity change, as in the previous works using artificial markers in the visible rays domain [13] . Therefore, we designed the artificial features that consist of circles so that the center of mass of each circle area can be used to encode the feature information. small circles area for codes. 
Natural Features Extraction
In recent research, the features named SIFT [14] and SURF [15] have been widely used because they are robustly detected and matched regardless of the scaling and rotation of the features in images. However, since we use ceiling images where there is no scaling change of the features, we simply detect corner points as natural features instead of extracting those computationally expensive features.
After applying Gaussian smoothing to an image with IR LEDs off to make the image insensitive to noise, we extract corner points that satisfy the condition mentioned in [16] .
The other natural feature is a blob in a natural scene.
A covariance based shape analysis method is used to extract it from an image. After applying an intensity threshold to a given image, a noisy area is removed by morphological operation, and then connected components are extracted. After applying an area threshold to each component in order to remove too large or too small components, the shape of each candidate area is analyzed using the covariance matrix C defined as 
Artificial Features Extraction
The 
Map Building 4.1 SLAM Framework for Building a Map
The Rao-Blackwellized particle filter based method is employed as a SLAM framework [17] . The key idea of the SLAM method is to maintain a set of particles. 
Parameterization for Feature Position Estimation
Since we use a single camera, it is not possible to obtain depth information from a single measurement of a natural feature. In the case of an artificial feature, it is possible to obtain depth from a single observation because we know the physical size of the feature.
However, in the SLAM framework, we use the multiple measurements based scheme for position estimation of all features. The 3D feature position can be estimated by multiple measurements of the feature. To represent a feature location, we employ the inverse depth parameterization method [19] . In this method, the measurement function has low linearization errors even at low parallax, and the estimation uncertainty is accurately modeled with a multivariate Gaussian.
Five parameters are used to define a feature position as in Fig. 6 . Here xi, yi are the robot position where the feature was first observed and αi, βi are azimuth and elevation, respectively, and ρi is the inverse depth.
Measurement Function
The measurement function is obtained in the following manner. The 3D position of a feature with respect to the world coordinate is calculated from the feature parameters, as given in Eq. (3).
(1/ ) cos cos ( )
The ray is projected in the image plane according to the pinhole model and produces a point with pixel
coordinates value x, y for the feature.
,
Here f is the focal length, sx, sy are the pixel size of the x, y axis, and cx, cy are the principal points.
Feature Position Update
The feature position described by the mean and the covariance of a feature state is updated by the standard EKF formula.
Here J h is the Jacobian of the measurement function h with respect to the feature state, Kg is the Kalman gain, zt is the real measurement, i.e. x, y coordinates value of the feature in the image,    is the expected measurement, Qt is the measurement noise, μt is the feature state consisting of five parameters, and Σt is the covariance at time t.
Data Association
A mixture scheme made up of the measurement maximum likelihood method and the feature description based method is employed for data association of all features. Fig. 7 shows the structure for this scheme. At 
This data association is verified by the following feature description based method. In the case of a corner point in a natural scene, the matching is verified by normalized cross-correlation measure. If the matching is validated, the image patch, that is, the appearance of the corner point, is updated to the most recent one. When the appearance is updated, its image patch is saved in the map after alignment along the world coordinate. On the other hand, the KLT tracker [20] is also used for data association for a corner point in two consecutive frames. In the case of a blob in a natural scene, the matching is verified by the 
Fusion with Prior Information
In order to build a highly accurate map in a large 
Localization
Localization Framework
Our localization scheme also uses a particle filter based method [7] , called Monte Carlo localization. The map that the maximum weighted particle possesses in the map building module is inputted into the localization module. In the localization module, each particle represents a hypothesis of the robot pose. The data association is performed similarly with the map building module, except that the localization module does not have feature initialization and position update. 
R r e a l F n n body R r e a l F n n body 
Experimental Results
Robot System
Our robot system is a mobile robot with a differential drive mechanism. Our robot is shown in Fig. 1 
Environment for an Experiment
The proposed method was tested on the 4th and the 
Results & Discussion
In order to make a map, we manually drove the After building the map, we tested localization with the map. The same parameters, including the number of particles and the image patch size, were used. Fig. 12 shows the localization result on the 4th floor. The blue path indicates the particle distribution during robot movement. We drove the robot along the corridor. Besides the localization test in the challenging situations described above, we also measured the error in localization. In order to measure the error, 17 spots on the A floor were set as error checking points, as in Fig. 13 . The spot 1 to 9 were located at the artificial features, marked as red points in Fig. 13 . On the other hand, the remaining spots were located between the artificial features, marked as blue points in Fig. 13 . The ground truth position was manually measured, and was compared with the position and orientation from our localization system. We had experimented five times for each checking point in order to get the result. Table. 2 shows the localization performance of our system in the test environment. As indicated in the result, our localization system has shown a great performance. 
Conclusion
We have presented a localization system using ceiling images in a large scale indoor environment. For a system with low cost and complexity, we proposed a single camera based system that utilizes ceiling images acquired from a camera installed to point upwards. For reliable operation in a large scale environment, we proposed a method using hybrid features, which include natural landmarks in a natural scene and artificial landmarks observable in an infrared ray domain. In the experiment with challenging situations in a real environment, our method has shown a great performance in terms of its robustness and accuracy.
Our method was already successfully applied to the robot navigating in a real large scale environment [21] .
Our system can be also easily utilized with a variety of service robot applications in a large indoor environment.
