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Abstract. We shall investigate a flipping contraction g : X → Y from a 4-fold X with
at most isolated complete intersection singularities. If Y has an anti-bi-canonical divisor
(=bi-elephant) with only rational singularities, then g carries an inductive structure
chained up by blow-ups (La Torre Pendente), and in particular the flip exists. This
naturally contains Miles Reid’s ‘Pagoda ’ as an anti-canonical divisor (=elephant) and
its proper transforms.
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§0. Introduction.
0.1. Minimal Model Conjecture.
Let X be a smooth projective algebraic variety of dimension n. Then X is bira-
tionally equivalent to a projective variety X ′ which has only terminal singularities
(Reid [R1]), such that either one of the following holds:
(0.1.1) X ′ is a minimal model, i.e. KX′ is nef, or
(0.1.2) there exists a surjective morphism ϕ : X ′ → Y with connected fibers such
that −KX′ is ϕ-ample, and dimY ≤ n− 1.
For dimension 2, this was classically known to be true by the works of the Italian
school in the 19-th century. For dimension 3 or more, however, this has been left to
be unknown for a hundred of years.
The attempt overcoming this has been made by the idea of introducing extremal
rays (Mori [Mo2]) in early 80’s, and a program has been raised by several people
such as Reid [Re1], Kawamata [Kaw1,2], Shokurov [Sh1] and others, how to approach
minimal models in terms of extremal rays, which is nowadays known as the so-called
Minimal Model Program (see for e.g. [KaMaMa] for introduction). Especially, it has
been made it clear that the only obstacle toward the whole problem is concentrated
on the appearance of small contractions, i.e. those birational contractions of extremal
rays with higher codimensional exceptional loci.
0.2. Definition. Let X be a projective algebraic variety of dimension n
(0.2.1) with only Q-factorial terminal singularities,
and let g : X → Y be the contraction of an extremal ray. Then a priori
(0.2.2) the relative Picard number ρ(X/Y ) = 1, and
(0.2.3) −KX is g-ample.
Then we say that g is a small contraction, or alternatively a flipping contraction, if
(0.2.4) dimExc g ≤ n− 2.
If assume that there exists a projective variety X+ and a birational morphism
g+ : X+ → Y such that
(0.2.1)+ X+ has only Q-factorial terminal singularities,
(0.2.2)+ ρ(X+/Y ) = 1,
(0.2.3)+ KX+ is g
+-ample, and
(0.2.4)+ dimExc g+ ≤ n− 2,
then we call this g+ (and also the composite birational map ψ := g+−1 ◦ g : X 99K
X+,) the flip of g.
A concrete example of such kind of transformation is first constructed by P. Francia
[Fra].
Now we state the main conjecture, which implies the Minimal Model Conjecture:
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0.3. Flip Conjecture.
(1) (Existence) For any g : X → Y of Definition 0.1, the flip g+ exists.
(2) (Termination) There is no infinite sequence of flips:
6 ∃ X 99K X+ 99K X++ 99K . . . .
Remark. This formulation does work for varieties with a certain class of singularities
which is worse than terminal, or for varieties together with divisors, called log-flips
(Shokurov [Sh2], Kawamata [Kaw7]). In fact these are harder and more complicated.
So it is sometimes necessary to distinguish the above from these, and in such a case
we call the above flip specifically terminal flips .
The termination part was first proved in dimension 3 by Shokurov [Sh1]. Here it
should be noted that he discovered a numerical invariant coming from the discrepancy,
which he called the difficulty [loc.cit], played an essential role. Then the termination
was generalized to dimension 4 by Kawamata–Matsuda–Matsuki [KaMaMa]. On the
other hand, the existence part was also investigated by several people, first for the
semi-stable 3-fold case by Kawamata [Kaw3], Tsunoda, and Shokurov, and later on
for the general 3-fold case by Mori [Mo4], applying Kawamata’s method. In this way
the Minimal Model Conjecture has been found to be true also in dimension 3.
There are also further developments and generalizations in dimension 3, such as
Reid [Re5], Kolla´r–Mori [KoMo], Shokurov [Sh2] (the existence of log-flips), Kawa-
mata [Kaw7] (the termination of log-flips), [Kaw8], and Corti [Co] (see also [Utah]).
So we are interested in the existence problem of flips in dimension 4. Because the
problem is now local on the downstairs Y , we may discuss everything from now on
under the following setting (as [Kaw3], [Mo4], [KoMo] did in dimension 3):
0.4. Notation–Assumption. Let g : X → Y be a proper bimeromorphic mor-
phism from a 4-dimensional analytic space (4-fold in short) X with only terminal
singularities to a normal 4-fold Y . Assume that the exceptional locus E := Exc g is
compact, connected, and that X is a sufficiently small analytic neighborhood of E.
Then g is called an (analytic) flipping contraction if
(0.4.1) dimE ≤ 2 and −KX is g-ample.
We simply write this X ⊃ E
g
−→ Y ⊃ g(E).
A proper bimeromorphic morphism g+ : X+ → Y from a 4-fold X+ with only
terminal singularities is called the flip of g if
(0.4.1)+ dimExc g+ ≤ 2, and KX+ is g
+-ample.
In this direction, the first achievement has been reached by Kawamata [Kaw4] in
the case of smooth 4-folds:
0.5. Theorem. (Kawamata [Kaw4], Structure theorem of flips from smooth 4-
folds)
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Let X ⊃ E
g
−→ Y ⊃ g(E) be a flipping contraction as in 0.4. Assume that X is
a smooth 4-fold. Then E ≃ P2, Bs | − KX | = ∅, and the normal bundle NE/X ≃
OP2(−1)
⊕2.
In particular, the flip g+ : X+ → Y of g exists.
This should be considered as the first step of generalizing the Minimal Model
Conjecture to dimension 4.
0.6. Remark. In this case the downstairs Y has rational bi-elephants, i.e. |−2KY |
has a member with only rational singularities. (cf. [Nak].)
Although the assumption X being smooth seems at a first glance quite casual and
collects less attention, the conclusion of the theorem says that it is rather strong in
this context, and it in fact determines the structure of g essentially in a unique way.
Also in this case the flip can be composed just by a single blow up-and-down, and
so we may say this is the simplest flip in dimension 4. Toward the Minimal Model
Conjecture, it is necessary however to generalize this to the singular case, i.e. the
case that X has terminal singularities.
In his previous paper [Kac2], the author investigated flipping contractions from
semi-stable 4-folds whose degenerate fibers satisfy a certain special assumption on sin-
gularities. Especially it is found that even we naively generalize Kawamata [Kaw3,7]’s
definition of 3-fold semi-stable degenerations to the case of 4-folds, flips may in general
destroy this condition, contrary to dimension 3. So we have to look for an appro-
priate re-definition of semi-stability which is preserved under any flips and divisorial
contractions. This might be a problem to confront with in a future.
So we turn back to non-semi-stable flipping contractions. In this paper, we deal
with flipping contractions from 4-folds with isolated complete intersection singulari-
ties. The following is the object we are going to investigate:
0.7. Assumption A. Let g : X → Y be as above. Assume
(A-1) (Singularities on X)
X has only isolated terminal complete intersection singularities, and
(A-2) (Existence of a good bi-elephant on Y ) (cf. 0.6 above)
| − 2KY | has a member with only rational singularities.
A flipping contraction g : X → Y is said to be of Type (R) if g satisfies both (A-1)
and (A-2). g is said to be of Type (I) if g satisfies (A-1) and does not satisfy (A-2).
Then our main result is stated as follows:
0.8. Main Theorem. Let X ⊃ E
g
−→ Y ⊃ g(E) be a 4-fold flipping contraction
satisfying the Assumption A above, i.e. of Type (R). Assume SingX(∩E) 6= ∅. Then
E ≃ P2, Bs | −KX | = ∅, NE/X ≃ OP2 ⊕OP2(−2).
Moreover, the flip g+ exists.
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(As for the description of the flip g+ : X+ → Y , see Corollary 8.11.)
To be more precise, g is classified in terms of the discrete invariant width g (see
§5), and g carries an inductive structure chained up by blow-ups with respect to
this number (La Torre Pendente), and this gives a complete understanding of the
mechanism of flips (see §8).
After the completion of this paper, the author succeeded in proving the implication
“(A-1) =⇒ (A-2)” so that we obtained the following stronger theorem:
0.9. Theorem. (Existence of flips from 4-folds with isolated complete intersection
singularities)
Let X be a projective 4-fold, with at most isolated complete intersection singulari-
ties. Then for any flipping contraction g : X → Y , the flip g+ exists.
The proof will be given in the forthcoming paper.
What should be coming next is to investigate g : X → Y where X has a non-
isolated singular locus. For example it is unknown whether the condition
(A-1)′ X has terminal complete intersection singularities with dimSing X = 1,
implies (A-2), while on the other hand there is an example of a flipping contraction
g : X → Y satisfying both (A-1)′ and (A-2) by M. Gross (which will be appeared in
the forthcoming paper).
This paper is organized as follows:
The first couple of sections are preliminary, and the arguments are mostly parallel
to Kawamata [Kaw4]’s. (cf. [AW1], [ABW].)
First in §1, we shall prove that the normalization E˜i of each irreducible component
Ei of E is isomorphic to P
2. We apply Kolla´r’s theorem [Kol2] on Hilbert schemes
parametrizing rational curves on a variety with complete intersection singularities,
which is a generalization of Mori [Mo1] in the smooth case. This part we are indebted
to Kolla´r’s idea. All the rest is the reproduction of arguments in [Kaw4]. At the same
time, it is proved that −KX pulled-back to E˜i’s are all OP2(1).
In §2, we shall discuss the freeness of | −KX | (Theorem 2.1). Kawamata [Kaw4]
first proved this for the smooth case by developping the ‘base-point-free technique’
initiated by himself, and later on Andreatta–Wi´sniewski [AW1] extended this to a
certain singular case, which is sufficient for what we need. We shall give the proof
for readers’ convenience, following Kawamata [Kaw4]’s original argument. Also we
shall collect several immediate consequences: The normality of Ei’s (Corollary 2.8),
a cohomological interpretation of the condition (A-2) of 0.7 (Corollary 2.9), and the
irreducibility of E : E ≃ P2 for Type (R) contraction (Corollary 2.10).
In §3, we shall introduce an invariant εP = εP (Z ⊃S) for a pair of a germ of an
analytic space Z = (Z, P ) and its closed subspace S passing through P . We give
an explicit formula (Theorem 3.1) for computing this εP in the case that Z is a
complete intersection singularity and S is a smooth subspace. Especially when Z is a
3-dimensional terminal Gorenstein singularity (= cDV -singularity) and S is a smooth
5
curve, then this coincides exactly with Mori [Mo4]’s invariant iP (1) (Corollary 3.2),
and thus our εP can be thought as a sort of a higher dimensional analogue of iP (1).
So far is the preparation.
From §4 on, we concentrate on Type (R) contractions.
In §4, we shall determine the normal bundle NE/X := (IE/I
2
E)
∨ of E in X for
Type (R) contractions. We shall prove that NE/X ≃ OP2 ⊕OP2(−2) (Theorem 4.1).
The strategy is first to limit the types of its restrictions to lines (Proposition 4.2),
where the assumption (A-2) is essentially used, and then to deduce the uniformity of
NE/X (Proposition 4.4) by applying the generalized Namikawa [Nam3]’s local moduli
(Theorem 4.5), where we develop the deformation theory for contraction morphisms.
(See also Remark 4.9). Then Van de Ven [V]’s characterization of uniform bundles
immediately gives us the conclusion.
In §5, we shall introduce an invariant called widths for our contractions g (Defi-
nition 5.5), after Reid [Re1] for 3-fold flopping contractions . Roughly, this measures
the infinitesimal length of the embedding E ⊂ X along a general locus of E, while it
actually specifies the singularities of X as we will see in §7 (Corollary 7.6). This is
thus so to speak a local-to-global invariant, and in fact plays an essential role toward
the existence of flips in §8.
In §6, we discuss deformations of a contraction g : X → Y . Since Rig∗OX =
0 (i = 1, 2), we can talk about deformations of the contraction g : X → Y ,
rather than that of X itself (see Kolla´r–Mori [KoMo] §11). We shall prove that
any set of local deformations of X along the singular points (X,Pi) (i = 1, . . . , r)(
where {P1, . . . , Pr} := Sing X ∩ E
)
can be patched together to produce a global
deformation of X , and of g : X → Y (Theorem 6.1). Especially X is smoothable by
a flat deformation. What we actually prove are the following couple of statements:
(a) The unobstructedness of deformations (see Ran [Ra2], Kawamata [Kaw6], Nami-
kawa [Nam1,2,3], Gross [G1,2]), and
(b) The surjectivity of Ext1X(Ω
1
X ,OX)
α
−→ g∗Ext
1
X(Ω
1
X ,OX).
These imply the desired surjectivity of the natural holomorphic map
Def X −→
r∏
i=1
Def (X,Pi)
between the global and the local versal deformation spaces (=Kuranishi spaces). In
dimension 3, the corresponding result was proved by Mori [Mo4] §1b in rather com-
plex analytic languages (L-deformations), including an essential use of the implicit
function theorem. Saying in algebro-geometric words, his argument might correspond
to the fact that the obstruction lies in R2g∗TX , which automatically vanishes in di-
mension 3. In dimension 4, however, the proof of R2g∗TX = 0 essentially requires the
structure of the normal bundle NE/X , which we have already determined in §4. This
can be viewed as a sort of a relative 4-dimensional analogue of Namikawa [Nam1]’s
smoothing theory of Fano varieties. (cf. [Nam2,3], [G1,2].)
Also, for such given family X → Y = {Xt
gt
−→ Yt}t∈∆ we especially focus on the
ideal structure of E, which is defined naturally as the degeneration of Et := Exc gt
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(t 6= 0) (6.7). We shall prove that this subscheme supported on E has no embedded
components, and that this has the multiplicity just equal to the number of connected
components of Et (t 6= 0) (Proposition 6.8). This observation is crucial toward
the subsequent arguments. As opposed to Mori’s L-deformation ([Mo4], [KoMo]),
the basic idea of which was to restrict attention to one irreducible component after
a deformation and forget everything else, ours is rather to look at all irreducible
components simultaneously, and this in fact makes us possible to get desirable infor-
mations on the local structure of X ⊃ E along singularities. For instance, at the final
stage of the local classification (§7), we will show that the singularity (X,P ) can be
completely determined by the width (Corollary 7.6), which is a primary consequence
of this observation. This may thus shed a new light toward the problem of flips.
Based on these preparations, in §7 we now are going to classify g of Type (R) in
§7. We shall prove that X has exactly one singular point P , and that εP (X ⊃ E) = 1
(Theorem 7.1). Hence g is completely classified up to the invariant width g, intro-
duced in §5. We shall make full use of the deformation theory established in §6.
Technically, the hardest part is to show that every singular point of X is a hyper-
surface singularity (Proposition 7.2). This can be done by giving several different
local deformations and looking at the associated subscheme structures of E for every
corresponding global deformations.
Finally in §8 we shall prove the existence of flips for Type (R) cxontractions. We
shall prove this by induction on m := width g. The case m = 1 is nothing but
Kawamata [Kaw4]’s result (Theorem 0.5). The construction of the flip is as follows:
First blow X up with the center E: ϕ : X → X . Then as we will see in Proposition
8.7, which is the hardest part of this section, there exists a unique flipping contraction
g from X of Type (R), with width g = m − 1. (This is also a consequence of the
deformation theory.) So by the induction hypothesis we are able to flip it: X 99K X
+
.
Then the proper transform of Exc ϕ in X
+
can be contracted down; X
+
→ X+, to
produce the desired flip X+ → Y . Here we essentially use the structure of Reid
[Re1]’s ‘Pagoda’ (see 5.1).
To see the mechanism of this flip operation more concretely, let us follow all the
induction steps successively upstreams, then we will eventually arrive m = 1, and
will get a sequence of blow-ups and blow-downs:
X ← X(1) ← ...← X(m−1) ← X(m) → X(m−1)+ → ...→ X(1)+ → X+,
where X(i) 99K X(i)+ gives the flip, with the widthm−i. This should be compared to
Reid’s Pagoda, not only since the patterns of the constructions of the flip or the flop
look similar, but also since ours in fact contains Pagoda as an anti-canonical divisor
(and its proper transforms). On the other hand, though Pagoda was symmetric with
respect to the flop (see 5.1), ours is not. So with a great esteem for Reid’s humor of
this lovely naming, we name by a special grace our 4-fold flip ‘La Torre Pendente’.
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§1. E˜i ≃ P
2
Notation 1.0. Let X ⊃ E
g
−→ Y be a flipping contraction satisfying the Assump-
tion (A-1), i.e. of Type (R) or (I). Throughout this section, we fix the following
notation:
(1.0.1) Let E =
n⋃
i=1
Ei be the irreducible decomposition of E, and νi : E˜i → Ei the
normalization of Ei (i = 1, . . . , n).
The aim of this section is to prove the following:
Theorem 1.1. E˜i ≃ P
2, and ν∗i OEi(−KX) ≃ OP2(1) (i = 1, . . . , n).
First we shall give the following theorem due to J. Kolla´r [Kol2], which is a gen-
eralization of Mori [Mo1], and is one of the key to our whole argument:
Theorem 1.2. (Kolla´r [Kol2] II 1.3 Theorem)
Let Z be an n-dimensional analytic space and C an irreducible rational curve on it.
Assume that Z has at most complete intersection singularities, and that C 6⊂ Sing Z.
Let α : C˜ ≃ P1 → C ⊂ Z be the normalization of C. Then
dimHom [α](P
1, Z) ≥ n+ (−KZ . C). 
Remark 1.3. Kolla´r’s Theorem 1.2 has many far reaching consequences. For
instance, Mori [Mo4]’s result “there is no flipping contraction from a terminal Goren-
stein 3-fold” is now an immediate corollary of Theorem 1.2.
Thus we can proceed completely the same argument as in Kawamata [Kaw4] in
the smooth case, which is an application of Mori [Mo1], Ionescu [Io] (cf. Wi´sniewski
[W]) to deduce:
Proposition 1.4. (following Kawamata [Kaw4]. See also Andreatta–Ballico–
Wis´niewski [ABW].)
(1) E is purely 2-dimensional, and
(2) Each Ei is covered by rational curves C such that (−KX . C) = 1.
Proof. First by Kawamata [Kaw5], each Ei is covered by rational curves. Thus by
the assumption (0.4.4), (1) is immediate from Theorem 1.2.
Next, let C be a rational curve in Ei which attains the minimum number:
(1.4.0) r := Min {(−KX . C) |C : rational curves in Ei}.
Let α : C˜ → C be the normalization of C. Then
(1.4.1) dimHom[α](P
1, X) ≥ 4 + r,
by Theorem 1.2. Hence there exists a family of curves p : U → H, with the projection
q : U → X satisfying q(U) = Ei, which gives the universal deformation of C (with a
certain generically reduced closed subscheme structure) inside X . By the choice of
C,
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(1.4.2) All fibers of p are irreducible rational curves,
and
(1.4.3) dimH = dimHom[α](P
1, X)− dimAut P1
≥ 4 + r − 3 = r + 1.
From now on we shall prove dimH = 2. Let x be a general point of Ei, and let
(1.4.4)
{
Hx := p(q
−1(x)), Ux := p
−1(Hx),
px := p|Ux : Ux → Hx, and qx := q|Ux : Ux → X.
Then
(1.4.5) qx(Ux) = Ei,
and
(1.4.6) dimHx = dim q
−1(x) = dimU − dimEi
= dimH − 1.
Assume dimH ≥ 3 to derive a contradiction, till (1.4.10). Let y be another general
point of Ei, and let
(1.4.7)
{
Hx,y := px(q
−1
x (y)), Ux,y := p
−1
x (Hx,y),
px,y := px|Ux,y : Ux,y → Hx,y, and qx,y := qx|Ux,y : Ux,y → X.
Then similarly we have
(1.4.8)
{
qx,y(Ux,y) = Ei, and
dimHx,y ≥ dimH − 2 (1.4.6).
If dimH ≥ 3, then this means that
(1.4.9) px,y : Ux,y → Hx,y admits two disjoint sections
sx := q
−1
x,y(x) and sy := q
−1
x,y(y).
Let H1 ⊂ Hx,y be any 1-dimensional irreducible closed subset, let H˜1 → H1 be
the normalization, and p1 : Ux,y ×Hx,y H˜1 → H˜1 the induced morphism. Then
(1.4.10) p1 still admits two disjoint sections sx,1, sy,1 induced from sx, sy, respec-
tively, both of which are contractible.
This is however impossible, since p1 is a P
1-bundle over a smooth complete curve
H˜1 (1.4.2). Hence we must have
(1.4.11) dimH = 2.
In particular, the inequality (1.4.3) must be the equality:
(1.4.12) r = 1. 
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1.5. Proof of Theorem 1.1.
By the previous proposition, it is enough to prove E˜i ≃ P
2, so let us return
back to the situation (1.4.4) through (1.4.6). Note that dimHx = 1 by (1.4.6) and
(1.4.11). Let H0 be any 1-dimensional irreducible component of Hx, and H˜0 → H0
the normalization. Then the induced
p0 : U˜0 := Ux ×Hx H˜0 → H˜0
is a P1-bundle over a smooth complete curve H˜0 dominating Ei through q0 : U˜0 → X .
Moreover, p0 has a section sx := q
−1
0 (x), by the construction. Hence the normaliza-
tion of Ei must be P
2. 
Remark 1.6. The conclusion of Theorem 1.1 is no longer true if we assume X
merely to be Gorenstein, instead of assuming X to have complete intersection sin-
gularities (see §Appendix A.1). In fact there is an example (Example 8.13) due to
Mukai, of a flipping contraction g : X → Y from a Gorenstein 4-fold which contracts
a singular quadric surface.
A ruling l satisfies (−KX . l) = 1, while l deforms inside X exactly with 1-
dimensional parameter space. So Kollar’s formula (Theorem 1.2) also fails in this
case. (For details see 8.13.)
§2. Freeness of | − KX | and its consequences.
In this section, we shall overview the proof of the freeness of the anti-canonical
linear system |−KX | on X (Theorem 2.1) (without the assumption (A-2)), following
Kawamata [Kaw4] and Andreatta–Wi´sniewski [AW1]. In the case X is smooth, this
was proved by Kawamata [Kaw4], and was extended later on to a more general
situation, i.e. the case that X has rational Gorenstein singularities, by Andreatta–
Wi´sniewski [AW1].
This result provides us three corollaries. The first one is the smoothness of each
irreducible components of E (Corollary 2.8). The second is an interpretation of the
condition (A-2) in terms of a certain cohomology vanishing (Corollary 2.9). The final
one is the irreducibility of E under the asumption (A-2), i.e. for Type (R) (Corollary
2.10).
Theorem 2.1. (Kawamata [Kaw4], Andreatta–Wis´niewski [AW1].)
Let X ⊃ E
g
−→ Y ∋ Q be a flipping contraction satisfying the assumption (A-1),
i.e. of Type (R) or (I). Then | −KX | is free, i.e. the homomorphism
ρ : g∗g∗OX(−KX)→ OX(−KX)
is surjective.
Here we shall adopt Kawamata [Kaw4]’s original proof. We completely follow the
argument of [loc.cit] from 2.2 through 2.7 (cf. [Kac1] §4).
Most of the notations fixed therein (such as A, B, C, Fi, Gi, L etc.) are valid only
for this section.
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2.2. Assume Bs | −KX | := Supp Coker ρ 6= ∅ to derive a contradiction, till 2.7.
Let ϕ : X ′ → X be a projective bimeromorphic morphism from a smooth 4-fold
X ′, together with a simple normal crossing divisor
∑
i
Gi on it, such that
(2.2.0)

ϕ∗| −KX | = |D
′|+
∑
i
riGi with Bs |D
′| = ∅,
KX′ = ϕ
∗KX +
∑
i
aiGi, and
−ϕ∗KX −
∑
i
δiGi is (g ◦ ϕ)-ample,
for some ri ∈ Z≥0, ai ∈ Z, and δi ∈ Q≥0, 0 < δi < 1. Since X is assumed to have at
most terminal singularities,
(2.2.1) ai ≥ 0.
Note that
(2.2.2) ϕ(
⋃
i
Gi) = Bs | −KX | ∪ Sing X .
Let c := min
ai + 1− δi
ri
. By shrinking δi’s if necessary, we may assume that the
minimum c is attained exactly for a single i, say i = 1. Let
(2.2.3) A :=
∑
i≥2
(−cri + ai − δi)Gi, and B := G1.
Then
(2.2.4) pAq ≥ 0 and Supp pAq ⊂ Exc ϕ.
Lemma 2.3. Under the notations and the assumption of 2.2,
ai ≥ ri (∀i).
Proof. Assume to the contrary, then c <
ai + 1
ri
≤ 1, and hence
C :=− ϕ∗KX −KX′ + (A−B)
=cD′ − (2− c)ϕ∗KX −
∑
i≥1
δiGi
is (g ◦ϕ)-ample. By the Kawamata-Viehweg vanishing theorem (for e.g. [KaMaMa]),
R1(g ◦ ϕ)∗OX′(−ϕ
∗KX + pAq−B) = 0, and thus
s : (g ◦ ϕ)∗OX′(−ϕ
∗KX + pAq)→ H
0(B,OB(−ϕ
∗KX + pAq))
is surjective. Here
(2.3.2) (g ◦ ϕ)∗OX′(−ϕ
∗KX + pAq) ≃ g∗OX(−KX)
(2.2.4). On the other hand,
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(2.3.3) H0(B,OB(−ϕ
∗KX + pAq)) 6= 0,
by the fact that ν∗i OEi(−KX) ≃ OP2(1) is globally generated (∀i). These imply
ϕ(B) 6⊂ Bs | −KX |, while from (2.2.2) we must have ϕ(B) ⊂ Bs | −KX |, a contra-
diction. Hence
ai ≥ ri (∀i). 
Lemma 2.4. Let D be a general member of |−KX |. Then D has at most canonical
singularities.
Proof. Take a general smooth D′ ∈ |D′| (2.2.0) and consider ϕ|D′ : D
′ → D. This
gives a resolution of D. By adjunction and (2.2.0),
KD′ = KX′ +D
′
∣∣
D′
=
∑
i
(ai − ri)(Gi|D′)
= (ϕ|D′)
∗KD +
∑
i
(ai − ri)(Gi|D′)
(recall KD ∼ 0). Since ai − ri ≥ 0 (Lemma 2.3), this means that D has at most
canonical singularities. 
2.5. Let D ∈ | −KX | be a general member as in Lemma 2.4, and let
h := g|D : D → V := g(D).
h is a projective bimeromorphic morphism such that
(2.5.1) F := Exc h ⊂ E.
Let F =
∑
j
F1,j +
∑
k
F2,k be the irreducible decomposition, where
dimF1,j = 1 and dimF2,k = 2.
Moreover let F1 :=
∑
j
F1,j and F2 :=
∑
k
F2,k:
F = F1 + F2.
Note that each F2,k coincides with some Ei.
Lemma 2.6. Bs |D| = F2.
Proof. Let L := −KX |D and consider the exact sequence
0 −→ OX −→ OX(−KX) −→ OD(L) −→ 0.
Since R1g∗OX = 0 [loc.cit],
(2.6.1) Bs |L| = Bs | −KX |.
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Let x ∈ F1 − F2 be an arbitrary point, then we can find an effective Cartier divisor
Mx on D such that
(2.6.2) Mx ∩ F = {x}, and
(2.6.3) (Mx . F1,j) = 1 for any F1,j containing x.
In particular, L−Mx is h-nef. Again by [loc.cit], R
1h∗OD(L−Mx) = 0, and
h∗OD(L) −→ h∗OMx(L)
is surjective. Thus x 6∈ Bs |L|. From this and (2.6.1), we have x 6∈ Bs | −KX |, and
we conclude Bs | −KX | = F2. 
2.7. Proof of Theorem 2.1.
(2.7.0) Let H be a general very ample divisor on D. By shrinking V if necessary,
H is decomposed as H = H1 +H2 so that H1 ∩ F1 = H2 ∩ F2 = ∅, and |H2| gives a
projective bimeromorphic morphism h1 : D → V˜ such that
Exc h1 = F2.
Let F ◦ be a connected component of F2, D
◦ an analytic neighborhood of F ◦ in D,
V ◦ := h1(D
◦), and
h◦ := h1|D◦ : D
◦ → V ◦.
Then
(2.7.1) h◦ is a projective bimeromorphic morphism which contracts a connected
divisor F ◦ to a point, and each irreducible component of F ◦ coincides with some Ei.
We denote L|D◦ again by L. Then by (2.6.1) and Bertini’s theorem,
(2.7.2) Sing D◦ ⊂ Bs |L|.
Let h◦(F ◦) =: P ◦ ∈ V ◦, let L0 ∈ |L| be a general member, r a sufficiently large
integer, and L′ a general hyperplane section of (V ◦, P ◦). Let
(2.7.3) Lr := L0 + rh
∗
0L
′ ∈ |L|.
Take a projective bimeromorphic morphism ψ : D′ → D◦ from a smooth 3-fold D′,
with a simple normal crossing divisor
∑
i
G′i, such that
(2.7.4)

ψ∗Lr =
∑
i
r′iG
′
i,
KD′ = ψ
∗KD◦ +
∑
i
a′iG
′
i ∼
∑
i
a′iG
′
i, and
−ψ∗L−
∑
i
δ′iG
′
i is (h
◦ ◦ ψ)-ample
for some r′i, a
′
i ∈ Z with ri ≥ 0, and δ
′
i ∈ Q>0 (0 < δ
′
i < 1).
Note the following three things:
(2.7.5) ψ(
⋃
i
G′i) ⊂ Bs |L| ∪ Sing D
◦ = Bs |L| = F ◦,
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(2.7.6) a′i ≥ 0 (∀i),
and
(2.7.7) r′i ≥ r (∀i).
In fact, (2.7.5) comes from Lemma 2.6 (with (2.7.2)), (2.7.6) from Lemma 2.4, and
(2.7.7) from the definition of Lr ∈ |L| (2.7.3).
Since a′i’s do not depend on r, we can shrink the minimum
c′ = c′(r) := min
a′i + 1− δ
′
i
r′i
as little as we need:
(2.7.8) 0 < c′ ≪ 1 (as r ≫ 0).
As before, we may assume that the minimum c′ is attained exactly for a single
i = 1, say, and let
A′ :=
∑
i≥2
(−c′r′i + a
′
i − δ
′
i)G
′
i, and B
′ := G′1.
Then
C′ := ψ∗L−KD′ + (A
′ −B′) = (1− c′)
(
ψ∗L−
∑
i
δ′i
1− c′
G′i
)
is (h◦ ◦ ψ)-ample (2.7.4), (2.7.8). Thus
R1(h◦ ◦ ψ)∗OD′(ψ
∗L+ pA′q−B′) = 0
[loc.cit], and we get the surjection
(h◦ ◦ ψ)∗OD′(ψ
∗L+ pA′q) = h◦∗OD◦(L) −→ H
0(B′,OB′(ψ
∗L+ pA′q)).
Since ψ(B′) ⊂ E (2.7.5) and ν∗i OEi(−KX) ≃ OP2(1) (∀i) (Theorem 1.1), the right-
hand side does not vanish. Hence ψ(B′) 6⊂ E, a contradiction. Now the proof of
Theorem 2.1 is completed. 
Corollary 2.8. Ei ≃ P
2 (∀i).
Proof. By Theorem 1.1, it is enough to show that the normalization morphism
P2 ≃ E˜i
νi−→ Ei
is an isomorphism. Since
∣∣ − KX |Ei ∣∣ is free (Theorem 2.1), the associated rational
map:
Φ : Ei → P
N−1 (N = dimH0(Ei,OEi(−KX)))
is actually a morphism. Since OEi(−KX) is ample,
(2.8.1) N ≥ 3.
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Consider the natural inclusion:
H0(Ei,OEi(−KX)) →֒ H
0(E˜i, ν
∗
iOEi(−KX)) ≃ H
0(P2,OP2(1)).
Since the right-hand side has dimension just 3, this must be an isomorphism:
(2.8.2) N = 3.
Let us consider the composition P2 ≃ E˜i
νi−→ Ei
Φ
−→ P2. Since both arrows are bira-
tional morphisms, so is the composition, and is hence an isomorphism. In particular,
Φ is set theoretically a bijection, and by Zariski Main Theorem, Φ is actually an
isomorphism: Ei ≃ P
2. 
Corollary 2.9. Let X ⊃ E
g
−→ Y ∋ Q be a flipping contraction with the assump-
tion (A-1). Then
(A-2) ⇐⇒ R2g∗OX(2KX) = 0.
Proof. Take a general L ∈ | − 2KX |. By Theorem 2.1 we can choose such L to be
smooth. g(L) ∈ | − 2KY |, and g|L : L → g(L) gives a resolution of g(L). Consider
the exact sequence:
0 −→ OX (2KX) −→ OX −→ OL −→ 0
Then by Rig∗OX = 0 (i = 1, 2),
R2g∗OX(2KX) ≃ R
1(g|L)∗OL,
and hence the result. 
Corollary 2.10. Let X ⊃ E
g
−→ Y ∋ Q be satisfying the Assumption A, i.e. of
Type (R). Then E is irreducible:
E ≃ P2.
Proof. Assume that E has more than one irreducible components. Let L ∈ |−2KX |
be a general member, let k := g|L : L→ g(L), and consider the exact sequence:
0 −→ OX (2KX) −→ OX −→ OL −→ 0
R1g∗OX = 0 by Grauert–Riemenschneider vanishing theorem, and R
2g∗OX(2KX) =
0 by Corollary 2.9, hence we have
(2.10.1) R1k∗OL = 0.
Let C := L ∩ E, then this implies
(2.10.2) H1(OC) = 0.
Since |−2KX | is also free (Theorem 2.1), and since OEi(−2KX) ≃ OP2(2) (Theorem
1.1), if two of {E1, . . . , En} intersects with each other along a 1-dimensional subspace,
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then L has at least two irreducible components meeting at distinct two points, which
contradicts (2.10.2). Thus
(2.10.3) For any two Ei and Ej (i 6= j), Ei ∩Ej is at most a discrete set of points.
(2.10.4) In the rest we follow Kawamata [Kaw4]’s argument.
Take in turn a general D ∈ |−KX |. Then by Theorem 2.1 and by the assumption
#Sing X < ∞, D is smooth. Consider g|D : D → g(D), then −KD is numerically
trivial relative to this g|D. Since (Y,Q) is a rational singularity R
ig∗OX = 0 (i = 1, 2)
and is hence Cohen–Macaulay, g(D) ∈ | − KY | is Gorenstein and is in particular
normal. Thus any fiber of g|D : D → g(D) must be connected. This, (2.10.3), and
Theorem 2.1 imply the irreducibility of E. 
§3. The invariant εP (Z ⊃ S).
In this section we introduce a numerical invariant εP = εP (Z⊃S) for an analytic
germ of a singularity (Z, P ) together with its closed subspace S. This section is
logically independent from the former sections.
Definition 3.0. Let (Z, P ) be an analytic germ of a singularity, and let S ⊂ Z be
an irreducible closed subspace passing through P . Assume that
(3.0.1) S ∩ Sing Z = {P}.
Define:
(3.0.2) εP = εP (Z⊃S) := dimP Ext
1
S(Ω
1
Z ⊗OS ,OS).
Theorem 3.1. In the above, assume that Z is a complete intersection singularity,
and that S is smooth. Then we can write down the set of defining equations of
Z inside (CN , 0) (where N is the least possible embedding dimension of (Z, P )) as
follows:
(3.1.1) S = {xs+1 = · · · = xN = 0}
⊂ Z = {f1(x1, . . . , xN) = · · · = fr(x1, . . . , xN) = 0}
⊂ V := (CN , 0) = {(x1, . . . , xN )},
fi(x1, . . . , xN ) =
N∑
j=s+1
xj · gi,j(x1, . . . , xs) + hi(x1, . . . , xN ),
with gi,j ∈ (x1, . . . , xs) and hi ∈ (xs+1, . . . , xN )
2.
Then
Ext1S(Ω
1
Z ⊗OS ,OS) ≃
r⊕
i=1
OS
/
(gi,s+1, . . . , gi,N)
and thus
εP (Z⊃S) =
r∑
i=1
lengthOS
/
(gi,s+1, . . . , gi,N).
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Proof. Let J be the ideal sheaf of Z inside V = (CN , 0). Since J/J2 is a free
OZ-module,
(3.1.2) 0 −→ J/J2 ⊗OS −→ Ω
1
V ⊗OS −→ Ω
1
Z ⊗OS −→ 0
is exact. Let α : TV ⊗OZ → (J/J
2)∨ := HomZ(J/J
2,OZ) be the natural OZ-homo-
morphism:
∂
∂xi
⊗ 1 7→
(
[f ] := f mod J2 7→
∂f
∂xi
∣∣∣
Z
)
In (3.1.2), J/J2 ⊗OS and Ω
1
V ⊗OS are both free OS-modules, so
TV ⊗OS
α⊗OS−→ (J/J2)∨ ⊗OS −→ Ext
1
S(Ω
1
Z ⊗OS ,OS) −→ 0
is exact. In other words,
(3.1.3) Ext1S(Ω
1
Z ⊗OS ,OS) ≃ Coker (α⊗OS).
Then it is straightforward to see that
Fact. Let ϕ : J/J2 → OZ be an arbitrary OZ -homomorphism. Then ϕ ⊗ OS ∈
Im (α⊗OS) if and only if there exist ξ1, . . . , ξN ∈ OS such that for all f ∈ J ,
ϕ([f ])
∣∣
S
=
N∑
i=1
ξi
∂f
∂xi
∣∣∣∣
S
on S. —
Since J/J2 =
r⊕
i=1
OZ · [fi], the condition above is interpreted in terms of the
Jacobian matrix as:
(3.1.4)

∂f1
∂x1
∣∣∣
S
. . .
∂f1
∂xN
∣∣∣
S
...
. . .
...
∂fr
∂x1
∣∣∣
S
. . .
∂fr
∂xN
∣∣∣
S

 ξ1...
ξN
 =
ϕ(f1)|S...
ϕ(fr)|S

(∃ξ1, . . . , ξN ∈ OS).
By the expression (3.1.1), the left-hand side can be rewritten as
(3.1.5)
 0 . . . 0 g1,s+1 . . . g1,N... ... ... ...
0 . . . 0 gr,s+1 . . . gr,N

 ξ1...
ξN
 ,
so the condition (3.1.4) is further reduced to
(3.1.6)
 g1,s+1 . . . g1,N... ...
gr,s+1 . . . gr,N

 ξs+1...
ξN
 =
ϕ(f1)|S...
ϕ(fr)|S

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(∃(ξs+1, . . . , ξN) ∈ O
⊕(N−s)
S ).
Hence
Im (α⊗OS) = (g1,s+1, . . . , g1,N)⊕ · · · ⊕ (gr,s+1, . . . , gr,N)
as OS-sub modules of
(J/J2)∨ ⊗OS ≃ OS ⊕ · · · ⊕ OS .
This means
Ext1S(Ω
1
Z ⊗OS ,OS) ≃
r⊕
i=1
OS
/
(gi,s+1, . . . , gi,N),
as required. 
Corollary 3.2. Assume furthermore that Z is a hypersurface singularity, and
that S is a smooth curve. Then by a suitable biholomorphic change of coordinates,
S ⊂ Z ⊂ V = (CN , 0) is described as:
(3.2.1) S = {x2 = · · · = xN = 0} ⊂ Z = {f(x1, . . . , xN ) = 0}
⊂ V = (CN , 0) = {(x1, . . . , xN )},
f(x1, . . . , xN ) = xN · x
e
1 + h(x1, . . . , xN ), with h ∈ (x2, . . . , xN )
2.
Then
εP (Z⊃P ) = e. 
Remark 3.3. Mori introduced the numerical invariant iP (1) in [Mo4] §2 in quite
a different manner. The above Corollary 3.2 and [loc.cit] ((2.16) lemma) show how-
ever that these coincide with each other, when Z is a terminal Gorenstein 3-fold
singularity.
Corollary 3.4. Let (Z, P ) ⊃ S be as in Theorem 3.1. Then
(1) εP (Z⊃S) ≥ emb. codim(Z, P ).
In particular, εP (Z⊃S) = 0 if and only if Z is smooth.
(2) Let D be a Cartier divisor of Z passing through P such that T := D∩S is again
smooth. Then
εP (Z⊃S) ≥ εP (D⊃T ).
Proof. Clear. 
For our purpose the case (dimZ, dimZ) = (4, 2) is important. Particularly those
with εP (Z ⊃ S) = 1 can be completely determined as follows:
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Corollary 3.5. Let (Z, P ) ⊃ S be as in Theorem 3.1. Assume that (Z, P ) is an
isolated singularity, and
dimX = 4, dimS = 2, εP (Z ⊃ S) = 1.
Then
(Z, P ) ≃ {x1x3 + x2x4 + x
m
5 = 0} ⊃ S = {x3 = x4 = x5 = 0} (m ≥ 2).
Proof. By Corollary 3.4, the assumption εP (Z ⊃ S) = 1 implies that (Z, P ) should
be a hypersurface singularity. Let
(Z, P ) ≃ {f(x1, ..., x5) = 0} ⊃ S = {x3 = x4 = x5 = 0},
f(x1, ..., x5) = g3(x1, x2) · x3 + g4(x1, x2) · x4 + g5(x1, x2) · x5 + h(x1, ..., x5),
(h ∈ (x3, x4, x5)
2).
Then again by the assumption εP (Z ⊃ S) = 1 and Theorem 3.1, (g3, g4, g5) = (x1, x2)
in C{x1, x2}. So by a suitable biholomorphic change of the variables {x1, x2}, we may
assume
g3 = x1, g4 = x2, g5 ∈ (x1, x2) : arbitrary, i.e.
f(x1, ..., x5) = x1x3 + x2x4 + g5(x1, x2) · x5 + h(x1, ..., x5).
Then it is easy to see that after a biholomorphic change of {x3, x4, x5},
f(x1, ..., x5) = x1x3 + x2x4 + c · x
m
5 (c ∈ C, m ≥ 2),
where c 6= 0 by the assumption that (Z, P ) is isolated. Finally, under the above
changes of coordinates the ideal (x3, x4, x5) is not changed, hence E = {x3 = x4 =
x5 = 0}. 
§4. The normal bundle NE/X .
Definition 4.0. Assume that X ⊃ E
g
−→ Y ∋ Q satisfies the Assumption (A-1),
i.e. of Type either (R) or (I).
Let Ei be an irreducible component of E. Ei ≃ P
2 (Corollary 2.8). Moreover E is
irreducible: E = Ei for Type (R) (Corollary 2.10). Let IEi be the ideal sheaf of Ei
in X . Define:
NEi/X := Hom(IEi/I
2
Ei
,OEi).
This is a priori a locally free sheaf of rank 2 on Ei. Moreover
(4.0.1) c1(NEi/X) = −2.
In fact take a general line l (so that Sing X ∩ l = ∅), then (−KX . l) = 1 (Theorem
1.1), i.e. c1(Nl/X) = −1, so
c1(NEi/X) = c1(NEi/X |l) = c1(Nl/X)− c1(Nl/Ei) = −2. —
The main result of this section is:
20
Theorem 4.1. Let
X ⊃ E ≃ P2
g
−→ Y ∋ Q
be a flipping contraction satisfying the Assumptions (A-1), (A-2), i.e. of Type (R).
(See Corollary 2.10.) Assume SingX(∩E) 6= ∅. Then
NE/X ≃ OP2 ⊕OP2(−2).
The proof consists of two steps: Proposition 4.2 and Proposition 4.4.
Proposition 4.2. (Step 1)
Let l ⊂ E be any line. Then
NE/X ⊗Ol ≃
{
OP1(−1)
⊕2, or
OP1 ⊕OP1(−2).
Proof. Take D = Dl ∈ | −KX | such that D ∩ E coincides with the given l:
D ∩ E = l.
Let Jl be the ideal of l in D, and let J
(m)
l be the saturation of J
m
l in OD (see Mori
[Mo4]).
(4.2.0)
 Jl/J
(2)
l ≃ (Jl/J
2
l )/Tor as Ol-modules, and
c1(Jl/J
(2)
l ) = 2−
∑
P∈ l∩ SingD
εP (D ⊃ l)
(see [loc.cit] §2). Let
(4.2.1) Jl/J
(2)
l ≃ OP1(al)⊕OP1(bl) with al ≤ bl.
First by the assumption (A-2) with Corollary 2.9,
R2g∗OX(2KX) = 0.
This combined with the exact sequence;
0 −→ OX(2KX) −→ OX(KX) −→ OD(KX) −→ 0
we get
(4.2.2) R1(g|D)∗OD(KX) = 0.
This, the formal function theorem, and the exact sequence
0 −→ J
(m)
l /J
(m+1)
l ⊗OX(KX) −→ OD/J
(m+1)
l ⊗OX(KX)
−→ OD/J
(m)
l ⊗OX(KX) −→ 0
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yield
H1(l, Jl/J
(2)
l ⊗OP1(−1)) = 0.
(Recall Ol(KX) ≃ OP1(−1).) Hence
(4.2.3)
{
al ≥ 0 in (4.2.1), and
in particular c1(Jl/J
(2)
l ) ≥ 0.
Finally,
(4.2.4) There is a natural injection
Jl/J
(2)
l →֒ (NE/X)
∨ ⊗Ol
(which is an isomorphism if l ∩ Sing X = ∅).
In fact, let δE/X : IE/I
2
E −→ Ω
1
X ⊗ OE , δl/D : Jl/J
2
l −→ Ω
1
D ⊗Ol be the natural
homomorphisms, then Im δl/D ≃ (Im δE/X)⊗Ol, and so
Jl/J
(2)
l ≃ (Im δl/D)
∨∨ ≃ ((Im δE/X)⊗Ol)
∨∨
→֒ ((Im δE/X)
∨ ⊗Ol)
∨ ≃ (NE/X ⊗Ol)
∨ ≃ N∨E/X ⊗Ol.
Hence (4.2.4). By (4.0.1), (4.2.3) and (4.2.4),
(NE/X)
∨ ⊗Ol ≃ OP1(1)
⊕2 or OP1 ⊕OP1(2),
i.e.
NE/X ⊗Ol ≃ OP1(−1)
⊕2 or OP1 ⊕OP1(−2). 
Corollary 4.3. (cf. §Appendix.)
Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be of Type (R). Then
(1) For each singular point P ∈ SingX,
emb. codim(X,P ) ≤ 2.
(2) If emb. codim(X,P ) = 2, then there is no other singular point of X on E:
SingX = {P}.
Proof. (1) Take a general D ∈ | −KX | passing through P , and l := D ∩ E, then
since X is Gorenstein i.e. D is Cartier,
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(4.3.1) emb.codim (X,P ) = emb.codim (D,P )
≤ εP (D ⊃ l) (Corollary 3.4)
≤
∑
P ′∈ l∩ SingD
εP ′(D ⊃ l)
= 2− c1(Jl/J
(2)
l ) (4.2.0)
≤ 2. (4.2.3)
(2) Assume emb.codim (X,P ) = 2. Then
(4.3.2) All the inequalities in (4.3.1) must be the equality.
If there exists another singular point P ′ ∈ Sing X , then by taking a general D ∈
| −KX | so that D ∋ P, P
′, we have εP ′(D ⊃ l) = 0 (4.3.2). This means that (D,P
′)
is smooth (Corollary 3.4 (2)), hence so is (X,P ′), a contradiction. 
The second step is:
Proposition 4.4. (Step 2)
In Proposition 4.2,
NE/X ⊗Ol ≃ OP1(−1)
⊕2
is impossible.
The proof requires the following theorem which is a generalization of Yo. Nami-
kawa’s local moduli [Nam3] (see also Remark 4.9 below):
Theorem 4.5. (see also [loc.cit] §1)
Let U
ϕ
−→ V = {Ut
ϕt
−→ Vt}t∈∆(t) be a proper bimeromorphic morphism over
∆(t) = {t ∈ C | |t| < 1} between 4-dimensional normal analytic spaces U , V . Let
Ct := Excϕt.
Assume the following conditions:
(1) Ct ≃ P
1 (∀t ∈ ∆(t)),
(2) (KUt . Ct) = 0 (∀t ∈ ∆(t)),
(3) U has only isolated terminal complete intersection singularities such that
∅ 6= SingU ⊂ C0.
Then for t 6= 0,
NCt/Ut ≃ OP1 ⊕OP1(−2) or OP1(1)⊕OP1(−3).
Proof. Assume NCt/Ut ≃ OP1(−1)
⊕2 to derive a contradiction. (See (5.1.2).)
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Since Riϕ∗OU = 0 (i ≥ 1), by Kolla´r–Mori [KoMo] we can proceed the deformation
theory of the morphism ϕ : U → V formulated by Z. Ran [Ra1]. (For details see §6,
especially 6.2 below.) Since R2ϕ∗TU = Ext
2
OU
(Ω1U , OU ) = 0,
(4.5.0) The natural holomorphic map
Def U −→
∏
P∈SingU
Def(U, P )
is surjective (see 6.2).
Let
(4.5.1) C0 :=
⋃
t∈∆(t)
Ct = Excϕ.
(4.5.2) Pick P ∈ Sing U arbitrarily, and write locally
(U, P ) ≃ {f1(x1, ..., xN) = ... = fN−4(x1, ..., xN) = 0} ⊃ C0 = {x3 = ... = xN = 0}
in irredundant form i.e. emb.codim (U, P ) = N − 4, where N = 5 or 6 (Corollary
4.3).
(4.5.3) Consider a local deformation ∆(s)→ Def (U, P ) of (U, P ) by
s 7→ {f1(x) + s = f2(x) = ... = fN (x) = 0}.
(4.5.4) Then by (4.5.0) this yields a deformation of U : ∆(s) → Def U . This fur-
thermore produces a deformation of ϕ:
U
ψ
−→ V = {Us
ψs
−→ Vs}s∈∆(s)
(ψ0 = ϕ, U0 = U , V0 = V ).
Let us consider the relative Hilbert scheme:
H := Hilb
U/V/∆(s),
[
C0
] λ−→ ∆(s)
(see Kolla´r–Miyaoka–Mori [KoMiMo2,3]).
Claim. H is irreducible and λ is an isomorphism.
Proof. Let us consider first
H1 := HilbU/V/∆(s), [Ct]
µ
−→ ∆(s).
µ−1(0) just parametrizes {Ct}t∈∆(t). Since (KU . Ct) = 0 (∀t ∈ ∆(t)) (assumption
(2) of the theorem),
(4.5.5) dimH1, [Ct] ≥ dimU + (−KU . Ct)− dimAutP
1 + dim∆(s) = 2
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(Theorem 1.2). Moreover since we assumed that NCt/U ≃ OP1(−1)
⊕2 ⊕OP1 (t 6= 0),
H1(NCt/U ) = 0. Hence the equality holds in (4.5.5) for those [Ct]’s (t 6= 0). In more
precise
(4.5.6) There exists a closed analytic subset A ( H1 (may contain a whole irreducible
component of H1) such that
A ∩ µ−1(0) ⊂ {[C0]},
H1 − A is an irreducible smooth surface, and
µ|H1−A : H1 − A→ ∆(s) has connected fibers.
We are going to prove that H1 is irreducible. So suppose on the contrary that H1
is reducible:
H1 = H
pr
1 ∪H
′
1 ∪ ...
where Hpr1 is the irreducible component containing H1 − A (4.5.6) as an open dense
subset, and H ′1 one another. Then H
′
1 ∩µ
−1(0) = {[C0]} by (4.5.6), so each H
′
1 must
dominate ∆(s). By the upper-semi-continuity of fiber dimensions, H1 is purely of
dimension 1. This is however impossible, since for [Cs] ∈ H ′1 lying over s ∈ ∆(s)−{0},
we have dimH1, [Cs] ≥ 2 by the same reason as in (4.5.5), a contradiction.
Hence H1 must be irreducible. By this, together with (4.5.6), we get
(4.5.7)

H1 is an irreducible surface,
SingH1 ∩ µ
−1(0) ⊂ {[C0]}, and
H1
µ
−→ ∆(s) has connected fibers.
Let h and p be the universal family over H1 and the natural projection, respec-
tively;
H1
p
−−−−→ U
h
y y
H1 −−−−→
µ
∆(s)
and let
Cs := p(h−1µ−1(s)).
(Note that Cs coincides with the given C0 (4.5.1) when s = 0.) Then [Cs] ∈ H =
Hilb
U/V/∆(s),
[
C0
] and we can define a morphism
H1 −→ H (over ∆(s))
by sending the class of a curve (≃ P1) lying over µ−1(s) to [Cs]. Since H1 was an
irreducible surface (4.5.7), H must be an irreducible curve. Moreover, H birationally
dominates ∆(s) through λ (4.5.7). Hence H is smooth and λ is an isomorphism.
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(Proof of the Claim completed.)
(4.5.8) Proof of Theorem 4.5 continued.
By the above Claim, {Cs}s∈∆(s) forms a flat family where C0 is also reduced.
Recall that we gave a deformation U of (U, P ) (4.5.3) as follows:
(U , P ) ≃ {f1(x1, ..., xN) + s = f2(x1, ..., xN) = ... = fN−4(x1, ..., xN) = 0}
⊃ C0 = {x3 = ... = xN = s = 0}.
Let Is be the ideal of Cs in O(U, P ) = C{x1, ..., xN , s}/(f1+s, f2, ..., fN−4) (or rather
its lift to C{x1, ..., xN , s}). Then I0 = (x3, ... , xN) by the Claim, and hence
Is = (x3 + s · e3(x, s), ... , xN + s · eN (x, s)) (∃ei(x, s) ∈ C{x, s}).
By the condition f1(x) + s ∈ Is;
f1(x) + s = ξ3(x, s)(x3 + s · e3(x, s)) + ...+ ξN−1(x, s)(xN−1 + s · eN−1(x, s))
+ ξN (x, s)(xN + s · eN (x, s))
(∃ξi(x, s) ∈ C{x, s})
for at least one i, say i = N , eN · ξN ∈ C{x, s}
×. In particular {f1(x) = 0} ⊂ (C
N , 0)
defines a smooth germ, which contradicts the asssumption that (U, P ) = {f1(x) =
... = fN−4(x) = 0} is an irredundant expression. Hence we are done. 
4.6. Proof of Theorem 4.5 =⇒ Proposition 4.4.
Let D0 ∈ |−KX | be a member passing through a singular point, say P , of X , and
let l0 := D0∩E. Now those l’s such that NE/X⊗Ol ≃ OP1(−1)
⊕2 consist of a Zariski
open subset, say W , of (P2)∨ (see [OSS]). Assume W 6= ∅, to derive a contradiction.
If we take a smooth conic B in E tangent to l0 general enough (so that B 6∋ P ),
then
(4.6.1) We can take a family {Dt}t∈∆ of members of |−KX | tangent to B such that
for each lt := Dt ∩E (t 6= 0),
lt ∩ SingX = ∅, and [lt] ∈W.
This provides a simultaneous contraction
U
ϕ
−→ V = {Dt
g|Dt−→ g(Dt)}t∈∆
satisfying the assumptions of Theorem 4.4. Hence Nlt/Dt ≃ NE/X ⊗Olt should not
be OP1(−1)
⊕2 by Theorem 4.4, which contradicts [lt] ∈ W (4.6.1). 
4.7. Proof of Theorem 4.1.
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Now the vector bundle NE/X of rank 2 on E ≃ P
2 has the property:
NE/X ⊗Ol ≃ OP1 ⊕OP1(−2) (∀l : line in E).
Hence by Van de Ven’s characterization theorem [V] of uniform bundles ,
NE/X ≃ OP2 ⊕OP2(−2). 
Finally we shall give some examples of families as in Theorem 4.5, in the case
NCt/Ut ≃ OP1 ⊕OP1(−2).
Example 4.8. (cf. 5.2 below.)
(1) Case #Sing U = 1 (Yo. Namikawa)
V := {x1x2 + x
3
3 + x3x
2
4 + t · x
2
3 = 0}
( ⊂ (C5, 0) = {(x1, ..., x4, t)}),
ϕ : U → V is the blow-up with the codimension 1 center:
F := {x1 = x3 = 0} ⊂ V.
Sing U0 is one point which is an ordinary double point.
(2) Case #Sing U = 2 (jointly with Yo. Namikawa)
V := {x1x2 + x
2
3(t+ x3)
2 − x2n4 = 0}.
ϕ : U → V is the blow-up with the center:
F := {x1 = x3(t+ x3) + x
n
4 = 0} ⊂ V.
Sing U0 consists of two points both of which are isomorphic to:
{XY + Z2 +Wn = 0}. —
Remark 4.9. Note that in Theorem 4.5 we did not assume anything about the sin-
gularities of the 3-fold U0. What we assumed is just that of the 4-fold U (assumption
(3) there).
One of the disadvantages in 4-dimensional birational geometry is that one cannot
tell much about the definite structures of terminal singularities, even for hypersurface
ones, as opposed to dimension 3. This is considered to be one of the principal reasons
that a 4-dimensional algebraic variety seems too complicated to handle with. As an
evidence, there in fact exists an example of 4-dimensional terminal hypersurface
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singularity whose general hyperplane-section is a ‘K3-singularity ’ (M.Reid [Re4]).
(See also §Appendix.)
Suppose thus in Theorem 4.5 that U0 has only cDV -singularities. Then the con-
clusion of the theorem has been known as a special case of Namikawa’s local moduli
[Nam3], whose proof had been based much on the description of the versal deforma-
tions of Du Val singularities (Brieskorn [Br], cf. [Pi1]). In the general case however
his method could not be applicable, and what we proceeded instead is the defor-
mation theory for contractions ϕ (see the proof). Actually, this methodology does
not require any particular kind of assumptions on the defining equations of given
singularities, but rather makes us possible to advance under enough generality.
This idea indicates a prospect to overcome difficulties arising from the complexity
of 4-dimensional singularities.
§5. Widths (after M. Reid).
In this section we extend the notion of widths introduced by M. Reid [Re1] for 3-
fold flopping contractions ((5.1.5) for the definition) to our 4-fold flipping contractions
(Definition 5.5).
First we recall M. Reid’s Pagoda:
5.1. (Reid’s “Pagoda” [loc.cit])
Let U0 → V0 be a proper bimeromorphic morphism from a 3-fold U0 with only
terminal singularities to a germ of a normal 3-fold singularity (V0, Q0), satisfying:
(5.1.0)
{
C0 := Excϕ0 ≃ P
1 (so that ϕ0(C0) = {Q0}), and
(KU0 . C0) = 0.
This is called a 3-fold flopping contraction. Necessarily (V0, Q0) is a terminal singu-
larity. Write it simply
(5.1.1) U0 ⊃ C0 ≃ P
1 ϕ0−→ V0 ∋ Q0.
(5.1.2) If we further assume that U0 is smooth, then
NC0/U0 ≃

OP1(−1)
⊕2,
OP1 ⊕OP1(−2), or
OP1(1)⊕OP1(−3).
(This is just because c1(NC0/U0) = 2, and H
1(N∨C0/U0) = 0.)
We call then C0 a (−1,−1)-curve, (0,−2)-curve, (1,−3)-curve in U0, respectively.
(5.1.3) From now on we specifically consider the case
NC0/U0 ≃ OP1 ⊕OP1(−2).
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(cf. Laufer [L], Pinkham [Pi1], Katz–Morrison [KaMo] and Kawamata [Kaw9] for
(1,−3)-curve case.)
(5.1.4) (First step, upwards)
Blow up U0 with the center C0;
ϕ(1) : U (1) → U0.
Then F (1) := Exc ϕ(1) ≃ Σ2 (the second Hirzebruch surface P(OP1 ⊕OP1(−2))), and
the negative section C(1) ⊂ F (1) has the normal bundle either
NC(1)/U(1) ≃ OP1(−1)
⊕2, or OP1 ⊕OP1(−2).
In the former case we shall stop the procedure, while in the latter case, blow U (1) up
again with the center C(1):
ϕ(2) : U (2) → U (1).
Then F (2) := Exc ϕ(2) ≃ Σ2, and let C
(2) be the negative section of it. Then
NC(2)/U(2) should again be either OP1(−1)
⊕2 or OP1 ⊕ OP1(−2). In the latter case
repeat the process, then after a finitely many steps;
ϕ(m−1) : U (m−1) → U (m−2) (with F (m−1) := Excϕ(m−1))
we eventually arrive
NC(m−1)/U(m−1) ≃ OP1(−1)
⊕2.
(5.1.5) (Definition of widths [loc.cit])
Define:
widthϕ0 (or widthU0 C0) := m (≥ 2).
(5.1.6) (Second step, the roof)
Blow U (m−1) up once again with the center C(m−1): ϕ(m) : U (m) → U (m−1). Then
F (m) := Exc ϕ(m) ≃ P1 × P1 (i.e. no more Σ2). Since N
∨
C(m−1)/U(m−1)
≃ OP1(1)
⊕2
is generated by global sections, U (m) has the contraction to the opposite direction,
namely, there exists a proper bimeromorphic morphism
ϕ(m)+ : U (m) → U (m−1)+
with F (m) + := Exc ϕ(m) + = F (m), ϕ(m) +(F (m)+) ≃ P1, and the fibers of ϕ(m) + is
not linearly equivalent in F (m) to those of ϕ(m).
(5.1.7) (Third step, downwards)
Then the proper transform F (m−1)+ of Exc ϕ(m−1) to U (m−1)+ is still isomorphic
to Σ2, and is contractible to P
1 (induction on m). Contract it down:
ϕ(m−1)+ : U (m−1)+ → U (m−2)+.
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Consider the proper transform F (m−2)+ of F (m−2) to U (m−2)+, and so on.
After m steps of these contraction procedures, we arrive
ϕ(1)+ : U (1)+ → U+0 ,
where U+0 is an neighborhood of C
+
0 ≃ P
1, with NC+0 /U
+
0
≃ OP1 ⊕OP1(−2).
Finally this is contractible to the original basement (V0, Q0), since everything in
the above procedures is defined over (V0, Q0):
(5.1.1)+ U+0 ⊃ C
+
0 ≃ P
1 ϕ
+
0−→ V0 ∋ Q0.
We call this ϕ+0 the flop of ϕ0. Also we call this whole operation producing ϕ
+
0
out of ϕ0 the flop. —
The following observation is due also to J. Kolla´r [Kol1]:
Fact 5.2. Let U0 ⊃ C0 ≃ P
1 ϕ0−→ V0 ∋ Q0 be as above, with the assumption (5.1.3).
Let m = width ϕ0. Then
(V0, Q0) ≃ {xy + z
2 − w2m = 0}(⊂ (C4, 0) = {(x, y, z, w)}),
and ϕ0, ϕ
+
0 is the blow-up of U0, U
+
0 with the codimension 1 center
{x = z + wm = 0}, {x = z − wm = 0},
respectively.
Remark 5.3. It is convenient to define the width also for (−1,−1)-curves. Namely,
for a contraction U0 ⊃ C0 ≃ P
1 ϕ0−→ V0 ∋ Q0 with NC0/U0 ≃ OP1(−1)
⊕2,
widthϕ0 := 1.
This invariant width has an interpretation from quite different point of view:
Theorem 5.4. (Yo. Namikawa [Nam3])
(1) Let U0 ⊃ C0 ≃ P
1 ϕ0−→ V0 ∋ Q0 be a contraction as in 5.1. Then there exists an
unique number m, and a 1-parameter deformation
U
ϕ
−→ V = {Ut
ϕt
−→ Vt}t∈∆
of U0
ϕ0
−→ V0 such that for t 6= 0, ϕt is a contraction of m disjoint (−1,−1)-curves.
(2) Moreover, if NC0/U0 ≃ OP1(−1)
⊕2 or OP1 ⊕ OP1(−2), then this number m
coincides with the width of ϕ0 (5.1.5):
m = widthϕ0. 
Now we are ready to define the width also for our original 4-fold flipping contrac-
tions.
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Definition 5.5. (widths for dimension 4)
Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be a flipping contraction with the Assumption A,
i.e. of Type (R). Take a general smooth D ∈ | − KX |, then by Theorem 4.1 (or
Proposition 4.2 and 4.4)
g|D : D ⊃ l → g(D) ∋ Q
(where l := D ∩E) gives a contraction of the (0,−2)-curve l (or (−1,−1)-curve only
if X is smooth [Kaw4]). Define
width g := width(g|D) in the sense of (5.1.5).
The following is a paraphrase of Proposition 4.4 in terms of widths:
Corollary 5.6. (Characterization of the Kawamata flip [Kaw4])
Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be a flipping contraction of Type (R). Then
X is smooth ⇐⇒ width g = 1. 
In §4 we determined the normal bundle NE/X (Theorem 4.1). This provides us
the information on the embedding E ⊂ X in the first order level, while the width
actually measures that in higher orders, and these supplement to each other toward
the investigation of the contraction g.
§6. Deformations of contractions g : X → Y .
This section is devoted to the study of deformations of X ⊃ E ≃ P2
g
−→ Y ∋ Q of
Type (R). The main result of this section is:
Theorem 6.1. (Globalizability of local deformations of SingX for Type (R))
Assume that X ⊃ E ≃ P2
g
−→ Y ∋ Q is a flipping contraction of Type (R). Let
{P1, . . . , Pr} := SingX( 6= ∅), let Ui be a sufficiently small Stein open neighborhood of
Pi in X, and let {Ui, t}t∈∆ be any small deformation of (Ui, Pi) (i = 1, . . . , r). Then
there exists a 1-parameter deformation
X → Y = {Xt
gt
−→ Yt}t∈∆
((X0
g0
−→ Y0) = (X
g
−→ Y )) satisfying the following conditions:
(1) For sufficiently small Stein open neighborhood Ui of Pi in X , Ui → ∆ coincides
with the given deformation {Ui, t}t∈∆ (i = 1, . . . , r), and
(2) gt is again a flipping contraction of Type (R) (∀t) (where Et := Exc gt maynot
be irreducible).
6.2. Since Rig∗OX = 0 (i = 1, 2), if we give a deformation X → ∆ of X , then
by Kolla´r–Mori ([KoMo] 11.4), there exists a deformation Y → ∆ of Y and a proper
bimeromorphic morphism X → Y over ∆ which extends g : X → Y .
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Let TX := HomX (Ω
1
X ,OX) be the tangent sheaf of X . Note that since X is a
sufficiently small analytic neighborhood of E,
ExtiX(Ω
1
X ,OX) = H
i(Rg∗RHomX (Ω
1
X ,OX)),
which is the abutment of the spectral sequence:
(6.2.1) Ep,q2 = R
pg∗Ext
q
X(Ω
1
X ,OX) =⇒ E
p+q = Extp+qX (Ω
1
X ,OX).
Let us look at the edge sequence:
(6.2.2) 0 −→ R1g∗TX −→ Ext
1
X(Ω
1
X ,OX)
α
−→ g∗Ext
1
X(Ω
1
X ,OX)
−→ R2g∗TX −→ Ext
2
X(Ω
1
X ,OX)
By Z. Ran [Ra1] (after the smooth case of Kodaira [Kod] and Horikawa [Ho1,2,3]),
(6.2.2) describes the deformation of g : X → Y (cf. [Sc], [Fri], [Nam1,2,3], [G], [NS]).
Let {P1, . . . , Pr} be as in Theorem 6.1. Toward the existence of a global deforma-
tion X of X as in Theorem 6.1, it is sufficient to prove:
(6.2.3) The vanishing of the obstruction space: Ext2X(Ω
1
X ,OX) = 0, which implies
the smoothness of the global deformation space Def X , and
(6.2.4) The surjectivity of
Ext1X(Ω
1
X ,OX)
α
−→ g∗Ext
1
X(Ω
1
X ,OX),
which (together with (6.2.3)) implies the surjectivity of the natural morphism:
DefX →
r∏
i=1
Def(X,Pi).
First we shall give the following:
Lemma 6.3. The exact sequence (6.2.1) can be extended as
R2g∗TX −→ Ext
2
X(Ω
1
X ,OX) −→ g∗Ext
2
X(Ω
1
X ,OX) −→ 0.
Proof. Let us consider the spectral sequence (6.2.2). If q ≥ 1, then Supp ExtqX(Ω
1
X ,
OX) ⊂ Sing X , so by the assumption dim(Sing X ∩ E) ≤ 0,
(6.3.1) Ep,q2 = 0 (∀p ≥ 1, ∀q ≥ 1).
On the other hand, since g has at most a 2-dimensional fiber,
(6.3.2) Ep,02 = 0 (∀p ≥ 3).
Let F ·(Er) be the associated filtration of Er. Recall that the homomorphism E2,02 →
E2 in the edge sequence is constructed as
E2,02 ։ E
2,0
∞ = F
2(E2) ⊂ E2.
Since E1,12 = 0 (6.3.1), E
1,1
∞ = Gr
1(E2) = 0, that is, F 2(E2) = F 1(E2). Thus
Coker [E2,02 → E
2] ≃ Gr0(E2) = E0,2∞ ≃ E
0,2
3 .
Moreover E2,12 = 0 (6.3.1), so E
0,2
3 ≃ E
0,2
2 :
(6.3.3) Coker [E2,02 → E
2] ≃ E0,22 ,
which proves our lemma. 
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Lemma 6.4. Ext2X(Ω
1
X ,OX) = 0.
Hence by Lemma 6.3, R2g∗TX → Ext
2
X(Ω
1
X ,OX) is surjective.
Proof. (See also Kolla´r [Kol2])
Let Pi ∈ Sing X ∩ E be any point. By the assumption, there exists a local
immersion (X,Pi) ⊂ (C
N , 0) =: V which is of complete intersection. Let J be the
ideal of X in V , then both Ω1V ⊗OX and J/J
2 are free O(X,P )-modules, and hence
Ext1X(J/J
2,OX) = Ext
2
X(Ω
1
V ⊗OX ,OX) = 0. By the exact sequence
0 −→ J/J2 −→ Ω1V ⊗OX −→ Ω
1
X −→ 0
we have Ext2X(Ω
1
X ,OX) = 0. 
Lemma 6.5. For g of Type (R), (6.2.3) and (6.2.4) hold.
Proof. By Lemma 6.3 and 6.4, (6.2.3) and (6.2.4) are reduced to
(6.5.1) R2g∗TX = 0.
By the formal function theorem,
(R2g∗TX)
∧ = lim←−H
2(OX/I
n
E ⊗ TX).
This, combined with;
0 −→ InE/I
n+1
E ⊗ TX −→ OX/I
n+1
E ⊗ TX −→ OX/I
n
E ⊗ TX −→ 0
it is enough to show
(6.5.2) H2(InE/I
n+1
E ⊗ TX) = 0 (∀n ≥ 0).
Since there are homomorphisms
InE/I
n+1
E → (I
n
E/I
n+1
E )
∨∨ and Sn(N∨E/X) →֒ (I
n
E/I
n+1
E )
∨∨
which are isomorphisms outside the finite set of points {P1, . . . , Pm} = Sing X , (6.5.2)
is further reduced to
(6.5.3) H2
(
E, Sn(N∨E/X)⊗ TX
)
= 0 (∀n ≥ 0).
The left-hand side is Serre dual to
(6.5.4) H0
(
E, Sn(NE/X)⊗ (TX ⊗OE)
∨ ⊗ ωE
)
.
We claim that this certainly vanishes.
Take a general line l ⊂ E. Since for any locally free OE-module F , H
0(l,F⊗Ol) =
0 implies H0(E,F) = 0, and since
(TX ⊗OE)
∨ ⊗Ol ≃ (Ω
1
X ⊗OE)
∨∨ ⊗Ol,
it is enough to prove:
(6.5.5) H0
(
l, Sn(NE/X)⊗ (Ω
1
X ⊗OE)
∨∨ ⊗ ωE ⊗Ol
)
= 0.
Since NE/X ≃ OP2 ⊕ OP2(−2) (Theorem 4.1), this in fact follows from the exact
sequence;
0 −→ N∨E/X −→ (Ω
1
X ⊗OE)
∨∨ −→ Ω1E −→ 0
tensorized with Sn(NE/X)⊗ ωE ⊗Ol ≃ S
n
(
OP1 ⊕OP1(−2)
)
⊗OP1(−3). 
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6.6. Proof of Theorem 6.1.
The remaining thing we have to prove is that gt : Xt → Yt again gives a flipping
contraction of Type (R).
(6.6.0) To begin with, Yt has only isolated rational singularities by Elkik [E], and
hence is normal.
Let
(6.6.1) H := HilbX/Y/∆, [E]
λ
−→ ∆.
We claim that H is purely 1-dimensional. First take any line l ⊂ E and consider
H1 := HilbX/Y/∆, [l]
µ
−→ ∆.
(6.6.2) µ−1(0) ≃ (P2)∨,
and
(6.6.3) dimH1 ≥ dimX + (−KX . l)− dimAutP
1 + dim∆ = 3.
Hence for any t ∈ ∆, dimµ−1(t) ≥ 2. By the upper-semi-continuity of fiber dimen-
sions of µ and (6.6.2) we must have
(6.6.4) dimµ−1(t) = 2 (∀t ∈ ∆).
In particular, gt is not an isomorphism and dimEt ≥ 2, where Et := Exc gt. Again
by the upper-semi-continuity of fiber dimensions applied in turn to X → Y ,
(6.6.5) dimEt = 2, dim gt(Et) = 0.
(6.6.4) and (6.6.5) imply that −KXt is gt-ample. Finally by Corollary 2.9 and the
upper-semi-continuity,
(6.6.6) R2gt ∗OXt(2KXt) = 0.
Since Xt has again only terminal complete intersection singularities, gt is a flipping
contraction of Type (R), and we are done. 
For later arguments we have to look at the ideal structure of E associated to a
global deformation of g, determined by the degeneration of {Et}t∈∆−{0} as t tends
to 0.
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Definition 6.7. (E0: The ideal structure of E ≃ P
2 under a given deformation
X → Y)
Let X → Y = {Xt
gt
−→ Yt}t∈∆ be as in Theorem 6.1. Let Et := Exc gt (t 6= 0). Et
is reduced and is a disjoint union of several P2’s. Naturally
(6.7.1) HilbX/Y/∆, [Et]
∼
−→ ∆
and so we may regard λ : H → ∆ (6.6.1) as
(6.7.2) λ([a connected component of Et]) = [Et].
In particular
(6.7.3) deg λ = #(connected components of Et) (t 6= 0).
(6.7.4) Let E0 be a closed analytic subspace corresponding to 0 ∈ HilbX/Y/∆, [Et]
(6.7.1). Then {Et}t∈∆ forms a flat family of closed analytic subspaces of X . Clearly
(6.7.5) redE0 = E(≃ P
2).
(6.7.6) From now on we always distinguish E and E0. Note that E0 = E
ρ
0 depends
on the choice of deformations X → Y of g : X → Y i.e. ρ : ∆ → Def X . (For
example for the trivial deformation; X = X × ∆, E0 = E.) Let IEt = I
ρ
Et
be the
associated ideal sheaf in OX (or in OXt) (also for t = 0). Define the universal ideal
of E by
(6.7.7) I∗E = IE∗ :=
⋂
ρ:∆→Def X
IρE0 ,
and E∗ the associated closed subspace. Denote
(6.7.8) mult E0 := the multiplicity of E0 at a general point
(or of E0 as a 2-cycle).
Then the following is the key observation toward the local classification of singu-
larities on X (§7):
Proposition 6.8.
(1) multE0 = deg λ.
(2) E0 has no embedded components.
Proof. (1) mult E0 ≥ deg λ is clear. Let r := deg λ. Take a sufficiently large
integer d, and a general L ∈ |− dKX |. Let Lt := L|Xt . Then since for any connected
component Et,i ≃ P
2 of Et, OEt,i(−KXt) ≃ OP2(1) (i = 1, ..., r) (Theorem 1.1),
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Ct,i := Lt ∩Et,i is a smooth curve of degree d in Et,i ≃ P
2. So on E = red E0 ≃ P
2,
L0 ∩E must be a curve of degree
d′ :=
rd
multE0
.
If mult E0 > r, then d < d
′, so on E we have
0 < deg(−KX |E) =
d
d′
< 1,
a contradiction. Hence (1).
(2) comes from (1). 
The following is an immediate corollary of Theorem 6.1:
Corollary 6.9. (Existence of a smoothing)
Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be of Type (R), with
width g = m(≥ 2).
Then
(1) There exists a 1-parameter deformation X → Y = {Xt
gt
−→ Yt}t∈∆ such that for
t 6= 0, Xt is smooth.
(2) Moreover, for any such X → Y, Exc gt consists of an m disjoint union of P
2’s
each of which has the normal bundle NEt,i/Xt ≃ OP2(−1)
⊕2.
In particular,
multE0 = m.
Proof. Since X is assumed to have only isolated complete intersection singularities,
which are locally smoothable, this follows immediately from Theorem 6.1 and the
theorem of Kawamata (Theorem 0.5). 
§7. SingX = {P}, εP (X ⊃ E) = 1.
In this section, we shall prove the following:
Theorem 7.1. Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be a flipping contraction of Type (R).
Then
#SingX = 1.
So let {P} = SingX. Then
εP (X ⊃ E) = 1.
The proof will be divided into several steps, and will be completed by Proposition
7.5.
To start with:
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Proposition 7.2. Let P ∈ SingX, then (X,P ) is a hypersurface singularity:
emb. codim(X,P ) = 1.
Proof. Assume:
(7.2.0) emb. codim(X,P ) = 2, and hence SingX = {P},
to derive a contradiction (Corollary 4.3). Then as in (3.1.1)
(7.2.1) (X,P ) ≃ {f1(x1, ..., x6) = f2(x1, ..., x6) = 0}
⊃ E = {x3 = x4 = x5 = x6 = 0},
f1(x1, ..., x6) =
6∑
j=3
g1,j(x1, x2) · xj + h1(x1, ..., x6),
f2(x1, ..., x6) =
6∑
j=3
g2,j(x1, x2) · xj + h2(x1, ..., x6)
(h1, h2 ∈ (x3, x4, x5, x6)
2).
(7.2.2) By abuse of notations, we shall denote the lifts of the ideals IE0,P , I
∗
E,P ⊂
OX ≃ C{x1, ..., x6}/(f1, f2) (Definition 6.7) to C{x1, ..., x6} by the same notations
IE0,P and I
∗
E,P , respectively:
f1, f2 ∈ I
∗
E,P ⊂ IE0,P .
Let A := C{x1, x2} and M := A
⊕2 regarding as a free A-module of rank 2. First
we claim:
Claim 1. After a suitable permutation of {x3, x4, x5, x6},(
g1,6
g2,6
)
∈
(
g1,3
g2,3
)
A+
(
g1,4
g2,4
)
A+
(
g1,5
g2,5
)
A.
Proof. If the Claim 1 is false, then since I∗E,P does not have embedded primary ideals
(Proposition 6.8 (2)), and since the radical of I∗E,P is (x3, x4, x5, x6),
I∗E,P = (x3, x4, x5, x6),
a contradiction to Corollary 6.9 (2). Hence the Claim 1.
By the Claim 1, after a suitable biholomorphic change of coordinates we may
rewrite (7.2.1) as:
(7.2.3)

f1(x1, ..., x6) =
5∑
j=3
(g1,j(x1, x2) + h1,j(x1, ..., x6))·xj + c1 x
n1
6 ,
f2(x1, ..., x6) =
5∑
j=3
(g2,j(x1, x2) + h2,j(x1, ..., x6))·xj + c2 x
n2
6
(xj ·hi,j ∈ (x3, x4, x5, x6)
2, n1, n2 ≥ 2, c1, c2 ∈ {0} ∪ C{x, s}
×).
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Claim 2. In (7.2.3), for any permutation {xi, xj, xk} of {x3, x4, x5},(
g1,k
g2,k
)
6∈
(
g1,i
g2,i
)
A+
(
g1,j
g2,j
)
A.
Proof. Assume to the contrary that(
g1,5
g2,5
)
∈
(
g1,3
g2,3
)
A+
(
g1,4
g2,4
)
A,
say. Then (
∂fi
∂xj
) ∣∣∣∣∣
x3=...=x6=0
∼
(
0 0 g1,3 g1,4 0 0
0 0 g2,3 g2,4 0 0
)
,
where ∼ means the equivalence of matrices by the fundamental linear operations of
rows, in the matrix ring M2,6(A). So
SingX ⊃
{∣∣∣∣ g1,3(x1, x2) g1,4(x1, x2)g2,3(x1, x2) g2,4(x1, x2)
∣∣∣∣ = x3 = x4 = x5 = x6 = 0} ,
which is of dimension 1, a contradiction to the assumption (A-1). Hence the Claim
2.
By the Claim 2 with Proposition 6.8 (2), x3, x4, x5 ∈ I
∗
E,P , and hence
(7.2.4) I∗E,P = (x3, x4, x5, x
k
6) (∃k ≥ 2).
Claim 3. c1, c2 6= 0 and n1 = n2 in (7.2.3).
Proof. Let
(7.2.5) {f1(x) + t = f2(x) + αt = 0} (α = 0, 1)
be a deformation of (X,P ), X (α) → Y(α) its globalization (Theorem 6.1), and E
(α)
0
the associated ideal structure (Definition 6.7). Then by I∗E ⊂ I
(α)
E0
and Proposition
6.8 (2),
(7.2.6) I
(α)
E0
= (x3, x4, x5, x
k(α)
6 ) (2 ≤ ∃k(α) ≤ k),
and hence
(7.2.7) I
(α)
Et
= (x3 + t · e
(α)
3 (x, t), x4 + t · e
(α)
4 (x, t), x5 + t · e
(α)
5 (x, t),
x
k(α)
6 + t · e
(α)
6 (x, t))
(∃e
(α)
i (x, t) ∈ C{x, t}).
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Since f1(x) + t ∈ I
(α)
Et
,
f1(x) + t =
5∑
j=3
ξj(x, t)·(xj + t·e
(α)
j (x, t)) + ξ6(x, t)·(x
k(α)
6 + t·e
(α)
6 (x, t))
(∃ξj(x, t) ∈ C{x, t}),
in particular,
(7.2.8) ξ3, ξ4, ξ5 ∈ (x, t)C{x, t} and ξ6 ·e
(α)
6 ∈ C{x, t}
×.
Hence
(7.2.9) c1 6= 0, and k(α) = n1 (α = 0, 1) in (7.2.3), (7.2.6).
By running the same argument through f2 with α = 1, we get c2 6= 0, k(1) = n2,
and hence the Claim 3.
Let n := n1 = n2. By (7.2.7), (7.2.8) and (7.2.9),
(7.2.10) I
(α)
Et
= (x3 + t·e
(α)
3 (x, t), x4 + t·e
(α)
4 (x, t), x5 + t·e
(α)
5 (x, t), x
n
6 + ct)
(c ∈ C{x, t}×).
Let us put α = 0 in (7.2.5) in turn, then f2(x) ∈ I
(0)
Et
, i.e. there exist ηj(x, t) ∈ C{x, t}
(j = 3, ..., 6) such that
(7.2.11) f2(x) =
5∑
j=3
ηj(x, t)·(xj + t · e
(0)
j (x, t)) + η6(x, t)·(x
n
6 + ct) (∀t ∈ ∆),
where c := e
(0)
6 ∈ C{x, t}
× (7.2.8). As in (7.2.8), we have
(7.2.12) η3, η4, η5 ∈ (x, t)C{x, t}, and η6 ∈ C{x, t}
×,
by the expression of f2 (7.2.3), with m = n (Claim 3). This is however absurd,
because the left-hand side of (7.2.11) does not depend on t. Hence the assumption
(7.2.0) is false and we are done. 
Lemma 7.3.
(1) (X,P ) ≃ {f(x1, ..., x5) = 0} ⊃ E = {x3 = x4 = x5 = 0},
f(x1, ..., x5) = (g3(x1, x2) + h3(x1, ..., x5)) · x3
+ (g4(x1, x2) + h4(x1, ..., x5)) · x4 + x
k
5
for some k ≥ 2, gi ∈ (x1, x2)C{x1, x2}, and hi ∈ C{x1, ..., x5} with xi · hi ∈
(x3, x4, x5)
2.
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(2) Moreover,
I∗E = (x3, x4, x
k
5).
Proof. By Proposition 7.2, (X,P ) is a hypersurface singularity, and we may write
down the defining equation as:
f(x1, ..., x5) = g3(x1, x2) · x3 + g4(x1, x2) · x4 + g5(x1, x2) · x5 + h(x1, ..., x5)
(h ∈ (x3, x4, x5)
2). Let
(7.3.1) G := (g3, g4, g5) ⊂ C{x1, x2}.
Then in a similar way to Claim 1 in the proof of Proposition 7.2,
(7.3.2) g5 ∈ (g3, g4), i.e. G = (g3, g4)
(after a suitable permutation of {x3, x4, x5}). Moreover, since
(7.3.3) εP (X ⊃ E) = dimP Ext
1
E(Ω
1
X ⊗OE ,OE) = lengthC{x1, x2}/G <∞
(Theorem 3.1), G is not a principal ideal. Hence I∗E = (x3, x4, x
k
5) (k ≥ 2), and the
rest is clear from the information f ∈ I∗E and (7.3.2). 
Proposition 7.4. εP (X ⊃ E) = 1.
Proof.
(7.4.0) Let G = (g3, g4), where g3, g4 are in the expression of f in Lemma 7.3 (1).
Assume that εP (X ⊃ E) ≥ 2. Then (x1, x2) ( G (7.3.3), so we may assume
(7.4.1) x2 6∈ G, say.
Consider the deformation
(7.4.2) {f(x) + tx2 = 0}
of (X,P ) and let E0 be as usual. Then by Lemma 7.3 (with Proposition 6.8 (2)),
IE0 = (x3, x4, x
n
5 ) (∃n ≥ 2).
Write the condition f(x) + tx2 ∈ IEt :
(7.4.3) f(x) + tx2 = ξ3(x, t)·(x3 + t·e3(x, t)) + ξ4(x, t)·(x4 + t·e4(x, t))
+ξ5(x, t)·(x
n
5 + t·e5(x, t))
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(∃ξi(x, s) ∈ C{x, t}), where
(7.4.4) ξ3, ξ4 ∈ (x, t)C{x, t}
as in (7.2.8), (7.2.12). Clearly,
(7.4.5) ξi(x, t) ·ei(x, t) contains c·x2 as a monomial (c ∈ C{x, t}
×) for at least one
i ∈ {3, 4, 5}.
(7.4.6) Assume in (7.4.5) i = 3 or 4, say i = 4. Then e4 ∈ C{x, t}
×.
Rewrite (7.4.3):
(7.4.7) f(x) + tx2 = ξ3(x, t)·(x3 + t·e3(x, t)) + (c1x2 + ξ
′
4(x, t))·(x4 + c2t)
+ξ5(x, t)·(x
n
5 + t·e5(x, t))
(c1, c2 ∈ C{x, t}
×).
Put t = 0, then f(x) contains c1c2 ·x2x4 as a monomial, which contradicts the
assumption (7.4.1) and the expression of f (Lemma 7.3 (1)).
So in (7.4.5) we must have i = 5:
(7.4.8) ξ5(x, t)·e5(x, t) = cx2.
Again by the expression of f (Lemma 7.3 (1)) and (7.4.3), ξ5 ∈ C{x, t}
×, e5 = c
′x2
(c′ ∈ C{x, t}×). Hence
IEt = (x3 + t·e3(x, t), x4 + t·e4(x, t), x
n
5 + c
′ ·tx2).
In particular,
(7.4.9) mult E0 = n ≥ 2, while Et is irreducible (t 6= 0), which contradicts Proposi-
tion 6.8 (1).
Hence εP (X ⊃ E) must be 1. 
Proposition 7.5. #SingX = 1.
Proof. Assume P, P ′ ∈ Sing X (P 6= P ′), say. By Proposition 7.4 with Corollary
3.5,
(7.5.1) (X,P ) ≃ {f(x1, ..., x5) = 0} ⊃ E = {x3 = x4 = x5 = 0},
(X,P ′) ≃ {f ′(y1, ..., y5) = 0} ⊃ E = {y3 = y4 = y5 = 0},
f(x1, ..., x5) = x1x3 + x2x4 + x
n
5 ,
f ′(y1, ..., y5) = y1y3 + y2y4 + y
n′
5 .
Consider deformations of (X,P ) and of (X,P ′):
(7.5.2) {f(x) + t = 0}, {f ′(y) + tn
′
= 0}.
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These are patched together to give a global deformation X → Y = {Xt
gt
−→ Yt}t∈∆
(Theorem 6.1), and let E be the exceptional locus of it:
E =
⋃
t∈∆
Et.
In a similar way to the proofs of Propositions 7.2 and 7.3,
(7.5.2) (Et, P ) = {x3 + t·e3(x, t) = x4 + t·e4(x, t) = x
n
5 + t = 0},
in particular
(7.5.3) #(connected components of Et) = n (t 6= 0), and
(7.5.4) (Et, P
′) = {y3 + t·e
′
3(x, t) = y4 + t·e
′
4(x, t) =
∏
i∈I
(y5 + ζ
i
n′ ·t) = 0}
where ζn′ ∈ C is a primitive n
′-th roots of unity, and I ⊂ {1, ..., n′} with #I = n
(7.5.3).
So
(7.5.5) E is smooth in an neighborhood of P (7.5.2),
while E is a union of n ≥ 2 irreducible components meeting at the whole (E, P ′) =
{y3 = y4 = y5 = 0} (7.5.3), in particular
(7.5.6) Sing E ∩ U ′ = E ∩ U ′ (∃U ′ ∋ P ′ : analytic open set of X ).
(7.5.5) and (7.5.6) contradict to each other, since Sing X is a Zariski closed subset
of E. Hence #Sing X = 1. 
Now Theorem 7.1 follows from Proposition 7.4 and 7.5.
Corollary 7.6. Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be of Type (R). By Theorem 7.1 (with
Corollary 3.5), SingX = {P}, and
(X,P ) ≃ {x1x3 + x2x4 + x
m
5 = 0}.
Then
width g = m.
Proof. Take a smoothing {x1x3 + x2x4 + x
m
5 + t = 0}, then
#(connected components of Et) = m (t 6= 0).
The result follows from this, Proposition 6.8 (1), and Corollary 6.9 (2). 
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§8. Existence of flips — La Torre Pendente.
In this section we shall prove the existence of flips for Type (R) contractions.
Theorem 8.1. Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be a flipping contraction of Type (R).
Then the flip g+ exists.
8.2. According to the results of §7 (Theorem 7.1 and Corollary 7.6),
(8.2.1) SingX = {P},
(8.2.2) (X,P ) ≃ {x1x3 + x2x4 + x
m
5 = 0} ⊃ E = {x3 = x4 = x5 = 0},
where
(8.2.3) m = width g.
(8.2.4) Let ϕ : X → X be the blow-up of X with the center E. Let
F := Excϕ,
which is a projective 3-fold.
Sine NE/X ≃ OP2 ⊕ OP2(−2), there exists a birational map between F and P :=
PP2(OP2 ⊕OP2(−2)) compatible with their projections:
(8.2.5)
F 99K P
ϕ|F
y ypi
E
∼
−→ P2
(8.2.6) Let E ⊂ F be the proper transform of the negative section of P, i.e. the
section corresponding to OP(−1O
P2⊕OP2 (−2)
).
Lemma 8.3. (Local description of ϕ along fibers)
(1) Let S := ϕ−1(P ) be the fiber of ϕ at P , and f any other fiber of ϕ over E−{P}.
Then
ϕ|F−S : F − S → E − {P}
is a P1-bundle: f ≃ P1, while
S ≃ P2.
(A jumping fiber in the sense of Andreatta–Wis´niewski [AW2].)
(2) F is a Cartier divisor of X, and #SingF = 1.
Let {P} := SingF . Then P ∈ S, and
SingX =
{
{P} (if m ≥ 3),
∅ (if m = 2).
Moreover,
(X,P ) ≃ {y1y3 + y2y4 + y
m−1
5 = 0} ⊃ F = {y5 = 0}.
Proof. Straightforward. See also [loc.cit], and Beltrametti [Be]. 
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Lemma 8.4. (Global description of ϕ along F –1)
(1) For any line l ⊂ E such that l 6∋ P ,
Zl := ϕ
−1(l) ≃ Σ2
ϕ|Zl−→ l ≃ P1.
(2) Let Cl := E ∩ Zl for such l. Then
(−KX . Cl) = 1.
Proof. (1) is clear, since NE/X ≃ OP2 ⊕OP2(−2) (Theorem 4.1).
(2) Denote simply Cl, Zl by C, Z, respectively. Then X and F are smooth along
C (Lemma 8.3), and
C = Z ∩ E (meeting transversally).
Hence we have the exact sequence:
0 −→ NC/F −→ NC/X −→ NF/X ⊗OC −→ 0
with
NC/F ≃ OP1(−2)⊕OP1(1).
From this, and
NF/X ⊗OC ≃ OF (−1N∨E/X )⊗OC (8.2.5)
≃ OZ(−1N∨
E/X
⊗Ol)⊗OC
≃ OP(O
P1⊕OP1 (−2))
(−1O
P1⊕OP1 (2)
)⊗OC
≃ OΣ2(−C − 2f)⊗OC
≃ OP1 ,
we have
c1(NC/X) = c1(NC/F ) + c1(NF/X ⊗OC) = −1,
i.e. (−KX . C) = 1. Hence (2). 
Proposition 8.5. (Global description of ϕ along F –2)
E ∩ S = {P}, and ϕ|E : E → E ≃ P
2 is an isomorphism.
Cl is a line in E ≃ P
2.
Proof.
(8.5.0) Assume dim(E ∩ S) = 1, to get a contradiction.
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Step 1. First by the construction (8.2.5) and (8.2.6),
ϕ|E : E → E ≃ P
2
is a birational morphism and
(8.5.1) (E . f)F = 1.
Since f ’s and lines n on S ≃ P2 belong to the same irreducible component of HilbX
(and also of HilbF ) (see Andreatta–Wi´sniewski [AW2]),
(8.5.2) (E . n)F = 1 (∀n ⊂ S : line).
Thus
(8.5.3) n0 := E ∩ S is purely 1-dimensional and is a reduced line in S.
Since F is smooth outside {P} (Lemma 8.3 (1)),
(8.5.4) E is smooth (resp. E − {P} is smooth) if E 6∋ P (resp. if E ∋ P ).
Step 2. Let lλ ⊂ E be any line passing through P (λ ∈ P
1), and let
(8.5.5) mλ := (E ∩ ϕ
−1(lλ − {P}))
—
where — denotes the closure in F (or in X). Then
ϕ|mλ : mλ → lλ ≃ P
1
is a birational morphism, and is hence an isomorphism:
(8.5.6) mλ ≃ P
1.
Step 3.
(8.5.7) Let µ : H ≃ P1 → HilbX be a morphism defined by λ 7→ [mλ], then this is
set theoretically an injection.
(8.5.8) Let h : H → H be the family over H induced from HilbX , with H being a
normal surface.
Since every fiber is irreducible and h is a P1-bundle over a general point on H,
(8.5.9) h is in fact a P1-bundle. (see [Mo1], cf. the argument of §1.)
Let
(8.5.10) ν : H → E ⊂ X
be the projection.
By construction,
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(8.5.11) The composition
H
ν
−→ E
ϕ|
E−→ E ≃ P2
is a birational morphism, which is an isomorphism over E − {P}.
In particular,
(8.5.12) H ≃ Σ1.
Moreover, (ϕ|E)
−1(P ) = n0 (8.5.3), so ν is finite birational, i.e.
(8.5.13) ν is the normalization morphism, which is an isomorphism over E − {P}
(8.5.4). Let Cl be as in Lemma 8.4 (1), then
(8.5.14) ν−1(Cl) is a (+1)-section, and ν
−1(n0) is the (−1)-section (negative sec-
tion), of H ≃ Σ1.
Summing up, we have:
(8.5.15) Inside F , we have a 1-parameter family {mλ}λ∈Λ (Λ ≃ P
1) such that
mλ ≃ P
1 (∀λ ∈ Λ), (−KX . mλ) = 0, and
Λ forms a whole connected component of HilbX .
(cf. Matsuki [Ma].)
Step 4. Finally,
(8.5.16) let us consider a smoothing
{x1x3 + x2x4 + x
m
5 + t
m = 0}
of (X,P ). Then the globalization X → Y (Theorem 6.1) satisfies
(8.5.17) Et = {x3 = x4 =
∏
i∈I
(x5 + ζ
i
mt) = 0}
(∃I ⊂ {1, ..., m}) (after a suitable biholomorphic change of coordinates {(x1, ...,
x5, t)}), as in the argument of §7. Moreover by Corollary 6.9, I = {1, ..., m}:
(8.5.18) Et = {x3 = x4 = x
m
5 + t
m = 0}.
(8.5.19) Take
Et,1 := {x3 = x4 = x5 + t = 0}, and E1 :=
⋃
t∈∆
Et,1.
(8.5.20) E1 ≃ P
2 ×∆, and {Et,1}t∈∆ forms a flat family, with
Et,1 = E (reduced) when t = 0.
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(8.5.21) Blow up X with the center E1:
X → X → ∆
By (8.5.20),
(8.5.22) The fiber over 0 ∈ ∆ just coincides with ϕ : X → X .
(8.5.23) By Corollary 6.9, Exc (Xt
ϕt
−→ Xt) consists of a disjoint union of (m − 1)
P2, plus one P2 × P1. As in Kawamata [Kaw4],
(8.5.24) −KXt is (gt ◦ ϕt)-ample.
Hence mλ cannot move outside X0, i.e.
(8.5.25) Λ ≃ P1 (8.5.15) is a connected component also of HilbX/Y/∆,
while by Theorem 1.2,
dimHilbX/Y/∆, [mλ] ≥ dimX + (−KX . mλ)− dimAutP
1 + dim∆
= 2, (8.5.15)
a contradiction to each other.
Hence dim(E ∩ S) = 0. Since E and S are surfaces inside the 3-fold F ,
E ∩ S ⊂ SingF = {P}
(Lemma 8.3), and we have done. 
Corollary 8.6. ρ(X/Y ) = 2, −KX is (g ◦ ϕ)-ample, and
NE(X/Y ) = R≥0[f ] + R≥0[Cl]. 
Proposition 8.7. The extremal ray R≥0[Cl] determines a flipping contraction
g : X → Y of Type (R), with
Exc g = E, and width g = m− 1.
Proof.
Claim 1. R≥0[Cl] gives a flipping contraction.
In fact, if R≥0[Cl] defines a divisorial contraction g : X → Y , then clearly
Exc g = F.
Since ϕ(S) = {P}, g does not contract S, and so
dim g(F ) = 2.
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Take a general fiber C ≃ P1 of g over g(F ), then
(F .C) = −1, and dimϕ(C) = 1.
Hence
0 < (−KX . ϕ∗(C)) = (−ϕ
∗KX . C)
= (−KX + F .C)
= 1− 1 = 0,
a contradiction. So g must be a flipping contraction.
Since Sing X ⊂ {P}, and (X,P ) is again an isolated hypersurface singularity
(Lemma 8.3), Exc g is a union of P2’s (Corollary 2.8). Moreover,
Claim 2. Exc g = E.
In fact, let Zl ≃ Σ2 be as in Lemma 8.3. This is a surface contained in the
smooth locus of the 3-fold F . So if we choose l general enough, and if we assume
that Exc g is reducible, then Zl ∩Exc g is a reducible curve. Consider the birational
morphism g|Zl : Σ2 ≃ Zl → g(Zl). Since Cl (Lemma 8.4) is the only contractible
irreducible curve on Zl, we get a contradiction. Hence Exc g must be irreducible and
Exc g ∩ Zl = Cl, thus necessarily Exc g = E, i.e. the Claim 2.
Finally,
Claim 3. g is of Type (R), with width g = width g − 1.
In fact, take a general D = Dl ∈ |−KX | with l := D∩E (so that D 6∋ P ), and let
D be its proper transform in X, then clearly D∩E = Cl (Lemma 8.4), and D
ϕ|
D−→ D
is the blow-up of the (0,−2)-curve l in D. So by Reid [Re1] (see also §5, particularly
5.1),
NE/X |Cl ≃ NCl/D ≃
{
OP1(−1)
⊕2 (m = 2),
OP1 ⊕OP1(−2) (m ≥ 3).
In both cases R1(g|D)∗OD(KX) = 0, i.e.
R2g∗OX(2KX) = 0.
Hence by Corollary 2.9, g is again of Type (R). Also
width g = width(g|D) = m− 1. 
8.8. Set-up of the induction argument toward Theorem 8.1.
We shall prove the following 9 set of statements (8.8.1)m through (8.8.9)m by the
induction on m:
(8.8.1)m The flip g
+ of g exists for any Type (R) contractionX ⊃ E ≃ P2
g
−→ Y ∋ Q
with
width g ≤ m.
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Let g : X → Y be any such one, with
2 ≤ width g ≤ m.
Let ϕ : X → X be the blow-up and F = Exc ϕ, as in 8.2, then as proved in Corollary
8.7, there exists a unique flipping contraction g : X → Y from X, which is of Type
(R), with width g = width g − 1.
Let g+ : X
+
→ Y be the flip of g (where the existence is assured in (8.8.1)m), and
let E
+
:= Exc g+. Let F+ be the proper transform of F in X
+
. Then
(8.8.2)m X
+
is smooth,
(8.8.3)m E
+
≃ P1,
(8.8.4)m There exists a birational morphism ϕ
+ : X
+
→ X+ with Excϕ+ = F+,
E+ := ϕ+(Excϕ+) ≃ P1,
(8.8.5)m X
+ is also smoooth,
(8.8.6)m ϕ
+ is the blow-up of X+ with the center E+,
(8.8.7)m E
+
is a section of the P2-bundle ϕ+|F+ : F
+ → E+, and
(8.8.8)m NE+/X+ ≃ OP1 ⊕OP1(−1)⊕OP1(−2).
(In particular, X+ ⊃ E+ → Y ∋ Q gives the flip g+ of g.)
Finally, let Wλ := ϕ
−1(lλ − {P})
— ⊂ F , where {lλ}λ∈Λ (Λ ≃ P
1) is the complete
family of lines in E passing through P . Then
(8.8.9)m The fibers of ϕ
+|F+ (≃ P
2) are exactly the proper transforms W+λ of Wλ’s
in X
+
.
To prove Theorem 8.1, it is enough to show the following couple of statements:
(i) (8.8.1)2 through (8.8.9)2, and
(ii) (8.8.1)m−1 through (8.8.9)m−1 imply (8.8.1)m through (8.8.9)m.
8.9. [Proof of (8.8.1)2 — (8.8.9)2]
First, (8.8.1)2 is nothing but Kawamata [Kaw4]’s result (Theorem 0.5).
(8.9.0) Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be any flipping contraction of Type (R), with
width g = 2,
and g : X → Y , E be as in 8.8. Then since width g = 1, g is a flipping contraction
of Kawamata Type [loc.cit] (Corollary 5.6). Thus by [loc.cit],
NE/X ≃ OP2(−1)
⊕2, X
+
is smooth, and E
+
≃ P1,
i.e. we get (8.8.2)2, (8.8.3)2.
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Claim 1. Let ϕ : X → X be the blow-up of X with the center E, let F := Exc ϕ,
and F ′ ⊂ X the proper transform of F ⊂ X in X. Then E := F ∩ F ′ is a smooth
(1, 1)-divisor in F ≃ P2 × P1. In particular, E ≃ Σ1.
Proof. Consider ϕ ◦ ϕ : X → X . The restriction to F :
(8.9.1) F ≃ P2 × P1
ϕ|
F−→ E
ϕ|
E
∼
−→ E ≃ P2
coincides with the projection. Moreover, take a general smooth D ∈ |−KX | (so that
D 6∋ P ), and let l := D ∩E. Then
(8.9.2) (ϕ ◦ ϕ)−1(l) = ϕ−1(Cl) ∪ Z
′
l ⊂ D
′
where Z ′l , D
′
is the proper transform of Zl(⊂ X) (Lemma 8.4 (1)), D(⊂ X) in X ,
respectively, and Cl is as in Lemma 8.4 (2). By Reid [Re1], this forms the Pagoda of
width 2 (see 5.1), i.e.
(8.9.3) ϕ−1(Cl) ≃ P
1 × P1, Z ′l ≃ Σ2, and
ϕ−1(Cl) ∩ Z
′
l is an irreducible (1, 1)-divisor of ϕ
−1(Cl). The Claim 1 follows imme-
diately from this.
Claim 2. F ′ is smooth, and
F ′
ϕ|F ′−→ F
is a contraction of the (−1,−1)-curve ϕ−1(P ) ≃ P1. S′ := ϕ−1(S) ≃ Σ1.
Proof. ϕ|F ′ is the blow-up of F with the codimension 1 center E. Since
(8.9.4) Sing F = {P}, (F, P ) ≃ {y1y3 + y2y4 = 0}
⊃ E = {y3 = y4 = 0}, ⊃ S = {y1 = y2 = 0}
(Lemma 8.3, Proposition 8.5), this is clear.
Claim 3. (ϕ ◦ ϕ)−1|F ′ : F
′ → E ≃ P2 is factored as
F ′
h
−→ BlP E ≃ Σ1
blP−→ E ≃ P2,
where blP is the blow-up of E with the center P . Moreover, h is a P
1-bundle.
Proof. Let f ≃ P1 be the fiber of the P1-bundle ϕ|F−S : F −S → E−{P} (Lemma
8.3), and f ′ its proper transform in X. Let H, H ′ be the irreducible component
of HilbX , HilbX , containing the point [f ], [f
′], respectively. Then as in Andreatta–
Wi´sniewski [AW2], H ≃ BlPE ≃ Σ1. Hence by Claim 2,
(8.9.5) H ′ ≃ H ≃ Σ1.
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Let
(8.9.6)
H′
p
−−−−→ X
h
y
H ′
be the standard diagram of the universal family h over H ′, and the projection p.
(8.9.7) p(H′) = F ′,
and p is set theoretically an injection [loc.cit]. Since F ′ is smooth (Claim 2), p gives
an isomorphism onto F ′:
(8.9.8) p : H′
∼
−→ F ′.
Thus
(8.9.9) h gives a P1-bundle over Σ1:
F ′
∼
−→ H
h
−→ Σ1.
Hence the Claim 3.
(8.9.10) Let us consider the composite surjective morphism:
F ′ −→ Σ1 −→ B := P
1.
Clearly ρ(F ′/B) = 2.
(8.9.11) Let ϕ+ : X → X
+
be the contraction of F ≃ P2 × P1 to P1 so that X
+
gives the flip of g : X → Y (8.9.0) [Kaw4]. Let
E
+
:= ϕ+(F ) ≃ P1, F+ := ϕ+(F ′).
Claim 4. −KF ′ is relatively ample over B, and the extremal ray, other than that
determines h, coincides with
ϕ+|F ′ : F
′ → F+,
where ϕ+, F+ are as in (8.9.11). Moreover, this is a divisorial contraction, with the
exceptional divisor
Exc(ϕ+|F ′) = E(≃ Σ1), ϕ
+(E) = E
+
≃ P1.
F+ is smooth, and F+ → B = P1 is a P2-bundle.
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Proof. Let Wλ ⊂ F be as in 8.8, and W
′
λ its proper transform in F
′. Then
Wλ ≃W
′
λ ≃ Σ1.
(8.9.12) Let mλ, m
′
λ be the negative section of Wλ, W
′
λ, respectively. Clearly
(8.9.13) {mλ}λ∈Λ forms the complete family of lines in E ≃ P
2 passing through P .
Hence by the Claim 2,
(8.9.14) {m′λ}λ∈Λ forms the complete family of rulings in E ≃ Σ1 (Claim 1).
Since ϕ+ : X → X
+
maps F ≃ P2 × P1 to P1,
(8.9.15) ϕ+|F ′ : F
′ → F+ contracts exactly m′λ’s (Claim 1). Hence
(8.9.16) ϕ+|F ′ factors through F
′ → B = P1.
Moreover,
(8.9.17) (−KF ′ . m
′
λ) = (−KX − F
′ . m′λ) = 2− 1 = 1,
in particular, −KF ′ is ϕ
+|F ′-ample. Since ρ(F
′/B) = 2 (8.9.10), necessarily
(8.9.18) ϕ+|F ′ is the contraction of the extremal ray R≥0[m
′
λ] of NE(F
′/B).
(8.9.19) This is furthermore a divisorial contraction from a smooth 3-fold F ′ (Claim
2), with
Exc(ϕ+|F ′) = E ≃ Σ1, ϕ
+(E) ≃ P1.
Hence by Mori [Mo2], F+ = ϕ+(F ′) is smooth. Since ϕ+|F ′ is defined over B = P
1
(8.9.18),
(8.9.20) There is a surjective morphism F+ → B.
By construction, the fibers are exactly ϕ+(W ′λ) ≃ P
2 (8.9.15), so
(8.9.21) F+ is a P2-bundle over B = P1.
Hence the Claim 4.
Claim 5. ρ(X
+
/Y ) = 2.
NE(X
+
/Y ) = R≥0[E
+
] +R+,
where R+ is the unique extremal ray. Let ϕ : X
+
→ X+ be the associated contrac-
tion. Let ϕ+(F+) =: E+. Then X+ is smooth, E+ ≃ P1, and
ϕ+|F+ : F
+ → E+ ≃ P1
coincides with the P2-bundle in the Claim 4.
Proof. ρ(X
+
/Y ) = 2 is clear, and
(8.9.22) (K
X
+ . E
+
) = 1
[Kaw4]. So
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(8.9.23) NE(X
+
/Y ) has at most one extremal ray.
Let f+ be any line in a fiber of the P2-bundle F+ → B (Claim 4). Then
(8.9.24) (−K
X
+ . f+) = (−K
X
. m′λ + f
′) = (−KX . mλ + f) = 2.
Hence
(8.9.25) NE(X
+
/Y ) has exactly one extremal ray (8.9.22), (8.9.24). Let ϕ+ : X
+
→
X+ be the associated contraction. Then ϕ|F+ coincides with the P
2-bundle F+ →
B = P1. Moreover, X+ is smooth along E+ := ϕ+(F+) = B, since N
W+λ /X
+ ≃
OP2 ⊕ OP2(−1) (8.9.24). Finally, E
+
is clearly the section of ϕ+|F+ . Hence the
Claim 5.
Claim 6. NE+/X+ ≃ OP1 ⊕OP1(−1)⊕OP1(−2).
X+ → Y gives the flip of g : X → Y in (8.9.0).
Proof. Take D ∈ | −KX | general enough.
(8.9.26) In the above procedure
X
ϕ
←− X
ϕ
←− X
ϕ+
−→ X
+ ϕ+
−→ X+,
let D, D, D
+
, D+ be the proper transforms of D in X , X, X
+
, X+, respectively.
Then
D ←− D ←− D −→ D
+
−→ D+
forms Reid [Re1]’s Pagoda (5.1) of width 2, in particular they are all smooth. So
NE+/D+ ≃ OP1 ⊕OP1(−2).
By this, and the exact sequence:
(8.9.27) 0 −→ NE+/D+ −→ NE+/X+ −→ ND+/X+ ⊗OE+ −→ 0
with
(8.9.28) (D+ . E+)X+ = (−KX + 2F
′ + 4F . f)
X
= 1 + 2− 4 = −1
(where f ≃ P1 is a fiber of ϕ|F : F → E), we get
NE+/X+ ≃ OP1 ⊕OP1(−1)⊕OP1(−2).
Hence
(KX+ . E
+) = −2− c1(NE+/X+) = 1,
and so X+ → Y certainly gives the flip of g, i.e. the Claim 6.
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Now (8.8.4)2 through (8.8.9)2 are consequences of the Claim 5 and 6. Also (8.8.1)2
follows from the existence of the flip X+ → Y (Claim 6).
8.10. [Proof of (8.8.1)m−1 — (8.8.9)m−1 =⇒ (8.8.1)m — (8.8.9)m]
Assume (8.8.1)m−1 — (8.8.9)m−1.
(8.10.0) Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be any flipping contraction of Type (R) with
width g = m ≥ 3.
(8.10.1) Let ϕ : X → X , F , E, g : X → Y be as in 8.8.
(8.10.2) Let ϕ : X → X be the blow-up of X with the center E, let F := Exc ϕ, F ′
the proper transform of F in X, E
′
:= F ∩ F ′, and S := ϕ−1(P ) ≃ P2.
(8.10.3) Since width g = m − 1 ≥ 2, there exists a flipping contraction g : X → Y
of Type (R) with width g = m− 2 (Proposition 8.7).
Let g
+
: X
+
→ Y be the flip, where the existence is assured by the induction
hypothesis (8.8.1)m−1. Let E := Exc g, ψ := g
+−1
◦ g : X 99K X
+
, F
+
:= ψ∗(F ),
and F ′
+
:= ψ∗(F
′).
Claim 1. E ∩E
′
= ∅, i.e. E ∩ F ′ = ∅.
Hence ψ|F ′ : F
′ → F ′+ is an isomorphism: F ′ ≃ F ′+.
Proof. For any line l 6∋ P in E,
(8.10.4) (ϕ ◦ ϕ)−1(l) ∩E ∩E
′
= ∅
[Re1]. On the other hand,
(X,P ) ≃ {y1y3 + y2y4 + y
m−1
5 = 0}
⊃ E = {y3 = y4 = y5 = 0}, ⊃ S = {y1 = y2 = y5 = 0}
(Lemma 8.3, Proposition 8.5). Hence on the blown-up X (with the center E), the
proper transform S′ of S in X is away from Sing X, while again by Proposition 8.5,
E ∩ ϕ−1(P ) = {P}.
So
(8.10.5) (ϕ ◦ ϕ)−1(P ) ∩E ∩E
′
= ∅.
(8.10.4) and (8.10.5) show the Claim 1.
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(8.10.6) By the induction hypothesis (8.8.4)m−1 through (8.8.7)m−1,
(8.10.7) There exists a contraction
ϕ+ : X
+
→ X
+
with Exc ϕ+ = F
+
, E
+
:= ϕ+(F
+
) ≃ P1, and ϕ+ is the blow-up of X
+
with the
center E
+
.
Let ϕ+(F ′
+
) =: F+. By the Claim 1, we have the following claim in a similar way
to the proof in 8.9:
Claim 2. There exist surjective morphisms F ′ → Σ1 and F
+ → P1 which make the
following diagram commutative:
(8.10.8)
F ′ ≃F ′+
ϕ+|
F ′+−−−−−→ F+y y
Σ1 −−−−−−→
P1-bundle
P1
Let Wλ := ϕ
−1(lλ − {P})
— where {lλ}λ∈Λ (Λ ≃ P
1) is the complete family of
lines in E passing through P . Let Wλ
+
be the proper transform of it in X
+
. By
(8.8.9)m−1,
(8.10.9) Wλ
+
≃ P2 and ϕ+|F ′+ contracts exactly with
Wλ
+
∩W ′λ
+
=: m+λ ≃ P
1
(where W ′λ
+
⊂ F ′
+
is the proper transform of Wλ (8.8.9)m in X
+
). This is the
negative section of W ′λ
+ ≃ Σ1 (Claim 1).
In particular, the morphism F+ → P1 in the Claim 2, (8.10.8) is a P2-bundle.
The rest is exactly the same as in 8.9. 
8.8, 8.9 and 8.10 show Theorem 8.1.
Corollary 8.11. (The description of the flip g+)
Let X ⊃ E ≃ P2
g
−→ Y ∋ Q be a flipping contraction of Type (R), with
width g = m(≥ 2).
Let X+ ⊃ E+
g+
−→ Y ∋ Q be its flip (Theorem 8.1), where E+ := Exc g+. Then
(1) X+ is smooth,
(2) E+ ≃ P1,
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(3) Bs | −KX+ | = E
+,
(4) NE+/X+ ≃ OP1 ⊕OP1(−1)⊕OP1(−2),
(5) a general member D+ ∈ | −KX+ | is smooth, and
(6) E+ ⊂ D+ is a (0,−2)-curve, with width = width(g+|D+) = m. 
8.12. (La Torre Pendente)
Follow the induction procedure 8.8, with the proofs 8.9, 8.10, then we get the com-
plete picture of the whole flip operation, starting from the given flipping contraction
X ⊃ E ≃ P2
g
−→ Y ∋ Q. Namely, the flip X+ ⊃ E+
g+
−→ Y ∋ Q is obtained by
blowing X up m times, and then down m times, like:
X ← X ← ...← X
(m−1)
← X
(m)
→ X
(m−1)+
→ ...→ X
+
→ X+.
We name this La Torre Pendente, after M. Reid’s Pagoda.
Let D be a general smooth member of | − KX |, and D
(i)
, D
(i)+
be its proper
transforms in X
(i)
, X
(i)+
, respectively, then
D ← D← ...← D
(m−1)
← D
(m)
→ D
(m−1)+
→ ...→ D
+
→ D+
is nothing but the whole Pagoda diagram of widthm (5.1). So our La Torre Pendente
contains Pagoda as an anti-canonical divisor (and its proper transforms).
Here we note that though Pagoda was symmetric with respect to the flop, ours is
no more.
At the end we shall give some examples, particularly related with fiber type con-
tractions.
Example 8.13. (S. Mukai)
There exists a projective surjective morphism h : X → Z from a terminal Goren-
stein 4-fold X to a germ of a normal 3-fold singularity (Z,Q) such that h|X−h−1(Q) :
X − h−1(Q)→ Z − {Q} is a P1-bundle, while the fiber F := h−1(Q) at Q is a union
of two singular quadric surfaces (in P3): F = F1 ∪ F2, meeting at a point P which
is the vertices of both. X has a Gorenstein quotient singularity of type
1
2
(1, 1, 1, 1)
at P (i.e. the quotient by the involution (C4, 0) ∋ z 7→ −z ∈ (C4, 0)), and is smooth
elsewhere.
h is factored by a flipping contraction g : X → Y which contracts either one of F1,
F2.
So the fact Exc g ≃ P2 is no longer true when X has worse than complete inter-
section singularities.
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Example 8.14. (A singular analogue of Mukai–Shepherd-Barron–Wi´sniewski con-
traction (MSW))
An example of the following type of contraction is known (Mukai–Shepherd-Barron–
Wi´sniewski contraction (MSW), see [Kac1]):
A projective surjective morphism h : X → Z from a smooth 4-fold X to a germ
of a normal 3-fold singularity (Z,Q), which is a P1-bundle over Z − {Q}, while the
central fiber F := h−1(Q) is a union of two P2’s: F = F1 ∪F2, meeting at a point P .
h is factored by a flipping contraction g : X → Y contracting either one of F1, F2,
which is of Kawamata type [Kaw4]. In this case,
(Z,Q) ≃ {z1z2 + z
2
3 + z
2
4 = 0}.
Fact. ([Kac1])
This is the only contraction among those h : X → (Z,Q) from a smooth 4-fold X
to a 3-fold germ (Z,Q), with −KX being h-ample, such that
(0) F := dimh−1(Q) = 2,
(1) there exists a rational curve l ⊂ F with (−KX . l) = 1, and
(2) h is a P1-bundle over Z − {Q}. —
What we are going to construct is a similar h from a singular X which is factored
by a flipping contraction of Type (R).
The following construction is a generalization of Mukai who did in the case m = 1,
that is, the case that X is smooth.
Construction. Let us start with the 3-fold flopping contraction U ⊃ C ≃ P1 →
(Z,Q) of a (0,−2)-curve C, with width m(≥ 2). Let L be an irreducible smooth
divisor on U with (L .C) = 1, let E := OU ⊕OU (−L), and let
X+ := P(E)
ψ
−→ U.
This is a P1-bundle, with the section D+ corresponding to OU (−L). Then E
′+ :=
ψ−1(C) ≃ Σ1. Let E
+ := E′
+
∩D+, then since D+ ⊃ E+ is mapped isomorphically
onto U ⊃ C, E+ is a (0,−2)-curve of width m inside D+. Moreover E+ ≃ P1 is the
negative section of E′
+
, and is a contractible curve in X+: X+ → Y , with
NE+/X+ ≃ OP1 ⊕OP1(−1)⊕OP1(−2).
Follow the induction argument 8.8 (with 8.9, 8.10) in the reverse direction starting
from this X+ ⊃ E+ ≃ P1, then we get a flipping contraction of Type (R), with width
m:
X ⊃ E ≃ P2 → Y ∋ Q
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(the inverse flip). In particular there is exactly one singular point P on X , which is
of form:
(X,P ) ≃ {x1x3 + x2x4 + x
m
5 = 0} ⊃ E = {x3 = x4 = x5 = 0}.
Let E′ be the proper transform of E′
+
⊂ X+ in X , then E′ ≃ P2, and
E ∩E′ = {P}, E′ = {x1 = x2 = x5 = 0}
in the above description.
Since everything in the above procedure is defined over (Z,Q), and since we never
touched the part X+ − E′
+
, there exists a contraction h : X → (Z,Q), which is a
P1-bundle over Z − {Q}. As is easily seen the central fiber is a union of two P2’s
meeting just at P : h−1(Q) = E ∪E′. Moreover
(Z,Q) ≃ {z1z2 + z
2
3 + z
2m
4 = 0}.
This h gives the desired example.
§Appendix. On terminal complete intersection singularities
— S. Ishii’s theorem
A.0. The following implications hold in arbitrary dimensions:
Hypersurface singularity =⇒ Complete intersection singularity
=⇒ Gorenstein singularity.
A.1. (Reid [Re1,4])
For 3-dimensional terminal singularities, all of these are equivalent, and gen-
eral hyperplane sections of those are Du Val singularities. (These are called cDV -
singularities .)
A.2. In dimension 4, however, the reverse directions of both arrows in A.0 do not
hold, even for terminal singularities (Mori [Mo5], Kac–Watanabe [KW]).
Here is a collection of references on terminal singularities in dimension 3 and 4:
[D], [Kol1], [KS], [Mo3,4], [MoMoMo], [MS], [Re1,2,4].
After the completion of this paper, the author learned the following theorem, which
was originally conjectured independently by Yu. Prokhorov and K.-i. Watanabe, and
has been solved by S. Ishii:
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Theorem A.3. (S. Ishii)
Let (Z, P ) be a germ of an isolated terminal complete intersection singularity, of
dimension n. Then
(1) emb. codim(Z, P ) ≤ n− 2.
(2) Let
(Z, P ) ≃ {f1(x1, ..., xN) = ... = fr(x1, ..., xN) = 0} ⊂ (C
N , 0),
where r := emb. codim(Z, P ) and N = n + r (so that this is an irredundant expres-
sion). Then
r∑
i=1
mult fi ≤ n+ r − 2.
(3) In particular if the equality holds in (1) i.e. r = n− 2, then
mult fi = 2 (∀i = 1, ..., n− 2).
This reproduces the following, which is a weaker version of the above mentioned
theorem (A.1) of Reid [Re1] in the case n = 3:
Corollary A.4. A 3-dimensional terminal complete intersection singularity is a
hypersurface double point.
The following is the case n = 4 in Theorem A.3:
Corollary A.5. (S. Ishii)
A 4-dimensional isolated terminal complete intersection singularity is either
(a) a hypersurface double or a triple point in (C5, 0), or
(b) an intersection of two double hypersurfaces in (C6, 0).
(See [Mo5] for some example.)
By virtue of this Corollary A.5, our Corollary 4.3 became unnecessary.
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