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1. Introduction
To identify the efficient point of a set is an important problem in vector optimization.
The existence of efficient points in infinite dimensional space has been studied by many
authors, such as [2–10,12,15,17–19,21,23–25] etc. To study Pareto efficiency in locally
convex topological vector space, in 1983, the second author Isac [14] has introduced an
important notion of nuclear cone which has also other applications as, for example, in the
fixed point theory, in the best approximation theory, in the study of vector optimization for
multivalued functions, in the study of conically bounded sets, and in the study of nuclearity
of topological vector space. About these, one can refer to Hyers–Isac–Rassias’ book [11]
and references therein. In 1990, Pontini [20] defined a more general notion of pseudo-
nuclear in general topological vector space (may not be locally convex). Pontini remarked
that, in a normed vector space, a cone is pseudo-nuclear if and only if it is nuclear, but in a
general topological vector space, this result is not true. In [11,13], Isac, Hyers, and Rassias
discussed the existence of efficient points in locally convex topological space ordered by
pointed nuclear cone and got some general results. In book [11] and paper [13], they also
posed the following open problem.
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efficient points in a general topological vector space?
In the present paper, we will study the existence of efficient points for a general non-
empty set in a general topological vector space (may not be locally convex) preordered by
a convex cone (may not pointed cone). In Section 2, by following the idea of [17], we first
prove several general necessary and sufficient existence tests for efficient points in general
topological vector space. These results are also improvements of the corresponding results
in [11,13,17]. Then by using these general tests, in Section 3, we give an answer for the
above open problem. From this, many important results, such as appeared in Hyers–Isac–
Rassias [11] and the second author Isac [13], about Pareto efficiency in a class locally
convex topological vector space with a pointed nuclear cone, are extended to general topo-
logical vector space with a pseudo-nuclear cone. We also give several equivalent conditions
of pseudo-nuclear cone.
2. Existence of efficient points
Let E(τ) be a topological vector space, we denote by Vτ (0) (respectively Vσ (0)) its
0-neighborhood base with respect to the topology τ (respectively to the weak topology σ ).
A subset K ⊆ E is a convex cone if and only if K + K ⊆ K and λK ⊆ K for all λ ∈
[0,+∞). A preordering on E can be defined by K , that is x  y if and only if y − x ∈ K.
If both u v and v  u hold, we denote it by u ∼ v. Then ∼ is an equivalent relation on
(E,). We write x < y whenever x  y and not y  x. Let A ⊆ E be a non-empty subset,
we say that a point x ∈ A is an efficient maximal point of A if for any y ∈ A with y  x
implies y  x, that is, y ∼ x. We say that a point x ∈ A is an absolutely efficient maximal
point of A if for any y ∈ A with y  x implies y = x. Here, we do not require that K is a
pointed cone (a convex cone is called a pointed cone if K ∩ (−K) = {θ}), since in some
problems, such as studied in Economics, the cone K is generally not pointed.
We denote by EM(A,K) the set of all efficient maximal points of A and denote by
EAM(A,K) the set of all absolutely efficient maximal points of A. Then EAM(A,K) ⊆
EM(A,K).
We recall that (see [17]) a convex cone K is said to be correct if clK + K\L ⊆ K,
or equivalent clK + K\L ⊆ K\L, where L = K ∩ (−K). A net {xα}α∈I in E is said
to be strictly decreasing (respectively increasing) if xα > xβ (respectively xα < xβ ) for
each α,β ∈ I , β > α. A set A is said to be K-complete if there are no covers of the form
{(xα − clK)C}, where {xα} is a strictly decreasing net in A, clA denote the closure of A
and AC denote its complement in E. From [17, Lemma 2.4] we know that K is correct if
one of the following conditions holds:
(i) K is closed;
(ii) K\L is nonempty open;
(iii) K is composed of zero and the intersection of certain closed and open homogenous
half space in E.
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locally convex), K ⊆ E a general convex cone (may not pointed cone).
Definition 2.1. Let E(τ) be a topological vector space with a preordering defined by a
convex cone K , A ⊂ E is upper semi-complete, if any strictly increasing Cauchy net in A
is convergent in A.
It is clear that if A ⊂ E is complete, then A is upper semi-complete. Now, we first prove
the following fundamental result.
Theorem 2.2. Let E(τ) be a topological vector space A ⊂ E a nonempty set, and K ⊆ E
a correct convex cone. Then EM(A,K) = ∅ if and only if there is an A0 ⊂ A such that
(1) −A0 is K-complete;
(2) for any x ∈ A0 and any y ∈ A∩ (K + x), there is a v ∈ A0 such that y ∼ v.
Proof. “⇐” Let P denote the set of all chains contained in A0. By Zorn’s lemma we can
prove that P has a maximal element C by the partial order defined via the inclusion relation
of set. Let [C] = {[x]: x ∈ C}, where [x] = {y ∈ C: y ∼ x}. If we define [x] [y] if and
only if x  y , then [C] is a chain. For any [x] ∈ [C], we choose an element x[x] ∈ [x], then
{−x[x]}[x]∈[C] is a strictly decreasing net. If EM(A0,K) = ∅, it follows from condition (1)
that {(−x[x] − clK)C : [x] ∈ [C]} is not a cover of −A0. Thus, there is an y ∈ A0 such
that for each [x] ∈ [C], −y ∈ −x[x] − clK. Since EM(A0,K) = ∅, there is a z ∈ A0, such
that z > y. Due to the correctness of K , we conclude that z − x[x] = z − y + y − x[x] ∈
K\L + clK ⊂ K\L, that is z > x[x], for any [x] ∈ [C]. Thus, z > x , for any x ∈ C. Then
C ∪ {z} ⊂ A0 is a chain and C ⊂ C ∪ {z}. This is a contradiction with that C is a maximal
element of P . Therefore, EM(A0,K) = ∅. Let v ∈ EM(A0,K). If y ∈ A and y  v, then
y ∈ A ∩ (K + v). Condition (2) implies that there is an u ∈ A0 such that u ∼ y. Then
u y  v. Since u ∈ A0, we have u v, thus y  u v. Therefore, v is also a maximal
element in A. That is EM(A,K) = ∅.
“⇒” Suppose that EM(A,K) = ∅. We take A0 = EM(A,K). Then any strictly increas-
ing net {xα}α∈I in A0 is a single point set and x /∈ (x + clK)C for any x ∈ A0. Thus, −A0
is K-complete. That is, condition (1) holds. For any x ∈ A0 and any y ∈ A ∩ (K + x),
then y  x, y ∈ A. Since x ∈ EM(A,K), we have y  x, that is y ∼ x. Thus, condition
(2) holds. The proof is completed. 
Theorem 2.3. Let E(τ) be a topological vector space A ⊂ E a nonempty set, and K ⊆ E
a correct convex cone. Then EM(A,K) = ∅ if and only if there is an A0 ⊂ A such that
(1) A0 is upper semi-complete;
(2) for any x ∈ A0 and any y ∈ A∩ (K + x), there is a v ∈ A0 such that y ∼ v;
(3) any strictly increasing sequence {xn}n∈N in A0 is topologically asymptotic, that is for
any U ∈ Vτ (0), there exists an n0 ∈ N, such that (xn+1 − xn) ∈ U for all n n0.
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complete. Suppose that {xi}i∈I is a strictly increasing net in A0. We first prove that {xi}i∈I
is a Cauchy net. If it is not so, then there is a 0-neighborhood U ∈ Vτ (0), such that, for any
i ∈ I, there are i2 > i1  i satisfying (xi2 − xi1) /∈ U. This fact implies that a strictly in-
creasing subsequence {xn}n∈N of {xi}i∈I can be found which satisfies (x2m+1 − x2m) /∈ U
for all m ∈ N. This is a contradiction with condition (3). Thus, {xi}i∈I is a Cauchy net.
From condition (1) we know that {xi}i∈I is convergent to some point x ∈ A0. Secondly, we
prove that {(−xi − clK)C}i∈I is not the cover of −A0. If it is not the case, then there is an
i0 ∈ I such that −x ∈ (−xi0 − clK)C. Since (−xi0 − clK)C is an open set and {−xi}i∈I
converges to −x, there is an i1 ∈ I, such that −xi ∈ (−xi0 − clK)C for all i > i1. That is
xi /∈ (xi0 + clK) for all i > i1. But xi = xi0 + xi − xi0 ∈ xi0 + K ⊆ xi0 + clK. This is a
contradiction. Therefore, {(xi + clK)C}i∈I is not the cover of A0. So that we have proved
that −A0 is K-complete.
“⇒” Suppose that EM(A,K) = ∅. We take A0 = EM(A,K). Then any strictly increas-
ing net {xα}α∈I in A0 is a single point set. Thus, condition (1) and (3) hold. For any x ∈ A0
and any y ∈ A∩ (K + x), then y  x, y ∈ A. Since x ∈ EM(A,K), we have y  x, that is
y ∼ x. Thus, condition (2) holds. The proof is completed. 
Let A0 ⊂ E be a nonempty subset. We define the set K(A0) by
K(A0) = {v ∈ K: v = v1 − v2, v1  v2, v1, v2 ∈ A0}.
From Theorem 2.3 we can prove the following Theorem 2.4 which is important for the
proof in next section.
Theorem 2.4. Let E(τ) be a topological vector space A ⊂ E a nonempty set, and K ⊆ E
a correct convex cone. Then EM(A,K) = ∅ if and only if there is an A0 ⊂ A such that
(1) A0 is upper semi-complete;
(2) for any x ∈ A0 and any y ∈ A∩ (K + x), there is a v ∈ A0 such that y ∼ v;
(3) for every 0-neighborhood U , there is an f ∈ E∗ (the topological dual of E), such that
K(A0) ∩
{
x ∈ E: f (x) 1}⊂ U,
and sup{f (x): x ∈ A0} < +∞.
Proof. “⇐” From [16, Conclusion 15.1(3)] we know that a topological vector space al-
ways has a base of 0-neighborhoods consisting of circled neighborhoods. Let Vτ (0) is
a base of 0-neighborhoods consisting of circled neighborhoods with respect to the topol-
ogy τ . For any V ∈ Vτ (0), by the property of a base of 0-neighborhoods we know that there
is an U ∈ Vτ (0), such that U + U ∈ V. Suppose that f ∈ E∗ satisfies condition (3) with
respect to U . Let {xn}n∈N ⊂ A0 be an increasing sequence. We first prove that {xn}n∈N has
the following property:
{
there is an n1 ∈ N, such that f (xm − xn1) 1,
for all m n . (1)1
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A consequence of this is the fact that a subsequence {xnk }k∈N of {xn}n∈N may be found,
such that
f (xnk+1 − xnk ) > 1 for all k ∈ N.
Thus, we have
f (xnk+1) > 1 + f (xnk ) > · · ·> k + f (xn1) → +∞,
as k → +∞. This is a contradiction with condition (3). Therefore, (1) is true. For any
n+ 1 > n > n1, from (1) we have xn+1 − xn1, xn − xn1 ∈ U. Since U is circled,
xn1 − xn = −(xn − xn1) ∈ U.
Thus,
xn+1 − xn = xn+1 − xn1 + (xn1 − xn) ∈ U +U ⊆ V.
This shows that condition (3) of Theorem 2.3 holds. From Theorem 2.3, EM(A,K) = ∅.
“⇒” Let EM(A,K) = ∅. We take as the set A0 a single point set {x} of EM(A,K).
Then K(A0) = {θ}. This implies that condition (3) holds if for any U ∈ Vτ (0), we choose
an arbitrary f ∈ E∗. Since x is a maximal element, we have A∩(K+x) = {y ∈ A: y ∼ x},
thus condition (2) holds. Condition (1) is clearly. The proof is completed. 
Remark. The condition (2) in Theorems 2.2 and 2.3 is a natural condition in Economics
or in a preordered topological vector space. The following is a simple example.
Example. Let X =∏α∈R Rα , where Rα = R (the real number set). We denote by x the
element (xα)α∈R ∈ X, that is, x = (xα)α∈R. Then X is a vector space with addition x+y =
(xα + yα)α∈R and scalar multiples kx = (kxα)α∈R for k ∈ R. A system of semi-norms
{pα}α∈R on a vector space X is defined by pα(x) = |xα|. Then {pα}α∈R define a topology
τ of X and X(τ) is a topological vector space. Let
K = {x ∈ X: x0  0, x0 + x1  0},
where x0 is the 0th component of x, x1 is the 1th component of x, then K is a closed




x ∈ X: − M
x0 + 1 < x0 + x1 M +
1
x0 + 1 , if x0  0,
−M − 1 − 1
x0 − 1 < x0 + x1 M + 2 +
1
x0 − 1 , if x0  0
}
,
where M > 0 is a fixed number. Let A0 = {x ∈ X: x ∈ A, ∀α = 0,1, xα = 0}, then it is
clear that A0 ⊂ A is upper semi-complete (but not complete) and topologically asymptotic
(but A is not topologically asymptotic). That is, A0 satisfies conditions (1), (3) of The-
orem 2.3. For any x ∈ A0, if y ∈ A ∩ (K + x), then there is an a ∈ A0 and a u such that
y = a + u, where a satisfies a0 = y0, a1 = y1, aα = 0, for any α = 0,1 and u satisfies
u0 = u1 = 0, uα = yα , for any α = 0,1. When u = θ , we have y /∈ A0, but y = a + u
shows that (y − a)0 = (y − a)1 = 0, that is y ∼ a. Thus, A0 and A satisfy condition (2) of
Theorem 2.3. From Theorem 2.3 we have EM(A,K) = ∅.
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In this section, we will give an answer for the open problem stated at the beginning of
the paper. Some existence theorems of efficient points for vector optimization are proved
in general topological vector spaces ordered by a pseudo-nuclear cone. Several equivalent
conditions of pseudo-nuclear cone are also proved.
Definition 3.1 [20]. Let E(τ) be a topological vector space and K ⊆ E a convex cone.
If f ∈ E∗, we denote fπ = {x ∈ E: f (x)  1}. A set of the kind fπ ∩ K is called a 0-
pseudoslice of K , where f ∈ E∗. We say that K is pseudo-nuclear if and only if each
0-neighborhood in E contains a 0-pseudo slice of K .
Theorem 3.2. Let E(τ) be a topological vector space and K ⊆ E a correct pseudo-nuclear
cone. If A ⊂ E is a bounded subset and upper semi-complete, then EM(A,K) = ∅. More-
over, for every x ∈ A, there exists a v ∈ EM(A,K) with x  v.
Proof. Let x ∈ A. If we take as the set A0 the set A(x,) = {y ∈ A: y  x} in The-
orem 2.4, then condition (1) of Theorem 2.4 holds. In fact, suppose that {xi}i∈I is a
strictly increasing Cauchy net in A0, then it is convergent to some point x0 ∈ A. For fixed
i1, i2 ∈ I , i1 < i2, we have x  xi1 < xi2 . Thus x < xi2 , that is xi2 − x ∈ K\L. From
xi − x = xi − xi2 + xi2 − x we have x0 − x = x0 − xi2 + xi2 − x . Since K is correct,
we have x0 − x ⊂ clK +K\L ⊂ K . Thus, x0  x and x0 ∈ A0, that is, A0 is upper semi-
complete. For every y ∈ A0, we have A∩ (K+y) ⊂ A0, thus condition (2) of Theorem 2.4
is satisfied. Since K is a pseudo-nuclear cone, for any U ∈ Vτ (0), there exists an f ∈ E∗,
such that fπ ∩ K = {u ∈ K: f (u)  1} ⊂ U. By the assumptions of Theorem 3.2, A is
bounded, thus A is also weakly bounded. This implies that f (A) is a bounded real number
set. Therefore, condition (3) of Theorem 2.4 holds. By using Theorem 2.4 and by the proof
of Theorem 2.2, we known that there is a v ∈ EM(A,K)∩A0, that is, v  x . The proof is
completed. 
Theorem 3.2 is an answer for Hyers–Isac–Rassias’ open problem, moreover, from The-
orem 3.2 we can prove that many important results for the existence of efficient points in
locally convex topological vector space with a pointed nuclear cone are still hold in gen-
eral topological vector space with a pseudo-nuclear cone. We only give some of them in
the following, since the others can be obtained similarly. The following results are also the
generalizations for the corresponding results in [11] and [13].
Theorem 3.3. Let E(τ) be a topological vector space, K ⊆ E a correct pseudo-nuclear
cone and A⊆ E a non-empty subset. If there is a bounded and upper semi-complete subset
A0 ⊆ A such that for any x ∈ A0 and any y ∈ A ∩ (K + x), there is a v ∈ A0 such that
y ∼ v, then for every x ∈ A0 there is a v ∈ EM(A,K) such that v  x .
Proof. By using Theorem 3.2, there is a v ∈ EM(A0,K) such that v  x . If y ∈ A and
y  v, then y ∈ A ∩ (K + v). By the assumption of Theorem 3.3, there is an u ∈ A0 such
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v ∈ EM(A,K). The proof is completed. 
Theorem 3.4. Let E(τ) be a topological vector space, K ⊆ E a correct pseudo-nuclear
cone, and A ⊆ E a non-empty subset. If there is a point x0 ∈ A such that A ∩ (K + x0)
is bounded and upper semi-complete, then for any x ∈ A with x  x0, there is a v ∈
EM(A,K) such that v  x.
Proof. By using Theorem 3.2, replacing A with A1 = A ∩ (K + x0), we have that there
is a v ∈ EM(A1,K) with v  x. If y ∈ A and y  v, then combing v ∈ A1, we can imply
v = k + x0 for some k ∈ K and
y ∈ A∩ (K + v) = A∩ (K + k + x0) ⊂ A1. (2)
Thus y  v, that is v ∈ EM(A,K). The proof is completed. 
Theorem 3.5. Let E(τ) be a topological vector space, K ⊆ E a correct pseudo-nuclear
cone, and A,B ⊆ E non-empty subsets. If A ⊆ B ⊆ A + K and B ∩ (A0 − K) is upper
semi-complete with respect to −K for some non-empty set A0 ⊆ A and bounded, then for
every x ∈ B ∩ (A0 −K), there is v ∈ EM(A,−K) such that v −K x .
Proof. Let A˜= B ∩ (A0 −K) with A0 ⊆ A. We have that A˜ is upper semi-complete with
respect to −K and bounded. Since K is pseudo-nuclear, for any 0-neighborhood U, there
is an f ∈ E∗, such that {x ∈ K: f (x) 1} ⊂ U. Then{
x ∈ −K: −f (x) 1}= {−x ∈ K: f (−x) 1}⊂ U.
Thus, the cone −K is also pseudo-nuclear. By virtue of Theorem 3.2 with replacing K by
−K,A by A˜, it follows that for any x ∈ A˜, there is an u ∈ EM(A˜,−K) such that u−K x.
It follows from u ∈ A˜ and B ⊂ A+K that there exists v ∈ A and k ∈ K such that u = v+k.
On the other hand, u ∈ A0−K implies u = a0−k1 with a0 ∈ A0 and k1 ∈ K , which implies
that
v = u− k = a0 − (k + k1). (3)
Thus v ∈ A˜ and v − u ∈ −K , that is v −K u. Therefore, u ∼−K v ∈ A˜, then we have
v ∈ EM(A˜,−K). If y ∈ A with y −K v, then y − v = −k2 ∈ −K for some k2 ∈ K . This
and (3) imply y = v − k2 = a0 − (k + k1 + k2) ∈ A˜. Thus, by v ∈ EM(A˜,−K) we have
y −K v. This shows v ∈ EM(A,−K). The proof is completed. 
We recall that a subset B ⊂ E is called K-saturated if B = [B], where [B] is defined by
[B] = (B +K)∩ (B −K) =
⋃{[x, y]: x ∈ B, y ∈ B},
and [x, y] = {z ∈ E: x  z  y} = (x + K) ∩ (y − K). The cone K is called normal if
there is a 0-neighborhood base for τ consisting of K-saturated sets. The following charac-
terization of normal cones was proved in Schaefer [22].
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normal cone if and only if there exists a 0-neighborhood base Vτ (0) such that V ∈ Vτ (0)
implies [V ∩K] ⊂ V .
From Lemma 3.6, we can easily prove the following characterization of normal cones.
Lemma 3.7. Let E(τ) be a topological vector space, K ⊆ E a cone. The following propo-
sition are equivalent:
(1) K is a normal cone.
(2) There exists a 0-neighborhood base Vτ (0) for τ consisting of sets V for which 0 
x  y ∈ V implies x ∈ V .
(3) For any two nets {xi}i∈I and {yi}i∈I in E, if 0  xi  yi for all i ∈ I and if {yi}i∈I
converges to zero for τ , then {xi}i∈I converges to zero for τ .
(4) Given a τ -neighborhood V of zero, there is a τ -neighborhood W of zero such that
0 x  y ∈ W implies x ∈ V .
Next theorem will give several tests for pseudo-nuclearity. This also shows that some
nuclearity tests in Bahya [1] can be extend to pseudo-nuclearity.
Theorem 3.8. Let E(τ) be a topological vector space and K ⊆ E a cone. Then the follow-
ing assertions are equivalent:
(1) K is a pseudo-nuclear cone;
(2) K is normal and every net in K is τ -convergent to zero whenever it is σ -convergent to
zero;
(3) for every V ∈ Vτ (0), there exists W ∈ Vσ (0) such that 0 x  y ∈ W implies x ∈ V.
Proof. “(1) ⇒ (2)” Let {xi}i∈I ⊂ K be a net which is converges to zero for σ. From (1)
we have for any U ∈ Vτ (0), there is an f ∈ E∗ such that {x ∈ K: f (x) 1} ⊂ U . Since
{xi}i∈I is σ -convergent to zero, there is an i0 ∈ I such that f (xi) 1 for all i  i0. Thus,
xi ∈ U for all i  i0. This implies that {xi}i∈I is τ -convergent to zero. For any U ∈ Vτ (0),
there exists a balance neighborhood W , such that W + W ⊂ U. Since K is a pseudo-
nuclear cone, there exists an f ∈ E∗ such that {x ∈ K: f (x) 1} ⊂ W . Let W˜ = {x ∈ K:
f (x) 1},0 x  y ∈ W˜ . If f (y − x) > 0, then f (x) = f (x − y) + f (y) f (y) 1.
So that x ∈ W˜ ⊂ W ⊂ U . If f (y − x) < 0, then y − x ∈ W˜ ⊂ W . Thus, x − y ∈ W, this
implies that x = x − y + y ∈ W + W ⊂ U . Then by Lemma 3.7(4) we know that K is
normal.
“(2) ⇒ (3)” If (3) is not hold, then there is a V ∈ Vτ (0) such that for any W ∈ Vσ (0),
we can choose xw,yw with 0 xw  yw ∈ W, and xw /∈ V. Vσ (0) can be directed by
U,V ∈ Vσ (0), U  V ⇐⇒ V ⊂ U.
That is, Vσ (0) is a directed set . Thus {xw}w∈Vσ (0) and {yw}w∈Vσ (0) are nets. From yw ∈ W
for all W ∈ Vσ (0) we have that {yw}w∈Vσ (0) is σ -convergent to zero. It follows from (2)
that {yw}w∈Vσ (0) is τ -convergent to zero. From (2) we also know that K is normal, thus,
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is W0 ∈ Vσ (0) such that for any W ⊂ W0, xw ∈ V. This is a contradiction and shows that
(3) is true.
“(3) ⇒ (1)” Since each 0-neighborhood with respect to the weak topology σ is also a
0-neighborhood with respect to the topology τ , for any V ∈ Vσ (0) we have V ∈ Vτ (0).
From (3) we know that there exists W ∈ Vσ (0) such that 0  x  y ∈ W implies x ∈ V .
This and (4) of Lemma 3.7 imply that K is a normal cone with respect to the weak
topology σ . Since the weak topology σ is defined by semi-norms family {|f |: f ∈ E∗},
E(σ) is a locally convex topological vector space. Therefore, E∗ = K∗ − K∗ with re-
spect to the weak topology σ . From (3) we know that for every V ∈ Vτ (0), there exists
W ∈ Vσ (0) such that 0  x  y ∈ W implies x ∈ V. Then there are f1, . . . , fm and
ε > 0 such that {x ∈ E: |fi(x)| < ε, i = 1, . . . ,m} ⊂ W . Let gi, hi ∈ K∗, such that
fi = gi − hi, i = 1, . . . ,m, and let f = 2ε
∑m
i=1(gi + hi). This implies that f ∈ E∗ and
{





(gi + hi)(x) ε2
}
⊂ {x ∈ E: ∣∣fi(x)∣∣< ε, i = 1, . . . ,m}⊂ W ⊂ V.
Thus, K is a pseudo-nuclear cone. The proof is completed. 
Remark. From Theorem 3.8 we can see that if K is a pseudo-nuclear cone, then K is
a normal cone. This and [22, Corollary 1 in Chapter 5.3] imply that if the topology of
E is a Hausdorff topology, then K is pointed. Therefore, under this condition, we also
have the maximal element v ∈ EAM(A,K) in Theorems 3.2–3.4 and v ∈ EAM(A,−K) in
Theorem 3.5.
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