Abstract. A fourth-order family of triparametric extensions of Jarratt's method are proposed in this paper to find a simple root of nonlinear algebraic equations. Convergence analysis including numerical experiments for various test functions apparently verifies the fourth-order convergence and asymptotic error constants.
Introduction
Fourth-order iterative methods have been introduced by many researchers such as Argyros-Chen-Qian [1] , Chun-Ham [2, 3] , Jarratt [4] , King [5] , Kou-Li-Wang [6, 7] , Noor-Ahmad [8] , and Traub [9] . Especially, classical Jarratt's method [4] free from second derivatives has been widely used to numerically find a simple root of a nonlinear algebraic equation f (x) = 0. In this paper, a parametrically extended family of Jarratt's methods are proposed with their convergence results. Let f : C → C have a simple root α and be analytic in a small region containing α. A parametric family of two-step iterative methods are considered below: for n = 0, 1, · · · ,
where
with a = A special case with a triple of parameters (ξ, θ, ω) = (1, 0, −1/2) or (1, −1/2, 3/2) yields classical Jarratt's method. Other interesting choices of pairs (ξ, θ, ω) will be discussed in Section 2. Observe that (1.1) has only three function evaluations per iteration and is free from second derivatives. The main aim of this paper is to show iteration scheme (1.1) has fourth-order convergence as well as to express the asymptotic error constant in terms of f, α and a triple of parameters (ξ, θ, ω).
Method Development and Convergence Analysis
The convergence property of iterative method (1.1) is best illustrated in Theorem 2.1 stated below:
Theorem 2.1. Let f and α be described as in Section 1. Let c j =
Assume that all three values c 2 , c 3 and c 4 are not vanishing simultaneously. Let x 0 be an initial guess chosen in a sufficiently small region containing α. Let (ξ, θ, ω) be a pair of independent parameters to be freely chosen. Then iteration scheme (1.1) is of fourth-order and its asymptotic error constant η is given by
Proof. Taylor series expansion of f (x n ) about α up to fifth-order terms yields with f (α) = 0:
where e n = x n − α for n = 0, 1, 2, · · ·. For ease of notation, e n will be denoted by e (not to be confused with Napier's base for natural logarithms) for the time being. A lengthy algebraic computation induces relations (2.3)-(2.6) below: 
2) be written in a more generalized form as
where γ, λ, δ, µ, β, ρ and σ are constant parameters to be determined later. Substituting relations (2.1) -(2.7) in (1.1) by the aid of symbolic computation of Mathematica, x n+1 can be written as with β +ρ+σ = 0:
are multivariate polynomials in ξ, λ, δ, µ, β, ρ, σ and γ, for instance,
We impose conditions A 1 = A 2 = A 3 = 0 and A 4 = 0 for iteration scheme (1.1) to have fourth-order convergence. Solving
Substituting this µ into A 2 = 0 after simplification with β + ρ + σ = 0 yields
from which it follows that
being independent of c 2 . Substituting µ and δ found by (2.9) and (2.10) into A 2 = 0 after simplification with β + ρ + σ = 0 yields
11) where κ = 1−2γ+2γ 2 −2γ 3 +γ(1−2γ+2γ 2 )ξ. To determine ξ, β, γ, ρ, σ, λ independently of c 2 and c 3 , we set (3γ − 2) = 0 and β(1 + γξ + 2γ 2 ξ − 2γ 3 ξ) + (1 − γ + γξ)ρ + κσ − 2γ 2 λ = 0 and get
Substituting these λ and γ into (2.9) and (2.10) also yields
Substituting these µ, σ, λ and γ into A 4 and restoring notation e back to e n in (2.8) yields the asymptotic error constant η with convergence order 4 as follows: Substituting λ, δ, µ, β, ρ, σ expressed by θ and ω into (2.7) finally yields (1.2) after simplifications. Combining (2.15) with (2.14) immediately gives the desired asymptotic error constant (2.1). This completes the proof.
Remarks: (1) Although a parameter τ = 0 was introduced, relations (1.2) and (2.1) are free of τ , acting only as a scale factor of originally given parameters ξ, λ, δ, µ, β, ρ and σ.
(2) As mentioned in Section 1, a choice of (ξ, θ, ω) = (1, 0, −1/2) or (1, −1/2, 3/2) leads to an expression of K f (x n ) in the form:
which is identical with that of classical Jarratt's method. (3) Other interesting choices of (ξ, θ, ω) are (1, 0, 0) and (1, 0, 1), including a vairety of choices displayed in Table 1 . Such choices define many new iterative methods of order 4, among which cases 1, 2 and 7 are paid attention to the numerical experiments to be shown in Section 3.
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Algorithm, Numerical Results and Discussions
The analysis described in Section 2 allows us to develop a zero-finding algorithm to be implemented with Mathematica [10] :
Step 1. Construct iteration scheme (1.1) with the given function f having a simple zero α for n ∈ N ∪ {0} as mentioned in Section 1.
Step 2. Set the minimum number of precision digits. With exact zero α or most accurate zero, supply the asymptotic error constant η, order of convergence p as well as c 2 , c 3 , c 4 , θ and ω stated in Section 2. Set the error bound , the maximum iteration number n max and the initial guess x 0 . Compute |f (x 0 )| and |x 0 − α |.
Step 3. Tabulate the computed values of n, x n , |f (x n )|, |e n | = |x n −α|, |e n+1 /e n p | and η.
Throughout the numerical experiments, the minimum number of precision digits was chosen as 256, being large enough to minimize round-off errors as well as to clearly observe the computed asymptotic error constant requiring small-number divisions. The error bound = 0.5×10 −192 was used for moderately accurate computation. The values of initial guess x 0 were selected closely to α to guarantee convergence of iterative methods. The computed asymptotic error constant agrees up to 10 significant digits with the theoretical one. The computed zero is actually rounded to be accurate up to the 192 significant digits, although displayed only up to 15 significant digits.
Iteration scheme (1.1) applied to test functions f (x) = sin 2 x − x 2 + 1 and
] clearly shows successful asymptotic error constants with fourth-order convergence for suitable initial values chosen near α. Tables 2 and 3 list iteration indexes n, approximate zeros x n , residual errors |f (x n )|, errors |e n | = |x n − α| and computational asymptotic error constants |e n+1 /e n 4 | as well as the theoretical asymptotic error constant η. Convergence behavior was confirmed for further test functions that are listed below: Table 4 . Comparison of (ν, N f ) for various iterative methods Table 4 lists pairs of iteration number ν and number of function evaluations N f within the prescribed error bound for various fourth-order methods with the same efficiency index [9] plus classical Newton's method. The listed method names are abbreviated by the following:
NM: classical Newton's method:
JM: Jarratt's method:
, with y n = x n − 2 3
f (x n ) f (x n ) .
