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1 Introduction
In this work we continue the work initiated in [7] to analyze the occurrence of
logarithmic terms in the asymptotic expansion of the metric tensor and some
other fields at null infinity. In part I of this work, where we also described the
setting, it has been shown that the harmonic coordinate condition is not com-
patible with a smooth asymptotic structure at the conformal boundary at infin-
ity, but has to be replaced by a wave-map gauge condition with non-vanishing
gauge-source functions.
However, it is expected [5, 12] (compare also [1]) that even for smooth ini-
tial data the asymptotic expansion of the space-time metric at null infinity will
generically be polyhomogeneous and involve logarithmic terms which do not
have their origin in an inconvenient choice of coordinates. One main object of
this note, treated in Section 3, is to study thoroughly the asymptotic behavior
of solutions of the Einstein’s vacuum constraint equations and analyze under
which conditions a smooth conformal completion of the restriction of the space-
time metric to the characteristic initial surface across null infinity is possible.
As announced in [7, Theorem 5.1] we intend to provide necessary-and-sufficient
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conditions on the initial data and the gauge source functions which permit such
extensions. In doing so it will become manifest that many, though not all, of
the logarithmic terms which arise at infinity are gauge artifacts. The remain-
ing non-gauge logarithmic terms can be eliminated by imposing restrictions on
the asymptotic behavior of the initial data, captured by what we call no-logs-
condition.
In Section 5, we will show that solutions of the characteristic vacuum con-
straint equations satisfying the no-logs-condition lead to smooth initial data for
Friedrich’s conformal field equations. The data will be computed in a new gauge
scheme developed in Section 4 and will provide the basis to solve the evolution
problem and construct space-times with a “piece of smooth I +”.
In Section 2 we give a summary of [7] where we briefly describe the frame-
work and recall the most important definitions and results of part I. Finally,
in Appendix A our proceeding in Section 3-5 to solve the constraint equations
in terms of polyhomogeneous expansions will be rigorously justified, while in
Appendix B we compare the peculiarities of different gauge schemes.
2 Preliminaries
We use all the notation, terminology and conventions introduced in part I [7].
For the convenience of the reader, though, let us briefly recall the most essential
ingredients and definitions of our framework.
2.1 Notation
Consider a smooth function
f : (0,∞)× S2 −→ R , (r, xA) 7−→ f(r, xA) .
If this function permits an asymptotic expansion as a power series in r, we
denote by fn, or (f)n, the coefficient of r
−n in the corresponding expansion.
Be aware that sometimes a lower index might denote both the component of a
vector, and the n-th order term in an expansion of the corresponding object. If
both indices need to appear simultaneously we use brackets and place the index
corresponding to the n-th order expansion term outside the brackets. We write
f(r, xA) ∼
∞∑
k=−N
fk(x
A)r−k
if the right-hand side is the polyhomogeneous expansion at x = 0 of the function
x 7→ r−Nf(r, ·)|r=1/x. Moreover, we write f = O(rN ) (or f = O(x−N ), x ≡
1/r), N ∈ Z, if the function x 7→ r−Nf(r, ·)|r=1/x is smooth at x = 0.
2.2 Setting
We consider a 3+1-dimensionalC∞-manifoldM . For definiteness we take as ini-
tial surface either a globally smooth light-cone CO ⊂ M or two null hyper-
surfaces N1, N2 ⊂ M intersecting transversally along a smooth submanifold
S ∼= S2. Suppose that the closure (in the completed space-time) N of N ∈
{CO \ {O},N1} meets I + transversally in a smooth spherical cross-section.
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We introduce adapted null coordinates (u ≡ x0, r ≡ x1, xA) on N (i.e.
N = {u = 0}, where r parameterizes the null rays generating N , and (xA) are
local coordinates on Σr ≡ {r = const, u = 0} ∼= S2). Then the trace g of the
metric on N becomes
g = g00du
2 + 2ν0dudr + 2νAdudx
A + gˇ , (2.1)
where
gˇ = gˇABdx
AdxB := gABdx
AdxB (2.2)
is a degenerate quadratic form induced by g on N which induces on each
slice Σr an r-dependent Riemannian metric gˇΣr (coinciding with gˇ(r, ·) in the
coordinates above). While the components g00, ν0 and νA depend upon the
choice of coordinates off N , the quadratic form gˇ is intrinsically defined on N .
In fact, we will be interested merely in the asymptotic behavior of the restric-
tion of the space-time metric to N . A regular light-cone or two transversally
intersecting null hypersurfaces with appropriately specified initial data, though,
guarantee that the vacuum constraint equations have unique solutions.
Throughout this work we use an overline to denote a space-time object
restricted to N . The symbol “ ˇ ” will be used to denote objects associated
with the Riemannian metric gˇΣr .
Definition 2.1 (cf. [7]) We say that a smooth metric tensor gµν defined on a
null hypersurface N given in adapted null coordinates has a smooth conformal
completion at infinity if the unphysical metric tensor g˜µν obtained via the co-
ordinate transformation r 7→ 1/r =: x and the conformal rescaling g 7→ g˜ ≡ x2g
is, as a Lorentzian metric, smoothly extendable at {x = 0}.
The components of a smooth tensor field on N will be said to be smooth at
infinity whenever they admit a smooth expansion in the conformally rescaled
space-time at {x = 0} and expressed in the (x, xA)-coordinates.
As remarked in [7], Definition 2.1 concerns only fields on N and is not
tied to the existence of an associated space-time. Moreover, it concerns both
conditions on the metric and on the coordinate system.
The Einstein equations split into a set of evolution equations and a set of
constraint equations which need to be satisfied on the initial surface. In the
characteristic case the data for the evolution equations are provided by the
trace of the metric on the initial surface. Due to the constraints not all of
its components can be prescribed freely. There are various ways of choosing
free data [6, 7]. Here we focus on Rendall’s scheme [10], where the free data
are formed by the conformal class [γ] of the tensor gˇΣr (and the function κ
introduced below).1 By choosing a representative they can be viewed as a one-
parameter family, parameterized by r, of Riemannian metrics γ(r, ·) on S2. A
major advantage of this scheme in particular in view of Section 4 is that it
permits a separation of physical and gauge degrees of freedom. Some comments
on how things change for other approaches to prescribe characteristic initial
data are given in [7], cf. Remark 3.4.
Einstein’s vacuum constraint equations in a gˆ-generalized wave-map gauge are
obtained from Einstein’s vacuum equations assuming that the wave-gauge vector
Hλ := Γλ − Γˆλ −Wλ = 0 , Γλ := gαβΓλαβ , Γˆλ := gαβΓˆλαβ . (2.3)
1 In the case of two transversally intersecting null hypersurfaces these data need to be
supplemented by corresponding data on N2 and certain data on the intersection manifold S.
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vanishes. We use the hat-symbol “ ˆ ” to indicate objects associated with some
target metric gˆ, which we assume for convenience to be of the form
gˆ1i = 0 , gˆAB = r
2sAB +O(1) , νˆ0 = 1 +O(r−3) , νˆA = O(r−2) ,
gˆ00 = −1 +O(r−2) , ∂0gˆ1i = O(r−3) , ∂0gˆAB = O(r−1) (2.4)
on N , where s = sABdx
AdxB is the unit round metric on the sphere S2.
By Wλ = Wλ(xµ, gµν) we denote the components of a vector field, the gauge
source functions, which can be arbitrarily prescribed. They reflect the free-
dom to choose coordinates off the initial surface, and thus allow us to analyze
smoothness of the metric tensor at infinity in arbitrary coordinates.
For given initial data γ = γABdx
AdxB the wave-map gauge constraints form
a hierarchical system of ODEs along the null generators of the cone (cf. [2]):
∂2rrϕ− κ∂rϕ+
1
2
|σ|2ϕ = 0 , (2.5)
(∂r +
1
2
τ + κ)ν0 +
1
2
(W 0 + Γˆ0) = 0 , (2.6)
(∂r + τ)ξA − 2∇ˇBσ BA + ∂Aτ + 2∂Aκ = 0 , (2.7)
2ν0(∂rνA − 2νBχAB)− νA(W 0 + Γˆ0)− gAB(WB + ΓˆB)
+γABγ
CDΓˇBCD + ξA = 0 , (2.8)
(∂r + τ + κ)ζ + Rˇ− 1
2
ξAξ
A + ∇ˇAξA = 0 , (2.9)
(2∂r + τ + 2κ)g
rr + 2W r + 2Γˆr − ζ = 0 , (2.10)
where τ and σA
B denote the expansion and the shear of N , respectively,
κ = Γrrr , ξA = −2ΓrrA , ζ = 2gABΓrAB + τgrr . (2.11)
Apart fromWλ the function κ turns out to be another gauge degree of freedom,
reflecting the freedom to choose r, which can be prescribed conveniently.
Integrating these equations successively one determines all the components
of g (note that ν0 = (ν
0)−1 and g00 = gABνAνB − (ν0)2grr). The relevant
boundary conditions follow either from regularity conditions at the vertex [2]
when N is a cone, or from the remaining data specified on N2 and S (cf. e.g.
[6, 10]) in the case of two characteristic surfaces intersecting transversally.
Our ultimate goal is to find necessary-and-sufficient conditions on the initial
data given on N , such that the resulting space-time has a smooth conformal
completion at infinity a` la Penrose. This requires the following ingredients:
1. To exclude the appearance of conjugate points or coordinate singularities
on N , the constraint equations need to admit a non-degenerated global
solution g on N . This will be the case if and only if the functions ϕ and
ν0 are of constant sign,
ϕ 6= 0 , ν0 6= 0 on N . (2.12)
2. The metric g needs to be smoothly extendable as a Lorentzian metric,
which means that the functions ϕ−1 and (ν0)0 need to have a sign
ϕ−1 6= 0 , (ν0)0 6= 0 on S2 . (2.13)
This assumption excludes conjugate points at the intersection of N with I +.
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3. The components of g need to be smooth at I +. For this one has to make
sure that their asymptotic expansions contain no logarithmic terms and
have the correct order in terms of powers of r.
4. All the fields which appear in Friedrich’s conformal field equations (which
provide an evolution system which, in contrast to Einstein’s field equa-
tions, is well-behaved at I +) need to be smooth at I +.
5. Finally, an appropriate well-posedness result for the conformal field equa-
tions is needed.
Point 1 and 2 have been addressed in [7], cf. Proposition 2.2 below. Point 3
will be the subject of Section 3, while point 4 will be investigated in Section 5.
Point 5 will be addressed elsewhere.
From now on we shall consider exclusively conformal data γAB(r, ·)dxAdxB
and gauge functions κ and Wλ for which (2.12) and (2.13) hold. Let us sum-
marize some of the results established in [7] (adapted to the smooth setting on
which we focus here) which provide sufficient conditions such that (2.12) and
(2.13) hold in the case where N represents a regular light-cone CO:
2
Proposition 2.2 1. Solutions of the Raychaudhuri equation (2.5) with pre-
scribed κ = O(r−3) and σAB = O(r−2) lead to a globally positive ϕ on
CO \ {O} with ϕ−1 > 0 on S2 if∫ ∞
0
(∫ r
0
eH(rˆ)drˆ
)
e−H(r)|σ|2(r) dr < 2 , where H(r, xA) :=
∫ r
0
κ(r˜, xA)dr˜ .
2. Assuming a Minkowski target and
W 0 = O(r−1) with W 0 < rϕ−2
√
det γ
det s
γABsAB and (W
0)1 < 2(ϕ−1)−2 ,
any positive solution ϕ of (2.5) leads to a globally defined positive function
ν0 on CO with 0 < (ν0)0 <∞.
2.3 A priori restrictions
Before we analyze thoroughly the asymptotic behavior of the vacuum Einstein
constraint equations and derive necessary-and-sufficient conditions concerning
smoothness of the solutions at infinity it is convenient to have some a priori
knowledge regarding the lowest admissible orders of the gauge functions, and
to exclude the appearance of log terms in the expansion of “auxiliary” fields
such as ξA = Γ
r
rA. In [7] we have shown that the following equations need to
be necessarily fulfilled in some adapted null coordinate system to end up with
a trace of a metric on N which admits a smooth conformal completion and
infinity, and connection coefficients which are smooth at I +:
κ = O(r−3) , W 0 = O(r−1) , ξA = O(r−1) , WA = O(r−1) . (2.14)
Moreover, we may assume the initial data to be of the asymptotic form
γAB ∼ r2
(
sAB +
∞∑
n=1
h
(n)
ABr
−n
)
, (2.15)
2 In the conventions of [7] the functions ϕ, ν0, ϕ−1 and (ν0)0 need to be positive.
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for some smooth tensor fields h
(n)
AB on S
2. If γ is not of the form (2.15), it can
either be brought to it via a conformal rescaling and an suitable choice of r, or it
leads to a metric g which does not have a smooth conformal completion at I +.
At this stage we do not know whether a space-time which admits a conformal
completion at infinity is compatible with polyhomogeneous rather than smooth
expansions of the functions ζ and W r. It will turn out that this is not the case.
However, we note that it follows from the constraint equations and the above a
priori restrictions that
if ζ = O(r−1) then W r = O(r). (2.16)
3 Asymptotic solutions of Einstein’s character-
istic vacuum constraint equations
It is useful to introduce some notation first: Let wAB be a rank-2-tensor on the
initial surface N . We denote by w˘AB , or (wAB )˘, its trace-free part w.r.t. the
metric gABdx
AdxB . Consider now the expansion coefficients (wAB)n at infinity,
which are tensors on S2. We denote by (w˘AB)n, or (wAB )˘n, the trace-free part
w.r.t. the unit round metric s = sABdx
AdxB. Finally, we set
|w|2 := gACgBDwABwCD , and |wn|2 := sACsBD(wAB)n(wCD)n .
Let us make the convention to raise indices of the expansion coefficients h
(n)
AB
with the standard metric. Moreover, we set
h(n) := sABh
(n)
AB .
A ring˚on a covariant derivative operator or a connection coefficient indicates
that the corresponding object is associated to s = sABdx
AdxB .
3.1 Asymptotic solutions of the constraint equations
The object of this section is twofold: First of all we will show that the Einstein
wave-map gauge constraints (2.5)-(2.10) can be solved asymptotically in terms
of polyhomogeneous expansions at infinity of the solution. This is done by
rewriting the equations in a form to which Appendix A applies. The second aim
is to make some general considerations concerning the appearance of logarithmic
terms in the asymptotic solutions of (2.5)-(2.10) for initial data of the form
(2.15). We want to extract necessary-and-sufficient conditions leading to the
trace g of a metric on N which admits a smooth conformal completion at
infinity in the sense of Definition 2.1.
Our starting point are initial data γ with an asymptotic behavior of the form
(2.15) and gauge functions
κ = O(r−3) , W 0 = O(r−1) , WA = O(r−1) , W r = O(r) , (3.1)
for which ϕ, ν0, ϕ−1 and (ν0)0 have a sign on N and S2, respectively. We fur-
ther require that the asymptotic expansion of ξA contains no logarithmic terms,
i.e. ξA = O(r−1). A violation of one of these assumptions would not be compat-
ible with a space-time which admits a smooth conformal completion at infinity
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as follows from the a priori restriction and the following fact: The considera-
tions below reveal that (2.15), κ = O(r−3) and ξA = O(r−1) imply ζ = O(r−1),
and that (2.16) applies. So we are imposing no restrictions when assuming
W r = O(r).
Consider the shear tensor,
σA
B =
1
2
gBC(∂rgAC )˘ =
1
2
γBC(∂rγAC )˘ , (3.2)
whose asymptotic expansion we express in terms of the expansion coefficients
of the initial data γ
σA
B = −1
2
h˘
(1)B
A r
−2 +
(1
2
h(1)h˘
(1)B
A − h˘(2)BA
)
r−3 +O(r−4) , (3.3)
|σ|2 = 1
4
|h˘(1)|2r−4 +
(
h˘
(1)B
A h˘
(2)A
B −
1
2
h(1)|h˘(1)|2
)
r−5 +O(r−6) . (3.4)
A global solution, and thereby also the value of the “asymptotic integra-
tion functions”, to each of the constraint ODEs is determined by regularity
conditions at the vertex O of a light-cone, or by the data on the intersection
manifold S for two intersecting characteristic surfaces. However, the integra-
tion functions, which depend on the initial data γ, the gauge functions and the
boundary conditions at the vertex or the intersection manifold, appear difficult
to control.
3.1.1 Expansion of ϕ
We start with the constraint equation (2.5) for the function ϕ,
∂2rrϕ− κ∂rϕ+
1
2
|σ|2ϕ = 0 . (3.5)
In order to enable an easier comparison to Appendix A we make the transforma-
tion r 7→ 1/r ≡ x, with ϕ, κ and |σ|2 treated as scalars, and rewrite the ODE as
a first-order system. The equation then reads with ϕ(1) := ϕ and ϕ(2) := x∂xϕ,[
x∂x +
(
0 −1
|σ|2
2x 1 +
κ
x
)](
ϕ(1)
ϕ(2)
)
= 0 ,
or, when the leading order term is diagonalized,[
x∂x +
(
1 0
0 0
)
+
(
κ
x − |σ|
2
2x − |σ|
2
√
2x
|σ|2
23/2x
− κ√
2x
|σ|2
2x
)
︸ ︷︷ ︸
=O(x)
](
ϕ˜(1)
ϕ˜(2)
)
= 0 ,
with (
ϕ˜(1)
ϕ˜(2)
)
:=
(
0 −√2
1 1
)(
ϕ(1)
ϕ(2)
)
.
The results in Appendix A (we have, in the notation used there, λ1 = −1,
λ2 = 0, and, since there is no source, ℓˆ = −1) shows that this ODE can be
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solved asymptotically via a polyhomogeneous expansion with ϕ˜(n) = O(x−1).
It also reveals that the coefficients (ϕ˜(n))λn , n = 1, 2, i.e. (ϕ˜
(1))−1 and (ϕ˜(2))0,
can be regarded as integrations functions, and that logarithmic terms do not
appear if and only if (cf. condition (A.19))[( |σ|2
23/2x
− κ√
2x
)
ϕ˜(1) − |σ|
2
2x
ϕ˜(2)
]
0
= 0 . (3.6)
Recall that · n denotes the r−n-term (xn-term) in the asymptotic expansion of
the corresponding field. Using κ = O(r−3) and |σ|2 = O(r−4) we observe that
(3.6) holds automatically. In particular we have ϕ = O(r). Furthermore, since
(ϕ˜(1))−1 = −
√
2(ϕ(2))−1 =
√
2ϕ−1 ,
(ϕ˜(2))0 = (ϕ
(1))0 + (ϕ
(2))0 = ϕ0 ,
the coefficients ϕ−1 and ϕ0 can be identified as the integration functions. As
indicated above, though being left undetermined by the equation itself, they
have global character.
In the following we shall set for convenience
σn := (|σ|2)n . (3.7)
Inserting the expansion ϕ ∼ ∑∞n=ℓˆ ϕnr−n into (3.5) and equating coefficients
gives the expansion coefficients ϕn by a hierarchy of equations,
ϕ1 =
(1
2
κ3 − 1
4
σ4
)
ϕ−1 , (3.8)
ϕ2 =
(1
6
κ4 − 1
12
σ5
)
ϕ−1 − 1
12
σ4ϕ0 , (3.9)
while
τ ≡ 2∂r logϕ = 2r−1 − 2ϕ0(ϕ−1)−1r−2
+[2(ϕ0)
2(ϕ−1)−2 + σ4 − 2κ3]r−3 +O(r−4) . (3.10)
Consider the conformal factor relating the r-dependent Riemannian metric
gˇΣr and γ, gABdx
AdxB = Ω2γABdx
AdxB. We find
det γ = det s
[
r4 + h(1)r3 +
(
h(2) +
1
2
(h(1))2 − 1
2
|h(1)|2
)
r2
]
+O(r) , (3.11)
Ω ≡ ϕ
( det s
det γ
)1/4
= ϕ−1 − 1
4
ϕ−1
(
2τ2 + h
(1)
)
r−1 (3.12)
+
1
4
ϕ−1
[
2κ3 +
1
4
(h(1))2 +
1
4
|h(1)|2 − h(2) + 1
2
τ2h
(1)
]
r−2 +O(r−3) .
We conclude that
gAB = (ϕ−1)
2
[
sABr
2 + (h˘
(1)
AB − τ2sAB)r
+h˘
(2)
AB − (τ2 +
1
2
h(1))h˘
(1)
AB + [
1
4
(τ2)
2 + κ3 +
1
2
σ4]sAB
]
+O(r−1) .(3.13)
To sum it up, (2.15) and κ = O(r−3) imply that no logarithmic terms appear in
the conformal factor relating γAB and gAB, the latter one thus being smoothly
extendable at I + as a Riemannian metric on S2 whenever a global solution of
the Raychaudhuri equation exists on N with ϕ−1 6= 0.
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3.1.2 Expansion of ν0
We consider the constraint equation (2.6) which determines ν0,
∂rν
0 + ν0(
1
2
τ + κ) +
1
2
(W 0 + Γˆ0) = 0 , (3.14)
where W 0 = O(r−1) and, using (2.4),
Γˆ0 = 2ν0(νˆ0∂r νˆ0 − κˆ)− νˆ0Ω−2γABχˆAB
= O(r−3)ν0 − 2(ϕ−1)−2r−1 − 2(ϕ−1)−2τ2r−2 +O(r−3) . (3.15)
Again, we express the ODE by x ≡ 1/r. Its asymptotic form reads
[x∂x − 1− τ2
2
x+O(x2)]ν0
=
1
2
(W 0)1 − (ϕ−1)−2︸ ︷︷ ︸
=:−Φ−2
+[
1
2
(W 0)2 − (ϕ−1)−2τ2]x+O(x2) . (3.16)
We want to make sure that the asymptotic solution of ν0 can be written as
power series. In the notation of Appendix A we have λ = 1 and ℓˆ = 0, and
condition (A.10) which characterizes the absence of logarithmic terms reads
(W 0)2 =
[1
2
(W 0)1 + (ϕ−1)−2
]
τ2 . (3.17)
Assuming (3.17) we insert the expansion ν0 ∼ ∑∞n=ℓˆ(ν0)nr−n into (3.14) to
obtain the expansion coefficients (ν0)n in terms of κ, W
0, ϕ and γ,
ν0 = Φ−2 −D(ν0)Φ−4r−1 +O(r−2) , (3.18)
where D(ν0) denotes the globally defined integration function.
As mentioned above, for gµν to have a smooth conformal completion at
infinity the function (ν0)0 needs to be of constant sign which is the case if and
only if the gauge source function is chosen so that (compare Proposition 2.2)
(W 0)1 6= 2(ϕ−1)−2 ∀xA . (3.19)
For the inverse of ν0 we then find
ν0 = Φ
2 +D(ν0)r−1 +O(r−2) . (3.20)
Note that in the special case where (W 0)1 = 0 we have Φ = ϕ−1 and the
positivity of (ν0)0 follows from that of ϕ−1.
Since (W 0)1 can be prescribed arbitrarily and the value of ϕ−1 does not
depend on that choice, (3.19) is not a geometric restriction. Similarly, (3.17)
can be fulfilled by an appropriate choice of (W 0)2. The gauge freedom associated
with the choice of W 0 can be used to control the behavior of ν0 and to get rid
of the log terms in its asymptotic expansion (only the two leading order terms
in the expansion of W 0 are affected, compare the discussion in Section 3.3).
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3.1.3 Expansion of ξA
The connection coefficients ξA = −2ΓrrA are determined by (2.7),
(∂r + τ)ξA − 2∇ˇBσ BA + ∂Aτ + 2∂Aκ = 0 . (3.21)
To compute the covariant derivative of σA
B associated to gABdx
AdxB , we first
determine the asymptotic form of the Christoffel symbols,
ΓˇCAB =
1
2
γCD(2∂(AγB)D−∂DγAB)+2δ(BC∂A) logΩ−γCDγAB∂D logΩ = O(1) ,
with
(ΓˇCAB)0 = Γ˚
C
AB + 2δ(B
C∇˚A) logϕ−1 − sAB∇˚C logϕ−1 , (3.22)
(ΓˇCAB)1 = ∇˚(Ah˘(1)CB) −
1
2
∇˚C h˘(1)AB − δ(AC∇˚B)τ2 +
1
2
sAB∇˚Cτ2
−(sCDh(1)AB − h(1)CDsAB)∇˚D logϕ−1 . (3.23)
Invoking (3.3) that yields
∇ˇBσAB = Ξ(2)A r−2 + Ξ(3)A r−3 +O(r−4) , (3.24)
where
Ξ
(2)
A = −
1
2
∇˚Bh˘(1)BA − h˘(1)BA ∇˚B logϕ−1 = ∇˚B(σAB)2 + 2(σAB)2∇˚B logϕ−1 ,(3.25)
Ξ
(3)
A = ∇˚B(σAB)3 + 2(σAB)3∇˚B logϕ−1 − (σAB)2∇˚Bτ2 +
1
2
∇˚Aσ4 . (3.26)
Substituting now the coefficients by their asymptotic expansions we observe
that (3.21) has the asymptotic structure,
(∂r + 2r
−1 + τ2r−2 +O(r−3))ξA
= (2Ξ
(2)
A − ∂Aτ2)r−2 + [2Ξ(3)A − ∂A(τ3 + 2κ3)]r−3 +O(r−4) .
Nicely enough, the ODEs for ξA, A = 2, 3, are decoupled. For comparison with
the formulae in Appendix A we rewrite them in terms of x ≡ 1/r,
(x∂x − 2− τ2x+O(x2))ξA
= (∂Aτ2 − 2Ξ(2)A )x− [2Ξ(3)A − ∂A(τ3 + 2κ3)]x2 +O(x3) .
Appendix A tells us (with λ = 2 and ℓˆ = 1) that there are no logarithmic terms
in the expansion of ξA if and only if (A.10) holds,
τ2(2Ξ
(2)
A − ∂Aτ2) = 2Ξ(3)A − ∇˚A (τ3 + 2κ3) . (3.27)
The asymptotic expansion (3.10) of τ implies
τ3 =
1
2
(τ2)
2 + σ4 − 2κ3 , (3.28)
such that (3.27) can be written as
2τ2Ξ
(2)
A = 2Ξ
(3)
A − ∇˚Aσ4 . (3.29)
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Note that κ3, on which we have not imposed conditions yet, drops out, so
there is no gauge freedom left which could be appropriately adjusted to fulfill
this equation. The impact of (3.29) will be analyzed in Section 3.2, where it
becomes manifest that it does impose geometric restrictions on the initial data.
We refer to (3.29) as no-logs-condition.
Whenever the no-logs-condition holds, which we assume henceforth, the cov-
ector field ξA can be expanded as a power series,
ξA = (2Ξ
(2)
A − ∇˚Aτ2)r−1 + C(ξB)A r−2 +O(r−3) . (3.30)
The coefficients C
(ξB)
A = C
(ξB)
A (x
C), A = 2, 3, represent globally defined inte-
gration functions.
3.1.4 Expansion of νA
We analyze (2.8) to compute the asymptotic behavior of νA,[
2∂r−ν0(W 0+Γˆ0)
]
νA−4νBχAB+ν0[ξA−gAB(WB+ΓˆB)+γABγCDΓˇBCD] = 0 .
(3.31)
Here
ν0gABΓˆ
B = 2gABΓˆ
B
01 − 2gABνC χˆCB + ν0γABγCD(ˆ˜ΓBCD − gˆ1BχˆCD)
= −τˆ νA + vABνB + ν0γABγCDΓ˚BCD +O(r−2) ,
with vC
B = O(r−2) ∈ Mat(2, 2), as follows from (2.4). Recall that W 0 =
O(r−1) and WA = O(r−1), or, by (3.13), WA := gABWB = O(r). We deter-
mine the asymptotic expansions of the coefficients involved,
νBχ
B
A ≡
1
2
νBg
BC∂rgAC = νA∂r logΩ +
1
2
νBγ
BC∂rγAC
= νAr
−1 +
1
2
(τ2νA − h˘(1)BA νB)r−2 +O(r−3) . (3.32)
For the source term involving Christoffel symbols of the metrics sAB and gAB =
Ω2γAB we obtain,
γABγ
CD(˚ΓBCD − ΓˇBCD) = −∇˚Bh˘(1)BA r−1 +O(r−2) . (3.33)
Combining this with what we found for ν0, Γˆ
0 and ξA (assuming that the no-
logs-condition holds) the ODE for νA takes the asymptotic form
∂rνA + wA
BνB =
Φ2
2
(WA)−1r +
1
2
[
Φ2(WA)0 +D
(ν0)(WA)−1
]
+
1
2
[
(ν0)2(WA)−1
+D(ν0)(WA)0 +Φ
2
(∇˚Aτ2 + 2h˘(1)BA ∇˚B logϕ−1 + (WA)1)]r−1 +O(r−2) ,
where
wA
B =
[ τˆ
2
− 1
2
ν0(W
0 + Γˆ0)
]
δA
B − 2χAB
=
[
[Φ−2D(ν0) − 1
2
τ2]δA
B − 2(σAB)2
]
r−2 +O(r−3) ∈ Mat(2, 2) .
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Note that this first-order system is not decoupled. In terms of x ≡ 1/r the
equation becomes (set w˜A
B(x, xA) = −x−1wAB(x−1, xA) = O(x))
x∂xνA + w˜A
BνB = −1
2
Φ2(WA)−1x−2 − 1
2
[
Φ2(WA)0 +D
(ν0)(WA)−1
]
x−1
−1
2
[
(ν0)2(WA)−1 +D(ν0)(WA)0 +Φ2
(∇˚Aτ2 + 2h˘(1)BA ∇˚B logϕ−1 + (WA)1)]+O(x) .
Again, we consult Appendix A; inspection of (A.19) tells us (with λ1 = λ2 = 0,
ℓˆ = −2) that no logarithmic terms appear whenever the source satisfies,
(WA)1 = 4(σA
B)2∇˚B logϕ−1 − ∇˚Aτ2 − Φ−2(ν0)2(WA)−1
−Φ−2D(ν0)(WA)0 − 1
2
[(w˜A
B)1(w˜B
C)1 + (w˜A
C)2](WC)−1
−(w˜AB)1
[
(WB)0 +Φ
−2D(ν0)(WB)−1
]
. (3.34)
We express (3.34) in terms of WA = gABWB. It can be solved for (W
A)1, and
thus provides a condition on (WA)1 once (W
A)−1 and (WA)0 have been chosen.
Assuming that the gauge functions WA have an asymptotic behavior which
fulfills (3.34), any solution of (3.31) has the asymptotic form νA ∼
∑∞
n=ℓˆ(νA)nr
−n.
For suitable, globally defined integration functions D
(νA)
A we find,
νA =
Φ2
4
(WA)−1r2 +
[Φ2
2
[
(WA)0 + (σA
B)2(WB)−1 +
τ2
4
(WA)−1
]
+
1
4
D(ν0)(WA)−1
]
r +D
(νA)
A +O(r−1) . (3.35)
3.1.5 Expansion of ζ
We consider the ODE (2.9) which determines the auxiliary function ζ,
(∂r + τ + κ)ζ + Rˇ− 1
2
ξAξ
A + ∇ˇAξA = 0 . (3.36)
It remains to compute the source terms. From (3.13) and (3.30) we find
1
2
gABξAξB = O(r−4) (3.37)
gAB∇ˇAξB = (ϕ−1)−2∇˚A(ξA)1r−3 +O(r−4) , (3.38)
with
(ξA)1 = 2(∇ˇBσAB)2 − ∇˚Aτ2 . (3.39)
Lemma 3.1 The curvature scalar Rˇ satisfies
Rˇ = Rˇ2r
−2 + [τ2Rˇ2 − (ϕ−1)−2∇˚A(ξA)1]r−3 +O(r−4) ,
with Rˇ2 = 2(ϕ−1)−2(1−∆s logϕ−1).
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Since the computation of the curvature scalar is elementary though somewhat
lengthy we leave the proof of Lemma 3.1 to the reader.
Putting everything together, we observe that the ζ-constraint is of the form[
∂r +
2
r
+ τ2r
−2 +O(r−3)
]
ζ = −Rˇ2r−2 − τ2Rˇ2r−3 +O(r−4) .
We express the ODE in terms of x ≡ 1/r,[
x∂x − 2− τ2x+O(x2)
]
ζ = Rˇ2x+ τ2Rˇ2x
2 +O(x3) .
Comparison with Appendix A tells us (with λ = 2 and ℓˆ = 1) that, due to the
specific form of the source, condition (A.10), which excludes the appearance of
logarithmic terms, is automatically satisfied, and the asymptotic expansion of
ζ reads
ζ = −Rˇ2r−1 + C(ζ)r−2 +O(r−3) , (3.40)
where C(ζ) = C(ζ)(xA) can be identified with the integration function. It thus
follows that ζ = O(r−1), supposing that κ = O(r−3), that γ has the asymptotic
form (2.15) with ϕ−1 6= 0, and that the no-logs-condition holds.
3.1.6 Expansion of grr
Let us compute grr which satisfies (2.10),
(∂r +
1
2
τ + κ)grr =
1
2
ζ −W r − Γˆr . (3.41)
Recall that now where we have established (3.40), it follows from the a priori
restrictions that W r = O(r). We further have,
Γˆr = 2ν0Γˆr0r + g
rrκˆ− grAξˆA + gABΓˆrAB
= κˆgrr − 2(ϕ−1)−2r−1 − 2(ϕ−1)−2τ2r−2 +O(r−3) ,
so the ODE for grr is of the form
(∂r + r
−1 +O(r−2))grr = O(r) ,
or, expressed in terms of the x ≡ 1/r-coordinate,
(x∂x − 1 + f∗)grr = f∗∗ , (3.42)
where
f∗ = −1
2
τ2x− (1
2
τ3 + κ3 + κˆ3)x
2 − (1
2
τ4 + κ4 + κˆ4)x
3 +O(x4) ,
f∗∗ = (W r)−1x−2 + (W r)0x−1 + (W r)1 +
1
2
Rˇ2 − 2(ϕ−1)−2
+
[
(W r)2 − 1
2
ζ2 − 2(ϕ−1)−2τ2
]
x+O(x2) .
We analyze the occurrence of logarithmic terms in the asymptotic solution of
(3.42). In the notation of Appendix A we have λ = 1 and ℓˆ = −2. The
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considerations made there show that the asymptotic expansion of grr is O(r2)
if and only if the following condition is fulfilled (cf. (A.10)),
f∗1 (g
rr)0 + f
∗
2 (g
rr)−1 + f∗3 (g
rr)−2 = f∗∗1 . (3.43)
The expansion coefficients (g11)i can be derived from (A.9),
(grr)−2 = −1
3
f∗∗−2 ,
(grr)−1 = −1
2
f∗∗−1 −
1
6
f∗1 f
∗∗
−2 ,
(grr)0 = −f∗∗0 −
1
3
f∗2 f
∗∗
−2 −
1
2
f∗1 f
∗∗
−1 −
1
6
(f∗1 )
2f∗∗−2 .
A straightforward calculation reveals that (3.43) is equivalent to
(W r)2 =
ζ2
2
+ (ϕ−1)−2τ2 +
τ2
4
Rˇ2 +
τ2
2
(W r)1 +
[τ3
4
+
κ3 + κˆ3
2
− (τ2)
2
8
]
(W r)0[ 1
48
(τ2)
3 − τ2
4
(
τ3
2
+ κ3 + κˆ3) +
τ4
6
+
1
3
(κ4 + κˆ4)
]
(W r)−1 . (3.44)
By an appropriate choice of the gauge source function W r, or merely the ex-
pansion coefficient (W r)2, one can always arrange that (3.44) holds and thereby
get rid of all logarithmic terms in the expansion of grr. In that case
grr = −1
3
(W r)−1r2 +O(r)
=⇒ g00 = Φ4
[ 1
16
(ϕ−1)2sAB(WA)1(WB)1 +
1
3
(W r)−1
]
r2 +O(r) .
The integration function is represented by (g00)1, and its explicit form is not
relevant here.
3.2 The no-logs-condition
The no-logs-condition (3.29)
2τ2[∇ˇBσAB ]2 = 2[∇ˇBσAB]3 − ∇˚Aσ4 , (3.45)
needs to be imposed to exclude logarithmic terms in the asymptotic expansion
of ξA. Let us rewrite and simplify it. In (3.25) and (3.26) we have computed
[∇˜BσAB]2 and [∇˜BσAB]3. Plugging this in, we observe that the ∇˚Aσ4-terms
cancel out in (3.45), which becomes
∇˚B[τ2(σAB)2 − (σAB)3] + 2[τ2(σAB)2 − (σAB)3∇˚B]∇˚B logϕ−1 = 0 . (3.46)
This can be written as a divergence,
∇˚B
[
(ϕ−1)2(τ2(σAB)2 − (σAB)3)
]
= 0 . (3.47)
One can view this equation as a linear first-order PDE-system on S2. Note that
by definition of σ BA the expansion coefficients (σ
B
A )n are s-traceless tensors on
S2, whence the term in squared brackets in (3.47) is traceless. It is known (cf.
e.g. [9]) that for any smooth source vA a PDE-system of the form ∇˚BζAB = vA,
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with ζA
B a traceless tensor on the unit sphere S2, admits precisely one smooth
solution. In our case the source of the PDE vanishes, so we conclude that the
no-logs-condition (3.45) is equivalent to (recall our assumption ϕ−1 6= 0)
(σA
B)3 = τ2(σA
B)2 ⇐⇒ h˘(2)AB =
1
2
(h(1) + τ2)h˘
(1)
AB . (3.48)
Since ξA = −2ΓrrA, determined by (2.7), has a geometric meaning one should
expect the no-logs-condition to be gauge-invariant. In [7] it is shown that this
is indeed the case. Although the (κ = 0, W 0 = 0)-wave-map gauge invariably
produces logarithmic terms except for the flat case [7], one can decide whether
they can be transformed away or not by checking (3.48).
In the current scheme, where conformal data γ are prescribed onN , together
with the gauge functions κ and Wλ, this requires to determine τ2 by solving the
Raychaudhuri equation, which makes this scheme not practical for the purpose.
In particular, it is not a priori clear within this scheme whether any initial
data satisfying this condition exist unless both (σAB)2 and (σ
A
B)3 vanish (⇐⇒
h˘
(1)
AB = 0 = h˘
(2)
AB). On the other hand, in gauge schemes where gˇ is prescribed,
(3.48) is a straightforward condition on its asymptotic behavior (cf. Section 4
where a related scheme is used).
In [7] we also provide a geometric interpretation of the no-logs-condition
(3.48) via the conformal Weyl tensor. Moreover, (3.48) can be related to Bondi’s
“outgoing wave condition”, cf. Section 4.5, Remark 4.1.
3.3 Summary and discussion
The subsequent theorem summarizes our analysis of the asymptotic behavior of
solutions to Einstein’s vacuum constraint equations ((i) and (ii) follow from [7]):
Theorem 3.2 Consider the characteristic initial value problem for Einstein’s
vacuum field equations with smooth conformal data γ = γABdx
AdxB and gauge
functions κ and Wλ, all defined on a smooth characteristic surface N meet-
ing I + transversally in a smooth spherical cross-section (and supplemented by
certain data on the intersection manifold S if N is one of two transversally
intersecting null hypersurfaces). The following conditions are necessary-and-
sufficient for the trace of the metric g = gµνdx
µdxν on N , obtained as solution
to the characteristic wave-map vacuum constraint equations (2.5)-(2.10), to ad-
mit a smooth conformal completion at infinity, and for the connection coeffi-
cients ΓrrA to be smooth at I
+ (in the sense of Definition 2.1), when imposing
a generalized wave-map gauge condition Hλ = 0:
(i) There exists a one-parameter family κ = κ(r) of Riemannian metrics on
S2 such that κ satisfies (2.15) and is conformal to γ (in particular we
may assume γ itself to be of the form (2.15)).
(ii) The functions ϕ, ν0, ϕ−1 and (ν0)0 have no zeros on N and S2, respec-
tively (the non-vanishing of (ν0)0 is equivalent to (3.19)).
(iii) The gauge source functions are chosen in such a way that κ = O(r−3),
W 0 = O(r−1), WA = O(r−1), W r = O(r), and such that the conditions
(3.17), (3.34) and (3.44) hold.
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(iv) The no-logs-condition is satisfied, i.e.
(σA
B)3 = τ2(σA
B)2 ⇐⇒ h˘(2)AB =
1
2
(h(1) + τ2)h˘
(1)
AB . (3.49)
Remark 3.3 For further reference let us explicitly list the conditions (3.17),
(3.34) and (3.44) in the case where the gauge source functions satisfy W 0 =
O(r−2) , WA = O(r−3) , W r = O(r−2):
(W 0)2 = τ2(ϕ−1)−2 , (3.50)
(WA)3 = −(ϕ−1)−2∇˚Aτ2 + 4(ϕ−1)−3(σBA)2∇˚Bϕ−1 , (3.51)
(W r)2 =
1
2
ζ2 + τ2
[
(ϕ−1)−2 +
1
4
Rˇ2 +
1
2
(W r)1
]
. (3.52)
If, in addition, the no-logs-condition (3.49) is fulfilled then the leading order
terms of the non-vanishing metric components restricted to the cone read
g00 = −(1 + ∆sϕ−1) +D(g00)r−1 +O(r−2) , (3.53)
ν0 = (ϕ−1)2 +D(ν0)r−1 +O(r−2) , (3.54)
νA = D
(νA)
A +O(r−1) ,
gAB = (ϕ−1)
2sABr
2 + (ϕ−1)2[h˘
(1)
AB − τ2sAB]r (3.55)
−1
2
τ2h˘
(1)
AB + (
1
4
(τ2)
2 + κ3 +
1
2
σ4)sAB +O(r−1) . (3.56)
The coefficients denoted by D have a global character in that they are globally
defined by the initial data and the gauge functions.
Remark 3.4 For definiteness we have restricted attention to the setting where
the initial data are provided by the conformal data γ = γABdx
AdxB together with
the gauge functions κ and Wλ. Theorem 3.2, though, is quite independent of
the particular setting that has been chosen. This is discussed in [7].
It is shown in Appendix A that when analyzing the asymptotic behavior
of a linear first-order Fuchsian ODE-system whose indicial matrix has only
integer eigenvalues one has to distinguish two different cases. If the indicial
matrix cannot be diagonalized, or if it can be but the condition (A.20) of Ap-
pendix A is violated, then the appearance of logarithmic terms always depends
on the boundary conditions and thereby on the globally defined integration
functions. If, however, (A.20) is fulfilled their appearance depends exclusively
on the asymptotic behavior of the coefficients in the corresponding ODE. In
fact, all the Einstein wave-map gauge constraints are of the latter type.3
Due to this property and since many of the constraint equations have a
source term which involves a gauge freedom, many, though not all, logarithmic
terms arising can be eliminated for given data γ by a carefully adjusted leading-
order-term-behavior of the gauge functions. These are precisely the conditions
of Theorem 3.2 which involve a gauge source function κ or Wλ. Logarithmic
terms which appear if these conditions are violated are pure gauge artifacts.
This does not apply to the ξA- and the ζ-equation. Recall that to solve the
equation for ξA both κ and ϕ need to be known. This requires a choice of the
3Since the integration functions of some constraint equations appear as coefficients in other
ones, the no-logs-condition does depend on the integration functions ϕ−1 and ϕ0.
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κ-gauge. Since the choice of W 0 does not affect the ξA-equation, there is no
gauge-freedom left. If the no-logs-condition (3.49), which is gauge-invariant [7],
does not hold, there is no possibility to get rid of the log terms that arise there,
whatever κ has been chosen to be. Similarly, there is no gauge-freedom left when
the equation for ζ is integrated but, due to the special asymptotic structure of
its source term, no new log terms arise in the expansion of ζ.
The ξA-equation is the reason why the conditions on W
λ have to be supple-
mented by the no-logs-condition (3.49) which involves two integration functions,
ϕ−1 and ϕ0, globally determined by the initial data γ and the gauge function κ.
A decisive grievance is that, at least in our current setting, their dependence on
γ and κ is very intricate. Thus the question arises for which class of initial data
one finds a function κ = O(r−3), such that the no-logs-condition holds, and
accordingly what the geometric restrictions are for this to be possible. The only
obvious fact is that (3.49) will be satisfied for sure whenever h˘
(1)
AB = h˘
(2)
AB = 0.
For a “generic” choice of γ and κ one should expect that the expansion
coefficient τ2 = −2ϕ0(ϕ−1)−1 will not vanish. Equation (3.17) then shows
that a W 0 = 0-gauge (in particular the harmonic gauge) is not adequate for
our purposes, since logarithmic terms can only be removed by a non-vanishing
gauge source function W 0 6= 0. This is illustrated best by the no-go result [6,
Theorem 3.1]. In order to fulfill (3.17) one needs a gauge choice for W 0 which
depends on the globally defined integration functions (ϕ−1, ϕ0). This indicates
the need of an initial data-dependent gauge choice to get rid of the logarithmic
terms. (Note that the higher-order terms in the expansion of W 0 do not affect
the appearance of log terms.) We shall address this issue in the next sections.
4 Metric gauge
4.1 Introduction
Up to now we investigated the overall form of the asymptotic expansions of the
trace of the metric on N . It turned out that it is not possible to manifestly
eliminate all logarithmic terms just by imposing restrictions on the asymptotic
behavior of the gauge functions. Instead, an additional gauge-independent “no-
logs-condition” (3.49), which depends on some of the globally defined integration
functions, needs to be fulfilled to ensure expansions at conformal infinity in terms
of power series. Nonetheless, the current gauge scheme is unsatisfactory in that
it seems hopeless to characterize those classes of initial data which satisfy (3.49).
In the following we will modify the scheme to allow for a better treatment
of these problems at hand. We develop a gauge scheme which is adjusted to
the initial data in such a way that we can solve at least some of the constraint
equations analytically, so that the values of the troublesome functions ϕ−1 and
ϕ0, which appeared hitherto as “integration functions” in the asymptotic solu-
tions and which are related to the appearance of log terms via (3.49), can be
computed explicitly. In view of the computation of all the fields appearing in
the conformal field equations we will choose a gauge in which the components
of the metric tensor take preferably simple values (at the expense of more com-
plicated gauge functions κ and Wλ). As before we shall adopt Rendall’s point
of view [10] and regard [γ] (together with a choice of κ) as the free “physical”
data.
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4.2 Gauge scheme
The trace of certain components of the vacuum Einstein equations on N to-
gether with the gauge condition Hλ = 0 can be used to determine the metric
and some of its transverse derivatives on N . Similarly, the remaining compo-
nents of the Einstein equations on N as well as their transverse derivatives,
∂n0Rµν = 0, n ∈ N, in combination with the gauge condition Hλ = 0, pro-
vide a way to determine higher-order transverse derivatives of the metric on N
when necessary. To compute all the fields which appear in the conformal field
equations, such as e.g. the rescaled Weyl tensor, this is what needs to be done.
However, it is very convenient to exploit the gauge freedom contained in the
vector field Wλ to prescribe certain metric components and transverse deriva-
tives thereof on N , and treat the corresponding equations as equations for Wλ.
Indeed, proceeding this way the computations below can be significantly sim-
plified. It turns out that the most convenient way here is a mixture of schemes
described in [6]: We still regard the conformal class [γ] of gˇΣr as the free “non-
gauge”-initial data.4 Recall that up to this stage we have regarded κ and Wλ
as gauge degrees of freedom. Now, instead of Wλ and ∂0Wλ we shall show that
it is possible to prescribe the functions
g0µ and ∂0g0µ with ν0 = g0r 6= 0 .
Of course there are some restrictions coming from regularity when N is a light-
cone, and from the requirement of the metric to be continuous at the intersection
manifold when N is one of two intersecting null surfaces. Since we are mainly
interested in prescribing these function for large values of r, this issue can be
ignored for our purposes. Some comments are given in the course of this section.
Let us now explain how the above gauge scheme can be realized: First
of all we solve the Raychaudhuri equation to compute gAB, where, as before,
we assume that a global solution τ exists. Then we compute Wλ from the
constraint equations (2.6), (2.8) and (2.10), a procedure which was introduced
in [6] as an alternative scheme for integrating the null constraint equations. In
order to make sure that we may prescribe ∂0g0µ rather than ∂0Wλ we need to
analyze the remaining Einstein equations on N (those components which have
not already been used to derive the Einstein wave-map gauge constraints in [2]).
We impose a wave-map gauge condition Hλ = 0 with arbitrarily prescribed
gauge functions κ and Wλ. From Hλ = 0 we obtain algebraic equations for
∂0grr, ∂0grA and g
AB∂0gAB,
∂0grr = τν0 + (ν0)
2(Γˆ0 +W 0) , (4.1)
gAB∂0grB = ∇ˇAν0 − ∂rνA − ν0gCDΓˇACD − grA(∂0grr − τν0)
+ν0(Γˆ
A +WA) , (4.2)
gAB∂0gAB = 2∇ˇAνA − (2∂r + 2τ − ν0∂0grr)(ν0grr)− 2ν0(Γˆr +W r) .(4.3)
Recall that
Rµν = ∂αΓ
α
µν − ∂µΓανα + ΓαµνΓβαβ − ΓαµβΓβνα . (4.4)
4 We do not regard e.g. gµν as the free data as in [6] since we want to separate gauge
degrees of freedom and physical initial data.
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Einstein equations R˘AB = 0: Using the formulae in [2, Appendix A] (which
we shall make extensively use of for all the subsequent computations) we find
R˘AB = (∂0Γ0AB )˘−
1
2
ν0(∂r − τ)(∂0gAB )˘− 1
2
ν0gABσ
CD(∂0gCD)˘
+2ν0σ(B
C(∂|0|gA)C )˘− (ν0)2∂0g0rσAB + known quantities
= −ν0∂r(∂0gAB )˘ + 1
2
(2τν0 +W 0 + Γˆ0)(∂0gAB )˘ + 2ν
0σ(A
C(∂|0|gB)C )˘
+known quantities ,
where we used that
∂0Γ0AB =
1
2
(ν0)2∂0grr ∂0gAB + (ν
0)2∂0g0rχAB − 1
2
ν0∂r∂0gAB
+known quantities . (4.5)
Note that ∂0g0r, which appears in an intermediate step, cancels out at the end.
We observe that R˘AB = 0 provides a coupled linear ODE-system for (∂0gAB )˘.
The relevant boundary condition if N is a light-cone is [2, Section 4.5]
limr→0(∂0gAB )˘ = 0, in the case of two transversally intersecting characteristic
surfaces the boundary condition is determined by the shear of N2.
Einstein equation R0r = 0: We have
R0r = −∂0Γrrr − ∂0ΓArA + known quantities
=
1
2
ν0∂200grr − ν0(∂r − κ)∂0g0r + known quantities ,
when taking into account that
∂0Γrrr = ν
0(∂r∂0g0r − 1
2
∂200grr)− (ν0)2(∂rν0 −
1
2
∂0grr)∂0g0r + known quantities ,
∂0ΓArB = known quantities .
Moreover, employing
∂0Γ00r =
1
2
ν0∂200grr −
1
2
(ν0)2∂0grr ∂0g0r + known quantities ,
∂0Γ0ir = known quantities .
we find that
∂0H0 = ∂0gµν(Γ
0
µν − Γˆ0µν) + gµν(∂0Γ0µν − ∂0Γˆ0µν)− ∂0W 0
= 2ν0∂0Γ00r + g
rr∂0Γ0rr + 2g
rA∂0Γ0rA + g
AB∂0Γ0AB − 2(ν0)3∂0grr ∂0g0r
−2(ν0)2∂0g0rΓˆ00r − ∂0W 0 + known quantities
= (ν0)2∂200grr − [2(ν0)2(τ + Γˆ00r) + 3ν0(W 0 + Γˆ0)]∂0g0r − ∂0W 0
+known quantities .
Consequently, the gauge condition ∂0H0 = 0 can be used to rewrite the Einstein
equation R0r = 0 as a linear ODE for ∂0g0r, or, depending on the setting, as an
algebraic equation for the gauge source function ∂0W 0,[
∂r−τ−κ−Γˆ00r−
3
2
ν0(W
0+Γˆ0)
]
∂0g0r =
1
2
(ν0)
2∂0W 0+known quantities . (4.6)
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The boundary condition if N is a light-cone is [2, Section 4.5] limr→0 ∂0g0r = 0;
in the case of two characteristic surfaces intersecting transversally it is deter-
mined by limu→0 ∂ugur|N2 .
Once ∂0g0r (or ∂0W 0) has been determined, we obtain ∂200grr algebraically
from the gauge condition ∂0H0 = 0.
Einstein equations R0A = 0: We find
R0A = −∂0ΓrrA − ∂0ΓBAB + ν0χAB∂0g0B + known quantities
=
1
2
ν0∂200grA −
1
2
ν0∂r∂0g0A + ν
0χA
B∂0g0B + known quantities ,
where we used that
∂0ΓrrA = −ν0χAB∂0g0B +
1
2
ν0(∂r∂0g0A − ∂200grA) + known quantities ,
∂0ΓCAB = ν
0χABg
CD∂0g0D + known quantities .
From
∂0ΓA0r = −
1
2
ν0gAB∂0grr ∂0g0B +
1
2
gAB(∂200grB + ∂r∂0g0B) + known quantities ,
∂0ΓArr = known quantities ,
we obtain for the angle-components of the u-differentiated wave-gauge vector,
∂0HA = ∂0gµν(Γ
A
µν − ΓˆAµν) + gµν(∂0ΓAµν − ∂0ΓˆAµν)− ∂0WA
= −(ν0)2∂0grrgAB∂0g0B − 2ν0gBC∂0g0C(χBA − χˆBA) + 2ν0∂0ΓA0r
+gij∂0ΓAij − ∂0WA + known quantities
= ν0gAB∂200grB + ν
0gAB∂r∂0g0B − (τν0 + 2W 0 + 2Γˆ0)gAB∂0g0B
−2ν0gBC∂0g0C(χBA − χˆBA)− ∂0WA + known quantities .
The gauge condition ∂0HA = 0 can be used to rewrite R0A = 0 as a coupled lin-
ear ODE-system for ∂0g0A or, depending on the setting, as an algebraic equation
for ∂0WA,[
∂r − 3
2
τ +
1
2
τˆ − ν0(W 0 + Γˆ0)
]
∂0g0A − (2σAB − gADgBC σˆCD)∂0g0B
=
1
2
ν0gAB∂0WB + known quantities . (4.7)
In the light-cone-case [2, Section 4.5] as well as in the case of two transversally
intersecting null hypersurfaces the boundary condition is limr→0 ∂0g0A = 0.
The gauge condition ∂0HA = 0 then determines ∂200grA algebraically.
Einstein equation R00 = 0: Finally, we have
R00 = ν
0
(1
2
∂r + κ+
τ
2
− ν0∂rν0
)
∂0g00 − ∂0Γr0r − ∂0ΓA0A + known quantities
=
1
2
ν0τ∂0g00 − 1
2
gAB∂200gAB + known quantities .
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For that calculation we used that
∂0Γr0r = −
1
2
(ν0)2∂0grr ∂0g00 +
1
2
ν0∂r∂0g00 + known quantities ,
∂0ΓA0B =
1
2
gAC∂200gBC + known quantities .
Taking into account that
∂0ΓrAB = (ν
0)2χAB∂0g00 − 1
2
ν0∂200gAB + known quantities ,
we compute the r-component of the u-differentiated wave-gauge vector,
∂0Hr = ∂0gµν(Γ
r
µν − Γˆrµν) + gµν(∂0Γrµν − ∂0Γˆrµν)− ∂0W r
= −(ν0)2
(
κ− κˆ+ 1
2
ν0∂0grr
)
∂0g00 + 2ν
0∂0Γr0r + g
ij∂0Γrij
−∂0W r + known quantities
= (ν0)2
[
∂r − τ
2
− κ+ κˆ− 3
2
ν0(W
0 + Γˆ0)
]
∂0g00 − 1
2
ν0gAB∂200gAB
−∂0W r + known quantities .
Once again we exploit the gauge condition, here ∂0Hr = 0, to rewrite R00 = 0
as a linear ODE for ∂0g00, or, alternatively, an algebraic equation for ∂0W r[
∂r− τ −κ+ κˆ− 3
2
ν0(W
0+Γˆ0)
]
∂0g00 = (ν0)
2∂0W r+known quantities . (4.8)
For both light-cones [2, Section 4.5] and transversally intersecting null hyper-
surfaces, the boundary condition is limr→0 ∂0g00 = 0. The gauge condition
∂0Hr = 0 then determines g
AB∂200gAB algebraically.
The gauge scheme we want to use here now works as follows: We prescribe
γ, κ, g0µ and ∂0g0µ. The Raychaudhuri equation and the vacuum Einstein
wave-map gauge constraints then determine gAB and W
λ. We then solve the
hierarchical system of equations derived above to compute ∂0Wλ from (4.6),
(4.7) and (4.8). We choose a smooth space-time vector field Wλ which induces
the computed values for Wλ and ∂0Wλ on N (in the light-cone case it is a
non-trivial issue whether such an extension off the cone exists near the tip, we
return to this issue below). Then we solve the reduced Einstein equations (or
the conformal field equations, cf. Section 5). It is well-known that the solution
induces the prescribed data for the metric tensor on the initial surface and
satisfies Hλ = 0 with the prescribed source vector field Wλ, and thus solves
the full Einstein equations. But then it follows from the equations (4.6)-(4.8),
together with the relevant boundary conditions at the vertex or the intersection
manifold, respectively, that the desired values for ∂0g0µ are induced, as well.
Some comments in the light-cone-case concerning regularity at the vertex
are in order: What we have described above is exactly the strategy on two
transverse characteristic surfaces (some care is needed to obtain a Wλ which
is continuous at the intersection manifold, cf. [6, Section 3.1]). On a null cone
there is a difficulty related to the behavior near the tip: In [3] it has been shown
that if the metric g is the restriction to the cone of a smooth space-time metric,
then Wλ does admit a smooth extension (and the known well-posedness result
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is applicable). However, we also want to prescribe ∂0g0µ, whence ∂0Wλ needs
to be of a specific form on the cone, as well. It seems difficult to ensure thatWλ
and ∂0Wλ arise from a smooth vector field W
λ in space-time if one proceeds
this way. To avoid dealing with the issue of extendability near the tip of the
cone, the gauge scheme will be somewhat modified:
Since we are merely interested in the asymptotic behavior of the fields, it
suffices for our purposes to prescribe g0µ and ∂0g0µ just for large r, say r > r2.
For small r, say r < r1 < r2 we can use a conventional scheme where for instance
γ, κ and Wλ are prescribed with e.g. Wλ = 0. Then the regularity issue near
the tip of the cone is well-understood [3]. A smooth transition in the regime
r1 < r < r2 is obtained via cut-off functions:
Let χ ∈ C∞(R) be any non-negative non-increasing function satisfying
χ(r) = 0 for r ≥ r2 and χ = 1 for r ≤ r1. Let (g0µ)˚ and (∂0g0µ)˚ denote
the values of g0µ and ∂0g0µ computed from (γ, κ) for say W
λ = 0, and denote
by (g0µ)
† and (∂0g0µ)† those values we want realize for r > r2. We then set
g0µ = (1− χ)(g0µ)† + χ(g0µ)˚ , (4.9)
∂0g0µ = (1− χ)(∂0g0µ)† + χ(∂0g0µ)˚ . (4.10)
For these new values for g0µ and ∂0g0µ we go through the above scheme again.
By construction we still obtain the desired values for g0µ and ∂0g0µ for r >
r2, but now we also have W
λ = 0 = ∂0Wλ for r < r1, and the extension
problem becomes trivial: Since there are no difficulties in extending a vector
field defined along the light-cone to a neighborhood of the cone away from the
tip, we conclude that Wλ and ∂0Wλ arise from the restriction to the cone of
some smooth vector field Wλ.
The coordinate r which parameterizes the null rays generating the initial
surface is determined to a large extent by the choice of κ. We would like to
choose an r for which the expansion on N takes the form τ = 2/r. On a light-
cone this is straightforward, we simply choose κ = r2 |σ|2. It follows from [3] that
this choice can be made up to the vertex, and it follows from the Raychaudhuri
equation and regularity at the vertex that τ takes the desired form.
If N is one of two transversally intersecting characteristic surfaces we cannot
achieve τ = 2/r globally, for the expansion needs to be regular on the intersec-
tion manifold. We would like to construct a κ such that τ = 2/r for large r.
Let us therefore again modify our gauge scheme slightly to bypass this issue:
Instead of κ (supplemented by the initial data for the ϕ-equation ϕ|S 6= 0
and ∂rϕ|S in the case of two characteristic surfaces, cf. [6, 10]), we prescribe
the function ϕ on N . An analysis of the Raychaudhuri equation (2.5) shows
that, for given κ, the existence of a nowhere vanishing ϕ on N (which can then
without loss of generality be taken to be positive), and which further satisfies
ϕ−1 > 0 implies ∂rϕ > 0 on N .5 When prescribing ϕ rather than κ we therefore
assume that ϕ is a strictly increasing, positive function with ϕ−1 > 0. Indeed,
the function κ is then determined algebraically via the ϕ-equation (cf. [6]).
In this section we have established the following setting: On N we regard
the conformal class of the family γ = γABdx
AdxB of Riemannian metrics as
5 Indeed, we observe that for κ = 0 any globally positive ϕ is concave in r. Together with
the required positivity of ϕ−1 this implies that ∂rϕ needs to be positive for all r. The case
κ 6= 0 can be reduced to κ = 0, cf. [7, Section 2.4].
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the “physical” initial data (in the case of two transversally intersecting null
hypersurfaces supplemented by data on N2 and S), while the functions
ϕ , g0µ , ∂0g0µ , (4.11)
rather than κ, Wµ and ∂0Wµ, are regarded as gauge functions on N , at least
for r > r2 (recall that ϕ , ∂rϕ and ν
0 need to be positive).
4.3 Metric gauge and some conventions
We now impose specific values for the gauge functions (4.11). Guided by their
Minkowskian values we set, for r > r2,
ϕ = r , ν0 = 1 , νA = 0 , g00 = −1 , ∂0g0µ = 0 . (4.12)
Moreover, we assume a Minkowski target for r > r2,
gˆ = η ≡ −du2 + 2dudr + r2sABdxAdxB . (4.13)
From now on everything will be expressed in this gauge, which we call metric
gauge. Although it may not explicitly be mentioned each time, since (4.12) and
(4.13) are merely assumed to hold for r > r2 we will tacitly assume henceforth
that all the equations are meant to hold in this regime.
The relation between metric gauge and harmonic coordinates is discussed in
Appendix B, where we address the “paradox” that in the metric gauge we do
not need to impose conditions on γ while in the harmonic gauge we do need to
do it to make sure that the constraint equations admit a global solution.
We have not discussed here what in this gauge scheme (which may be used
on N2 as well) the free data on the intersection manifold are, and we leave it
to the reader to work this out. We are interested in the asymptotic regime, and
the main object of this section was to show that the choice (4.12) can be made
without any geometric restrictions for large r, if one does not prescribe κ and
Wλ anymore, but treats them as unknowns determined by the constraints.
4.4 Solution of the constraint equations in the metric gauge
We solve the Einstein vacuum constraints in the metric gauge for κ and Wλ,
where we assume the initial data γ to be of the form (2.15). Recall our conven-
tion that all equations are meant to hold for r > r2.
Equation (2.5) yields with ϕ = r
κ = (∂rϕ)
−1
(
∂2rrϕ+
1
2
|σ|2ϕ
)
=
1
2
r|σ|2 (4.14)
=
1
2
σ4r
−3 +O(r−4) = 1
8
|h˘(1)|2r−3 +O(r−4) . (4.15)
We further note that ϕ = r implies
τ = 2/r , (4.16)
as desired, in particular τ2 = 0. We emphasize that the argument used for the
No-Go Theorem in [7], that the coefficient τ2 vanishes only for Minkowski data,
does not apply when κ 6= 0. In our case κ does not vanish unless |σ|2 ≡ 0.
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It follows from (3.13), (4.12) and (4.15) that
gAB = ϕ
2
√
det s
det γ
γAB = r
2sAB+ rh˘
(1)
AB +
1
4
|h˘(1)|2sAB− (σAC)3sBC +O(r−1) .
(4.17)
Moreover,
W 0 = −(2∂r + τ + 2κ)ν0 − Γˆ0 = −2r−1 − r|σ|2 + rgABsAB (4.18)
=
1
4
|h˘(1)|2r−3 +O(r−4) , (4.19)
where we used that
Γˆ0 = −rgABsAB = −2r−1 − 1
2
|h˘(1)|2r−3 +O(r−4) . (4.20)
The equation (2.7) which determines ξA cannot be solved in explicit form.
The asymptotic analysis of its solutions has already been done in Section 3.1.3.
The asymptotic expansion of ξA does not contain logarithmic terms if and only
if the no-logs-condition is fulfilled, which in the metric gauge where τ2 = 0
reduces to
(σA
B)3 = 0 . (4.21)
Assuming (4.21) one finds
ξA = −∇˚Bh˘(1)ABr−1 + C(ξB)A +O(r−3) . (4.22)
Now we can solve (2.8) for WA,
WA = ξA + gCDΓˇACD − ΓˆA = O(r−4) , (4.23)
where we used
ΓˆA = gCDΓ˚ACD = s
CDΓ˚ACDr
−2 − h˘(1)CDΓ˚ACDr−3 +O(r−4) . (4.24)
Note that the two leading-order terms in (4.23) cancel out.
The ζ-equation (2.9) cannot be solved analytically, its asymptotic solution,
which has been determined in Section 3.1.5, does not involve log terms,
ζ = −2r−1 + C(ζ)r−2 +O(r−3) . (4.25)
Finally, we solve the constraint equation (2.10) for W r,
W r =
1
2
ζ − (∂1 + 1
2
τ + κ
)
grr − Γˆr
=
1
2
ζ − r−1 − r
2
|σ|2 + rgABsAB = 1
2
C(ζ) +O(r−3) , (4.26)
as
Γˆr = −rgABsAB = −2r−1 − 1
2
|h˘(1)|2r−3 +O(r−4) . (4.27)
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4.5 Overview of the metric gauge I
In the metric gauge one treats, at least for large r, some of the metric compo-
nents as gauge degrees of freedom rather than κ, Wλ and ∂0Wλ. This provides
the decisive advantage that one obtains more explicit solutions of the constraint
equations since most of them are algebraic equations rather than ODEs in this
setting, so that the asymptotic expansions contain less integration functions,
whose values are not explicitly known. Moreover, the computations of Schouten
tensor, Weyl tensor etc. (as needed in Section 5 for Friedrich’s equations) will
be simplified significantly by the fact that several metric components take their
Minkowskian values.
We have seen in Section 3 that many log terms are produced due to a bad
choice of coordinates. In the metric gauge all the gauge-dependent conditions
of Theorem 3.2 (cf. Remark 3.3 and compare (4.29)-(4.34) below with (3.50)-
(3.56)), are satisfied and we are left with the gauge-invariant no-logs-condition,
which can be expressed as an explicit condition on γ in this gauge,
0 = (σ BA )3 =
1
2
h(1)h˘
(1)B
A − h˘(2)BA . (4.28)
Consequently we can freely prescribe all the h
(n)
AB’s except for h˘
(2)
AB which is
determined by (4.28).
It is easy to find sufficient conditions on the initial data γ such that the no-
logs-condition (3.49) in its general form is fulfilled (just take h˘
(1)
AB = h˘
(2)
AB = 0),
i.e. Theorem 3.2 shows that there is a large class of initial data for which the
metric admits a smooth conformal completion at infinity. To find necessary
conditions on γ is more involved, since the expansion coefficient τ2 is in general
not explicitly known. In the metric gauge, though, τ2 is explicitly known,
whence it is easily possible to characterize the initial data sets completely which
lead to the restriction of a metric to N which admits a smooth conformal
completion at infinity. Moreover, it becomes obvious that for “generic” initial
data the no-logs-condition will be violated.
Note that we have not studied yet the asymptotic behavior of the unknowns
of the conformal field equations which also involve transverse derivatives of the
metric. The gauge functions are more complicated in the metric gauge and
contain certain integration functions, and one might wonder whether log-terms
arise at some later stage. Luckily, it turns out (cf. Section 5) that this is not
the case, and that the no-logs-condition is necessary-and-sufficient to guarantee
smoothness of all the relevant fields at conformal infinity .
Of course, once we have determined the gauge functions it is possible to
return to the original viewpoint and regard them as the relevant gauge degrees
of freedom. This leads to an initial data-dependent gauge. Assuming that the
initial data γ satisfy the no-logs-condition (4.28) we give their values for r > r2
(the functions ∂0Wλ will be computed in Section 4.6):
κ =
1
2
r|σ|2 = 1
8
|h˘(1)|2r−3 +O(r−4) , (4.29)
W 0 = −r|σ|2 − 2
r
− Γˆ0 = 1
4
|h˘(1)|2r−3 +O(r−4) , (4.30)
WA = ξA + gCDΓˇACD − ΓˆA = O(r−4) , (4.31)
W r =
1
2
ζ − r−1 − 1
2
r|σ|2 − Γˆr = O(r−2) , (4.32)
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with ξA and ζ given by (4.22) and (4.25), respectively. The restrictions to N
of the metric components then take the form (again for r > r2):
g00 = −1 , ν0 = 1 , νA = 0 , grr = grA = 0 , (4.33)
gAB = r
2sAB + rh˘
(1)
AB +
1
4 |h˘(1)|2sAB +O(r−1) . (4.34)
Remark 4.1 The asymptotic expansion of gAB depends only on the gauge
choice for κ. Our κ, equation (4.29), coincides with the κ used to define Bondi
coordinates (where one also requires τ = 2/r). The no-logs-condition which, in
a κ = r2 |σ|2-gauge is equivalent to the absence of s-trace-free terms in (gAB)0,
(gAB )˘0 = 0 ,
recovers the “outgoing wave condition” imposed a priori by Bondi et al. and by
Sachs to inhibit the appearance of logarithmic terms (cf. e.g. [5]).
For an arbitrary κ = O(r−3) the correct generalization of this condition,
equivalent to the no-logs-condition (3.49), is (cf. (3.13)),
(gAB )˘0 = τ2sAC(σB
C)2 = −1
2
τ2h˘
(1)
AB .
4.6 Transverse derivatives of the metric on N
In this section we compute the ∂0Wλ’s and certain transverse derivatives of the
metric on N (the asymptotic expansions thereof) in the metric gauge using the
vacuum Einstein equations Rµν = 0 and assuming that the no-logs-condition is
fulfilled, so that (4.29)-(4.34) and ∂0g0µ = 0 hold. As before, all equalities are
meant to be valid for r > r2, even if this is not mentioned wherever relevant.
It follows from (4.1)-(4.3) that
∂0grr = −r|σ|2 = −2κ , (4.35)
∂0grA = ξA , (4.36)
gAB∂0gAB = −ζ − τ . (4.37)
If we plug in the values for gµν and ∂0gµν we find from [2, Appendix A] the
following expressions for the Christoffel symbols restricted to N , which we shall
made frequently use of:
Γµ00 = Γ
0
rr = Γ
0
rA = Γ
C
rr = 0 , Γ
r
rr = −Γ00r = −Γr0r = κ , (4.38)
Γ00A = Γ
r
0A = −ΓrrA = 12ξA , ΓC0r = 12 ξC , ΓCrA = χAC , Γ0AB = −χAB , (4.39)
ΓrAB = − 12∂0gAB − χAB , ΓC0A = 12gCD∂0gAD , ΓCAB = ΓˇCAB . (4.40)
Einstein equations R˘AB = 0: From (4.4) we obtain
RAB = RˇAB + ∂0Γ0AB + (∂r + Γ
C
rC)Γ
r
AB + Γ
0
AB(Γ
0
00 + Γ
r
0r + Γ
C
0C)
−2ΓC0(AΓ0B)C − 2ΓrrAΓrrB − 2ΓCr(AΓrB)C .
First of all we have to determine the u-differentiated Christoffel symbol,
∂0Γ0AB = −
(1
2
∂r + κ
)
∂0gAB − 2κχAB + ∇ˇ(AξB) . (4.41)
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Employing (4.38)-(4.40) and the relation RˇAB =
1
2 RˇgAB we obtain after some
simplifications that
R˘AB = −
(
∂r − 1
r
+
r
2
|σ|2
)
(∂0gAB )˘ + 2σ(A
C(∂|0|gB)C )˘− (∂rσAB )˘
+
(ζ
2
+
1
r
− r
2
|σ|2
)
σAB − 1
2
(ξAξB )˘ + (∇ˇ(AξB) )˘ , (4.42)
which should vanish in vacuum. The equations R˘AB = 0 form a closed linear
ODE-system for (∂0gAB )˘. Since it is generally hopeless to look for an analytic
solution, we content ourselves with computing the asymptotic solution. For this
it is convenient to rewrite the matrix equation (4.42) as a vector equation,
∂r +


(
r
2 |σ|2 − 1r
)− 2σ22 −2σ23 0
−σ32
(
r
2 |σ|2 − 1r
) −σ23
0 −2σ32
(
r
2 |σ|2 − 1r
)− 2σ33





(∂0g22)˘(∂0g23)˘
(∂0g33)˘

 =

q22q23
q33

 ,
where
qAB := −(∂rσAB )˘ +
(ζ
2
+
1
r
− r
2
|σ|2
)
σAB − 1
2
(ξAξB )˘ + (∇ˇ(AξB))˘ = O(r−1) .
In order to permit an easier comparison with Appendix A, we apply the trans-
formation r 7→ x := 1/r (with all quantities treated as scalars). Then the ODE
adopts the following asymptotic form,
x∂x +

1 0 00 1 0
0 0 1

+M



(∂0g22)˘(∂0g23)˘
(∂0g33)˘

 = O(1) ,
where M = Mat(3, 3) = O(x). In the notation of Appendix A we observe
that λ = −1 and ℓˆ = −1, and no logarithmic terms appear in the asymptotic
solution. Moreover, it is O(r) and the integration functions are represented by
the leading order terms,
(∂0gAB )˘ = DABr +O(1) .
Note that DAB is symmetric, DAB = DBA, and s-trace-free, s
ABDAB = 0.
Einstein equation R0r = 0:
R0r = ∂rΓ
r
0r + ∇ˇAΓA0r − ∂0Γrrr − ∂0ΓArA + Γ00rΓA0A + Γr0r(Γ00r + ΓArA)− ΓArBΓB0A .
We determine the u-differentiated Christoffel symbols involved,
∂0Γrrr = −
1
2
∂200grr +
r2
2
|σ|4 − 1
2
|σ|2 − r
2
∂r|σ|2 , (4.43)
∂0ΓCrA =
1
2
ξAξ
C +
1
2
∂r(g
BC∂0gAB) + g
BC∇ˇ[AξB] (4.44)
=⇒ ∂0ΓArA =
1
2
ξAξ
A − 1
2
∂rζ +
1
r2
.
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Note that ∂200grr is the only unknown at this stage. We obtain
R0r =
1
2
∂200grr +
1
2
(
∂r + r
−1 +
r
2
|σ|2
)
ζ − r
2
4
|σ|4 − 1
2
|σ|2
+
1
2
(∇ˇA − ξA)ξA − 1
2
σAB∂0gAB ,
which, again, should vanish in vacuum. With (2.9) that yields
∂200grr =
1
r
ζ + Rˇ+
1
2
ξAξ
A +
r2
2
|σ|4 + |σ|2 + σAB∂0gAB = O(r−3) . (4.45)
The leading-order term
Ξ := (∂200grr)3 = ζ2 + [DA
B − 2∇˚A∇˚B](σBA)2 . (4.46)
depends on certain integration functions and is not explicitly known. We choose
this special notation, though, since it will appear several times in the leading-
order terms of other expansions.
The gauge condition then provides an algebraic equation for ∂0W 0,
0 = ∂0H0 = −∂0grrΓ000 − 2∂0grrΓ00r − 2gAB∂0grBΓ00A
+∂0gAB(Γ
0
AB + rsAB) + 2∂0Γ
0
0r + ∂0Γ
0
rr + g
AB∂0Γ0AB − ∂0W 0
= ∂200grr + rsAB∂0g
AB + ∇ˇAξA − 2ξAξA − 1
r2
− 3
2
r2|σ|4
−3
2
|σ|2 − r
2
∂r|σ|2 + 1
2
(∂r + r|σ|2)ζ − ∂0W 0 ,
where we used that
∂0Γ0rr =
r2
2
|σ|4 − 1
2
|σ|2 − r
2
∂r|σ|2 , (4.47)
∂0Γ00r =
1
2
∂200grr −
r2
2
|σ|4 − 1
2
ξAξ
A . (4.48)
Inserting (4.45) and using again (2.9) we deduce that
∂0W 0 = −
(1
2
∂r +
1
r
)
ζ + (rsAB − σAB)∂0gAB − 1
r2
− r
2
∂r|σ|2
−1
2
|σ|2 − r2|σ|4 − ξAξA (4.49)
= O(r−3) . (4.50)
Einstein equations R0A = 0:
R0A = ∂rΓ
r
0A + ∇ˇBΓB0A − ∂0ΓrrA − ∂0ΓBAB + Γ00AΓB0B + (Γrrr + ΓBrB)Γr0A
+ΓB0AΓ
r
rB − Γ0ABΓB00 − 2ΓrrAΓr0r − ΓrABΓB0r − ΓBrAΓr0B .
For the u-differentiated Christoffel symbols we find,
∂0ΓrrA = −
1
2
∂200grA − χABξB −
r
2
∂A|σ|2 − 1
2
r|σ|2ξA , (4.51)
∂0ΓCAB = g
CD∇ˇ(A∂|0|gB)D −
1
2
∇ˇC∂0gAB + 1
2
ξC∂0gAB + ξ
CχAB ,(4.52)
=⇒ ∂0ΓBAB = χABξB +
1
2
ξB∂0gAB − 1
2
∂Aζ .
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We insert these expressions into the formula for R0A to obtain,
R0A =
1
2
(∂r + r
−1)ξA +
1
2
(∇ˇB − ξB)∂0gAB + r
2
(∂A +
1
2
ξA)|σ|2 + 1
2
∂200grA
+
1
2
(∂A − 1
2
ξA)ζ ,
which should vanish in vacuum, i.e.
∂200grA = (ξ
B − ∇ˇB)∂0gAB − (∂r + 1
r
− ζ
2
)ξA − r(∂A + ξA
2
)|σ|2 − ∂Aζ(4.53)
= −∇˚BDABr−1 +O(r−2) .
We employ the gauge condition ∂0HA = 0 to compute ∂0WA. This requires the
knowledge of further u-differentiated Christoffel symbols,
∂0ΓC0r =
1
2
gCD∂200grD +
r
2
|σ|2ξC + 1
2
ξD∂0gCD , (4.54)
∂0ΓCrr = g
CD∂rξD − 1
2
r|σ|2ξC + r
2
∇ˇC |σ|2 . (4.55)
We then obtain
0 = ∂0HC = −∂0grrΓC00 − 2∂0grrΓC0r − 2gAB∂0grBΓC0A − 2gAB∂0grB(ΓCrA − ΓˆCrA)
+∂0gAB(Γ
C
AB − ΓˆCAB) + 2∂0ΓC0r + ∂0ΓCrr + gAB∂0ΓCAB − ∂0WC
=
(
∂r +
3
r
+
3
2
r|σ|2
)
ξC + gCD∂200grD +
1
2
(∇ˇC − ξC)ζ + r
2
∇ˇC |σ|2
+∂0gAB(Γˇ
C
AB − Γ˚CAB)− (∇ˇA − 2ξA)∂0gAC − ∂0WC .
Combining this with the expression we found for ∂200grA yields
∂0WA = (∂0gAB − 2σAB)ξB − r
2
(∇ˇA − 2ξA)|σ|2 − 1
2
∇ˇAζ
+∂0gBC(Γˇ
A
BC − Γ˚ABC) (4.56)
= O(r−4) . (4.57)
Einstein equation R00 = 0: The (00)-component of the Ricci tensor satisfies
R00 = (∂r + 2Γ
r
rr + Γ
A
rA)Γ
r
00 − ∂0Γr0r − ∂0ΓA0A − Γr0rΓr0r − 2Γr0AΓA0r − ΓA0BΓB0A .
The u-differentiated Christoffel symbols appearing in this expression satisfy,
∂0Γr0r =
1
2r
ζ +
1
2
Rˇ− 1
4
ξAξ
A − r
2
4
|σ|4 + 1
2
|σ|2 + 1
2
σAB∂0gAB , (4.58)
∂0ΓA0A =
1
2
gAB∂200gAB +
1
2
∂0gAB∂0gAB − 1
2
ξAξ
A , (4.59)
and we are led to
R00 = −1
2
gAB∂200gAB −
(1
2
σAB +
1
4
∂0gAB
)
∂0gAB − 1
2r
ζ − 1
2
Rˇ+
1
4
ξAξ
A − 1
2
|σ|2 ,
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which should vanish in vacuum, solving for gAB∂200gAB we are led to
gAB∂200gAB = −
(
σAB +
1
2
∂0gAB
)
∂0gAB − 1
r
ζ − Rˇ+ 1
2
ξAξ
A − |σ|2 (4.60)
=
1
2
|D|2r−2 +O(r−3) . (4.61)
To compute ∂0W r we employ the gauge condition
0 = ∂0Hr = −∂0grr(Γr00 − Γrrr)− 2gAB∂0grBΓr0A − 2gAB∂0grBΓrrA
+∂0gAB(Γ
r
AB − ΓˆrAB) + 2∂0Γr0r + ∂0Γrrr + gAB∂0ΓrAB − ∂0W r
=
1
2
(∇ˇA − ξA)ξA − 1
2
gAB∂200gAB −
1
r2
− (1 + r
2
∂r)|σ|2 − 3
4
r2|σ|4
−ζ
2
(
1
r
− r
2
|σ|2) + (rsAB − 1
2
σAB − 1
2
∂0gAB)∂0gAB − ∂0W r.(4.62)
For this calculation we used that
gAB∂0ΓrAB = ∇ˇAξA +
1
2
(∂r +
2
r
+ r|σ|2)ζ + 1
r2
− |σ|2 − σAB∂0gAB − 1
2
gAB∂200gAB .
We solve (4.62) for ∂0W r, and insert the expression we found for g
AB∂200gAB,
∂0W r =
1
2
(∇ˇA − 3
2
ξA)ξ
A +
1
4
r|σ|2ζ + 1
2
Rˇ− 1
r2
− 1
2
|σ|2 − r
2
∂r|σ|2
−3
4
r2|σ|4 − (1
4
∂0gAB + σAB − rsAB)∂0gAB (4.63)
=
1
4
|D|2r−2 +O(r−3) . (4.64)
Einstein equations (∂0RAB )˘ = 0 Assuming the gauge condition H
λ = 0 the
Einstein equations (∂0RAB )˘ = 0 provide a linear ODE-system for (∂200gAB )˘. We
have
∂0RAB = ∂λ∂0ΓλAB − ∂A∂0ΓλλB + Γλρλ∂0ΓρAB + ΓρAB∂0Γλρλ − ΓλρA∂0ΓρλB − ΓρλB∂0ΓλρA .
The right-hand side contains several first-order u-differentiated Christoffel sym-
bols and one of second-order, ∂200Γ
0
AB, which we have not determined yet,
∂0Γ000 = ∂
2
00g0r , (4.65)
∂0Γ00A =
1
2
∂200grA −
1
2
ξB∂0gAB +
r
2
|σ|2ξA (4.66)
= −1
2
∇˚BDABr−1 +O(r−2) , (4.67)
∂0Γ0rA = −χABξB −
r
2
(∂A + ξA)|σ|2 (4.68)
= −2∇˚B(σAB)2r−2 +O(r−3) , (4.69)
∂0ΓrAB = −
1
2
∂200gAB −
1
2
(∂r + r|σ|2)∂0gAB + ∇ˇ(AξB) − r|σ|2χAB(4.70)
= −1
2
∂200gAB −
1
2
DAB +O(r−1) , (4.71)
∂0ΓC0A = −
1
2
ξAξ
C +
1
2
∂0gCD∂0gAD +
1
2
gCD∂200gAD (4.72)
=
1
2
gCD∂200gAD −
1
2
DADD
CDr−2 +O(r−3) . (4.73)
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To calculate the two-times u-differentiated Christoffel symbol we use that
∂200g
µν = −2gνσ∂0gµρ∂0gρσ − gµρgνσ∂200gρσ ,
whence
∂200g
00 = −∂200grr + 2ξAξA + 2r2|σ|4 (4.74)
= −Ξr−3 +O(r−4) , (4.75)
∂200g
0r = −∂200g0r − ∂200grr + 2ξAξA + 2r2|σ|4︸ ︷︷ ︸
=O(r−4)
, (4.76)
∂200g
0C = −gCD∂200grD − 2r|σ|2ξC − 2ξD∂0gCD (4.77)
= ∇˚BDBCr−3 +O(r−4) . (4.78)
That yields
∂200Γ
0
AB =
(1
2
∂200grr − r2|σ|4 − ξCξC
)
(∂0gAB + 2χAB) + χAB∂200g0r
−
(1
2
∂r + r|σ|2
)
∂200gAB − r|σ|2∂r∂0gAB + 2r|σ|2∇ˇ(AξB)
−ξC(2∇ˇ(A∂|0|gB)C − ∇ˇC∂0gAB) + ∇ˇ(A∂2|00|gB)r
= χAB∂200g0r −
(1
2
∂r + r|σ|2
)
∂200gAB − ∇˚(A∇˚|C|DB)Cr−1 +O(r−2) .
Now all quantities have been determined which are needed to compute (∂0RAB )˘
(the ∂200g0r’s cancel out); we are just interested in the asymptotic behavior,
(∂0RAB )˘ = −
(
∂r − r−1 + r|σ|2
)
(∂200gAB )˘ + 2σ(A
C(∂2|00|gB)C )˘
− 1
2
(∆s − 2)DABr−1 +O(r−2) ,
and this expression should vanish in vacuum.
We need to check whether there are logarithmic terms in the asymptotic ex-
pansion of (∂200gAB )˘, solution to (∂0RAB )˘ = 0. However, this ODE is of exactly
the same form as the ODE (4.42) for ∂0gAB. Therefore an identical argument
applies and leads to the conclusion that the solution can be asymptotically
expanded as a power series,
(∂200gAB )˘ = CABr +O(1) , (4.79)
where the symmetric and s-trace-free tensor CAB can be identified with the
integration functions.
For completeness let us also compute
∂0Γr0A =
1
2
∂200grA −
1
2
ξB∂0gAB +
r
2
|σ|2ξA (4.80)
= −1
2
∇˚BDABr−1 +O(r−2) . (4.81)
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4.7 Overview of the metric gauge II
We give an overview of the values of all those objects we have computed so far in
the metric gauge. Recall the values for the gauge functions κ, Wλ and ∂0Wλ as
given by (4.29)-(4.32), (4.49), (4.56) and (4.63), needed to realize these values.
Recall further that equality is meant to hold for r > r2.
Metric components
g00 = −1, g00 = 0,
g0r = 1, g
0r = 1,
g0A = 0, g
0A = 0,
grr = 0, g
rr = 1,
grA = 0, g
rA = 0,
gAB = r
2
√
det s
det γ γAB = r
2sAB +O(r), gAB = r−2
√
detγ
det s γ
AB = r−2sAB +O(r−3).
First-order u-derivatives of the metric components
∂0g00 = 0, ∂0g00 = r|σ|2 = O(r−3),
∂0g0r = 0, ∂0g0r = r|σ|2 = O(r−3),
∂0g0A = 0, ∂0g0A = −ξA = O(r−3),
∂0grr = −r|σ|2 = O(r−3), ∂0grr = r|σ|2 = O(r−3),
∂0grA = ξA = O(r−1), ∂0grA = −ξA = O(r−3),
∂0gAB = DABr +O(1), ∂0gAB = −DABr−3 +O(r−4).
Second-order u-derivatives of the metric components
∂200grr = Ξr
−3 +O(r−4) ,
∂200grA = −∇˚BDABr−1 +O(r−2) ,
gAB∂200gAB =
1
2
|D|2r−2 +O(r−3) .
Asymptotic behavior of the Christoffel symbols (cf. p. 27)
Γ000 = 0, Γ
r
rr = O(r−3),
Γ00r = O(r−3), ΓrrA = 12∇˚Bh
(1)B
A r
−1 +O(r−2),
Γ00A = − 12∇˚B h˘
(1)
A
Br−1 +O(r−2), ΓrAB = −(sAB + 12DAB)r +O(1),
Γ0rr = 0, Γ
C
00 = 0,
Γ0rA = 0, Γ
C
0r = − 12∇˚Bh
(1)C
B r
−3 +O(r−4),
Γ0AB = −rsAB +O(1), ΓC0A = 12DACr−1 +O(r−2),
Γr00 = 0, Γ
C
rr = 0,
Γr0r = O(r−3), ΓCrA = 1r δAC +O(r−2),
Γr0A = − 12∇˚B h˘
(1)B
A r
−1 +O(r−2), ΓCAB = Γ˚CAB +O(r−1).
First-order u-derivatives of the Christoffel symbols
We give a list of the asymptotic behavior of all the u-differentiated Christof-
fel symbols crucial e.g. for the computation of the Weyl tensor, which can be
straightforwardly derived from our previous results,
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∂0Γ000 = not needed, ∂0Γ
r
rr = − 12Ξr−3 +O(r−4),
∂0Γ00r =
1
2Ξr
−3 +O(r−4), ∂0ΓrrA = 12∇˚BDABr−1 +O(r−2),
∂0Γ00A = − 12 ∇˚BDABr−1 +O(r−2), ∂0ΓrAB = − 12CABr +O(1),
∂0Γ0rr =
3
8 |h˘(1)|2r−4 +O(r−5), ∂0ΓC00 = not needed,
∂0Γ0rA = ∇˚Bh(1)BA r−2 +O(r−3), ∂0ΓC0r = − 12∇˚BDBCr−3 +O(r−4),
∂0Γ0AB = − 12DAB +O(r−1), ∂0ΓC0A = 12CACr−1 +O(r−2),
∂0Γr00 = not needed, ∂0Γ
C
rr = ∇˚Bh(1)CB r−4 +O(r−5),
∂0Γr0r =
1
2Ξr
−3 +O(r−4), ∂0ΓCrA = − 12DACr−2 +O(r−3),
∂0Γr0A = − 12 ∇˚BDABr−1 +O(r−2), ∂0ΓCAB =
[∇˚(ADB)C − 12∇˚CDAB]r−1 +O(r−2).
5 Asymptotic Expansions of the unknowns of
the CFE on N
5.1 Conformal field equations (CFE)
As indicated in the introduction, one would like to establish an existence the-
orem for the characteristic initial value problem for the vacuum Einstein equa-
tions which guarantees a “piece of a smooth I +”. This global existence prob-
lem, where one needs to control the limiting behavior near null infinity, can be
transformed into a local one via a conformal rescaling g 7→ g˜ = Θ2g, where
the conformal factor Θ has to vanish on the hypersurface I + which represents
(future) null infinity (with dΘ 6= 0 there). Henceforth we use ˜ to label objects
related to the unphysical space-time metric g˜.
The Einstein equations, regarded as equations for g˜ and Θ, become singular
wherever Θ vanishes, and are therefore not suitable to tackle the issue of proving
existence of a solution near I +. However, H. Friedrich was able to find a
representation of the vacuum Einstein equations which remains regular even
where the conformal factor vanishes, cf. e.g. [8]. These conformal field equations
(CFE) treat Θ as an unknown rather than a gauge function. Its gauge freedom
is reflected in the freedom to prescribe the curvature scalar R˜. This still leaves
the freedom to prescribe Θ on the initial surface. We shall take
Θ = 1/r = x for r > r2 (5.1)
as initial data on N . The CFE give rise to a complicated and highly overdeter-
mined system of PDEs, which, in 4 space-time dimensions, can be represented as
a symmetric hyperbolic system, supplemented by certain constraint equations.
5.1.1 Metric conformal field equations (MCFE)
There exist different versions of the CFE depending on which fields are re-
garded as unknowns. Let us first introduce the metric conformal field equations
(MCFE) [8]. Beside g˜ and Θ the unknowns are the Schouten tensor,
L˜µν =
1
2
R˜µν − 1
12
R˜g˜µν ,
the rescaled Weyl tensor,
d˜µνσ
ρ = Θ−1C˜µνσρ = Θ−1Cµνσρ ,
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and the scalar function (set ✷g˜ = g˜
µν∇˜µ∇˜ν)
s˜ =
1
4
✷g˜Θ+
1
24
R˜Θ .
The MCFE read
R˜µνσ
κ[g˜] = Θd˜µνσ
κ + 2(g˜σ[µL˜ν]
κ − δ[µκL˜ν]σ) (5.2)
∇˜ρd˜µνσρ = 0 , (5.3)
∇˜µL˜νσ − ∇˜ν L˜µσ = ∇˜ρΘ d˜νµσρ , (5.4)
∇˜µ∇˜νΘ = −ΘL˜µν + s˜g˜µν , (5.5)
∇˜µs˜ = −L˜µν∇˜νΘ , (5.6)
2Θs˜− ∇˜µΘ∇˜µΘ = 0 , . (5.7)
Equation (5.7) is a consequence of (5.5) and (5.6) if it is known to hold at one
point (e.g. by an appropriate choice of the initial data).
5.1.2 General conformal field equations (GCFE)
Consider any frame field ek = e
µ
k∂µ such that the g˜(ei, ek) ≡ g˜ik’s are constants.
The general conformal field equations (GCFE) [8] for the unknowns
eµk , Γ˜i
k
j , d˜ijk
l , L˜ij , Θ , s˜
read (from now on Latin indices are used to denote frame-components)
[ep, eq] = (Γ˜p
l
q − Γ˜qlp)el , (5.8)
e[p(Γ˜q]
i
j)− Γ˜kijΓ˜[pkq] + Γ˜[pi|k|Γ˜q]kj = δ[piL˜q]j − g˜j[pL˜q]i −
1
2
Θd˜pqj
i , (5.9)
∇˜id˜pqj i = 0 , (5.10)
∇˜iL˜jk − ∇˜jL˜ik = ∇˜lΘd˜jikl , (5.11)
∇˜i∇˜jΘ = −ΘL˜ij + sg˜ij , (5.12)
∇˜is˜ = −L˜ij∇˜jΘ , (5.13)
2Θs˜− ∇˜jΘ∇˜jΘ = 0 , (5.14)
where the Γ˜i
j
k’s denote the Levi-Civita connection coefficients in the frame ek.
Again, (5.14) suffices to be satisfied at just one point.
5.2 Asymptotic behavior of the fields appearing in the CFE
In this section we analyze the asymptotic behavior of the restriction to N of
the fields g˜µν , e
µ
k, Γ˜
σ
µν , d˜µνσ
ρ, L˜µν , Θ and s˜ and prove that they are smooth
at infinity in the metric gauge and taking (5.1) when constructed as solutions
of the constraint equations induced by the wave-map gauge reduced vacuum
Einstein equations, supposing that the initial data γ are of the form (2.15), and
the no-logs-condition (3.49) hold. As we shall show that the above fields are
smooth at I + w.r.t the ek-frame if and only if they have this property in the
coordinate frame defined by {u, x, xA}, we shall end up with the result that
(2.15) and (3.49) lead to smooth initial data for both MCFE and GCFE.
Using our previous results summarized in Section 4.7 most of the computa-
tions will be straightforward.
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5.2.1 Asymptotic behavior of the metric tensor
It follows from (4.33)-(4.34) that6
g˜00 = −x2, g˜0x = −1 , g˜0A = g˜xx = g˜xA = 0 , g˜AB = sAB +O(x) ,
i.e. g˜ has a smooth conformal completion at conformal infinity.
5.2.2 Asymptotic behavior of the Weyl tensor
Note that the rescaled Weyl tensor d˜µνσ
ρ = O(1) will be smooth at I + if
and only if the Weyl tensor is smooth at I + and vanishes there, i.e. C˜µνσ
ρ =
Cµνσ
ρ = O(x).
In vacuum we haveRµν = 0, and the Weyl tensor coincides with the Riemann
tensor,
Cµνρ
σ = Rµνρ
σ = ∂νΓσµρ − ∂µΓσνρ + ΓαµρΓσαν − ΓανρΓσαµ .
Due to its algebraic symmetries it suffices to consider the components
C0r0
0 = O(r−3) , C0rA0 = O(r−3) , C0A00 = O(r−1) ,
C0A0
B = O(r−1) , CAB00 = O(r−1) , CrAB0 = O(r−3) ,
as follows from the formulae in Section 4.7. Remarkably all the leading order
terms which would induce terms of constant order after carrying out the coor-
dinate transformation r 7→ x := 1/r cancel out, in particular those involving
some of the integration constants whose explicit values are not known,
C0x0
0 = O(x) , C0xA0 = O(x) , C0A00 = O(x) ,
C0A0
B = O(x) , CAB00 = O(x) , CxAB0 = O(x) .
(Recall that O(x) has been defined in Section 2.1.) To establish that CrAB0 =
O(r−3) rather than CrAB0 = O(r−2) one needs to employ the no-logs-condition
and is led to the geometric interpretation described in [6, Section 6.2]. No
further condition on the initial data needs to be imposed.
5.2.3 Asymptotic behavior of ∂0Θ and ∂200Θ
To compute the remaining fields on N we first need to determine the trace
of the first- and second-order u-derivative of the conformal factor Θ on N .
However, the values of Θ away from N depend on the unphysical curvature
scalar R˜, which is treated as a conformal gauge source function in the CFE [8].
We impose the gauge condition
R˜ = O(1) , ∇˜0R˜ = O(1) (5.15)
(which is no restriction since R˜ needs to be smooth at I + anyway). The Ricci
scalars of g˜ = Θ2g and g are related via
R˜ = Θ−2(R− 6Θ−1gρσ∂ρ∂σΘ+ 6Θ−1gρσΓαρσ∂αΘ) . (5.16)
6 While up to now we used the variable x = 1/r mainly as an auxiliary quantity to facilitate
the comparison of the constraint equations with the formulae in Appendix A, we shall use it
henceforth as a coordinate.
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With R = 0 that yields an ODE for ∂0Θ on N where Θ = 1/r,
R˜ = 6r2
[
− 2r
(
∂r + r
−1 +
r
2
|σ|2
)
∂0Θ + |σ|2 + 1
2
r−1gAB∂0gAB
]
= −12r3
(
∂r + r
−1 +O(r−3)
)
∂0Θ+O(r−1) . (5.17)
Employing (5.15) it takes the form
r∂r∂0Θ+ [1 +O(r−2)]∂0Θ = O(r−2) . (5.18)
Appendix A tells us (with λ = ℓˆ = 1) that the asymptotic expansion does not
contain logarithmic terms and is of the form
∂0Θ = O(r−1) = O(x) . (5.19)
The second-order u-derivative of the conformal factor can be computed as
follows: From (5.16) we deduce with ∂0R = 0 that
∂0R˜ = 6∂0(Θ−3gρσΓαρσ∂αΘ−Θ−3gρσ∂ρ∂σΘ)
= −3rR˜∂0Θ− 12r3
(
∂r + r
−1 +O(r−3)
)
∂200Θ+O(1) .
Taking the gauge condition (5.15) into account this ODE for ∂200Θ becomes
r∂r∂200Θ+ [1 +O(r−2)]∂200Θ = O(r−2) , (5.20)
which is of the same form as (5.19). Hence
∂200Θ = O(r−1) = O(x) . (5.21)
5.2.4 Asymptotic behavior of the Christoffel symbols
We have computed the restriction to N of the Christoffel symbols in adapted
null coordinates (u, r, xA) by imposing the metric gauge condition, cf. Sec-
tion 4.7. Using the well-known behavior of Christoffel symbols under coordinate
transformations we determine their asymptotic behavior in the (u, x = 1/r, xA)-
coordinates,
Γ000 = 0 , Γ
x
xx = −2x−1 +O(x) ,
Γ00x = O(x) , ΓxxA = O(x) ,
Γ00A = O(x) , ΓxAB = (sAB + 12DAB)x+O(x2) ,
Γ0xx = 0 , Γ
C
00 = 0 ,
Γ0xA = 0 , Γ
C
0x = O(x) ,
Γ0AB = −x−1sAB +O(1) , ΓC0A = 12DACx+O(x2) ,
Γx00 = 0 , Γ
C
xx = 0 ,
Γx0x = O(x3) , ΓCxA = −δACx−1 +O(1) ,
Γx0A = O(x3) , ΓCAB = Γ˚CAB +O(x) .
We compute the trace of the Christoffel symbols on N associated to the
unphysical metric g˜. The transformation law for Christoffel symbols under a
conformal rescaling g 7→ Θ2g of the metric reads,
Γ˜ρµν = Γ
ρ
µν +
1
Θ
(
δ ρν ∂µΘ+ δ
ρ
µ ∂νΘ− gµνgρσ∂σΘ
)
, (5.22)
37
which yields on N , where Θ = x and ∂0Θ = O(x),
Γ˜000 = O(1) , Γ˜00x = O(x) , Γ˜00A = O(x) , Γ˜0xx = 0 , Γ˜0xA = 0 ,
Γ˜0AB = O(1) , Γ˜x00 = O(x2) , Γ˜x0x = O(x) , Γ˜x0A = O(x3) ,
Γ˜xxx = O(1) , Γ˜xxA = O(x) , Γ˜xAB = O(1) , Γ˜C00 = 0 , Γ˜C0x = O(x) ,
Γ˜C0A = O(1) , Γ˜Cxx = 0 , Γ˜CxA = O(1) , Γ˜CAB = O(1) .
The Christoffel symbols are smooth without any further restrictions on γ.
5.2.5 Asymptotic behavior of the Schouten tensor
From now all tensors will be expressed in terms of the coordinates (u, x, xA).
We compute the Schouten tensor L˜µν =
1
2 R˜µν − 112 R˜g˜µν , restricted to N , for
the conformally rescaled metric g˜ = Θ2g. The transformation law for the Ricci
tensor under conformal rescalings of the metric reads,
L˜µν = Lµν −Θ−1(∂µ∂νΘ− Γαµν∂αΘ) + 2Θ−2(∂µΘ∂νΘ)˘ . (5.23)
With Lµν = 0 we obtain on N
L˜µν = 2x
−2∂µΘ ∂νΘ− x−1∂µ∂νΘ+ (x−1Γ0µν + gµν)∂0Θ+ x−1Γxµν −
1
2
x2gµν .
Assuming (5.15), so that (5.19) and (5.21) hold, we find
L˜00 = 2x
−2∂0Θ ∂0Θ− ∂0Θ + 1
2
x2 − x−1∂200Θ = O(1) ,
L˜0x =
1
2
− ∂x(x−1∂0Θ) +O(1)∂0Θ+O(x2) = O(1) ,
L˜0A = −x−1∂A∂0Θ+O(1)∂0Θ+O(x2) = O(1) ,
L˜xx = O(1) ,
L˜xA = O(1) ,
L˜AB = O(x−1)∂0Θ+O(1) = O(1) ,
We conclude that the trace of the Schouten tensor on N is smooth at conformal
infinity.
5.2.6 Asymptotic behavior of the function s˜
Let us determine the asymptotic behavior of the function s˜ ≡ 14✷g˜Θ + 124 R˜Θ
on N . Using (5.16) with R = 0 and (5.22) we find that
s˜ =
1
4
x−2gµν∂µ∂νΘ − 1
4
x−2gµν Γ˜κµν∂κΘ+
1
24
R˜x
=
1
24
x−1R+
1
4
x−2gµν(Γαµν − Γ˜αµν)∂αΘ
=
1
2
x−3gαβ∂αΘ ∂βΘ ,
38
which recovers (5.6), and which yields with (5.19) that
s˜ =
1
2
x− x−1∂0Θ = O(1) , (5.24)
i.e. the function s˜ is smooth at conformal infinity.
Asymptotic behavior of the frame field
The GCFE (5.8)-(5.14) require a frame field (eµk) w.r.t which the metric tensor
is constant. In our coordinates the trace of g˜ on N looks as follows (recall that
equality is meant to hold for r > r2):
g˜ = −x2du2 − 2dudx+ g˜ABdxAdxB with g˜AB = x2gAB = O(1) .
We deduce that we may take (eµk) to be of the following form on N :
e0 = ∂u − x
2
4
∂x ,
ex = ∂x ,
eA˜ = e
A
A˜
∂A with e
A
A˜
= O(1) A˜ = 2, 3 ,
and its dual
Θ0 = du ,
Θx = dx+
x2
4
du ,
ΘA˜ = eˆA˜Adx
A with eˆA˜A = O(1) A˜ = 2, 3 .
All the relevant fields are smooth at I + w.r.t. this frame if and only if they have
this property w.r.t. the coordinate frame defined by the adapted coordinates
{u, x, xA}, which we have shown to be the case.
5.3 Main result
Consider a space-time (M , g) which admits a smooth conformal completion at
infinity a` la Penrose, and consider a null hypersurface N ⊂ M whose closure
in the conformally completed space-time M ∪I + is smooth and meets I + in
a smooth spherical cross-section. It follows from the considerations in [11], cf.
[7], that then one can introduce Bondi coordinates near N ∩I + w.r.t. which
N intersects I + at the surface {u = 0}, and in which all the fields appearing
in the CFE are smooth at I + in the sense of Definition 2.1.
The existence of adapted null coordinates in which the unknowns of the CFE
are smooth at I + is thus a necessary condition for the existence of a space-time
which admits a smooth conformal completion a` la Penrose. We are led to the
following result:
Theorem 5.1 A necessary-and-sufficient condition for the restrictions to N
of all the fields appearing in the GCFE (5.8)-(5.14), or the MCFE (5.2)-(5.7),
constructed from initial data γ = γABdx
AdxB of the form (2.15) to be smooth
at I +, is that the initial data γ satisfy the no-logs-condition (3.49) in some
(and then all) adapted null coordinate systems. In that case the metric gauge
provides a gauge choice where smoothness at I + holds.
39
Acknowledgments I am grateful to my advisor Piotr T. Chrus´ciel for many
valuable comments and suggestions, and for reading a first draft of this article.
Supported in part by the Austrian Science Fund (FWF): P 24170-N16.
A Asymptotic solutions of Fuchsian ODEs
The main object of this appendix is to justify rigorously our use of expansions as
asymptotic solutions to Einstein’s characteristic constraint equations. Smooth-
ness of these solutions at infinity is a crucial aspect of the analysis, which is why
we derive necessary-and-sufficient conditions for the asymptotic expansions to
involve no logarithmic terms. To do that we shall proceed as follows: Instead of
using r as the independent variable, we introduce x := 1/r as a new variable and
study the transformed ODE near x = 0. For this we make Taylor expansions
of the coefficients appearing in the ODE at x = 0, and write down the formal
polyhomogeneous solutions. The Borel summation lemma guarantees that there
exists a function whose polyhomogeneous expansion coincides with the formal
series. This function will be shown to approximate the exact solution around
x = 0, from which we eventually conclude that the formal polyhomogeneous
solution is in fact an expansion of the exact solution at x = 0.
To illustrate the procedure, we first show how it works for linear first-order
scalar equations in full generality. We then show how this adapts to linear first-
order systems, under conditions corresponding to those that arise in the main
text, in order to avoid an uninteresting discussion of several special cases. Every
dependence on further variables, which we assume to have compact support, will
be suppressed for convenience.
For the definition of polyhomogeneous functions we refer the reader to [7,
Appendix A].
A.1 Formal solutions
A.1.1 Scalar equation x∂xf + hf = g
We consider the ODE
x∂xf + hf = g , (A.1)
where x−ℓg = O(1), ℓ ∈ Z, and h = O(1) (which clearly includes those cases
where h has a zero of any order at x = 0) are assumed to be smooth functions
on some interval [0, x0).
We represent x−ℓg and h via their Taylor expansions at x = 0,
g ∼
∞∑
n=ℓ
gnx
n , h ∼
∞∑
n=0
hnx
n
(the symbol ∼ has been defined in Section 2.1). We define the indicial exponent
to be
λ := −h(0) = −h0 . (A.2)
When considering functions which further depend on angular variables, we will
always make the supplementary hypothesis that
h0 is angle-independent. (A.3)
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1st case: λ 6∈ Z . We make the ansatz
f ∼ xλ
∞∑
n=ℓ
f
(0)
n+λx
n +
∞∑
n=ℓ
f (1)n x
n =: xλf (0) + f (1) . (A.4)
Here we use f (a) as short form for the corresponding formal power series (in
Section A.2 we shall use Borel summation to obtain a proper function from
these formal expansions). In the course of this appendix it will become clear
that any solution of (A.1) admits an expansion of the form (A.4), so this ansatz
is not restrictive. It follows from (A.1) that f (1) needs to satisfy for any N ∈ N
N∑
n=ℓ
nf (1)n x
n +
N∑
n=ℓ
n−ℓ∑
k=0
hkf
(1)
n−kx
n =
N∑
n=ℓ
gnx
n + o(xN )
⇐⇒ (n− λ)f (1)n = gn −
n−ℓ∑
k=1
hkf
(1)
n−k for n = ℓ, ℓ+ 1, . . . (A.5)
Since n − λ 6= 0 by assumption, this defines a unique formal solution f (1) by
solving the equations hierarchically. The formal series f (0) needs to satisfy
xλ
N∑
n=ℓ
(λ + n)f
(0)
n+λx
n + xλ
N∑
n=ℓ
n−ℓ∑
k=0
hkf
(0)
n−k+λx
n = o(xλ+N )
⇐⇒ nf (0)n+λ = −
n−ℓ∑
k=1
hkf
(0)
n−k+λ for n = ℓ, ℓ+ 1, . . . (A.6)
We observe that f
(0)
n+λ = 0 for n < 0, while f
(0)
λ can be chosen arbitrarily. Once
this has been done, (A.6) determines the higher-order coefficients. Hence, our
ansatz leads to a formal solution, where f
(0)
λ can be thought of as represent-
ing the integration constant, or function if angular variables are involved. For
convenience we will just speak of an integration constant in what follows.
2nd case: λ ∈ Z . We start with the (again non-restrictive) ansatz
f ∼
∞∑
n=ℓˆ
f (0)n x
n + log x
∞∑
n=ℓˆ
f (1)n x
n =: f (0) + f (1) log x , (A.7)
where we have set ℓˆ := min(λ, ℓ). Inserting (A.7) into (A.1) yields
logx
N∑
n=ℓˆ
nf (1)n x
n +
N∑
n=ℓˆ
f (1)n x
n + log x
N∑
n=ℓˆ
n−ℓˆ∑
k=0
hkf
(1)
n−kx
n +
N∑
n=ℓˆ
nf (0)n x
n
+
N∑
n=ℓˆ
n−ℓˆ∑
k=0
hkf
(0)
n−kx
n =
N∑
n=ℓˆ
gnx
n + o(xN log x)
⇐⇒ (n− λ)f (1)n +
n−ℓˆ∑
k=1
hkf
(1)
n−k = 0 (A.8)
and f (1)n + (n− λ)f (0)n +
n−ℓˆ∑
k=1
hkf
(0)
n−k = gn for any n ≥ ℓˆ . (A.9)
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If n = ℓˆ, (A.8) is understood as (ℓˆ − λ)f (0)
ℓˆ
= 0, for ℓˆ ≤ n < λ it leads
to f
(1)
n = 0. Then (A.9) with ℓˆ ≤ n < λ determines the coefficients f (0)n . If
n = λ (A.8), holds automatically, while (A.9) determines f
(1)
λ . The coefficient
f
(0)
λ can always be chosen arbitrarily. Once this has been done, all coefficients
f
(1)
n and f
(0)
n with λ > n are determined by the (A.8) and (A.9), respectively.
This way we obtain a formal solution with one free parameter, f
(0)
λ , which can
be regarded as integration constant.
These considerations also reveal that the formal solution (A.7) contains no
logarithmic terms if and only if f
(1)
λ = 0 or, equivalently,
λ−ℓˆ∑
k=1
hkf
(0)
λ−k = gλ . (A.10)
Indeed the vanishing of f
(1)
λ enforces by (A.8) that all the f
(1)
n ’s are zero for
n > λ as well, while those with n < λ have to vanish anyway. Note that
(A.10) is in fact a condition relating h and g, since the f
(0)
λ−k’s are determined
hierarchically from (A.9) (with f
(1)
n = 0), it does not depend on the boundary
conditions as captured by the integration constant.
A.1.2 ODE-system x∂xf + hf = g
Let us now consider a first-order linear ODE-system,
x∂xf + hf = g , (A.11)
where h = O(1) ∈ Mat(n, n) and g = O(xℓ), ℓ ∈ Z. The components of
h and x−ℓg are assumed to be smooth functions on the interval [0, x0). For
convenience, and because it suffices for our purposes, we focus on the case
n = 2. Only at some points we add a comment how the general case looks like.
Again, we represent x−ℓg and h via their Taylor expansions at x = 0,
g ∼
∞∑
n=ℓ
gnx
n , gn ∈ R2 , h ∼
∞∑
n=0
hnx
n , hn ∈Mat(2, 2) .
There exists a change of basis matrix T ∈ GL(2) such that Th0T−1 =: hJ0
adopts Jordan normal form. Hence, it suffices to study the system
x∂xTf +
[
hJ0 +
∞∑
n=1
ThnT
−1xn
]
Tf = Tg ,
or, by relabeling the symbols,
x∂xf +
( ∞∑
n=0
hnx
n
)
f = g , (A.12)
with either
h0 =
(−λ1 0
0 −λ2
)
or h0 =
(−λ 1
0 −λ
)
. (A.13)
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We mentioned that a dependence on additional variables is permitted. However,
as in the scalar case, we assume
the indicial matrix h0 is angle-independent, (A.14)
and thus is a truly constant matrix. In addition, since this covers all cases we
are interested in with regard to the main text, we assume that
λ, λi ∈ Z . (A.15)
1st case: h0 =
(−λ1 0
0 −λ2
)
. W.l.o.g. we assume λ1 ≤ λ2. Furthermore,
we define
ℓˆ := min(λ1, ℓ) .
We make the ansatz (again, later on it will be shown that any solution of (A.11)
admits an expansion of the form (A.16))
fi ∼
2∑
k=0
logk x
∞∑
n=ℓˆ
(f
(k)
i )nx
n =: f
(0)
i + f
(1)
i log x+ f
(2)
i log
2 x , (A.16)
where the symbols appearing in this definition are to be understood in the same
way as above. The upper index in brackets displays the order of the log term.
Whenever useful, the coefficients f
(a)
k with k < ℓˆ are defined as to be zero.
We insert (A.16) into (A.12). The coefficients need to satisfy the following
set of equations (for n ≥ ℓˆ):
(1) (n− λi)(f (2)i )n + Fi[(f (2))k, k < n] = 0 , i = 1, 2 ,
(2) 2(f
(2)
i )n + (n− λi)(f (1)i )n +Gi[(f (1))k, k < n] = 0 , i = 1, 2 ,
(3) (f
(1)
i )n + (n− λi)(f (0)i )n +Hi[(f (0))k, k < n] = (gi)n , i = 1, 2 ,
where Fi, Gi and Hi are multi-linear functions of the indicated quantities. The
explicit form of Hi, which will be needed later on, is
Hi =
n−ℓˆ∑
k=1
[
hk(f
(0))n−k
]
i
, (A.17)
analogously for the other functions. Note that Hi generally depends on both
components of f (0) since there is no need for the hk’s, k ≥ 1, to be diagonal.
A solution to the equations (1)-(3) can be constructed as follows: We describe
the case λ1 < λ2, the case λ1 = λ2 can be treated similarly.
n < λ1 : We have to choose (f
(2)
i )n = 0 and (f
(1)
i )n = 0 to fulfill (1) and (2).
The coefficients (f
(0)
i )n will be generally non-zero and are determined by (3).
n = λ1 : Choose (f
(2)
i )λ1 = 0 and (f
(1)
2 )λ1 = 0. The first component of (2)
(i.e. the one with i = 1) is automatically satisfied, while the first component of
(3) determines (f
(1)
1 )λ1 . The coefficient (f
(0)
1 )λ1 is free to choose, while (f
(0)
2 )λ1
follows from the second component of (3) (the one with i = 2).
λ1 < n < λ2 : (1) still requires (f
(2)
i )n = 0. The coefficients (f
(1)
i )n are
determined by (2), while the (f
(0)
i )n’s are determined by (3).
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n = λ2 : Set (f
(2)
1 )λ2 = 0. The second component of (1) holds automat-
ically, no matter what the value of (f
(2)
2 )λ2 is. The coefficient (f
(1)
1 )λ2 is de-
termined by the first component of (2). The coefficient (f
(2)
2 )λ2 follows from
(2). The coefficient (f
(1)
2 )λ2 is determined by the second component of (3). The
coefficient (f
(0)
1 )λ2 follows from (3), while (f
(0)
2 )λ2 can be chosen arbitrarily.
n > λ2 : All coefficients (f
(j)
i )n = 0 are determined by (1)-(3).
We remark that for λ1 = λ2 the coefficients which can be viewed as integra-
tion constants are (f
(0)
i )λ, i = 1, 2. Moreover, this case implies f
(2) = 0.
Consequently, the ansatz (A.16) leads to a formal solution of (A.12) with
two free parameters, which can be considered as integration constants (f
(0)
i )λi .
In fact a similar ansatz, namely
fi ∼
N∑
k=0
∞∑
n=ℓˆ
(f
(k)
i )nx
n logk x , (A.18)
leads to a formal solution of the corresponding N -dimensional system with h0 =
diag(−λ1, . . . ,−λN). The integration constants can be identified with (f (0)i )λi .
Logarithmic terms do not appear in (A.16) if and only if
λi−ℓˆ∑
k=1
[hk(f
(0))λi−k]i = (gi)λi , i = 1, 2 . (A.19)
Here one has to distinguish two cases: If
(A.19) is independent of (f
(0)
1 )λ1 , (A.20)
then (A.19) is, as in the scalar case, a condition involving exclusively g and
h, i.e. it just concerns the equations itself and is independent of the boundary
conditions. In particular this case occurs for λ1 = λ2. Otherwise the appearance
of log terms depends on the value of the integration constant (f
(0)
1 )λ1 .
2nd case: h0 =
(−λ 1
0 −λ
)
. We use the same ansatz (A.16) as in the 1st
case, and with ℓˆ := min(λ, ℓ). We insert this ansatz into (A.12) to end up with
the following relations among the coefficients (n ≥ ℓˆ):
(1) (n− λ)(f (2)i )n + δ1i(f (2)2 )n + Fi[(f (2))k, k < n] = 0 , i = 1, 2,
(2) 2(f
(2)
i )n + (n− λ)(f (1)i )n + δ1i(f (1)2 )n +Gi[(f (1))k, k < n] = 0 , i = 1, 2,
(3) (f
(1)
i )n + (n− λ)(f (0)i )n + δ1i(f (0)2 )n +Hi[(f (0))k, k < n] = (gi)n , i = 1, 2,
where Fi, Gi and Hi are again multi-linear functions of the indicated quantities
whose explicit formulae look similar to (A.17). We describe how one obtains a
solution of these equations:
n < λ : All coefficients are determined by (1)-(3), in particular (f
(1)
i )n =
(f
(2)
i )n = 0.
n = λ : Equation (1) is fulfilled iff (f
(2)
2 )λ = 0. The second component of
(2) holds since we have chosen (f
(2)
2 )λ = 0. The first component of (2) enforces
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2(f
(2)
1 )λ + (f
(1)
2 )λ = 0. In order to satisfy the second component of (3) the yet
unspecified (f
(1)
2 )λ (equivalently (f
(2)
1 )λ) has to be chosen such that
(f
(1)
2 )λ +H2[(f
(0))k, k < λ] = (g2)λ , (A.21)
whatever is taken for (f
(1)
1 )λ and (f
(0)
2 )λ. The first component of (3) can be
fulfilled by an appropriate choice of (f
(1)
1 )λ, and is independent of (f
(0)
1 )λ,
(f
(1)
1 )λ + (f
(0)
2 )λ +H1[(f
(0))k, k < λ] = (g1)λ . (A.22)
n > λ : All coefficients (f
(j)
i )n are uniquely determined by (1)-(3).
This way we get a formal solution for any choice of (f
(0)
i )λ, i = 1, 2, which
may be regarded as representing the integration constants.
The above algorithm shows that, in the current setting, logarithms are absent
if and only if
(f
(1)
i )λ = 0 . (A.23)
According to (A.21), (f
(1)
2 )λ vanishes iff H2[(f
(0))k, k < λ] = (g2)λ, i.e. iff h
and g satisfy appropriate relations. However, (A.22) shows that the vanishing
of (f
(1)
1 )λ depends on the integration constant (f
(0)
2 )λ, i.e. on the boundary
conditions, and thus cannot be guaranteed to hold generally. Only specific
boundary data lead to solutions without logarithmic terms.
A.2 Borel summation
We have seen that there exist formal solutions of the ODE x∂xf + hf = g (in
one or two dimensions) of the form
fformal = κ
(0)f (0) + κ(1)f (1) + κ(2)f (2) , κ(i) ∈ {log x, log2 x, xλ, 0, 1} ,(A.24)
where the form of κ(i) depends on the specific value of the indicial exponent λ.
However, in any case all the f (i)’s are formal power series. We can therefore
appeal to the Borel Summation Lemma (see, e.g., [4, Appendix D]) which states
that for every formal power series f one can find a smooth function fˆ whose
Taylor expansion, around x = 0 say, coincides with f . Applied to our case that
means that there are smooth functions fˆ (i), i = 0, 1, 2, such that
fˆ := κ(0)fˆ (0) + κ(1)fˆ (1) + κ(2)fˆ (2) ∼ fformal . (A.25)
Finally we emphasize that the integration constants are (f (0))λ in the scalar
case, and (f
(0)
i )λi or (f
(0)
i )λ, respectively, in the 2-dimensional case, so that the
corresponding expansion coefficients of fˆ can be specified arbitrarily. This will
be crucial for the subsequent argument.
A.3 Approximation of the exact solution
In the final step we will show that fˆ approximates the exact solution f to
arbitrary high order in x; equivalently, they have the same polyhomogeneous
expansions. We denote by c (possibly supplemented by some index) a generic
positive constant, while C is supposed to be a constant with a specific value. If
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angular variables are involved c and C will still supposed to be constant. We
consider the ODE
x∂xf + hf = g , h = O(1) ∈Mat(n, n) , 0 < x < x0 , (A.26)
where, as before, the components of h and x−ℓg are smooth functions on [0, x0).
Set
gˆ := x∂xfˆ + hfˆ . (A.27)
By construction of fˆ the Taylor expansion of g − gˆ at x = 0 is zero,
δg := g − gˆ ∼ 0 , i.e. (A.28)
∀ N ∈ N ∃ c(N) > 0 : ‖δg‖ ≤ c(N)xN ∀ x < x0 , (A.29)
where ‖ · ‖ :=
√
〈·, ·〉. Set δf := f − fˆ , then
x∂xδf + hδf = δg . (A.30)
We want to show that for a given f we can adjust the initial conditions of fˆ
(equivalently, of the formal solution), such that δf is a solution of the ODE and
satisfies ‖δf‖ ≤ c(N)xN for all N . We find
|x∂x‖δf‖2| = 2| 〈δf, x∂xδf〉 | = 2| 〈δf, δg − hδf〉 |
≤ 2| 〈δf, δg〉 |+ 2| 〈δf, hδf〉 | ≤ (1 + 2‖h‖)‖δf‖2 + ‖δg‖2 .
Setting ψ := ‖δf‖2, we thus have
±x∂xψ ≤ (1 + 2‖h‖)ψ + ‖δg‖2
=⇒ ±∂x(χ±1ψ) ≤ ‖δg‖
2
x
χ±1 ,
where
χ := exp
(∫ x0
x
1 + 2‖h‖
y
dy
)
.
The function χ satisfies the inequality (with h0 ≡ h(0))
χ ≤ exp
(∫ x0
x
1 + 2‖h0‖
y
dy
)
· exp
(
2
∫ x0
x
‖h− h0‖
y
dy︸ ︷︷ ︸
=:χˆ=O(1)
)
= x−µxµ0 χˆ , (A.31)
where
µ := 1 + 2‖h0‖ ≥ 1 ,
and χˆ > 0 is a smooth function bounded away from zero in [0, x0),
χˆ±1 ≤ c (A.32)
=⇒ ±∂x(χ±1ψ) ≤ c ‖δg‖2x−µ0 xµ−1 ≤ c(N)xN . (A.33)
The inequality with the minus sign yields
(χ−1ψ)(x) ≤ (χ−1ψ)(x0) +
∫ x0
x
c(N)yN dy ≤ c
(A.31) & (A.32) ‘+’
=⇒ ψ ≤ cχ ≤ c x−µ
=⇒ ‖δf‖ ≤ c x−µ/2 . (A.34)
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We conclude that
‖x∂xδf + h0δf‖ = ‖δg − (h− h0)δf‖ ≤ c x−µ/2+1 . (A.35)
This leads us to the study of the ODE
x∂xf˜ + h0f˜ = g˜ (A.36)
with source g˜ fulfilling ‖g˜‖ ≤ c x1−µ/2. The general solution to this equation is
f˜(x) = x−h0xh00 f˜(x0)− x−h0
∫ x0
x
yh0−1g˜(y) dy . (A.37)
Here 1 denotes the n-dimensional identity matrix. When writing xh0 for a
matrix h0 we mean exp(h0 log x). In the following we will distinguish two cases,
depending on whether h0 can be diagonalized or not.
1st case: We assume that h0 can be diagonalized. Clearly this case includes
the 1-dim. case. In fact, let us focus for the time being on that case and return
to the general case later. Equation (A.37) then implies
|δf | ≤ c(1)x−h0 + c(2)x−h0
∫ x0
x
yh0−1(|δg|+ c(3)y|δf |)dy
(A.34)
≤ c(1)x−h0 + c(2)x−h0
∫ x0
x
yh0−µ/2dy .
Replacing µ by a slightly larger number if necessary, we may assume w.l.o.g.
h0 − µ/2 6= −1. Then
|δf | ≤ c(1)x−h0 + c(2)x−h0
[
yh0−µ/2+1
h0 − µ/2 + 1
]x0
x
= c(1)x−h0 + c(2)x−µ/2+1 .
Suppose that µ/2− 1 < h0, then the inequality |δf | ≤ c x−h0 follows. If µ/2−
1 > h0, we can merely conclude |δf | ≤ c x−µ/2+1. However, this improves the
estimate in (A.34) by a factor x. Repeating the whole procedure k-times until
µ/2− 1− k < h0 we finally end up with the estimate
|xh0δf | ≤ c for all x ∈ (0, x0) ,
which is independent of the specific relation between µ and h0. Since
|∂x(xh0δf)| = xh0−1|x∂xδf + h0δf | = xh0−1|δg − (h− h0)δf | ≤ c ,
xh0δf can be continued to a continuous function on [0, x0). Hence, multiplying
(A.37) (with f˜ = δf) by xh0 , we observe that δF := xh0δf is continuous even
at x = 0. Performing the limit x0 → 0, we find
δF = C +
∫ x
0
yh0−1(δg − (h− h0)δf) dy
=⇒ ∂xδF = xh0−1δg − h− h0
x
xh0δf ,
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for a suitable constant C. We read off that the function δF is in fact continuously
differentiable at x = 0. Then, by Taylor’s theorem,
δF = (∂xδF )0 +O(x) = C +O(x)
=⇒ δf = x−h0C +O(x1−h0 ) .
Recall that in the polyhomogeneous expansion of fˆ the coefficient fˆ
(0)
λ , with
λ ≡ −h0, can be chosen freely. We choose it such that δfλ ≡ (x−λδf)0 vanishes,
leading to
δf = x−h0
∫ x
0
yh0−1(δg −O(y)δf) dy (A.38)
=⇒ |δf | ≤ c x−h0+1 . (A.39)
Inserting (A.39) into (A.38) improves the estimate in each step by a factor of x.
Repeating this as many times as necessary (there is no disturbing term anymore
which is proportional to x−h0 and prohibits the improvement of the estimate),
we eventually end up with the desired result,
|δf | ≤ c(N)xN for all N , i.e. δf ∼ 0 . (A.40)
When dealing with higher-dim. systems we can proceed in a similar manner
(note that we have derived the formal solution only for λi ∈ Z). We give
a sketch. Denote by −λ1, . . . ,−λn the eigenvalues of h0 and assume w.l.o.g.
λ1 ≤ · · · ≤ λn. Equation (A.37) provides the estimate (for g˜ = δg− (h− h0)δf)
|δfi| ≤ c(1)xλi + c(2)xλi
∫ x0
x
y−λi−1(|δgi|+ c(3)y‖δf‖)dy . (A.41)
Note that the integrand depends on ‖δf‖ and not just on |δfi|, because the
higher-order terms in the expansion of h do not need to be diagonal.
Again we assume without restriction µ/2+λi 6= 1. We conclude from (A.34)
and (A.41) that if µ/2−1 < −λ1 then |δf1| ≤ c xλ1 . Otherwise |δfi| ≤ c x−µ/2+1
for all i, and thus ‖δf‖ ≤ c x−µ/2+1. This can be repeated until µ/2− 1− k1 <
−λ1, which means |δf1| ≤ c xλ1 . By adjusting the initial conditions via the
integration constant (fˆ
(0)
1 )λ1 appearing in the expansion of fˆ one achieves that
the λ1-th order term in the polyhomogeneous expansion of δf1 vanishes. Then
one proceeds in the same way until µ/2 − 1 − k2 < −λ2. To continue this
process the integration constant (fˆ
(0)
2 )λ2 has to be chosen suitably. And so
on. Eventually one obtains ‖δf‖ ≤ c xλn+1 and a formula analog to (A.38) for
higher dimensions. One then straightforwardly establishes the desired estimate,
‖δf‖ ≤ c(N)xN for all N , i.e. δf ∼ 0 . (A.42)
2nd case: It remains to deal with the case where h0 cannot be diagonalized.
For reasons of simplicity we restrict attention again to the two-dimensional case.
The matrix h0 can be brought into Jordan normal form:
h0 =
(−λ 1
0 −λ
)
. (A.43)
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Note that we have derived the formal solution only for λ ∈ Z, which we assume
here, as well. First, we compute xh0 ,
xh0 ≡ eh0 log x ≡
∞∑
m=0
hm0 log
m x
m!
= x−λ
(
1 log x
0 1
)
.
From equation (A.37) we find
δf(x) = xλx−λ0
(
1 log(x0/x)
0 1
)
δf(x0)−xλ
∫ x0
x
y−λ−1
(
1 log(y/x)
0 1
)
g˜(y) dy .
(A.44)
The second component of δf , δf2, fulfills the integral equation
δf2(x) = x
λx−λ0 δf2(x0)− xλ
∫ x0
x
y−λ−1g˜2(y) dy . (A.45)
Recall that g˜i ≡ δgi− [(h−h0)δf ]i. As before, we may assume w.l.o.g. µ/2−1 6=
−λ, and deduce
|δf2| ≤ c(1)xλ + c(2)xλ
∫ x0
x
y−λ−1(|δg2|+ c(3)y‖δf‖)dy
≤ c(1)xλ + c(2)x−µ/2+1 (A.46)
by using (A.34). Next, we consider the first component of (A.44), which, once
we have an estimate for δf2, supplies one for δf1:
δf1(x) = x
λx−λ0 [δf1(x0) + log(x0/x)δf2(x0)]
−xλ
∫ x0
x
y−λ−1 [g˜1(y) + g˜2(y) log(y/x)] dy
= −δf2(x) log x+ xλx−λ0 [δf1(x0) + log x0δf2(x0)]
−xλ
∫ x0
x
y−λ−1 [g˜1(y) + g˜2(y) log y] dy . (A.47)
That yields (w.l.o.g. we assume x0 < 1)
|δf1(x)| ≤ |δf2(x) log x|+ c(1)xλ − c(2)xλ
∫ x0
x
‖δf‖ y−λ log y dy . (A.48)
The estimate (A.34) supplemented by the one for |δf2|, (A.46), implies
|δf1(x)| ≤ |δf2 log x|+ c(1)xλ +
∣∣∣xλ[y−λ−µ/2+1(c(2) + c(3) log y)]x0
x
∣∣∣
≤ c(1)xλ| log x|+ c(2)x−µ/2+1| log x| .
If µ/2 − 1 < −λ we are immediately led to |δf2(x)| ≤ c xλ and |δf1(x)| ≤
c xλ| log x|, whence ‖δf‖ ≤ cxλ| log x|.
If the reverse inequality holds, we find |δf2(x)| ≤ c x−µ/2+1 and |δf1(x)| ≤
c x−µ/2+1| log x|. Combined, that gives ‖δf(x)‖ ≤ c x−µ/2+1| log x|. Repeating
this procedure k-times as long as µ/2−k > 1−λ the estimates for δfi improve in
each round by a factor of x, accompanied possibly by the appearance of higher
order powers of log x,
|δf2(x)| ≤ c x−µ/2+k| log x|k−1 , |δf1(x)| ≤ c x−µ/2+k| log x|k ,
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with k a positive integer. Anyway, the log terms do not cause any troubles here,
because as soon as k > µ/2 + λ− 1 becomes true, the inequalities
|δf2| ≤ cxλ , |δf1| ≤ cxλ| log x| =⇒ ‖δf(x)‖ ≤ c xλ| log x| (A.49)
replace the estimates with µ. This is owing to the fact that a term of the form
xq, q > 0, kills any log term, xq logm x→ 0 if x→ 0.
We proceed in a similar way as above to show that one can improve the
estimates by adjusting the integration constants contained in fˆ . Recall that
δF2(x) := x
−λδf2(x) = x−λ0 δf2(x0)−
∫ x0
x
y−λ−1g˜2(y) dy . (A.50)
From the preceding considerations we conclude that the integrand is O(log y).
Thus we can perform the limit x→ 0. The function δF2 is continuous on [0, x0)
and we rewrite it as
δF2(x) = C +
∫ x
0
y−λ−1g˜2(y) dy = C +O(x| log x|) . (A.51)
By choosing the value of (fˆ
(0)
2 )λ appropriately (this coefficient was free to choose
in our analysis above) one achieves that C vanishes,
|δf2| ≤ c xλ+1| log x| . (A.52)
Combined with |δf1| ≤ cxλ| log x|, this inequality can be used to improve the
estimate for |δf1|: Starting from (A.48) one establishes
|δf1| ≤ cxλ (A.52)=⇒ ‖δf‖ ≤ cxλ . (A.53)
It follows from (A.47) that there exists a constant C with
lim
x→0
x−λδf1(x) = C , (A.54)
so one can perform the limit x0 → 0,
x−λδf1(x) = C − x−λδf2(x) log x+
∫ x
0
y−λ−1 [g˜1(y) + g˜2(y) log y] dy (A.55)
= C +O(x| log x|) .
We choose the (yet unspecified) value (fˆ
(0)
1 )λ in the expansion of fˆ1 such that
C vanishes. Then
|δf1| ≤ cxλ+1| log x| , (A.56)
and (A.51) yields
|δf2| ≤ cxλ+1 , (A.57)
i.e. we have improved (A.49) by a factor of x.
If we continue this process, an analysis of (cf. (A.45) and (A.47)),
δf2(x) = x
λ
∫ x
0
y−λ−1g˜2(y) dy ,
δf1(x) = −δf2(x) log x+ xλ
∫ x
0
y−λ−1 [g˜1(y) + g˜2(y) log y] dy
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reveals that the estimates improve in each step by a factor of x, and, since the
log term in δf1 does not matter in the end, we arrive at
|δfi| ≤ c(N)xN for all N ⇐⇒ ‖δf‖ ≤ c(N)xN for all N . (A.58)
Summarizing, we have proved:
Theorem A.1 Consider the linear ODE
x∂xf + hf = g on (0, x0) ,
where x−ℓg = O(1), ℓ ∈ Z, and h = O(1) are assumed to be smooth maps on
[0, x0), and where fand g have values in R or R
2, with h having values in the
space of corresponding linear maps. Let fˆ be a solution of the ODE specified by
boundary conditions, that is by a choice of the expansion coefficients fˆλ in the
scalar case, and (fˆi)λi or (fˆi)λ, respectively, in the 2-dimensional case. Denote
by gformal and hformal the Taylor expansions of g and h, respectively, at x = 0.
Then there exists a formal solution fformal of
x∂xf + hformalf = gformal ,
such that fformal is the polyhomogeneous expansion of fˆ at x = 0,
fˆ ∼ fformal .
We have further indicated that the theorem remains true in arbitrary dimensions
if h0 is a diagonal matrix with integer entries.
B Relation between κ = 0- and κ = r2|σ|2-gauge
The metric gauge turned out to be very convenient to construct data for the CFE
which are smooth at I +: Global existence and positivity of ϕ and ν0 are
implicitly contained in the gauge condition, while the no-logs-condition reduces
to a simple algebraic condition on the expansion coefficients of γ.
Using an affine parameterization, i.e. a κ = 0-gauge, we have to assume that
the initial data [γ] are chosen in such a way that the function ϕ is positive on
N and that ϕ−1 is positive on S2. These assumptions do impose geometric
restrictions on γ in that they exclude data producing conjugate points or even
space-time singularities on the initial surface. On the other hand, the gauge
choice κ = r2 |σ|2, on a light-cone say, implies that the Raychaudhuri equation
admits a global solution with all the required properties without any additional
assumptions. To resolve this “paradox” it is useful to understand in which way
a κ = r2 |σ|2-gauge is related to other choices of the r-coordinate parameterizing
the null rays generating the cone, such as affine parameterizations. A similar
problem arises for ν0, and can be resolved in the same way.
If the gauge function κ depends on the initial data, the physical/geometrical
interpretation of the parameter r (its deviation from an affine one) w.r.t. which
the γ is given, depends on γ itself. Due to this “implicit definition” of r, the
choice κ = r2 |σ|2 conceals geometric restrictions, which we want to discuss now.
We consider initial data γ˚ given in a κ˚-gauge on an initial surface N , which
we assume for definiteness to be a light-cone, and analyze under which conditions
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a transformation to a κ = r2 |σ|2-gauge is possible, by which we mean that
both solutions differ by a coordinate change only. The relevant coordinate
transformations (˚r, x˚A) 7→ (r, xA) are angle-dependent transformations of the
r-coordinate
r = r(˚r, x˚A) , xA = x˚A .
It follows from the transformation behavior of connection coefficients that
κ = Γrrr = Γ
r˚
r˚r˚︸︷︷︸
=κ˚
∂r˚
∂r
−
(
∂r˚
∂r
)2
∂2r
∂r˚2
. (B.1)
The function |σ|2 which contains partial derivatives of r (cf. (3.2)) transforms as
|σ|2(r) =
(
∂r˚
∂r
)2
|˚σ|2(˚r(r)) . (B.2)
With κ = r2 |σ|2 (B.1) becomes
∂2r
∂r˚2
− κ˚∂r
∂r˚
+
1
2
r|˚σ|2 = 0 .
We observe that r(˚r, x˚A) and ϕ˚(˚r, x˚A) satisfy the same ODE. Imposing the
boundary conditions r|˚r=0 = 0 and ∂r˚r|˚r=0 = 1, we conclude that
r(˚r, x˚A) = ϕ˚(˚r, x˚A) . (B.3)
Since gAB(r) = g˚AB(r(˚r)) the function ϕ ≡ (det gˇΣrdet s )1/4 transforms as a scalar, and
r = ϕ˚(˚r(r, xA), xA) = ϕ(r, xA) , (B.4)
as expected and required by the metric gauge.
To transform from a κ˚-gauge to a κ = r2 |σ|2-gauge one simply identifies ϕ˚
as the new r-coordinate. However, this is only possible when (˚r, x˚A) 7→ (r =
ϕ˚, xA = x˚A) defines a diffeomorphism. Globally this happens if and only if ϕ˚
is a strictly increasing function, which is equivalent to the existence of a global
solution to the Raychaudhuri equation. Another requirement on r should be
that
lim
r˚→∞
r =∞ ⇐⇒ lim
r˚→∞
ϕ˚ =∞ ⇐⇒ ϕ˚−1 > 0 .
This derivation clarifies in which way the assumptions on ϕ˚ in say a κ˚ =
0-gauge enter: Prescribing smooth data in a κ = r2 |σ|2-gauge one implicitly
excludes data violating these assumptions and thereby the existence of conjugate
points up-to-and-including conformal infinity. In this work, though, we are only
interested in those cases where ϕ˚ is strictly increasing with ϕ˚−1 > 0, in which
case a transition from a κ˚ = 0- to a κ = r2 |σ|2-gauge is always possible.
Let us take a look at the reversed direction. It follows from (B.1) and the
requirement ∂r r˚|r=0 = 1 that
r
2
|σ|2 = −
(
∂r˚
∂r
)2
∂2r
∂r˚2
=
(
∂r˚
∂r
)−1
∂2r˚
∂r2
⇐⇒ ∂r˚
∂r
= e
∫ r
0
rˆ
2
|σ|2drˆ > 0 ,
which defines a diffeomorphism. Consequently, a transformation from a κ =
r
2 |σ|2-gauge to a κ˚ = 0-gauge is possible without any restrictions.
We conclude that the metric gauge is a reasonable and convenient gauge
condition whenever the light-cone is supposed to be globally smooth.
52
References
[1] Y. Choquet-Bruhat, Un the´ore`me d’instabilite´ pour certaines e´quations
hyperboliques non line´ares, C.R. Acad. Sci. Paris 276 (1973), 281–284.
[2] Y. Choquet-Bruhat, P.T. Chrus´ciel, and J.M. Mart´ın-Garc´ıa, The Cauchy
problem on a characteristic cone for the Einstein equations in arbitrary
dimensions, Ann. Henri Poincare´ 12 (2011), 419–482.
[3] P.T. Chrus´ciel, The existence theorem for the general relativistic Cauchy
problem on the light-cone, (2012), arXiv:1209.1971 [gr-qc].
[4] P.T. Chrus´ciel, and J. Jezierski, On free general relativistic initial data on
the light cone, J. Geom. Phys. 62 (2012) 578-593.
[5] P.T. Chrus´ciel, and M.A.H. MacCallum, D. Singleton: Gravitational
Waves in General Relativity. XIV: Bondi Expansions and the “Polyho-
mogeneity” of Scri, Phil. Trans. Royal Soc. of London A 350, 113–141
(1995).
[6] P.T. Chrus´ciel and T.-T. Paetz, The many ways of the characteristic
Cauchy problem, Class. Quantum Grav. 29 (2012), 145006.
[7] P.T. Chrus´ciel, and T.-T. Paetz, Characteristic initial data and smooth-
ness of Scri. I. Framework and results, preprint (2014).
[8] H. Friedrich, Conformal Einstein Evolution, in: The Conformal Struc-
ture of Space-Time – Geometry, Analysis, Numerics, J. Frauendiener, H.
Friedrich (eds.), Berlin, Heidelberg, Springer, 2002, pp. 1–50.
[9] J. Jezierski, ‘Peeling property’ for linearized gravity in null coordinates,
Class. Quantum Grav. 19 (2002), 2463-2490.
[10] A.D. Rendall, Reduction of the characteristic initial value problem to the
Cauchy problem and its applications to the Einstein equations, Proc. Roy.
Soc. London A 427 (1990), 221-239.
[11] L.A. Tambourino, and J.H. Winicour, Gravitational fields in finite and
conformal Bondi frames, Phys. Rev. 150, 1039–1053 (1966).
[12] R.J. Torrence, andW.E. Couch, Generating fields from data on H −∪H +
and H − ∪I −, Gen. Rel. Grav. 16 (1984), 847–866.
53
