as where u(f) is some normalizing function, has been investigated by many authors. A most general limit theorem was obtained by Darling and Kac [1] , who also showed that, under suitable condition, the limit distribution must be Mittag-Leffler distribution. However, they confined themselves to the case where /(x) is nonnegative. C. Stone [5] derived a limit theorem for processes including 1 -dimensional diffusion processes with the infinitesimal generator -= --= -. It is not assumed that f (x) dm ax C is nonnegative, but it is essential that /(x) is not null-charged; \f(x)m(dx) *0.
In this paper we study the case where f(x) is null-charged. If X t is positively recurrent, the problem above can be reduced to the central limit theorem (see Tanaka [6] ). A similar problem was treated by Dobrusin [2] , who studied limit theorems for the 1 -dimensional simple random walk.
The aim of this paper is to give a limit theorem for most general processes. Contrary to the case of [1] , the limiting distribution is bilateral Mittag-Leffler distribution (for the definition, see Appendix). We also prove that, under suitable conditions, the limiting distribution must be bilateral Mittag-Leffler distribution.
To prove these theorems, we use the method of Darling and Kac; we calculate the Laplace transform of the moments of \ f(X s )ds and Jo appeal to Tauberian theorem. However, matters are more complicated since f(x) may take negative values in our case.
In section 1, we will state our theorems in a general form and we give, as an example, a limit theorem for 1-dimensional Brownian motion. Sections 2 and 3 are devoted to the proof of the theorems in section 1. In the last two sections, we apply the main theorems to symmetric stable processes and 1-dimensional diffusion processes. §L Main Theorems Let X = (X t9 P x ) be a temporally homogeneous Markov process with state space (£, ^), where £ is a locally compact Hausdorff space and 88 the Borel a-field of E. We assume there is a Radon measure v(dx) such that the transition probability p(t, x, dy) is absolutely continuous with respect to v(dy); Let us denote by G s (s>0) the Green operator of X;
for any bounded measurable function /, where
Jo
In the sequel, we assume that G s (x 9 y) has following representation;
e(x, y; s).
[Assumptions] In fact,
Hence we obtain the following;
Remark. The result in the example above can be obtained by another method. Let /(x) (=^0 a.e.) be a bounded measurable function such that xf(x) is summable and such that \f(x)dx = 0. Then
are bounded functions. By Ito's formula, we obtain
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Since G(x) is bounded, we have only to show To prove this we use the Cameron-Martin formula;
where X*. is the solution of the following stochastic differential equation;
Then using the method of C. Stone [5] , we can prove
This proves our assertion. §2. Auxialiary Results
In order to prove the theorems in section 1, we need some auxialiary results. Throughout this section we assume (A)~(D). To simplify the notations, for any measurable function u(x) defined on E, we denote sup \u(x)\lp(x) by ||u||.
xeE
Notice that lim||wj|=0 is followed by limw /J (x) = 0 for each x.
(iii) IS||GX/0)-CJi(s)ll<oo.
s-»0
Proof, (i) follows immediately from (D.3), and (ii) from (A) and (i). By the definition of g(x), we have,
GJ(fg)(x)-Ch(s) 9 yi s)f(y)g(y)v(dy).
Since where X 2 = J|/(y)|p(y)v(^) (<oo). Thus (i) is proved, and furthermore, using (i) and (2.1), (2.2), we have, (ii) IImK(jc)||<oo, n = 1,2,....
s-»0
Proof. We prove the assertion by induction. By Lemma 2.1 we have lim s ->o h(s)
Jm |GJ-0||=0.
Hence, using Lemma 2.
fim||i; 1 ||<cx) follows immediately from (A).
s-*0
Next we assume (i) and (ii) are valid for n. Then using Lemma 2.2 (ii),
K lim ||w fl -C"|| + |C|"lim ||t^-CI^O, and Now the induction is completed. Q.E.D.
As an easy corollary of Lemma 2.3, we obtain the following;
We assumed in this section (A)^(D). However we remark that Lemma 2.4 is of course valid if we assume (D') instead of (D). The proof turns out to be easier, so the details are omitted. §3. Proof of the Main Theorems Notice that the left-hand side is of course nonnegative and consequently C is nonnegative. (3.2) can be generalized easily as follows;
(see [1] ).
Since the integrand is not necessarily increasing, we cannot apply Tauberian theorem even if /;(s) varies regularly. So we have to make a detour if we want to evaluate the asymptotic behaviour of the moments of \'f(XJdi.
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Let T be a nonnegative random variable which is independent of X such that P[T>x] =e~x. Then we can rewrite (3.3) as follows; The right-hand side of (3.4) gives the n-th moment of the bilateral exponential distribution which belongs to the determinate case. Therefore (3.4) implies Consequently,
!& Then it is well known that the following hold for each s>0. 
