Abstract-The continuity property of achievable rate regions for source coding over networks is considered. We show ratedistortion regions are continuous with respect to distortion vectors. Then we focus on the continuity of lossless rate regions with respect to source distribution: First, the proof of continuity for general networks with independent sources is given; then, for the case of dependent sources, continuity is proven both in examples where one-letter characterizations are known and in examples where one-letter characterizations are not known; the proofs in the latter case rely on the concavity of the rate regions for those networks.
I. INTRODUCTION
In the point-to-point network, the entropy and rate-distortion functions are solutions to minimizing the required source coding rates. In the field of network source coding, researchers are trying to extend Shannon's result to more general networks. While complete, one-letter characterizations of the ratedistortion regions or lossless rate regions for some networks are known (for example, see [1] , [2] , [3] , and [4] ), the lossless rate regions and rate-distortion regions for source coding of i.i.d. random variables in more general networks remain entirely unsolved.
Throughout this paper, we assume that all the source sequences are drawn i.i.d. according to a known probability mass function of source vector X = (X 1 , . . . , X s ), where each X i has finite alphabet X i . We consider the continuity property of rate-distortion regions and lossless rate regions for more general networks whose lossless and rate-distortion regions are not yet known. There are two continuity properties: continuity of rate-distortion regions with respect to distortion vector and continuity of lossless regions with respect to the source distribution. A motivation behind this is when a network source coding problem is given and the source distribution is unknown, a natural way to build a good performance code is to estimate the source distribution first and then design a good performance code according to this estimate distribution. We don't want the error causes a big gap between the true regions and the estimated ones.
In Section II, we formally define network source coding problem and two objects of interest -"lossless rate region" 0 This material is based upon work partially supported by NSF Grant No. CCR-0325324 and Caltech's Lee Center for Advanced Networking.
and "rate-distortion regions". The proof of continuity of ratedistortion regions with respect to the distortion vector is given in Section III. Some types of network source coding problems whose lossless rate regions are continuous with respect to the source distribution are discussed in Section IV
II. FORMULATION
Here we define a general network source coding problem, and its lossless rate region and rate-distortion region. A multipath directed network is an ordered pair (V, E) with vertex set V and indexed edge set E. Since multiple edges between two vertices are allowed, we assign a positive integer M v,v for any distinct vertices v and v connected by an edge, to indicate the number of edges from v to v . Hence an edge set E is a subset of
we call v the tail of e and v the head of e, denoted by tail(e) and head(e) respectively. The set of edges that end at vertex v is denoted by Γ I (v) and the set of edges that begin at v is denoted by Γ O (v), i.e.,
Let G = (V, E) be a multipath directed network. A network source coding problem is defined to be a 4-tuple N = (G, s, S, T ). Here integer s is the number of source random variables, and sets S ⊆ V ×{1, . . . , s} and T ⊆ V×{1, . . . , s} describe the source availabilities and demands, respectively. That is, source i ∈ {1,. . . ,s} is available at node v ∈ V if and only if (v, i) ∈ S and node v ∈ V has to decode source j ∈ {1,. . . ,s} if and only if (v , j) ∈ T . For each v ∈ V sets I(v), J(v) ⊆ {1, 2, . . . , s} summarize v's source availabilities and demands, respectively, giving I(v) = {i : (v, i) ∈ S} and J(v) = {j : (v, j) ∈ T }. Let k denote the total number of reproduction demands, i.e., k = |J(v)|. We suppose that for each demand pair (v , j) ∈ T , there exist a pair (v, i) ∈ S such that there is a path starting from v to v .
Let X = (X 1 , . . . , X s ) be an s-dimensional random vector representing the source vector of the network source coding problem N = (G, s, S, T ) and let P X denote its probability mass function. Assume that the source coding problem described by N is supportable, meaning that for any demand (v , j) ∈ T there exists a node v ∈ V for which (v, j) ∈ S and there exists a path from v to v in G. Let X i denote the alphabet of X i for each i∈ {1, . . . , s}. We define block codes for N assuming that G is acyclic. (If the network is cyclic, we can define block codes chronologically, using the approach from [5] .)
A length-n block code C for (N , P X ) with |E|-dimensional rate vector R = (R(e)) e∈E contains a set of encoding functions F := {f e | e ∈ E} and a set of decoding functions
The encoding and decoding functions are defined as follows
(
where X j is the reproduction alphabet for X j . A rate vector R is losslessly-achievable if and only if there exists a sequence of rate-R length-n block codes {C n } The closure of the set consisting of all losslessly-achievable rate vectors is called the lossless rate region for (N , P X ), denoted by R L (N , P X ). Throughout this paper, we fix N so we simply denote by R L (P X ) the lossless rate region
, and, with a slight abuse of notation, let
be a k-dimensional vector whose components are non-negative real numbers. An |E|-dimensional non-negative real vector R is said to be D-achievable if and only if there exists a sequence of rate-R length-n block codes {C n } ∞ n=1 such that the distortion requirement is asymptotically satisfied, i.e., for any v ∈ V with J(v) = ∅ and any
The closure of the set of D-achievable rate vectors R is called the rate-distortion region for (N , P X ), denoted by
When the network and source are clear from the context, we adopt the notations R(P X , D) or R(D) for simplicity. Let M s denote the space of all joint probability distributions for s-dimensional source vector X. For every set A, we use 2 A to denote the power set of A, i.e., the set of all subsets of A. Let IR denote the set of nonnegative real numbers. Since
In this paper, we discuss the continuity of rate-distortion regions with respect to D, and of lossless rate region with respect to P X . Before explaining the term of "continuity", we introduce -close for two subsets of IR |E| + as follows. Definition 1: Let A and B be two subsets of the ndimensional Euclidean space IR n . We use ||x|| to denote the L 2 -norm of x ∈ IR n . A and B are said to be -close ( > 0) if and only if (a) For every a ∈ A, there exists
We consider the finite-alphabet source case. Let m be the alphabet size of each source random variable. We use M s (m) to denote the set of all probability distributions on {1, . . . , m} s . The reason why we fix the alphabet size is that, the continuity property apparently doesn't hold without the constraint on the alphabet size. A counterexample is that H(X), the entropy function of random variable X, is not continuous when X has countably infinite alphabets. Please see Example 1. 
III. CONTINUITY OF R(P X
Before proving the theorem, we introduce some notation. Let a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) be n-dimensional real vectors, we say that a is greater than or equal to b, denoted by a ≥ b, if and only if a i ≥ b i for all i ∈ {1, . . . , n}. For any vector a and any t > 0, a t = (a t,1 ,. . . ,a t,n ) denotes the vector such that for each i ∈ {1, . . . , n},
Proof. (of Theorem 1) We want to claim that for any > 0, there exists δ > 0 such that for any P X ∈ M s (m),
It is then easy to see that ||D − D 0 || ≤ δ and ||D − D 0 || ≤ δ. Then we have
this implies that both R(P X , D) and
and R(P X , D ) are -close. Therefore, it suffices to prove the claim. Fix > 0.
We prove the claim in the following three steps :
By convexity of R(P X , D) on D, we have
In particular,
we conclude that R(P X , D) and
We investigate the continuity of R L with respect to P X ∈ M s (m) in this section. Formally, it means that given P X ∈ M s (m), for any > 0, there exists δ > 0 such that R L (P X ) and R L (Q X ) are -close whenever ||P X − Q X || < δ, where || · || denotes the L 2 -norm in IR m . The example that follows shows that when m = ∞, the property doesn't hold.
Example 1: Let T > 0 be fixed. In this example, we show that for any arbitrarily small > 0, there always exists a finitesupport distribution P X on Z + , the set of nonnegative integers,
This shows that the entropy for the distribution P X can be arbitrarily large even if the distance of P X and the distribution of the constant 0 random variable is small.
Given any probability mass function q = (q 1 , q 2 , . . .), consider the random variable X with probability distribution p = (p 0 , p 1 , . . .) defined by
Let T = max{T, H( ) + 1}.
If we can find some q such that
then X has entropy greater than or equal to T and W H (X) = . To construct such a distribution q, let L = 2
A. Independent Sources
When sources are independent, the lossless rate region depends only on their entropies, as shown in the following theorem and corollary.
Theorem 2: Consider a network source coding problem where all the sources are independent. Let X = (X 1 , . . . , X m ) be the source vector and let R L (P X ) denote the lossless rate region for source distribution
and A (n) (Q X ) denote the typical sets with respect to P X and Q X respectively. It suffices to show
for two distributions P X1 and Q X1 such that H P ≥ H Q > 0. Given any achievable rate vector R ∈ R L (Q X1 m i=2 P Xi ). Let > 0 be arbitrarily small such that < 1/10 and < H Q . Choose a rate R-code C of length n with P X n (error) < such that
and
For any x
be the error event {error|X
Enumerate all the typical sequences x
where for each j ∈ {1, . . . , L}
Then one has
which implies that
Now since
where the unions in (4) are disjoint unions. Then
where τ (x n 1 ) = i if and only if x n 1 ∈ A i , and
So it is obvious that φ is a one-to-one function. Now construct a new code C for the source distribution 
Otherwise, we declare an error. By the construction of C , we can easily bound the error probability Q error for the source distribution
by (2) and (3). On the other hand, C has rate
Since > 0 is arbitrary, R ∈ R L (P X ).
Corollary 1:
In a fixed network source coding problem, if two distributions
The proof technic for Theorem 2 can also be applied to show that R L ( m i=1 P Xi ) is continuous with respect to the entropy vector of the independent sources X 1 , . . . , X m . Since each entropy vector H(X i ) PX i is continuous with respect to P Xi , this implies that R L ( m i=1 P Xi ) is continuous with respect to the distribution vector (P X1 , . . . , P Xm ) in the independent source case.
Theorem 3: R L (P X ) is continuous with respect to the entropy vector
Proof. It suffices to consider the case
For any achievable rate vector R ∈ R L (Q X ), let {C n } be a sequence of length-n codes of rate R such that the error probability with respect to P X tends to zero as n grows without bound. For each n and τ > 0, since
has size smaller than A 2 n(δ+2τ ) , we get a sequence of new codes {C n } of rate R + ΔR whose error probability with respect to Q X tend to zero as n grows without bound. That shows R L (P X ) and R L (Q X ) are √ m(2τ + δ)-close. This completes the proof.
B. Concavity
The so-called concavity property of R L (P X ) generalized from the concavity of the entropy function H(X) was discussed in [6] . Concavity property means that the following holds for every
Some example networks that satisfy and a counterexample network that doesn't satisfy the concavity property can be found in [6] . As we can prove continuity of H(X) by using it's concavity property (although we don't have to), we can prove the concavity property of R L by using the concavity property. We mainly show concavity implies continuity in this subsection.
By definition, R L (P X ) can be totally determined by its boundary points, namely,
where ∂R L (P X ) is the set of boundary points in R L (P X ). Furthermore, R L (P X ) can be totally determined by the subset
consisting of all the boundary points each of whose components is no larger than s log(m). That is,
We sketch the proof of (5) as follows. Let R = (R(e)) e∈E ∈ ∂R L (P X ) be a boundary point that has one component r e0 larger than s log(m). Since the encoding message on the edge e 0 in an asymptotically lossless length-n code at rate R + · 1 ( > 0 is an arbitrarily small positive number) is a function of the source vector X n , the rate on e 0 can be made no larger than the average maximal possible entropy H(X n )/n of X n which is s log(m), by letting n large enough. This implies that the rate vector R = (R(e) ) e∈E is also in R L (P X ), where
We use this fact to prove the following theorem.
Theorem 4:
If a network source coding problem satisfies the concavity property, then its lossless rate region is continuous with respect to the source distribution P X .
Proof. Given a sequence of distributions {P
X → P X . We want to show for any > 0, there exists n 0 such that R L (P (n) X ) and R L (P X ) are -close whenever n ≥ n 0 . For any > 0, choose 0 < λ < 1 such that (1 − λ)s log(m) < .
Let
Q n (x) = P (n)
X (x) − λP (x) 1 − λ for x ∈ {1, . . . , m} s . Since lim n→∞ P (n) X = P X , {Q n (x)} x is a distribution on {1, . . . , m} s when n ≥ n 1 for some n 1 . Now P (n)
Thus for any R ∈ R L (P (n) X ), there exist R 1 ∈ R L (P X ) and R 2 ∈ R L (Q n ) such that
for some boundary point R * 1 in R L (P X ). Since R * 1 is a boundary point, R * 1 ≤ s log(m) · 1, and so R + · 1 > R + (1 − λ)s log(m) · 1 ≥ R * 1 , which implies that R + · 1 ∈ R L (P X ). Thus R L (P (n) X ) + · 1 ⊆ R L (P X ) for n ≥ n 1 . On the other hand, for every R = (R(e)) e∈E ∈ ∂ * R L (P X ), by [6 
whenever n ≥ n R . Since ∂ * R L (P X ) is compact, there exists a finite collection of open sets {U Ri 
U Ri and that for all i ∈ {1, . . . , l}
By letting n 2 = max 1≤i≤l {n Ri }, we have that for any n ≥ n 2 , and any R ∈ ∂ * R L (P X ), there exists R n ∈ R such that ||R − R n || < √ m . This implies that for any R ∈ R L (P X ), there exists R n ∈ R L (P (n)
In conclusion, R L (P X ) and R L (P (n) X ) are -close whenever n ≥ n 0 = max{n 1 , n 2 }.
