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Multigrid methods for block-Toeplitz linear systems:
convergence analysis and applications
Marco Donatelli, Paola Ferrari, Isabella Furci, Stefano Serra Capizzano, Debora Sesana
Abstract
In the past decades, multigrid methods for linear systems having multilevel Toeplitz coefficient matrices
with scalar entries have been largely studied. On the other hand, only few papers have investigated the
case of block entries, where the entries are small generic matrices instead of scalars. In that case the efforts
of the researchers have been mainly devoted to specific applications, focusing on algorithmic proposals but
with very marginal theoretical results.
In this paper, we propose a general two-grid convergence analysis proving an optimal convergence rate
independent of the matrix size, in the case of positive definite block Toeplitz matrices with generic blocks.
In particular, the proof of the approximation property has not a straightforward generalization of the
scalar case and in fact we have to require a specific commutativity condition on the block symbol of the grid
transfer operator. Furthermore, we define a class of grid transfer operators satisfying the previous theoretical
conditions and we propose a strategy to insure fast multigrid convergence even for more than two grids.
Among the numerous applications that lead to the block Toeplitz structure, high order Lagrangian finite
element methods and staggered discontinuous Galerkin methods are considered in the numerical results,
confirming the effectiveness of our proposal and the correctness of the proposed theoretical analysis.
1. Introduction
We are interested in solving large positive definite linear systems arising from particular finite element
approximation of partial differential equations (PDEs) or coupled systems. As examples we consider the
quadrilateral Lagrangian finite element methods (FEM) and staggered discontinuous Galerkin (DG) methods
for the incompressible Navier-Stokes equations, see [16, 10, 11]. In these applications, when the PDE has
constant coefficients, the resulting matrices possess a natural block-Toeplitz structure, up to a low rank
correction due to boundary conditions. A block-Toeplitz matrix has a Toeplitz structure (constant entries
along the diagonals), where the entries are generic small d× d matrices instead of scalars. With reference to
the block-Toeplitz character, other possible applications are coupled systems of integro-differential equations:
whenever the discretization of each equation has a Toeplitz structure, rearranging the unknowns by a proper
permutation, the associated linear system retrieves the already mentioned block-Toeplitz structure, see
[7, 19].
After the seminal papers on multigrid methods for Toeplitz matrices investigated in [14, 3], the results
have been extended to multidimensional problems including the V-cycle convergence analysis, see [2] and
reference therein. A multigrid methods for block Toeplitz matrices has been proposed in [18] and studied in
the case of diagonal block symbol (defined below). This was then adapted and further analysed for specific
applications, like those considered in [10, 9], but the results are strictly related to the block (multilevel)
Toeplitz matrices in question. In practice, when the block symbol is not diagonal, there is still a substantial
lack of an effective projection proposal and of a rigorous convergence analysis.
The first aim of the paper is to generalize the existing convergence results in the scalar settings for
systems with coefficient matrix in the circulant algebra associated with a matrix-valued symbol. According
to the relevant literature, the classical Ruge and Stüben convergence analysis in [21] is applied in order to
split the two-grid convergence in smoothing property and approximation property. The smoothing property
is proved for damped Jacobi with the relaxation parameter chosen in an interval depending on the symbol.
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The proof of the approximation property provides a generalization of the two conditions present in the scalar
and requires a further commutativity condition on the matrix-valued symbol of the grid transfer operator.
In order to extend the results to V-cycle, we propose a measure of the ill-conditioning of the symbol at the
coarser levels in order to choose a robust grid transfer operator.
We exploit the algebra structure of circulant matrices for the theoretical analysis of the two-grid and
V-cycle algorithms, and we consider Toeplitz matrices for practical applications. This is a common approach
and it is supported by the fact that the symbol analysis for Toeplitz matrices is an algebraic generalization
of the local Fourier analysis of multigrid methods, see [8].
Finally, we present some numerical results for quadrilateral Lagrangian FEM and staggered discontinu-
ous Galerkin methods for the incompressible Navier-Stokes equations. The results confirm the theoretical
analysis proving an optimal convergence rate also for the V-cycle. Here for optimal rate we mean that the
convergence speed is linear and independent of the matrix size and often mildly depending on other relevant
parameters such as the dimensionality of the domain or the polynomial degree in the considered FEM/DG
methods.
The paper is organized as follows. In Section 2 we fix the notation and we recall the main properties of
block-circulant matrices with their main algebraic, structural, and spectral properties. In Section 3 we give
an overview on the two-grid method with a particular focus on the convergence results. In Section 4 we
briefly sketch the basic ideas for defining the projecting operators for block-circulant matrices. Convergence
analysis and optimality proof of the two-grid technique are reported in Section 5. As a conclusion of
the theoretical analysis, we define an ill-conditioning of the coarse problem in order to choose a robust
grid transfer operator for the V-cycle method. In Section 7 we study the applicability of our two-grid
and V-cycle procedures to linear systems stemming from the approximation of differential operators. In
particular, in Subsections 7.1-7.2 we will report numerical results for the Qdeg Lagrangian FEM applied to
the Poisson problem. In Subsection 7.3 we will focus instead on the matrices arising from the discretization
by staggered discontinuous Galerkin methods of the incompressible Navier-Stokes equations. Section 8
contains conclusions and discusses few issues to be considered in future works.
2. Notation
In the current section we fix the notation for matrix and function norms, matrix-valued trigonometric
polynomials, block-Toeplitz and block-circulant matrices.
2.1. Norms
Given 1 ≤ p < ∞ and a vector x ∈ Cn, we denote by ‖x‖p the p-norm of x and by | · |p the associated
induced matrix norm over Cn×n. If X is positive definite, ‖ · ‖X = |X1/2 · |2 denotes the Euclidean norm
weighted by X on Cn. Moreover, if we denote by σj(X), j = 1, . . . , n, the singular values of a matrix X ∈
Cn×n, ‖·‖1 is the so called trace-norm on Cn×n defined by ‖·‖1 =
∑n
j=1 σj(·), and ‖·‖∞ = maxj=1,...,n σj(·)
is the spectral norm. Finally, if X and Y are Hermitian matrices, then the notation X ≤ Y means that
Y −X is nonnegative definite.
2.2. Block-Toeplitz matrices
Let Md be the linear space of the complex d× d matrices and let f : Q→Md, with Q = (−π, π). We
say that f ∈ Lp(d) (resp. is measurable) if all its components fij : Q → C, i, j = 1, . . . , d, belong to Lp(d)
(resp. are measurable) for 1 ≤ p ≤ ∞.
Definition 1. Let the Fourier coefficients of a given function f , defined as f ∈ L1(d), be
fˆj :=
1
2π
∫
Q
f(θ)e−ιjθdθ ∈ Md, ι2 = −1, j ∈ Z.
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Then, the block-Toeplitz matrix associated with f is the matrix of order dn given by
Tn(f) =
∑
|j|<n
J (j)n ⊗ fˆj ,
where ⊗ denotes the (Kronecker) tensor product of matrices. The term J (j)n is the matrix of order n whose
(i, k) entry equals 1 if i− k = j and zero otherwise.
The set {Tn(f)}n∈N is called the family of block-Toeplitz matrices generated by f , that in turn is referred
to as the generating function or the symbol of {Tn(f)}n∈N.
2.3. Block-circulant matrices
In the scalar case, when d = 1, if f is a polynomial we can define the circulant matrix generated by f by
An(f) = Fn diag
i∈In
(f(θ
(n)
i ))F
H
n ,
where Fn =
1√
n
[
e−ıjθ
(n)
i
]n−1
i,j=0
, the grid points θ
(n)
i are
2πi
n and i belongs to the index range In =
{0, . . . , n− 1}. Circulant matrices form an algebra C of normal matrices.
In the block-case, d > 1, if f ∈ Md is a matrix-valued trigonometric polynomial the block-circulant
matrix generated by f is defined as
An(f) = (Fn ⊗ Id)diag
i∈In
(f(θ
(n)
i ))(F
H
n ⊗ Id),
where ⊗ is the tensor (Kronecker) product of matrices and diag
i∈In
(f(θ
(n)
i )) is the block-diagonal matrix where
the block-diagonal elements are the evaluation of f on the grid points θ
(n)
i , i ∈ In. The matrix An has size
dn× dn.
3. Two-grid method
Let An ∈ Cn×n, and xn, bn ∈ Cn. Let pkn ∈ Cn×k, k < n, be a given full-rank matrix and let us consider
a class of iterative methods of the form
x(j+1)n = Vnx
(j)
n + b˜n := V(x(j)n , b˜n), (1)
where An = Wn − Nn, Wn nonsingular matrix, Vn := In −W−1n An ∈ Cn×n, and b˜n := W−1n bn ∈ Cn. A
Two-Grid Method (TGM) is defined by the following algorithm:
TGM(V
νpre
n,pre, V
νpost
n,post, p
k
n)(x
(j)
n )
0. x˜n = Vνpren,pre(x(j)n , b˜n,pre)
1. dn = Anx˜n − bn
2. dk = (p
k
n)
Hdn
3. Ak = (p
k
n)
HAnp
k
n
4. Solve Aky = dk
5. xˆn = x˜n − pkny
6. x
(j+1)
n = Vνpostn,post(xˆn, b˜n,post)
Steps 1.→ 5. define the “coarse grid correction” that depends on the projecting operator pkn, while Step
0. and Step 6. consist, respectively, in applying νpre times and νpost times a “pre-smoothing iteration” and a
“post-smoothing iteration” of the generic form given in (1). The global iteration matrix of the TGM is then
given by
TGM(V νpren,pre, V
νpost
n,post, p
k
n) = V
νpost
n,post
[
In − pkn
(
(pkn)
HAnp
k
n
)−1
(pkn)
HAn
]
V νpren,pre.
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In the present paper, we are interested in proposing such a kind of techniques in the case where An is
a block-circulant matrix. First we recall some general convergence results from the theory of the algebraic
multigrid method given in [21]. For the optimality proof of TGM we need the following result, see [21,
Theorem 5.2] and [2, Remark 2.2].
Theorem 1. Let An be a positive definite matrix of size n and let Vn be defined as in the TGM algorithm.
Assume
(a) ∃αpost > 0 : ‖Vn,postxn‖2An ≤ ‖xn‖2An − αpost‖xn‖2A2n , ∀xn ∈ C
n,
(b) ∃γ > 0 : miny∈Ck ‖xn − pkny‖22 ≤ γ‖xn‖2An , ∀xn ∈ Cn.
Then γ ≥ αpost and
‖TGM(I, V νpostn,post, pkn)‖An ≤
√
1− αpost/γ.
Conditions (a) and (b) are usually called “smoothing property” and “approximation property”, respec-
tively.
Since αpost and γ are independent of n, if the assumptions of Theorem 1 are satisfied, then the resulting
TGM is not only convergent but also optimal. In other words, the number of iterations in order to reach
a given accuracy ǫ can be bounded from above by a constant independent of n (possibly depending on the
parameter ǫ).
Of course, if the given method is complemented with a convergent pre-smoother, then by the same
theorem we get a faster convergence. In fact, it is known that for square matrices A and B the spectra of
AB and BA coincide.
Therefore TGM(V
νpre
n,pre, V
νpost
n,post, p
k
n) and TGM(I, V
νpre
n,preV
νpost
n,post, p
k
n) have the same eigenvalues so that
‖TGM(V νpren,pre, V νpostn,post, pkn)‖An = ‖TGM(I, V νpren,preV νpostn,post, pkn)‖An
≤
√
1− αnewpost/γ ≤
√
1− αpost/γ,
and hence the presence of a pre-smoother can only improve the convergence.
4. Projecting operators for block-circulant matrices
The choice the prolongation and restriction operators in order to validate the approximation condition
is crucial for TGM convergence and optimality. In the current section, we define the structure of projecting
operators pkn for the block-circulant matrix An(f) generated by a trigonometric polynomial f : Q→Md.
On the one hand, pkn projects the problem into a coarser one, “cutting” the matrix An(f), on the other
hand the “cut” and projected matrix should maintain the same structure and the properties of An(f). Hence,
as projector pkn we choose the product between a matrix An(p) in the algebra, where p is a trigonometric
polynomial, and a cutting matrix KTn ⊗ Id (Kn defined in Table 1).
The equality in Table 1 line 5 plays a basic role in maintaining the matrix algebra structure on subgrids,
as we will see in Proposition 1. We note that, from the definition of k in Table 1, n must be even. We are
left to determine the conditions to be satisfied by An(p) (or better by its generating function p), in order to
get a projector which is effective in terms of convergence.
4.1. TGM conditions
Let AN = An(f), N = N(d, n) = dn, with f matrix-valued trigonometric polynomial, f ≥ 0, and let
pkn = An(p)(KTn ⊗ Id) with p matrix-valued trigonometric polynomial. Define Θ0 as the set of points θ such
4
Object Definition in the circulant algebra
n 2t
k n2 = 2
t−1
Kn


1 0
1 0
. . .
. . .
1 0


k×n
In,2 [Ik|Ik]k×n
KnFn
1√
2
FkIn,2
pkn An(p)(KTn ⊗ Id)
Table 1: Dimensions, cutting operators and relations in the case d = 1, N = dn and K = dk.
that λj(f(θ)) = 0 for some j. Assume that, for θ ∈ Θ0, λj(f(θ + π)) 6= 0 for all j = 1, . . . , d, which also
implies that the set Θ0 is a finite set. Choose p(·) diagonalizable such that the following relations
∃δ s.t. |f(θ)− 12 p(θ + π)H |1 < δ ∀θ ∈ [0, 2π)\Θ0, (2)
p(θ)Hp(θ) + p(θ + π)Hp(θ + π) > 0 ∀θ ∈ [0, 2π), (3)
p(θ)p(θ + π) = p(θ + π)p(θ) ∀θ ∈ [0, 2π) (4)
are fulfilled.
Remark 1. Notice that condition (4) implies that there exists a unitary transform U(·) and a diagonal
matrix-valued function Dp(·) such that p(θ) = U(θ)Dp(θ)U(θ)H and p(θ + π) = U(θ)Dp(θ + π)U(θ)H . In
particular, we have
(p(θ)Hp(θ) + p(θ + π)Hp(θ + π))−1 = U(θ)(|Dp(θ)|2 + |Dp(θ + π)|2)−1U(θ)H ,
which ensures that (p(θ)Hp(θ) + p(θ+ π)Hp(θ+ π))−1 commutes with p(θ), p(θ)H , p(θ+ π) and p(θ+ π)H .
Before proving that the above conditions are sufficient to assure the TGM optimality, we consider a
crucial result both from a theoretical and a practical point of view.
Proposition 1. Let f be a nonnegative definite matrix-valued function, k defined as in Table 1, K = dk,
pkn = An(p)(KTn ⊗ Id) ∈ CN×K , with p trigonometric polynomial satisfying condition (2) for any zero
eigenvalue of f and globally the condition (3). Then the matrix (pkn)
HAn(f)pkn ∈ CK×K coincides with
Ak(fˆ) where fˆ is nonnegative definite and
fˆ(θ) =
1
2
(
p
(
θ
2
)H
f
(
θ
2
)
p
(
θ
2
)
+ p
(
θ
2
+ π
)H
f
(
θ
2
+ π
)
p
(
θ
2
+ π
))
. (5)
Proof. Using the notation in Table 1, we have that
(pkn)
HAn(f)pkn = (Kn ⊗ Id)An(pH)An(f)An(p)(KTn ⊗ Id)
= (Kn ⊗ Id)An(pHfp)(KTn ⊗ Id)
= (Kn ⊗ Id)(Fn ⊗ Id)diag
i∈In
(pHfp(θ
(n)
i )(F
H
n ⊗ Id)(KTn ⊗ Id)
=
1
2
(Fk ⊗ Id)diag
i∈Ik
(pHfp(θ
(n)
i ) + p
Hfp(θ
(n)
i˜
))(FHk ⊗ Id)
=
1
2
(Fk ⊗ Id)diag
i∈Ik
(
pHfp
(
θ
(k)
i
2
)
+ pHfp
(
θ
(k)
i
2
+ π
))
(FHk ⊗ Id)
= Ak(fˆ),
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where i˜ = i+ k; this is again a block-circulant matrix of size K. From the structure of fˆ is clear that if f is
nonnegative definite also fˆ is nonnegative definite.
5. Proof of convergence
The current section is divided into two parts. In Subsection 5.1 we prove the optimality of the two-grid
method validating both the smoothing and the approximation conditions. In Subsection 5.2 we provide a
procedure to extend optimality to the V-cycle method focusing on the ill-conditioning of the coarse problem.
5.1. TGM convergence
Concerning the validation of the smoothing property, the proof for block-circulant matrices is a slight
modification of the one for multilevel scalar-circulant matrices found in [22]. We report it in full for com-
pleteness.
Lemma 1 ([22]). Let AN := An(f), with f = [fℓ,g]dℓ,g=1 ∈ Md trigonometric polynomial, f ≥ 0, with fj,j,
j = 1, . . . , d, not identically zero, and let VN := IN −AN/‖f‖∞. If we choose αpost so that αpost ≤ 1/‖f‖∞,
then relation (a) in Theorem 1 holds true (and the best value of αpost is αpost,best = 1/‖f‖∞).
Proof. By setting VN = IN − AN/‖f‖∞, the relation (a) in Theorem 1 is equivalent to writing(
IN − AN‖f‖∞
)H
AN
(
IN − AN‖f‖∞
)
≤ AN − αpostA2N ,
with αpost > 0 independent of n, that is(
IN − AN‖f‖∞
)2
≤ IN − αpostAN (6)
By making some algebraic manipulations, the quoted relation can be rewritten as
A2N
‖f‖2∞
+
(
αpost − 2‖f‖∞
)
AN ≤ 0
where the latter is equivalent to requiring that the inequality
λ2
‖f‖2∞
+
(
αpost − 2‖f‖∞
)
λ ≤ 0
hold for any eigenvalue λ of the Hermitian (positive definite) matrix AN with αpost > 0 independent of n.
Since ‖AN‖∞ ≤ ‖f‖∞, and AN is positive definite (the eigenvalues are real and positive), the eigenvalues
of AN lie in the range (0, ‖f‖∞]. Therefore a necessary and sufficient condition such that (6) holds for any
n is that αpost ≤ 1‖f‖∞ .
The result of Lemma 1 can be easily generalized when considering both pre-smoothing and post-
smoothing as in [1].
The following result shows that TGM conditions (2), (3) and (4) are sufficient in order to satisfy the
approximation property.
Theorem 2. Let AN := An(f), with f(θ) ∈Md trigonometric polynomial, f ≥ 0, and let pkn = An(p)(KTn ⊗
Id) be the projecting operator defined as in Table 1 and with p(θ) ∈ Md diagonalizable trigonometric poly-
nomial satisfying conditions (2), (3) and (4). Then, there exists a positive value γ independent of n such
that inequality (b) in Theorem 1 is satisfied.
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Proof. In order to prove that there exists γ > 0 independent of n such that for any xN ∈ CN
min
y∈CK
‖xN − pkny‖22 ≤ γ‖xN‖2AN , (7)
we choose a special instance of y in such a way that the previous inequality is reduced to a matrix inequality
in the sense of the partial ordering of the real space of the Hermitian matrices. For any xN ∈ CN , let
y ≡ y(xN ) ∈ CK be defined as
y = [(pkn)
Hpkn]
−1(pkn)
HxN .
We observe that (pkn)
Hpkn is invertible, indeed, using the same arguments of Proposition 1 with f = Id, we
have that (pkn)
Hpkn = Ak(pˆ) with pˆ(θ) = 12
(
p
(
θ
2
)H
p
(
θ
2
)
+ p
(
θ
2 + π
)H
p
(
θ
2 + π
))
and condition (3) ensure
that pˆ > 0, that is Ak(pˆ) is positive definite.
Therefore, (7) is implied by
‖xN − pkny‖22 ≤ γ‖xN‖2AN ,
where the latter is equivalent to the matrix inequality
WN (p)
HWN (p) ≤ γAN .
with WN (p) = IN − pkn[(pkn)Hpkn]−1(pkn)H . Since, by construction, WN (p) is a Hermitian unitary projector,
it holds that WN (p)
HWN (p) = WN (p)
2 = WN (p). As a consequence, the preceding matrix inequality can
be rewritten as
WN (p) ≤ γAN . (8)
Now, using the notation in Table 1, the matrix pkn = An(p)(KTn ⊗ Id) can be expressed according to
(pkn)
H =
1√
2
(Fk ⊗ Id)(In,2 ⊗ Id)diag
i∈In
(p(θ
(n)
i )
H)(FHn ⊗ Id),
and the matrix (FHn ⊗ Id)WN (p)(Fn ⊗ Id) becomes
(FHn ⊗ Id)WN (p)(Fn ⊗ Id) = IN − diagi∈In (p(θ
(n)
i ))(I
T
n,2 ⊗ Id)[
diag
i∈Ik
(p(θ
(n)
i )
Hp(θ
(n)
i ) + p(θ
(n)
i˜
)Hp(θ
(n)
i˜
))
]−1
(In,2 ⊗ Id)diag
i∈In
(p(θ
(n)
i )
H)
where i˜ = i + k. Now, it is clear that there exists a suitable permutation by rows and columns of (FHn ⊗
Id)WN (p)(Fn ⊗ Id) such that we can obtain a 2d× 2d block-diagonal matrix of the form
IN − diag
i∈Ik
[
p(θ
(n)
i )
p(θ
(n)
i˜
)
] [
(p(θ
(n)
i )
Hp(θ
(n)
i ) + p(θ
(n)
i˜
)Hp(θ
(n)
i˜
))−1
] [
p(θ
(n)
i )
H p(θ
(n)
i˜
)H
]
.
Therefore, by considering the same permutation by rows and columns of (FHn ⊗ Id)AN (Fn ⊗ Id) = ∆N (f),
condition (8) is equivalent to requiring that there exists γ > 0 independent of n such that, ∀j = 0, . . . , k− 1
I2d −
[
p(θ
(n)
i )
p(θ
(n)
i˜
)
] [
(p(θ
(n)
i )
Hp(θ
(n)
i ) + p(θ
(n)
i˜
)Hp(θ
(n)
i˜
))−1
] [
p(θ
(n)
i )
H p(θ
(n)
i˜
)H
]
≤ γ
[
f(θ
(n)
i )
f(θ
(n)
i˜
)
]
.
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We define the set H = {η|η ∈ {θ, (θ + π) mod 2π}, where θ ∈ Θ0} . Due of the continuity of p and f it is
clear that the preceding set of inequalities can be reduced to requiring that a unique inequality of the form
I2d −
[
p(θ)
p(θ + π)
] [
(p(θ)Hp(θ) + p(θ + π)Hp(θ + π))−1
] [
p(θ)H p(θ + π)H
] ≤ γ [ f(θ)
f(θ + π)
]
,
holds for all θ ∈ [0, 2π)\H . Let us define q(θ) = (p(θ)Hp(θ)+p(θ+π)Hp(θ+π))−1. By simple computations,
using condition (4) and Remark 1 the previous inequality becomes
[
q(θ)
] [ p(θ + π)Hp(θ + π) p(θ)p(θ + π)H
p(θ + π)p(θ)H p(θ)Hp(θ)
]
≤ γ
[
f(θ)
f(θ + π)
]
. (9)
Let us define the matrix-valued function
R(θ) =
[
f(θ)
f(θ + π)
]− 12 [
q(θ)
] [ p(θ + π)Hp(θ + π) p(θ)p(θ + π)H
p(θ + π)p(θ)H p(θ)Hp(θ)
] [
f(θ)
f(θ + π)
]− 12
.
By the Sylvester inertia law [17], relation (9) is satisfied if
R(θ) ≤ γI2d (10)
is satisfied, which is equivalent to show that the matrix-valued function R(θ) is uniformly bounded in the
spectral norm. Using again the commutativity hypothesis (4), we can write R(θ) as
R(θ) =
[
f−
1
2 (θ)p(θ + π)Hq(θ)p(θ + π)f−
1
2 (θ) f−
1
2 (θ)p(θ + π)Hq(θ)p(θ)f−
1
2 (θ + π)
f−
1
2 (θ + π)p(θ)Hq(θ)p(θ + π)f−
1
2 (θ) f−
1
2 (θ + π)p(θ)Hq(θ)p(θ)f−
1
2 (θ + π)
]
.
We prove that R(θ) is uniformly bounded in the spectral norm by proving that all its components are
uniformly bounded in the norm | · |1. For all θ ∈ [0, 2π)\H , we can write
|R1,1(θ)|1 =
∣∣∣f− 12 (θ)p(θ + π)Hq(θ)p(θ + π)f− 12 (θ)∣∣∣
1
≤
∣∣∣f− 12 (θ)p(θ + π)H ∣∣∣
1
|q(θ)|1
∣∣∣p(θ + π)f− 12 (θ)∣∣∣
1
.
Noticing that
∣∣∣p(θ + π)f− 12 (θ)∣∣∣
1
=
∣∣∣∣(f− 12 (θ)p(θ + π)H)H
∣∣∣∣
1
=
∣∣∣f− 12 (θ)p(θ + π)H ∣∣∣
1
and using conditions (2) and (3), we can find δ such that |R1,1(θ)|1 < δ for all θ ∈ [0, 2π)\H .
The uniform boundedness of the other components of R(θ) can be proven in an analogous way, recalling
that if θ belongs to Θ0, then f is nonsingular in θ + π. This implies that the matrix-valued function R(θ)
is uniformly bounded in the 1-norm. Since the matrix dimension of R(θ) is fixed for all θ and equal to 2d,
the equivalence between the 1-norm and the spectral norm lets us conclude the proof.
5.2. MGM convergence and optimality
In the current subsection we consider a problem of Laplacian type i.e. An(f) ≥ 0 generated by a
trigonometric polynomial f : Q→Md, f ≥ 0, that has a nonnegative minimal eigenvalue function λmin(f)
with a unique zero in the origin of order two.
In order to select a projector pkn that ensures the convergence and optimality of the multigrid procedure
applied to An(f), we study the quantity
κ(fˆj) =
‖λmax(fˆj)‖∞
λ′′min(fˆj)
∣∣∣
0
,
8
which gives an estimate of the ill-conditioning of the coarse problem at level j. Indeed the conditioning of
the matrix Anj (fˆj) depends on ‖λmax(fˆj)‖∞ and λ′′min(fˆj)
∣∣∣
0
, which measure the magnitude of the maximum
eigenvalue function λmax(fˆj) and how flat the minimal eigenvalue function is around the origin, respectively.
We select a class of projectors p
k(j)
n(j)(z) = An(j)(pz)(KTn(j) ⊗ Id) according to the theoretical analysis of
Section 4 with pz(·) of form
pz(θ) = (1 + cos θ)
(
Id +
z − 1
d
eeT
)
, z > 0 (11)
where e is the vector of all ones of length d. Note that
pz(θ) = Fd


z + z cos θ
1 + cos θ
. . .
1 + cos θ

FHd
hence the eigenvalue functions of pz(·) have a zero at π of order two for all z > 0, which is the desirable
property for Condition (2). Moreover, the matrix-valued function pz(·) trivially satisfies Condition (4), since
its eigenvector functions are constant.
In the following section we will study the conditioning κ(fˆz,j), where fˆz,j is the generating function at
level j obtained using pz(·). In particular we will look for a z > 0 such that
lim
j→∞
λ′′min(fˆz,j)
∣∣∣
0
> 0 (12)
that guarantees that the behaviour of the minimal eigenvalue function around the origin remains unchanged
at the coarser levels.
6. Extension to 2D case
In the following we show how it is possible extend the MGM convergence results in the multidimensional
setting. Let n := (n1, . . . , nk) be a multi-index in N
k and set N(d,n) := d
∏k
i=1 ni. In particular we show
how to generalize projector pkn for the k−level block-circulant matrix AN = Cn(f) of dimension N(d,n)
generated by a multilevel block-circulant trigonometric polynomial f . For a complete discussion on the
multi-index notation, see [15].
Definition 2. A matrix-valued multivariate trigonometric polynomial is a function f : Qk → Cd×d, k, d > 1,
written as a finite linear combination of the Fourier frequencies {e−ı〈j,θ〉 : j ∈ Zk} or, equivalently, for all
l,m = 1, . . . , s, its (l,m)th component flm : Q
k → C is a scalar multivariate trigonometric polynomial of
degree rlm. The degree of f is a positive k-index r defined as
r = max
l=1,...,d
m=1,...,d
rlm.
Thus f can be written as the Fourier sum
f(θ) =
r∑
j=−r
aje
〈j,θ〉, (13)
where the Fourier coefficients of f are given by
aj :=
1
(2π)k
∫
Qk
f(θ)e−ı〈j,θ〉 dθ ∈ Cd×d, j = (j1, . . . , jk) ∈ Zk, (14)
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where 〈j, θ〉 =∑kt=1 jtθt and the integrals in (1) are computed componentwise. If f is defined ad in (13),
then the nth multilevel block-circulant matrix associated with f is the matrix of order N(d,n) given by
Cn(f) =
n−e∑
j=−(n−e)
Zj1n1 ⊗ · · · ⊗ Zjknk ⊗ aj, (15)
where e = (1, . . . , 1) ∈ Nk, j = (j1, . . . , jk) ∈ Nk and Zjξnξ is the nξ × nξ matrix whose (i, h)th entry equals 1
if (i− h) mod nξ = jξ and 0 otherwise.
Analogously to the scalar case, we want to construct the projectors from an arbitrary multilevel block
circulant matrix Cn(p), with p multivariate matrix-valued trigonometric polynomial of degree c independent
of n. Hence we define the projector
pkn = Cn(p)
(
KTn ⊗ Id
)
, (16)
where Kn the N(1,n) × N(1,n)2k matrix defined by Kn = Kn1 ⊗Kn2 ⊗ · · · ⊗Knk and Cn(p) is a multilevel
block-circulant matrix generated by p.
In the next section we will see how an analogous procedure can be applied to multilevel Teoplitz struc-
tures. In particular, in Subsections 7.2 and 7.3 we apply the V-cycle procedure to bilevel Toeplitz matrices
(k = 2), assuming n = (n, n).
7. Numerical Examples
In the current section we give numerical evidence of the results proven in Section 5. We will deal with
general Toeplitz matrices generated by a matrix-valued trigonometric polynomial, instead of block-circulant
matrices. We expect that the theoretical results of Section 5 still hold, since the analysis for Toeplitz matrices
is an algebraic generalization of the Local Fourier Analysis of multigrid methods [8].
As far as the choice of the right-hand side is concerned, we impose that the solution x of the linear
system Tn(f)x = b is a uniform sampling of the sine function on [0, π]. We compute the right-hand side b
as b = Tn(f)x.
The structure of the projector slightly changes for block-Toeplitz matrices, in order to preserve the
structure at coarser levels. The dimension of the problem at level t becomes N = nd, with n of the form
2t − 1. The cutting matrix Kn takes the form
Kn =


0 1 0
0 1 0
. . .
. . .
. . .
0 1 0


n−1
2 ×n
and, for a matrix-valued trigonometric polynomial p, the projector is
pkn = Tn(p)
(
KTn ⊗ Id
)
. (17)
In Subsection 7.1 we present strategies for an implementation of both TGM and MGM for Qdeg La-
grangian FEM stiffness matrices for the second order elliptic differential problem on [0, 1].
In Subsection 7.2 we consider the two-dimensional problem, i.e. we study multigrid methods for the Qdeg
Lagrangian FEM stiffness matrices for the second order elliptic differential problem on the unit square.
In Subsection 7.3, we apply our multigrid strategies to the matrices stemming from the discretization by
staggered discontinuous Galerkin methods of the incompressible Navier-Stokes equations.
Apart from the first example, we will use the Gauss-Seidel method as a smoother. The method damps
the high frequencies, which makes it a suitable smoother for our problems.
In Subsection 7.1 we also present results with the relaxed Jacobi method as a smoother. We state the
following remarks to show how to choose the relaxation parameter ω for the applicability of Lemma 1 to
the Jacobi method.
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Remark 2. For the relaxed Richardson method with iteration matrix Vn := IN − ωTn(f), we follow the
proof of Lemma 1 and we see that, in order to satisfy relation (a) in Theorem 1, there should exist αpost > 0
such that
ω2‖f‖2∞ − 2ω‖f‖∞ + αpost‖f‖∞ ≤ 0,
from which we can write
αpost ≤ −ω
2‖f‖2∞ + 2ω‖f‖∞
‖f‖∞ .
For the existence of such a αpost > 0, the right-hand side should be greater than 0, and this leads to the
following quadratic inequality:
−ω2‖f‖2∞ + 2ω‖f‖∞ ≥ 0,
which has solution
0 ≤ ω ≤ 2‖f‖∞ .
Remark 3. The iteration matrix of the relaxed Jacobi method is Vn := IN − ωD−1n Tn(f), where Dn is
a diagonal matrix with the same diagonal as Tn(f). We define the matrix D˜n := minj=1,...,d
(
a
(j,j)
0
)
IN
and we notice that D˜−1n ≥ D−1n . Applying to the matrix IN − ωD˜−1n Tn(f) the same idea that we used for
the Richardson method in Remark 2, we obtain that relation (a) in Theorem 1 is satisfied if ω verifies the
following inequality:
0 ≤ ω ≤
2minj=1,...,d
(
a
(j,j)
0
)
||f ||∞ . (18)
7.1. Qdeg Lagrangian FEM stiffness matrices: the 1D case
Consider the Qdeg Lagrangian Finite Element approximation (FEM) of the second order elliptic differ-
ential problem {
−u′′(x) = φ(x), on (0, 1),
u(0) = u(1) = 0
. (19)
The resulting stiffness matrix of size (deg ·n−1)×(deg ·n−1) is nK(deg)n , where K(deg)n is a block-Toeplitz
matrix
K(deg)n = Tn(f)−,
with the subscript − denoting that the last row and column of Tn(f) are removed. This is because of the
homogeneous boundary conditions.
The construction of the matrix and the symbol is given in [16]. The deg× deg matrix-valued generating
function of Tn(f) is
f(θ) = a0 + a1e
ıθ + aT1 e
−ıθ
In the following we want to apply the MGM strategy to the matrix AN = Tn(f), for different choices of deg.
Indeed there exist n points θ
(n)
i and a unitary transform Qn such that
Tn(f) = Qn diag
i∈In
(f(θ
(n)
i ))Q
H
n . (20)
Moreover in [16] authors prove that there exists a constant cdeg > 0 such that, for all θ
cdeg(2− 2 cos θ) ≤ λmin(f(θ)) ≤ 2− 2 cos θ,
which guarantees that λmin(f(θ)) has a zero of order 2 at the origin.
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TGM in the deg = 2 setting
In Example 1 of [16] the case for deg = 2 is presented. In particular, the explicit expressions of a0, a1
are given by
a0 =
1
3
[
16 −8
−8 14
]
, a1 =
1
3
[
0 −8
0 1
]
. (21)
Moreover, it is possible to diagonalize f as
f(θ) = U(θ)
[
λ1(f(θ))
λ2(f(θ))
]
UH(θ),
where the eigenvalue functions λ1(f(θ)), λ2(f(θ)) of f are given explicitly by
λ1(f(θ)) = 5 +
1
3
cos(θ) − 1
3
√
129 + 126 cos(θ) + cos2(θ),
λ2(f(θ)) = 5 +
1
3
cos(θ) +
1
3
√
129 + 126 cos(θ) + cos2(θ)
and U : Q→M2 is the matrix-valued function containing the eigenvectors of f .
The hypotheses requested in Section 4 that ensure the convergence and optimality of the TGM for Tn(f)
are satisfied using pz in the construction of the projector.
However, we notice that pz has and additional property. It can be shown by direct computation that
f(0)pz(0) = pz(0)f(0) for every choice of z > 0. This implies that f(0) and pz(0) are simultaneously
diagonalized by the same unitary transform. Therefore, we can control the ill-conditioning of the coarser
problems in the subspace associated to θ = 0 by taking different values of z. This will be useful for the
study of the V-cycle method.
Now we implement a two grid procedure for Tn(f) and we study the number of iterations that the method
requires to reach the desired tolerance varying n and for different choices of z.
In order to find the relaxation parameters for the Jacobi method we should compute the quantities in
inequality (18). We see from formula (21) that minj=1,...,s
(
a
(j,j)
0
)
is equal to 14/3. For the computation of
the quantity ||f ||∞ = maxθ∈Q‖f(θ)‖∞ we can write
||f ||∞ = 1
3
max
(
max
θ∈Q
(16 + |8 + 8e−ıθ|),max
θ∈Q
(|8 + 8eıθ|+ 14 + 2 cos(θ))
)
=
32
3
.
So, according to inequality (18), our Jacobi relaxation parameter ω should be smaller than or equal to 7/8.
In order to damp the error both in the middle and in the high frequencies, we take a different parameter
for the pre-smoother and the post-smoother. For the pre-smoother, we take the greatest admissible value,
ωpre = 7/8, and for the post-smoother we take ωpost = 2ωpre/3 = 7/12.
In Tables 2-3 we report for z = 1, . . . , 5 the number of iterations needed for achieving the tolerance
ǫ = 10−7 when increasing the matrix size and using pz in the construction of the projector and with two
different smoothers. Table 2 shows the results using as pre- and post-smoother one iteration of the Jacobi
method with relaxation parameters ωpre = 7/8 and ωpost = 7/12. Table 3 shows the results using as pre-
and post-smoother one iteration of the Gauss-Seidel method with ωpre,post = 1.
As expected, in both cases we can observe that for all z = 1, . . . , 5 the number of iterations needed for
the TGM convergence remains almost constant, when increasing the size N , confirming the optimality of
the method for every choice of z.
MGM in the deg = 2 setting
In order to maintain the optimality of the iterations also for the MGM we should look for the best choice
of the parameter z such that the behaviour of λmin(fˆz,j) around the origin remains unchanged at the coarser
levels, that is, for different choices of z, we check if λmin(fˆz,j) satisfies condition (12).
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t n = 2t − 1 N=2n z = 1 z = 2 z = 3 z = 4 z = 5
3 7 14 28 28 28 28 28
4 15 30 32 32 32 32 32
5 31 62 33 33 33 33 33
6 63 126 33 33 33 33 33
7 127 254 33 33 33 33 33
8 255 510 33 33 33 33 33
9 511 1022 33 33 33 33 33
10 1023 2046 33 33 33 33 33
11 2047 4094 33 33 33 33 33
Table 2: Number of iterations for the Two-Grid method applied to the Q2 Lagrangian FEM Stiffness matrix, using as pre- and
post-smoother one iteration of Jacobi method with ωpre = 7/8, ωpost = 7/12 and tolerance ǫ = 10−7.
t n = 2t − 1 N=2n z = 1 z = 2 z = 3 z = 4 z = 5
3 7 14 15 15 15 15 15
4 15 30 15 15 15 15 15
5 31 62 15 15 15 15 15
6 63 126 15 15 15 15 15
7 127 254 15 15 15 15 15
8 255 510 15 15 15 15 15
9 511 1022 15 15 15 15 15
10 1023 2046 15 15 15 15 15
11 2047 4094 15 15 15 15 15
Table 3: Number of iterations for the Two-Grid method applied to the Q2 Lagrangian FEM Stiffness matrix, using as pre- and
post-smoother one iteration of Gauss-Seidel method with ωpre,post = 1 and tolerance ǫ = 10−7.
By direct computation, we derive the formula
λ′′min(fˆz,j)
∣∣∣
0
=
(
z2
2
)j
.
The latter implies that for values of z smaller than
√
2, the quantity λ′′min(fˆz,j)
∣∣∣
0
tends to zero as j tends
to ∞. This suggests that for z < √2 the conditioning becomes worse as the levels get coarser. This
is numerically confirmed in Table 4 where the condition numbers κ(fˆz,j) are listed for z = 1, 2, 3, 4 and
j = 1, 2, 3, 4. Therefore we should avoid the choice p
k(j)
n(j)(1) as projector.
Indeed, Tables 5-6 highlight that the number of iterations needed for the MGM convergence, with the
desired tolerance, depends on the matrix size with z = 1, whereas it remains almost constant for z >
√
2 as
n increases.
j κ(fˆ1,j) κ(fˆ2,j) κ(fˆ3,j) κ(fˆ4,j)
1 43 11 4.7 4.7
2 171 11 4.7 4.7
3 683 11 4.7 4.7
4 2731 11 4.7 4.7
Table 4: Condition numbers of fˆz,j for z = 1, 2, 3, 4 and j = 1, 2, 3, 4.
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t n = 2t − 1 N=2n z = 1 z = 2 z = 3 z = 4 z = 5
3 7 14 28 28 28 28 28
4 15 30 65 34 34 35 39
5 31 62 155 36 34 35 38
6 63 126 407 39 34 35 39
7 127 254 1144 42 34 35 38
8 255 510 3365 45 35 35 37
9 511 1022 4000+ 48 35 35 37
10 1023 2046 4000+ 50 35 35 37
11 2047 4094 4000+ 52 35 35 38
12 4095 8190 4000+ 54 35 36 38
13 8191 16382 4000+ 55 35 36 38
Table 5: Number of iterations for the V-cycle method applied to the Q2 Lagrangian FEM Stiffness matrix, pre- and post-
smoother 1 iteration of Jacobi with ωpre = 7/8 and ωpost = 7/12, tolerance ǫ = 10−7.
t n = 2t − 1 N=2n z = 1 z = 2 z = 3 z = 4 z = 5
3 7 14 15 15 15 15 15
4 15 30 28 19 16 17 18
5 31 62 67 21 19 20 21
6 63 126 171 23 21 21 23
7 127 254 467 26 22 23 26
8 255 510 1343 29 23 26 28
9 511 1022 3992 31 24 28 30
10 1023 2046 4000+ 33 27 29 32
11 2047 4094 4000+ 35 28 30 33
12 4095 8190 4000+ 36 29 31 34
13 8191 16382 4000+ 38 29 32 34
Table 6: Number of iterations for the V-cycle method applied to the Q2 Lagrangian FEM Stiffness matrix, pre- and post-
smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10−7.
TGM and MGM in the deg > 2 setting
We implemented the analogous TGM for polynomial degrees 3 and 4. From Tables 7-8 we see that the
number of iterations to achieve the desired tolerance still remains constant as the matrix size increases.
However, we notice that this constant depends on the polynomial degree deg. Achieving optimality from
this point of view is beyond the scope of this paper.
The analysis on the condition number that we exploited for deg = 2 can be repeated assuming that
Conjecture 3 (numerically verified for deg = 3, 4) holds.
Conjecture 3. For every deg > 0, j > 0, z > 0 there exists cz,deg > 0 such that the following equality holds
λ′′min(fˆz,j)
∣∣∣
0
= cz,deg
(
z2
2
)j
.
The numerical experiments confirm the theoretical analysis deriving from the previous conjecture, as we
can see from the number of iterations obtained for deg = 3, 4 in Tables 9-10. Indeed, analogously to the case
deg = 2, we observe that we should avoid to take z = 1, for which λ′′min(fˆz,j)
∣∣∣
0
tends to 0 as j tends to ∞.
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t n = 2t − 1 N=3n z = 1 z = 2 z = 3 z = 4 z = 5
3 7 21 34 34 34 34 34
4 15 45 38 38 38 38 38
5 31 93 38 38 38 38 38
6 63 189 38 38 38 38 38
7 127 381 38 38 38 38 38
8 255 765 38 38 38 38 38
9 511 1533 38 38 38 38 38
10 1023 3069 38 38 38 38 38
11 2047 6141 38 38 38 38 38
Table 7: Number of iterations for the Two-Grid method applied to the Q3 Lagrangian FEM Stiffness matrix, pre- and post-
smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10−7.
t n = 2t − 1 N=4n z = 1 z = 2 z = 3 z = 4 z = 5
3 7 28 81 81 81 81 81
4 15 60 86 86 86 86 86
5 31 124 87 87 87 87 87
6 63 252 87 87 87 87 87
7 127 508 87 87 87 87 87
8 255 1020 87 87 87 87 87
9 511 2044 87 87 87 87 87
10 1023 4092 87 87 87 87 87
11 2047 8188 87 87 87 87 87
Table 8: Number of iterations for the Two-Grid method applied to the Q4 Lagrangian FEM Stiffness matrix, pre- and post-
smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10−7.
7.2. Qdeg Lagrangian FEM stiffness matrices: the 2D case
Consider the uniform Qdeg Lagrangian Finite Element approximation (FEM) of the second order elliptic
differential problem {
−∆u = φ, in Ω := (0, 1)2,
u = 0, on ∂Ω,
(22)
where φ ∈ L2(Ω). Taking n elements in each direction, the resulting stiffness matrix of size (deg ·n− 1)2 ×
(deg ·n− 1)2 is
AN = K(deg)n ⊗M (deg)n +M (deg)n ⊗K(deg)n , N = (deg ·n− 1)2,
where K
(deg)
n and M
(deg)
n are the block-Toeplitz matrices
K(deg)n = Tn(f)−, M
(deg)
n = Tn(h)−,
with the subscript − denoting again that the last row and column of Tn(f) are removed. Explicit formulae
for the matrix-valued trigonometric polynomials f and h and the spectral distribution of the matrices are
given in [16].
In the following we want to apply the MGM strategy to the multilevel block-Toeplitz matrix AN , for
different choices of deg. In the 1D case, we took the block-Toeplitz matrix with block size deg. In the 2D
case, we take the actual matrices arising from the considered FEM approximation of problem (22), which are
not pure block-Toeplitz matrices with block size deg2. However, we can still apply our multigrid procedure
due to its spectral properties given in in [16].
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t n = 2t − 1 N=3n z = 1 z = 2 z = 3 z = 4 z = 5
3 7 21 34 34 34 34 34
4 15 45 79 42 37 39 40
5 31 93 175 44 39 41 42
6 63 189 436 47 41 42 43
7 127 381 1180 51 43 44 46
8 255 765 3375 55 44 47 50
9 511 1533 4000+ 59 45 51 52
10 1023 3069 4000+ 63 47 52 54
11 2047 6141 4000+ 66 50 54 56
12 4095 12285 4000+ 69 53 55 57
13 8191 24573 4000+ 72 53 57 59
Table 9: Number of iterations for the V-cycle method applied to the Q3 Lagrangian FEM Stiffness matrix, pre- and post-
smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10−7.
t n = 2t − 1 N=4n z = 1 z = 2 z = 3 z = 4 z = 5
3 7 28 81 81 81 81 81
4 15 60 177 93 88 90 91
5 31 124 395 95 89 91 93
6 63 252 988 98 90 93 94
7 127 508 2693 103 92 94 96
8 255 1020 4000+ 108 94 96 97
9 511 2044 4000+ 114 95 97 99
10 1023 4092 4000+ 120 96 99 100
11 2047 8188 4000+ 125 98 100 100
12 4095 16380 4000+ 129 99 101 101
13 8191 32764 4000+ 133 101 101 101
Table 10: Number of iterations for the V-cycle method applied to the Q4 Lagrangian FEM Stiffness matrix, pre- and post-
smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10−7.
Since the matrices are cut, also the projector slightly changes accordingly. In fact, we use the projectors
[pk
n
] = [(Tn(pz)(K
T
n ⊗ Ideg)]− ⊗ [(Tn(pz)(KTn ⊗ Ideg)]−,
where pz is the univariate matrix-valued trigonometric polynomial of degree c independent of N defined
in (11).
Extending the considerations that we made for the univariate case, we numerically look for the best
choices of z to obtain the optimality of the V-cycle method.
In Tables 11-12 we report for z = 1, . . . , 5 the number of iterations needed for achieving the tolerance
ǫ = 10−7 when increasing the matrix size and using pz in the construction of the projector. Table 11
shows the results for the Q2 Lagrangian FEM Stiffness matrix and Table 12 for the Q3 Lagrangian FEM
Stiffness matrix. In both cases, we used as pre-smoother and post-smoother one iteration of Gauss-Seidel
with ωpre,post = 1. Moreover, we can see that the choice z = 1 does not yield optimality. For the other
choices of z, conversely, the number of iterations needed for the MGM convergence remains almost constant,
when increasing the size N . We numerically see that the best choice of z is around 3 for both deg = 2 and
deg = 3.
7.3. Matrices from staggered discontinuous Galerkin methods for the incompressible Navier-Stokes equations
In this section we consider the matrices stemming from the discretization by staggered DG methods of
the incompressible Navier-Stokes equations. This class of arbitrary high order accurate semi-implicit DG
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t n = 2t − 1 N=(2n− 1)2 z = 1 z = 2 z = 3 z = 4 z = 5
3 7 169 62 31 22 20 19
4 15 841 151 40 24 22 23
5 31 3721 314 42 22 20 19
6 63 15625 888 51 23 19 19
7 127 64009 2724 63 26 25 25
8 255 259081 4000+ 73 27 23 22
9 511 1042441 4000+ 80 27 23 24
10 1023 4182025 4000+ 84 27 24 25
Table 11: Number of iterations for the V-cycle method applied to the Q2 Lagrangian FEM Stiffness matrix for the two-
dimensional problem, pre- and post-smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10−7.
t n = 2t − 1 N=(2n− 1)2 z = 1 z = 2 z = 3 z = 4 z = 5
3 7 400 143 53 53 53 54
4 15 1936 326 55 53 54 54
5 31 8464 886 58 52 53 53
6 63 35344 2719 69 57 59 60
7 127 144400 4000+ 83 71 73 74
8 255 583696 4000+ 90 60 60 60
9 511 2347024 4000+ 94 59 60 61
Table 12: Number of iterations for the V-cycle method applied to the Q3 Lagrangian FEM Stiffness matrix for the two-
dimensional problem, pre- and post-smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10−7.
schemes on structured, adaptive Cartesian and unstructured edge-based staggered grids was proposed in
[5] and [12]. In particular, we focus on the case where the degree of the polynomial Discontinuos Galerkin
discretization deg is fixed and equal to 2.
The incompressible Navier-Stokes equations consist in a divergence-free condition for the velocity
∇ · ~v = 0,
and a momentum equation that involves non-linear convection, the pressure gradient and viscosity effects:
∂~v
∂t
+∇ ·F+∇p = ∇ · (ν∇~v) .
Here, ~v is the velocity field; p is the pressure; ν is the kinematic viscosity coefficient and F = ~v ⊗ ~v is the
tensor containing the non-linear convective term.
One of the crucial parts of the method proposed is to find the unknown pressure degrees of freedom at
each time step. For a fixed dimension of the space equal to 2 these unknowns can be obtained solving a
large linear systems of form:
ANx = b, x, b ∈ RN , N = N((deg + 1)2,n), (23)
where n = (n1, n2) and n1, n2 are the total number of elements in each direction. Consequently the coefficient
matrix size N grows to infinity as the approximation error tends to zero. In [11] the structural properties
of the positive definite matrix sequence {AN} has been studied.
In particular, for deg = 2 and n = (n, n), the 9n2 × 9n2 matrix AN can be decomposed as
AN = Tn(f) + En. (24)
Here Tn(f) is the Toeplitz matrix
Tn(f) = [ai−j]
n
i,j=e
17
generated by f : [−π, π]2 → C9×9, with
f(θ1, θ2) = a(0,0) + a(−1,0)e−ıθ1 + a(0,−1)e−ıθ2 + a(1,0)eıθ1 + a(0,1)eıθ2 . (25)
The matrix En is a low-rank perturbation, nonnegative definite and its rank grows at most proportionally
to n. Hence, we focus on an optimal multigrid procedure for the linear system which has the Toeplitz matrix
Tn(f) as coefficient matrix.
Indeed, from [22], if An and Bn are two positive definite matrices, with
An ≤ θBn,
for some positive θ independent of n, then, if a multigrid procedure is optimal for the system with coefficent
matrix An then the same algorithm is optimal for the system with coefficent matrix Bn.
Moreover, in [11] authors prove that λmin(f(θ1, θ2)) has a zero of order 2 at the origin and they exploit
this information to propose a two grid procedure with a projector of the form
pkn = (Tn(pz)⊗ Tn(pz))
(
KTn ⊗ I9
)
. (26)
The latter is a natural extension in the multilevel block-Toeplitz setting of a projector of the form described
in Subsection 5.2 with z = 1.
In Table 13, we see that the same projector (with z = 1) and smoother (Gauss-Seidel) do not yield an
optimal MGM. However, the study of the ill-conditioning of the coarse problem suggests to try different
values of z. Indeed, for z = 2, . . . , 5 the number of iterations needed for achieving tolerance ǫ = 10−7 remains
almost constant as the matrix size grows.
t n = 2t − 1 N=9n2 z = 1 z = 2 z = 3 z = 4 z = 5
3 7 441 13 13 13 13 13
4 15 2025 19 14 14 15 15
5 31 8649 36 15 15 16 17
6 63 35721 83 17 16 18 20
7 127 145161 220 18 17 20 21
8 255 585225 635 19 19 22 23
Table 13: Number of iterations for the V-cycle method applied to the staggered DG matrix for the incompressible Navier-Stokes
equations, with pre- and post-smoother 1 iteration of Gauss-Seidel with ωpre,post = 1, tolerance ǫ = 10−7.
8. Conclusions and Future Developements
In the past decades, multigrid methods for linear systems having multilevel Toeplitz coefficient matrices
with scalar entries have been largely studied. Conversely, the case of block entries has been considered only
for specific applications and without taking care of a general convergence theory. Here the main aim was
to start filling this gap. The theoretical analysis indicates that the generalization is not trivial since the
commutativity played an essential role in the scalar case and here is cannot be used.
Among the numerous applications that lead to the block Toeplitz structure, we have considered high
order Lagrangian FEM and staggered DG methods. The numerical results have confirmed the effectiveness
of our proposal and the consistency of the proposed theoretical analysis.
We observe that our theoretical results can be useful to mathematically support the projection strategies
proposed in several applications. For example the choice of the projector for tensor rectangular FEM Qdeg
approximations of any dimension k based on a geometric approach [13].
Among the open problems we can list the full convergence analysis for the V-cycle, a deeper analysis of
role of the non-commutativity in the block setting, and the choice of more efficient smoothers especially in
the multilevel setting. In fact, in the case of multivariate PDE, we encounter multilevel block structures and
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the computational cost of Gauss-Seidel is too high for the method to be competitive with existing solvers,
since the bandwidth of the matrix depends on the matrix-size. We remind that we used it in our numerical
computations, just for showing the robustness of the projectors, but an efficient choice of the smoothers is
computationally important and it has to be the subject of future investigations.
9. Acknowledgements
This work was supported by Gruppo Nazionale per il Calcolo Scientifico (GNCS-INdAM).
References
[1] Aricò, A., Donatelli, M.: A V-cycle multigrid for multilevel matrix algebras: proof of optimality. Numer. Math. 105-4,
511–547 (2007)
[2] Aricò, A., Donatelli, M., Serra-Capizzano, S.: V-cycle optimal convergence for certain (multilevel) structured linear systems.
SIAM J. Matrix Anal. Appl. 26, 186–214 (2004)
[3] Chan, R.H., Chang, Q.S., Sun, H.W.: Multigrid method for ill-conditioned symmetric Toeplitz systems. SIAM J. Sci.
Comput. 19, 516–529 (1998)
[4] Chang, Q., Jin, X., Sun, H.: Convergence of the multigrid method for ill-conditioned block Toeplitz systems. BIT. 41–1,
179–190 (2001)
[5] Chung E.T., Ciarlet, P., Yu, T.F.: Convergence and superconvergence of staggered discontinuous Galerkin methods for the
three–dimensional Maxwell’s equations on Cartesian grids. J. Comput. Phys. 235, 14–31 (2013)
[6] Davis, P.: Circulant Matrices. J. Wiley and Sons, New York (1979)
[7] Del Prete V., Di Benedetto F., Donatelli M., Serra-Capizzano S., Symbol approach in a signal-restoration problem involving
block Toeplitz matrices, J. Comput. Appl. Math. 272, 399âĂŞ416 (2014)
[8] Donatelli, M., An algebraic generalization of local Fourier analysis for grid transfer operators in multigrid based on Toeplitz
matrices. Numer. Linear Algebra Appl. 17-2/3, 179–197 (2010)
[9] Donatelli M., Dorostkar, A., Mazza M., Neytcheva M., Serra-Capizzano S., Function-based block multigrid strategy for a
two-dimensional linear elasticity-type problem, Comput. Math. Appl. 74, 1015âĂŞ1028 (2017)
[10] Donatelli M., Molteni M., Pennati V., Serra-Capizzano S., Multigrid methods for cubic spline solution of two point (and
2D) boundary value problems, Appl. Numer. Math. 104, 15–29 (2016)
[11] Dumbser M., Fambri F., Furci I., Mazza M., Serra–Capizzano S., Tavelli, M.: Staggered discontinuous Galerkin methods
for the incompressible Navier-Stokes equations: spectral analysis and computational results, Numer. Linear Algebra Appl.
25-5, e2151 (2018)
[12] Fambri, F., Dumbser, M.: Spectral semi-implicit and space-time discontinuous Galerkin methods for the incompressible
Navier-Stokes equations on staggered Cartesian grids. Appl. Numer. Math. 110, 41–74 (2016)
[13] Ferrari, P., Rahla, R. I., Tablino Possio, C., Belhaj, S., Serra–Capizzano, S. Multigrid for Qk Finite Element Matrices
using a (block) Toeplitz symbol approach. (submitted to Mathematics).
[14] Fiorentino, G., Serra-Capizzano, S.: Multigrid methods for Toeplitz matrices. Calcolo 28-3/4, 283–305 (1991)
[15] Garoni, C., Serra-Capizzano, S.: The theory of multilevel Generalized Locally Toeplitz sequences: theory and applications
- Vol II. SPRINGER - Springer Monographs in Mathematics (2018)
[16] Garoni, C., Serra–Capizzano, S., Sesana, D.: Spectral Analysis and Spectral Symbol of d-variate Qp Lagrangian FEM
Stiffness Matrices. SIAM J. Matrix Anal. Appl., 36-3, 1100–1128 (2015)
[17] Golub, G. H. and Van Loan, C.F., Matrix Computations. The Johns Hopkins University Press, Baltimore 1983.
[18] Huckle, T., Staudacher, J.: Multigrid methods for block toeplitz matrices with small blocks. BIT 46–1, 61–83 (2006)
[19] Mazza, M., Ratnani A., Serra-Capizzano, S.: Spectral analysis and spectral symbol for the 2D curl-curl (stabilized)
operator with applications to the related iterative solutions. Math. Comput. 88-317, 1155–1188 (2019)
[20] Ngondiep, E., Serra-Capizzano, S., Sesana, D.: Spectral features and asymptotic properties for g-circulants and g-Toeplitz
sequences. SIAM J. Matrix Anal. Appl. 31–4, 1663–1687 (2010)
[21] Ruge, J.W., Stüben, K.: Algebraic multigrid. In Multigrid Methods, S. McCormick, ed., Frontiers Appl. Math. 3, SIAM,
Philadelphia, 73–130 (1987)
[22] Serra-Capizzano, S., Tablino Possio, C.: Multigrid methods for multilevel circulant matrices. SIAM J. Sci. Comput. 26-1,
55–85 (2004)
[23] Trottenberg, U., Oosterlee, C.W., Schüller, A.: Multigrid. Academic Press, London (2001)
19
