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Abstract—We propose a novel framework to study viral
spreading processes in metapopulation models. Large subpop-
ulations (i.e., cities) are connected via metalinks (i.e., roads)
according to a metagraph structure (i.e., the traffic infrastruc-
ture). The problem of containing the propagation of an epidemic
outbreak in a metapopulation model by controlling the traffic
between subpopulations is considered. Controlling the spread of
an epidemic outbreak can be written as a spectral condition
involving the eigenvalues of a matrix that depends on the network
structure and the parameters of the model. Based on this spectral
condition, we propose a convex optimization framework to find
cost-optimal approaches to traffic control in epidemic outbreaks.
I. INTRODUCTION
The development of strategies to control the dynamic of
a viral spread in a population is a central problem in public
health and network security[1]. In particular, how to control
the traffic between subpopulations in the case of an epidemic
outbreak is of critical importance. In this paper, we analyze the
problem of controlling the spread of a disease in a population
by regulating the traffic between subpopulations. The dynamic
of the spread depends on both the characteristics of the
subpopulation, as well as the structure and parameters of the
transportation infrastructure.
Our work is based on a recently proposed variant of
the popular SIS epidemic model to the case of populations
interacting through a network [2]. We extend this model to
a metapopulation framework in which large subpopulations
(i.e., cities) are represented as nodes in a metagraph whose
links represent the transportation infrastructure connecting
them (i.e., roads) [3], [4]. We propose an extension of the
susceptible-infected-susceptible (SIS) viral propagation model
to metapopulations using stochastic blockmodels [5]. The
stochastic blockmodel is a complex network model with well-
defined random communities (or blocks). We model each
subpopulation as a random regular graph and the interac-
tion between subpopulations using random bipartite graphs
connecting adjacent subpopulations. The main advantage of
our approach is that we can find the optimal traffic among
subpopulations to control a viral outbreak solving a standard
form convex semidefinite program.
II. NOTATION & PRELIMINARIES
In this section we introduce some graph-theoretical nomen-
clature and the dynamic spreading model under consideration.
A. Graph Theory
Let G = (V, E) denote an undirected graph with n nodes, m
edges, and no self-loops1. We denote by V (G) = {v1, . . . , vn}
the set of nodes and by E (G) ⊆ V (G) × V (G) the set of
undirected edges of G. The number of neighbors of i is called
the degree of node i, denoted by di. A graph with all the
nodes having the same degree is called regular. The adjacency
matrix of an undirected graph G, denoted by AG = [aij ], is
an n × n symmetric matrix defined entry-wise as aij = 1 if
nodes i and j are adjacent, and aij = 0 otherwise2. Since
AG is symmetric, all its eigenvalues, denoted by λ1(AG) ≥
λ2(AG) ≥ . . . ≥ λn(AG), are real. In a regular graph, the
largest eigenvalue λ1(AG) is equal to the degree of its nodes
[6], and the associated eigenvector is n1/21n (where 1n is the
vector of all ones of size n).
B. N-Intertwined SIS Epidemic Model
Our modeling approach is based on the N-intertwined SIS
model proposed by Van Mieghem et at. in [2]. Consider a
network of n individuals described by the adjacency matrix
AG = [aij ]. The infection probability of an individual at
node i ∈ V (G) at time t ≥ 0 is denoted by pi(t). Let us
assume, for now, that the viral spreading is characterized by
the infection and curing rates, βi and δi,. Hence, the linearized
N-intertwined SIS model in [2] is described by the following
differential equation:
dp (t)
dt
= (BAG −D)p (t) , (II.1)
where p (t) = (p1 (t) , . . . , pn (t))
T , B = diag(βi), and D =
diag (δi). Concerning the non-homogeneous epidemic model,
we have the following result:
Proposition 1. Consider the heterogeneous N-intertwined SIS
epidemic model in (II.1). Then, if
λ1 (BA−D) ≤ −ε,
an initial infection p (0) ∈ [0, 1]n will die out exponentially
fast, i.e., there exists an α > 0 such that ‖pi (t)‖ ≤
α ‖pi (0)‖ e−εt, for all t ≥ 0.
III. SPREADING PROCESSES IN METAPOPULATIONS
A. Metapopulation Model
Metapopulation models are useful to characterize the dy-
namics of systems composed by connected subpopulations
1An undirected graph with no self-loops is also called a simple graph.
2For simple graphs, aii = 0 for all i.
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2[3], [4]. For example, consider a population of n individuals
distributed over N cities connected via a collection of roads.
At a lower level, we can described the pattern of interactions
in the entire population as a massive graph with n nodes
(individuals), where an edge {i, j} represents the interaction
between two individuals i and j. Alternatively, we can describe
this population at a higher level using a much smaller graph,
called the metagraph, in which nodes represent cities and
edges represent roads connecting cities.
In the metapopulation model, there are two elements to take
into consideration. On the one hand, we have the intrapopula-
tion evolution, which is related to the evolution of an infection
within each subpopulation, as in isolation. On the other hand,
we have the subpopulation interaction, which is related to
encounters between individuals from different subpopulations.
We describe both elements in the following subsections.
1) Intrapopulation Connectivity: Assume we partition the
whole population of n individuals into N subpopulations
of sizes n1, ..., nN . We denote the sets of nodes in each
subpopulation by V1, ..., VN . We also assume that we are not
given any information about the connectivity of individuals
inside each subpopulation, apart from the number of nodes,
ni, and the average degree di of the individuals inside the i-th
subpopulation. Hence, it is reasonable to model the connectiv-
ity structure of each subpopulation as a random regular graph
of size ni and degree di. We denote the ni × ni adjacency
matrix of this random regular graph as Ai. As we mentioned
above, the largest eigenvalue of this random regular graphs is
λ1 (Ai) = di and the associated eigenvector is v1 = n
1/2
i 1ni .
2) Subpopulation Interaction: The interaction between sub-
populations is a crucial component that strongly influences
the entire dynamics of the system. To model the interaction
between subpopulations i and j, we assume that a random
collection of wij individuals in Vi connect to a random
collection of wij individuals in Vj . We can algebraically
represent this connectivity pattern by defining a ni×nj matrix
Aij representing to the structure of a random bipartite graph
connecting two sets of nodes of sizes ni and nj via wij edges.
3) Connectivity matrix of the Population: The n× n adja-
cency matrix of the whole population of individuals described
above is a random matrix, denoted by A, that can be defined
according to block matrices, as follows. First, the (i, i)-the
diagonal block of the population adjacency matrix is the ni×ni
random matrix Ai, defined above. Second, the (i, j)-th off
diagonal block is the ni×nj matrix Aij , defined above. Hence,
the adjacency matrix of the complete population is
A ,

A1 A12 . . . A1N
A21 A2 . . . A2N
...
...
. . .
...
AN1 AN2 . . . AN
 .
In the following subsection, we apply the N-intertwined SIS
epidemic model to the above adjacency matrix to derive a
spectral condition for stability of a small initial infection.
B. Spreading Dynamics in Metapopulations
We use (II.1) to model the dynamics of an SIS spread-
ing process in a metapopulations. Assume that the the SIS
model spreads through the individuals in population Vi with
an spreading rate βsi . The recovery rate of individuals in
population Vi is δi. We assume that the spreading rate of a
virus from an infected individual in population j towards a
susceptible individual in population Vi is equal to βxi . Let us
define the vector pi (t) as the ni-dimensional vector containing
the probabilities of infection of all the individuals in the
subpopulation Vi at time t ≥ 0. Hence, according to (II.1),
this vector of infection probabilities evolves as
dpi (t)
dt
= βsiAipi (t) +
N∑
j=1
βxi Aijpj (t)− δipi (t) ,
where the first and last terms represent the spreading and
recovery dynamics within subpopulation i. The second term
accounts for the spreading of the disease from subpopulations
j to i. We can stack the vectors pi into an n-dimensional
vector to write the evolution of the whole population as
P˙ (t) = MP (t), where P˙ (t) ,
[
pT1 (t) , . . . ,p
T
N (t)
]T
, and
M =

βs1A1 − δ1In1 . . . βx1A1N
βx2A21 . . . β
x
2A2N
...
. . .
...
βxNAN1 . . . β
s
NAN − δNInN
 ,
According to Proposition 1, a small initial infection dies out
exponentially fast if the largest eigenvalue of M is strictly
negative. In what follows, we study the largest eigenvalue of
M in terms of metapopulation parameters. Notice that M is a
random matrix, since its blocks represent random graphs. To
analyze the largest eigenvalue of this random matrix, we make
use of the following spectral concentration result from [7]:
Lemma 2. Consider the random matrix M , then, almost
surely,
|λ1 (M)− λ1 (EM)| = o
(
log n
n1/2
)
,
where EM is the expectation of M .
Using the above lemma, we can find an asymptotic ap-
proximation of λ1 (M), for n → ∞, by computing the
largest eigenvalue of EM . We can compute this eigenvalue
by noticing that EAi = dini1ni1
T
ni and EAij =
wij
ninj
1ni1
T
nj .
One can then verify that, given the structure of EM , its
largest eigenvalue presents the structure v1 , v1 (EM) =[
γ11
T
n1 . . . γN1
T
nN
]T
. In particular, the eigenvalue equation is
EM v1 = λ1 (EM)v1, where
EM =
 β
s
1
d1
n1
1n11
T
n1 − δ1In1 . . . βx1 w1Nn1nN 1n11TnN
...
. . .
...
βxN
wN1
nNn1
1nN1
T
n1 . . . β
s
N
dN
nN
1nN1
T
nN − δNInN

and λ1 (EM) is the largest eigenvalue under study. Or equiv-
alently,
(BsΛ−∆ +BxSW ) g = λ1 (EM) g,
where g = [γi], Bs = diag (βsi ), Bx = diag (β
x
i ),
Λ = diag (di), ∆ = diag (δi), W = WT = [wij ], and
S = diag (1/ni).
3Therefore, we can approximate the largest eigenvalue of the
n×n matrix M (where n is the number of individuals in the
population), using the largest eigenvalue of the N ×N matrix
BsΛ−∆+BxSW (where N is the number of subpopulations
in the model). Hence, The condition under which the epidemic
is guaranteed die out at rate  if
λmax(BsΛ−∆ +BxSW ) ≤ − (III.1)
is satisfied. In the following section we use this result to find
an optimal distribution of traffic between subpopulations in
order to contain the epidemic spread.
IV. A CONVEX FRAMEWORK FOR OPTIMAL TRAFFIC
CONTROL
A. Traffic Restriction Problem
We assume that (III.1) is not satisfied without implementing
a travel restriction policy. We define the travel restriction
policy as ω = [ωij ] where 0 < ωij ≤ Wij with cost f(ω)
convex. The problem travel restriction problem is formally
stated as
min
ω
f(ω) (IV.1)
s.t. λmax(BsΛ−∆ +BxSω) ≤ −
0 < ωij ≤Wij , ∀(i, j) ∈ E
where, since we do not consider permanent relocation between
cities, we assume that ωij = ωji.
The following Lemma states the condition on the model pa-
rameters under which the travel restriction problem is feasible.
Lemma 3. There exists a set {ωij}i,j satisfying the constraints
in (IV.1) if
ni
βxi
(+ βsi di − δi) < 0 (IV.2)
for all cities i ∈ 1, . . . , N .
Proof: Included in proof of Theorem 4
The constraint in Lemma 3 is equivalent to the condition
that in each individual city the virus would die out at a rate 
with no intercity connections. The virus cannot be forced to die
out in the whole system by controlling intercity connections
if it can persist in any city in isolation.
Theorem 4. The traffic restriction problem given in (IV.1) is
equivalent to the standard form semidefinite program
min
ω
f(ω) (IV.3)
s.t. ω + S−1B−1x (I +BsΛ−∆) 4 0
0 < ωij ≤Wij , ∀(i, j) ∈ E
Proof: The eigenvalue constraint in (IV.1) is equivalent
to
λmax(BsΛ−∆ +BxSω + I) ≤ 0, (IV.4)
because I can be expressed with any basis. Multiplying by
the positive definite matrix S−1B−1x preserves the sign of the
largest eigenvalue so we can express the relation as
λmax
(
S−1B−1x (BsΛ−∆ + I) + ω
) ≤ 0. (IV.5)
Since S−1B−1x (BsΛ − ∆ + I) + ω is a symmetric matrix,
we can express (IV.5) as the semidefinite constraint given in
(IV.3), completing the proof of Theorem 4.
To prove Lemma 3, we construct a feasible point ω¯ satis-
fying the equivalent constraint (IV.5) and the box constraint
0 < ω¯ij ≤Wij . Let
ξ = max
i
ni
βxi
(+ βsi λi − δi) . (IV.6)
From (IV.2), ξ < 0. Applying the triangle inequality
λmax
(
S−1B−1x (BsΛ−∆ + I) + ω
) ≤ ξ + λmax(ω).
(IV.7)
Choosing ω¯ = αW where 0 < α ≤ min{1,−ξ/λmax(W )}
guarantees that ξ + λmax(ω¯) ≤ 0 and that 0 < ω¯ij ≤ Wij ,
completing the proof.
Standard form semidefinite programs are solvable in polyno-
mial time via convex optimization methods therefore, a central
authority can set traffic limits on all cities in order to guarantee
the epidemic dies out at rate  while minimizing the cost.
V. LOCAL HEURISTIC SOLUTION
Theorem 5. In many cases it may not be possible to compute
or implement a centralized policy. If we suppose the costs are
incurred locally by each city directly effected by the restriction,
f(ω) =
∑
i
fi(ωi1, . . . , ωiN ) (V.1)
then we can compute a heuristic local solution by first having
each city manager solve
Ui = arg min
u
fi(u) (V.2)
s.t.1′u+
ni
βxi
(+ βsi λi − δi) ≤ 0
0 < uj ≤Wij , ∀j
then coordinating with neighboring cities allowing traffic
ωij = min{Uij , Uji}. (V.3)
The Local Heuristic solution defined in (V.2) and (V.3) yields
a feasible solution to the traffic restriction problem, (IV.1).
Proof: Equation (V.3) guarantees that ω is symmetric and
ωij ≤ Uij . Combining with the first constraint in (V.2),∑
j
ωij +
ni
βxi
(+ βsi λi − δi) ≤ 0. (V.4)
The box constraint in (V.2) guarantees that 0 < ωij ≤ Wij .
Consider the matrix
ω + S−1B−1x (I +BsΛ−∆), (V.5)
whose diagonal entries are strictly negative according to
Lemma 3. Equation (V.4) guarantees that the matrix (V.5)
is diagonally dominant. Theorem 6.1.10 from [8] guarantees
that the matrix in (V.5) is negative semidefinite, satisfying the
eigenvalue constraint and completing the proof.
The heuristic solution proposed in (V.2) and (V.3) is local in
the sense that traffic restrictions on the edges in the intercity
network can be computed by each city solving the optimal
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Infection Dynamics under traffic restrictions
 
 
No control(cost=0)
SDP Control(cost=75.9039)
Local Control (cost=100.1252)
Figure VI.1. The fraction of people who are infected is driven to 0 in every
city via traffic control. The cost incurred by the local heuristic is about 33%
greater than the optimal cost.
restrictions for the edges connecting them to other cities. Two
cities will not necessarily compute the same optimal restriction
so the minimum of the two values is used. This is consistent
with our model because all travel assumed to be is round trip,
thus the realized traffic can be at most the minimum of the
traffic allowed by the two cities involved. Theorem 5 formally
guarantees that this local method yields a solution that causes
the virus to die out at at least rate .
VI. NUMERICAL EXPERIMENTS
We demonstrate the relative performance of our centralized
and local solutions using a sample problem with randomly
generated parameters. We choose the cost function
f(ω) = −
∑
(i,j)∈E
ln
(
ωij
Wij
)
(VI.1)
because it is convex and satisfies (V.1). Furthermore, (VI.1)
intuitively captures the cost of restricting traffic on each edge
because there is no cost when traffic is unrestricted (i.e. wij =
Wij) but the cost tends to ∞ as wij → 0. It is not possible
to completely delete an intercity connection.
Figure VI.1 shows that with no traffic restrictions all cities
go to 100% infection rate while both the optimal solution and
local heuristic force the virus to die out. The heuristic solution
incurs a higher total cost but also forces the epidemic to die
out faster.
Figure VI.2 shows the network of cities and the traffic
restrictions on the edges. Points representing cities are scaled
proportional to their populations ni. Edges are scaled pro-
portional to the the unrestricted traffic Wij . The color of
each edge is linearly scaled from green (ωij = Wij) to red
(ωij = 0). It significant to note that despite the local approach,
the restrictions imposed are very similar to the optimal case.
VII. CONCLUSIONS
We have proposed a convex framework to contain the
propagation of an epidemic outbreak in a metapopulation
model by controlling the traffic between subpopulations. In
this context, controlling the spread of an epidemic outbreak
ω =W
ω = 0
Traffic Restrictions Under Optimal Policy
ω =W
ω = 0
Traffic Restrictions Under Local Heuristic Policy
Figure VI.2. More traffic restrictions are required by the heuristic solution,
however there is a strong correlation between which edges are restricted by
the heuristic solution and by the optimal solution.
can be written as a spectral condition involving the eigenvalues
of a matrix that depends on the network structure and the
parameters of the model. Based on our spectral condition, we
can find cost-optimal approaches to traffic control in epidemic
outbreaks by solving an efficient semidefinite program.
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