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a b s t r a c t
Letφ(G, λ)be the characteristic polynomial of a graphG. TwographsG andH are cospectral,
denotedbyG ∼ H , ifφ(G, λ) = φ(H, λ). By [G]φ wedenote the cospectral equivalence class
determined by G under ‘‘∼’’. A graph G is said to be determined by its spectrum (or simply
G is a DS-graph) if H ∼= G whenever H ∼ G. In this paper, we determine the cospectral
equivalence classes of three kinds of graphs having an isolated vertex, find several DS-
graphs and identify the graph that has the fourth minimum index among all connected
graphs with n vertices.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider only simple graphs (undirected graphs without loops or multiple edges). The path and cycle
with n vertices are denoted by Pn and Cn, respectively. In general, let K1 stand for an isolated vertex. For two graphs G and
H , let G ∪ H denote the disjoint union of G and H , andmH denote the disjoint union ofm copies of H .
Let G be a graph with n(G) = n vertices and e(G) edges. The characteristic polynomial of the adjacency matrix A of G
is called the characteristic polynomial of G and is denoted by φ(G, λ) or simply φ(G). The spectrum of G is the multiset of
eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn of A, where the largest eigenvalue ρ(G) = λ1 is referred to as the index (or spectral radius)
of G. Let Spec(G) = {λ1, λ2, . . . , λn}. Let g(x)|f (x)(resp. g(x) - f (x)) denote that g(x) divides f (x) (resp. g(x) does not divide
f (x)), where g(x) and f (x) are two polynomials in x on the real field.
Two graphs G andH are cospectral if φ(G, λ) = φ(H, λ). By [G]φ we denote the cospectral equivalence class determined by
G under ‘‘∼’’. It is obvious that ‘‘∼’’ is an equivalence relation on the family of all graphs. A graph G is said to be determined
by its spectrum (or simply G is a DS-graph) if H ∼= Gwhenever H ∼ G. It can be also stated that G is a DS-graph if and only if
[G]φ = {G}. Note that if G ∼ H then G and H have the same number of vertices and number of edges.
It is a challenging problem in spectral graph theory to identify DS-graphs. There are only a few results. For a recent survey
onDS-graphs and cospectral graphs, see [1], and some results not included in [1] can be found in [2–8]. Omidi [6] investigated
the spectral characterization of the disjoint union of graphs of index less than 2 with no path as a component and extended
some results of [7]. An interesting question was posed by Wang and Xu in [8]: that of under what conditions the disjoint
union G∪H is a DS-graph, where G andH are two DS-graphs, and they further studied the special casewhereH is an isolated
vertex. Under confined conditions, the authors of [8, Theorem 1.1] determined a necessary and sufficient condition for the
I Supported by the National Science Foundation of China (No. 10761008) and Scientific Research Foundation for Young Scholars of Xinjiang University.∗ Corresponding author at: College of Mathematics and System Science, Xinjiang University, Urumqi 830046, PR China.
E-mail addresses: jfwang4@yahoo.com.cn (J. Wang), huangqx@xju.edu.cn (Q. Huang), y_zliu@163.com (Y. Liu), liury@qhnu.edu.cn (R. Liu),
yechf@qhnu.edu.cn (C. Ye).
0898-1221/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.03.054
J. Wang et al. / Computers and Mathematics with Applications 57 (2009) 1638–1644 1639
Fig. 1. Graphs T (a, b, c) and Q (a, b, c).
graph K1 ∪ G to be a DS-graph with respect to the generalized spectrum. In this paper, we shall generalize their problem,
that is, the cospectral equivalence class of the disjoint union G ∪ H (graphs G and H are not necessarily DS-graphs) will be
studied. However, it seems more difficult to determine the cospectral equivalence class of a given graph than prove it to be
a DS-graph. No attempt has been made in this respect.
In the paper, by ordering graphs with respect to the index and employing a new tool, the ρ-component of a graph,
we determine the cospectral equivalence classes of three kinds of graphs having isolated vertex and further give several
new DS-graphs. As a by-product, we identify the graph which has fourth minimum index in all of connected graphs with n
vertices.
Two graphs used in the paper are shown in Fig. 1.
Remark 1.1. As usual, graphs T (1, 1, n− 3) and Q (1, n− 5, 1) are denoted by Zn andWn, respectively. For convenience, by
abuse of notation, letW5 = K1,4 and Z3 = P3.
The paper is organized as follows. In Section 2, some basic tools in the theory of graph spectra are introduced. In Section 3,
we determine the cospectral equivalence classes of graphs K1∪Pn (n ≥ 2) and K1∪Wn (n ≥ 6). The cospectral equivalence
class of graphs K1 ∪ T (1, 2, n− 4) (n ≥ 10) is investigated in Section 4.
2. Basic tools
Lemma 2.1 ([9]; See Also [10, p. 78]). The connected graphs with index less than 2 are precisely the following graphs:
Pn(n ≥ 1), Zn(n ≥ 4) and T (a, b, c) with (a, b, c) ∈ {(1, 2, 2), (1, 2, 3), (1, 2, 4)}.
Lemma 2.2 ([9]; See Also [10, p. 78]). The connected graphs with index 2 are precisely the following graphs:
Cn (n ≥ 3),Wn (n ≥ 6), K1,4 and T (a, b, c) for (a, b, c) ∈ {(2, 2, 2), (1, 2, 5), (1, 3, 3)}.
Lemma 2.3 ([11,12]; See Also [10, p. 385]). The connected graphs with index in the interval (2,
√
2+√5) are precisely the
following graphs:
(1) T (a, b, c) for a = 1, b = 2, c > 5 or a = 1, b > 2, c > 3 or a = 2, b = 2, c > 2 or a = 2, b = 3, c = 3.
(2) Q (a, b, c) for (a, b, c) ∈ {(1, 1, 2), (2, 4, 2), (2, 5, 3), (3, 7, 3), (3, 8, 4)} or a > 0, c > 0, b ≥ b∗(a, c), where
(a, c) 6= (1, 1) and
b∗(a, c) =
{a+ c + 2, a > 2,
c + 3, a = 2,
c, a = 1.
Lemma 2.4 ([10]). Let H be a proper subgraph of a connected graph G; then ρ(H) < ρ(G).
Hoffman and Smith [13] define an internal path of G as a walk v0v1, . . . , vk (k ≥ 1) such that the vertices v1, . . . , vk are
distinct (v0, vk need not be distinct), d(v0) > 2, d(vk) > 2 and d(vi) = 2 whenever 0 < i < k, where d(v) is the degree of
vertex v in G. The following lemma playing an important role in ordering the index of graphs will be repeatedly used in the
paper:
Lemma 2.5 ([13], Theorem 4.6 in [14]). Let uv be an edge of the connected graph G and let Guv be obtained from G by subdividing
the edge uv of G.
(1) If uv is not in an internal path of G and if G 6= Cn, then ρ(Guv) > ρ(G).
(2) If uv belongs to an internal path of G and G 6= Wn, then ρ(Guv) < ρ(G).
Lemma 2.6 ([10]). Let G = ∪si=1 Gi; then φ(G) =
∏s
i=1 φ(Gi).
In view of Lemma 2.6, we know that ρ(G) = max{ρ(Gi)|1 ≤ i ≤ m}which stimulates us to give the following definition:
Definition 2.1. A graph H is said to be a ρ-component of a given graph G if H is a connected component of G and ρ(H) =
ρ(G).
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Remark 2.1. (1) If H is the ρ-component of G, then φ(H)|φ(G) and φ(G− H) is still the characteristic polynomial of graph
G− H , where G− H is the graph obtained from G by deleting the component H . In addition, n(H) ≤ n(G); the equality
holds iff H = G.
(2) It is well-known that ρ(G) is simple if G is connected [10], which implies that the cospectral graphs of Gmerely contain
one ρ-component.
3. The cospectral equivalence classes of graphs with index at most 2
The spectrum of graphs with index at most 2 was well studied by Cvetković and Gutman [15].
Lemma 3.1 (Corollary 2.9 in [7]). For n ≥ 2, φ(K1 ∪ P2n+1) = φ(Pn ∪ Zn+2).
Lemma 3.2. (1) For n ≥ 2, ρ(P2n+1) = ρ(Zn+2).
(2) ρ(Pn) = ρ(Zk+2) if and only if n = 2k+ 1, where k ≥ 1.
Proof. (1) By Lemma 2.4, we get ρ(Pn) < ρ(P2n+1). So the result follows from Lemma 3.1.
(2) By Lemma 2.4 and (1) of the lemma, we have
ρ(Zk+1) = ρ(P2k−1) < ρ(P2k) < ρ(P2k+1) = ρ(Zk+2) < ρ(Zk+3)
which implies that the result holds. 
Lemma 3.3. Let H = K1 ∪ Pn, where n ≥ 2.
(1) There exists a graph G ∈ [H]φ such that Zk+2 is the ρ-component of G, which occurs if and only if n = 2k+ 1, where k ≥ 1.
(2) The tree T (1, 2, 2) cannot be the ρ-component of any graph belonging to [H]φ .
(3) Neither T (1, 2, 3) nor T (1, 2, 4) is the ρ-component of any graph in [H]φ .
Proof. (1) Let G = Pk ∪ Zk+2; then the result evidently follows from Lemmas 3.1 and 3.2(2).
(2) By calculation, we have ρ(P11) = ρ(T (1, 2, 2)) =
√
2+√6
2 ≈ 1.93185. Then from Lemma 2.4,
ρ(Pn1) < ρ(P11) = ρ(T (1, 2, 2)) < ρ(Pn2), where 2 ≤ n1 ≤ 10 and n2 ≥ 12.
Suppose to the contrary that there exists G ∈ [H]φ containing T (1, 2, 2) as its ρ-component. Then ρ(G) =
ρ(T (1, 2, 2)) = ρ(Pn) and so n = 11. Since H and G have the same numbers of vertices and edges, we have
n(G) = e(G)+ 2. Thus, besides T (1, 2, 2), G only contains one component, say G1. Clearly ρ(G1) < 2 and n(G1) = 6. By
Lemma 2.1,G1 ∈ {P6, T (1, 2, 2), T (1, 1, 3)}. On the other hand, we know thatφ(G) = φ(T (1, 2, 2))φ(G1) = φ(K1∪P11),
and both φ(T (1, 2, 2)) and φ(K1 ∪ P11) are calculable. By simple calculation, we obtain
φ(G1) = λ2(λ2 − 2)(λ2 − 3) = λ6 − 5λ4 + 6λ2.
It is easy to verify that φ(G1) 6= φ(P6), φ(T (1, 2, 2)), φ(T (1, 1, 3)), which is a contradiction.
(3) Similarly to above: ρ(P17) = ρ(T (1, 2, 3)) = 2 cos pi18 ≈ 1.96962, and again ρ(P29) = ρ(T (1, 2, 4)) = 2 cos pi30 ≈
1.98904. Then, by Lemma 2.4 we have
ρ(Pn1) < ρ(P17) = ρ(T (1, 2, 3)) < ρ(Pn2) and ρ(Pn3) < ρ(P29) = ρ(T (1, 2, 4)) < ρ(Pn4),
where 2 ≤ n1 ≤ 16, n2 ≥ 18, 2 ≤ n3 ≤ 28 and n4 ≥ 30. By arguments similar to those in (2), if there exists G ∈ [H]φ
containing T (1, 2, 3) or T (1, 2, 4) as its ρ-component, then n = 17 or n = 29, and G has only two components. Let
G1 6= T (1, 2, 3) (or not T (1, 2, 4)) be assumed to be the one component of G and n = 17 (or n = 29). Then n(G1) = 11
(or 22) and ρ(G1) < 2. By Lemma 2.1, G1 ∈ {P11, Z11} (or G1 ∈ {P22, Z22}). On the other hand, by Lemma 3.1,
φ(G) =
{
φ(T (1, 2, 3))φ(G1) = φ(K1 ∪ P17) = φ(P8)φ(Z10) if n = 17;
φ(T (1, 2, 4))φ(G1) = φ(K1 ∪ P29) = φ(P14)φ(Z16) if n = 29.
By calculation we get{
φ(G1) = λ(λ2 − 3)φ(P8) if n = 17;
φ(G1) = λ2(λ2 − 3)(λ4 − 5λ2 + 5)φ(P14) if n = 29.
Thus, ρ(G1) = ρ(P8) if n = 17, and ρ(G1) = ρ(P14) if n = 29. However,{
ρ(P8) < ρ(P11), ρ(Z11).
ρ(P14) < ρ(P22), ρ(Z22).
These are impossible. Thus we complete this proof. 
The corollary below follows from the proof of the above lemma:
Corollary 3.1. Suppose that G is a connected graphwithρ(G) = ρ(Pn). ThenG ∈ {Pn (n ≥ 1), T (1, 2, 2), T (1, 2, 3), T (1, 2, 4),
Zk+2}. If G 6= Pn, then G = T (1, 2, 2) when ρ(G) = ρ(P11), G = T (1, 2, 3) when ρ(G) = ρ(P17), G = T (1, 2, 4) when
ρ(G) = ρ(P29), G = Zk+2 when ρ(G) = ρ(P2k+1).
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Theorem 3.1. The cospectral equivalence class of K1 ∪ Pn is given below:
[K1 ∪ Pn]φ =
{{K1 ∪ Pn, Pk ∪ Zk+2 | n = 2k+ 1, k ≥ 1} if n is odd;
{K1 ∪ Pn | n = 2k, k ≥ 1} if n is even.
Proof. Let G = ∪mi=1 Gi be any graph such that
φ(G) = φ(K1 ∪ Pn). (1)
It follows that ρ(G) = ρ(K1 ∪ Pn) = ρ(Pn) < 2 and so any component of G is included in the trees stated in Lemma 2.1.
Since ρ(Pn) is simple, the ρ-component G1 of G with ρ(G1) = ρ(Pn) is unique. Note that n(G) = e(G)+ 2; G contains only
one component, say G2, besides G1. By Lemma 3.3, the candidates for being G1 are Pn, and Zk+2 where n = 2k+ 1.
If G1 = Pn, then G = K1 ∪ Pn ∈ [K1 ∪ Pn]φ .
If G1 = Zk+2 where n = 2k+ 1, then, from Lemma 3.1 and (1),
φ(Zk+2 ∪ G2) = φ(G) = φ(K1 ∪ P2k+1) = φ(Pk ∪ Zk+2). (2)
Eliminating the common factor φ(Zk+2) of the two sides in (2), we arrive at φ(G2) = φ(Pk). It is well-known that Pk is a
DS-graph. Thus G2 ∼= Pk, and so G = Zk+2 ∪ Pk ∈ [K1 ∪ Pn]φ . 
The result immediately follows from Theorem 3.1.
Corollary 3.2. K1 ∪ Pn is a DS-graph if and only if n = 2k, where k ≥ 1.
Now, we investigate the cospectral equivalence class of K1 ∪Wn to end this section.
Lemma 3.4. ([10, p. 77]). For n ≥ 6, φ(Wn) = φ(C4 ∪ Pn−4) and φ(K1,4) = φ(K1 ∪ C4).
The following lemma obviously follows from Lemmas 3.1 and 3.4.
Lemma 3.5. (1) For n ≥ 6, φ(K1 ∪Wn) = φ(K1 ∪ C4 ∪ Pn−4) = φ(K1,4 ∪ Pn−4).
(2) For k ≥ 3, φ(K1 ∪W2k+1) = φ(C4 ∪ Pk−2 ∪ Zk) = φ(Wk+2 ∪ Zk).
Lemma 3.6. For m ≥ 3 and n ≥ 6, φ(Cm)|φ(K1 ∪Wn) if and only if m = 4.
Proof. By Lemma 3.5, φ(K1∪Wn) = φ(K1)φ(C4)φ(Pn−4). Note that Spec(C4) = {2, 0, 0,−2} and Spec(Pn−4) = {2 cos pi in−3 |
i = 1, 2, . . . , n − 4} (see [10]). So the non-zero eigenvalues ofWn are simple and the zero eigenvalue is of multiplicity at
least 3. Since Spec(Cm) = {2 cos 2pi im |i = 1, 2, . . . ,m} [10], all eigenvalues of Cm other than 0, ±2 are of multiplicity 2, and
thusm = 4. The converse is obvious. 
Lemma 3.7. For n ≥ 6 and m ≥ 3, let H = K1 ∪Wn. Then there exists a graph G ∈ [H]φ such that Cm is the ρ-component of G
if and only if m = 4.
Proof. If Cm is the ρ-component of G, then φ(Cm)|φ(K1 ∪ Wn), and so m = 4 by Lemma 3.6. Conversely, setting G =
K1 ∪ C4 ∪ Pn−4, we have G ∈ [H]φ by Lemma 3.5 and thus C4 is the ρ-component of G since ρ(C4) = ρ(G) = 2. 
Lemma 3.8. Let H = K1 ∪Wn, where n ≥ 6, and G ∈ [H]φ . Then T (2, 2, 2), T (1, 3, 3) or T (1, 2, 5) is not the ρ-component
of G.
Proof. By direct calculation we get Spec(T (2, 2, 2)) = {2, 1, 1, 0,−1,−1,−2}. Since we know, from the discussion in the
proof of Lemma 3.6, that the non-zero eigenvalues of G are simple, we have φ(T (2, 2, 2)) - φ(G), and thus T (2, 2, 2) is not
the ρ-component of G.
For a contradiction, suppose that T (1, 3, 3) (or T (1, 2, 5)) is the ρ-component of G. Without loss of generality, let
G = ∪si=1 Gi and G1 = T (1, 3, 3) (or T (1, 2, 5)). Noting that ρ(G) = ρ(Wn) = 2 is simple, we get ρ(Gi) < 2 for 2 ≤ i ≤ s,
which implies that Gi is one of the trees included in Lemma 2.1. In view of n(G) = e(G) + 2, we conclude that G merely
contains one component, namely G2, besides T (1, 3, 3) (or T (1, 2, 5)). So
G = T (1, 3, 3) ∪ G2 or G = T (1, 2, 5) ∪ G2,
which respectively yield the equalities below by Lemma 3.4:{
φ(T (1, 3, 3) ∪ G2) = φ(G) = φ(K1 ∪Wn) = φ(K1 ∪ C4 ∪ Pn−4), if G1 = T (1, 3, 3);
φ(T (1, 2, 5) ∪ G2) = φ(G) = φ(K1 ∪Wn) = φ(K1 ∪ C4 ∪ Pn−4), if G1 = T (1, 2, 5). (3)
If G1 = T (1, 3, 3) then φ(G) = φ(T (1, 3, 3) ∪ G2) = φ(K1 ∪Wn) = φ(K1 ∪ C4 ∪ Pn−4). By straightforward calculation
we get φ(T (1, 3, 3)) = (λ2 − 2)φ(P2)φ(C4), which leads to
(λ2 − 1)(λ2 − 2)φ(G2) = φ(K1 ∪ Pn−4). (4)
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Similarly, if G1 = T (1, 2, 5)we have
(λ2 − 1)φ(P4)φ(G2) = φ(2K1 ∪ Pn−4). (5)
We now discuss the index of the two sides of the equality (4) and (5). Let ρ(left) and ∂(left) denote the largest root and
the degree of the left of the equality (4) and (5), respectively. Then ρ(left) = max{√2, ρ(G2)} if G1 = T (1, 3, 3), or
ρ(left) = max{ρ(P4), ρ(G2)} if G1 = T (1, 2, 5).
Case 1. ρ(left) = max{√2, ρ(G2)}.
If ρ(left) = √2, then ρ(Pn−4) =
√
2 by (4). Thus, n = 7 since ρ(P2) < ρ(P3) =
√
2 < ρ(Pm) (m ≥ 4). Note that
φ(P3) = λ(λ2 − 2). From (4) we have (λ2 − 1)φ(G2) = λ2, a contradiction.
If ρ(left) = ρ(G2), then ρ(G2) = ρ(Pn−4) by (4). By Corollary 3.1, we claim that G2 = Pn−4, or G2 = T (1, 2, 2) when
n = 15, or G2 = T (1, 2, 3) when n = 21, or G2 = T (1, 2, 4) when n = 33, or G2 = Zk+2 when n = 2k + 5. Noting that
∂(left) = n− 3, we only arrive at G2 = Z6 for k = 4. By the equality (4), it follows that (λ2 − 1)(λ2 − 2)φ(Z6) = φ(K1 ∪ P9)
which is a contradiction, as can be seen by direct calculation.
Case 2. ρ(left) = max{ρ(P4), ρ(G2)}.
If ρ(left) = ρ(P4), then ρ(P4) = ρ(Pn−4) by (5), and so n = 8. Thus (λ2 − 1)φ(G2) = x2 from (5), a contradiction.
If ρ(left) = ρ(G2), then ρ(G2) = ρ(Pn−4) by (5). As in Case 1, we get G2 = Z7 for n = 15. From (5) we get
(λ2 − 2)φ(P4)φ(Z7) = φ(2K1 ∪ P11)which is a contradiction.
So we obtain that neither T (1, 3, 3) nor T (1, 2, 5) is a ρ-component of G. 
Theorem 3.2. The cospectral equivalence class of K1 ∪Wn is given below:
(1) if n = 2k and k ≥ 3, then
[K1 ∪Wn]φ = {K1 ∪Wn, K1 ∪ C4 ∪ Pn−4, K1,4 ∪ Pn−4};
(2) if n = 2k+ 1 and k ≥ 3, then
[K1 ∪Wn]φ =
{
K1 ∪Wn, K1 ∪ C4 ∪ Pn−4, K1,4 ∪ Pn−4, C4 ∪ Pk−2 ∪ Zk,Wk+2 ∪ Zk
}
.
Proof. Let G = ∪si=1 Gi be any graph such that
φ(G) = φ(K1 ∪Wn), (6)
which implies, from Lemma 2.2, that
ρ(G) = ρ(K1 ∪Wn) = ρ(Wn) = 2.
Since ρ(Wn) is simple, then G only contains one ρ-component, say G1, such that ρ(G1) = ρ(G) where G1 is one of the
graphs from Lemma 2.2. In view of Lemmas 2.2, 3.7 and 3.8, we obtain that G1 ∈ {C4, K1,4,Wm|m ≥ 6}. The cases below are
considered:
Case 1. G1 ∼= C4.
From the equality (6) and Lemma 3.5, it follows that
φ(C4)φ(∪si=2 Gi) = φ(G) = φ(K1 ∪Wn) = φ(K1 ∪ C4 ∪ Pn−4). (7)
Eliminating the common factor φ(C4) of the two sides of the equality (7), we obtain that
φ(∪si=2 Gi) = φ(K1 ∪ Pn−4).
Now, we distinguish the following subcases by the parity of n.
Subcase 1.1. n = 2k, where k ≥ 3.
It is obvious that n− 4 is even. By Corollary 3.2, we know that K1 ∪ Pn−4 is a DS-graph which leads to∪si=2 Gi ∼= K1 ∪ Pn−4
and G = C4 ∪ K1 ∪ Pn−4 ∈ [K1 ∪Wn]φ by Lemma 3.5.
Subcase 1.2. n = 2k+ 1, where k ≥ 3.
Since n − 4 is odd, we obtain, from Theorem 3.1, that ∪si=2 Gi ∈ {K1 ∪ Pn−4, Pk−2 ∪ Zk} which yields G ∈ {C4 ∪ K1 ∪
Pn−4, C4 ∪ Pk−2 ∪ Zk} ⊆ [K1 ∪Wn]φ .
Case 2. G1 ∼= K1,4.
Taking advantage of the equality (6) and φ(K1,4) = φ(K1 ∪ C4), we arrive at
φ(K1,4)φ(∪si=2 Gi) = φ(G) = φ(K1 ∪Wn) = φ(K1 ∪ C4 ∪ Pn−4) = φ(K1,4)φ(Pn−4). (8)
Eliminating the common factor φ(K1,4) of the two sides of the equality (8), we arrive at φ(∪si=2 Gi) = φ(Pn−4). Since Pn−4 is
a DS-graph (see [1]), then ∪si=2 Gi ∼= Pn−4 which yields G = K1,4 ∪ Pn−4 ∈ [K1 ∪Wn]φ .
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Case 3. G1 ∼= Wm, wherem ≥ 6.
By means of the equality (6) and Lemma 3.5, we obtain that
φ(Wm)φ(∪si=2 Gi) = φ(G) = φ(K1 ∪Wn) = φ(K1 ∪ C4 ∪ Pn−4). (9)
Using φ(Wm) = φ(C4)φ(Pm−4) (by Lemma 3.4) and eliminating the common factor φ(C4) of the two sides of the equality
(9), we arrive at
φ(Pm−4)φ(∪si=2 Gi) = φ
(
Pm−4 ∪ (∪si=2 Gi)
) = φ(K1 ∪ Pn−4),
which implies that Pm−4 ∪ (∪si=2 Gi) ∈ [K1 ∪ Pn−4]φ . From Theorem 3.1, we obtain that
Pm−4 ∪ (∪si=2 Gi) ∼= K1 ∪ Pn−4 or Pm−4 ∪ (∪si=2 Gi) ∼= Pk−2 ∪ Zk for n = 2k+ 1 and k ≥ 3.
In the former, we have from m ≥ 6 that m− 4 = n− 4 and ∪si=2 Gi ∼= K1 which results in m = n and G = Wn ∪ K1. In the
latter, we have thatm− 4 = k− 2 and ∪si=2 Gi ∼= Zk which yields G = Wk+2 ∪ Zk ∈ [K1 ∪Wn]φ , where k ≥ 3. 
Corollary 3.3. For n ≥ 6, K1 ∪Wn is not a DS-graph. 
4. The cospectral equivalence classes of graphs with index at most
√
2+√5
Lemma 4.1. For c ≥ b ≥ 1 and a ≥ 1, d ≥ 1, ρ(T (1, b, c)) < ρ(Q (a, d, b)).
Proof. Noting that T (1, b, c) is a proper subgraph ofQ (a, c+d, b), we have ρ(T (1, b, c)) < ρ(Q (a, c+d, b)) by Lemma 2.4.
Additionally, ρ(Q (a, c + d, b)) < ρ(Q (a, d, b)) by Lemma 2.5(2). Thus our result follows. 
By calculation we have φ(Q (1, 8, 2)) = (λ4− 4λ2+ 1)φ(T (1, 3, 5)), φ(Q (1, 5, 2)) = (x6− 6x4+ 8x2− 1)φ(T (1, 1, 2)),
φ(T (1, 4, 4)) = (x6 − 6x4 + 8x2 − 1)φ(P4), φ(T (2, 2, 3)) = (x6 − 6x4 + 8x2 − 1)φ(P2) and φ(T (1, 2, 9)) = (λ4 − 4λ2 +
2)φ(T (1, 3, 4)). By using Mathematica, we arrive at:
Lemma 4.2. (1) ρ(Q (1, 8, 2)) = ρ(T (1, 3, 5)) ≈ 2.02368 and ρ(Q (1, 5, 2)) = ρ(T (1, 4, 4)) = ρ(T (2, 2, 3)) ≈ 2.02852.
(2) ρ(T (1, 2, 9)) = ρ(T (1, 3, 4)) ≈ 2.01532.
Lemma 4.3. (1) For c1 ≥ 10, c2 ≥ 5 and 6 ≤ c3 ≤ 8, we have that ρ(T (1, 2, c3)) < ρ(T (1, 2, 9)) = ρ(T (1, 3, 4)) <
ρ(T (1, 2, c1)) < ρ(T (1, 2, c1 + 1)) < ρ(T (1, 3, c2)) < ρ(T (1, 3, c2 + 1)). In addition, ρ(T (1, 2, c1 − 4)) =
ρ(T (1, 3, c3 − 1)) if and only if c1 = 13 and c3 = 5.
(2) For c1 ≥ 6 and c2 ≥ 4, ρ(T (1, 2, c1)) < ρ(T (1, 4, c2)).
(3) For c1 ≥ 6 and c2 ≥ b ≥ 5, ρ(T (1, 2, c1)) < ρ(T (1, b, c2)).
(4) For c1 ≥ 6 and c2 ≥ 3, ρ(T (1, 2, c1)) < ρ(T (2, 2, c2)) and ρ(T (1, 2, c1)) < ρ(T (2, 3, 3)).
(5) For c1 ≥ 6, a ≥ 1, c2 ≥ 2 and b ≥ 1, ρ(T (1, 2, c1)) < ρ(Q (a, b, c2)).
Proof. (1) By Lemmas 2.4 and 4.2, we have ρ(T (1, 2, c3)) < ρ(T (1, 2, 9)) = ρ(T (1, 3, 4)) < ρ(T (1, 2, c1)) <
ρ(T (1, 2, c1+1)) and ρ(T (1, 3, 5)) ≤ ρ(T (1, 3, c2)) < ρ(T (1, 3, c2+1)). From Lemma 4.1 we get ρ(T (1, 2, c1+1)) <
ρ(Q (1, 8, 2)) = ρ(T (1, 3, 5)) as wanted. The latter evidently follows from the former.
(2) In view of Lemma 4.1, 4.2(1) and 2.4, we have that ρ(T (1, 2, c1)) < ρ(Q (1, 5, 2)) = ρ(T (1, 4, 4)) ≤ ρ(T (1, 4, c2)).
(3) From c2 ≥ b ≥ 5, it follows that T (1, 4, 4) is a proper subgraph of T (1, b, c2). Then we obtain from Lemma 2.4 that the
result holds.
(4) Since ρ(T (1, 2, c1)) < ρ(Q (1, 5, 2)) (see the proof of (2)), by Lemmas 4.2 and 2.4, as well as ρ(Q (1, 5, 2)) =
ρ(T (2, 2, 3)), we get ρ(T (1, 2, c1)) < ρ(T (2, 2, c2)) and ρ(T (1, 2, c1)) < ρ(T (2, 2, 3)) < ρ(T (2, 3, 3)).
(5) Since a ≥ 1 and c2 ≥ 2, we have, from Lemmas 4.1 and 2.4,that ρ(T (1, 2, c1)) < ρ(Q (1, b, 2)) ≤ ρ(Q (a, b, c2)). 
The above lemma shows that T (1, 2, n−4) (n ≥ 10)has theminimum index among all graphs stated in Lemma2.3.When
n ≥ 10, in the ordering of connected graphs with n vertices by their index, the graphs Pn, Zn,Wn and Cn take, respectively,
the first three positions (ρ(Pn) < ρ(Zn) < ρ(Wn) = ρ(Cn); see [16]). Then the following theorem obviously holds:
Theorem 4.1. Among all connected graphs of order n, T (1, 2, n− 4) (n ≥ 10) has the fourth minimum index.
Remark 4.1. One of the referees pointed that the above theorem was also obtained by F. Belardo et al. independently [17].
Theorem 4.2. The cospectral equivalence class of K1 ∪ T (1, 2, n− 4) is defined as follows:
[K1 ∪ T (1, 2, n− 4)]φ = {K1 ∪ T (1, 2, n− 4) | n ≥ 10}.
Proof. Let G = ∪si=1 Gi be any graph such that
φ(G) = φ(K1 ∪ T (1, 2, n− 4)), (10)
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which yields, from n ≥ 10 and Lemma 2.3, that
ρ(G) = ρ(K1 ∪ T (1, 2, n− 4)) = ρ(T (1, 2, n− 4)) ∈ (2,
√
2+√5).
Since ρ(G) is simple, then G only contains one ρ-component, say G1, such that ρ(G1) = ρ(G) and G1 is one of the trees from
Lemma 2.3. Furthermore, any other component Gi of G satisfies ρ(Gi) <
√
2+√5, and so Gi is one of the graphs included
in Lemmas 2.1 and 2.2, where 2 ≤ i ≤ s. In view of Lemma 4.3 and ρ(G1) = ρ(T (1, 2, n−4)), we obtain that the candidates
for G1 are T (1, 3, 4) (with n = 13) and T (1, 2, n− 4). So we consider:
Case 1. G1 = T (1, 3, 4)with n = 13.
From (10) we have that
φ(T (1, 3, 4) ∪ (∪si=2 Gi)) = φ(G) = φ(K1 ∪ T (1, 2, 9)).
From (2) of Lemma 4.2, it follows that φ(H) = λ4 − 4λ2 + 2, where H = ∪mi=2 Gi. Obviously, H has four vertices and four
edges. Since Gi is one of the graphs included in Lemmas 2.1 and 2.2 (2 ≤ i ≤ s), then we conclude that H ∼= C4, which
contradicts φ(C4) = λ2(λ2 − 4).
Case 2. G1 = T (1, 2, n− 4).
We get, by (10) again, that
φ(T (1, 2, n− 4) ∪ (∪si=2 Gi)) = φ(G) = φ(K1 ∪ T (1, 2, n− 4)). (11)
Eliminating the common factor φ(T (1, 2, n − 4)) of the two sides of the equality (11), we get φ(∪si=2 Gi) = φ(K1) which
leads to ∪si=2 Gi ∼= K1, and so G = K1 ∪ T (1, 2, n− 4). 
The corollary below obviously follows from Theorem 4.2:
Corollary 4.1. For c ≥ 6, K1 ∪ T (1, 2, c) is a DS-graph.
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