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Abstract
In this paper, the dynamics of the forced Burgers equation: ut = uxx − uux + f (x), subject to both Neumann
boundary conditions and periodic boundary conditions using boundary and distributed control is analyzed. For the
boundary control problem, we show that the controlled unforced Burgers equation (i.e., the closed loop system) is
exponentially stable when the viscosity  is known, and globally asymptotically stable when  is unknown. As for
the distributed control problem, we apply Karhunen–Loéve decomposition on the dynamics of the forced Burgers
equation to generate a low dimensional dynamical system whose dynamics is similar to that of Burgers equation.
Then, a feedback linearization control is used on the reduced system to exponentially stabilize the dynamics of the
equation. Numerical simulations for the boundary and distributed controls are presented to support the analytical
results.
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1. Introduction
During the last two decades, considerable amount of work has been devoted to the area of active
control of ﬂuid ﬂows (including feedback control) [1,2,4–8,10,12–17]. The existence of controllers for
certain potential applications can be proven using boundary and distributed parameter control theory
[3,9–12,16,17]. Among the many applications that motivated the use of control theory are ﬂuid ﬂow
∗ Tel.: +965 481 1188 x5604; fax: +965 481 7201.
E-mail address: smaoui@mcs.sci.kuniv.edu.kw (N. Smaoui).
0377-0427/$ - see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2004.10.020
92 N. Smaoui / Journal of Computational and Applied Mathematics 182 (2005) 91–104
separation, combustion, and ﬂuid-structure interactions. In such applications, the Navier–Stokes equation
played an essential role in the modelling and in the development of computational control algorithm [4].
Since the control problem of the Navier–Stokes equation is not an easy problem to tackle numerically, as
a result, a lot of attention from both the mathematical and control communities was focused on the 1-d
Burgers equation, sometimes referred as the 1-d equivalent of the Navier–Stokes equation as a model for
control design [2,4,5,8,10–14,16,17].
While local stabilization and global analysis of the attractors of Burgers equation have been investigated
in [4,5,7,16], the problem of global stabilization has been ﬁrst analyzed by Krstic´ [11]. In [11], the global
stabilization ofwt=wxx−Wdwx−wwx, on [0, 1], wherew(x, t)=u(x, t)−Wd ,Wd=limt→∞u(x, t),
andwhereu(x, t) is the solution to the classicBurgers equation,was investigated using nonlinear boundary
control for both Neumann and Dirichlet boundary conditions. Motivated by the results of Krstic´ [11],
Smaoui [17] analyzed analytically as well as numerically the global stabilization of the generalized
Burgers equation ut = uxx − uux +mu, m ∈ R, on [0, 2] subject to mixed boundary conditions using
adaptive (i.e., when  is unknown) and non-adaptive (i.e., when  is known) nonlinear boundary control.
For the adaptive control, a more elegant approach than the one used by Krstic´ [11] was used to show that
the controlled Burgers equation is globally asymptotically stable.
In this paper, we analyze the viscous Burgers equation subject to both Neumann and periodic boundary
conditions. Two control strategies, namely boundary and distributed controls, for the viscous Burgers
equation are investigated. For the boundary control problem,we investigate the unforcedBurgers equation:
ut (x, t)= uxx(x, t)− u(x, t)ux(x, t), x ∈ (0, 1), t > 0, (1)
using the following nonlinear boundary control:
ux(0, t)= w1(t) and ux(1, t)= w2(t). (2)
In this case, adaptive and non-adaptive control are analyzed. For the non-adaptive case, we use similar
approach to the one presented in [11], and for the adaptive case, we build upon our previous approach
to design a better control law than the one given in [17]. As for the distributed control, we analyze the
following problem:
ut (x, t)= uxx(x, t)− u(x, t)ux(x, t)+ f (x)+
na∑
k=1
bkvk(t), x ∈ (0, 2), t > 0. (3)
Subject to periodic boundary conditions:
u(0, t)= u(2, t) and ux(0, t)= ux(2, t), (4)
where  is a positive constant, vk(t) is the kth input, bk is the actuator distribution function, and na is the
number of actuators.
The paper is organized as follows: In Section 2, we analyze the boundary control problem shown
above when adaptive and non-adaptive control are applied. In the non-adaptive case, we show exponential
stability in L2, and in the adaptive case we show asymptotic stability. Section 3 deals with the distributed
control problem, where Karhunen–Loéve Galerkin procedure is used to obtain a system of ODEs that
captures the same dynamics of the forced Burgers equation. Then, a feedback linearization technique was
applied on the ODE system with the task of stabilizing the dynamics to a desired one. Thus, controlling
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the original PDE system. Numerical results are presented in each section showing the effectiveness of
the two control strategies, and some concluding remarks are given in Section 4.
2. Boundary control
2.1. Non-adaptive control (i.e., when  is known)
In this section, we show exponential stability in L2 for the unforcedBurgers equationwhen the viscosity
 is known.
Theorem 1. The unforced Burgers equation:
ut (x, t)= uxx(x, t)− u(x, t)ux(x, t), x ∈ (0, 1), t > 0. (5)
Subject to:
ux(0, t)= w1(t), ux(1, t)= w2(t), (6)
is exponentially stable in L2(0, 1) under the following control law:
w1(t)= (1 + 1)u(0, t)+
1
3
u2(0, t), 10,
w2(t)= − 2u(1, t)+
1
3
u2(1, t), 20. (7)
Proof. Let V (t) be a Liapunov function deﬁned by
V (t)= 1
2
∫ 1
0
u2(x, t) dx. (8)
Taking the time derivative of V (t), we get
V˙ (t)= 
t
(
1
2
∫ 1
0
u2(x, t) dx
)
= 1
2
∫ 1
0
2u(x, t)ut (x, t) dx
=
∫ 1
0
u(x, t){uxx(x, t)− u(x, t)ux(x, t)+ f (x)} dx
= 
∫ 1
0
u(x, t)uxx(x, t) dx −
∫ 1
0
(
1
3
u3(x, t)
)
x
dx. (9)
Using integration by parts on the ﬁrst term of the right-hand side of Eq. (9), we get
V˙ (t)= u(1, t)ux(1, t)− u(0, t)ux(0, t)− 13u
3(1, t)+ 1
3
u3(0, t)− 
∫ 1
0
u2x(x, t) dx. (10)
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Now, using the Poincaré inequality on the last term of the right-hand side of Eq. (10), respectively, we
get
V˙ (t)
−
2
∫ 1
0
u2(x, t) dx + u(1, t)ux(1, t)− u(0, t)ux(0, t)− 13u
3(1, t)
+ 1
3
u3(0, t)+ u2(0, t). (11)
Also, using the boundary conditions stated in Eq. (2), i.e.,
ux(0, t)= w1(t) and ux(1, t)= w2(t), (12)
Eq. (12) becomes
V˙ (t)
−
2
∫ 1
0
u2(x, t) dx − u(0, t)
{
w1(t)− u(0, t)− 13u
2(0, t)
}
+ u(1, t)
{
w2(t)− 13u
2(1, t)
}
. (13)
If we apply the following control law:
w1(t)= (1 + 1)u(0, t)+
1
3
u2(0, t), 10,
w2(t)= − 2u(1, t)+
1
3
u2(1, t), 20, (14)
then Eq. (13) becomes
V˙ (t)
−
2
∫ 1
0
u2(x, t) dx − (1u2(0, t)+ 2u2(1, t)), (15)
which implies that
V˙ (t)
−
2
∫ 1
0
u2(x, t) dx. (16)
Letting =−, then V˙ (t)V (t). Therefore, if < 0 or > 0, then V (t) converges to zero exponentially
as t tends to∞. 
2.2. Adaptive control (i.e., when  is unknown)
In this section, we consider the adaptive control problem of the unforced Burgers equation (i.e., when
 is unknown). Before showing our asymptotic stability results, we ﬁrst state the following lemma:
Lemma 1. Let > 0. If w(0, t) ∈ L3(0,∞), then∫ t
0
e−(t−)w3(0, ) d −→ 0 as t −→ ∞.
Proof. Similar to [17, Lemma 2]. 
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Theorem 2. Let > 0. The solution u of the closed-loop system of the unforced Burgers equation:
ut (x, t)= uxx(x, t)− u(x, t)ux(x, t), x ∈ (0, 1), t > 0. (17)
Subject to:
ux(0, t)= w1(t), ux(1, t)= w2(t), (18)
with unknown viscosity , is asymptotically stable under the following control law:
w1(t)= 1(t)u2(0, t)+ u(0, t),
w2(t)= 2(t)u2(1, t), (19)
where k(t), k = 1, 2, are bounded for any t0 with:
˙1(t)= r1u3(0, t), r1> 0,
˙2(t)= − r2u3(1, t), r2> 0. (20)
Proof. Let E(t) be a non-negative energy function deﬁned as
E(t)= V (t)+
(
1
2r1
)(
1(t)−
1
3
)2
+
(
1
2r2
)(
2(t)−
1
3
)2
, (21)
whereV (t) is deﬁned as in Eq. (8). If we evaluate the time derivative of the energy functionE(t) illustrated
above, we get
E˙(t)= V˙ (t)+ 1
r1
(
1(t)−
1
3
)
˙1(t)+
1
r2
(
2(t)−
1
3
)
˙2(t). (22)
Using the expression of V˙ (t) from Eq. (13), with the control law as given in Eq. (19), E˙(t) becomes:
E˙(t)
−
2
∫ 1
0
u2(x, t) dx −
(
1(t)−
1
3
)
u3(0, t)+
(
2(t)−
1
3
)
u3(1, t)
+ 1
r1
(
1(t)−
1
3
)
˙1(t)+
1
r2
(
2(t)−
1
3
)
˙2(t). (23)
Now, substituting ˙1(t) and ˙2(t) from Eq. (20) into Eq. (23) above, we get
E˙(t)
−
2
∫ 1
0
u2(x, t) dx. (24)
This implies that if > 0, then E(t)E(0). Thus, one can conclude that 1(t) and 2(t) are bounded
functions for any t > 0. Therefore; u(0, t) ∈ L3(0,∞) and u(1, t) ∈ L3(0,∞).
To show the asymptotic stability of Burger’s equation, we see that from Eq. (23)
V˙ (t)
−
2
∫ 1
0
u2(x, t) dx + 
(
1
3
− 1(t)
)
u3(0, t)+
(
2(t)−
1
3
)
u3(1, t). (25)
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Fig. 1. Time evolution of the solution to the uncontrolled Burgers equation when = 0.1 and u0(x)= sin x.
Using Gronwall’s inequality, we get
V (t)V (0)e−t + 
∫ t
0
{(
1
3
− 1()
)
u3(0, )+
(
2()−
1
3
)
u3(1, )
}
e−(t−) d (26)
or
V (t)V (0)e−t + 
(∫ t
0
e−(t−)|u3(0, )| d+
∫ t
0
e−(t−)|u3(1, )| d
)
,
where
= max
{
sup
∣∣∣∣ 13 − 1()
∣∣∣∣ , sup
∣∣∣∣2()− 13
∣∣∣∣
}
. (27)
Now using Lemma 1, we get the desired result. 
2.3. Numerical results
Two computer programs that use the Chebychev collocation method and the backward Euler method as
a temporal scheme were written to solve both the controlled and uncontrolled viscous Burgers equation.
Fig. 1 depicts the solution u as it evolves in time for the uncontrolled system when = 0.1, and u(x, 0)=
sin x. The steady solution us = 0.202977 was achieved with at least six digits of accuracy in 106 time
steps. Applying the nonlinear boundary control law for the non-adaptive case given by Eq. (14), the
solution u converges to the desired zero solution after 106 time steps as earlier suggested by the analytical
results (see Fig. 2).
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Fig. 2. Time evolution of the solution to Burgers equation when non-adaptive boundary control is applied for the case when
= 0.1 and u0(x)= sin x.
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Fig. 3. Time evolution of the solution to Burgers equation when adaptive control is applied for the case when u0(x)= sin x.
Fig. 3 presents the time evolution of the solution u of the controlled unforced Burgers equation for
the adaptive case using the control law given in (19) and (20) when  = 0.1 and u(x, 0) = sin x. The
asymptotic stability of the solution is achieved after 106 time steps which agrees with the analytical result.
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3. Distributed control
The distributed control problem of the forced Burgers equation is considered using a reduced order
approach. The approach used is based on K–L decomposition which is a method applied to extract
coherent structures or features out of the dynamics of the forced Burgers equation. The features are then
used to approximate the subspace on which to solve the distributed control problem.
3.1. Karhunen–Loéve Galerkin approximation
In this section, we use Karhunen–Loéve (K–L) analysis to obtain a system of ordinary differential
equations that mimics the dynamics of the forced Burgers equation:
ut (x, t)= uxx(x, t)− u(x, t)ux(x, t)+ f (x), x ∈ (0, 2), t > 0, (28)
subject to periodic boundary conditions:
u(0, t)= u(2, t), ux(0, t)= ux(2, t) (29)
and the initial conditions
u(x, 0)= u0(x). (30)
The K–L analysis is a data analysis that extracts the coherent structures out of a complicated spatio-
temporal dataset. The coherent structures also called eigenfunctions, i(x), span the dataset in an optimal
way. The set or basis of eigenfunctions is optimal in the sense that a truncated series representation of the
data in this set has a smaller mean square error than a representation by any other basis. Therefore, one
can expand Burgers solution in this optimal basis:
u(x, t)=
N∑
i=1
ai(t)i(x). (31)
The data coefﬁcients ai(t) are computed from the projection of the sample vector onto an eigenfunction
as follows:
ai = 〈u,i〉〈i ,i〉
, (32)
where 〈., .〉 denotes the usual Euclidean inner product. Based on the eigenfunction’s associated eigen-
values, an energy percentage is assigned to each eigenfunction i (i.e., Ei = i/E, where E =
∑N
i=1 i
is the total energy). Then using the most energetic eigenfunctions, an approximation to the data can be
constructed as follows:
u(x, t) ≈
K∑
i=1
ai(t)i(x). (33)
First, a pseudo-spectral technique is used to solve Eqs. (28)–(30) with  = 1.5, f (x) = cos x, and
u0(x)= sin x (see Fig. 4). Next, applying the K–L analysis on the numerical simulation data presented
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Fig. 4. Time evolution of the forced Burgers equation when = 1.5, f (x)= cos x and u0(x)= sin x.
in Fig. 4, two eigenfunctions were extracted capturing 99.99% of the total energy (see Fig. 5). The data
coefﬁcients an, as deﬁned by Eq. (32), are presented in Fig. 6.
The derivation of the system of ordinary differential equations based on the K–L analysis can be
accomplished by substituting Eq. (33) into the forced Burgers Eq. (28) to obtain
2∑
i=1
a˙i(t)i(x)= 
2∑
i=1
ai(t)
′′
i (x)+
( 2∑
i=1
ai(t)i(x)
)( 2∑
i=1
ai(t)
′
i(x)
)
+ f (x). (34)
In Eq. (34) a˙i(t) denotes differentiation of ai(t) with respect to t, and ′i(x) represents the differentiation
of i(x) with respect to x.
Multiplying Eq. (34) by j , integrating from 0 to 2, and applying the orthogonality condition of the
i , results in
a˙i(t)= 
2∑
i=1
ai〈j (x),′′i (x)〉 +
2∑
i,l=1
aial〈j (x),i(x)′l(x)〉 + 〈j (x), f (x)〉. (35)
Using the two eigenfunctions presented in Fig. 4 and choosing the forcing f (x)=cos x, Eq. (35) reduces
to
a˙1 = − 1.005086893a1 − 0.010395294a2 + 0.867561a21 + 0.911033a1a2 + 0.630232a22
+ 3.128169823− da31,
a˙2 = − 0.010395294a1 − 1.0124263392a2 + 0.044455a21 − 0.150445a1a2 + 0.829243a22
+ 0.1744235328− da32. (36)
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Fig. 5. The ﬁrst two most energetic eigenfunctions: (a) captures 93.53% of the total energy, (b) captures 6.46% of the total
energy.
This system of ODEs was numerically integrated using a fourth-order Runge–Kutta method as a
temporal scheme. The cubic damping terms in each equation was added to prevent numerical instabilities.
Fig. 7 presents the time series solutions obtained. Comparing the time series solution from the K–L
analysis of the forced Burgers equation shown in Fig. 6 to the time series solutions of the system of ODEs
presented in Fig. 7, one can see that their dynamical behavior is similar. Next, to stabilize the dynamics
of Burgers equation to the zero dynamics, we apply a state feedback control law on the system of ODEs.
The design of such control law is shown in the next section.
3.2. Control design
The forced Burgers equation with control can be written as
ut (x, t)= uxx(x, t)− u(x, t)ux(x, t)+ f (x)+
na∑
k=1
bkvk(t), (37)
where, the function vj (t) is the j th control input, and the function bj (x) acts to distribute the control
throughout the spatial domain [0, 2].
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Fig. 6. (a) The ﬁrst data coefﬁcient a1 vs. time. (b) The second data coefﬁcient a2 vs. time.
Using the K–L Galerkin system (36), and applying the distributed control as given in Eq. (34), the
controlled forced Burgers equation can be written in abstract form that will be used as a function for
control design. Speciﬁcally, Eq. (35) with control can be written as follows:
a˙(t)= Aa(t)+N(a(t))+ w(t),
a(0)= a0, (38)
where
A= 
[ 〈1,′′1〉 〈1,′′2〉〈2,′′1〉 〈2,′′2〉
]
,
N(a(t))=
[
a21〈1,1
′
1〉 + a1a2〈1,1
′
2 + 
′
12〉 + a22〈1,2
′
2〉 + 〈1, f 〉
a21〈2,1
′
1〉 + a1a2〈2,1
′
2 + 
′
12〉 + a22〈2,2
′
2〉 + 〈2, f 〉
]
,
w(t)=
[
11v1(t)+ 12v2(t)
21v1(t)+ 22v2(t)
]
, with mj =
∫ 2
0
m(x)bj (x) dx
and
a(t)=
[
a1(t)
a2(t)
]
.
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Fig. 7. Time series solutions of the ODE system (33). (a) a1(t) vs. time. (b) a2(t) vs. time.
The matrix A and N(a(t)) can be easily computed from the system of ODEs given in (36). It can be
easily checked that the matrix A is negative deﬁnite.
Proposition 1. The controller
w(t)=−N(a(t)), (39)
renders the ODE system in Eq. (38) exponentially stable.
Proof. Substituting the controller given by Eq. (39) into Eq. (38), Eq. (38) becomes
a˙(t)= Aa(t). (40)
SinceA is negative deﬁnite, then a(t) converges exponentially to zero as t → ∞. Hence, the ODE system
with controller given by Eq. (39) is exponentially stable. 
The controller v1(t) and v2(t) in Eq. (37) can be easily computed as[
v1(t)
v2(t)
]
=−M−1 N(a(t)), (41)
whereM =
[
11 
1
2
21 
2
2
]
is a nonsingular matrix.
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Fig. 8. Time evolution of the forced Burgers equation when distributed control is applied.
The forced Burgers equation given by Eq. (37) with controller given by Eq. (41) was simulated. The
simulation results presented in Fig. 8 show that the solution of the forced Burgers equation converges to
the zero solution as anticipated by the analytical results.
4. Concluding remarks
We have presented two control strategies for the viscous Burgers equation. First, a nonlinear boundary
control was used to analyze the stability of the viscous Burgers equation with a known and unknown
viscosity. For the known viscosity, we have shown that the controlled closed-loop system is exponential
stable, and for an unknown viscosity, we have shown that it is asymptotically stable. Then, a reduced-
order approach based on K–L Galerkin approach is used to derive a system of ODEs whose dynamics
is equivalent to the dynamics of the original Burgers equation. A feedback linearization control scheme
is applied on the ODE system to force the dynamics of Burgers equation to follow the zero dynamics.
Numerical results for the nonlinear boundary control as well as for the distributed control problems are
presented to support the analytical results.The results presented in this paper should help in analyzingmore
complex dynamical behaviors arising from other partial differential equations such as the Navier–Stokes
equations which will be the subject of future work.
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