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Abstract: Various eye diseases affect the quality of human life severely and ultimately may result in complete vision
loss. Ocular diseases manifest themselves through mostly visual indicators in the early or mature stages of the disease
by showing abnormalities in optics disc, fovea, or other descriptive anatomical structures of the eye. Cataract is among
the most harmful diseases that affects millions of people and the leading cause of public vision impairment. It shows
major visual symptoms that can be employed for early detection before the hypermature stage. Automatic diagnosis
systems intend to assist ophthalmological experts by mitigating the burden of manual clinical decisions and on health
care utilization. In this study, a diagnosis system based on color fundus images are addressed for cataract disease.
Deep learning-based models were performed for the automatic identification of cataract diseases. Two pretrained robust
architectures, namely VGGNet and DenseNet, were employed to detect abnormalities in descriptive parts of the human
eye. The proposed system is implemented on a wide and unique dataset that includes diverse color retinal fundus images
that are acquired comparatively in low-cost and common modality, which is considered a major contribution of the study.
The dataset show symptoms of cataracts in different phases and represents the characteristics of the cataract. By the
proposed system, dysfunction associated with cataracts could be identified in the early stage. The achievement of the
proposed system is compared to various traditional and up-to-date classification systems. The proposed system achieves
97.94% diagnosis rate for cataract disease grading.
Key words: Deep learning, textural features, automatic diagnosis, cataract

1. Introduction
Smart diagnostic solutions is increasingly becoming a significant and inevitable part of modern health systems
for disease prevention and management. Neural network-based automatic diagnosis/detection systems are some
of the most effective concepts [1]. Corresponding to the improvement in telemedicine applications and remote
health services, the automatic diagnosis architectures that achieve significant accuracy rates have become more
and more important in mitigating the burden of public health systems [2–4]. In the last decade, several effective
systems have been suggested for a variety of health problems such as cardiovascular and ophthalmological
diseases. Ophthalmology is one of the main fields where computer-aided diagnosis (CAD) systems have been
broadly utilized. More specifically, a fact sheet published by the World Health Organization (WHO) emphasized
a dramatic result that cataract and uncorrected refractive errors [5] are the leading causes of vision impairment
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1

. Globally, the rate of blindness caused by cataracts has been reported as 51% among all other diseases.

2

. Vision impairment caused by cataract disease poses a major burden on the health system and the global
economy. In this context, the CAD systems have a huge potential for the diagnosis and management of visual
impairments, as well as cataracts.
In ophthalmology, images acquired from different modalities have huge potential for computer-aided
diagnosis, prediction, classification, screening, or detection of human eye diseases [4, 6]. Therefore, artificial
intelligence (AI)-based systems have been frequently proposed in this area, in recent decades [1, 7–11]. To give
a thorough perspective of these proposed techniques, the literature for automatic diagnosis of ocular diseases is
going to be detailed ranging from the basic classifiers to deep learning-based complex networks. Since the study
develops an automatic diagnosis architecture for cataracts, the basic concept and features of this disease are
going to be examined, in particular. Multiclass discrimination analysis algorithm is performed for classifying
fundus images in two classes: cataract and noncataract with different extracted features [12]. The study
reported the best cataract grading rates as 90.9%. The authors also give details for integrating the system into
a cloud-based system to give insight for telemedicine integration.
Fundus images, which is a retinal imaging modality, have been used by traditional classifiers for a variety
of purposes, such as segmentation and diagnosis, since the first advent of digital medical imaging [9, 13, 14], as
well as for monitoring cardiovascular status [15]. Yang et al. suggest an ensemble model built from a support
vector machine (SVM) and a back-propagation neural network (BPNN) for automatic cataract diagnosis [16, 17],
and they reach over 90% accuracy rate for the majority and stacking voting approaches while the single learning
methods remain under these achievements. A ranking method that learns from direct optimization is suggested
for nuclear cataract grading scheme and it reaches over 95% grading accuracy with claiming less computational
complexity [18]. A comprehensive literature review that compares various traditional and modern classifiers
can be found in [19, 20] for ophthalmic images.
Ocular digital imaging has been intensely utilized for monitoring the health status [21] of the human
eye, e.g., diagnosis, detection of disease indicators, and assessing unhealthy conditions, etc [14]. There are
many different approaches for the deep learning-based classification of fundus images [4, 22, 23]. Deep learning methods that are indicated to be superior to other high-performance methods have not been deployed
suﬀiciently for the diagnosis of cataracts [2]. In the study of [24], a deep learning-based convolutional neural
network (CNN) architecture was conducted for automatic detection of glaucoma disease with accuracy rates of
89.80%. A method established on deep convolutional neural network (DCNN) is introduced for cataract detection [25]. Recently, a discrete deep neural network utilizing combined features is used for different cataract
detection/grading [26] and a through analysis has been done for three parameters, which are prior knowledge,
feature selection, and deep neural network with the discrete state transition. Three-feature models are utilized
by deep learning architecture conducted in the study of [27]. A multifeature-based system that used an SVM
as a classifier achieves the best accuracy as 94.75%. This remark is also supported by the results in the study
of [26]. Another study focused on the cataract using a CNN-based hybrid model that utilizes global and local
features and grading cataracts through an ensemble model using majority voting [28]. Another hybrid model
established on convolutional and recurrent neural network is suggested for cataract disease grading and yielded
1 WHO fact Sheets, (2021), Blindness and vision impairment [Online] https://www.who.int/news-room/fact-sheets/detail/
blindness-and-visual-impairment
2 World Health Organization, (2012), Global Data on visual Impairements 2010, https://www.who.int/blindness/
GLOBALDATAFINALforweb.pdf?ua=1
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over 97% accuracy rate for four-class classification using long- and short-term memory (LSTM) [29].
An ensemble model utilizing various deep learning architectures were presented for cataract diagnosis and
its accuracy rate was reported as 76% [29]. More information on computer-aided and deep learning solutions for
imaging systems can be found in [30, 31]. Recently, a large number of studies have been contacted specifically
on cataract disease diagnosis, grading, and management [32–34]. A potential model for integration of artificial
intelligence-assistant solutions into telemedicine systems has been addressed for cataract disease [35]. In [36],
and AI-based decision-making system was suggested for cloud-based inter-hospital collaborative management.
Computer-aided detection systems for ocular disease, specifically cataracts [37], were addressed through
their major challenges. Different intelligent solutions for various diseases have been presented for automatic
diagnosis. These methods hold a great potential to diagnose cataract disease in the early detection period.
Ultimately, it has shown that the ocular images have diverse characteristics that include the great potential
for disease intelligent recognition systems. Besides, recent studies that have reached promising diagnosis rates
for cataract disease, developing a deep learning-based architecture can improve the diagnosis performance by
utilizing cataract image characteristics with higher accuracy rates and a low computational cost. Integrating
such an architecture into telemedicine networks is still an ongoing demand for modern health systems. It should
be noted that the accuracy rate is an important parameter used for evaluating a proposed system but it is not
the only one. The parameters regarding the integration of the health systems, in most cases it is the most desired
case, that affect the performance of the system should be considered with accuracy rates. From this standpoint,
the proposed system was also evaluated in terms of evaluating metrics such as sensitivity, precision, and kappa
value. The utilization of a wide dataset consisting of images that represent visual indicators of the disease is
one of the major challenges of the existing techniques [27, 38]. Besides, the systems introduced in the literature
achieve promising accuracy rates and low computational load, and integrable designed systems can improve
automatic diagnosis achievement. Moreover, accuracy rates of the diagnosis can be improved by proposing a
robust deep-learning architecture. Ultimately, it is still an ongoing demand for automatics diagnosis, detecting,
and segmenting system for cataract.
In the perspective of the abovementioned issues, the main contributions of the study can be noted down
as follows: In this study, a deep learning-based pipeline is suggested for automatic diagnosis of cataract disease.
1. The proposed pipeline aims to automatically detect cataract diseases through a unique fundus image
dataset that includes a wide range of image characteristics belonging to the disease in different phases.
2. The system is designed based on visual geometry group network (VGGNet) and dense convolutional
network (DenseNet) which are pretrained architectures. A major contribution of the study is to implement
a unique fundus image dataset to uncover cataract disease indicator.
3. The pipeline is proposed for effective and low-cost diagnosis of cataract by utilizing robust deep learning
architectures.
4. The proposed system, which is a practical pipeline, achieves a remarkable accuracy rate for the diagnosis
of cataracts in different phases and thus prevents misdiagnosis cases.
Having given a wide perspective for automatic diagnosis of the ocular diseases, the rest of the manuscript is
organized as follows: the dataset of the ocular cataract image is detailed in Section 2. Afterward, Section 3
presents the classification results for cataract diagnosis and gives a comprehensive assessment of the resulting
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remarks. Finally, a comprehensive discussion on both accomplishments of the systems and the integration of
telemedicine systems are given in Section 4.
2. Materials and methods
2.1. Data collection
This research was implemented on a wide color fundus image database acquired from 5000 patients, which was
gathered using Shanggong Medical Technology. The employed dataset was obtained from the Kaggle Ocular
Disease Recognition database structured with age, color fundus images from left and right images, and clinical
experts’ metadata 3 consisting of 6392 color fundus images. However, appropriate images were utilized as fundus
images (548 cataracts and 5532 noncataract). The resolution of each image is 512 × 512 pixels and annotations
of the images are labeled by experts. A sample image of each class is given in Figure 1 as below.

(a) Cataract image

(b) Non-cataract image

Figure 1. Sample images for each class.

The images reflect a broad disease (cataract) manifestation that is primarily important for the performance of the automatic diagnosis systems. In that regard, the dataset includes a diverse set for cataracts in a
different phase, and this is crucially significant for the achievement of an AI-based classification system.
2.2. Employed methodology
To effectively identify the cataract disease, a deep neural network-based classification system is proposed. The
proposed methodology aims to automatically classify cataract disease by conducting four main steps described
as follows and respectively shown in Figure 2.
1. A dataset consisting of 6080 color fundus images (548 cataracts and 5532 noncataract) was obtained from
the Kaggle database. The first step of the diagram indicates the input of the whole images in the dataset.
2. The color fundus images were then employed for pretraining of the deep learning technique, which consists
of two powerful deep feature extraction architectures (VGGNet and DenseNet).
3. The features obtained using the two deep learning architectures were utilized for detection of the cataract
images. In the detection stage, 80% of all data was randomly employed for training and validation while
20% of it was used for testing. The implementations have been done using Monte-Carlo cross-validation,
and the results have been presented in the results section.
3 Kaggle, (2020). Ocular Disease Recognition Right and left eye fundus photographs of 5000 patients [Online] https://www.
kaggle.com/andrewmvd/ocular-disease-recognition-odir5k
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4. In order to calculate the overall performance of the proposed methodology, statistical metrics (accuracy,
sensitivity, precision, f-score, Kappa, and error) were employed.
With the aid of the proposed approach, a very effective and low-cost diagnosis of cataract system is designed.
Moreover, a remarkable accuracy rate for the diagnosis of cataract is provided in different stages to avoid
misdiagnoses. The aforementioned steps in the proposed methodology were executed to accurately identify the
cataract using the dataset.
This study was carried out in Python environment. Training of pretrained VGGNet and DenseNet
structures was carried out using transfer learning. During the training process, the batch size was 32 and the
epoch number was 25. A total of 3050 iterations were performed (122 iterations for each epoch). The learning
rate was 0.001 for the beginning, and the Adam was chosen as the optimizer. In this study, the validation dataset
was determined as 20% of the training dataset. The training, validation, and test charts of the pretrained CNN
architectures are given in Figure 2.
2.2.1. Transfer learning in deep learning architectures
Transfer learning allows previously trained architectures to be retrained by changing the last layer. In this study,
the transfer learning method is used. This method keeps the parameters of the previous layer and removes the
last layer of these architectures, then retrains the last layer. The number of output nodes in the last layer is
equal to the number of dataset categories classified.

Figure 2. The block diagram of the proposed methodology.

2.3. Deep learning-based computer aided diagnosis systems
In this section, VGGNet and DenseNet architectures, which are deep learning techniques used for cataract
identification, are elucidated. Detailed information about these architectures is given below. Moreover, a
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thorough perspective is presented regarding the systems introduced in the latest literature.
This architecture, proposed in the ILSVRC 2014 competition, was developed by Simonyan and Zisserman
[42]. The model showed that network depth is a critical component in the CNN architecture. This architecture
contains convolution layers that use the ReLU activation function. The maximum pooling process is performed
after convolution layers. Softmax layer is used for classification in this architecture with several fully connected
neural network (FCNN) layers. Although VGGNet has a neat architecture, it has a similar structure to AlexNet.
The general structure of the VGGNet, which is a succeeding architecture used in recent studies [8, 28]. The
details of the study can be found in [43].
In this architecture, only 3 × 3 dimensional filters are employed. These filters are especially preferred
to extract features from images. In addition, the VGGNet architecture consists of 138 million parameters. In
the study, all layers except the last layer of the VGGNet model are frozen and weight values are transferred for
cataract disease detection. Moreover, the VGGNet has five VGG blocks each which contains two convolution
& Relu layers.
DenseNet architecture ensures an easy connectivity pattern [44]. Hereby, the last layer can attain the
input data of the first layer, and the whole layer takes the right to check from the loss function thanks to the
beeline connections. In this study, the DenseNet has 32 dense blocks each of which consists of eight layers.
Among these blocks, there are 5 × 5 convolution layer and a 2 × 2 pooling.
2.4. Performance metrics
In this section, statistical metrics (accuracy, sensitivity, precision, f-score, Kappa, and error) are presented in
order to compute the overall performance of the proposed methodology. The mathematical equation for each
metric is given below, respectively.
Accuracy =

TP + TN
TP + FP + FN + TN

(1)

TP
TP + FN

(2)

TP
TP + FP

(3)

Sensitivity =

Precision =

Precision × Recall
Precision + Recall

(4)

FP + FN
TP + FP + FN + TN

(5)

FScore = 2 ×

Error =

Here TP, TN, FP, and FN denote true positive, true negative, false positive, and false negative of a
confusion matrix, respectively. Moreover, when calculating the Kappa coeﬀicient, two different probabilities are
calculated. These are Pr(a) and Pr(e). While Pr(a) is the total proportion of observed fit for the two evaluators,
Pr (e) is the probability that this fit will occur by chance [45]. The formula to be used for ”Cohen’s kappa
coeﬀicient” over these two possibilities is [46]:
Kappa =
2654

Pr(a) × Pr(e)
1 − Pr(e)

(6)

ACAR et al./Turk J Elec Eng & Comp Sci

The implementation of the proposed system is executed on Intel (R) Core (TM) i9-10850K CPU @
3.60GHz 3.60 GHz and Geforce RTX3080 graphical process unit hardware.
3. Results and discussion
By the proposed system, the identification of cataract disease has been carried out using two CNN deep learning
architectures, namely VGGNet and DenseNet. These proposed methods are implemented on a wide fundus color
image dataset, and the performance of the systems are presented in terms of the universal metrics introduced
in Subsection 2.4. As result, the accuracy rates of the proposed system employing the two robust pretrained
architectures are given in Table 1.
Considering the accuracy results in Table 1, both proposed methods achieve over 95% accuracy rates,
which are noteworthy results comparing to identification systems introduced in the literature [9, 47, 48]. The
receiver operating characteristic (ROC) curves of these architectures are given in Figures 3a and 3b, and the
confusion matrices of the VGGNet and DenseNet architectures are given in Figures 4a and 4b, respectively.
Receiver operating characteristic
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True pozitive rate
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0.6

0.4
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ROC curve (area =0.93)

ROC curve (area =0.88)

0.0
0.0
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0.6

0.8

False pozitive rate

(a) The ROC curve of VGGNet Architecture .

1.0

0.0

0.0

0.2

0.4

0.6

0.8

1.0

False pozitive rate

(b) The ROC curve of DenseNET Architecture .

Figure 3. The ROC curves for the employed architectures.

Confusion matrix for VGGNet was obtained with TP = 1092, FP = 10, FN = 15, TN = 99 parameters,
while it was obtained DenseNet with TP=1061, FP=41, FN=19, TN=95 parameters. Evaluating the confusion
matrix for the VGGNet architecture, 99.09% of the noncataract images are detected to be true positive (TP)
and 0.91% false positive (FP), whereas 86.84% of the cataract test images are computed as true negative (TN)
and 13.16% as false negative (FN). Moreover, the ROC area of the VGGNet is calculated as 0.93. Similarly,
considering the confusion matrix for the DenseNet architecture, 96.29% of the noncataract images are found
to be TP and 3.71% as FP while 78.82% of the cataract test images are calculated as TN and 21.18% of them
as FN. In addition, the ROC area is computed as 0.88. These analyses give a thorough perspective for the
performance of the proposed systems in case of integration into telemedicine networks of public health systems.
The statistical performance metrics obtained from the confusion matrix of these two architectures are
given in Table 1 and Figure 5, respectively.
The performance metrics of the proposed methodology are evaluated and are presented in Table 1, where
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(a) The VGGNet Architecture .
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3.71
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Noncataract
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(b) The DenseNET Architecture .

Figure 4. The confusion matrix for the employed architectures.

Table 1. The best mean accuracy (%) results with computational time (s) for all features and RNN classifier.

Performance metrics
Accuracy (%)
Sensitivity
Precision
F-score
Kappa value
Error

VGGNet architecture
97.94
0.98
0.99
0.98
0.87
0.0206

DenseNet architecture
95.07
0.98
0.96
0.97
0.73
0.0493

it is seen that the sensitivity is equal for the two architectures while precision is 0.99 for the VGGNet architecture
and 0.96 with the DenseNet architecture. Moreover, f-score is 0.98 for the VGGNet architecture and 0.97 for the
DenseNet architecture; Kappa value is 0.87 for the VGGNet architecture and 0.73 for the DenseNet architecture.
The sensitivity metric is obtained equally for both architectures. When the precision and f-score values for two
architectures are evaluated, it is seen that the VGGNet architecture is more successful in DenseNet architecture
in detecting cataracts from retinal images. While the kappa value, which is another important metric, is a
”significant match” for DenseNet, this value is an ”almost perfect match” for VGGNet.
Class activation map (CAM) is an important technique in the classification process in deep learning
applications. It helps us see which parts of the CAM images are effective according to the predicted class in
the color map. A set of sample of cataract and noncataract images taken from the employed dataset and their
CAM images are given in Figures 6 and 7, respectively.
As seen in Figure 6 (6b,6d, 6f) and Figure 7 (7b, 7d, 7f), colors close to red and red in CAM images are
regions of important features.
A set of methods is aggregated in Table 2 from recently suggested studies employing different deep
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Figure 5. The graphical representation of the performance metrics for VGGNet and DenseNet.

(a) cataract image-1

(b) CAM image of

6a

(e) cataract image-3

(c) cataract image-2

(d) CAM image of 6c

(f) CAM image of 6e

Figure 6. Class activation maps (CAM) of sample cataract images.

learning architectures with various feature extraction methods such as gray level cooccurrence matrix (GLCM)
and pretrained (Pt) and classification methodologies. In general, recently suggested systems achieve over 80%
accuracy rates.
Moreover, it gives a thorough perspective of the systems introduced in the latest literature. A recent
review [49] article gives an elaborate perspective for artificial intelligence-based diagnosis systems for cataracts
disease. The method in [47] reaches 100% for two-class classifications with G-filter as a preprocessing operation
before executing AlexNet for cataract diagnosis. Another cataract grading system proposed by Pratap and Kokil
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(a) Noncat image-1

(b) CAM image of 7a

(e) Noncat image-3

(c) Noncat image-2

(d) CAM image of 7c

(f) CAM image of 7e

Figure 7. Class activation maps (CAM) of sample noncataract images.

Table 2. Comparison of results with the state-of-the-art CNN methods.

Accuracy (accr.) rates of the recent suggested systems
Ref. no
Feature extraction Classification
[9]
Deep learning
CNN (VGG16)
[16]
Deep learning (Pt) BPNN
DWT
Sketch
Texture
[25]
DCNN
CNN
[28]
Deep learning
CNN
[29]
Deep learning
LSTM
[32]
Deep learning
CNN (ResNet)
[50]
Deep learning (Pt) CNN
[51]
Deep learning
CNN
wavelet
[54]
Deep learning
FCNN
Proposed VGGNet
Deep learning (Pt) CNN
Proposed DenseNET Deep learning (Pt) CNN

Multiclass accr. (%)
89.06
84.50

83.52
97.39

Two-class accr. (%)
93.20

90.69
91.88
98.39

97.75
90.82
84.17
94.75

94.07
81.91
97.94
95.07

[47] was reported to reach a 97.78% detection accuracy rate [53]. Although these remarkable results provided by
these architectures arouse excitement, the effects of the preprocessing operation should be discussed in terms of
the implementation of a real-time telemedicine system. From this point of view, the table provides an extensive
perspective in terms of accuracy rates for studies in the literature, but the performance of the systems should
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not be only considered for this parameter. Instead, the quantitative metrics regarding real-time health system
implementation need to be incorporated into the discussion.
Although there is a large amount of medical data generated by health clinics and hospitals, using these
data in computer-aided diagnostic applications is confined, and they are not publicly available [48]. Therefore,
wide datasets like color fundus images and recently their deep learning-based diagnosis system applications may
contribute to the identification and management of common diseases such as cataracts in public health systems.
A comprehensive recent review is presented in [55] for applications of deep learning applied on fundus images.
Ultimately, the discussed computer-aided decision mechanism outlines the future of the public health systems.

4. Conclusion
Various artificial intelligence-based studies have been conducted for automatic diagnosis/detection and management of human eye diseases in recent years. These studies have filled a significant gap by decreasing the
burden of public health organizations and hospitals by introducing automatic identification and management
systems that achieve noteworthy accuracy rates. Recent studies show that deep learning-based architectures
show a more acceptable performance for the diagnosis of ophthalmological diseases compared to traditional
classifiers. Integrating computer-aided diagnosis systems into telemedicine systems is a major point for the
widespread use of cataract detection systems and thus preventing blindness. In this respect, various application
parameters discussed in the previous sections need to be considered for real-time integration of computer-aided
decision/management systems into healthcare systems. In this study, two robust pretrained deep learning
architectures, namely VGGNet and DenseNet, are utilized for automatic diagnosis of cataract diseases. The
dataset containing diverse color fundus images of cataract patients at different stages is a new, unique, and wide
dataset. Thus, the evaluation of the architectures executed on this specific dataset gives an obvious perspective for possibilities and performance parameters of automatic diagnosis of the disease. The study has made
an original contribution to the literature by implementing the proposed methodology on a wide fundus image
dataset acquired from cataract patients. The methodology accomplished the task of automatic diagnosis for the
cataract with promising accuracy rates that are over 97%. These early results introduce compelling outcomes
for robust classification systems for cataract disease. Moreover, the CAM profiles of the fundus images clearly
include regions that can be considered to be district indicators for cataract disease. These energy-concentrated
regions, which can be evaluated as features that confirm the indicators of cataract diseases, are other encouraging
outcomes of the study.
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