Balancing domain decomposition by constraints (BDDC) algorithms with adaptive primal constraints are developed in a concise variational framework for the weighted plane wave least-squares (PWLS) discritization of Helmholtz equations with high and various wave numbers. The unknowns to be solved in this preconditioned system are defined on elements rather than vertices or edges, which are different from the well-known discritizations such as the classical finite element method. Through choosing suitable "interface" and appropriate primal constraints with complex coefficients and introducing some local techniques, we developed a two-level adaptive BDDC algorithm for the PWLS discretization, and the condition number of the preconditioned system is proved to be bounded above by a user-defined tolerance and a constant which is only dependent on the maximum number of interfaces per subdomain. A multilevel algorithm is also attempted to resolve the bottleneck in large scale coarse problem. Numerical results are carried out to confirm the theoretical results and illustrate the efficiency of the proposed algorithms.
Introduction
Helmholtz equations have many applications in electromagnetic radiation, acoustics scattering and exploration seismology. As the oscillatory behavior of the solution of the Helmholtz equation, the corresponding discrete system is usually huge and highly indefinite, especially for high wave numbers. The plane wave methods, which fall into the class of Trefftz methods [1] , are popular discretization methods for solving this kind of equations [2, 3, 4, 5, 6, 7] . Like the classical finite element method (FEM) [8, 9] , these methods also have numerical pollution, but nonetheless, the plane wave methods can significantly reduce the required degree of freedom under the same error precision, and with the increase of the wave number, the superiority is more obvious. The weighted plane wave least-squares method (PWLS) is a frequently-used plane wave method [10, 11, 12, 13, 14, 15] . One advantage of PWLS over the other plane wave methods is that the stiffness matrix of the PWLS discrete system is Hermitain positive definite, this lead to solve the resulting system by preconditioned conjugate gradient (PCG) method, and the preconditioner plays an important role in the iterative process.
The development of an efficient solver or preconditioner for the Helmholtz equation has led to a great interest over the course of the past decades [16] . Domain decomposition (DD) methods are powerful parallel methods for solving the systems arising from finite element discretization of elliptic problems. There exist many well known nonoverlapping DD methods for solving indefinite systems of Helmholtz equations, like the Robin-type DD method [17, 18] , the substructuring method [19] , the finite element tearing and interconnecting (FETI) method [20, 21] and the dual-primal finite element tearing and interconnecting (FETI-DP) method [22, 23] . Alternative advanced nonoverlapping DD method is the balancing domain decomposition by constraints (BDDC) methods [24, 25, 26] . In the works by Li and Tu [27, 28] , the BDDC, which incorporated some plane waves in the coarse problem to accelerate the convergence rate, were extended to solving the FEM discrete system of Helmholtz equation. Numerical experiments illustrate that the convergence rate depends on a logarithmic pattern of the dimension of the local subdomain problems, improves with the decrease of the subdomain diameters, and depends on the wave number but it can be improved by including more plane wave continuity constraints in the coarse space. Therefore, to enhance the robustness of the BDDC methods for solving the Helmholtz systems, the selection of good primal constraints should be necessary.
The main objective of this paper is to propose an adaptive BDDC preconditioner. Adaptive preconditioner is an advanced BDDC method using a transformation of basis, the primal unknowns are always selected by solving some generalized eigenvalue problems with respect to the local problems, and adaptively depends on a given tolerance [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41] . Since these local problems can indicate the bad behavior of the standard coarse problem, they can be used to select the primal constraints to enhance the convergence of the iteration [34] . However, there is an undeniable fact that the number of primal unknowns increases as the number of subdomains increases, the corresponding coarse problem will become too large and hard to solve directly. This leads to multilevel extension of this algorithm naturally [24, 42, 43, 44, 45] .
In this paper, we will develop an adaptive BDDC preconditioner. To be more specific, we will extend the existing methods in [34, 39, 41] to PWLS discretization of Helmholtz equation with high and various wave numbers, and present a complete theory. Contrast to the classical FEM, the dofs in the PWLS method are defined on elements rather than vertices or edges, we thus introduce a kind of special "interface", which is different from the existing nonoverlapping DD methods. Since the PWLS discrete system consists of complex coefficients, we construct our transformation operators by using a series of local generalized eigenvalue problems with respect to the parallel sum and the primal constraints are formed by the eigenvectors with their complex modulus of eigenvalues greater than a given tolerance Θ, which is different from [34, 39, 41] . As the spectral condition number of the PWLS discretizations of the Helmholtz equations with high wave numbers grows with the increase of the number of plane wave bases in each element and the decrease of the grid size [1] , some local techniques are introduced to overcome this difficulty. Then, by introducing some other auxiliary spaces and operators, we arrive at our two-level adaptive BDDC algorithm in variational framework for PWLS discretizations. The condition number bound of the two-level adaptive BDDC preconditioned systems, CΘ, can be derived by using the properties of the auxiliary spaces and involved operators, where C is a constant which depends only on the maximum number of interfaces per subdomain. Compared with the previous work for mortar discretizations in [41] , the variational framework in this paper is more concise.
We perform numerical experiments for various model problems. These results verify the correctness of theoretical results, and show that our two-level adaptive BDDC algorithms are scalability with respect to the angular frequency, the number of subdomains and mesh size. It is worth pointing out that the algorithm with deluxe scaling matrices has more advantages over the algorithm with multiplicity scaling matrices in the size of coarse problem even for model problem with constant medium, which is different from the adaptive BDDC algorithms for the two-order elliptic problems.
However, since the number of primal unknowns increase as the wave number or the number of subdomains increase, we attempt to construct a multilevel adaptive BDDC algorithm to resolve the bottleneck in solving large scale coarse problem. The coarser subdomains are gathered by a certain amount of subdomains at the finer level, and the new "interface" can be obtained naturally. Numerical results show that the multilevel algorithm can reduce the size of the coarse problem, and it is also robust to solve the Helmholtz equations with high wave number.
The rest of this paper is organized as follows. In Section 2, The PWLS formulation will be presented for a Helmholtz equation with Robin boundary condition. In Section 3, we will firstly derive the Schur complete variational problem and its corresponding function space, introduce some auxiliary spaces and dual-primal basis functions further, and then illustrate our two-level and multilevel adaptive BDDC algorithms. An estimate of the condition numbers will be analyzed in Section 4, and various numerical experiments are presented to verify the performance of our algorithm in Section 5. Finally, we will give a conclusion in Section 6.
Weighted plane wave least squares formulation

Model problem
Let Ω ∈ R 2 be a bounded and connected Lipschitz domain with boundary ∂Ω. Consider the Helmholtz equations with Robin boundary condition
where i = √ −1, ∂ n and κ are separately the imaginary unit, the outer normal derivative and the wave number, g ∈ L 2 (Ω). The wave number κ = ω/c > 0, where ω and c are separately called the angular frequency and the wave speed. The above problem is usually seen as an approximation of the acoustic scattering problem, and the wave speed c (and hence κ) can be a constant or variable function.
Weighted plane wave least squares discretization
Following Hu and Zhang [19] , we first define a quadrilateral mesh T h , namely, dividing Ω intō
where the quadrilateral elements
Throughout this paper, we assume that each κ k := κ| Ω k is a constant. Let V (Ω k ) be the local space whose members satisfy the homogeneous Helmholtz's equation (2.1) on Ω k :
Define the global space
As we all know, problem (2.1) to be solved is equivalent to find the local solution
with the continuity conditions for u and its normal derivative on the interfaces between the elements:
In the weighted plane wave least squares (PWLS) formulation, a finite dimensional subspace of
where
here y m,l (l = 1, · · · , p) denote the wave shape functions on Ω m , which satisfy
and α l (l = 1, · · · , p) are unit wave propagation directions. In particular, during numerical simulations, we set
By using the plane wave finite dimensional space V p (T h ) defined above, the PWLS formulation associated with problem (2.2) and (2.3) can be described as follows:
here ⋄ denotes the complex conjugate of the complex quantity ⋄, the Lagrange multipliers
kj with κ kj = (κ k + κ j )/2, and
k . It is clear that a(·, ·) is sesquilinear and Hermite, and similar to the proof of Theorem 3.1 in [13] , we can see that a(v, v) ≥ 0, and a(v, v) = 0 for v ∈ V (T h ) if and only if v = 0. Therefore, a(·, ·) is Hermite positive definite (HPD).
Due to the linear system obtained in (2.5) are large and highly ill-conditioned when the wave number is large, it's necessary to study a fast solver for this system. Adaptive BDDC algorithm is a novel domain decomposition (DD) method with enriched coarse spaces [29] , this algorithm has been successfully applied to solve discrete systems obtained by various discretization methods, such as conforming Galerkin [33] , discontinuous Galerkin [39] , and mortar methods [41] and so on. However, adaptive BDDC algorithm for PWLS discretizations has not previously been discussed in the literature. Here we will extend the adaptive BDDC algorithm to PWLS discretizations with high and various wave numbers.
Adaptive BDDC preconditioner
Domain decomposition and Schur complement problem
Differ from the discretizations which dofs are defined on the vertices or edges of the mesh, the dofs in the PWLS discretization are defined on the elements, therefore, we need to introduce a special interface and domain decomposition firstly.
Let
r=1 be a non-overlapping subdomain partiaon of Ω and each D r consists of several complete elements and part of the elements in T h (see Figure 1 ). Let T d denote the coarse partition associated with the subdomains For any given r = 1, · · · , N d , define
From this definition, the sesquilinear form a(·, ·) defined in (2.6) can be rewrite as
and it is easy to verify that a r (·, ·) is Hermite positive semi-definite. If ∂D r ∩ ∂D j (r = j) is a common edge, we call it an interface Γ rj (or Γ jr ). Let Γ = ∪Γ rj , N f denotes the number of interfaces. Since there is one-to-one correspondence between any given Γ rj and the interface, we denote {Γ rj } by
For sake of argument, we set the elements of M r as {r m : 1 ≤ m ≤ f r }, where f r denotes the size of M r , i.e. the number of interfaces on ∂Ω r . Set
and (see Figure 2 for illustration)
Then the special interface subdomain can be defined as Based on the aforementioned domain decomposition, the Schur complement problem of (2.5) can be introduced.
Let the local spaces
and
For any interface F k , we always assume that it is a common edge of two subdomains D r and D j . Let n k = p|F k |, where | ⋄ | denotes the size of set ⋄. Define a vector
For any vertex v k , let
we can define another vector
Utilizing these two vectors, the function space related to the Schur complement problem can be defined asŴ
, where
LetŜ :Ŵ →Ŵ be the Schur complement operator defined by
Due to the coercive of the restriction of a(·, ·) onŴ ,Ŝ is a HPD operator. Then the Schur complement variational form of (2.5) can be expressed as: findŵ ∈Ŵ such that
In order to give an adaptive BDDC preconditioner for solving the Schur complement problem (3.12), we will give some preparations in next subsection.
Some auxiliary spaces and dual-primal bases
The BDDC algorithm consist of several independent subdomain problems and one global coarse problem. The function spaces associated with these problems are spanned by the so-called dual basis functions and primal basis functions. In the following, we will introduce some auxiliary spaces and dual-primal bases.
For each subdomain D r , let truncated basis functions
Define the corresponding local spaces
is defined in (3.5). Using the above-mentioned local spaces, some new set of basis functions and corresponding spaces can be constructed firstly.
For any given interface
For any given vertex v k , denote
and N k is defined in (3.8) .
From the following lemma, we know that the basis functions φ
is HPD.
Proof. First, from the definition (3.2) of a r (·, ·), it's easy to verify that a r (u, u) ≥ 0 for any
). Next, we show a r (u, u) = 0 holds if and only if u = 0. For simplicity, we only give the proof of the case
k , it can be proved in a similar way if
Note that α mj , β mj , θ m > 0, the above equality implies that
From the definition of space
It implies that ifγ mj ⊂ ∂D F k and m ∈ F k , we have
Namely,
From this and based on the linear independence of basis functions ϕ j,l (l = 1, · · · , p), we obtain
where j satisfiesγ mj ⊂ ∂D F k \∂D r and m ∈ F k . Furthermore, applying this process recursively, we can prove that u = 0 in D r . Therefore we complete the proof of the coercive of
k . From (3.7), (3.10), (3.14) and (3.17), we can easily verify that
Similar to Φ k and Ψ k expressed in (3.6) and (3.9), we denote
Using the basis functions defined above, denote the auxiliary spaces 19) and
For any given subdomain D s , let
The following lemma can be proved.
Lemma 3.2. For any given subdomain D s and vectors
where f s = |M s |.
Proof. For each m ∈ M s , by using (3.21), we obtain
Therefore, using (3.23), (3.21), (3.24), (3.15) and Lemma 3.1, we have
From this and the definition (3.20) of · 2 As , we can complete the proof of (3.22).
Then, for any given ν = r, j, we introduce the scaling operator D
is nonsingular, and 26) here I is the identity operator. Two commonly used scaling matrices D (ν) F k (ν = r, j) are the multiplicity scaling matrices 27) and the deluxe scaling matrices
where I denotes the n k × n k identity matrix, and
Remark 3.1. Since the spectral condition number of the plane wave discretizations of the Helmholtz equations with high wave numbers grows like h −q , where q is proportional to the number of plane wave bases in each element p (see [1] ), some local techniques are introduced, for example, by using the incomplete LU factorization preconditioner to get the deluxe scaling matrices.
Using the above-mentioned scaling operators or matrices, a new set of basis functions of W (ν)
In order to defined the so-called dual-primal basis functions, we need to use the function spaces (3.19) , and the scaling operators defined in (3.25) , to introduce a class of transformation operators (or matrices).
Set
where T
For any ν = r, j, using the matrix T F k , introduce the linear operators T F k . These operators transform the basis vectorsΦ k,ν and Φ
are the so-called dual-primal basis functions.
For any given positive real number Θ, the above operator T F k must satisfies
Π are any given vectors. The inequality (3.34) plays a crucial role in the estimation of the condition number of the adaptive BDDC algorithm, and it is always be replaced by lazy eigenanalysis. Following [39, 34, 41] , we introduce the matrices
where the sesquilinear form a ν (·, ·) and the basis functions {φ
l=1 are seperately defined in (3.2) and (3.13).
Then considering a generalized eigenvalue problem (see [31, 34, 38, 39] )
(ν = r, j) are separately defined in (3.25) and (3.29) , and the parallel sum
† is a pseudo inverse of the matrix S (r)
F k (ν = r, j) are both Hermite positive semi-definite, S (r)
is also Hermite positive semi-definite and satisfies the following spectral inequalities [48] 
is the eigenvalue of (3.36), n k ∆ is a non-negative integer, and Θ > 0 is given in (3.34).
Denote T
are the generalized eigenvectors of (3.36) corresponding to λ l and satisfy
From this, we have
Using (3.36), we can prove that
Using the above matrix T F k , we can obtain the operator T F k defined in (3.32). Next, we verify that it satisfies (3.34).
By (3.33) and (3.30), we can rewrite the functions in (3.35) as
From (3.20) , (3.44) , the property of the sesquilinear form a r (·, ·) and (3.29), it is easy to verify that
Similarly, we have
By using (3.46), (3.47), (3.37) and (3.41), we can obtain
From this, and using (3.43), (3.39), (3.41), (3.42), (3.38) , (3.45) , and note that B F k is Hermite positive semi-definite, we known that
Then (3.34) holds.
Further, utilizing the linear operator T F k (or matrix T F k ) defined above, we can transform the basis function vector Φ k of W k into the so-called new dual-primal basis function vector
From this, we can decompose W k into 
where the dual and primal variable space
Similarly, using the linear operator T F k (or matrix T F k ), we can transform the basis function Π , respectively. Using the above decomposition, the partially coupled function space which is relied on the adaptive BDDC preconditioner can be obtained and expressed as
where W Π is defined in (3.51), and
here M r is defined in (3.3), f r denotes the size of M r , and the subspace W (r) r l ,∆ is defined in (3.53).
Further, for the need of the theoretical analysis, we can present the decomposition of the auxiliary spaceW (ν) k based on the dual-primal basis function vector as
where the basis function vectorsΦ
k,Π are defined in (3.33), respectively.
In the following, the dual-primal basis function vectors {Φ k ∆ } and {Φ k Π } for the Schur complement spaceŴ will be adopted. And we will design and analyze the adaptive BDDC preconditioner for the corresponding Schur complement system (3.12).
BDDC preconditioner
We focus on the two-level adaptive BDDC preconditioner firstly. In order to describe this preconditioner, we need to introduce some commonly used linear operators firstly.
Let R V U be the restriction operator from the Hilbert space U onto its subspaces V , and I U V be the interpolation operator from V to U (see reference [41] ). In particular, when
is an identity operator.
Denote the Hilbert spaces Z = span{φ
In particular, for any k = 1, · · · , N f and ν = r, j, we have
and for any k = 1, · · · , N v and r ∈ N k , we have
For a given linear operator L from the Hilbert space U to the Hilbert space V , the complex conjugate transpose operator
Then, using the basis transformation operators T
, another sesquilinear form oñ W can be introduced. For anyũ,ṽ ∈W , using the decomposition (3.54), (3.55) and (3.51) ofW , we havẽ
. From this, we can define a sesquilinear formã(·, ·) and its corresponding HPD operatorS :W →W such that
At this position, we can establish the relation between the above operatorS and the operatorŜ defined in (3.11) . For this purpose, we introduce a subspace ofW such that
here {φ k,ν ∆,l } is defined in (3.52). Using (3.56), we can define another linear basis transformation operator TŴ W :Ŵ →W , which satisfies that for any
and for any k = 1, 
here we have used the assumption that F k = ∂D r ∩ ∂D j . It follows from (3.11), (3.61), (3.63) and (3.64) that
Furthermore, in order to arrive at our adaptive BDDC preconditioner, we need to construct the following operators and its corresponding spaces.
For any r = 1, · · · , N d , we define a linear operatorÎ It can be proved that P
∆ is a linear projection operator associate with the sesquilinear form a r (·, ·), which satisfies that for any given g Π ∈ W Π a r (P
Using the projection operators P 
and then utilizingS
∆∆ , we can introduce the linear operator fromW toW ∆ ⊂W as
From this and (3.71), (3.69), (3.70), it is easy to verify that the operator OΠ can be rewritten as
where IW W is an identity operator onW . With the above-mentioned preparations, the adaptive BDDC preconditioned operator M −1 BDDC : W →Ŵ for solving the Schur complement system (3.12) can then be given in the following algorithm. Since it can be considered as a two-level algorithm, we also call it two-level BDDC algorithm. BDDC g ∈Ŵ can be obtained as follows: Step 2.
where the operator OΠ is defined in (3.71).
Step 3. Compute u
and set
Step 4. Set
Similar to the derivation process of [41] , we can arrive at the expression of M −1 BDDC defined in algorithm 3.1 as follows:
75)
here IŴ WΠ is a prolongation operator from
∆∆ and OΠ are separately defined in (3.67), (3.70) and (3.71).
Further, in order to meet the need of the theoretical analysis, we need to derive an alternative expression of M −1 BDDC . To do this will require firstly giving out the expression ofS −1 .
From the support properties of the functions in W
∆ (ν = r, j), it is obvious that
is established. By using (3.72), (3.77) and (3.70), we can prove that 
Utilizing (3.81) and (3.78), we known that for allg ∆ ∈W ∆ , there have
and using (3.82) and (3.73), it implies that for all g Π ∈ W Π , we have
From this and (3.83), we see that
which impliesS −1 can be written as
In the following, we want to derive an alternative expression of M −1
BDDC . Let E D :W →Ŵ be the averaging operator defined by
It can be verified directly that
Then, we rewrite M l (l = 1, 2, 3), respectively. First of all, the equivalent form of M 1 can be derived by the following derivation process. From (3.88) and (3.84), we have
By using the definitions of the prolongation operators and the restriction operators, it's easy to verify that 
Inserting (3.92) into (3.89), then M 1 can be rewritten as
We then present the equivalent form of M 2 . It follows from (3.72) and (3.90) that
Therefore, and observe thatS −1
∆ is symmetric, we havẽ
Further, using (3.73), (3.94) and (3.91), we obtain
From this and by (3.84) and (3.95), we havẽ
The equivalent form of M 2 can be written out by using (3.88), (3.97) and (3.92) as
Furthermore, using (3.88), (3.97) and (3.96), M 3 can be rewritten as
Substitute (3.93), (3.98) and (3.99) into (3.87), and note that F ΠΠ andS are both symmetric, we have
From (3.86), (3.72) and (3.91), we known that
Using (3.101), (3.86) and (3.91), we have
By using (3.101) and (3.75), and the symmetry property ofS
∆∆ andS, we can rewrite (R 0 ) H as
Inserting the above equation into (3.100), we obtain
Finally, inserting (3.102) into (3.103), and comparing with (3.74), we arrive at an alternative expression of M −1 In the BDDC algorithm, the Schur complement system (3.12) is solved iteratively with the preconditioner (3.104), and its performance is effected by the condition number of the preconditioned systemĜ
where we have used the relationship (3.66) betweenŜ andS in the second equality.
From the results of numerical experiments, for the PWLS discretizations of the Helmholtz equations, we find that the number of primal unknowns increase as the number of wave numbers and subdomains increase, and the corresponding coarse problem will become too large and hard to solve directly. This leads to multilevel extension of this algorithm naturally. Multilevel BDDC algorithm were first presented in [24] , and further developed in [42, 43, 44, 45] . In addition, the multilevel preconditioners for solving the systems arising from the plane wave discretizations for Helmholtz equations with large wave numbers were constructed by Hu and Li in [14, 15] .
Following [42, 43, 44, 45] , in our multilevel algorithm, we denote the sth level mesh by T s h
, where L is the total number of levels, T 0 h = T h is the finest level, and a subdomain at a finer level is considered as an element of a coarser mesh. Let V .4) and (3.51), respectively. Noticing that the two-level BDDC algorithm gives a iteration process from level s to level s + 1 (s = 0), and by using the solution of the Schur complete problem, the solution of the original problem at level 0 can be obtained. Iterating this procedure until s < L − 1, and we can arrive at our multilevel adaptive BDDC algorithm. A relation between the condition number of the multilevel BDDC algorithm with corner coarse function in 2D and each level problem was presented in [44] .
In the next section, we will provide the condition number estimate of the two-level adaptive BDDC preconditioned operatorĜ.
Analysis of condition number bound
For anyw ∈W , using (3.60), we havẽ
here w
, we need to estimate the bound a(P Dw , P Dw ) ≤ Cã(w,w), ∀w ∈W , where P D :W →W is a jump operator defined as
here IW W is the identity operator onW , the linear basis transformation operator TŴ W and the average operator E D are separately defined in (3.63) and (3.85).
Lemma 4.1. For anyw ∈W , we have Proof. By the definition (4.3) of P D , (3.85) of E D , (3.63) of TŴ W , and using the decomposition (4.1), P Dw can be rewritten as follows:
By using (3.86), (4.1), (3.68) and (3.65), we find the second term in (4.6) satisfies (
Combining (4.6) and (4.7), and using (3.26), (4.2), (3.58), (3.52), (3.30) and (3.33), we have
k,∆ are defined in (4.5). That is to say (4.4) holds. , it is equivalent to show that
Ar , (4.8)
By (4.9), C F = max r {f r }, the conditions (3.34) associate with T F k (k ∈ M r , 1 ≤ r ≤ N d ), and (3.22), we have
Finally, the estimate (4.8) follows from (4.10).
By Lemma 4.2 and following Theorem 1 in [25] , we obtain:
Theorem 4.1. For a given tolerance Θ > 0, the condition number bound of the two-level adaptive BDDC preconditioned systemsĜ
where C is a constant which is just depending on the maximum number of interfaces per subdomain.
Numerical results
In this section, we present examples with constant and variable wave number κ to investigate the convergence properties of the adaptive BDDC preconditioners proposed in this paper.
In the following numerical tests, the given region Ω is divided into N h quadrilateral mesh T h , where h denotes the size of elements. Let p denote the number of plane wave bases in each element. Therefore, it is easy to known that the number of dofs in the plane wave space
Since the special interface is needed in this paper, and to guarantee the load balance, we decompose T h into some subdomains which satisfy that the number of complete elements in each subdomain is the same and denotes as n. For example if we set N h = 35
2 and the number of subdomains N d = 4 2 , then n = 8
2 . Since the stiffness matrix of the PWLS method is HPD, we solve the Schur complement system (3.12) by PCG method, and the iteration is stopped either the relative residual is reduced by the factor of 10 −5 or the iteration counts are greater than 100. These algorithms are implemented using Matlab and run in a machine with Intel(R) Xeon(R) CPU E5-2650 v2 2.60 GHz and 96 GB memory.
Numerical experiment results show that the modulus of the eigenvalue λ of the generalized eigenvalue problems (3.36) satisfies |λ| ≥ 1, hence, in our adaptive BDDC algorithms, we set the tolerance Θ = 1 + log( min (3.27) and (3.28) as method1 and method2. We will apply both methods to three typical examples to investigate the scalability of these methods measured by the mesh size, number of subdomains and angular frequency (or wave number). Since the wave number κ = ω/c, where ω and c are separately the angular frequency and the wave speed, we can react the variousness of the wave number to the angular frequency and the wave speed.
In all of the tables in this section, iter is the number of iterations for the PCG algorithms, λ min and λ max separately denote the minimum and maximum eigenvalues of the preconditioned system, pnum is the number of primal unknowns, the average number of primal unknowns per interface are given in the parentheses, and the proportion of the total number of primal unknowns to the total number of interface dofs are denoted as ppnum.
Before numerical studies are performed, three typical examples are given here. 
here ω x = ω 2 − (12π) 2 , and coefficients A 1 and A 2 satisfy the equation
Example 5.2. (Piecewise constant medium) Consider model problem (2.1), which is a variant of the Marmousi model in [46] or [19] , where Ω = (0, 7200) × (0, 3600), and the wave speed c is defined by (see figure 3 Table 1 is defined as
where u ex and u h are separately the exact solution and the numerical solution of this problem. We kept ωh as a constant and slightly increase p or decrease h to control the relative error less than 5 × 10 −3 . In this article, since the errors of the approximate solutions are not our main interest, we only list the relative L 2 errors in Table 1 for Example 5.1. As seen in Table 1 , with the same stopping criterion, the relative L 2 errors of the approximate solutions of Example 5.1 generated by method1 and method2 do not have large differences. The dependence of the iteration counts on the angular frequency is presented in Table 2, Table 3  and Table 4 for various examples, and a weak dependency relationship is clearly shown. In addition, from these tables, we can see that the total number of primal unknowns (pnum) increased with the increase of the angular frequency for both method1 and method2, especially when ω = 320π in Example 5.1, the dofs of the coarse problem has reached more than thirty thousand in method1. The number of primal unknowns also highlights the superiority of method2 over method1. Results of these experiments are shown in Table 5 , Table 6 and Table 7 . From these tables, we can see that the iteration counts are almost independent on the number of subdomains, and as the number of subdomains increases, the total number of primal unknowns increase, but the average number of primal unknowns per interface almost remains the same. Apart from this, one can see that for these three examples, method2 still has an absolute advantage in the number of the primal dofs over method1, in particular, less than half of the primal dofs are required for method2 to ensure the convergence stability. 2 , ω = 20π), but the number of complete elements in each subdomain varied from n = 6 2 to n = 24 2 . The iteration efficiency as a function of the mesh size are reported in Table 8, Table 9 and Table  10 for method1 and method2. We can see from these tables that the iteration counts are mildly dependent on the mesh size. The minimum eigenvalues of the preconditioned systems are larger than 1 and the maximum eigenvalues are mildly dependent on the mesh size. As the mesh size decrease, there is a great difference between method1 and method2 in the number of the primal unknowns even for constant medium, which is different from the adaptive BDDC algorithms for the two-order elliptic problems. The results listed in the above-mentioned tables have verified the correctness of the theoretical results, and indicate that the proposed two-level adaptive BDDC algorithms are very effective for solving Helmholtz equation with large and various wave numbers. However, one fact worth noticing is that the number of primal unknowns increase as the wave numbers or the number of subdomains increase, the corresponding coarse problem will become too large and hard to solve directly, and it is more obvious for the multiplicity scaling matrices.
Multilevel results
In this subsection, we try to apply the multilevel adaptive BDDC algorithm with multiplicity scaling matrices to Example 5.1 to show its performance for large wave numbers.
For this test, the PCG algorithm is stopped either the iteration counts are greater than 100 or the relative residual is reduced by the factor of 10 −5 at level 0 and 10 −2 at other levels. We consider a higher wave number model and set the angular frequency ω = 320π, the number of plane wave bases in each element p = 15. In the algorithm, four subdomains at the finer level are treated as a coarser subdomain. Table 11 shows the performance of our multilevel adaptive BDDC algorithm for different N d and n, where Tdofs is the total number of dofs, Fpnum and Cpnum separately denote the number of dofs at level 1 and the coarsest level. From this table, we can see that the number of dofs at level 1 (Fpnum) increases as the number of subdomains increases, and the scale of the coarse problem which need to be compute directly are hard to be accepted when we use a two-level adaptive BDDC algorithm. With the increase of the number of levels (L), the number of dofs at the coarsest level (Cpnum) is reduced to about 30%, and the iteration counts remains almost the same. That is to say, the multilevel algorithm is effective for reducing the number of dofs at the coarse problem and it is also efficient for solving large wave number problems. 
Conclusions
In this paper, by introducing some auxiliary spaces, dual-primal basis functions and operators with essential properties, BDDC algorithms with adaptive primal unknowns are developed and analyzed for the PWLS discritizations of the Helmholtz equations with high and various wave number. Since the dofs of the PWLS discritization are defined on elements rather than vertices or edges, we introduce a special "interface" and the corresponding sesquilinear form for each subdomains, which is different from the interface in the existing BDDC algorithms. As the eigenvalues of the local generalized eigenvalue problems are complex, we choose the primal constraints which are formed by the eigenvectors with their complex modulus of eigenvalues greater than a user-defined tolerance value Θ, which is used to construct the transformation operators for selecting dual-primal basis functions and control the condition number. We prove that the condition number of the preconditioned system is bounded above by CΘ. A multilevel algorithm is attempted to resolve the bottleneck in large scale coarse problem. Numerical results are presented to verify the robustness and efficiency of the proposed approaches.
