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Introduction
Let X = (X t ) t∈R be a second order zero mean stationary process and define its covariogram r(t) = E(X 0 · X t ), for t ∈ R.
We will assume that X is a long-memory process, that is, lim |t|→∞ r(t) = 0 and t∈Z |r(t)| = ∞.
A particular case of such a property is the following form for the covariogram,
with D ∈]0, 1[ (so-called the long-memory parameter) and C > 0. This property can also be translated in the spectral domain. Indeed, assume that the spectral density of X, with
exists for λ ∈ [−π, 0)[∪]0, π]. Then, from an Abelian theorem, the asymptotic behavior (1) can be written in spectral terms, i.e.,
when λ → 0, with C ′ > 0 (see Doukhan et al., 2003 , for more details on this part). In this paper, two following semiparametric frameworks will be considered,
• Assumption A1, X = (X t ) t∈R is a zero mean stationary Gaussian process with spectral density f (λ) = |λ| Robinson, 1995, Taqqu and Teverovsky, 1996 , Giraitis et al., 1997, Soulier, 2003, Moulines et al., 2006) , the assumption on the dependence structure is: f (λ) = |1 − e iλ | −2d · f * (λ) with f * a function such that |f * (λ) − f * (0)| ≤ f * (0) · λ β and 0 < β ≤ 2, that is equivalent to Assumption A1, with 2d = 1 − D. The Assumption A2 is a necessary condition for studying the following adaptive estimator of D.
Remark 1 In numerous previous works concerning the estimation of the long range parameter in a semiparametric framework (see for instance
The aim of this article is the semi-parametric estimation of the parameter D using a wavelet analysis. This method has been introduced by Flandrin (1989) and numerically developed by Abry et al. (1998 Abry et al. ( , 2001 ) and . Asymptotic results are provided in and recently in Moulines et al. (2006) . Compared with these papers, two points of our work can be highlighted : first, a central limit theorem is provided under weaker conditions than in . Secondly, an auto-driven estimatorD n of D is defined (with a different definition than in . A central limit theorem followed byD n is established and this estimator is proved to be rate optimal up to a logarithm factor (see above). Now, more details on this estimation method are provided. 
Remark 2 The function ψ is a compactly supported function (the interval [0, 1] is just for ease of writing but the following results be easily extended to another interval) with its m first vanishing moments. For instance, ψ can be a dilated Daubeshies "mother" wavelet of order d with d ≥ 5 to ensure the regularity of the function ψ.
The following theory could also be extended for "essentially" compactly supported "mother" wavelet like Lemarié-Meyer wavelet. One can remark that it is not necessary to choose ψ being a "mother" wavelet associated to a multiresolution analysis of L 2 (R). The whole theory can be developed without resorting to this assumption. The choice of ψ is then very large. However, the recent paper of Moulines et al. (2006) is developed under weaker conditions on ψ.
For (a, b) ∈ R * + × R, define the wavelet coefficient d(a, b) of the process X for the scale a and the shift b, i.e. If X satisfies one of the previous assumptions, the asymptotic behavior of the variance of d(a, b) is a power law in the scale a. Indeed, under Assumption W (1) on ψ and Assumption A1 or A2 on the process X, (d(a, b)) b∈R is a Gaussian stationary process and the following expansion can be established (see Section 2) :
where ψ is the Fourier's transform of ψ (the existence of K (ψ,α) is proved in the Section 5). The principle of the wavelet-based estimation of D is linked to this power law in D of a. Indeed, let (X 1 , . . . , X N ) be a sampled path of X and define S N (a) a sample variance of d(a, .) obtained from an appropriate choice of shifts b. Then, when a = a(N ) → ∞ satisfies a(N ) = o(N 1/(2D ′ +1) ), a central limit theorem for log( S N (a(N ))) can be proved. More precisely one obtains:
) and σ 2 (ψ,D) > 0. As a consequence, using different scales (a 1 (N ), . . . , a ℓ (N )) a linear regression of (log( S N (a i (N ))) i on (log(a i (N ))) i provides an estimator D(a N ) that satisfies a central limit theorem (we suppose that it exists m i ∈ N * such that a i (N ) = m i · a(N ) i = 1, . . . , ℓ). At this point, our result is close to or Moulines et al. (2006) results, with only different conditions on the process X and the function ψ.
The main problem is now: how to select the reference scale a(N ) considering the fact that the smaller is a(N ) the faster the convergence rate of D(a N ). An optimal choice would be to chose a(N ) larger but closer to N 1/(2D ′ +1) , but the parameter D ′ is supposed to be unknown. In , an automatic selection procedure is proposed using a Khi-squared goodness of fit statistic. This procedure is applied successfully on numerous numerical examples but no theoretical proofs are provided. The method we develop here is close to this one. Roughly speaking, the "optimal" choice of scale (a(N )) is obtained from the "best" linear regression among all the possible linear regressions of ℓ consecutive points (a, log( S N (a))), where ℓ is a fixed integer number. More formally, a contrast is minimized and the chosen scaleã(N ) satisfies:
By this way, the adaptive estimatorD N of D for this scaleã(N ) is such that :
with σ 2 D > 0. As a consequence, the minimax rate of convergence N D ′ /(1+2D ′ ) , up to a logarithm factor, for the estimation of the long-memory parameter D in this semi-parametric setting (see Giraitis et al., 1997) is obtained byD N .
The paper is organized as follows. In section 2, a central limit theorem for sample variance of wavelet coefficients is established. In section 3, the automatic selection of the scale is described, the asymptotic behavior ofD N is studied. Simulations are proposed in section 4 and proofs are given in section 5. • Under Assumption A1, for all a ≥ 1,
• Under Assumption A2, for all a > 0,
The proof of this property, like all the other proofs, is in the last section of this paper. The paper of Moulines et al. (2006) provides the same results under weaker assumptions but for multiresolution wavelet analysis. As it was said in the introduction, this property allows an estimation of D from a log-log regression, as soon as a consistant estimator of E(d 2 (a, 0)) is provided from a sample (X 0 , X 1 , . . . , X N ) of the time series X. Define then the normalized wavelet coefficient such that
From property 1, it is obvious that under Assumptions A1 or A2, it exists M ′ > 0 satisfying for all a > 0,
In view of using this formula for estimating D by a log-log regression, an estimator of the variance of d(a, 0) should be considered. Hence, in the sequel, a sample (X 1 , . . . , X N ) of the process X is supposed to be known, but the different parameters (D, D ′ , C D , . . .) are unknown. Consider the sample variance and the normalized sample variance of the wavelet coefficient, for 0 < a < N ,
The following proposition specifies a central limit theorem satisfying by logS N (a), which provides a first step for obtaining the asymptotic properties of the estimator by log-log regression. More generally, the following multidimensional central limit theorem for a vector (logS N (a i )) i can be established,
with Γ(r 1 , · · · , r ℓ , ψ, D) = (γ ij ) 1≤i,j≤ℓ the covariance matrix such that 
There is still a problem by using wavelet coefficients d(a, b) when X is not a continuous process but a time series. Indeed, this coefficients can not be exactly computed from a path (X 1 , . . . , X N ) of the process X. However, they can be approximated by replacing integrals by Riemann sums (roughly speaking, the Mallat's cascade algorithm proceeds with such an approximation for a discrete wavelet). This problem was also studied in Bardet (2002) , Bardet and Bertrand (2006) and Moulines et al. (2006) in similar frameworks. Thus, consider the following approximations of wavelet coefficients and their sample variance, with a ∈ N * , (10) and
Proposition 2 Under the assumptions of the Proposition 1,
Adaptive estimator of long range dependent parameter using data driven optimal scales
In this section, we consider the approximated wavelet coefficients e(a, b) and their empirical variance T N (for a time series). However, all the sequel is still valuable using the coefficients d(a, b) and their empirical variance S N (for instance for a continuous process).
The previous central limit theorem can also be written as,
Therefore, a log-log regression of
which satisfies the following central limit theorem,
Proposition 3 Under the assumptions of the Proposition 1,
Hence, D(a N ) is a semi-parametric estimator of D and its asymptotic mean square error can be minimized with an appropriate scales sequence (a N ) reaching the well-known minimax rate of convergence for the long-range dependence parameter in this semi-parametric setting (see for instance Giraitis et al., 1997) . Indeed, Proposition 4 Let X satisfy Assumption A1 and ψ the assumption W (m). Let (a N ) be a sequence such that
In the previous Propositions 1, 3 and 2, the rate of convergence of scale a N is given by the following condition,
Now, for ease of writing, consider that a N = N α . Then, the previous conditions can be written as,
Thus an optimal choice, which means the faster convergence rate of the estimator, is obtained when α is larger but closer to α * . However α * depends on D and D ′ that are unknown. For solving this problem, proposed a procedure based on a Khi-squared test (constructed from a distance between the regression line and the different points (log T N (r i a N ), log(r i a N )). It seems to be an efficient and interesting numerical way of estimating D, but no theoretical proofs are provided (instead of the log-periodogram procedure which is proven to reach the minimax convergence rate, see Moulines and Soulier, 2003) .
which corresponds to a squared distance between the ℓ points log
and a line. The aim is to minimize this contrast for the three different parameters. It is obvious that for a fixed α ∈ (0, 1), Q is minimized from the previous least square regression and therefore,
with ( D(a N ), K(a N )) obtained as in relation (12) . However, like α N has to be obtained from numerical computations, the interval (0, 1) can be discretized as follows, As a consequence, define
and minimizing Q N for variables (α, D, K) is implied by minimizing Q N for variable α ∈ A N , that is
From the previous central limit theorem, it can be shown that, Proposition 5 Let X satisfy Assumption A2 and ψ the assumption W (m). Then,
By this way, an estimator D ′ N of the parameter D ′ can be also proved to be consistent, Corollary 1 Let X satisfy Assumption A2 and ψ the assumption W (m). Then,
The estimator α N defines the selected scale a N such that a N = N b αN . From a direct application of the proof of the proposition 5 (see the details in the proof of theorem 1), one obtains a precise information on the asymptotic behavior of a N , that is,
for all positive real numbers λ and µ such that λ > The following theorem provides the asymptotic behavior of such estimator, Theorem 1 Let X satisfy Assumption A2. Define, 
Simulations
The different previous estimators are computed from sample of different processes satisfying Assumption A2. The results are obtained from 100 generated independent samples of each process. The concrete procedure of generation of these Gaussian processes are obtained from circulant matrix method and is detailed in 
, such that its spectral density is The different parameters of the method of estimation are:
• A mother wavelet ψ such that ψ(t) = 100 · t 2 (t − 1) Table 1 : Estimation of the different parameters from 100 independent samples of the different processes. In Figure 1 , it can be seen that that log T N (i · N α ) is not a linear function of the logarithm of the scale log(i · N α ) when N increases and α < α * (it is exactly a consequence of Property 1: a bias exists in such a case). Moreover, if α > α * and α increases, a linear model appears with an error variance that increases. 
But for 1 < c < 3, ′ −c and 2m
with C > 0 and C ′ > 0 not depending on a. As a consequence, under Assumption A1,
Under Assumption A2, from the same kind of inequalities, one obtains,
and this finishes the proof of this property. 2
Proof [Proposition 1] This proof can be decomposed in three steps
Step 1, Step 2 and Step 3.
Step 1. In this part, N a N · Cov(S N (r i ),S N (r j )) 1≤i,j≤ℓ is proved to converge to a covariance matrix Γ.
First, for all (i, j) ∈ {1, . . . , ℓ} 2 ,
because X is a Gaussian process. Therefore, by considering only i = j and p = q, for N and a N large enough,
Now, the covariogram can be bounded from the expression of the spectral density under Assumption A1. Indeed, for a > 0,
with a constant real number M > 0 not depending on a, and because
Using this inequality, if (p, q) are such that |r i p − r j q| ≥ 2(r i + r j ), on can write,
In another hand, from a Taylor expansion, 
and therefore, it exists K 1 > 0, such that for all (i, j) ∈ {1, . . . , ℓ} 2 , and for (p,
Moreover, from Property 1, for a N large enough and (p,
Thanks to (20) and (21), it exists a constant K 2 > 0 (not depending on N or a N ) such that the relation (18) becomes the inequality,
But, from the theorem of comparison between sums and integrals, for 0 < α ≤ 1, N and a N large enough,
In the same way, for α > 1,
As a consequence, with m ≥ 1, one obtains the following bound for N and a N large enough,
with K 3 > 0 and not depending on N or a N . Finally, from (19) and (22), if the sequence (a n ) is such that o(a N ) = log(N )N
with Γ = (γ ij ) 1≤i,j≤ℓ a non null symmetric matrix that can be specified. Indeed, from the previous inequalities,
with d ij = GCD(r i ; r j ). Therefore, the matrix Γ is only depending on r 1 , · · · , r ℓ , ψ, D.
Step 2. In a general frame, the previous result is not sufficient for obtaining the central limit theorem, However, eachS N (r i a N ) is a quadratic form of Gaussian process. Mutatis mutandis, it is exactly the same framework (i.e. a Lindeberg central limit theorem) as that of the Proposition 2.1 in Bardet (2000) , and (24) is checked. Moreover, if (a n ) n is such that o(a
As a consequence, under those assumptions,
Step 3. The logarithm function (x 1 , ..,
As a consequence, using the Delta-method, the central limit theorem (8) 
From the same computations than in Bardet and Bertrand (2006) , one obtains,
But
with r(t) = r(0) for all t ∈ [0, 1[. The function ψ is supposed to be a C 1 function. As a consequence, a Taylor expansion implies,
Thus, for a large enough, it exists K > 0 such that,
′ , then, From central limit theorem (2) , this implies the convergence of the finite-dimensional distribution,
Now the Delta-method can be applied and this finishes the proof. 2
Proof [Proposition 5] Let ε > 0 be a fixed positive real number, such that α * + ε < 1.
But, for α ≥ α * + 1,
is the matrix of orthogonal projection on the orthogonal subspace (in R ℓ ) generated by A N (α) (and I ℓ is the identity matrix in R ℓ ). From the expression of A N (α), it is obvious that for all α ∈ (0, 1),
with the matrix A =   log(r 1 ) 1 : : log(r ℓ ) 1   like in Proposition 3. By this way,
for all α ∈ (0, 1). From Proposition 2, for all α > α * , the asymptotic law
is a Gaussian law with covariance matrix P · Γ · P ′ . Moreover, the rank of the matrix is P · Γ · P ′ is ℓ − 2 (this is the rank of P ) and it exists 0 < λ − , not depending on N ) such that P · Γ · P ′ − λ − P · P ′ is a non-negative matrix (0 < λ − < min{λ ∈ Sp(Γ)}). As a consequence, for N large enough,
with V + ∼ λ + · χ 2 (ℓ − 2) and λ + > max{λ ∈ Sp(Γ)} > 0. Like E(exp( V + )) < ∞ is not depending on N , one obtains that it exists M 1 > 0 not depending on N , such that for N large enough,
, and therefore, the inequality (27) becomes, for N large enough,
II. Secondly, a bound of Pr( α N ≥ α * −ε) is provided. From the same arguments and notations than previously, Pr α N ≥ α * − ε ≥ Pr Q N (α * + 1 − α * 2α * ε) ≤ min α≤α * −ε and α∈AN Q N (α) Now, this inequality and the previous central limit theorem provides that for all ρ > ν/2, and ε > 0,
