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Abstract
Traditional search engines work by returning a list of documents in response to
queries. However, such engines are often inadequate when the information need of
the user involves entities. This issue has led to the development of entity-search,
which unlike normal web search does not aim at returning documents but names
of people, products, organisations, etc. Some of the most successful methods for
identifying relevant entities were built around the idea of a proximity search. In
this thesis, we present an adaptive, well-founded, general-purpose entity finding
model. In contrast to the work of other researchers, where the size of the targeted
part of the document (i.e., the window size) is fixed across the collection, our
method uses a number of document features to calculate an adaptive window
size for each document in the collection. We construct a new entity finding test
collection called the ESSEX test collection for use in evaluating our method.
This collection represents a university setting as the data was collected from the
publicly accessible webpages of the University of Essex.
We test our method on five different datasets including the W3C Dataset,
CERC Dataset, UvT/TU Datasets, ESSEX dataset and the ClueWeb09 entity
finding collection. Our method provides a considerable improvement over var-
ious baseline models on all of these datasets. We also find that the document
features considered for the calculation of the window size have differing impacts
on the performance of the search. These impacts depend on the structure of the
documents and the document language.
As users may have a variety of search requirements, we show that our method
is adaptable to different applications, environments, types of named entities and
document collections.
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Part I
Theoretical Background
1

1
Introduction
This chapter provides a general motivation of the entity search problem which
is at the core of this thesis. I will present the problems with current approaches
which then leads to the formulation of two research questions. The Chapter
concludes with an outline of the thesis.
3
Chapter1. Introduction 4
1.1 Motivation
Traditionally, the majority of research in the field of information retrieval (IR)
has been directed at retrieving documents. Here the task is to identify a ranked
list of documents relevant to the user’s query. Nowadays, the process of gen-
erating data has become much easier and more rapid than before, resulting in
the proliferation of the digital content available online [Marz and Warren, 2015;
Zikopoulos et al., 2015]. To keep pace with this enormous growth in data, a
broad range of IR-related areas which go beyond basic document retrieval have
been introduced. A proportion of this new interest has been directed at special
IR tasks and, in particular, at entity-oriented search [Fang and Si, 2015].
Users resort to search engines for a range of information needs. Typically,
search engines return a list of documents, but these documents do not provide
the most satisfactory answer. If they are seeking specific entities, users will need
to skim through a large number of documents to find what they are looking for.
This problem highlights the need for a special type of search, commonly known
as an entity-oriented search.
Figure 1.1 allows a comparison of the results provided by a standard docu-
ment retrieval system and an entity-oriented retrieval system on a sample search.
In this example, the information need is to find some experts in the field of com-
puter science at the University of Essex. The list of documents returned by the
standard document retrieval system is not ideal, as extracting the required infor-
mation could prove to be both an effort and a time-consuming task. By contrast,
the entity-oriented retrieval system has retrieved only the required information.
Various studies have shown that users are increasingly interested in searching
for entities rather than documents [Hertzum and Pejtersen, 2000]. This is par-
ticularly true in the case of web searches (see, for example, Blanco et al., 2013).
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Figure 1.1: A comparison between a standard document retrieval
system and an entity-oriented retrieval system
A number of internet search engines have recently begun to recognise this need;
thus, in many instances, entity search results are now integrated with the result
list [Ganesan and Zhai, 2012].
Figure 1.2 presents an example of the results returned by two search engines
(Google and Bing) when asked to search for “Barack Obama”. These search
engines recognised that the user was probably more interested in an entity (in
this case, a person), and consequently they generated a “slider” on the right-hand
side of the page containing some basic information about this entity.
Web search is not the only scenario in which we search for entities. In fact,
much entity-finding research is centred on enterprise search. Regardless of the
type of organisation, enterprises typically need to deal with a vast amount of data
including internal documents, emails, web pages, etc. Such documents need to
be organised, indexed, and retrieved by any enterprise search application. It has
been established that improving the quality of such applications reduces business
costs and produces positive business outcomes [Frischmuth et al., 2012; Hawk-
ing, 2004]. However, despite the progress made in improving web search over
Chapter1. Introduction 6
(a) Google Hits for Barack Obama query (b) Bing Hits for Barack Obama query
Figure 1.2: Modern search engines recognise some types of entities.
the years, there are still many unresolved challenges in enterprise search devel-
opment. Identifying and finding specific entities is one such challenge. Another
challenge lies in the heterogeneous nature of data sources. Enterprise data in-
cludes a mixture of documents with various structural levels, the text of which
is often embedded with many entities and their relationships.
As discussed above, entity oriented searches, also known as entity finding
applications, aim to assist users with their specific information needs. These
applications suggest possible candidate entities with some degree of relevance
in response to a query. The term, “candidate entity”, is used to describe any
possible entity of the type specified by the user in the query. For instance, if
the user’s information need is to find experts in “computer science” working at
a given university, then the candidate set would be the academic staff members
of that university. Moreover, candidate relevance is defined to be the extent to
which a candidate entity matches the user’s query. In the previous example,
a relevant candidate would be a member of the academic staff at the given
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university with some knowledge of and expertise in the query topic, “computer
science”.
Numerous systems have been developed to address the issue of entity finding.
A common shortcoming of these systems is that most of them are dependant on
a particular environment or a specific document type.
In this thesis, our aim is to develop and test the validity of an adaptive,
well-founded, general-purpose approach to entity finding. We have increased
the generality of our search by focusing attention on the documents in which
the candidate entities have been mentioned, rather than incorporating external
sources such as organisational hierarchies and social networks. The proximity
between query terms and the candidate entities in these documents is considered
to be an important factor which could give a strong indication of the relevance
of candidates.
A number of state-of-the-art entity finding models have employed the notion
of proximity in their searches. However, these models have measured proximity
within a fixed-sized span of text called a window. We argue that each document
has its own unique features that distinguish it from the other documents in
the collection, and that this may lead to the need for differing window sizes
for different documents. We utilise a number of the distinguishing features of
each document in order to determine the optimal size of the window for each
document. Thus, the window sizes for different documents in the collection will
vary, depending upon their distinguishing features.
1.2 Research Questions
This thesis investigates the following research questions:
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RQ1: Can the state of the art in entity finding be pushed forward
by employing document features to determine the size of the win-
dow in proximity-based approaches? We call this approach adaptive-
window-size approach to distinguish it from current approaches that
employ fixed-sized windows.
RQ2: Will an adaptive-window-size approach to entity finding be
robust across different types of named entities and different types of
document collections?
1.3 Main Contributions
• We introduce a novel entity finding algorithm that employs a notion of
proximity developed by exploiting a document’s features to set an adaptive
window of text for capturing the association between candidate entities and
queries.
• We use a variety of expert and entity finding experiments to thoroughly
evaluate the performance of our algorithms using standard test collections.
• We provide evidence showing that our approach is robust and capable of
delivering a very competitive performance.
1.4 List of Publications
This thesis contains work from the following papers which have previously been
published in the refereed literature:
1. Fawaz Alarfaj, Udo Kruschwitz, David Hunter, and Chris Fox, ”Finding
the right supervisor: Expert-finding in a university domain”, In Proceedings
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of the 2012 Conference of the North American Chapter of the Association
for Computational Linguistics Human Language Technologies - Student
Research Workshop, NAACL-HLT, pp. 1–6, Montre´al, Canada, May 2013.
2. Fawaz Alarfaj, Udo Kruschwitz, and Chris Fox, ”Adaptive Window Size
Selection for Proximity Search” In Proceedings of the Fifth BCS-IRSG
Symposium on Future Directions in Information Access, BCS, Granada,
Spain, September 2013.
3. Fawaz Alarfaj, Udo Kruschwitz, and Chris Fox, ”An adaptive window-
size approach for expert-finding” In Proceedings of the 13th Dutch-Belgian
Workshop on Information Retrieval (DIR 2013), Delft, The Netherlands,
September 2014. [Best paper award]
4. Fawaz Alarfaj, Udo Kruschwitz, and Chris Fox, ”Exploring adaptive win-
dow sizes for entity retrieval” In 36th European Conference on IR Research,
ECIR 2014, Springer, pp. 573-578, Amsterdam, The Netherlands, April
2014.
5. Fawaz Alarfaj, Udo Kruschwitz, and Chris Fox, ”Experiments with query
expansion for entity finding” In the 16th International Conference on In-
telligent Text Processing and Computational Linguistics, CICLing 2015.,
Cairo, Egypt, April 2015.
1.5 Organisation of the Thesis
This thesis is organised into two main parts, each part including a number of
chapters.
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Part I, “Theoretical Background”, introduces the general domain and dis-
cusses related work in this area. It also presents a discussion of the theory behind
the models proposed in this thesis. This part includes the following chapters:
Chapter 2 briefly outlines the information retrieval field and discusses some
of its metrics and techniques including the different document retrieval models
which are used as part of the entity finding system. Background information
about some of the early entity/expert finding models is presented and details
about a number of state-of-the-art methods and techniques are given. More-
over, the evaluation of entity/expert finding models is discussed. An overview
of some of the well-known expert and entity finding test collections is provided.
In addition, the evaluation paradigms that are usually used in the assessment of
such systems are described. Next, proximity search, which forms the basis of our
approach, is described in some detail. The chapter concludes with a discussion
of the key differentiators of the proposed approach.
Chapter 3 introduces the adaptive window size approach in detail. It be-
gins with an outline of the frequency-based model which will be used as a baseline
for, as well as a component of, our approach. Next, the proximity-based model is
described. This model includes enhancements to the ranking function. Finally,
the chapter introduces the idea of adaptive window size for proximity ranking.
Part II, “Evaluation”, provides an assessment of the method proposed in Part
I. Readers who wish to skip the introductory chapters are referred to this part
which describes the experiments performed on the method proposed in Part I and
discusses the findings from these experiments. This part includes the following
chapters:
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Chapter 4 describes the setup of the experiments. It considers the general
system architecture and the process of preparing the document collection, in-
cluding document pre-processing and index-creation. In addition, the approach
to algorithm evaluation used in this thesis is discussed. The chapter concludes
with a discussion of the baseline models used for comparison.
Chapter 5 details the experiments performed on the adaptive window ap-
proach. In particular, we describe a pilot study that investigates the validity
of the various components of this approach. This pilot study makes a compar-
ison between the effects of three document features, namely document length,
number of candidates in the document, and average sentence size on the gen-
eration of the adaptive window. The method is systematically investigated in
various environments, using thorough experimentation to determine their effect
on retrieval performance. Finally, we study the effects of using different query
expansion techniques and document retrieval methods in the entity finding task.
Chapter 6 presents a general discussion of our approach. It compares a
number of methods used and described in this work and investigates the effect
of using the adaptive window approach on different tasks, environments and
data types. Furthermore, we consider some particular issues that influence this
approach, including the use of different document features and documents in
various languages. We also discuss the main limitations of our work.
Chapter 7 concludes this thesis by revisiting the initial research questions,
and discussing our contributions towards these. In addition, it discusses possible
further directions for research, building on the investigations presented in this
thesis.
2
Background
The aim of this chapter is to review existing work in the field of entity retrieval
and its recent advances. We introduce some key concepts from the field of infor-
mation retrieval which is the main focus of this thesis. These include document
retrieval models and techniques. This is followed by a detailed discussion of the
entity and expert finding tasks, and an overview of the state-of-the-art models
for these tasks. We also describe how IR systems are evaluated before defining
the main test collections designed to evaluate entity-finding systems. Next, we
discuss the proximity search on which our approach relies.
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2.1 Information Retrieval Models
Information retrieval (IR) is a field of computer science which deals primarily
with providing easy access to information of interest for the person interacting
with the system. IR involves the representation, storage, organisation of, and
access to information items [Baeza-Yates and Ribeiro-Neto, 2011].
The person interacting with the system (the “user”) expresses their infor-
mation need as a request which is called a query. Queries are usually bags of
keywords in a natural language that summarise the user’s information need. To
satisfy this information need, the role of the IR system is twofold. After retriev-
ing the relevant information items, it ranks these items according to their degrees
of relevance to the user’s query.
The notion of relevance is a fundamental concept in information retrieval
that lies at the heart of any IR system. A relevant information item is an item
which contains the information a user is looking for when submitting the query.
The purpose of an IR system could be defined as to retrieve all of the relevant
documents at the same time, while retrieving the smallest number of non-relevant
documents that is possible [van Rijsbergen, 1979]. For a human, appraising an
information item as relevant or non-relevant could be considered a simple task.
This task is more complicated for a machine to accomplish. There are many
factors that may influence a person’s decision, and an IR system requires a
retrieval model to assess these factors and quantify the degree of relevance of a
given information item [Croft et al., 2015]. Baeza-Yates and Ribeiro-Neto [2011]
note that most research in information retrieval has been concerned with some
aspects of such a model.
It is important to distinguish between the task of information retrieval and
that of data retrieval. The aim of an IR system is to retrieve information items
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with high degrees of relevance and to rank these items more highly than non-
relevant items. On the other hand, the aim of a data retrieval system is to retrieve
all exact matches [Kowalski and Maybury, 2002]. The notion of relevance has
less impact here as data retrieval relies on a deterministic model [Frakes, 1992],
and so every item is either a match or not. The appearance of a single erroneous
item in the result set would mean a total failure for the data retrieval system
[Baeza-Yates and Ribeiro-Neto, 2011].
Databases Flat text
 Data  Retrieval       Information Retrieval
structured data 
XML
semi-structured data unstructured data 
Figure 2.1: The data retrieval and information retrieval on the data landscape.
Figure 2.1 shows a representation of the data landscape. On the left is the
structured data to which data retrieval is usually applied, as is the case for
relational database management systems (RDBMS). On the right is the unstruc-
tured data on which information retrieval is used. A common example of an
information retrieval system is a web search engine. The middle of the diagram
shows semi-structured data. Depending on the task at hand, either information
retrieval or data retrieval systems may be applied to this data [Consens and
Baeza-Yates, 2005].
The document retrieval task lies at the core of IR and is considered to be a
vital component of many advanced IR applications, including question answering
and entity finding systems. In this task, the information items retrieved by the
system are documents which can include any type of unstructured text, such as
news articles and web pages, or text with some structure such as XML docu-
ments or e-mail messages. Search engines are common examples of document
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retrieval applications.
Queries
Document
DocumentDocuments
q
query 
representation 
document 
representation 
d
R(    ,    )q d
d=(d ,d  ,….d  )1 2 n
Figure 2.2: A general overview of the document retrieval process. The
output of this process is a list of document rankings, R(q, d).
The function of an IR model is to rank documents with respect to a query
(see Figure 2.2). There are a number of ways of achieving this. Next, we will give
a quick review of the history of document retrieval including the early IR models,
followed by a review of some state-of-the-art IR models. These state-of-the-art
models will be used in our experiments.
IR, and in particular, the document retrieval task can be traced back to the
early age of electronic computers [Singhal, 2001]. Beginning with Herman Hol-
lerith’s tabulating machine in the early 1900’s, information retrieval became one
of the tasks that were commonly explored using the breakthrough technology
of the time [Williams, 2002]. The idea of automatic access to large amounts of
stored knowledge was articulated by Vannevar Bush in his 1945 ground breaking
article entitled “As We May Think” [Bush, 1945]. As early as the 1950s, dif-
ferent approaches were proposed and tested to solve the problem of document
retrieval. Most notably, the work of Luhn [1957, 1958] and Maron et al. [1959]
used probabilistic approaches and established the idea of term frequency (tf )
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weighting. Among the major developments in the 1960s were the idea of rep-
resenting documents as vectors [Salton, 1968; Switzer, 1964], the introduction
of the relevance feedback concept [Rocchio, 1965], and the development of the
Cranfield evaluation methodology for retrieval systems [Cleverdon, 1967]. The
advances of the 1950s and 1960s continued to influence research throughout the
1970s. Statistical models were enhanced by the introduction of the inverse doc-
ument frequency concept (idf ) [Spa¨rck Jones, 1972] and the development of the
tf · idf weighting scheme [Salton and Yang, 1973]. Moreover, the vector space
model for document retrieval was introduced by Salton et al. [1975]. Among the
main advances in IR from the 1980s is the development of the Porter stemmer
[Porter, 1980] which is still used by some IR systems today. Developments from
the early 1990s include the introduction of the latent semantic indexing (LSI)
model [Deerwester et al., 1990] and the BM25 ranking function [Robertson et al.,
1994].
Up until the mid 1990s, most retrieval systems have been evaluated and
proved to be successful on small collections of documents. This motivated the
development of systems that could handle larger collections. Two important
developments arose to resolve this issue. First, the Text Retrieval Conference
(TREC) [Harman, 1992] was introduced. This is concerned with the generation
of test sets of documents and questions, and creates a common platform for
the evaluation and testing of IR systems [Singhal, 2001; Voorhees and Harman,
2005]. The second important factor giving the IR research community access
to larger test collections was the rise of the World Wide Web, which rapidly
increased the scale of data and created an urgent need to access and retrieve this
data [Sanderson and Croft, 2012].
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2.1.1 Vector-Space Model (VSM)
The Vector-Space Model (VSM) was one of the earliest models developed for
IR. In this model, the degree of similarly between every document and the user
query is calculated [Salton and McGill, 1986]. As noted by Sanderson and Croft
[2012], the VSM model was adopted by many research retrieval systems for many
years. Some forms of this model are still in use as the default retrieval algorithm
for open source search engines1.
In the VSM model, both documents and queries are represented as vectors
in a t-dimensional space, where t is the number of terms in the collection. A
document di in the collection is represented by a vector of length t:
di = (di1, di2, di3, . . . , dit).
Here din is the weight of the n-th term in document di. A query q is represented
by
q = (q1, q2, q3, . . . , qt),
where qn is the weight of the n-th term in the query.
There are various ways to define the term weight. One of the simplest ap-
proaches is to assign this weight to equal the number of occurrences of the term
t in the document d [Manning et al., 2008].
Using this representation, documents are ranked by computing the similarity
between the document and the query. Different similarity functions can be used.
Commonly a cosine function is used, as functions of this form have shown bet-
ter performance than other similarity measures [Croft et al., 2015]. The cosine
1http://lucene.apache.org/core/4_9_0/core/org/apache/lucene/search/
similarities/TFIDFSimilarity.html
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similarity function is given in Equation (2.1):
cosine(di, q) =
t∑
j=1
dij · qj√
t∑
j=1
dij
2 ·
t∑
j=1
qj2
. (2.1)
VSM provides a simple, yet effective, ranking formula for IR [Baeza-Yates and
Ribeiro-Neto, 2011]. However, the VSM model has come in for some criticism,
especially because of its entirely heuristic nature. This shortcoming has moti-
vated the development of models that are claimed to be more solidly grounded in
theoretical frameworks such as probabilistic modelling and statistical language
modelling [Bu¨ttcher et al., 2010].
2.1.2 Probabilistic modelling
The Okapi team at City University, London have developed a series of probabilis-
tic weighting models called Best Match (BM) models [Robertson et al., 1992a,b].
These models led to the development of BM25 [Robertson et al., 1994] which is
considered to be one of the best term-weighting algorithms for document retrieval
[Goker and Davies, 2009].
The BM25 algorithm defines a measure called the relevance score, which
indicates the similarity between a document and a search query and uses this
measure in the document ranking process. BM25 estimates the relevance score
of a document di for a query q as follows:
score(di, q) =
∑
t∈q
log (rt+0.5)/(R−rt+0.5)
(nt−rt+0.5)/(N−nt−R+rt+0.5) ·
(k1+1)tf d
K+tf d
· (k2+1)qtf
k2+qtf
. (2.2)
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Here the summation is taken over every term t in the query. The frequency
of a term within a specific query is denoted by qtf and the number of documents
known to be relevant to a specific query is denoted by R. The number of relevant
documents containing the term t is denoted by rt. The overall number of docu-
ments containing the term t is denoted by nt and N denotes the total number
of documents in the collection. The frequency of the term t within the docu-
ment d is denoted by tf d. The above equation contains the following constant
parameters: k1, k2, and K, whose default settings are k1 = 1.2 and k2 = 1000
[Robertson et al., 1994]. The final parameter, K, is responsible for normalising
the term frequency component by the document length and is given by:
K = k1
(
(1− b) + b · dl
avdl
)
.
Here dl is the document length in tokens and avdl is the average document
length in the collection. The constant b is the term frequency normalisation
hyper-parameter, for which the default setting is b = 0.75 [Robertson et al.,
1994].
2.1.3 Language modelling
The traditional probabilistic approach ranks documents by modelling the proba-
bility of each document being relevant. In other words, it estimates the probabil-
ity that a document di is of relevance R = 1 as follows: p(R = 1|di). The idea in
language modelling is to define a probabilistic model of text (i.e., a probability
distribution over the sequences of words) for each document in the collection.
This is known as a language model. The documents are ranked by the probabili-
ties of their document language models generating the query [Croft and Lafferty,
2003; Zhai, 2008]. Unlike the traditional probabilistic approach, language mod-
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elling does not estimate relevance directly, rather it asks a different question:
“How likely is it that document di would produce the query q?” [Spa¨rck Jones
et al., 2003].
Language modelling was first introduced into information retrieval by Ponte
and Croft [1998]. Before that, language modelling had been successfully used
in other areas including speech recognition [Jelinek, 1997; Rabiner, 1989], and
machine translation [Brown et al., 1990].
In this approach, Bayes’ rule is used to rank documents based on their prob-
ability of generating the query, so that
p(di|q) = p(q|di) · p(di)
p(q)
. (2.3)
In the above Equation, p(q) does not influence the ranking, and can, therefore,
be safely discarded [Croft et al., 2015]. Further, p(di) is the prior belief that di is
relevant. If we assume p(di) to be equal for all documents, then it will not affect
the ranking [Berger and Lafferty, 1999; Song and Croft, 1999].
With these simplifications, the retrieval model can rank documents by query
likelihood p(q|di). First, a document model θd is inferred for each document.
Next, the probability of the query, given the document model, p(q|θd) is com-
puted. Because we have assumed term independence, we may estimate p(q|θd)
using the equation
p(q|θd) =
∏
t∈q
p(t|θd)n(t,q), (2.4)
where n(t, q) is the number of times the term t occurs in the query q. One way
to calculate p(t|θd) is by using the maximum likelihood (ML) approach, which
provides the simplest method for inferring a document model [Zhai, 2008]. We
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calculate
p(t|θd) = n(t, di)
n(di)
,
where n(t|di) is the number of times that term t appears in document di, and
n(di) is the total number of terms in that document.
One drawback of this approach is that if a term t from the query is not
present in the document model θd, then the document will be assigned a zero
probability. This sparseness problem means that all queries containing an unseen
word have zero probability p(Q|θd). This is undesirable, as a document may still
be considered relevant even if it does not contain all of the query words. To
prevent this undesirable effect, it is important to smooth the ML approach so
that it assigns a non-zero probability to these documents. Different smoothing
methods can be used. In our work, we use Jelinek-Mercer Smoothing [Jelinek
and Mercer, 1980]. This method smooths unseen words by using a coefficient λ
to control the influence of unseen words based on the frequency of the occurrence
of words in entire document collection as follows:
p(t|θd) = (1− λ) · n(t, di)
n(di)
+ λ · n(t, C)
n(C)
.
Here n(t, C) is the number of times the term t occurs in the collection of docu-
ments, and n(C) is the total number of word occurrences in the collection. The
default value of λ is 0.15 [Hiemstra, 2001].
2.2 Entity and Expert Finding
Although document retrieval might be considered to be the main task in the
information retrieval field, information retrieval goes beyond merely retrieving
documents. In fact, there is a renewed interest in a broad range of IR-related
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areas including question answering, topic detection and tracking, and multimedia
retrieval [Allan et al., 2003].
Entity Search has become an active research topic in the field of information
retrieval [Balog et al., 2010; Demartini et al., 2010]. Recent studies have shown
that a large proportion of web queries are, in fact, about entities. For instance,
Kumar and Tomkins [2010] showed that about 52.9% of web search queries are
entity-oriented queries. Moreover, Guo et al. stated that, according to their
analysis, about 71% of web search queries contain named entities [Guo et al.,
2009]. The bulk of research in this area began in the enterprise domain with the
introduction of the expert finding task which is a sub task of entity finding. In
this section we discuss the expert finding task and describe some expert-finding
models.
People are the kinds of entities most frequently sought using entity search
[Borgatti and Cross, 2003; Hertzum, 2014; Hertzum and Pejtersen, 2000]. Often
users search for people when the required information is not readily available
in an accessible form, perhaps because the information is not publicly available
in a digital form, or because the requirements are somewhat esoteric. In such
situations, the only way to acquire the required information is to find the right
person, who we call an expert. One effective way to find experts is by extracting
this knowledge from textual sources, i.e., documents. The need for locating
experts is shown more clearly in enterprise settings where expert-oriented search
has become an important part of many search applications [Bailey et al., 2007b;
Balog et al., 2008].
Expert-finding has been applied in a range of settings including collaborator
discovery [Tang et al., 2012], reviewer assignments [Karimzadehgan et al., 2008],
and co-author prediction [Han et al., 2013]. There has been a substantial body of
research motivated by the need to find experts within organisations as a tool for
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supporting knowledge-sharing and transfer [Ackerman et al., 2003; Yimam-Seid
and Kobsa, 2009]. Since the 1980s, a number of expert-finding systems have
been developed, such as the Answer Garden system [Ackerman and McDonald,
1996], ContactFinder [Krulwich and Burkey, 1996], and Expert-Expert-Locator
(EEL) [Streeter and Lochbaum, 1988]. These systems suffer from a number of
shortcomings. One is the need for manual involvement. The types of manual
involvement include the creation, maintenance, and updating of profiles for every
possible expert. Performing these tasks at an organisational level will result
in high maintenance costs. Another shortcoming lies in the lack of semantic
connections: in some cases a query needs to be provided with an additional
context in order to return relevant results.
During the 1990s and early 2000s some commercial systems for finding experts
started to appear in a number of organisations including Hewlett-Packard (HP)
[Hansen et al., 1999], Microsoft [McCampbell et al., 1999], MITRE [Mattox et al.,
1999], and NASA [Becerra-Fernandez, 2000a]. However, little academic research
was published on this topic. The situation changed with the introduction of the
Enterprise Track at TREC 2005 [Craswell et al., 2005]. Between 2005 and 2008,
TREC hosted a series of workshops aimed at fostering research on the topic of
finding experts in enterprises. An expert was defined to be the employee in the
enterprise with the most knowledge about a given query [Craswell et al., 2005].
An important outcome of the TREC expert finding task was the creation of a
general platform to develop and test expert-finding algorithms which include a
number of datasets and evaluation benchmarks. This task has helped to foster
research in expert finding, resulting in the introduction of a number of expert
finding algorithms including the statistical models [Balog et al., 2006; Fang and
Zhai, 2007], voting model [Macdonald and Ounis, 2006], and graph-based models
[Serdyukov et al., 2008].
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Expert finding continues to attract the attention of many researchers, most
recently in the study of social media websites like Facebook [Hecht et al., 2012]
and Twitter [Cheng et al., 2014; Ghosh et al., 2012], and community question an-
swering websites such as Yahoo! Answers [Aslay et al., 2013] and Stack Overflow
[Yang et al., 2013].
In the following section we will discuss some of the main models developed for
expert finding. We follow our description of the earliest models with a discussion
of the state of the methods.
2.2.1 Early models
A number of models have previously been developed to address the problem of
expert finding. Traditionally, this problem has been a concern of the knowledge
management field [Davenport and Prusak, 2000]. The main idea was to generate
a unified data warehouse for the storage of the organisation’s required exper-
tise that can easily be accessed and searched. These early systems commonly
formed a component of much larger knowledge management or computer sup-
ported systems. Some common names for this component were “yellow pages”2,
people-finding systems or expertise-management [Ackerman and Halverson, 2004;
Davenport and Prusak, 2000]. Some examples of these early systems are the
SPUD system at Microsoft [Davenport and Prusak, 2000], HP’s CONNEX sys-
tem [Davenport and Prusak, 2000], and the People Finder system at SAGE
[Becerra-Fernandez, 2000b]. The main drawback of the aforementioned systems
was that candidates’ profiles were manually created.
Many attempts have been reported to develop automatic expert finders. For
instance, the work of McDonald and Ackerman [2000] describes a study in which
2Yellow Pages was SUN’s original name for the Unix implementation of X.500-based hierar-
chical directory services (cf. LDAP), which could be used to find experts (and services) in an
organisation in the same that a physical Yellow Pages directory could. It is now called NIS.).
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experts were located within the technical development and support departments
of a medium-sized software company. They developed a system called Expertise
Recommender (ER) and identified the following three aspects of expert finding:
Expertise identification: finding a set of candidates who are likely to have
the desired expertise.
Expertise selection: the way participants picked one person (or a small
number of people) to approach for help.
Escalation: the mechanism that fixes breakdowns in identification and se-
lection.
The system is comprised of four major parts: (1) profiling of the supervisor
responsible for creating and maintaining profiles, (2) identification of the super-
visor that picks a set of items, or people who are reasonable candidates for a
recommendation, (3) selection of the supervisor for refining the recommendation
by re-ordering and possibly removing items, and (4) interaction with the man-
agers that maintain and manipulate expertise profiles. The modules developed
by McDonald and Ackerman are tailored very specifically to the given organisa-
tion (i.e., Medical Software Corporation), and employ several heuristics.
In later work, McDonald developed the Expertise Recommender system eval-
uation [McDonald, 2001]. The evaluation was limited to the assessment of only
two expertise identification heuristics. The participants of the study were asked
to judge their colleagues’ expertise in some topic domains, and then the Expertise
Recommender system was evaluated against these judgements. The findings in
[McDonald, 2001] suggest that the participants made relatively good judgements
about the expertise of their colleagues. The study also showed that the agree-
ment between the participants was much stronger than their agreement with the
system.
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Another early example of work in this field is a system called Expertise Browse
(ExB) which operates in a collaborative software engineering environment to
locate experts [Mockus and Herbsleb, 2002]. The aim of this web-based tool is
twofold: (1) to identify experts in terms of their degree of expertise, and (2) to
determine the expertise profile of a particular person or a group of people. In
their work, Mockus and Herbsleb quantitatively interpreted expertise by counting
experience atoms (EAs) (i.e. elementary units of experience).
Mockus and Herbsleb used the following measures of expertise: (1) software
delivery, (2) type and functionality of the product part, (3) the technology used,
and (4) the purpose or type of change. Data sets for these measures were ob-
tained from the change management systems of various software projects. These
heuristics were manually generated, based on current working practices. The
usage data from the Expertise Browser tool was analysed, and feedback was col-
lected from the system’s users. However, no formal evaluation of the accuracy
of this tool was conducted.
Other early systems included ContactFinder [Krulwich and Burkey, 1995,
1996], Answer Garden [Ackerman and McDonald, 1996], and the MEMOIR sys-
tem [Pikrakis et al., 1998]. A common limitation of these early models was their
dependence on specialised settings. Models were usually developed for a specific
environment, or particular document types.
One of the early attempts at a general purpose system was proposed by
Craswell et al. [2001] who introduced the P@noptic system. This system was
designed with large organisations in mind. The system created virtual documents
for each candidate (or employee). These virtual documents were simply made
up of the concatenated texts of all documents from the corporation that were
associated with each particular candidate. During a search, the system matched
the query against these virtual documents. The results would include a list of the
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ten best matching experts, together with a list of matching intranet documents
as supporting evidence for the suitability of each expert. A limitation of this
system was its bias toward candidates whose virtual documents contained large
chunks of text. It is noteworthy that this system has formed the starting point
for many current expert-finding models.
As mentioned before, the introduction of an expert-finding task at TREC
attracted a significant amount of attention from the research community. TREC
has provided a common platform for researchers to empirically assess methods
and techniques devised for expert finding.
Two prominent approaches to expert-finding have emerged from the TREC
workshops, namely, the candidate model and document model, which we shall
henceforth refer to as Model 1 and Model 2, respectively. The main difference
between these models is that Model 1 builds a textual representation of candidate
experts, and then ranks the candidates, based on the given query, whereas Model
2 first finds documents that are relevant to the query, and then locates the
associated experts in these documents. A study comparing these models Balog
et al. [2006], showed that that Model 2 outperformed Model 1 on all measures.
As Model 2 proved to be more efficient, it was used as the basis of many other
expert-search systems [Fang and Zhai, 2007; Petkova and Croft, 2007; Yao et al.,
2008]. The models have been formalised and compared by Balog et al. [2006].
The two models have been discussed in the literature under various names. For
example, Fang and Zhai [2007] referred to them as ‘Candidate Generation Models
and Topic Generation Models ’, whereas Petkova and Croft [2008] differentiated
between Model 1 and Model 2 by referring to them as the ‘Query-Dependent
Model and Query-Independent Model ’, respectively.
Various refinements of both models which estimate the association between
a candidate and a topic of expertise have been suggested in the literature. For
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instance, some frameworks capture the associations at multiple levels such as the
document level, paragraph level, or snippet level [Rode et al., 2008]. Other refine-
ments include extra forms of evidence such as document and candidate evidence
through the use of priors3 [Fang and Zhai, 2007], the document structure [Zhu
et al., 2006], and the use of hierarchical, organisational, and topical context and
structure [Petkova and Croft, 2008]. Fang and Zhai developed a mixture model
which used proximity-based document representation. In this mixture model it
is possible to put different weights on different representations of a candidate
expert [Fang and Zhai, 2007].
Petkova and Croft [2008] propose extra refinements to the TREC models in
which the search topic is modelled in accordance with the relevance models for
document retrieval [Lavrenko and Croft, 2001]. In this framework, a pseudo-
relevance feedback is used to create the topic model which, in turn, is matched
against the document and candidate models. Fang and Zhai [2007] apply an en-
hanced framework to the models by adapting some query expansion techniques.
Petkova and Croft [2007] introduce an effective method for modelling the depen-
dency between the candidates’ evidence and terms in a document. A candidate-
centred document representation is used which employs positional information
using proximity kernels.
Another mixture of personal and global language models was proposed by
Serdyukov et al. [2008]. Their so-called person-centric method combined two
criteria for personal expertise in the final ranking: the probability that the query
would be generated by the personal language model, and a prior probability
based on the level of activity of candidate experts in important discussions on
the query topic.
3In Bayesian statistics, a prior is a belief held about a quantity before some evidence is
taken into account
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Zhu et al. [2010] claimed that previous language models did not consider
document features. They proposed an approach that incorporated the following
five document features: internal document structure, document URLs, page rank,
anchor texts, and multiple levels of association between experts and topics.
In the following sub-sections we will give an overview of some state-of-the-art
models for expert finding.
2.2.2 Language models
Balog et al. [2006] developed a statistical model for expert finding, which em-
ployed language models to rank experts. They introduced two different ap-
proaches to the problem: Model 1 and Model 2, as discussed in the previous
section.
In this work, Bayes’ Theorem was used to estimate the probability p(c|q) of
a candidate c being an expert, given the query q:
p(c|q) = p(q|c) · p(c)
p(q)
. (2.5)
Here p(q) is the query probability and p(c) is the candidate probability. The
candidates with the highest probability are considered to be the most likely ex-
perts for the query q. As discussed in Section 2.1.3, it is apparent that, for a
given query, the value of p(q) cannot be changed and, consequently, it can safely
be ignored in the ranking process. Therefore, the probability that candidate c
is a relevant expert for a given query q can be determined as the probability
p(q|c) that the query is q, given that the identified candidate is c, weighted by
the probability p(c) that candidate c is an expert:
p(c|q) ∼ p(q|c) · p(c). (2.6)
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The candidate model θc is calculated for each candidate c. Using such a model,
the probability p(t|θc) of a term in the query, given the candidate model is
evaluated. Next, the model θc is used to predict the likelihood that the query q
is produced by a candidate c. The assumption is that each term in the query is
sampled independently from the other terms. Hence, the probability of a query
is obtained by calculating the following product across all terms:
p(q|θc) =
∏
t∈q
p(t|θc)n(t,q). (2.7)
Here n(t, q) denotes the number of times term t is present in query q. To obtain
an estimate of the candidate model p(t|θc), the probability p(t|c) of a term,
given a candidate, should first be determined. To ensure that there are no zero
probabilities using the function, this probability is smoothed as follows:
p(t|c) = (1− λc) · p(t|c) + λc · p(t), (2.8)
where p(t) is the probability that the term t appears in the document collection.
The probability, p(t|c), is calculated using the following formula:
p(t|c) =
∑
d∈Dc
p(t|d, c) · p(d|c). (2.9)
Here Dc is the set of all documents associated with the candidate c.
In Equation 2.9, the probability of a term t, given a candidate c could be
determined by weighting the probability p(t|d, c) of the co-occurrence between a
term and a candidate in a particular document by the probability p(d|c) of the
document, given the candidate.
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2.2.2.1 Model 1
In this model, a textual representation of a candidate’s expertise is built using the
documents with which he is associated. The probability of the query topic can
be estimated from this textual representation, given the candidate model. The
textual representation used in this model is a multinomial probability distribution
over the vocabulary of terms, according to which the probability of a query, given
the candidate model, would be:
p(q|θc) =
∏
t∈q
{
(1− λc) ·
(∑
d∈Dc
p(t|d) · p(d|c)
)
+ λc · p(t)
}n(t,q)
. (2.10)
The smoothing parameter λc is set to
β
β+n(c)
, where n(c) is the number of
term occurrences in the documents associated with the candidate. Model 1
(Equation 2.10) aggregates all of the terms from all documents associated with
the candidate to form a pseudo document that represents the candidate. The
query likelihood is then estimated from the candidate model.
2.2.2.2 Model 2
In this Model, documents are modelled rather than candidates. The document
model is then queried and the candidates most closely associated with the highest
ranked documents are returned as the possible experts. In this scenario, the
document acts like a hidden variable in the process (see Figure 2.3). It used as
query document candidate
p(q|d) p(d|c)
Figure 2.3: Documents act like a hidden variables in Model 2
the connection between the querying process (retrieving the relevant document
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given the query) and the candidate-finding process (ranking the candidate using
only the retrieved documents).
The process of finding an expert is as follows. Assume documents d1, . . . ,
dn have been retrieved and ranked in response to a query. Each document di
is processed by identifying the candidates associated with that document. This
association is considered as evidence of their knowledge about the topic.
The probability p(q|c) of a query, given a candidate, can be found by taking
the following sum over all documents in which the candidate appears
p(q|c) =
∑
d∈Dc
p(q|d, c) · p(d|c). (2.11)
Using the assumption that all query terms are sampled independently, the prob-
ability of the query, given a candidate and a document, can be found using the
formula:
p(q|d, c) =
∏
t∈q
p(t|d, c)n(t,q) (2.12)
For each document d, a document model θd is derived. Using such a model, the
probability that the term t is generated, given that we have document model θd
would be:
p(t|θd) = (1− λd) · p(t|d) + λd · p(t), (2.13)
where λd is determined from the length nd of the document d, using the formula
λd =
β
β+nd
. Here β is the average length of all documents in the collection.
Finally, the equation used in Model 2 for the probability that the query is q,
given that the candidate is c, is as follows:
p(q|c) =
∑
d∈Dc
∏
t∈q
{(1− λd) · p(t|d) + λd · p(t)}n(t,q) · p(d|c). (2.14)
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2.2.3 Voting Model
In contrast to those frameworks that rank candidates based on the frequency of
their mentions in relevant documents, the Voting model developed by Macdonald
et al. [2008] used a voting process to rank candidates based on their profiles and a
list of documents generated by the user query. In this model, a candidate profile
is constructed from a set of documents that represent a candidate’s expertise. It
does not matter whether these profiles are generated manually or automatically.
In this model, expert search is seen as a voting problem. For a given query,
each document retrieved by the underlying search engine that also forms part of
the candidate profile can be considered to be a vote for that candidate to have
expertise relevant to the query. The ranking of the candidate is then determined
from the number of accumulated votes.
Figure 2.4 shows the application of this model on a simple example where
R(q) is the set of documents retrieved for a given query q. The set of documents
that belong to candidate profile C is denoted by profile(C). In this example,
the search engine has ranked the documents in the following order: rank(Dx) >
rank(Dy) > rank(Dz) > rank(Dw). When we look at the candidate profiles, we
see that candidate C1 has 2 votes, candidate C2 has 1 vote, candidate C3 has 3
votes, and candidate C4 has no votes.
For the sake of simplicity, we shall assume that all votes are counted equally,
and that each document is equally weighted. A possible candidate ranking would
be C3 first, then C1, and finally C2.
The score for each candidate with respect to the query is denoted here by
score cand(C, q). It is the aggregation of votes from all documents d having two
features. First, d must be retrieved by the search engine in response to the query.
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R(Q)
Rank Docs Scores 
1
2
3
4 
Dy
Dz
Dx
Dw 
5.3
4.2
3.9
2.0 
profiles
Profile (C1):
{Dx, Dw, Dv}
Profile (C2):
{Dy}
Profile (C3):
{Dx, Dw, Dz}
Profile (C4):
{Du, Ds}
Figure 2.4: A Voting model example for expert finding as mentioned
in [Macdonald and Ounis, 2006]
Second, d must belong to the profile of the candidate. The set of eligible voting
documents d is then defined to be: (d ∈ R(q) ∩ profile(C)).
Several vote aggregation or voting techniques can be used, each of which may
produce different rankings of the candidates. One of these voting techniques is
the Reciprocal Rank (RR). In this method, the rank of a document is determined
by taking the sum of the reciprocals of the corresponding ranks received by the
document in each of the individual rankings:
score candRR(C, q) =
∑
d∈R(q)∩profile(C)
1
rank(d, q)
. (2.15)
Another method of aggregation is CombSUM or the “score aggregation tech-
nique”. In this technique, the score of a document is the sum of the normalised
scores received by the document. The candidate’s score is given by:
score candCombSUM (C, q) =
∑
d∈R(q)∩profile(C)
score(d, q) (2.16)
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Macdonald et al. [2008] define the twelve voting techniques shown in table
2.1 for use with their model.
Table 2.1: Summary of the voting techniques.
Name Relevance score of candidate is
Votes ‖D(C, q)‖
RR sum of inverse of ranks of docs in D(C, q)
BordaFuse sum of (‖R(q)‖ - ranks of docs in D(C, q))
CombMED median of scores of docs in D(C, q)
CombMIN minimum of scores of docs in D(C, q)
CombMAX maximum of scores of docs in D(C, q)
CombSUM sum of scores of docs in D(C, q)
CombANZ CombSUM ÷ ‖D(C, q)‖
CombMNZ ‖D(C, q)‖ × CombSUM
expCombSUM sum of exp of scores of docs in D(C, q)
expCombANZ expCombSUM ÷ ‖D(C, q)‖
expCombMNZ ‖D(C, q)‖ ×expCombSUM
2.2.4 User Preferences
Some researchers have argued that it is not enough to find the experts by looking
only at the queries, and not taking the characteristics of the users into consider-
ation. They claim that there are several factors that may play a role in decisions
concerning which experts to recommend. Some of these factors are the users’ ex-
pertise level, social proximity and physical proximity [Borgatti and Cross, 2003;
McDonald and Ackerman, 1998; Shami et al., 2008]. McDonald and Ackerman
[1998] emphasised the importance of the accessibility of the expert. They argued
that people usually prefer to contact experts who are physically or organisation-
ally close to them. Moreover, Shami et al. [2008] found that people prefer contact
experts they know, even when they could potentially receive more information
from other experts who are located outside their social network.
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Woudstra and van den Hooff [2008] identified a number of factors affecting the
selection of experts that are related to quality and accessibility. They argued that
the process of choosing which candidate expert to contact might differ depending
on the specific situation.
Hofmann et al. [2010] showed that many of these factors can be modelled.
They claimed that integrating user preference modelling with retrieval models
can improve retrieval performance. Smirnova and Balog [2011] provided a user-
oriented model for expert-finding in which emphasis was placed on the social
distance between the user and the expert. They considered a number of social
graphs based on organisational hierarchy, geographical location and previous col-
laboration.
2.2.5 Extraction of Candidate List
One requirement for the application of entity finding systems is the availability
of a list of potential candidate entities which contains all of the forms in which
information about a potential candidate may appear in the text.
A candidate list for expert finding applications provides the information
needed to recognise experts in the collection. It is common in enterprise set-
tings to use the organisation’s staff list to build candidate lists [Hertzum, 2014],
as in the W3C collection. Alternatively, the system may automatically generate
the list of candidates from a corpus of documents. The list may initially include
only one of the possible representations of a candidate. For example, it may only
include an email address for each candidate. However, the candidate might also
be represented in other forms in the organisation’s documents. We usually refer
to the different forms that represent a candidate in a document as the candidate
evidence. Common evidence usually includes different variations of the candi-
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date’s name [Azzopardi et al., 2005], which can be derived from the full name.
An example of candidate evidence is shown in Table 2.2.
Table 2.2: Given the name “Simon M. Lucas”, the table lists examples of
candidate evidence, as used in this study.
Simon M. Lucas Lucas, Simon Simon Lucas
S. Lucas Lucas, S. Lucas, S. M.
Lucas, Simon M. Lucas Simon.Lucas@domain.com
Many researchers have used only unambiguous evidence in their models. How-
ever, Fang and Zhai [2007]; Petkova and Croft [2007] among others, consider am-
biguous evidence in their models, by associating it with different weights. The
weightings for given pieces of evidence are defined, based on the probability of
whether they have been shared by more than one person in the collection. For
instance, Bao et al. [2006] identified six evidence types of candidate occurrences
along with their ambiguity weights for the W3C dataset. Moreover, Jiang et al.
[2008] proposed a model where the probability of each piece of evidence is esti-
mated separately, and then these probabilities are combined to produce the final
result.
In entity finding applications, the process of generating a candidate list is
more challenging as different kinds of entities may be involved, not just individ-
uals. For such applications, the candidate list is generated by aggregating all
entities of the same type that have been mentioned in the documents retrieved
by the underlying search engine. More details about candidate evidence will be
given in Chapter 3.
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2.3 Expert Finding Evaluation
In IR, user satisfaction can be interpreted as the maximisation of effectiveness,
which is achieved by retrieving the maximum number of relevant information
items, while simultaneously retrieving the minimum number of irrelevant infor-
mation items. As discussed in Section 2.1, the measurement of correctness of IR
systems differs from that of database systems. When responding to a query, IR
systems should return relevant information items before irrelevant ones, whereas
database systems must return nothing but correct results.
It is important for all scientific experiments to be reliably repeatable. This
makes it possible to compare, and evaluate different retrieval models for the same
task. The goal of reliable repeatability motivated the design of the Cranfield
evaluation paradigm back in the 1960s [Cleverdon, 1967]. The first Cranfield
experiment, known as Cranfield-1, was designed to make a comparison between
four indexing systems. In this experiment, 18,000 papers were manually indexed
in each of the systems, and the results of 1,200 queries were compared. Each
query was designed to be satisfactorily answered by a single paper. If this paper
was found in the catalogue, then the search was considered to be successful
[Cleverdon, 1991]. The Cranfield paradigm became a standard for information
retrieval evaluation [Harman, 2011].
The Cranfield evaluation paradigm was built around the idea of having a test
collection which was used for benchmarking, and allowed for the comparison of
different methods and practices [Sanderson, 2010; Voorhees, 2002; Voorhees and
Harman, 2005].
In general, a test collection is the data required to successfully replicate a
set of experiments. For information retrieval tasks, a test collection typically
consists of three parts [Manning et al., 2008]:
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1. A corpora of documents (i.e., dataset), over which a search is performed
2. A test suite of information needs, usually referred to as queries
3. A set of relevance judgements indicating the correct answers to each query
It is common for relevance judgements to come in the form of binary as-
sessments [Voorhees, 2002]. This is a simplification of the assumption that an
information item is either relevant, or not relevant with respect to a user’s infor-
mation need. In this work, we use the phrases gold standard or ground truth to
refer to the judgement of relevance.
The evaluation of information retrieval systems using these three parts makes
it easy to observe and quantify the comparison of different algorithms, and even
the effects of altering algorithm parameters [Clough and Sanderson, 2013].
In addition to the main three parts of a test collection mentioned above,
the evaluation of an entity finding task requires a list of possible candidates,
which we refer to as the candidate list. It is not always the case that this list
is explicitly given in advance. In some cases, as we will see in later chapters,
the list may be constructed from the document collection before the experiment.
The candidate list is considered to be a vital component of a test collection for
an entity finding task, as it can be used to recognise the occurrences of entities
in documents. Even when the list is given, it may need to be expanded to
include other representations, such as e-mail addresses and employee numbers.
This allows for the recognition of occurrences of entities based on a number of
different representations.
2.3.1 Test Collections
In this section, we will describe some of the test collections that have been
designed and used to evaluate entity-finding applications.
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2.3.1.1 W3C
The W3C dataset was developed for the TREC Enterprise Track and was used to
evaluate the Expert Search task in 2005 and 2006. The collection was generated
from a crawl of a large portion of w3.org4 sites in June 2004. The data described
in Table 2.3 consists of about 330,000 documents in six categories: web pages,
source code, mailing lists etc. Some categories have less importance than others
because of duplication as in the www category, or due to the fact that the data
are not useful for a particular task as in the dev category.
Table 2.3: W3C collection by category. For each category, the table shows
the size in GB, document count, and average document size.
Description Size (GB) No. of Docs Avg Doc Size (KB)
lists public e-mails 1.855 198,394 9.8
dev source code 2.578 62,509 43.2
www web pages 1.043 45,975 23.8
esw wiki 0.181 19,605 9.7
other miscellaneous 0.047 3538 14.1
people personal homepages 0.003 1016 3.6
all 5.7 331,037 18.1
This test collection includes a list of 1092 candidates defined in terms of their
full names and email addresses. Two distinct test sets were used for the Expert
Finding task in TREC 2005 and TREC 2006 (Table 2.5). The TREC 2005 test
collection included sample queries consisting of the names of the working groups
in W3C. The gold standard responses to these queries were assumed to be the
names of the individuals that worked in each of these groups.
The TREC 2006 test collection queries were contributed by TREC partici-
pants. These queries were judged manually using a set of documents that sup-
ported the selection of each candidate as an expert for the given query.
4http://www.w3.org
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<top>
<num> EX05 </num>
<title> Hypertext Coordination
</title>
<desc> Hypertext Coordination
</desc>
</top>
<top>
<num> Number: EX79
<title> Semantic Web </title>
<desc> Description:
Locate individuals with expertise
regarding the Semantic Web.
</desc>
<narr> Narrative:
This topic attempts to locate individuals
with expertise regarding Semantic Web,
especially those who had experience on
design and developing Semantic Web systems.
</narr>
</top>
tive window size is calculated as follows:
WindowSize =
 
3
⇤ (log( 1
DocLength
) ⇤ ↵1 +CanFreq ⇤ ↵2
+AvgSentSize ⇤ ↵3)
(6)
  is a variable that allows to scale the window size. We explore a wide range of
values for  , (see below). The ↵ weighting factors, which determine each fea-
ture’s contribution in the equation, have been set empirically, where
P
i=1 ↵i =
1. The TREC2005 data includes ten training topics8. We used these topics to
train our ↵ variables, thus having a clear distinction between test and training
data. Although the proposed model used the three features, we will also report
experiments for each feature individually. Three di↵erent kernel functions were
used to calculate the weight: Gaussian, Triangle, and Cosine.
To test the e↵ect of each document feature separately, we first generated an
adaptive window size with only one feature and used it with a Gaussian prox-
imity function. In Table 7, we report the best runs for each feature separately
(i.e. CanFreq with   = 250, AvgSentSize with   = 600, and DocLength with
  = 450).
We used our adaptive window-size method (Equation 6), with the three proxim-
ity functions at di↵erent   values ranging from 0 to 1000 with an increment of
50. We only report the results for   values between 350 and 650. The results be-
low 350 and above 650 drop gradually, so they were not reported. Furthermore,
we calculate a baseline for each proximity function. In this baseline, we set the
window size to be equal to the document length. Our results are summarised
in Table 6.
The top MAP of 0.3454 is achieved using a Gaussian proximity function
with an adaptive window size where   = 500. We found that the di↵erence
8http://trec.nist.gov/data/enterprise/05/ent05.expert.trainingtopics
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2005 topic 2006 topic
Figure 2.5: Examples of the topics used in TREC expert finding task in
2005 and 2006.
The queries for both test sets follow the TREC topic format [Craswell et al.,
2005; Soboroff et al., 2006]. Usually, in TREC terminology, a query is also
referred to as a topic. We use these two terms interchangeably here. A sample
query for the TREC 2005 and TREC 2006 W3C test collections is shown in
Figure 2.5. Table 2.4 shows the ain fields usually present in a TREC topic.
Table 2.4: Main fields in a TREC topic.
Field Description
top each topic is contained in top tags
num is the number of the query
title is a short query. Generally, this field is used as the
query topic.
desc is the description which contains a longer version of
the que y.
narr is the narrative part. This part contains more infor-
mation about the query. Similar to the description
part, it may used to expand the search.
Note that the topic title and description are the same in TREC 2005 topics.
This gives limited freedom for query expansion.
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Table 2.5: Statistics for the W3C test collections.
TREC 2005 TREC 2006
No. of documents 331,037 331,037
No. of people 1092 1092
Avg. Doc Length ≈700 ≈700
No. of queries 50 49
No. of qrels 1509 8351
Avg. Experts/Topic ≈29 ≈26
2.3.1.2 CSIRO Enterprise Research Collection (CERC)
The use of names of working groups as queries and the names of the members
of these groups as relevant judgements in the W3C test collection is not a very
realistic scenario: it is easy to influence the model’s performance by targeting
documents related the working groups. It is also subject to debate whether the
gold standard judgements are always appropriate: an individual may have an
administrative role in the group, such as a minute taker, without having any
expertise in the field.
These potential problems have been rectified with the introduction of a more
realistic dataset which is a crawl of the publicly available web pages of Common-
wealth Scientific and Industrial Research Organisation (CSIRO)5. This dataset
is known as the CSIRO Enterprise Research Collection (CERC) [Bailey et al.,
2007a]. This dataset is a medium-sized corpus, slightly larger than the W3C
dataset. It consists of 370,715 documents with an average document length of
405.9 terms, which is considerably smaller than the average document length in
W3C (i.e., 972.2 terms). See Table 2.6 for the dataset statistics.
The CERC test collection represents some real-world search activity within
CSIRO. The topics and the expert judgements were made by internal staff. As
with the W3C queries, each query has different parts including the query number,
5http://es.csiro.au/cerc/
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2007 topic 2008 topic
Figure 2.6: Examples of the topics used in the TREC expert finding task
in 2007 and 2008.
query terms, and a narrative which provides extra detail about the information-
need for the query. The sample queries in TREC 2007 are accompanied by
some examples of web pages judged to be related to them. In TREC 2008, the
queries were composed from requests for information received by enquiries staff at
CSIRO. These queries were extracted from a log of real email enquiries. Selected
emails were used after removing any identifying information and greetings, etc.
Figure 2.6 shows some examples of topics from the TREC 2007 and TREC 2008
Enterprise Track.
The CERC judgements should be more accurate than those of TREC 2005
and 2006, because they were made with the benefit of first-hand knowledge.
Furthermore, the set of relevant experts for each query is small compared to
W3C6. This simulates reality, as users are usually interested to see the main
contacts for their query rather than a long list of people with various levels of
knowledge about the topic [Woudstra and van den Hooff, 2008].
6W3C has an average of 40 experts per query.
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Table 2.6: Statistics for the CERC Enterprise research test collections.
TREC 2007 TREC 2008
No. of documents 370,715 370,715
No. of people 3480 3480
Avg. Doc Length 354.8 354.8
No. of queries 50 55
No. of qrels 152 2710
Avg. Experts/Topic 3.06 10.38
2.3.1.3 UvT
The “UvT” collection was developed using public data about employees of Tilburg
University (UvT) in the Netherlands. It is based on the Webwijs (Webwise) sys-
tem. The UvT collection contains documents in both English and Dutch7. The
collection includes information about 1,168 experts. The document collection
includes material from different sources such as home pages, research descrip-
tions, course descriptions, and publications. In total, it contains about 38,000
documents.
In addition to being a bilingual collection, there are a number of other dif-
ferences between it and the other datasets considered here (W3C and CSIRO).
First, it contains both structured and unstructured documents. The structured
documents contain rich metadata including information such as the document
authority and document-author associations. The corpus also covers a broad
range of expertise areas which have been collected from heterogeneous informa-
tion sources. The relevant judgements are provided by University employees
themselves, whereby each expert can select expertise areas from a list of 1,491
topics (5.8 topics/expert on average) [Balog et al., 2007].
7Although this is a bilingual collection, we have not applied any language-dependent nor-
malisation to the documents
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In 2014, an updated version of the collection (which is now called the “TU”
collection) was released [Berendsen et al., 2013]. This new version was formed
from a new crawl of the site. Furthermore, it includes different combinations of
documents, providing 544 courses, 23624 papers, 534 Dutch profiles, 495 English
profiles, and 5250 theses. The updated version consists of a total of 30,447
documents. In this version, 2,507 knowledge areas, or topics, have been defined,
with five different sets of relevance judgements (GT). These include judgements
made by the experts themselves and judgements made by the experts in an
assessment experiment. These are described in Table 2.7.
Table 2.7: Relevance Judgement details for the TU Collection. More
detailed descriptions can be found in [Berendsen et al., 2013]
ID Title No. qrels No. queries No. Experts
GT1 Self-selected profiles 4868 1662 761
GT2 Self-selected profiles in assessment experiment 1661 937 239
GT3 Pooled subsets of self-selected profiles 1099 715 239
GT4 Judged system-generated profiles (binary) 2112 1266 239
GT5 Judged system-generated profiles (graded) 2112 1266 239
We need to index these datasets for the experiments we describe later in this
thesis. The two datasets (i.e., UvT and TU) have been indexed separately. In
both cases, we have included the candidates profiles after removing the relevance-
judgements part. If this was not done, then the task would be trivial as all of the
profile would be retrieved by the search engine, giving artificially high accuracy
and recall figures for any experiment. All other parts of the candidates’ profiles
were preserved. Figure 2.7 gives an example of a candidate’s profile.
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<person>
<anr>120413</anr>
<name>Tessa de Wit LL.M.</name>
<name>Tessa de Wit</name>
<name>T. deWit</name>
<job>PhD student</job>
<institute>Department of European & International Public Law</institute>
<faculty>Faculty of Law</faculty>
<room>Room M 533</room>
<address>P.O. Box 90153, NL-5000 LE Tilburg, The Netherlands</address>
<tel>+31 13 466 803</tel>
<fax>+31 13 466 804</fax>
<email>T.deWit@uvt.nl</email>
<expertise>
<topic id=“1548”>international law</topic>
<topic id=“1549”>international criminal law</topic>
</expertise>
</person>
Figure 1: An example profile. The part in the grey box was removed from all
profiles when exist.
1new text w
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Figure 2.7: An example of a candidate profile. The part in the grey box
was removed from all profiles where it was present.
2.3.1.4 Essex
One of the contributions presented in this thesis is the creation of a new test col-
lection. This dataset consists of data obtained from a 2012 crawl of the publicly
accessible pages (*.essex.ac.uk) of the University of Essex [Alarfaj et al., 2012].
The dataset has 446,038 documents, with a total size of approximately 8.4 gi-
gabytes. A variety of documents are represented, including personal pages for
the university academics (i.e., candidate experts). These pages include research
interests, links to the courses they teach, and a list of their publications. The
dataset also includes 3,095 full-text publications which are stored as plain text.
We followed the TREC format when creating the documents. Figure 2.8
shows a sample document. Every document is delimited by <DOC> tags, and
given a document ID, <DOCNO>. The first part of the document representation,
under the <DOCHDR> tags, contains some general document information including
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the document URL, crawling date and number of words. Table 2.8 provides a
general overview of the Essex dataset.
1
<DOC>
<DOCNO>essex-001-0032031</DOCNO>
<DOCHDR>
URL: http://csee.essex.ac.uk/gig/people/simon-lucas
Date: Tue, 05 Jun 2012 08:22:03 GMT
Connection: close
Content-Type: text/html; charset=iso-8859-1
NumOfWords: 237
</DOCHDR>
<Content>
<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Strict//EN"
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-strict.dtd">
<html>
<head><title>Simon M. Lucas | Game Intelligence Group</title></head>
<body class="sidebars">
<h1><a href="/gig/" title="Game Intelligence Group University of Essex">
<img src="/gig/sites/default/files/garland_logo.png"/>
Game Intelligence Group</span> University of Essex</a></h1>
<p><img src="http://dces.essex.ac.uk/staff/lucas/CroppedSimon3.PNG" /></p>
<p>
Simon M. Lucas is a Professor of Computer Science at the
<a href="www.essex.ac.uk"> University of Essex </a>, Colchester,
Essex, U.K. His main research interests are in machine learning
and games. He has published widely in these fields with over <b>
150 </b> peer-reviewed papers and is the Founding Editor-in-Chief
of the <i>IEEE Transactions on Computational Intelligence and AI
in Games </i>.
</p>
...
</body>
</html>
</Content>
</DOC>
Figure 2.8: Sample document in Essex dataset follows TREC format.
Table 2.8: Characteristics of the Essex collections.
Description
Number of Documents 446.038
Full text articles 3.095
Unique terms 525.763
Size of collection (GB) 8.4
Average document size (terms) 573.948
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Topics and Assessments
The School of Computer Science and Electronic Engineering at the University
of Essex has developed a page called “staff research interests” Figure 2.9. This
page links research topics with the corresponding academics. We take this map-
ping as a complete set of correct matches. Thus, the page is used to compose the
queries and relevant judgements for this experiment. For instance, the research
topic “Machine Learning” was used as a query and “Dr Citi, Prof. Lucas, and
Dr. Scott” as the relevance judgement for this query.
We have made some simplifying assumptions here. In particular, we have
assumed that the pages are up to date, and that the topics correctly match the
experts. These assumptions are not always correct, but seem to be sensible in this
scenario. They seem like reasonable assumptions because one can assume that
the research interests described by a staff member provide a good reflection of the
research topics that they are interested in. It is evident that one cannot guarantee
that these pages are always properly maintained and that all staff members are
currently present. The application of these simplifying assumptions helped to
prevent any manual involvement when creating the relevance judgement.
On this page, there are 371 topics (i.e. potential queries) divided among 28
general research areas. Table 2.9 shows the distribution of the queries in these 28
research areas. Each query is associated with one or more of the school’s academic
staff (see Figure 2.9). It is assumed that these names belong to experts on the
corresponding topics. The average number of experts for each query is 1.30.
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Table 2.9: Distribution of query terms - N is the number of queries for
the corresponding research area.
Research area N
Analogue & digital systems architectures 2
Artificial intelligence 26
Audio 12
Brain computer interfaces 18
Computational finance, economics & management 1
Computational intelligence 10
Data communications & networking 83
Educational technology 6
E-Learning 2
Embedded systems 12
Human-computer interfaces 4
Intelligent inhabited environments 11
Mathematics, statistics, numerical methods 7
Mixed reality 2
Natural & evolutionary computation 15
Natural language engineering 11
Optical & semiconductor devices 9
Optimisation & constraint satisfaction 6
Radio, radar, electromagnetics 15
Robotics 22
Semiconductors: theory & experiment 8
Signal processing 12
Software agents 13
Software engineering 18
The design & construction of ultrafast systems for terahertz stud-
ies
2
Theoretical computer science 19
Hz spectroscopy of molecules 2
Video, image processing and computer vision 23
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Figure 2.9: Staff research interests at the School of Computer Science
and Electronic Engineering at the University of Essex.
2.3.1.5 ClueWeb09
The test collections introduced so far are intended to be representative of enter-
prise settings. In contrast, ClueWeb09 is intended to represent a more general
web-based scenario. It was created by the Language Technology Institute at
Carnegie Mellon University to support research on information retrieval and re-
lated human language technologies. The dataset consists of about 1 billion web
pages in ten languages. The pages were collected in January and February 2009.
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<query> 
<num>1</num> 
<entity_name>Blackberry</entity_name> 
<entity_URL>clueweb09-en0004-50-39593</entity_URL> 
<target_entity>organization</target_entity> 
<narrative>Carriers that Blackberry makes phones for.</narrative> 
</query> 
Figure 2.10: Example of an Entity Track topic (TREC 2009).
This dataset was used by several tracks of the TREC conference including the
Web Track, Session Track, and Entity Track. 8
A subset of this collection, known as “Category B” is used in the TREC Entity
Track. It consists of approximately 50 million English pages [Balog et al., 2009b].
Table 2.10 describes the test collection. The task is called Related Entity Finding
(REF), and can be described as finding entities that have a specific relationship
with the query entity. Figure 2.10 shows an example topic used in TREC 2009.
The main focus of the TREC topic is on the “entity name”, that is, the
name of the entity for which the user is searching. The document ID of its
homepage is indicated by the “entity URL”. The type of the required entities
is represented in the “target entity” element. In TREC 2009, the types were
limited to “organisation”, “person”, or “product”. Finally, the “narrative” is a
free text element that embodies the nature of the relationship between the given
entity and the target entities. In the example in Figure 2.10, we are looking for
“Carriers that Blackberry makes phones for”. The result set should include a
list of organisations such as “Virgin Mobile”, “Etisalat” and “Vodafone”.
8ClueWeb12 is a successor to the ClueWeb09 web dataset (see http://boston.lti.cs.
cmu.edu/clueweb12/). However, much Entity Finding research, including Entity Track 2009
and 2010 uses ClueWeb09. Consequently, to ensure comparability of our experiments with
other work, we use the older version.
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Table 2.10: Statistics for the ClueWeb09 test collections.
ClueWeb09
No. of docs 50 million
Avg. Doc Length 1420.85
No. of queries 20
No. of qrels 13,488
Avg. No. of Entity in a Topic 17
2.3.2 Evaluation Metrics
This section will introduce some of the evaluation metrics used in information
retrieval tasks, in general, and entity finding, in particular.
The two prominent and most commonly used evaluation metrics in IR appli-
cations are those of precision and recall [Sanderson, 2010]. Here, the precision,
refers to the proportion of a retrieved set that is relevant. The recall refers to the
proportion of the relevant documents from the collection which are included in
the retrieved set. For clarification, Cleverdon and Keen [1966], produced a con-
tingency table, reproduced here as Table 2.11, that shows the possible outcomes
for the information items.
Table 2.11: Contingency table for information items as presented by
Cleverdon and Keen [1966].
Relevant Not Relevant
Retrieved a b a+ b
Not Retrieved c d c+ d
a+ c b+ d Total Collection
Precision =
a
a+ b
=
number of relevant items retrieved
number of retrieved items
Chapter2. Background 53
Recall =
a
a+ c
=
number of relevant items retrieved
number of relevant items
According to Singhal [2001], researchers have used several variants of the
precision and recall metrics to evaluate a ranked set of retrieved results. Some of
these variants that are commonly used to evaluate entity finding systems include
P@n, R-precision, Average Precision (AP), Mean Average Precision (MAP),
bpref, and MRR. We describe these variations below.
P@n stands for precision at n where n can be any recall level. This metric
is determined by the formula
P@n = r(n)/n,
where r(n) refers to the number of relevant information items included in
the top n retrieved items. The metric P@n measures how well the results at
the top of the retrieved list match the query. Its development was based on
the assumption that users are only interested in the first couple of pages of
the results [Baeza-Yates and Ribeiro-Neto, 2011]. In other words, it measures
precision at fixed low levels of retrieved results, such as five or ten candidates.
One of the advantages of using this metric is that it does not require any
estimate of the size of the relevant set. However, this measure shows less
stability when the size of the collection is changed, compared with other
evaluation measures as examined by Hawking and Robertson [2003]. Another
issue with this measure is that P@n will always be less than one for topics
with fewer than n relevant documents in the collection.
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R-precision is precision at level R, where R is the total number of relevant
items for a particular topic [Voorhees and Harman, 2005]. R-Precision is
similar to P@n in the sense that they both calculate the precision at a cut off
point. The difference with R-Precision is that the cut off is not fixed across
topics. This means that, unlike P@n, R-Precision always allows systems to
achieve the maximum score of 1 if the top items are relevant.
Average Precision (AP) is one of the standard measures used in TREC
tasks. It provides one single figure across all recall levels. AP calculates
the precision at the rank position of each relevant item, and then takes the
average. For a given query, assume that N is the number of retrieved items
and r is the number of relevant items. Then AP is calculated as follows:
AP =
1
r
N∑
E=1
P (E)× rel(E),
where P (E) is the precision at position E and rel(E) is an indicator function
that returns 1 if the information item at position E is relevant, and returns
0 otherwise.
It has been noted by many researchers [Tague-Sutcliffe and Blustein, 1994;
Voorhees and Harman, 1998] that there is a high correlation between average
precision and R− precision. According to Buckley and Voorhees [2000], this
is remarkable, given that R − precision is evaluated at exactly one point
in a retrieval ranking, whereas Average Precision represents the entire area
underneath the recall-precision curve. Aslam et al. [2005] gives a geometric
interpretation of R− precision, showing that, under a very reasonable set of
assumptions, R − precision also approximates the area under the precision-
recall curve. This explains the high correlation between the two measures.
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Mean Average Precision (MAP) is the mean of the AP for all of the
queries in a set,
MAP =
1
Q
Q∑
i=1
APi , where Q is the number of queries.
This measure is commonly used to evaluate the overall retrieval performance
due to its discrimination and stability [Manning et al., 2008]. According to
Sanderson and Zobel [2005], for a predefined relevance judgement, MAP is
more reliable than other measures.
For very large collections, it can be challenging to evaluate all documents
arising from a query in order to generate the relevance judgements. This problem
motivates the development of some evaluation measures that do not rely on a
complete set of relevance judgements.
bpref is one of these measures which is designed to work even with incom-
plete relevance judgements [Buckley and Voorhees, 2004]. It evaluates an
ordered result set to find whether relevant items are ranked above irrelevant
ones. Using this measure, the experimental outcome with incomplete judge-
ments would be similar to the outcome for Mean Average Precision (MAP)
with complete judgements [Yilmaz and Aslam, 2006]. bpref is calculated
using the set of relevant items, r, as follows:
bpref =
1
r
∑
ri
(
1− number of n above ri
r
)
,
where ri is a relevant item and n is a non-relevant item.
Mean reciprocal rank (MRR) is used to evaluate the result set, based
on the location of the first relevant item. The reciprocal rank is the inverse
position of the first relevant item in the retrieved set. MRR takes the average
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of the reciprocal ranks over a set of queries [Kantor and Voorhees, 2000;
Voorhees, 1999]. It is, therefore, very sensitive to the position of the first
relevant item. For a set of queries Q, the MRR would be calculated as
follows:
MRR =
1
|Q|
∑
q∈Q
1
rq
,
where rq is the topmost rank at which an item relevant to the query q is
found.
2.3.3 Expert finding task at TREC
As discussed in Section 2.2, the TREC conference series has helped to promote
interest in the expert finding task. Many approaches to this task were developed
during the 2005 to 2008 Enterprise Tracks [Bailey et al., 2007b; Balog et al., 2008;
Craswell et al., 2005; Soboroff et al., 2006]. In this section, we will report the
top results of the four TREC expert-finding competitions as a point of reference.
Later in the thesis, we shall discuss some experiments which we have conducted
using the same datasets and test collections. Presenting the TREC results will
serve as benchmarks our own experiments.
The first year in which expert-finding featured at TREC was 2005. The W3C
dataset and test collection, (Section 2.3.1.1), was used. The competition task
was defined as follows: “Given a topical query, find a list of W3C people who are
experts in that topic area. Finding people, not documents, based on analysis of
the entire W3C corpus”. Ten systems were submitted for this task. The 2005
expert finding track results are given in Table A.1. The run with the highest
MAP score of 0.2749 was submitted by Fu et al. [2005], who proposed a new
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method to solve the expert finding problem called “document reorganisation”.
Their method incorporates three main steps to rank experts:
1. Mark up the appearance of all candidates in the given corpus
2. Extract descriptions for candidates using different rules according to their
appearances in the corpus and the document type
3. Combine these descriptions to obtain a compilation of descriptions for each
expert
In the following year (2006), the W3C collection was again used for the expert
finding track. The competition attracted more interest, with 91 runs submitted
by 23 groups. The main difference from the previous year was that the track
participants contributed to the creation of the topics and relevance judgements.
The 2006 expert finding track results are given Table A.2. The highest score
obtained by a run that did not consider supporting documents was 0.6431, while
the highest score obtained by a run that did consider these documents was 0.4421.
Both of these runs were submitted by Zhu et al. [2006]. Their work used a two-
stage language model with incremental window sizes to capture the association
between query terms and candidate experts.
A new dataset was introduced for the TREC expert finding in 2007. The
CSIRO dataset, (Section 2.3.1.2), was created to offer a more realistic setting
for the task. Unlike the W3C collection, the CSIRO dataset did not contain
a canonical candidate list. Therefore, participants were required to construct
their own candidate lists from the data. This made the task significantly more
complicated. A total of 55 runs were submitted by the 16 groups participating
in the competition. The 2007 expert finding track results are given in Table A.3.
The highest MAP score obtained by a run was 0.4632. This was submitted by
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the Tsinghua group [Fu et al., 2007b], who employed a candidate centric model
by building personal description documents (PDD) for each candidate.
The fourth and final year of the TREC enterprise track (2008) used the same
document collection as TREC 2007. Topics for TREC 2008 were extracted from
a log of real email enquiries. The main difference from the TREC 2007 track was
that the results were judged by participants. Eleven groups submitted a total
of 42 expert finding runs for the 2008 TREC enterprise track. The best results
for each group are given in Table A.4. The best performing run by Balog and
de Rijke Balog and de Rijke [2008a] employed a proximity-based version of the
candidate-based model and the document-based model to obtain a MAP score of
0.4490. Moreover, they enhanced their results by applying a profile-based query
expansion method.
The fourth and final year of the TREC enterprise track (2008) used the same
document collection as TREC 2007. Topics for TREC 2008 were extracted from
a log of real email enquiries. The main difference from the TREC 2007 track
was that the results were judged by participants. Eleven groups have submitted
a total of 42 expert finding runs for the 2008 TREC enterprise track. The best
results for each group are given in Table A.4. The best performing run by Balog
and de Rijke [2008a] employed a proximity-based version of the candidate-based
model and the document-based model and score a MAP of 0.4490. Moreover,
they enhanced their results by applying a profile-based query expansion method.
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2.4 Proximity Search
A very primitive form of expert finding treats all words in a document with
equal importance, and assumes that the order of words has no significance. This
is known in IR as the bag-of-words assumption. This assumption implies that all
candidates mentioned in a document are equally associated with all of the topics
discussed in the same document. This assumption may hold if the document has
a single author only. However, in enterprise and Web domains, documents are
often written by multiple authors (e.g., technical reports, newsletters, Wikipedia
pages). Moreover, it would be difficult to apply this assumption to other types
of entities such as products and organisations. This motivates the development
of a new technique called proximity search, which captures this dependency more
explicitly. The proximity search representation uses positional information to im-
prove the retrieval performance by taking the proximity between the occurrences
of entities and the terms of the query into consideration.
Approaches that incorporate a notion of proximity appear to be among the
most successful models developed for the entity-finding task. For instance, the
work of Petkova and Croft [2007] directly addresses the use of different kernel
functions that capture the proximity of candidates and query occurrences. Other
work that examines proximity in expert finding includes the findings of Fu et al.
[2007a]; Macdonald et al. [2008]; Petkova and Croft [2008].
It has been noticed that many of the aforementioned models show noticeable
improvements when applying a proximity search (see Table 2.12). Proximity is
defined in terms of parts of the document (i.e., windows of text). The size of
the window is defined by the distance between the candidate’s evidence and the
query.
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Table 2.12: Some examples of the improvements reported in the literature
when using proximity search.
Method MAP Dataset Ref
Model 2 0.3571 W3C
[Petkova and Croft, 2007]
Proxim. Kernels
(Gaussian k)
0.6193 (+73%) TREC 2006
Voting model 0.3519 CSIRO
[Macdonald et al., 2008]
Voting model +
proximity
0.4319 (+23%) TREC 2007
Model 1 0.4518 CSIRO
[Balog and de Rijke, 2008b]
Model 1B (prox-
imity)
0.5178 (+14%) TREC 2007
In the best run submitted for TREC 2005, [Fu et al., 2005], a window of
ten words before and ten words after the occurrence of the candidate name was
used. The second best performing system in 2005, [Cao et al., 2005], tested the
performance of the window-based model with different sizes of windows. They
also compared their results with those found by using the whole document as a
window (i.e., a document-based model). A performance improvement of about
10% over the document-based model was shown when a window-based model
with a window size of fifty words was used.
At TREC 2006, Zhu et al. [2006] defined a span query co-occurrence model in
which query terms and candidate evidence were required to co-occur within the
text window. They defined ten incremental text window sizes, i.e., sizes of 10, 28,
48, 88, 160, 280, 360, 660, 1200, and 3200 words. Their work compared the use of
a single window and multiple windows. In the multiple window solution, windows
of different lengths were each given different weightings, and were simultaneously
applied in the search. The findings showed that using multiple windows helps to
increase the final performance of the system. They also showed that applying the
multiple window solution has the advantage of identifying more correct results
at the top of the retrieved list.
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The second best system from TREC 2006 was developed by Bao et al. [2008].
They defined five different span relations within which to search for queries and
candidate entities as follows:
Section relations: where the queried query and the candidate entities occur
in the same section.
Windowed section relations: where the query and the candidate entities
occur within a fixed window of text within a section. Bao et al. [2008] used a
window of 200 words in their work.
Reference section relations: where some sections should be treated spe-
cially like a list of books or authors.
Title-author relations: where the query appears in the Title and the can-
didate entity appears in the Author.
Title-body relations: where the query appears in the Title and the candi-
date entity appears in the Body of the same section.
Zhu et al. [2009] used a novel weighted multiple-window approach for expert
association discovery. Their work investigated the effects of using different fixed
window sizes. They discovered a direct correlation between the increasing the
size of the window and improvement in the MAP results until the MAP reached
a rather stable level at a window size of around 200 words.
More recently, Vechtomova and Robertson used a fixed window size of 100
words [Vechtomova and Robertson, 2012], claiming that a span of 100 words
will capture broader contextual associations between words rather than specific
lexico-syntactic relationships. Many researchers assert that a query has some
relevance for, or influence over, its neighbouring text [Zhao et al., 2011]. It is
also assumed that this relevance diminishes with distance.
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De Kretser and Moffat [1999] suggested that the influence from each occur-
rence of a query is additive. The contributions of each occurrence of each query
can be summed to arrive at a similarity score for any particular location in the
document. This impact may be characterised by the use of kernel functions. We
could use arbitrary functions, but there seem to be certain sensible properties
that a kernel function, k(i, j), should have, including monotonicity and symme-
try. Kernel functions must satisfy a number of properties. The following list
identifies some of the properties that are important for proximity search:
non-negative The output of the kernel is always non-negative
symmetric The output should depend only on the distance between the
two entities, and not on the direction in which the distance is measured:
k(i, j) = k(j, i)
monotonic The influence of the kernel function should decrease with an
increase in |j − i|
position-independent The influence of the kernel function should be the
same when i and j are increased by an equal amount, k(i, j) = k(i+x, j+x)
Lv and Zhai [2009] use a number of proximity-based density functions (i.e.,
kernels) in their work. We describe some of these here.
In the following kernel functions, the parameters i and j represent the indices
corresponding to the positions of the occurrences of the query and the candidate
in the document. The lexical distance between the query and candidate is then
given by the difference between the indices9. All of the following kernels have
one parameter σ to tune. This parameter controls the spread of kernel curves,
or how quickly the curve tails off. In general, the optimal setting for σ may
9There may be complications in the application of these functions if the query and candidate
consist of more than one word. We consider this later.
Chapter2. Background 63
vary according to the document, query, or entity being searched. However, for
simplicity, it is usually assumed that σ is set to a constant value. For instance,
Petkova and Croft [2007] set the σ value equal to 80, while Lu et al. [2013] use
σ = 300.
Gaussian Kernel
kG(i, j) = exp
[−(i− j)2
2σ2
]
Triangle Kernel
kT (i, j) =

1− |i−j|
σ
if |i− j| ≤ σ
0 otherwise
Circle Kernel
kC(i, j) =

√
1−
(
|i−j|
σ
)2
if |i− j| ≤ σ
0 otherwise
Cosine (Hamming) Kernel
kH(i, j) =

1
2
[
1 + cos
(
|i−j|·pi
σ
)]
if |i− j| ≤ σ
0 otherwise
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Petkova and Croft [2007] also considered a Step function defined as follows:
kS(i, j) =
m∑
i=1
αj I˙Aj (|i− j|) , where I˙A(x) =

1 if x ∈ A
0 otherwise.
Here A is a sequence of m intervals with weight α and I˙A is an indicator function
that returns one if its argument falls within the given interval and zero otherwise.
Zhao et al. [2011] introduce more kernel functions that satisfy the kernel function
properties mentioned above:
Quartic Kernel:
kQ(i, j) =

1−
((
|i−j|
σ
)2)2
if |i− j| ≤ σ
0 otherwise
Epanechnikov Kernel:
kE(i, j) =

1−
(
|i−j|
σ
)2
if |i− j| ≤ σ
0 otherwise
Triweight Kernel:
kTW (i, j) =

1−
((
|i−j|
σ
)2)3
if |i− j| ≤ σ
0 otherwise
In Figure 2.11 we provide the distance versus weight graphs for the afore-
mentioned functions.
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Figure 2.11: Illustrations of weight versus distance for a number of Kernel
density functions.
The aforementioned kernels incorporate a number of different ways in which
the proximity between the query and candidate entities can be captured. In our
pilot study (see Section 5.1), we evaluated a number of these proximity functions.
Note that symmetric kernels that incorporate functions of i and j will either
take the modulus or the square of their difference. This corresponds to a notion
of “distance” (if the indices are assumed to be ordered). We can generalise these
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kernel functions by reformulating them in terms of a general notion of distance,
rather than indices. If we assume that ∆ represents the distance between two
terms, then we may rewrite the function definitions by replacing k(i, j) by k(∆)
and |i− j| by ∆. Assuming that the distance ∆ between two terms t1 and t2 is
given by δ(t1, t2), then k(δ(t1, t2)) would give the evaluation of the kernel function
for the two terms t1 and t2. This allows an elegant generalisation of the kernels
to work with multi-word queries and multi-word entities10.
2.5 Summary
This chapter has discussed several relevant research advances in the area of entity
and expert finding. Some of these advances, such as techniques for document
ranking and candidate frequency calculation have been incorporated into our
approach. Many of the relevant approaches discussed in this chapter depend
heavily on different heuristics.
The approach proposed in this thesis aims to improve on the state-of-the-art
approaches by enhancing the proximity function for the ranking of candidate
entities. We propose to adaptively select the size of the context window in order
to boost the retrieval scores for the entities that are close to the query terms.
Consequently, the size of the window will not be fixed for all documents, but,
rather, will be dependent upon the features of the document under examination.
In order to select sizes for such windows, we will utilise a number of the document
features. Our suggested method can be distinguished by its ability to enhance the
results by applying a notion of proximity with little dependence on document
10Abstracting away from indices to distances also has the potential to allow measures of dis-
tance other than just the number of words (e.g. number of characters, graphemes, morphemes,
constituent lexemes, number of words excluding clitics, or some other measure of syntactic or
semantic distance). We do not explore this in the current thesis, but such alternative measures
may turn out to be appropriate for some languages and applications.
Chapter2. Background 67
types. This will enable it to be applied in different environments with only
minimal tuning.
In the following chapter, we will discuss the formalisation of our entity finding
task. We shall formally define how candidate entities are associated with the user
query. To this end, we will introduce two main models, namely, frequency-based
and proximity-based associations.
3
Formalisation
In this chapter, we focus on formalising the entity finding task (providing a list
of relevant entities in response to a given query). In order to model this task,
the association between the candidate entities and the query is formally defined.
In this work, we use two forms of associations: frequency and proximity based
associations. We employ a number of models to estimate the degree of relevance
of a candidate based on these two forms of associations.
68
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3.1 Introduction
The goal of entity finding applications is to retrieve the entities which are most
relevant for a given query. In a document collection, there may be many possible
candidate entities that have some relationship with the query. The task is to
identify which of these candidate entities are most likely to be relevant.
It is possible to formally state this problem as follows: what is the degree
of relevance of a candidate entity c to the query q? Specifically, we aim to
determine the relevance p(c|q), and rank candidate entities accordingly. The
estimation of the relevance of candidate entities lies at the core of any entity
finding application. We employ the two-stage model proposed by Cao et al.
[2005] to estimate entity relevance in our models.
It is possible to view documents as lists of words. As was discussed for kernel
functions in Section 2.4, the positions of words in this list could subsequently be
used to express proximity between terms. This may not always be appropriate, as
in the case when we wish to consider multi-word queries and candidates. Instead,
we introduce variables tq ∈ d and tc ∈ d to represent some instance (token) of
the query q or the candidate c in the document d. We then introduce a function
δ(t1, t2) to represent the distance (i.e. number of words) between instances of
terms t1 and t2, as discussed in Section 2.4.
Now, we can determine the relevance of a candidate entity using the two-stage
model [Cao et al., 2005] as follows:
p(c|q) =
∑
d
p(c, d|q) =
∑
d
p(c|d, q) · p(d|q). (3.1)
The first term, p(c|d, q), measures the relevance of a candidate entity c to the
query q when only document d is considered. This relevance is then weighted
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by the relevance, p(d|q), of document d to the query. This will bestow more
importance on candidate entities mentioned in highly relevant documents.
Whenever a query is mentioned within a document, an adaptive window will
be placed around it. Half of the window will be located to the left of the query and
half to the right of the query. This process is performed regardless of the query
size. For example, if the query is composed of one word only (e.g., “Essex”) and
the size of the adaptive window is ten words, then five words will be considered
on either side of the query. Similarly, if the query is composed of more than one
word, then five words will be considered to the left of the first word of the query
and five words will be considered to the right of the last word of the query. For
example, if the query is “University of Essex”, then five words will considered to
the left of the word “University” and five words will be considered to the right
of the word “Essex”.
In some cases, the query might be located towards the beginning or the end
of a document. In such instances, part of the window could extend beyond the
document limits. In such cases, the part of the window that extends outside the
document will be discarded. This should not affect the ranking of the entities
located on the other side. Figure 1 shows some examples in which the window is
located at different places in the document. In examples 3.1-(c) and 3.1-(d), only
half of the window is accommodated within the document, whereas in examples
3.1-(e) and 3.1-(f), half of the window is located inside the document, but only
two words from the other half are located inside the document, and so we must
discard the three remaining words.
Our approach also allows for the candidate evidence to consist of more than
one word. In the case of multi-word evidence, the weighting function consid-
ers the part of the evidence that is closest to the query and scores the entity
correspondingly.
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Figure 3.1: A window of ten words placed around the queries “Uni-
versity of Essex” and “Essex” at different places in the document.
The query is shown in bold face, while the window is marked with a
different colour.
In example 3.2-(a), the score for the entity is based on the location of the
word “Lucas” even though the ord “Simon” is l cated outside of the window.
Similarly, in example 3.2-(b), the score for the entity is based on the location of
the word “Simon” because it has the higher weight.
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Figure 3.2: Examples of multi-word evidence occurring at different
places in the window.
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3.2 Entity evidence
When searching for an entity, we are, in fact, scanning the text for something that
will allow us to identify this entity. We call this identifying information entity
evidence. The entity evidence found in a text can take on a number of forms
including a name, an email, or an ID number. As an entity may have different
descriptions, it will have different pieces of evidence or references based upon
these descriptions associated with it. Therefore, any entity evidence we encounter
in a text is, in fact, a reference to the actual entity under some description.
Figure 3.3 provides an example of an entity and some of the evidence relating
to it. The entity used in this example is a person. This entity has a number of
different descriptions. For instance, he is an employee at the University of Essex,
where he has a position, an email address, and an office number. The evidence
that we may find in the text under this description is the position “Head of the
School”, the email address “Simon@essex.ac.uk”, and the office number“NL1-
11”. Other descriptions could include being a UK citizen, or a member of some
particular group.
Thus, it is important to be aware that an entity may have different descrip-
tions, and that there are different ways of referring to the same entity. For
simplicity, in this thesis, we will use the word “entity” to refer to all the different
forms that evidence might take for a given entity.
The extraction of such evidence is an important task as every entity is eval-
uated using the aggregation of its evidence. It is generally assumed that entities
with more evidence in the relevant text are more relevant to the query, and thus
should be ranked more highly. Another important assumption is that entities
with evidence that appears very close to a query instance in the text are also con-
sidered relevant. Therefore, failing to recognise some evidence for an entity will
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 No.
Figure 3.3: Simon Lucas is a professor at the University of Essex. This
figure highlights some of his descriptions and evidence and some examples
of these in the sample text.
result in an erroneously low score for this entity and, subsequently, an inaccurate
ranking of entities.
3.3 Frequency-based model
In entity finding applications, we are most interested in the value of the relevance,
p(c|d, q). There are many ways to calculate this relevance. A basic, but effective,
approach is to rank candidate entities by how many times they are mentioned
in the top-ranked documents. Using a frequency-based model (FBM ) with a
TF-IDF weighting scheme, this model estimates a candidate’s importance in a
particular document, based on the candidate’s overall importance. Moreover, it
discriminates against those candidates whose evidence appears in all documents
by the inclusion of the log-term in Equation 3.2 below [Balog et al., 2009a]. In
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this model, the candidate’s importance in the document d is given by
Pfrequency(c|d, q) = n(c, d)∑
c′ n(c
′d)
· log |D ||{d′ : n(c, d′) > 0}| , (3.2)
where n(c, d), the number of pieces of evidence found for the candidate c in
document d is given by:
n(c, d) ,
∣∣∣{tc|tc ∈ d}∣∣∣.
Here, |D | denotes the total number of documents in the collection, and the
expression |{d′ : n(c, d′) > 0}| is used to indicate the number of documents in
which the candidate evidence has been found.
This model has formed the basis for many expert/entity finding approaches
including [Forst et al., 2007; Ru et al., 2005; Shen et al., 2008].
3.4 Proximity-based model
As discussed in Section 2.4, to establish the relevance level of a candidate en-
tity, it is not only necessary to determine the number of times it appears in the
retrieved documents, but also to ascertain how closely these appearances relate
to the query (we call this the candidate proximity). With this in mind, we can
calculate the candidate relevance, p(c|d, q), from Equation 3.1, using the candi-
date proximity rather than the candidate frequency. To measure the candidate
proximity, we use kernel functions1. Candidate entities can be ranked, based on
the normalised score of their total proximity tp() as in Equation 3.3:
Pproximity(c|d, q) = tp(c,Q, d)∑
tp(c′, Q, d)
. (3.3)
1The kernel function k(i, j) could be any of the functions defined on pages 63.
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For each candidate entity c in the document, we calculate the total proximity
tp(c) by aggregating the proximity related to each query. Here we take a full
query (e.g., “machine learning”) and treat it as a single unit so that every time
we find a match for the full query, we impose a proximity window on it. The
resulting value of tp(c,Q, d) represents the total proximity value for the candidate
c in the document d. The total proximity tp is then calculated as follows:
tp(c,Q, d) =
∑
tq∈d
∑
tc∈d
k(δ(tc, tq)). (3.4)
Here, the term k(δ(tc, tq)) denotes the result of applying a given kernel function
to occurrences of the query q and candidate c that are separated by a distance
δ(tc, tq). We assume that the distance here is measured by the number of words
separating the query from the candidate, although some other measure may be
more appropriate for some languages. The kernel function k is assumed to be a
function that calculates some notion of proximity for a given distance between
terms. The result of the nested sum is the total of all kernel function values
(i.e., proximity values) for all possible pairings of occurrences of a query q and a
candidate c in the document d.
In the example shown in Figure 3.4, two instances of the query, “Essex”, are
found at two different positions. Two candidates c1 = Simon Lucas and c2 =
Udo are found in the same document. It can be seen that c1 is mentioned twice in
the document, whereas c2 is only mentioned one time. Using the formula above,
the total proximity value for the first candidate tp(c1) is 0.01+0.05+0.15 = 0.21,
and, for the second candidate, tp(c2) is 0.10. The second mention of c1 appears
at a close distance from both instances of the query. Thus, it has been boosted
twice. To ensure that the resulting value is a probability, we divide the result
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Figure 3.4: An illustration of the proximity method for two queries. This
example includes three occurrences of two candidates. For simplicity, we
represent each query by one word only.
for each candidate by the sum of the results for all candidates. Thus, the result
for c1 would be 0.21/0.31 = 0.678 and for c2 would be 0.10/0.31 = 0.322.
The proximity-based model (PBM) is generated by adding the normalised
candidate proximity, Pproximity(c|d, q) as per Equation 3.3 to the candidate fre-
quency, Pfrequency(c|d) as per Equation 3.2. In the PBM, we calculate the candi-
date score2, given a document as follows:
candidate score =
Pfrequency(c|d) + Pproximity(c|d)∑N
i=1(Pfrequency(ci|d) + Pproximity(ci|d)),
. (3.5)
The normalising denominator in the above equation is used to ensure that the
resulting value lies between zero and one3.
2The term ‘score’ is used here rather than ‘probability’ because it cannot be guaranteed
that the outcome of equation is a probability distribution.
3The candidate probability is not defined for a document length of zero.
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3.5 Adaptive Window Size for Proximity
Ranking
It is possible to evaluate the proximity between candidate entities and query
terms in a certain document at different levels. One option is to use the whole
document for a proximity search. A different approach, however, is to perform the
proximity search in a smaller radius around the query terms (we call these levels
window sizes). Using a smaller window size will further emphasise candidates
that appear very close to the query terms which, in turn, is expected to increase
precision. On the other hand, larger windows will include more candidates, and
thereby increase recall.
As discussed in Chapter 2, researchers have considered a number of different
window sizes when calculating proximity. However, the best window size for one
collection does not always perform optimally for other datasets. The optimal
window size is strongly influenced by the nature of the documents that consti-
tute the collection. Moreover, the best window size for each document might not
be defined at the collection level. Indeed, it is possible that every document in
the collection could have its own optimal window size. In a document collection
of heterogeneous information sources, there will be a wide variety of document
types. It could be argued that, in general, each document has features distin-
guishing it from the other documents in the collection. These features could be
utilised in the process of setting the window size in order to improve the overall
ranking function. While many document features can be exploited, our focus in
this work is based on four main features: document length, candidate frequency
(i.e., the number of candidates that appear in a document), average sentence
length, and readability index. One reason for the choice of these features was
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that they have been investigated in previous work, such as the investigation of
document length in [Miao et al., 2012]. They also appeared to be good candidates
as they have been shown to affect performance in prior research on expert find-
ing or information retrieval in general (i.e., number of entities in the frequency-
based model [Balog et al., 2006] and average sentence length in the BM25 ranking
method [Robertson et al., 1994]). Other more sophisticated features may include
document structure and semantic relationships within documents. Future work
might look at broadening the collection of document features considered.
The ways in which the window size is adjusted, based on these factors, are
described below.
Document Length : according to Miao et al. [2012], larger documents are
likely to contain more occurrences of a query topic. It is also more likely that
these documents will include irrelevant words (noise). Thus, to minimise
the negative influence of noise, the window size should be reduced as the
document increases in size.
Candidate Frequency : this refers to the number of candidates found in a
document. The window sizes for documents containing more occurrences of
candidate evidence should be increased to accommodate these occurrences.
Average Sentence Length : the window size is adjusted in proportion to
the average sentence length (in number of tokens) in the document.
Readability Index 4: the window size is adjusted using the readability
index; the window should get larger as the index gets smaller.
After establishing the size of the window using Equation 3.6, the window is
applied to every full match for the query found in the document.
4The Flesch-Kincaid test was used to calculate the Readability Index in this experiment.
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WindowSize(d) =
∑
i∈features
αi · fi(d), where
∑
i
αi = 1 and αi ≥ 0. (3.6)
Next, the candidate evidence neighbouring the query is extracted. Each piece
of candidate evidence within the window will be given a weight, depending on
its distance from the query. The advantage of this method is that it provides
a graded proximity boost. Candidate evidence that is close to the query will
receive the highest boost. As the candidate evidence drifts further and further
away, the boost will gradually decrease until it reaches the end of the window.
Note that a document may contain multiple query terms. In this case, we
place a window around each occurrence of a query term. If, for example, a
document has two mentions of the query, two windows are placed, each centred
at different locations. If the two windows are close to each other, both windows
will boost the candidates that appear between them.
The main function of a window is to create a threshold distance from the
query terms after which entities will not be considered. This approach gives
more emphasis to those entities that appear closer to the query terms. Using
the kernel function alone would include more distant entities, especially if the
employed kernel has long tails. Different window sizes could be used along with
the same kernel to give emphasis to different threshold levels (See Figure 3.5).
An alternative approach, which we did not adopt in this thesis would be to first
determine the size of the window and then impose a kernel within that window
(i.e., shape the kernel by the window size). This would be achieved by including
the window size as a parameter for the kernel.
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Figure 3.5: The difference between kernel width and window size.
3.6 Summary
In this chapter, we formally defined the task of finding an entity. We outlined
two main models for accomplishing this task. In the Frequency-based model,
candidates are ranked, based on the frequency of the occurrence of their evidence
in the highest-ranked relevant documents. The second model was the Proximity-
based model which employs a notion of proximity between the query and the
candidate evidence in its ranking process. We outlined a novel approach for use
in the proximity association process. This approach can be used to generate an
adaptive window of text for each document. The size of the adaptive window
is determined from unique document features including the document length,
the number of entities in the document, the average sentence length, and the
readability index.
This chapter concludes the theoretical background required for an under-
standing of the experimental part of this thesis. In the second part of this thesis
we will evaluate our proposed models from a practical view point. First, we will
describe the experimental setup which was used for all of our experiments. Sec-
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ond, we shall discuss a pilot study which was conducted to assess the validity of
our proposed method. Finally, we shall thoroughly evaluate our approach under
different settings and in various environments.
Part II
Evaluation
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4
Experimental setup
The previous chapters developed the idea of using an adaptive window to improve
the overall entity finding process. In this chapter, we outline the setup of the
experiments that we shall use to validate our approach. We begin by discussing
the abstract architecture of an entity finding system. Next, we give details of
the indexing process including the data pre-processing and index construction
procedures. After this, we give an overview of our approach to the evaluation of
our model. The chapter concludes with a description of the baseline models used
in our work.
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4.1 General Architecture
As mentioned in the introduction, one of our research goals is to develop an entity
finding model that is applicable in a diverse range of scenarios. Consequently,
we want to simplify the system’s framework so that it will adapt to different
environments. We use the same framework across all experiments rather than
implementing specific frameworks for each one.
Figure 4.1 shows the general framework of an entity finding system. The
framework comprises two main stages. In the first stage, the highest ranked
documents matching the user’s query are retrieved, while in the second stage,
candidate entities are extracted from these documents and then ranked. The
presented framework could be applied to any type of entity. It is also language
independent.
The input for the entity finding system is the user’s submitted query, which
is typically a piece of plain text describing their information need. Following
normalisation and the application of various query expansion techniques, the
query is passed to an underlying search engine whose task it is to retrieve the
documents in which the query appears. The candidate entities are then extracted
from the retrieved documents and ranked using one of a number of different
ranking methods. The process concludes with the generation of a ranked list of
relevant entities.
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Stage 1 (document retrieval) Stage 2 (entity ranking)
Figure 4.1: A general entity finding framework. Any kernel function,
including Gaussian, Triangle, Circle, etc., may be used to generate the
kernel function score. The final ranking for each candidate is computed
using a combination of the frequency-based model and the proximity-based
model.
4.2 Indexing
4.2.1 Data Preprocessing
The document collection may contain documents in various formats (e.g., HTML,
XML, PDF, Word, etc.). Regardless of the original format, each document is
converted into plain text prior to processing. For instance, we remove all HTML
markup, and scripts, etc from HTML pages. Moreover, as our aim is to create a
general system, we treat all document types in the same way and do not exploit
any internal document structure that may be present.
We shall explain our pre-processing steps using the sample document shown
in Figure 2.8, (p. 47). After removing the HTML markup, the document has
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the form:
1
Simon M. Lucas — Game Intelligence Group
Game Intelligence Group University of Essex
Simon M. Lucas is a Professor of Computer Science at the University of Essex,
Colchester, Essex, U.K. His main research interests are in machine learning and
games. He has published widely in these fields with over 150 peer-reviewed papers
and is the Founding Editor-in-Chief of the IEEE Transactions on Computational
Intelligence and AI in Games.
For efficient document retrieval, IR systems typically undertake a procedure
known as indexing which enables the system to quickly identify the documents
from a given corpus that match the user’s query. According to Croft et al.
[2015], indexing is the process that builds the structures that enable searching.
The ranking process uses these structures, together with the user’s query, to
produce a ranked list of documents.
The indexing procedure begins with a step known as tokenisation which is
the process of breaking the input text into small indexing elements (or tokens).
All characters in each token are converted into lower case (i.e., case folded). At
this stage, all punctuation is removed. The next step is called stopping or stop
word filtering. According to Grossman and Frieder [2004], stop words are those
terms that are deemed relatively meaningless in terms of document relevance
(e.g., “the”), and thus they may be filtered out from the list of indexing terms.
Removing these words may simplify the index construction process by reducing
its size, time consumption, and storage costs.
In some cases, a user may include a word in their query and the relevant
document may only contain a variant of this word. This may include plurals
(e.g., “games”), gerund verb forms (e.g., “learning”), and past tense suffixes (e.g.,
“published”), to name but a few. These syntactical variations could prevent a
perfect match between a user query and a prospective document [Baeza-Yates
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and Ribeiro-Neto, 2011]. The process of reducing the different forms of a word
that occur because of inflection or derivation to a common stem is known as
stemming or conflation [Croft et al., 2015]. In this work, we employ Porter’s
stemming algorithm [Porter, 1980] which is, according to Jurafsky and Martin
[2009], considered to be one of the most widely used stemming algorithms due
to its simplicity and efficiency.
Tokenisation case folding stopping stemming
Figure 4.2: Main pre-indexing steps. These steps will also be applied
to user queries at retrieval time.
After the steps shown in Figure 4.2 are completed, our sample document will
look like: 1
simon lucas game intellig group game intellig group univers essex simon lucas
professor comput scienc univers essex colchest essex uk research interest machin
learn game publish wide field 150 peer review paper found editor chief ieee
transact comput intellig ai game
4.2.2 Index Construction
We employ the Lucene1 search engine to index and query our datasets. The main
role of an index is to provide a map of terms and documents which allows the
efficient retrieval of documents from a corpus.
We apply a typical inverted index implementation to our document collection
[van Rijsbergen, 1979]. The input for the indexing process is a list of normalised
tokens for each document, (i.e., the output of the pre-processing pipeline shown
1see http://lucene.apache.org/
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in Figure 4.2). The process begins by sorting this list alphabetically. Next, any
duplicate terms appearing in the individual documents are merged together. The
instances of each term are grouped. Since a term is often mentioned in numerous
documents, this way of organising data will significantly help to reduce the size of
the index. The index entries for each term consist of a list of documents contain-
ing that term. This grouping provides a mechanism for scoring search results:
if a number of search terms map to a certain document, then this document is
likely to be considered relevant.
Once a collection of documents has been indexed, there is a need to rank the
documents in response to a query. This ranking is performed at retrieval time,
immediately after each query is received. In section 2.1, we described several
state-of-the-art approaches for matching and ranking documents in response to
a query. We have chosen BM25 as the default document retrieval approach for
our experiments. Only the top 100 documents returned by the search engine are
considered for each query.
4.3 Evaluation Approach
One way of evaluating an IR system is to use the Cranfield evaluation paradigm,
as discussed in Section 2.3 (p. 38). This type of evaluation is conducted oﬄine
and does not involve the interaction of real users with the system. Another type
of evaluation is known as user-centric evaluation, or online evaluation. In online
evaluation, users interact with the system and evaluation data is collected via
user interviews or surveys. In this thesis, we limit our evaluation to the oﬄine
approach, and leave the online approach for future research.
Table 4.1 provides a general overview of the test collections used in this thesis, all
of which have been indexed using the reverse indexing process described earlier.
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Table 4.1: General overview of the test collections used in this thesis
Test Collection Date created Domain Public
W3C 2005 Enterprise - Organisation X
CERC 2007 Enterprise - Organisation X
UvT 2009 Enterprise - University X
TU 2011 Enterprise - University X
Essex 2012 Enterprise - University
ClueWeb 2007 Web X
As discussed in Section 2.3, the evaluation of IR systems requires not only
document collections, but also a specified set of queries and their relevant judge-
ments which enables comparisons with the system’s output results. Figure 4.3
depicts part of the relevance judgement for topic number ‘75’ of the CSIRO
dataset. In this example, the first column represents the query number, the
third column is the candidate identifier, (the candidate’s email in this case), and
the final column shows the judgement for this candidate (i.e., 0 is irrelevant and
1 is relevant). Thus, for this topic, we have five candidates identified as experts
by the gold standard. When we test and compare the performance of IR systems,
each system’s results are evaluated on the basis of the same gold standards and
the same metrics.
1
. . .
75 0 chris.margules@csiro.au 0
75 0 clare.peddie@csiro.au 0
75 0 darla.hattonmacdonald@csiro.au 1
75 0 daryl.stevens@csiro.au 1
75 0 david.ellis@csiro.au 1
75 0 di.peter@csiro.au 0
75 0 geoff.syme@csiro.au 1
75 0 grace.mitchell@csiro.au 1
. . .
Figure 4.3: An example of CSIRO relevance judgements
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We utilise different evaluation measures in our experiments in order to com-
pare our results with those reported in the literature. However, for all of our ex-
periments, the primary metrics employed are the mean average precision (MAP)
and the mean reciprocal rank (MRR) (Section 2.3.2).
We selected MAP as one of our primary metrics since it provides a more
robust and stable measure when aggregating results from multiple queries than
other metrics [Manning et al., 2008]. MRR, on the other hand, was chosen
as an appropriate measure since entity finding can be regarded as one of those
applications in which achieving high accuracy in the top ranks is more important
than finding all of the relevant entities for a topic (i.e., recall).
4.4 Baseline Models
The performance of our entity finding approach is based on the premise that
this approach can return the candidate entities with the highest degrees of rel-
evance to the query at the top of the ranked list. In this work, we compare
our entity finding approach with several baseline systems in order to evaluate its
effectiveness. We can categorise these baselines into three groups.
The most elementary baseline model considered is the frequency-based model
(Section 3.3). In this baseline, candidates are ranked by how frequently they
appear in the relevant documents (Equation 3.2, p. 74).
Some better performing baselines apply a proximity-based model, (Section
3.4), using fixed window sizes. In these approaches, candidate entities are ranked
by how frequently they appear in the relevant documents as well as by the prox-
imity of these mentions to the query terms. In our evaluations, we use the
following two methods for calculating the window sizes:
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Table 4.2: A description of the models used in this study.
Model Proximity Window Type Features
FBM No N/A N/A
PBM Fix200 Yes Fixed - 200 words N/A
PBM FixBest Yes Fixed - based on the collection N/A
PBM Full Yes Adaptive N/A
PBM αl Yes Adaptive Document length
PBM αc Yes Adaptive Candidate frequency
PBM αv Yes Adaptive Average sentence length
PBM αr Yes Adaptive Readability index
PBM Adaptive Yes Adaptive All four features
Fixed at a window size of 200 words: a window size of 200 words was
suggested in several previous studies (e.g., [Bao et al., 2008]), as discussed in
Section 2.4.
Best performing window: since datasets vary, each one may have its own
optimum window size. We perform some initial runs (or “training runs”)
to determine which fixed window size has the best performance for a given
collection. We select part of the query set to perform this task. These queries
are used to tune the parameters, thus providing a clear distinction between
training and testing data. We use a subset of queries to evaluate a range of
window sizes and rank them using the MAP metric.
The third group of baselines uses the idea of adaptive window sizes (Section
3.5). Here the window size for each document is determined from the features of
the document. We first set the adaptive window size equal to the actual length of
the document. We then test the adaptive window sizes found by considering each
document feature individually. Finally, we consider the combined influences of all
document features taken into account by the PBM Adaptive model to achieve a
better window size. A summary of the models employed in this study is provided
in Table 4.2.
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4.5 Summary
In this chapter, we described the experimental setup used for all of our experi-
ments. We began our discussion with an abstract architecture for an entity find-
ing application that was divided into two main stages: a document retrieval stage
and an entity ranking stage. Although the contributions of this thesis mainly
pertain to the second stage of this architecture, we have also set up datasets
for the document retrieval stage. Consequently, we discussed our methods for
preprocessing documents in order to prepare them for the indexing process.
We outlined our approach to indexing our data sets and gave an overview of
the six test collections used in this thesis to represent different entity retrieval
scenarios. We also discussed the ways in which topics and relevance judgements
are used in the evaluation process. After identifying the main metrics that we
shall use to measure retrieval effectiveness, we gave details of the baseline models
used in our experiments to evaluate the effectiveness of our adaptive window size
approach. In the next chapter, we discuss the implementation of the material
introduced in this chapter and present an experimental evaluation of our entity
finding approach.
5
Experiments
In this chapter, we present the experimental evaluation of our entity finding
approach using the experimental setup discussed in the previous chapter. We
evaluate the adaptive window-size approach in different environments and under
various settings. We begin with a discussion of the pilot studies which were per-
formed to evaluate the validity of the approach. This is followed by a discussion of
the outcomes of our expert finding and entity finding experiments. We conclude
with a discussion of our experiments exploring query expansion and alternative
document retrieval algorithms.
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5.1 Pilot Study of Entity Finding
In this pilot study, we explored the practicality of the adaptive window size
approach in an entity finding application. Although we focused on the entity
of type “Person” in this study, the approach could equally well be applied to
any other type of entities. The approach automatically suggests the size of the
window for each document within which the proximity function is applied. We
compared this approach with a number of baselines to determine its capability,
evaluated a number of proximity functions (kernels) and also tested a range of
parameters for these functions.
We selected the W3C dataset and test collection (Section 2.3.1.1) for our pilot
study. This dataset was one of the first publicly available collections produced
to evaluate expert finding systems. It was used at the TREC Enterprise Track
in 2005 and 2006 [Craswell et al., 2005; Soboroff et al., 2006].
As an initial experiment, we considered three document features, namely
document length, number of candidates, and average sentence size. The adaptive
window size was calculated as follows:
WindowSize =
σ
3
· (log( 1
DocLength
) ∗ αl + CanFreq ∗ αc
+ AvgSentSize ∗ αv).
(5.1)
Here σ is a variable that allows us to scale the window size. In addition, αl, αc,
and αv are the weighting factors for the document-length, candidate-frequency
and average-sentence-size features, respectively.
We explored a wide range of values for σ (see Table 5.1). The α weighting
factors, which determine each feature’s contribution in the equation, were set
empirically, using values satisfying the condition αl + αc + αv = 1. The TREC
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2005 data includes ten training topics1. We used these topics as training data to
find the optimal α values, thereby making a clear distinction between our test and
training data. Although the proposed model uses all three document features,
we will also report on experiments in which we used each feature individually.
For our proximity model, three different kernel functions were used to calculate
the weight, namely the Gaussian, Triangle, and Cosine kernels.
We used our adaptive window-size method (Equation 5.1) in conjunction with
the three proximity functions and different σ values ranging from 0 to 1,000 by
increments of 50. We only report the results for the σ values between 350 and
650. The results below 350 and above 650 drop gradually and are not reported
here as they are less interesting. Furthermore, we calculated a baseline for each
proximity function using the PBM Full model (see Table 4.2). In this baseline,
we set the window size to be equal to the document length.
For comparison, we also used a range of fixed window sizes PBM Fix. We
calculated MAP for fixed windows with sizes in the range from 100 to 1,000 words
in increments of 50. We repeated the experiments using the three proximity
functions. The Gaussian kernel was seen to be significantly better than the
other two functions, with a top result of MAP=0.27 at a window size of 200 (see
Figure 5.1).
To test the effect of each document feature separately, we generated an adap-
tive window size on the basis of only the feature under consideration and applied
it in conjunction with the Gaussian proximity function. In Table 5.2, we report
the best runs for each feature separately (i.e., CanFreq with σ = 250, AvgSent-
Size with σ = 600, and DocLength with σ = 450).
Our results are summarised in Table 5.3. The top MAP results of 0.3454
and 0.591 (for the 2005 and 2006 test sets, respectively) are achieved using a
1http://trec.nist.gov/data/enterprise/05/ent05.expert.trainingtopics
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Table 5.1: The performance of the adaptive window size approach for
different proximity functions. The highest scores for each category are
typeset in boldface and the best run overall is typeset in boldface and
underlined.
σ MAP r-prec bpref P@5 P@10 P@20
FBM N/A 0.1532 0.2531 0.2749 0.3210 0.2519 0.1908
PBM Fix N/A 0.3001 0.3554 0.4297 0.5092 0.3595 0.3089
350 0.3363 0.3808 0.4787 0.5200 0.3900 0.3350
400 0.3342 0.3975 0.4737 0.5200 0.4000 0.3300
450 0.3454 0.3955 0.4954 0.5200 0.4099 0.3450
500 0.3454 0.3905 0.4861 0.5200 0.4199 0.3350
550 0.3443 0.3905 0.4890 0.5200 0.4299 0.3400
600 0.3402 0.3905 0.4851 0.5200 0.4199 0.3350
G
a
u
ss
ia
n
P
B
M
A
d
a
p
ti
v
e
650 0.3357 0.3821 0.4792 0.5200 0.4099 0.3350
PBM Fix N/A 0.2358 0.3331 0.3602 0.4023 0.3329 0.2750
350 0.3126 0.3642 0.4494 0.4800 0.4099 0.3199
400 0.2974 0.3509 0.4427 0.4800 0.4099 0.3199
450 0.3261 0.3793 0.4623 0.5199 0.4299 0.3300
500 0.3169 0.3804 0.4330 0.5600 0.4200 0.3050
550 0.3144 0.3776 0.4209 0.5600 0.4099 0.3050
600 0.3036 0.3767 0.4093 0.5800 0.3800 0.2950
T
ri
an
g
le
P
B
M
A
d
a
p
ti
v
e
650 0.2836 0.3490 0.3869 0.5400 0.3900 0.2800
PBM Fix N/A 0.2700 0.3605 0.4078 0.4102 0.3495 0.3095
350 0.2735 0.3557 0.4494 0.4219 0.3999 0.3499
400 0.2757 0.3414 0.3149 0.4191 0.4199 0.3599
450 0.2761 0.3498 0.3149 0.4191 0.4199 0.3599
500 0.2811 0.3639 0.3199 0.4241 0.4399 0.3599
550 0.2800 0.3639 0.3199 0.4232 0.4399 0.3599
600 0.2756 0.3639 0.3149 0.4155 0.4399 0.3599
C
os
in
e
P
B
M
A
d
a
p
ti
v
e
650 0.2744 0.3639 0.3149 0.4155 0.4199 0.3599
Gaussian proximity function with an adaptive window size and σ = 500. We
found that the difference between our best run and the baseline was statistically
significant for both test collections.
A comparison of our results with the best TREC runs shows that our results
are on par with the best-performing submissions for 2005. However, our results
are below the best-performing runs for 20062. The low scores are due to the fact
that, in this experiment, we used the same pipeline for both test collections. This
2Our results here are comparable with those of the 5 best performing systems from TREC
2006 [Soboroff et al., 2006].
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Table 5.2: The performance of the adaptive window size approach using
a single feature. Only the best result according to the MAP measure is
reported.
Feature Doc. Length Candidate Frequency Avg. Sentence Size
Best σ value 450 250 600
MAP 0.2777 0.2806 0.2798
bpref 0.3452 0.3452 0.3269
r-prec 0.4112 0.4147 0.4199
P@5 0.4199 0.4199 0.4189
P@10 0.3499 0.3599 0.3499
P@20 0.3050 0.3100 0.3100
      100 200 300 400 500 600 700 800 900 1000
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Figure 5.1: Comparison of the MAP results for fixed window sizes using
three kernel functions, namely Gaussian, Triangle, and Cosine kernels.
pipeline does not include any query expansion and formulation steps. On the
other hand, the best systems at TREC 2006 employed several query expansions
and formulation methods [Bao et al., 2006; Zhu et al., 2006] which enhanced the
performance of these systems.
The potential of the adaptive window size method is evident from the results
of this pilot study. Our method has proven to be more effective than the fre-
quency based baseline and proximity-based methods employing a range of fixed
window sizes. The results show an improvement, even when applying the adap-
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Table 5.3: Summarised results of the W3C dataset experiment. The high-
est scores are typeset in boldface. We use M and N to denote statistically
significant improvement compared to the baseline using the t-test at p-
values of 0.05 and 0.01, respectively.
TREC 2005 TREC 2006
MAP MRR MAP MRR
PBM Fix200 0.290 0.748 0.536 0.704
PBM Adaptive 0.349N 0.797 0.591 M 0.765
Best TREC 0.275 0.727 0.643 0.961
tive window size found using only a single document feature. This suggests that
each feature is individually important. This motivates us to seek other document
features that might contribute to the performance of this model. Our subsequent
experiments will incorporate an additional document feature, namely the read-
ability index. Furthermore, the findings show that using multiple features of the
document when generating the window size can lead to significant improvements
over the baselines. Finally, of the three kernel functions considered in this study,
the Gaussian function provided the best results, so we will use this function in
future experiments.
Chapter5. Experiments 100
In the following sections, we will discuss the experiments that we have per-
formed using the four test collections: CSIRO, UvT, Essex, and ClueWeb09.
The first test collection was used for the TREC Enterprise Track in 2007 and
2008 [Bailey et al., 2007b; Balog et al., 2008]. A description of this collection is
provided in Section 2.3.1.2. The second collection, UvT, has been used by many
researchers to evaluate expert profiling and expert finding systems [Berendsen
et al., 2013; Gollapalli et al., 2011; Hofmann et al., 2010]. This collection is de-
scribed in Section 2.3.1.3. The Essex data set was developed for this thesis. A
description of this dataset appears in Section 2.3.1.4. Finally, we experimented
with ClueWeb09 which was used at the TREC 2009 Entity Track [Balog et al.,
2009b]. Some details about this test collection are presented in Section 2.3.1.5.
As mentioned in Section 5.1, we have extended the set of document features
considered in the calculation of the adaptive window size. The additional fea-
ture considered is the readability index (see Section 3.5). To accommodate this
feature, we have expanded Equation 5.1 to include this index and its weighting
factor αr:
WindowSize =
σ
4
∗ (log( 1
DocLength
) ∗ αl + CanFreq ∗ αc
+ AvgSentSize ∗ αv + ReadabilityIndex ∗ αr)
(5.2)
5.2 Expert Finding Experiments
5.2.1 CERC Dataset
Although the CERC test collection provides no master list of candidates, the
process of generating such a list is straightforward as all email addresses conform
to a standard format (i.e., firstname.lastname@csiro.au) which can largely
facilitate the recognition process. By locating the email addresses, we can also
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discover the full names of the candidates since the email addresses contain this
information. After locating all email occurrences in the collection, we removed
the duplicates and any emails that did not refer to an individual, such as organ-
isational email addresses. The resulting list contained 3,480 candidates.
We randomly selected ten (training) topics for use in finding the optimal set-
tings for the variables in Equation 5.2. We selected N different α combinations.
Every combination had four values corresponding to the four document features,
each of which was set discreetly between 0 and 1 in increments of 0.1. The sum
of the four α values in each combination was always equal to one. Table 5.4
shows some of the combinations of α values that were used in this study.
Table 5.4: Example of some α combinations used in this study.
αl αc αv αr
0.2, 0.0, 0.3, 0.5
0.1, 0.5, 0.1, 0.3
0.0, 0.5, 0.1, 0.4
0.0, 0.6, 0.0, 0.4
0.1, 0.7, 0.0, 0.2
To test the effect of each document feature separately, we used the training
topics to first generate the adaptive window size obtained by considering that
feature in isolation.
Figure 5.2 shows the MAP at σ values between 0 and 1,000. The vari-
ance analysis method, ANOVA, tests the statistical significance (main effects)
at p < 0.05. It suggested a statistically significant difference between the results
found using the different features. To investigate these differences further, we
used pairwise t-tests at p < 0.01 which revealed that, for the TREC 2007 re-
sults, the consideration of the number-of-candidates feature on its own improves
the results significantly over those obtained when the other three features are
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Figure 5.2: The MAP results with an adaptive window using a single
feature, where 1 is the document length, 2 is the number of candi-
dates in the document, 3 is the average sentence length, and 4 is the
readability index.
considered in isolation. The results for the readability-index feature also showed
a statistically significant difference from the results using the document-length
and average-sentence-size features. The TREC 2008 results showed similar re-
sults with statistically significant differences between the results found using the
number-of-candidates feature and those found using the other features. However,
in TREC 2008, the results for the readability-index feature showed a statistically
significant difference from the results found using the document-length feature
only. It can be seen from Figure 5.2 that the results found using the number-of-
candidates feature were the highest for both test sets.
We selected the proximity model, Equation 3.3 (p. 74), with a fixed window
as a baseline for this experiment. We used the highest-scoring results from the
TREC Enterprise Track for 2007 and 2008 as a basis for comparison.
From the results tables (Table 5.5) it can be seen that the use of the adap-
tive window size method resulted in an improvement ranging from 10% to 20%
over the fixed window baseline. Moreover, the adaptive window method which
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Table 5.5: Results of the adaptive window method compared to the fixed
window baseline and highest-scoring systems from TREC Enterprise Track.
The best scores are in boldface. We indicate statistically significant im-
provement compared to the baseline using the t-test where p < 0.01 using
N.
TREC 2007 TREC 2008
MAP MRR MAP MRR
PBM Fix200 (baseline) 0.474 0.643 0.411 0.791
PBM Adaptive 0.521N 0.763 0.457N 0.816
Best TREC#1 [Fu et al., 2007b] 0.463 0.633 [Balog and de Rijke, 2008a] 0.449 0.872
Best TREC#2 [Duan et al., 2008] 0.442 0.613 [Shen et al., 2008] 0.421 0.724
Best TREC#3 [Zhu et al., 2008] 0.434 0.580 [He et al., 2008] 0.413 0.761
combined all four document features was awarded a higher MAP than all of the
methods which considered these features individually. Using a paired t-test on
the average precision values, we found the difference between our method and the
corresponding baseline to be statistically significant. This significant improve-
ment was reported for MAP only. The table shows that, according to the MAP
measure, our results were on par with the best-performing TREC submissions.
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5.2.2 UvT Dataset
Of the UvT collection topics, 981 English and 978 Dutch topics include a rele-
vance judgement and were therefore used in this experiment. We followed the
approach of Fang et al. [2011] by randomly selecting a subset of 200 (training)
topics to optimise our parameters. The remaining 781 English and 778 Dutch
topics were used for testing, thereby creating a clear distinction between the top-
ics used for training and testing. We applied the weights established using the
UvT collection to the TU collection. This allowed us to use the whole testbed of
the TU collection for testing. Table 5.6 includes some examples of the English
and Dutch queries used in the evaluation process.
Table 5.6: Example of English and Dutch queries used in the evaluation process.
English auditing accounting information systems organisation
feminism european tax law corporate governance
foreigners anorexia nervosa general economics
Dutch handhaving sportrecht beleggingsmaatschappijen
expertsystemen conflictbemiddeling godsthematiek hedendaagse
tijdreeksen vakbeweging vroege middeleeuwen
We used the training topics to search for the best fixed window size for use in
the PBM Fix baseline. We selected window sizes ranging between 0 and 10,000
words by increments of 10. Figure 5.3 shows the MAP and MRR for the selected
window sizes. We noted that the results became constant after a window size of
approximately 3,000 words as, after this point, the window sizes began to reach
the document length. The best fixed window sizes were found to be 930 and 480
words for English and Dutch documents, respectively.
Next, the σ parameter was tuned by selecting values between 10 and 1,500 in
increments of 10. During this process, the α values were set to the values used in
the previous experiment (i.e., αl = 0.2, αc = 0.5, αv = 0.3, & αr = 0.1). Figure
5.4 shows a plot of the MAP and MRR against the σ values. The highest scores
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Figure 5.3: UvT MAP and MRR for fixed window sizes between 0 and 5,000.
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Figure 5.4: UvT MAP and MRR scores plotted against σ values between
0 and 1,500.
for English documents were achieved when σ = 680, while the highest scores for
Dutch documents were achieved when σ = 530.
In the UvT experiment, we compared the performance of the adaptive window
model with that of a range of alternative baselines and other methods. Tables
5.7 and 5.8 summarise the results for the UvT and TU collections, respectively.
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Table 5.7: UvT collection - comparison of the experimental results for the
proposed adaptive window model with the results of various baselines and
other methods. The results with a significant improvement at the p < 0.05
level are indicated in italics. The best result for each measure is indicated
in boldface.
English Dutch
run MAP MRR MAP MRR
Other methods
Model 1 0.2008 ? 0.3551 0.1730 0.3382
Model 2 0.1994 ? 0.3564 0.1737 0.3374
Baselines
FBM 0.1862 0.3480 0.1784 0.3294
PBM Fix 200 0.2211 0.3909 0.2150 0.3999
PBM Fix Best 0.2313 0.3922 0.2255 0.3800
PBM Full 0.2327 0.3912 0.2254 0.4160
Single Feature
αl 0.1909 0.3508 0.1801 0.3325
αc 0.2351 0.3902 0.2305 0.3833
αv 0.2304 0.3900 0.2269 0.3821
αr 0.1945 0.3567 0.1803 0.3325
PBM Adaptive 0.2517 0.4527 0.2443 0.3983
?We did not test the significance for the other methods as the runs were not available. However,
an improvement of 25% on English and 40% on Dutch could be observed in the MAP results.
Table 5.7 consists of four parts. In the first part, we report the results ob-
tained using other methods, namely Model 1 and Model 2, which are considered
to be standard methods for the expert finding task defined by Balog et al. [2006].
In the second part, we provide data from the baseline runs, FBM and PBM Fix.
To obtain this data we tested fixed windows of three sizes: the best performing
window size found during training, a fixed window of 200 words and a window
equivalent to the size of the document. The third part reports the results found
using the adaptive window (Equation 5.2) for a single document feature. To
examine each feature individually, we fixed αl = 1 and set αc = αv = αr = 0,
for the first feature. Corresponding α-values were used for the remaining fea-
tures. Recall that αl corresponds to the document-length feature, αc to the
number-of-candidates feature, αv to the average-sentence-size feature, and αr to
the readability-index feature. The fourth part of the table contains the results
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for the adaptive window size method (PBM Adaptive). We tested the statistical
significance of the differences in our MAP results from those for the PBM Fix
baseline by applying a paired t-test.
Table 5.8: TU collection - comparison of the experimental results for the
proposed adaptive window model with the results of various baselines. The
results are categorised into four relevance judgement sets, GT1 to GT4, as
described in Table 2.7.
English Dutch
run MAP MRR MAP MRR
Baselines
PBM Fix 200 0.3047 0.3890 0.3264 0.3979
PBM Fix Best 0.3052 0.3906 0.3156 0.3918
PBM Fix Full 0.3378 0.4171 0.3544 0.4201
Single Feature
αl 0.3530 0.4339 0.3814 0.4466
αc 0.2677 0.3347 0.3067 0.3765
αv 0.3131 0.3981 0.3353 0.4058
αr 0.2677 0.3394 0.3085 0.3848
G
T
1
PBM Adaptive 0.3751 0.4596 0.3816 0.4445
Baselines
FBM Fix 200 0.3783 0.4313 0.4361 0.4656
PBM Fix Best 0.3775 0.4301 0.4280 0.4548
FBM Fix Full 0.4110 0.4575 0.4523 0.4689
Single Feature
αl 0.4093 0.4543 0.4780 0.4962
αc 0.3537 0.4051 0.4168 0.4420
αv 0.3945 0.4447 0.4412 0.4659
αr 0.3609 0.4130 0.4269 0.4537
G
T
2
PBM Adaptive 0.4331 0.4770 0.4723 0.4886
Baselines
FBM Fix 200 0.4121 0.4632 0.4429 0.4703
PBM Fix Best 0.4062 0.4545 0.4256 0.4460
FBM Fix Full 0.4327 0.4825 0.4621 0.4765
Single Feature
αl 0.4686 0.5171 0.4763 0.4958
αc 0.3721 0.4230 0.4212 0.4430
αv 0.4343 0.4854 0.4479 0.4710
αr 0.3893 0.4414 0.4356 0.4580
G
T
3
PBM Adaptive 0.4755 0.5263 0.4641 0.4812
Baselines
FBM Fix 200 0.3519 0.4395 0.3174 0.3811
PBM Fix Best 0.3496 0.4350 0.3020 0.3680
FBM Fix Full 0.3709 0.4610 0.3435 0.4062
Single Feature
αl 0.3821 0.4726 0.3472 0.4130
αc 0.3263 0.4051 0.2960 0.3540
αv 0.3539 0.4433 0.3226 0.3903
αr 0.3330 0.4118 0.2944 0.3603
G
T
4
PBM Adaptive 0.3785 0.4703 0.3462 0.4111
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5.2.3 Essex Dataset
In institutions which provide higher education, finding an appropriate supervisor
is a significant task for research students. This undertaking is extremely impor-
tant as research students are much more likely to succeed if their supervisor’s
expertise closely matches their research interests [McAlpine and Norton, 2006].
One of the main problems facing students in this regard is how time-consuming it
can be, especially if academics describe their work using terminology with which
the student is not familiar. Many students begin the supervisor selection process
by seeking peer opinions or by conducting a simple online search for relevant
information [George et al., 2006].
A student may build a picture of who is likely to have the relevant expertise
by looking for university academic staff who have written numerous documents
about the general topic, who have authored documents exactly related to the
subject, or who list the area as one of their research interests. Automating this
process will not only help research students to find the most suitable supervisors,
but it will also enable the university to allocate applications to supervisors, and
help researchers to find other professionals interested in the same topic. The
recommendation of supervisors to students is often considered to be an important
research aid in any educational institution [Lelei, 2013]. The correct matching
of student and supervisor interests has been shown to be a vital factor affecting
student achievement [Armstrong, 2004; Fang, 2012; McAlpine and Norton, 2006].
As discussed in Section 2.2.5, the candidate list is an important component of
an expert finding system. In our experiment with the Essex dataset, we compared
and contrasted two scenarios for obtaining the candidate list. In the first scenario,
the candidate list was provided beforehand. This is typical in organisational
settings where experts are drawn from the organisation’s employees (e.g. the
Chapter5. Experiments 109
university’s academic staff). In the second scenario, the system had to generate
the candidate list for each query using standard entity recognition tools. Such
lists are usually extracted automatically from the pages that are returned for
the query. This method promises to be more useful for finding experts from
a wider (and possibly more up-to-date) field of candidates. In both scenarios,
the same ranking function(s) were applied. As we constructed the dataset and
test collection ourselves, we were able to compare the results produced in each
scenario.
As described in section 2.3.1.4, the relevance judgements for this test collec-
tion consist of academics from the School of Computer Science and Electronic
Engineering at the University of Essex. To obtain a realistic list of candidates for
the first method, we decided to construct a list of academics spanning the entire
university. The University of Essex has 24 different departments and schools3
and some academics are linked to more than one department. We therefore se-
lected academics from these departments without duplication, obtaining a list of
881 unique names.
As discussed in Chapter 4, the user query was first sent to a document search
engine to extract the relevant documents for analysis (Figure 5.5). We retrieved
only those documents in which there was at least one mention of a named entity.
We limited our analysis to the top 100 of these documents.
For the second scenario, we used the Stanford Named Entity Tagger to recog-
nise named entities [Finkel et al., 2005] from the top ranked documents for each
query. This tagger uses a linear chain Conditional Random Field (CRF) sequence
model to recognise entities. According to Fang [2012], the Stanford Tagger is
considered to be one of the best publicly available named entity recognisers. Al-
3http://www.essex.ac.uk/depts/
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Figure 5.5: General system architecture shows the two methods of
using the candidate list (i.e., predefined candidate list and NER can-
didate list). The dotted lines illustrate the external tools that plugged
into the system.
though this tagger identifies different entity types, we concentrated on only the
PERSON entity type in this experiment.
We selected the proximity model with a fixed window size of 200 words (see
PBM Fix200 in section 4.4) as a baseline for this experiment. We also compared
our results for the adaptive window size method, PBM Adaptive, with those
obtained using the adaptive window sizes found by considering each document
feature separately.
The results are summarised in Table 5.9. There were two main findings. First,
the results clearly showed that the approach using a pre-defined list of candidates
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Table 5.9: Performance of the entity finding models with two methods
using the candidate list (i.e., predefined and NER lists).
run MAP MRR P@10 P@5
Fix200 0.225,18 0.233,77 0.083,33 0.070,37
PBM αl 0.237,71 0.245,79 0.087,03 0.077,77
PBM αc 0.232,96 0.242,32 0.085,18 0.074,07
PBM αv 0.280,09 0.300,40 0.092,59 0.092,59
PBM αr 0.284,57 0.289,47 0.105,55 0.129,62N
E
R
L
is
t
PBM Adaptive 0.351,13 0.388,87 0.103,70 0.140,74
Fix200 0.430,31 0.453,33 0.112,96 0.188,88
PBM αl 0.451,82 0.468,36 0.116,66 0.211,11
PBM αc 0.539,31 0.559,74 0.127,77 0.240,74
PBM αv 0.529,79 0.536,59 0.127,77 0.240,74
PBM αr 0.490,91 0.511,57 0.122,22 0.229,62
P
re
d
efi
n
ed
L
is
t
PBM Adaptive 0.556,28 0.575,17 0.127,77 0.240,74
outperforms the approach using the NER-generated list in the selected measures.
Although the NER method produced worse results, it has its merits. In some
cases, we noticed that, when using this method, the experts returned in the
results were, in fact, strongly related to the query, even though they were not part
of the relevance judgement set. Figure 5.6 shows an example of the results for the
query “Computational Intelligence Games”. Based on the relevance judgement
set, the correct answer for this query set is “Simon Lucas”. Some of the names
that appeared at the top of the result set were other experts at the University
of Essex, PhD researchers and experts from other institutions.
Second, the PBM Adaptive model, which utilises multiple document features
to generate an adaptive window for each document, significantly outperformed
the baseline approach that used a fixed window size. This was the case in both
candidate list scenarios. We tested the statistical significance of this finding
using paired t-tests applied to MAP with p<0.001. The P@5 values gave a clear
indication of the sensitivity of this measure arising from the very low number of
relevant entities for each query in the Essex dataset, on average 1.3 per query.
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The PBM Adaptive model also outperformed all of the adaptive window models
which considered only a single document feature.
It was also observed that the adaptive window model, PBM αc, which con-
sidered only the number-of-candidates feature performed the best out of all of
the single-feature models when using a predefined list of candidates. This find-
ing was in line with other experiments. However, it was interesting to note that
the reverse was found when the list of candidates was generated using the NER
method. This could be due to the noise injected when generating the candidate
list using the NER method. The average size of the candidate list generated with
the NER method was 2,664 names, approximately three times larger than the
predefined list of 881 names.
Computational Intelligence Games
Experts
…………. 
Simon Lucas
Julian Togelius
…………. 
Jon Chamberlain
…………. 
…………. 
Udo Kruschwitz
………….
………….
Hannes Rieser
………….
………….
PhD researcher
Experts from other
institutions
Relevant expert
Other expert from Essex
Figure 5.6: An example of the ranked list of experts for the “Compu-
tational Intelligence Games” query generated using the NER method.
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5.3 Entity Finding Experiment: ClueWeb09
Collection
The goal of entity search is to retrieve a list of relevant entities for a given query.
It is similar to expert finding in that both tasks provide users with concise lists
of answers. However, in entity search the answers are not limited to people; they
could be any type of entity such as organisations, products, and locations etc.
Many of the models developed for expert finding have found their place
in entity finding searches, including generative language modelling [Weerkamp
et al., 2009], statistical approaches [Fang and Si, 2015], Document-Centered and
Entity-Centered models [Wang et al., 2010], and voting models [Santos et al.,
2010]. Many systems also depend heavily on the use of external sources such as
Wikipedia to identify and extract entities [Kaptein et al., 2010].
Our system architecture for the entity finding experiment was designed as a
pipeline. We outline the retrieval framework in Figure 5.7.
Co#occurrence)model)
proximity)model)
Document)retrieval)Query)
Indri)ClueWeb)Interface)
Top)
Ranked)docs)
En??es)Extrac?on)
Stanford)NER)
En?ty))
Ranked)List)
Window)size)
)genera?on)
En??es)Ranking)
Figure 5.7: General system architecture. The boxes represent process
steps. The dotted lines illustrate the external tools that plugged into the
system.
The pipeline began with a TREC query. We analysed the narrative part of
this query by applying the OpenNLP part-of-speech tagger and extracted the
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keywords and terms mentioned in this part for use at the query expansion stage.
We retrieved 50 documents for each query using the online interface provided
by the Lemur Project4. This number of documents was chosen, following the
suggestion of Vechtomova and Robertson [2012], as it is a reasonably manageable
number of documents for subsequent in-depth analysis that still generates a
sufficient amount of text from which to extract entities. Next, we employed the
Stanford Parser to identify entities of the same target type for each retrieved
document. The list of entities on each page was considered to be part of the
candidate list for this query. We retained a master list of candidate entities,
which was the aggregate of all lists for the current query. Finally, the system
re-ranked the master list and returned the entities.
When working with the Clueweb Category B dataset, we used the Stanford
Named Entity Tagger to recognise entities [Finkel et al., 2005]. This tagger
recognises three main entity types, namely PERSON, ORGANISATION, and
LOCATION, using a linear chain Conditional Random Field (CRF) sequence
model. The classifier was trained on data from CoNLL, MUC-6, MUC-7, and
ACE named entity corpora, resulting in a fairly robust model across domains.
However, this tagger does not recognise “product” entities as the annotated
training corpora do not contain product entities. Thus, for product entities, we
selected the entities tagged by the Stanford NER Tagger to be either a person
or an organisation. This clearly produces some noise by including non-relevant
entity types in the candidate list.
The Category B subset of the ClueWeb09 dataset5 includes approximately 50
million documents. The testbed includes 20 topics with their relevance judge-
ments. To compare our system against a competitive baseline, we used the
proximity-based model, Equation 3.5, with a fixed window size. We also com-
4http://boston.lti.cs.cmu.edu/Services/clueweb09_batch/
5http://lemurproject.org/clueweb09/
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Figure 5.8: P@10 of our method, PBM Adaptive, compared to two
baselines (i.e., PBM Fix200 and FBM) for each topic.
pared the results for our approach with those obtained using the modification
of our method, PBM Adaptive, to consider each document feature separately,
as discussed in Section 5.2.2. Finally, we implemented the proposed method
(PBM Adaptive), by using the combination of document features which pro-
duced the best result during the training process.
When training, we divided the 20 queries into five groups to provide a 5-
fold cross validation. We selected a number N of α combinations for the four
document features considered. Four discrete α values (between 0 and 1) that
summed to 1 were chosen for each combination.
We evaluated the performance of the systems based on three measures: Mean
Average Precision (MAP), Mean Reciprocal Rank (MRR), and Precision at 10
(P@10). MAP was used as the primary metric. A summary of the results is
shown in Table 5.10.
The results showed that the adaptive window size method made a modest
MAP improvement over the baseline. It was also noticeable, when looking at
the MAP measure, that the baseline performed better than the adaptive window
size calculated on the basis of only one document feature. The MRR and P@10
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Table 5.10: Summarised results for the adaptive-window method com-
pared to the baselines. The highest scores for each evaluation matrix are
typeset in boldface. We measured the statistical significance using a paired
t-test and use M to indicate p < 0.05
PBM Fix200 Single Feature PBM Adaptive
PBM αl PBM αc PBM αv PBM αr
MAP 0.2501 0.2418 0.2164 0.2292 0.2219 0.2619
MRR 0.7083 0.7395 0.6510 0.7135 0.6718 0.7500M
P@10 0.2438 0.2594 0.2347 0.3177 0.2574 0.3715M
measurements showed a more significant improvement over the baseline, which
may indicate that the adaptive window size method returned reliable results at
the top of the retrieved list.
Figure 5.8 enables a comparison between the P@10 measure6 values for every
topic for the adaptive window size method, PBM Adaptive, with those obtained
for the two baselines, i.e., the frequency-based baseline, PBM, (Equation 3.2)
and the proximity-based baseline with a fixed window size of 200, PBM Fix200.
We can see that the PBM Adaptive method outperformed the two baselines in 15
topics out of 20. It is interesting to note that PBM Fix200 performed particularly
well for three topics (7th, 18th and 20th).
In order to obtain a more detailed evaluation of the methods, we compared
the MAP and MRR for each entity type separately (see Figure 5.9). This figure
shows diverse results based on the entity type. We noticed that, although the
entities of the “product” type generally had the lowest results, applying the
adaptive window size method enhanced this score by approximately 46% which
is much more than for other entity types (e.g., organisation 6%, person 22%).
6We selected the P@10 measure so that we could see the results for each topic individually
as well as to be able to compare the results with other work.
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Figure 5.9: MAP and MRR results for the adaptive window size method,
PBM Adaptive, and the baseline, PBM Fix200, grouped by entity type
(i.e., organisation, person, product).
5.4 Exploring Query Expansion and
Alternative Document Retrieval Algorithms
Query expansion techniques have proved to have an impact on performance for
many retrieval tasks. In this section, we discuss our research on query expansion
in the entity finding domain. Our experiment examines a number of methods
for query formulation including the thesaurus-based, relevance feedback, and ex-
ploitation of NLP structure expansion algorithms. We have incorporated a query
expansion component into our entity finding pipeline. We use the CERC collec-
tion (section 2.3.1.2) to evaluate a variation of our approach that incorporates
this component.
We begin this section with a discussion of the query expansion techniques
compared in this experiment. Three main sources have been used for query
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expansion: the original query, the narrative part, and the retrieved documents,
as detailed in Table 5.11.
Table 5.11: Query expansion methods used in this experiment.
Tag Query expansion
method
Data sources
QE1 Thesaurus-based Query term
QE2 Stop word removal Narrative Part
QE3 Collocations Narrative Part
QE4 Relevance feedback Retrieved documents
The use of different query expansion algorithms may produce disparate in-
fluences on the overall performance of expert finding systems. In some cases,
applying query expansion can result in a worse performance, as observed in [Wu
et al., 2008]. One of the main problems that may have an impact on query ex-
pansion for expert finding is topical drift, as discussed by Macdonald and Ounis
[2007].
The following query expansion methods were evaluated in this experiment:
Relevance feedback
In relevance feedback, users are involved in the retrieval process by giving feed-
back on the relevance of the documents returned, thereby helping to revise result
sets. However, in some scenarios, as in our applications, user involvement tends
to be somewhat limited. In such cases, we resort to pseudo-relevance feedback,
which automates the process of relevance feedback by assuming that the top k
ranked documents7 are relevant. Using this assumption, one can revise the initial
result set. In this experiment, we used the Rocchio algorithm [Rocchio, 1971] for
7We have used the default value of k = 10. It may be possible to further improve the
performance of this method by varying k, but we have left this for future work.
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relevance feedback. We have incorporated the algorithm implementation for the
Lucene search engine8 into our approach.
Thesaurus expansion
When implementing thesaurus expansion, we used WordNet9 to automatically
extract synonyms. Using this method, we normalised each query by removing
the stop words and punctuation. Next, we expanded each term in the query with
synonyms and related words.
Stop word removal
This approach is very common in TREC runs [Duan et al., 2008; SanJuan et al.,
2008]. After deleting all of the stop words, we used the query’s narrative field
(see Figure 2.6) to expand the query.
Collocations
According to Manning and Schu¨tze [1999], “a collocation is an expression con-
sisting of two or more words that correspond to some conventional way of saying
things”. In this work, we used tag patterns to represent collocations. Table
5.12 outlines the tag patterns (suggested by Justeson and Katz [1995]) that were
used in this experiment. Figure 5.10 gives an example of a query expansion using
collocation patterns and stop word removal.
We evaluated our expert finding system after integration with different query
expansion and document retrieval methods. The results were calculated using
two standard metrics: the mean average precision (MAP) and the mean recip-
rocal rank (MRR). Details of the performance of the expert finding system with
respect to these metrics are provided in Table 5.13. We tested three document
retrieval algorithms: the Vector Space Model (VSM), Language Modelling (LM),
and BM25. The results showed that using different query expansion algorithms
appears to have an influence on the overall performance. For instance, with QE1,
8http://lucene-qe.sourceforge.net
9http://wordnet.princeton.edu
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Table 5.12: Parts of speech tag patterns as suggested by Justeson and
Katz [1995] where A is an adjective, N is a lexical noun (i.e. not a
pronoun) and P is a preposition.
Tag Pattern Example
A N linear function
N N regression coefficients
A A N Gaussian random variable
A N N cumulative distribution function
N A N mean squared error
N N N class probability function
N P N degrees of freedom
Narrative:
Different techniques for slag granulation, use of 
waste heat, use of different materials to replace 
traditional Portland cement (e.g. geopolymers)
- “slag granulation”
- “waste heat”
- “traditional Portland cement”
- “Portland cement”
Collocations: -Stop words:
different techniques slag
granulation waste heat different
materials traditional Portland
cement geopolymer
Figure 5.10: Comparison between using collocation patterns and re-
moving stop words in the narrative part of the query CE-017.
the performance declined by approximately 4% to 10% when compared to the
baseline, QE0, in which no query expansion was used. Of the query expansion
techniques used in this experiment, QE3 proved to have the greatest impact
with an improvement of up to 14.8% over the baseline. On the other hand, it
was clear that the document retrieval algorithms had a slight effect, which may
indicate the stability of the retrieval model. However, when we compared the
three document retrieval algorithms, the improvement over the baseline for the
results obtained using the language-modelling algorithm was marginally better
than that for the other algorithms. The results also suggested that, generally,
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the percentage improvements in the MRR results were slightly higher than the
percentage improvements in the MAP results. Our results seemed to be consis-
tent for all test collections, with no clear pattern emerging as to which was more
sensitive to the query expansion methods employed.
Table 5.13: Results for the implementation of different query expansion
techniques in the expert finding system. The best scores are in boldface.
The significance for each document retrieval algorithm is tested against the
baseline using a two-tailed paired t-test. We use M to indicate p < 0.01.
TREC 2007 TREC 2008
MAP MRR MAP MRR
QE0 (baseline) 0.5022 0.7313 0.4464 0.7956
QE1 0.4804 0.7145 0.4351 0.7740
QE2 0.5102 0.7741 0.4618 0.8434
QE3 0.5242 0.7957M 0.4776M 0.8495MV
S
M
QE4 0.5137 0.7807M 0.4724 0.8411M
QE0 (baseline) 0.5089 0.7336 0.4514 0.7976
QE1 0.4907 0.7117 0.4441 0.7726
QE2 0.5252 0.8071M 0.4639 0.8517M
QE3 0.5937M 0.8766M 0.5140M 0.9228ML
M
QE4 0.5819M 0.8583M 0.5084 0.9137M
QE0 (baseline) 0.5210 0.7634 0.4573 0.8161
QE1 0.4975 0.6810 0.4455 0.7553
QE2 0.5535 0.7440 0.4763 0.8656M
QE3 0.5662M 0.8157M 0.5022 0.9376MBM
25
QE4 0.5605 0.7978 0.4962 0.9293M
The results in the above table show that the best performance was achieved
using the collocation query expansion and language modelling document retrieval
algorithms.
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5.5 Summary
In this chapter we presented an experimental evaluation of our adaptive window
size approach to the entity and expert finding tasks. We began by performing
a pilot study to confirm the validity of our approach, Section 5.1. The W3C
dataset and test collection were used in this study. Three document features (the
document-length, number-of-candidates, and average-sentence-size) were used in
the calculation of the size of the adaptive window for use with our model. The
performance of our model was compared with the performance of a number of
baseline models. The results of the pilot study showed that our model does
improve on these baseline models. They also showed that the behaviour of our
model changes when each document feature is used, in isolation, to calculate
the size of the adaptive window. This finding motivated us to investigate the
incorporation of additional document features into the calculation of the adaptive
window size. Subsequent experiments incorporated a fourth feature, namely the
readability-index, into this calculation.
We next evaluated the adaptive window size approach using a variety of data
sets for expert finding in Section 5.2, and entity finding, in Section 5.3. The
combination of these results shows us that the adaptive window size approach
generalizes well across datasets.
Finally, in Section 5.4, we investigated further refinements that could be made
to our approach, including query expansion techniques and different document
retrieval algorithms. Of the different query expansion techniques evaluated, it
was found that the collocations method resulted in the greatest improvement in
performance. We also found that language modelling document retrieval algo-
rithms produced better outcomes.
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While this chapter discussed the results for each experiment independently,
the next chapter will look more generally at the results across all experiments
in order to investigate the overall improvement over the baseline afforded by our
approach. Moreover, we shall reflect on the different document features used in
our model and discuss the effects of using other languages on the performance of
our approach. We shall conclude with a consideration of some of the limitations
of our work.
6
Discussion
In this chapter we evaluate the performance of the adaptive window size method
for entity finding on the overall retrieval process. As shown in the previous
sections, the proposed method generally improves the entity finding system by
combining different document features to generate a unique window size for each
document. We compare the different methods used in this thesis, and discuss the
implications and limitations of our research.
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6.1 Method Comparison
An analysis of our findings shows that the proposed adaptive window size method
performs better than methods incorporating fixed window sizes on the same
test collection. In Table 6.1, we present the percentage change in the system
performance obtained by applying our method, rather than a proximity based
method with a fixed window size of 200 words. We calculate the percentage
improvement using the Mean Average Precision (MAP) and Mean Reciprocal
Rank (MRR) metrics. The MAP metric shows an average improvement across
all datasets of about 11% with our proposed approach, whereas the MRR metric
shows an average improvement for all datasets except the UvT, when searching
for Dutch queries, of about 8.5%.
Table 6.1: Percentage change between the PBM Adaptive method and
the baseline, PBM Fix200 method, for the Mean Average Precision (MAP)
and Mean Reciprocal Rank (MRR) measures.
MAP MRR
W3C 2005 +17.24% +6.55%
2006 +10.26% +8.66%
CERC 2007 +9.92% +18.66%
2008 +11.19% +1.78%
UvT English +13.84% +15.81%
Dutch +13.63% −0.4%
TU-GT1 English +23.1% +18.15%
Dutch +16.91% +11.71%
TU-GT2 English +14.49% +10.6%
Dutch +8.3% +4.94%
TU-GT3 English +15.38% +13.62%
Dutch +4.79% +2.32%
TU-GT4 English +7.56% +7.01%
Dutch +9.07% +7.87%
Essex NER +55.99% +66.52%
Predefined+29.30% +26.93%
Entity +4.72% +5.89%
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6.2 Document features
We evaluate the use of four document features to determine the size of the adap-
tive window, namely: document length, number of candidates, average sentence size,
and readability index. A comparison of these features suggests that the num-
ber of candidates has the strongest impact on the window size, and so it has
been given an increased weight in our formula for the adaptive window size.
This means that documents with a high density of candidate evidence are asso-
ciated with larger proximity windows. There are a number of exceptions, such
as when the accuracy of the identification of candidate experts is unclear, for
instance, when we do not have a pre-defined list of candidates as was the case
when working with the ClueWeb09 collection, or when dealing with a differ-
ent language. These exceptions will be discussed in further detail later in this
chapter. By contrast, the readability index feature generally has a low impact.
We found that tuning the window size based on this feature provides only very
limited improvement in performance.
Our analysis also showed that the document length feature has only a weak
impact on performance with the W3C, CERC and UvT datasets. However, it
shows a stronger effect on search performance with ClueWeb09. This could reflect
the nature of the test collections, as ClueWeb09 contains documents of greatly
varying lengths, whereas the other collections are more homogeneous with respect
to the length of their documents. The final feature, average sentence size, has
an average impact on all collections.
It has been established through previous experiments that the best results
are obtained when these features are combined. In fact, in some cases, actu-
ally applying the features individually may produce worse results than the fixed
window baseline. This can be seen in Table 5.10.
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6.3 Language
In previous experiments, we observed that the influence of the document fea-
tures was affected by a number of factors, with one of the most significant being
the language of the collection. For instance, in the UvT experiment, variations
between the results for the English and Dutch queries could be seen. In Figure
6.1, we display the MAP values for various combinations of α. The coloured
bars on the x-axis represent the combinations of α values used in each trial. The
contribution of each α value is depicted using a different colour. The percentage
contribution of each α value used in the combination is indicated by the pro-
portion of the label made up of that colour. Where there are fewer than four
coloured areas in a label, the missing coloured areas correspond to α values which
are set to zero in the corresponding α combination. The y-axis shows the MAP
value obtained when the experiment was run with the window size determined
using the α combination represented by the x-label. For instance, the best MAP
value for the English collection was 0.264 which was obtained with the α com-
bination of αl = 0.1, αc = 0.6, αv = 0.0, and αr = 0.3. It can be seen that
the number of candidates and document length have the strongest impacts on
performance when searching for English queries, whereas average sentence size
and document length are the most influential for Dutch queries.
Our analysis of the UvT experiment (Section 5.2.2) showed that our method
performed better when applied to English queries. We have also noticed disparate
effects for the document features, depending on the language of the documents
and queries. Although the application of our method resulted in an improvement
over the baselines, this improvement was smaller than that observed for previous
datasets, Sections 5.2.1 and 5.1. One of the reasons for this could lie in the
nature of the dataset. A large proportion of the UvT dataset consists of highly
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Figure 6.1: The MAP results for the adaptive window size method
using a number of feature-combinations and single features for English
and Dutch queries on the UvT collection.
structured documents with rich metadata that our method did not utilise. Alter-
natively, this could have been due to the lack of language-specific normalisation
prior to processing the documents. Many other issues arise when dealing with
different languages, but we leave these for future work and further experiments.
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6.4 Limitations
Our findings are subject to a number of limitations. One such limitation is that
our approach does not take into account the wealth of additional information
and other characteristics that individual documents may offer. Many expert
finding models have benefited from considering special document aspects such
as document structure, or candidate aspects such as social networks existing be-
tween candidates. We chose not to incorporate such aspects into our model as
we aimed to design a general approach. For instance, to incorporate document
structure, we would need to consider only a specific type of document. Moreover,
it would be hard to generalise our approach from expert-finding to entity-finding
if we constructed and incorporated the candidate’s social network into the model.
However, our approach may not be as accurate as other approaches which con-
sider these features.
The second limitation is that our approach may not be as efficient as ap-
proaches which use passage retrieval to identify specific parts of documents rel-
evant to a query. The document retrieval process used in this thesis (see section
2.1) employs a similarity measure which is applied to whole documents to esti-
mate how relevant each (whole) document is to the user’s query and returns a
list of relevant documents as an answer to this query. However, other retrieval
strategies such as passage retrieval [Kaszkiel and Zobel, 2001] exist for answering
the user’s query and these may be more efficient, both in terms of system perfor-
mance and in satisfying the user’s information need. In passage retrieval, each
document in the collection is regarded as a set of passages. Each one of these pas-
sages is a contiguous block of text. Instead of computing the similarity for each
document as a whole, the similarity is computed for each passage. User queries
are then answered with a list of passages, rather than a list of documents. Pas-
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sage retrieval has been shown to be effective in IR situations, particularly when
documents are long or include multiple changes of topic. Our approach is not
as effective in these situations as it returns only a list of whole documents that
gives the user little indication of where the desired information may be found in
each document.
The techniques used for the evaluation of our approach are another limitation
of the work presented in this thesis. Our systems were evaluated using only the
Cranfield approach [Voorhees, 2002] to oﬄine evaluation. In this approach, a
set of pre-judged queries is used to determine the effectiveness of a retrieval
approach on a given test collection. Perhaps a more effective approach is to use
online evaluation. In online evaluation, typical users evaluate the retrieval system
by using it in a controlled setting. This approach was rarely used until recently
as it was expensive and difficult to complete correctly. The main obstacle lay in
the difficulty of gathering a sufficiently large and representative sample of actual
users of the retrieval system. The situation has changed with the development of
crowdsourcing methods that facilitate the gathering of such large representative
samples from online communities. As online evaluation is now a more feasible
approach, some questions have been raised about the validity of oﬄine evaluation
for analysing retrieval approaches [Peters et al., 2012].
A number of other limitations of the work presented in this thesis are appar-
ent. Some of these have arisen from the datasets that have been used for our
experiments. Generally, we have used general-purpose test collections to evalu-
ate our approach. Consequently, every experiment that we have performed can
only be generalised within the context of this data. The results for each experi-
ment may only provide a limited insight into the performance of the system on
data that goes beyond the specific collection tested. In addition, we have only
considered a limited number of types of entities in our experiments. It is unclear
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whether our approach will provide the same level of performance improvement
for other types of entities. Further limitations are caused by the way in which
we have set the parameters for the experiments. In our experiments, we set our
parameters to discrete values which are cut off at step points. This is only one
way of exploring the search space: genetic algorithms and regression analysis,
for instance, may provide better alternatives for parameter selection.
6.5 Summary
In this chapter, we considered some general issues in relation to our adaptive win-
dow size approach. We first discussed the method’s overall performance across
the different datasets used in this thesis, thereby analysing the overall improve-
ment over the baseline performance achieved when applying the adaptive window
size approach. We then discussed the document features which we have used to
calculate the window size for the main component of our adaptive window size
approach. Next, we considered the generalisation of our approach to other lan-
guages and demonstrated how this changes the relative importance of different
document features in determining the optimal adaptive window size. Finally,
we considered some the limitations of our work. In the next chapter, we shall
elaborate on the overall conclusions that may be drawn from our work, revisit
our research questions, and discuss some directions for future research.
7
Conclusion
In this chapter, the key findings and conclusions from our research are sum-
marised. We review the approaches developed during the research and the obser-
vations made while answering the research questions. Finally, we discuss possible
future directions for research and the potential to extend our results.
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The main motivation for this research was to develop an adaptive, well-
founded, general-purpose approach to entity finding. Entity finding applications
consider a number of different types of entities such as products, organisations,
and locations. In this thesis, we mainly focus on expert finding, but we also
demonstrate in Section 5.3 that our proposed method could also be applied to
other types of entities.
The entity finding task was addressed by using a state-of-the-art two stage
model. The first stage of this model comprised the retrieval of documents relevant
to the user’s query. In the second stage, the most relevant entities were extracted
from these documents. The association between the candidate entities and the
query terms was defined, based on both the frequency of the candidate evidence in
the relevant documents and the proximity between the query terms and candidate
evidence in these documents.
In Part I of this thesis, an adaptive window size model was introduced. This
model was used to enhance the proximity association between candidate entities
and queries. The model utilised a number of document features in order to
select the window sizes for proximity searches in each document. The document
features considered were the average sentence size, number of entities in the
document, document length, and a readability index.
Part II of the thesis focused on the thorough evaluation of the adaptive
window size model on a variety of datasets. In particular, the W3C, CERC,
UvT/TU, and Essex datasets, and the ClueWeb09 entity finding collection were
used. Our approach was tested using two languages (i.e., English and Dutch)
and in two different applications, namely, Expert and Entity Finding. The im-
pact of different document features on the window size differed, depending upon
the nature of the test collection employed. Experimental results showed that our
proposed method not only out-performed baseline methods across the aforemen-
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tioned datasets, but it also demonstrated the potential to use more generalised
input data arising from varying environments, languages, and applications.
7.1 Answers to Research Questions
We can now return to our original research questions.
RQ1: Can the state-of-the-art in entity finding be pushed forward by employ-
ing document features to determine the size of the window in proximity-based
approaches?
We have been able to answer this question positively by comparing
the results of applying a state-of-the-art entity finding model with a
fixed window size to those obtained with the adaptive window ap-
proach.
Our experiments showed that the use of the adaptive window
method provided a significant improvement over the baselines. We
initially used three document features to generate the adaptive win-
dow. These were the document length, number of candidates, and
the average sentence size. This led to an investigation of the use of
a fourth feature, namely, a readability index, (Sections 5.2 and 5.3).
We found that individual features, when considered in isolation, did
not give as much of an improvement as a combination of features.
The application of the combination of the four features considered in
this thesis allowed for the confirmation of our original findings, and
provided a significant improvement over the current baselines. This,
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in turn, supported an affirmative answer to this research question.
RQ2: Will an adaptive-window-size approach to entity finding be robust across
different types of named entities and different types of document collections?
The experimental results presented in Chapter 5 demonstrate the
consistency of the behaviour of the developed models across document
collections. We evaluated our approach on document collections of
different types. For instance, we tested our model on an enterprise
collection (Section 5.2.1), and in academic environments (Sections
5.2.2 and 5.2.3), as well as on an internet collection of a much larger
scale (Section 5.3).
In addition to evaluating our model on a variety of collection
types, we tested our proposed method on documents in different lan-
guages. In particular, we investigated the use of a dataset that was
bilingual in English and Dutch (Section 5.2.2). The results obtained
clearly showed that our approach has the potential to be applied to
document collections and queries in different languages.
Although most of the experimental evaluation was carried out on
the task of finding people, we also evaluated our approach on other
named entities, including organisation and product entities (Section
5.3).
The results of our investigations suggest that our approach gener-
alizes effectively across different environments, document types, lan-
guages, and entity types.
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7.2 Future work
Although we have successfully addressed our research questions, a number of
questions remain unanswered and new questions continue to emerge. Here, we
discuss several avenues for future research that have arisen during the course of
our research.
Our work involved the development of an adaptive window size approach to
entity finding in which three document features were considered for the calcula-
tion of the window size for each document. Based on our preliminary evaluation
of this system, we decided to investigate the inclusion of an additional document
feature into our model. It would be interesting to seek other document features
that may have an impact on the window size. In particular, we plan to consider
features related to the types of data being considered and to assess their effects
on the window size. For example, data obtained from social media might have
specific features that could be incorporated into the window size calculation.
Moreover, it might be interesting to consider a group of features that could be
employed to measure the level of formality expressed in each document.
Although we evaluated our method on an English-Dutch bilingual dataset
(Section 5.2.2), we did not implement any special language-dependent processing
for the documents. It would be interesting to determine whether incorporating
specific preprocessing steps for the Dutch language (e.g. Dutch stop words, stem-
ming, etc.) would yield more informative results. We plan to further investigate
the adaptive window-size approach on document collections in other languages
such as Arabic and to determine whether the approach provides similar perfor-
mance enhancements. This investigation will enable us to identify whether there
are other language-specific document features that can be incorporated into our
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model in order to enhance the performance of its application to document col-
lections in other languages.
Our current work has a number of limitations (Section 6.4). Each of these
limitations could give rise to a direction for future work. For instance, we could
incorporate more user-specific data when implementing our entity search sys-
tem. To do this we could incorporate social aspects into our approach to see
whether this would improve our findings to a degree that justifies the compli-
cations injected into the system by adding such extra parameters. We could
address another limitation in future work by incorporating a passage retrieval
component into the underlying search engine in place of the current document
retrieval component. Passage retrieval has already been implemented and has
proven very successful for similar information retrieval tasks such as Question
Answering [Dumais et al., 2002; Tellex et al., 2003]. Finally, we could perform
a more rigorous evaluation of our approach by running a set of user-oriented
(online) evaluations. According to Peters et al. [2012], system-oriented (oﬄine)
IR evaluation is not sufficient by itself, and user-oriented evaluations are equally
important when producing an effective operational system. This is because user-
oriented evaluations would consider factors other than system performance alone.
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TREC Results
Table A.1: TREC 2005 Expert-Finding Results [Craswell et al., 2005]
Run MAP r-prec bpref P@5 P@10 P@20 P@30 P@100 P@1000 RR1
THUENT0505 0.2749 0.3330 0.4880 0.4880 0.4520 0.3390 0.2800 0.1142 0.0114 0.7268
MSRA054 0.2688 0.3192 0.5685 0.4080 0.3700 0.3190 0.2753 0.1306 0.0131 0.6244
MSRA055 0.2600 0.3089 0.5655 0.3920 0.3580 0.3150 0.2733 0.1308 0.0131 0.5832
CNDS04LC 0.2174 0.2631 0.4299 0.4120 0.3460 0.2820 0.2240 0.0942 0.0094 0.6068
uogES05CbiH 0.1851 0.2397 0.4662 0.3800 0.3160 0.2600 0.2133 0.1130 0.0113 0.5519
PRISEX3 0.1833 0.2269 0.4182 0.3440 0.3080 0.2530 0.2087 0.1026 0.0103 0.5614
uams05run1 0.1277 0.1811 0.3925 0.2720 0.2220 0.2000 0.1753 0.0944 0.0094 0.4380
DREXEXP1 0.1262 0.1743 0.3409 0.3120 0.2500 0.1760 0.1467 0.0720 0.0072 0.4635
LLEXemails 0.0960 0.1357 0.2985 0.2000 0.1860 0.1530 0.1213 0.0628 0.0063 0.4054
qmirex4 0.0959 0.1511 0.2730 0.2360 0.1880 0.1390 0.1233 0.0534 0.0053 0.4189
Table 5: Expert search results, the run from each of the 9 groups with the best MAP, sorted by MAP. The best in each
column is highlighted. (An extra line was added to show the run with best P@100.)
Group Authored topics Assigned topics Total
A 7 8 33 41 52 24 12 25 48 60 10
B 4 37 43 51 60 27 13 26 49 9
C 6 11 20 34 48 46 14 37 50 9
D 9 19 58 1 15 27 38 51 8
E 3 15 23 31 35 2 16 28 39 52 10
F 5 10 14 16 36 3 17 29 40 53 10
G 1 2 25 26 53 4 18 41 54 9
H 39 40 50 56 5 19 30 42 55 9
I 18 30 45 6 31 36 43 56 8
J 12 32 47 55 57 7 20 44 46 9
K 22 29 38 42 49 8 21 32 45 9
L 13 17 21 28 44 54 59 9 22 33 57 11
M 10 23 34 47 58 5
N 11 24 35 59 4
Table 6: Topic assignments for relevance assessment. “Authored topics” were created by that group. “Assigned topics”
were assigned to that group by NIST for judging.
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Table A.2: TREC 2006 Expert-Finding Results. The table is sorted
according to MAP for the best run in each group as reported in [Sobo-
roff et al., 2006]
Run MAP R-prec bpref P@5 P@10 P@20 MRR
kmiZhu1 0.4421 0.4835 0.4986 0.6612 0.5633 0.4459 0.8369
SJTU04 0.3943 0.4304 0.4581 0.5714 0.5204 0.4143 0.8132
SRCBEX5 0.3602 0.4092 0.4299 0.5551 0.4735 0.3969 0.7350
IBM06MA 0.3346 0.3829 0.4135 0.5878 0.4878 0.3602 0.7339
PRISEXB 0.3345 0.4203 0.4228 0.5429 0.4571 0.3847 0.6695
UvAprofiling 0.3016 0.3637 0.3743 0.4980 0.4265 0.3582 0.7177
FDUSF 0.2796 0.3148 0.3356 0.4653 0.4041 0.3204 0.6767
UMaTiDm 0.2740 0.3205 0.3350 0.4980 0.4102 0.3204 0.6344
THUPDDFBS 0.2573 0.3035 0.3155 0.4082 0.3673 0.3020 0.6117
DUTEX2 0.2290 0.2918 0.3028 0.4898 0.3898 0.3031 0.6703
qutbaseline 0.2110 0.2561 0.2527 0.4082 0.3531 0.2694 0.6115
ex3512 0.2031 0.2466 0.2724 0.3959 0.3286 0.2786 0.6481
UIUCe2 0.1650 0.2271 0.2582 0.3143 0.2898 0.2347 0.5874
ICTCSXRUN01 0.1648 0.2338 0.2497 0.2857 0.2347 0.2143 0.4245
UMDemailTLNR 0.1410 0.2015 0.1997 0.3388 0.2980 0.2357 0.5561
uwXSHUBS 0.1389 0.2028 0.1938 0.3551 0.2878 0.2449 0.5185
uogX06csnQE 0.1387 0.2046 0.2180 0.3061 0.2551 0.2071 0.5430
PITTPHFREQ 0.1117 0.1843 0.1744 0.3143 0.2857 0.2031 0.5085
allbasic 0.0996 0.1479 0.1409 0.3020 0.2429 0.1786 0.5233
sophiarun1 0.0934 0.1415 0.1322 0.3184 0.2449 0.1582 0.4646
SPlog 0.0781 0.1179 0.1470 0.2000 0.1694 0.1347 0.4265
l3s2 0.0714 0.0827 0.0820 0.3429 0.1755 0.0878 0.5840
body 0.0484 0.0809 0.1004 0.1224 0.1122 0.0918 0.2606
Table 5: Expert ranking with retrieval of a correct supporting document required. Runs in
italics are manual runs.
Table A.3: TREC 2007 Expert-Finding Results as reported in [Bailey
et al., 2007a]
Table 3: Document search results for the feedback run with the highest MAP from each group,
after promotion of the feedback documents.
Group Run MAP NDCG P@20
Waterloo uwRF 0.500 0.7 7 585
UvA uams07bfbex 0.47 0.750 .555
UALR UALR07Ent3 0.449 0.720 0.526
DUT DUTDST3 0.424 0.696 0.523
Glasgow uogEDSCLCDIS 0.411 0.714 0.482
Fudan FDUFeedT 0.399 0.693 0.498
SJTU SJTUEntDS04 0.387 0.706 0.501
Iowa uiowa07entD4 0.370 0.672 0.474
CSIRO CSIROdsQfb 0.256 0.435 0.436
Table 4: Expert ranking scores. The best run in each group according to MAP is shown.
Group Run MAP P@5 P@20
Tsinghua THUIRMPDD4 0.4632 0.2280 0.0910
SJTU SJTUEntES03 0.4427 0.2360 0.0910
OU ouExTitle 0.4337 0.2520 0.0950
CAS ExpertRun02 0.3689 0.2040 0.0790
CSIRO CSIROesQnarr 0.3655 0.2240 0.0770
Wuhan WHU10 0.3399 0.1960 0.0710
Glasgow uogEXFeMNZcP 0.3138 0.2200 0.0800
UvA uams07exbl 0.3090 0.2080 0.0790
DUT DUTEXP1 0.2630 0.1400 0.0580
Fudan FDUn7e3 0.1788 0.1440 0.0610
Beijing PRISRR 0.1571 0.0920 0.0440
Twente qorwnewlinks 0.1481 0.1080 0.0540
Peking zslrun 0.0944 0.0600 0.0220
Hyberbad AUTORUN 0.0939 0.0560 0.0330
UALR UALR07Exp1 0.0200 0.0160 0.0130
made independently the same observation and used the percentage of links to seperate layout
from content and weight the latter stronger. Tsinghua reports an improvement using Pagerank
and HITS, but the improved results are lower than the Lemur language modelling baseline
without static weighting reported by RMIT. The participants who used the narrative, e.g. for
query expansion, report improved e↵ectiveness over their baseline systems.
3.2 Expert search
Expert finding systems participating in the 2007 enterprise track had to return email addresses to
identify candidate experts. Since no canonical list of candidate experts could be made available,
the track required participants to extract the email addresses of the ‘key people’ from the data.
Participants submitted 45 automatic, 4 feedback and 6 manual runs.
The evaluation results, summarized in Table 4, measure the quality of the ranked list of
people using traditional retrieval measures including MAP and precision at fixed ranks.
Tables 6 and 5 summarize the results of the feedback and manual runs. For expert search,
the best runs are manual runs, but notice how many automatic runs have outperformed the
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Table A.4: First 20 results of TREC 2008 Expert-Finding task [Balog
et al., 2008]we present a brief summary of participants’ approaches.
Run Group Type Fields MAP MRR
UvA08ESweb UAmsterdam auto q 0.4490 0.8721
ICTI3Sexp01 CAS auto q 0.4214 0.7241
uogTrEXfeNPC UGlasgow auto q 0.4126 0.7611
FDURoleRes Fudan auto qn 0.4114 0.7516
THUPDDlchrS Tsinghua auto q 0.3846 0.7419
WHU08NOPHR Wuhan auto q 0.3826 0.6770
utqurl UTwente auto q 0.3728 0.7647
UCLex04 UC-London auto q 0.3476 0.6759
DERIrun3 NUI-Galway auto q 0.2619 0.6212
LiaIcExp08 UAvingon manual qn 0.2513 0.8545
pristask204 BUPT manual qn 0.0977 0.2343
Table 2: The top run from each group by mean AP, showing the mean AP and mean RR scores
for each. Reported results use the o cial qrels.
UAmsterdam used a combination of multiple approaches; a proximity-based version of their
candidate model (Model 1B), the document-based model (Model 2), and a Web-based
variation of Model 1B (to bring in external evidence). Additionally, they applied profile-
based query expansion. (Balog and de Rijke, 2008)
CAS focused on identifying authoritative persons by constructing a recommendation network
of persons, then applying the PageRank algorithm on this network. In addition, di↵erent
weights were assigned to various types of person occurrences. (Shen et al., 2008)
UGlasgow applied a proximity-based variation of their Voting Model. They also investigated
expanding candidate profiles with Web evidence. (He et al., 2008)
Fudan introduced two methods to judge whether a person is more likely to be an expert. One
method is to determine the roles of a person by the context of pages; the other is to judge
the authority of a person by exploiting the structure of specific document types. (Yao
et al., 2008)
Tsinghua investigated the combination of profile-based and document-based methods. Link
analysis and homepage detection were performed to identify high quality documents. They
also experimented with automatic query type identification. (Xue et al., 2008)
Wuhan developed a model that considers the probability of query generation separately for
di↵erent expert identifiers; the ambiguity of abbreviated person names was also addressed.
Additionally, they adopted a method to detect phrases in the query. (Jiang et al., 2008)
UTwente combined the intranet-based ranking (produced using their infinite random walk
based expert finding method) with various rankings obtained from the Web using search
engine APIs. (Serdyukov et al., 2008)
UC-London uses a document-centric generative approach, and investigates the use of anchor
texts and in-degree counts. Associations between candidates and query terms are captured
using a combination of windows of di↵erent sizes. (Zhu, 2008)
NUI-Galway used genetic programming to find ranking functions, both for profiles-based and
for document-based approaches. (Cummins and O’Riordan, 2008)
