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1. Introduction 
Subfunctions and solutions of differential inequalities have been 
used for many years in dealing with existence theorems and properties 
of solutions for both ordinary and partial differential equations. In 1915 
in one of the earliest such applications Perron [l] used solutions of 
differential inequalities to establish the existence of a solution of the 
initial-value problem for the first-order equation y’ =f(~, r). 
In a remarkable paper published in 1923, Perron [2] used subharmonic 
functions to study the Dirichlet problem for harmonic functions for 
bounded plane domains. By using properties of subharmonic functions 
and the fact that the Dirichlet problem for circles is solvable, a general- 
ized solution of the Dirichlet problem for a bounded domain is obtained. 
The generalized solution is harmonic in the interior of the domain and 
the question of whether or not it assumes the specified boundary value 
at a boundary point can be dealt with separately. 
In the next few years a more complete investigation of properties of 
subharmonic functions was carried out by F. Riesz [3]-[5]. It was 
* This paper is based on a series of lectures given during the summer of 1967 at the 
Rocky Mountain Symposium in Ordinary Differential Equations sponsored by the 
Associated Rocky Mountain Universities. 
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observed by a number of authors that results in function theory and 
potential theory such as the Liouville Theorem and the Phragmen- 
Lindelof Theorems depend only on properties of subharmonic functions. 
Subsequently various authors, Tautz [6], Beckenbach and Jackson [7], 
Inoue [8], J ac k son [9], and a number of others, examined the Perron 
method of attacking the Dirichlet problem to determine the properties 
of harmonic functions and subharmonic functions which are essential 
for the success of the method. This led to the successful application 
of the Perron method to the study of the Dirichlet problem for more 
general elliptic partial differential equations including certain types of 
nonlinear equations. These methods also led to Liouville Theorems and 
Phragmen-Lindelof Theorems for more general elliptic equations (see, 
for example, [lo]-[13]). 
If one is concerned with ordinary rather than partial differential 
equations, the program analogous to generalizing harmonic functions 
and subharmonic functions is to generalize linear functions and convex 
functions. There is an extensive literature in this area starting with a 
paper by Beckenbach [14] published in 1937. The papers [ 15]-[18] 
constitute a small sample of work on this theme. In most of these papers 
the authors deal with second-order ordinary differential equations for 
which it is assumed that all boundary-value problems are uniquely 
solvable. It is then shown that certain properties of convex functions 
carry over to subfunctions with respect to solutions of the differential 
equations. 
There have been a number of papers in which solutions of differential 
inequalities have been employed in establishing existence theorems for 
boundary-value problems for ordinary differential equations. In partic- 
ular, Caplygin and a number of later Soviet mathematicians using 
Caplygin’s methods (for example, Babkin [19]) have obtained solutions 
of boundary-value problems as uniform limits of sequences of functions 
satisfying differential inequalities. 
None of the papers referred to above appear to be concerned with the 
Perron method of attacking the boundary-value problem for second- 
order ordinary equations, that is, with the use of existence theorems in 
the small and the properties of subfunctions to establish the existence 
of solutions in the large. The present work is divided into two main 
divisions. The first sections will deal with differential equations 
y” =f(x, y, y’) with the property that, when the boundary-value 
problem y” = f(~, y, y’), y(a) = A, y(b) = B has a solution 
y(x) E C’2’[a, b], th a solution is unique. In this case subfunctions can t 
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be defined in a meaningful way and the Perron method can be developed. 
Also the relationships between subfunctions and solutions of differential 
inequalities can be developed. 
The second part of the work will be concerned with differential 
equations which are such that boundary-value problems are not necess- 
arily uniquely solvable. In this part, results will be obtained by using 
solutions of differential inequalities and restrictions on the rate of 
growth off(x, y, y’) with respect to y’. 
2. Preliminary Results 
In this section the local existence theorem and some related results 
will be given. We will always assume that f(~, y, y’) is continuous on 
[a, b] x R2 and for the moment we will assume that [a, b] is a compact 
interval. Later we will consider cases where x ranges over an open 
interval or an infinite interval. In some of our results it would suffice to 
assume a type of piecewise continuity forf(x, y, y’), however, for simpli- 
city we shall always assume f to be continuous on its domain. 
Theorem 2.1. Let ik! > 0 and N > 0 be given real numbers and let q 
be the maximum of j f(x, y, y’) / on the compact set {(x, y, y’) : a < x < b, 
/ y 1 < 244, 1 y’ 1 < 2N). Then, if 6 = Min[(8M/q)1/8, 2N/q], any 
Fdary-aalue problem y” ; f 2, ;, y’), y(xl) = y1 , y(x2) = y2 with 
~1 > x21 C [a, bl, I Yl I < MY I ~2 I < M> 
1 (yl - y2)/(xl - x2) / 2 N haf akkon y(x) E C(2)[x, , x2]. Furthermore, 
given E > 0 there is a solution y(x) such that / y(x) - w(x) 1 < E and 
1 y’(x) - w’(x) / < E on [x1 , x2] provided x2 - x1 is suficiently small 
where w(x) is the linear function with w(xl) = y1 , w(x2) = y2 . ([20], 
p. 1252). 
Proof. The set 
is a closed convex subset of the Banach space C(l)[x, , x2]. The mapping 
T : C’l’[x, , x2] -+ C(l)[x, , xz] defined by 
P4 (4 = sz’ G(x, W(t, x(t), z’(t)) dt + w(x), 
II 
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where G(x, t) is the Green’s function for the boundary-value problem 
Y” = 0, Y(Xl) = Y&2) = 0, is completely continuous. For a x E B[x, , XJ 
we have 
and 
on [xi, ~a]. Thus xa - x1 < 6 implies T maps B[x, , x2] into itself. 
It then follows from the Schauder Fixed-Point Theorem that T has a 
fixed point in B[x, , a x 1. The fixed point is a solution of the stated 
boundary-value problem. If y(x) is a solution of the boundary-value 
problem with y E B[x, , xa], then 
and 
I Y’(X) - w’(x) I G s kdx2 - %)I 
on [xi , x2] and the last assertion of the theorem follows. 
Corollary 2.2. Assume that there exist constants h > 0 and k > 0 such 
that If@, Y, Y’) I < h + k(l Y I) 1/2 on [a, b] x R2. Then every boundary- 
value problem y” =f(x, y, y’), y(a) = 01, y(b) = p has a solution 
y E C2)[a, b] ([21], Lemma 2.2). 
Proof. In this case we can choose M > 0 large enough that 
I 01 I < M, a-B IBIGM, __ I I U-b < M 
1 
l/2 2M 
’ 
and b - a G x+ QM)l/Z ' 
The result then follows from Theorem 2.1. 
Using Corollary 2.2 and solutions of certain differential inequalities 
we can obtain solutions of some boundary-value problems for a modi- 
fied form of the differential equation y” =f(x, y, y’). 
Definition 2.3. Let a(x), /3(x) E C(l)[a, b] with E(X) < /.3(x) on [a, b] 
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and let c > 0 be such that 1 01’(x) 1 < c and 1/3’(x) j < c on [a, b]. Then 
define 
F*(x, Y, Y’) = 
i 
f (x9 Y> 4 for Y’ 3 c, 
f(x, Y, Y’) for I Y’ I < c, 
.m Yt - 4 for Y’ e - c, 
and 
F*(x, P(4 Y’) + EY - Kw” for Y 2 B(x)7 
qx, Y, Y’) = F*(x> Y, Y’) for 4x) < y G B(x), 
F*(x, +%Y’) - L”(X) -Y1”2 for y  < a(x). 
We will call F(x, y, y’) the modification off(x, y, y’) associated with the 
triple 44, B(x), c. From the definition it follows that F(x, y, y’) is 
continuous on [a, b] x R2 and I F(x, y, y’) I d h + (I y lY2 on 
[a, b] x R2 where 
Next we define certain types of solutions of differential inequalities 
which will be used in the later work. 
Definition 2.4. A function S(X) is called a P1)-lower solution of the 
differential equation y” = f(~, y, y’) on an interval I in case 
a(~) E C(I) n P)(IO), I0 the interior of I, and 
l&‘(x) = liy $f 
+ 
a’(x + s, ; 4X - *) >f(x, a(x), d(x)) 
on IO. The function CX(X) is called an AC (I)-lower solution on I in case 
a(x) E C(I) n c’yI”), cy x is absolutely continuous on each compact ‘( ) 
subinterval of IO, and a”(x) >f(~, a(x), a’(x)) almost everywhere on I. 
Similarly, /3(x) is a C ‘I)-upper solution on I in case /3(x) E C(I) TSI C”)(lo) 
and 
I@‘(x) E IiT \up -3 
Rx + @ ; Rx - s, <f(x, B(x), /3’(x)) 
on IO. /I(X) is an AC(r)-upper solution on I in case ,8(x) E C(I) n CY)(IO), 
/3’(x) is absolutely continuous on each compact subinterval of IO, and 
/3”(x) <f(z, /3(x), /I’(x)) almost everywhere on 1. 
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When we say simply that a(x) is a lower solution or /3(x) is an upper 
solution we will mean that they can be of either type. 
Theorem 2.5. Let a(x), /3(x) E C’l’[a, b] be, respectively, lower and 
upper solutions of y” = f (x, y, y’) on [a, b] with a(x) < /3(x) on [a, b]. 
Then, if F(x, y, y’> is the modification off (x, y, y’) associated with the 
triple 44, B( x >, c and ;f a(a) < y < B(a), a(b) < 6 < /3(b), the boundary- 
value problem 
y” = F(% y, Y’), y(a) = 7, Y(b) = 6 
has a solution y E Cc2)[a, b] satisfying II(~) < y(x) < /3(x) on [a, b]. 
Proof, By Corollary 2.2 the stated boundary-value problem has a 
solution y E C(s)[a, b]. Thus we only need show that a(x) < y(x) < /3(x) 
on [a, b]. We will show only that y(x) < ,8(x) since the arguments for 
Q(X) < y(x) are essentially the same. Assume that y(x) > /3(x) at some 
points of [a, b]. Then y(x) - /3(x) h as a positive maximum at a point 
x,, E (a, b). It follows that y’(xJ = /3’(x,,) and / y/(x,,) 1 < c; hence 
y”(xo) = w% , YW, y’ho)) =fhll , PC%), B’f%)) + [Yf%) - PWI”“. 
If /3(x) is a C o)-upper solution on [a, b], 
and 
D[y’(xo) - /3’(x,)] = y”(X0) - m(%) 2 [Y@rJ) - Bc%w” > 0, 
which is impossible at a maximum of y(x) - p(x). If /3 is an AC(l)-upper 
solution on [a, b], then, sinceF(x, y(x), y’(x)) and f (x, /I(x), p’(x)) are both 
contmuous at x = x,, , there is a 6 > 0 such that [x0 - 6, x,, + S] C (a, b) 
and [y’(x) - /3’(x)]’ > 0 almost everywhere on [x0 - 6, x0 + 61. This 
again is incompatible with y(x) - /3(x) having a maximum at x0 . We 
conclude that y(x) < /J(x) on [a, b]. 
Theorem 2.6. Assume that in addition to being continuous on 
[a,bl x R2fb,y,y’) is such that solutions of initial value problems for 
y” = f (x, y, y’) are unique. Let 01(x), /l(x) E C(l)[u, b] be lower and upper 
solutions on [a, b] with a(x) < p(x) on [a, b]. Then, ;f “(x0) = p(x,,) and 
or’(xO) = ,B’(x,,) at some x,, E [a, b], it follows that a(x) = /3(x) on [a, b] ([21], 
Lemma 2.4). 
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Proof. Assume that the hypotheses of the Theorem are satisfied but 
that ~(2) + B( x on [a, b]. We will consider the case where there is an ) 
[x,, , xi] C [a, b] such that OL(X,,) = /3(x0), (~‘(x,,) = /3’(x,), and (Y(X) < p(x) 
on (xi , x,]. Let Fr(x, y, y’) be the modification off(x, y, y’) as defined 
in Definition 2.3 for the interval [x0 , xi] and the triple a(x), B(x), c1 . 
Then, if am < S, < /3(x1), t f 11 i o ows from Theorem 2.5 that the bound- 
ary-value problem 
Y” = F,(x, YY Y’), YbJ = 4%)~ YW = 6, 
has a solution yi E P2)[x0 , xi] satisfying CY(X) ,< yi(~) ,< ,B(x) on 
[x,, , xi]. Therefore, yi(x,,) = 01(x,,), y;(xJ = a’(~,,); hence, by the way 
Fi(x, y, y’) is defined, there is a maximal interval [x0 , x2] C [x,, , XJ on 
which y,(x) is a solution of y” =f(~, y, y’). If x2 = xi , then 
4x1) < YI(X2) = Y1(%) = 81 < BW 
If x,, < x2 < x1 , it is still true that OI(X~) < y1(x2) < /I(+) for, if either 
inequality were an equality, we would have 1 yi(x2) / < c1 and the interval 
cxo 3 x2] would not be maximal. 
This being the case, we can construct another modification F2(x, y, y’) 
of f(~, y, y’) on the interval [x0, s x ] with respect to the triple U(X), 
Yl(4, c2 * Applying Theorem 2.5 again with OI(X~) < 6, < yi(xa), we 
conclude that there is a solution y2 E P2)[x,, , x2] of the boundary-value 
problem 
yv = F&, y, y’), Y&o) = 4%)r Y(X2) = 62 
satisfying 44 < y2(4 < rl( x on [x0 , x2]. As above, it follows that > 
there is a maximal subinterval [x0 , xa] C [x, , x2] on which y2(x) is a 
solution of y” =f(X, y, y’) and that a(~~) < ya(xa) < yi(xs). This 
contradicts the assumption that solutions of initial value problems for 
y” =f(z, y, y’) are unique. We conclude that a(z) = /3(x) on [a, b]. 
3. The Relation between Subfunctions and Solutions of 
Differential Inequalities 
In this section we define subfunctions and superfunctions and consider 
necessary and sufficient conditions for such functions, when sufficiently 
smooth, to be respectively iower and upper solutions of the differential 
equation. 
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Definition 3.1. A function p)(x) is said to be a subfunction with 
respect to solutions of y” = f(x, y, y’) on an interval I in case for any 
[X r , xa] C I and any solution y E C(2)[x, , x2] y(xJ 3 y(xJ for i = 1, 2 
implies y(x) > q(x) on [xi , x2]. The function #(x) is said to be a super- 
function with respect to solutions of y” = f(x, y, y’) on an interval I in 
case for any [xi , x2] C I and any solution y E C(2)[x, , x2] y(x,) < #(xi) 
for i = 1, 2 implies y(x) < i/(x) on [xi , x2]. 
Theorem 3.2. Assume that g, E C(I) r\ P)(IO) is a subfunction on I 
with respect to solutions of y” = f (x, y, y’). Then q~ is a C(l)-lower solution 
qf the dajferential equation on I. 
Proof. Let x0 E IO. Then, if h > 0, k > 0, h + k > 0 are sufficiently 
small, it follows from Theorem 2.1 that the boundary-value problem 
YV =f(x, Y, Y’h y(xo + 4 = ~4x0 + h), y(xo - k) = dxo - 4 
has a solution y E C2)[xo - k, x0 + h]. Since e, is a subfunction on I, 
it follows that 
+(x0 + h) - Y+o - k) > y’(xo + h, --‘(x0 - k) =y”(t) =f(C 
h+k ’ hfk 
y([) y’(,f)) , 7 
for some x0 - k < 5 < x0 + h. Since f is continuous, it also follows 
from Theorem 2.1 that 
f(5, Y(OY Y’(5)) +f(xo Y 4x0), v’(xoN as h+k+O. 
Thus 
liiiki$f 
h2O,R>O:h+k>O 
v’(xo + h; ; ;‘(xo - k, >f(x, , ql(xo), I’) 
and, in particular, &‘(xo) 3 f (x0 , IJJ(X,), v’(xo)) from which it follows 
that q~ is a C ‘l)-lower solution on I. 
We also conclude from the proof of Theorem 3.2 that q~ has a finite 
second derivative almost everywhere and p”(x) 2 f (x, v(x), v’(x)) almost 
everywhere on I ([22], p. 128). It does not follow however that p is 
necessarily an AC (l)-lower solution on I. To see this let h(x) be a 
continuous strictly increasing function on [0, l] with h(0) = 0, h(l) = 1 
but with h(x) not absolutely continuous on [O, 11. Then q(x) = j,” h(t) dt 
is convex on [0, 11, hence F E C(l)[O, l] is a subfunction on [0, I] with 
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respect to solutions of y” = 0. However v’ = h is not absolutely con- 
tinuous on [0, l] and F is not an AC(l)-lower solution of y” = 0 on 
P, 11. 
Assuming only the continuity of f(x, y, y’) we conclude from Theo- 
rem 3.2 that a subfunction of class C’(l) is necessarily a C(i)-lower 
solution of the differential equation. Now we turn the question around 
and look at the possibility of a lower solution of the differential equation 
being a subfunction. For this to be the case it is obvious that more is 
required of f(x, y, y’) than continuity. This is apparent from the fact 
that a solution is also a lower solution, hence, if lower solutions are 
subfunctions, then solutions are subfunctions. From the definition of 
subfunctions it would then follow that, if a boundary-value problem on 
an interval [x1 , x2] has a solution y E C(2)[x, , xa], that solution is 
unique. This will not be true in general and, therefore, we cannot 
expect lower solutions to be subfunctions unless stronger conditions 
are placed on f(x, y, y’). Also it is clear that a theorem which gives 
sufficient conditions for a lower solution to be a subfunction is automatic- 
ally a theorem giving sufficient conditions for solutions of boundary- 
value problems to be unique. 
Lemma 3.3. Assume thatf(x, y, y’) is nondecreasing in y for all fixed 
x, y’. Let g, be a C (l)-lower solution and # a C(l)-upper solution on a closed 
interval I and assume that at each point on I0 at least one of the differential 
inequalities is a strict inequality. Further assume that y(x) < #(x) + M 
at the end points of I where M > 0. Then y(x) < #(x) + M on I. 
Proof. It suffices to consider only the case M = 0 since 
&’ = Qh + Ml’ d f(~> ~4 $‘> < fk, II, + M> 1cI’) 
from which it follows that #* = # + M is an upper solution. Hence, 
assume v(x) < $(x) at the endpoints of I but that also p)(x) 3 $(x) at 
some points in IO. Then g)(x) - #(x) h as a nonnegative maximum at 
some x0 E I0 and at x0 
Db’(xo) - e%)l 2 D9+0) - WC%) 
>f(xo ) 94x0), 4(x0)) -00 3 #(x0), 5woN* 
Since q’(xo) = #‘(x0) and f is nondecreasing in y, we conclude that 
I>[p)‘(x,) - $‘(x,)] > 0 which is impossible with p(x) - $(x) having 
a maximum at x0 . We conclude that v(x) < #J(X) on I. 
607143-9 
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Lemma 3.4. Assume that on [a, b] x R2 f(x, y, y’) is nondecreasing 
inyfor eachjxed x, y’ and thatf (x, y, y’) sa zs t’$ es a Lipschitx condition with 
respect to y’ on each compact subset of [a, b] x R2. Let [c, d] C [a, b] 
and assume that g, E C(l)[c, d] is a C (l’-lower solution on [c, d]. Then given 
E > 0 there is a function v1 E W)[c, d] such that y(x) - E ,< vi(x) < v(x) 
on [c, 4 and D&(x) >f(w&), &(x)) on Cc, 4 WI, Lemma 2.2). 
Proof. By assumption f (x, y, y’) satisfies a Lipschitz condition with 
respect to y’ on the compact set 
Let k > 0 be an associated Lipschitz coefficient. For a given E > 0 let 
p(x) satisfy the following conditions: 
p”(x) = (It + 1) p’(x) on [c, 4, 
0 < p’(x) < 1 on (c, 4, 
and 
- Min[l, l ] < p(x) < 0 on [c, 4. 
Then setting q1 = v + p we have that on [c, d] 
and on (c, d) 
&4(x) = L?W(4 + I441 
= &‘(x) + P”(X) Bf(x, P(X), 944) + (A + 1) I P’(4 I 
>f(? d4, v’(4) +m 44, v’(x) + P’W 
- f(X, dx), Yw) + I P’W I 
am 744, d(4) + I I44 I 
>f(% ?4$ d(x))* 
Theorem 3.5. Let f (x, y, y’) b e nondecreasing in y for Jixed x, y’ and 
satisfy a Lipschitz condition with respect to y’ on each compact subset of 
[a, b] x R2. Let [c, d] C [a, b] an d assume that y, # E C[c, d] n C(l)(c, d) 
are respectively C (I)-lower and C(l)-upper solutions on [c, d]. Then, ;f 
F(x) < #(x) + M, M > 0, at the endpoints of [c, d], it follows that 
v(x) < #(x) + M on [c, d] ([23], Theorem 2.2). 
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Proof. As in Lemma 3.3 it suffices to consider the case 1M = 0. 
Hence, assume p)(c) < #(c) and v(d) < #(d) but q(x) > $(x) at some 
points in (c, d). Let E = Max[q(x) - I/J(X)] on [c, d] and let [cl, dr] C [c, d] 
such that p)(ci) - $(cr) = q(d,) - #(dr) = 4 E, y(x) - 4(x) > 4 E on 
[cl , d,], and the maximum g)(x) - #(x) = E is assumed on (ci , dr). By 
Lemma 3.4 there is a function y1 E C(l)[c,, dr] such that y - Q E < or < y 
on [cl , 41 and D& >f(x, v1 , Y;> on (cl ,4). Then ~44 G #(xl + 4 E 
at x = ci and x = di and vi(x) > #(x) + 4 E at some points in (cr , dr). 
This contradicts Lemma 3.3 and we conclude that p)(x) < #(x) on [c, d]. 
Remark. If in Theorem 3.5 we assume that y is an ACY1)-lower 
solution and # is an ACY)- upper solution, the conclusion of the Theorem 
is still valid. To see this we proceed as in the proof of the Theorem up 
to the point where the subinterval [cr , dr] C [c, d] with the stated prop- 
erties is obtained. Then we note that the proof of Lemma 3.4 leads to 
the conclusion that there is a function q~r E C(l’[c, , di] such that & is 
absolutely continuous on [ci , 41,&d - 3 E G 944 G 944 on h , 4, 
and vi(x) >f(x, vi(x), q;(x)) + 1 p’(x) 1 almost everywhere on [ci , di]. 
Since vl(x) - #(X) < * E a x - c1 and x = dr while vr(x) - #(x) > 4 E t 
at some points of (c r , d ) r , yr X) ( - #(x) has a positive maximum at some 
x,, E (cr , dl). Furthermore / p’(x) 1 > 0 on (ci , d,), hence there is a 
6 > 0 such that [x0 - 6, x0 + 61 C (ci , 4) and &(x) - #“(x) > 0 almost 
everywhere on [x,, - 6, x,, + 61. This is impossible with vr(x) - #(x) 
having a maximum at x,, . Thus we conclude again that p)(x) < 4(x) 
on [c, d]. 
Corollary 3.6. If f satisjies the hypotheses of Theorem 3.5, then a lower 
solution pl on a subinterval I C [a, b] is a subfunction on I. 
We have already observed that a C (l)-lower solution is not necessarily 
an AC(l)-lower solution. However, iff(q y, y’) satisfies the hypotheses 
of Theorem 3.5, then it follows from Corollary 3.6 and the Remark 
preceding it that an AC (I)-lower solution on I C [a, b] is a subfunction 
on I. Then by Theorem 3.2 it will be a C(l)-lower solution on I. 
Corollary 3.7. If f (x, y, y’) satisjies the conditions of Theorem 3.5 
and y1 , yz E F2)[x, , xz] are solutions on [x1 , x2] C [a, b] with 
yl(xi) = y2(xi) for i = 1, 2, then yl(x) = y2(x) on [x1 , x2]. 
Corollary 3.7 is no longer valid if the Lipschitz condition on f (x, y, y’) 
with respect to y’ on compact sets is omitted, and, as a matter of fact, it 
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cannot be weakened in any very significant way. For example the 
boundary-value problem 
f = (#) (9213 1 y /l/3, 
A- 1) = y(+ 1) = 1 
has solutions y(x) E 1 and y(x) = 1 x jaf2 of class C(a)[- 1, + 11. 
Corollary 3.8. If f, p, # satisfy the conditions of Theorem 3.5 with 
p)(c) = 4(c) and p)(x) < #(x) on [c, d], then p)(x) - 4(x) is nondecreasing 
on [c, d]. 
Theorem 3.9. Let f(x, y, y’) be nondecreasing in y for jixed x, y’ 
on [a, b] x R2 and assume that solutions of initial-value problems for 
y” = f(x, y, y’) are unique. Then, if y and # are lower and upper solutions 
on [c, d] C [a, b] with p)(x) < 4(x) + M, M > 0, at x = c and x = d, 
it follows that p)(x) < $(x) + M on [c, d]. 
Proof. Assume that v(x) > #(x) + M at some points in (c, d) and 
let N = Max[p(x) - #(x)1 on [c, d]. Then a(x) = v(x) and 
p(x) = Z&X) + N satisfy the hypotheses of Theorem 2.6. It follows that 
a(x) G /3(x) on [c, d]. From this contradiction we conclude that 
p;(x) < #(x> + M on [c, 4. 
Corollary 3.10. If f (x, y, y’) satisfies the hypotheses of Theorem 3.9, a 
lower solution on an interval I C [a, b] is a subfunction on I. 
It will again be the case that, if 9 is an AC(i)-lower solution on 1, 
then v is a C(l)-lower solution on I. 
Corollary 3.11. If f(x, y, y’) satisfies the hypotheses of Theorem 3.9, 
solutions of boundary-value problems of class C2)[xl , x2], [x1 , x2] C [a, b], 
when they exist are unique. 
In the preceding results of this section conditions have been placed 
on f (x, y, y’) which are sufficient to imply that lower solutions are 
subfunctions and, consequently, that solutions of boundary-value 
problems, when they exist, are unique. In the next theorem we take 
the uniqueness of solutions of boundary-value problems as one of the 
hypotheses. 
Theorem 3.12. Assume that solutions of boundary-value problems for 
y” =f(x, y, y’), when th ey exist, are unique in the sense of Corollary 3.7. 
Assume also that each initial-value problem for y” = f (x, y, y’) has a solu- 
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tion which extends throughout [a, b]. Then, ;f I C [a, b] and rp E P)(I) 
is a lower solution on I, v is a subfunction on I [24]. 
Proof. Assume that 9) is not a subfunction on I. Then there is an 
interval [c, d] C I and a solution y,, E C2)[c, d] such that y,,(c) = q(c), 
Ycdd) = v(d), and YOW < v(x) on (c, d). Now define F(x, y, y’) on 
[c, d] x R2 by 
(.0x, Yl Y’) 
F(xly, y’) = lf(x, y(x), y’) - (P)(x) -Y) 
for 
for 
Since F(x, y, y’) is continuous on [c, d] x R2 and q E C(l)[c, d], it follows 
from Theorem 2.1 that there is a 6 > 0 such that [x1 , x2] C [c, d] and 
x2 - x1 6 6 implies that the boundary-value problem 
Y” = qx, Y,Y’), YW = FW Y(X2) = dx2) 
has a solution y(x) E C2)[x, , x2]. Using the fact that 9) is a lower solution 
we can show that y(x) > v(x) on [x1 , x2] with the same type of argument 
as used in the proof of Theorem 2.5. Consequently, for [x1 , x2] C [c, d] 
and x2 - x1 < 6, the boundary value-problem 
Ye =f(x, Y, Y’), YW = dxd, Y(X2) = dx2) 
has a solution y(x) E C(2)[x1 , x2] with v(x) <y(x) on [x1 , x2]. Thus 9 
is a subfunction “in the small”. 
Now d - c > 6 since otherwise there would be a solution y(x) with 
y(c) = v(c), y(d) = v(d), and y(x) > p)(x) on [c, d]. This solution would 
be distinct from ya(x) contradicting our assumption concerning the 
uniqueness of solutions of boundary value problems. Now for each 
positive integer n let P(n) be the proposition that there exists an interval 
[c, , dn] C [c, d] with 0 < d, - c, < d - c - (n - 1) 6 and a solution 
Y&) E C(2k ,41 withy&) = dc,>, Y~MJ = d&h and Y,(X) < &4 
on (cm , 4). N ow P(1) is true with [cr , dl] = [c, d] and yr(x) = yO(x). 
Assume P(k) is true. Then dk - ck > 6 otherwise we would obtain 
a contradiction of yk(x) being the distinct solution with boundary values 
v(c,J and v(dJ. Let zr(x) be the solution of the boundary-value problem 
Y” =m Y, Y’), Y(G) = P(Ck), Y(Ck + 6) = Y&c + 6). 
Since each initial-value problem has a solution extending throughout 
[a, b], there is a solution zJx> on [ck , dk] such that za(x) = zr(x) on 
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[Ck > ck + S]. Now, if P(k + 1) is not true, we must have zz(x) 2 v(x) 
on [ck + 6, L&]. Also we must have zz(dk) > y(&). If dk - c, - 6 < 6, 
the boundary-value problem 
YU =f& Y, Y’)> Y(Ck + 6) = F(Ck + a), y(4) = d4 
has a solution x3 E Ct2)[c, + 6, dk] with y(x) < x&x). Then, since 
xg(dk) < x,(d,) and solutions of boundary-value problems are unique, 
9D($ < %(4 d 44 
on [ck + 6, dk]. This implies 
&k + 6) = Z&k + 6) and Z(Ck + 6) = qck: + 6). 
Consequently, u(x) defined by 
u(x) = 
1 
44 on kk 9 ck + 6l 
q(x) on bk + 8, dkl, 
is of class 02)[ck, dk] and is a solution on [ck , dk] with U(Q) = yk(ck), 
u(dk) = yk(dk). However U(X) + yk(x) on [ck , dk] and this contradicts 
the uniqueness of solutions of boundary-value problems. We conclude 
that d, - ck - 6 > 6. This being the case the boundary-value problem 
Y” =m Y, Y’)> Y@k + s, = dck + 6)> y@k + 2s) = &k + 39 
has a solution z4 E F2)[c, + 6, c,,. + 261 with 
on [ck + 6, ck + 261. Again this implies x4(ck + 8) = x2(ck + S) and 
.z;(ck + S) = z;l(ck + 6). Hence 
z(X) = 44 on [Ck,Ck +g, 
%(4 on kk + % ck + 2s1, 
is such that ZI E C’2)[c k, ck $ 261 and is a solution of the boundary- 
value problem 
Y” =fh y, Y’f, &k) = d’k,), Y(Ck + 3) = +, + 3). 
This solution V(X) has an extension x5(x) to all of [a, b]. Since P(k + 1) 
is assumed to be false we must have x5(x) 3 p)(x) on cc,+ f 28, d,J and 
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Z&L&) > y(dJ. Now the above arguments can be repeated and the 
assumption that P(K + 1) is a se allows us to work our way across the f 1 
interval [clc , dk] by subintervals of length 6 until we obtain a solution 
w E C2)[c, , d,J with W(X) > F( x on kk , 41, 44 = f~p(cJ = yd4, ) 
and w(dk) = y(d,J = yk(&). Then w(x) + yl,(x) on [cli , dJ which 
again contradicts the uniqueness of solutions of boundary-value prob- 
lems. 
We conclude that, if P(K) is true, it follows that P(K + I) is true. 
Hence, P(n) is true for all n > 1. This leads to the contradiction 
0 < d - c - (n - 1) 6 for all n 3 1. Thus v is a subfunction on I. 
If one examines the induction argument used in the proof of Theo- 
rem 3.12, it can be seen that the assumption that each initial value 
problem has a solution extending throughout [a, b] can be weakened. 
It would suffice to assume that for any a < x,, < b and any solution y(x) 
of an initial-value problem at x,, either y(x) has an extension to [x0 , b] 
or y(x) is unbounded on [x,, , c) where [x0 , c) is a maximal interval of 
existence of y(x). This will be the case iff(x, y, y’) satisfies a Nagumo 
condition. Nagumo conditions will be discussed in later sections. 
The question of whether or not Theorem 3.12 remains valid if it is 
assumed only that f(~, y, y’) is continuous and that solutions of 
boundary-value problems when they exist are unique is still not 
answered. 
In this Section most of the results have been stated in terms of lower 
solutions and subfunctions. There are corresponding results concerning 
upper solutions and superfunctions. When it becomes necessary to refer 
to such a result for superfunctions we shall simply refer to the sub- 
function statement of the result. 
4. Properties of Subfunctions and the Study of 
Boundary-Value Problems by Subfunction Methods 
We shall now use the Perron method in attempting to establish 
existence theorems for solutions of boundary value problems for second- 
order ordinary differential equations. First it will be necessary to make 
a more detailed examination of properties of subfunctions and super- 
functions. Then these properties and Theorem 2.1, the existence “in 
the small” Theorem, will be used to establish existence “in the large”. 
Again in this Section most results will be stated in terms of subfunctions 
and the obvious analogous results for superfunctions will not be stated. 
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As remarked earlier we will always assume thatf(x, y, y’) is continuous 
on its domain I x R2. When additional hypotheses are required, they 
will be stated. 
Theorem 4.1. If v is a subfunction on an interval J C I, then y has 
right- and left-hand limits in the extended reals at each point in JO and has 
appropriate one-sided limits at jkite endpoints of J. 
Proof. It will suffice to consider one case. Let x0 E Jo and assume that 
v(x, - 0) = limz+zo- v(x) d oes not exist in the extended reals. Then 
there exist real numbers 01 and /3 such that 
Let {tn}, {sn> be strictly increasing sequences in J such that t, < s, < tn+l 
for n>l, limt,=lims,=x,, lim p(t,) = lim ~up~+~,- y(x), and 
lim y(sn) = lim infz++ v(x). With E = $ (/3 - a) it follows from Theo- 
rem 2.1 that there is a 6 > 0 such that for any [xi , x2] C [tl , x0] with 
xa - xi < 6 the boundary-value problem 
Y” =f(x, Y, Y’h YW = Y(%) = i (a + PI 
ras a solution y(x) E CY2)[x,, x2] with 1 y(x) - i (a + fl) 1 < E on 
xi , ~a]. Let n be a fixed positive integer chosen large enough that 
s - n+l sn G so dsn) < OL> dSn+l) < 01, and F(tn+l) > /3. It follows that 
there is a solution of the above boundary-value problem with 
[Xl > ~21 = [Sn, s,+J and IY(x) - +(a + 8) I < 6 on [sn, Sn+J. Since y 
is a subfunction on J and I < y(sn), y(sn+i) < y(sn+J, it must be 
the case that y(tn+l) <y(t,+l). However, 
Y(b+d < & (a + 8) + E < B < dtn+d. 
From this contradiction we conclude that 9(x0 - 0) exists in the 
extended reals. 
Corollary 4.2. If v is a bounded subfunction on J C I, then v has at 
most a countable number of discontinuities on J. At each x0 E Jo 
dxo) G Max[dxo + Oh dxo - 011. 
Proof. The first assertion is a classical result that follows from the 
fact that ~(x, + 0) and v(xo - 0) exist at each x0 E Jo. The second 
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assertion follows readily from Theorem 2.1 and the fact that q~ is a 
subfunction on J. 
Next we consider differentiability of subfunctions. For a function 
g(x) with a finite right-hand limit g(x, + 0) at x0 , we define 
Dg(xo +) = hn+ g(x) ,“‘; + O) 
0 0 
provided the limit exists. Similarly, for a function g(x) with a finite left- 
hand limit g(x, - 0) at x0 , we define 
&(x0 -) = lim m - Ax0 - 0) 
2+20- x - x0 
provided the limit exists. 
Theorem 4.3. If v is a bounded subfunction on J C I, then Dq(x,, +) 
and Dv(x, -) exist in the extended reals for each x0 E Jo. The appropriate 
one-sided “derivatives” exist at jinite end points of J. 
Proof. As in Theorem 4.1 it will suffice to consider just one case. 
Assume x0 E Jo and that 
lim inf ~(‘) - P;(‘O + O) < lim sup I - ~(‘0 + O) 
Z-Z,+ x - x0 -so+ x-x0 * 
Let m be a real number strictly between these two limits. Then the 
initial-value problem 
YU =.0x, Y, Y’), Yko) = dxo + Oh YYXO) = m 
has a solution y(x) E C2)[xo, x0 + 61 for some 6 > 0. Since 
lim Y(‘) - Y(‘O) m 
CZ+ZO+ x - x0 
and m is strictly between the above lower and upper derivatives, there 
exrst x1 , x2 , x3 such that x0 < x1 < x2 < x3 < x0 + 6, 
v(x) - ho + 0) < YW - Ybo) 
x - x0 x - x0 
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at x = xi and x = xa , and 
94x2) - dxo + 0) > Y(X2) - Ybo) 
. x-2 - x0 x2 - x0 
It follows that p)(xJ < y(xl), I < y(x& and ?(~a) > y(x2). This 
contradicts the fact that y is a subfunction on J. We conclude that 
&(x0 +) exists in the extended reals. 
Corollary 4.4. If 9) is a bounded subfunction on J C I, then v has a 
finite derivative almost everywhere on J. 
Proof. This is an immediate consequence of Theorem 4.3 and 
classical results in the theory of functions of a real variable. 
Lemma 4.5. If p'( ) x is subfunction on the interval J C I and is bounded 
above on each compact subinterval of J, then q(x) = lim sup8+% p)(z) is a 
subfunction on J. 
Proof. Let [xi , ~a] C J and assume y(x) is a solution of 
class C(2)[x, , x2] with +(x1) < y(xJ and q(xz) < y(xJ. Then 
d%) G %%> G Y(Xi> f or i = 1, 2 and, since v is a subfunction, 
P)(x) G Y (4 on [Xl 3 %I* It follows that for each x1 < x < xa 
q(x) = lim sup B’Z 44 G Y(X). H ence F(X) < y(x) on [x1 , x2] and 9) is a 
subfunction on J. 
Next we consider some lattice properties of subfunctions. 
Theorem 4.6. Assume that the collection of subfunctions (91, : 01 E A} 
on the interval J C I is bounded above at each point of J. Then 
3)0(x) = sup& % (x) is a subfunction on J. 
Proof. Assume [xi , xz] C J and assume that y(x) E C(2)[x, , x2] is a 
solution on [xi , x2] with vO(x) <y(x) at x = x1 , x2 . Then from the 
definition of vO(x) it follows that v=(x) <y(x) at x = xi , x2 for each 
01 E A. Since each yol is a subfunction on J, we conclude that p=(x) < y(x) 
on [x1 , xp] for each 01 E A. This implies vo(x) < y(x) on [xi , x2] and y. 
is a subfunction on J. 
Theorem 4.7. Let y be a subfunction on an interval J C I and q+ a 
subfunction on an interval J1 with J1 = I1 r\ J. Furthermore, assume that 
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94x> d 944 at F ni e t end points of J1 which are contained in 
defined by 
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J. Then v2 
%(4 = i 
Max[Gh d41 for XE.Jl, 
4-4 for XEJ-J, 
is a subfunction on J. 
Proof. By hypothesis ya(x) = F(X) is a subfunction on J - J1 
and by Theorem 4.6 va(x) is a subfunction on Ji . Consequently, to 
complete the proof we need to show that we have the correct behavior 
on intervals [x1 , xa] C J which are not contained in either J1 or J - J1 . 
We will consider just one case since the arguments in the other cases 
proceed in a similar way. Assume x1 E J1 , xa E J - Jr , and 
x3 > Xl < x3 < x2 , is the right-hand end point of J1. Assume 
y(x) E C(a)[x, , xa] is a solution on [x1, xa] with pa(xi) < y(xr) and 
d4 < ~(4. Then 4x1> G dxd < r(xJ and &4 = P&J G ~(4 
and since y is a subfunction on J it follows that F(X) < y(x) on [x1 , xa]. 
In particular, ~~(4 = P,(X) G y(x) on (x3 , x31. Also 4x3) 6 74x3) < y(x3) 
and yr(xr) < va(xr) < y(xi), hence, since y1 is a subfunction on J1, 
dx> d Y(X) on Lx r , x3]. It follows that va(x) = Max[y(x), yr(x)] <y(x) 
on [xi, x3]. Putting these things together we have va(x) <y(x) on 
1x1 Y x2]. The other possibilities are dealt with in a similar way and 
we conclude that ~a is a subfunction on J. 
Theorem 4.8. Assume that f  (x, y, y') is nondecreasing in y on I x R2 
for each jixed x, y’ and either satisJies a Lipschitx condition with respect 
to y’ on each compact subset of I x R2 or is such that solutions of initial- 
value problems are unique. Then, if #(x) is an upper solution on [xl , x2] C I 
and y(x) is a bounded subfunction on [x1 , x2] with ~(x, + 0) < #(x1) and 
~(‘(x~ - 0) < #(x2), it follows that v(x) < #(x) on (x1 , x2). 
Proof. Assume that the stated conditions hold but that p)(x) > #(x) 
at some points of (x1 , xa). First we note that it suffices to consider the 
case where 9) is upper semicontinuous on (xi , xa). To see this let 
q(x) = lim sups+, p)(z) on (x I , xa). Then by Lemma 4.5, q(x) is a sub- 
function on (xi, xa). By Corollary 4.2 +(x1 + 0) = ~(xi + 0) < #(xi) 
and ~(xa - 0) = ~(xa - 0) < #(~a). Furthermore p)(x) > #(x) at some 
points in (x1 , xa) implies p(x) > #(x) at some points in (x1 , xa). Conse- 
quently, we may assume v(x) is upper semicontinuous on (x1 , xa). 
This being the case v(x) > #(x) at some points in (xi , xa) and 
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~(xr + 0) < #(x1), ~(2~ - 0) < z/(x2) implies p)(x) - #(x) has a positive 
maximum M which is assumed on a compact set E C (x1 , a$. 
Now assume f(~, y, y’) is nondecreasing in y and that solutions of 
initial-value problemas are unique. Let x,, = lub E. Then there exists a 
6 > 0 and E > 0 such that 
bo - 6, x0 + 61 c (XI ,4, 0 < e < #(%I + 8) + M - +o + S), 
and such that the boundary-value problem 
y” =f@, y, y’), y(xo - 8) = #J(xo - 6) + M, 
y(xo + 6) = t&J + 8) + J!f - f 
has a solution y(x) E P)[x, - 6, x0 + 61. This follows from Theorem 
2.1. Since #(x) + M is an upper solution, it follows from Theorem 2.6 
that y(x) -=c #(x) + M on (x0 - 6, x,, + 6). However, 
and 
F(Xo - 8) < +(x0 - s> + M = Ybo - 4 
p(q, + 6) < 4(x,, + 6) + M - E = y(xo + 61, 
which implies y(xO) < y(x,,) since ‘p is a subfunction on (x1 , x.J. This 
contradicts the fact that x0 E E and v(xo) = #(x0) + M. We conclude 
that with these hypotheses F(X) < #(x) on (x1 , ~a). 
Now assume that f(~, y, y’) is nondecreasing in y and satisfies a 
Lipschitz condition with respect to y’ on each compact subset of I x R2. 
Let [xa , ~$1 C (x1 , ~a) be such that E C [x3 , x4] and 
Then by Lemma 3.4 there is a #r E C(l)[x, , xq] such that 
and 
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It follows that I < &(x3) + 1/2&Z, p)(x4) < &(x4) + 1/2M, and 
y(x) = 4(x> + M > A(x) + 1/2M on EC (x3 , x4). Hence, v,(x) - z/i(~) 
has a positive maximum N on a compact subset E, C (x3 , x4). Let 
x5 = lub E, . Then there is, by Theorem 2.1, a 6 > 0 such that 
[x5 - 6, x5 + 61 c (x3 7 4 x ) and such that the boundary-value problem 
Y” =f@, y, Y’>, Y(X5 It 6) = #1(x, z!z 3 + N 
has a solution y(x) E C2)[x, - 6, x5 + 61. By Lemma 3.3 
Since 
Y(X) < $4(x) + N on (x5 - 6, x5 + 6). 
and q~ is a subfunction, I < y(x6) < &(x5) + N, which contradicts 
x5 E E, . We conclude again that p)(x) < #(x) on (xi , x2). 
We consider now properties of bounded functions which are simul- 
taneously subfunctions and superfunctions. We will need a result con- 
cerning solutions of initial value problems which is well known. For the 
sake of completeness we include a proof of this result. 
Lemma 4.9. If (x0, y0 , yk) E I x R2, there exist 6 > 0, Ml > 0, 
and M2 > 0 such that every solution of the initial-value problem 
y" =f (x, y, y’), y(xo) = y. , /(x0) = y. is dejned on 
I, = [x0 - 6, x0 + S] n I. 
Furthermore, 1 y(x) 1 < M, and / y’(x) 1 < M, on I8 for all solutions. 
Proof. Given (x0 , y. , y,$ E I x R2 first choose 6, > 0 such that 
18, = [x0 - 6, 3 0 x + S,] n I is a compact subinterval of I. Then let 
~=~~~~lf(~,y,y’)I:~~~~,l~-~~I~~,I~’-~~l6~~. 
Let 6 = Min[G, , l/M, l/Cl rh I + l>l, MI = I y. I + 1, and 
M2 = 1 yi / + 1. Then it is easy to see that every solution of the given 
initial value problem extends to I8 and on Is all solutions satisfy 
I Y(X) I < Ml > I Y’(X) I < M, . 
Theorem 4.10. Assume that f(x, y, y’) is such that 17~) solutions of 
boundary-value problems, when they exist, are unique. That is, assume that, 
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27 [x1 , x2] C I and y1 , y2 E Cc2)[x, , x2] are soZutions of y” = f(x, y, y’) 
on [Xl ) x21 with YdXd = Y2(4 and y1(x2) = y2(x2h then Y&> = ~~(4 
on [x1 , x2]. Assume that z(x) is bounded on each compact subinterval of 
J C I and that X(X) is simultaneously a subfunction and a superfunction on J. 
Then x(x) is a solution of y” = f (x, y, y’) on an open subset of J the comple- 
ment of which has measure zero. Furthermore, if x,, E Jo is a point of 
continuity of z(x) at which z(x) does not have a3nite derivative, then either 
Dx(x, +) = Dx(x, -) = + co or Dz(x, +) = Dz(x, -) = - co. Zf 
x(x0 + 0) > x(x0 - O), Dz(x, +> = Dz(x, -) = + co, and ;f 
2(x0 + 0) < x(x0 - O), Dx(x, +> = Dz(x, -) = - co. 
Proof. By Corollary 4.4 z(x) has a finite derivative almost everywhere 
on J. If x0 E JO is a point at which z(x) has a finite derivative, there is a 
6 > 0 such that [x0 - 6, x0 + S] C J, 1 z(x) 1 < / x(x0) 1 + 1 on 
[x0 - 6, x0 + 61, and 
4x0 + 7) - 4x0 - 7) 27 < \ , zI(xo) , + 1 for 0<7<6. 
It then follows from Theorem 2.1 that there is a 6, , 0 < 6, < 6, such 
that the boundary-value problem 
Y” =f(x, y, Y’), Y(Xo It f%) = 4x0 + %I 
has a solution y(x) E F2)[xo - 6, , x + S,]. Since z(x) is simultaneously a o 
subfunction and a superfunction on J, z(x) E y(x) on [x0 - 6, , x0 + S,]. 
We conclude that z(x) is a solution of y” = f (x, y, y’) on an open subset 
of J the complement of which has measure zero. 
Next let x0 E JO be a point of continuity of z(x) at which Z(X) does not 
have a finite derivative. By Theorem 4.3, &(x0 +) and Dr;(x, -) both 
exist in the extended reals. If both are finite, then by the same argument 
as used above there is an interval around x0 in which z(x) is a solution. 
This contradicts the assumption that z(x) does not have a finite derivative 
at x0 . Consequently, at least one of Dz(x, +), Dx(x, -) is not finite. To 
be specific assume Dz(x, +) = + co and Dz(x, -) # + co. Then 
there exist numbers 6 > 0 and N such that 
z(x) > w(x) = x(x0) + N(x - x0) on x0 - 6 < x < x0. 
By Theorem 2.1 there is a 6, , 0 < 6, < 6, such that the boundary- 
value problem 
Y” =f@, y, Y’>, Y(Xo - S,) = 4x0 - Sd, Ybo) = 4x0) 
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has a solution yi(~) E C2)[x, - 6 i , x,]. By Lemma 4.9 there is a 
6, > 0 such that y,(x) can be extended to be a solution on 
[x0 - 6 r , x0 + S,] and such that all solutions of the initial-value problem 
Y” =m y, Y’), Ybo) = Y&o), Y’(Xo) = YXXO) 
;xist on [x,, , x0 + S,] and ,satisfy ) y(x) - y(x,,) / 5 M(x - x,,) on 
x0 , x,, + S,] where &’ = / yr(x,J 1 + 1. Again applymg Theorem 2.1 
we conclude that there is an 7, 0 < 3 < Min[S, , S,], such that for 
0 < 6, < 7 the boundary-value problem 
YV =f x, y, y’), Ybo - 63) = YdXo - %h 
Y(Xo + S,) = YdXo) + CM + cl 63 
has a solution y2(x) E C2)[x, - 6 3 , x0 + S,] where E > 0 is fixed. Since 
Dz(x, +) = + co, we can assume that 6, is chosen so that 0 < 6, < q 
and yl(xo) + (J+’ + c) 6, < 2(x0 + 6,). Then 
and 
YdXo + 83) < Y2bo + 63) < 4x0 + 83) 
YdXo - 63) = Y2@0 - 63) G 4x0 - S,)- 
The last inequality follows from the fact that Z(X) is a superfunction and 
yl(xO) = z(x& yr(xO - 6,) < 2(x0 - S,). Since Z(X) is a superfunction, 
we conclude from the above inequalities that yz(x) < X(X) on 
[x,, - 6, , x,, + S,]. From the same inequalities and the fact that solutions 
of boundary-value problems when they exist are unique, we conclude 
that yd4 d y2(4 on [x0 - 6 3 3 xo + %I- Thus ydzo) = 4xo) = y2@0) 
and yi(xo> = Ye, h ence, y2(x) is a solution of the initial-value problem 
with initial conditions y(xo) = yl(xo), y’(xo) = y;(xo). But 
I Y2bo + 63) - Y2bo) I = @f + 4 83 
which contradicts the fact that all solutions of this initial value problem 
satisfy 1 y(x) - yl(xo) / < M(x - x0) on [x0 , x0 + S,]. We are forced 
to conclude that Dz(x, -) = + 00. By similar arguments, in some 
cases using the fact that Z(X) is also a subfunction, the other statements 
concerning the behavior of Z(X) at a point of continuity can be established. 
We consider now the behavior of Z(X) at points of discontinuity. If 
x0 E Jo is a point of discontinuity of z(x), then by Theorem 4.1 z(xo + 0) 
and .z(xo - 0) both exist and are finite since z(x) is bounded on each 
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compact interval of J. Furthermore, z(xO + 0) # z(xO - 0) since, by 
Corollary 4.2, 
Min[4xo + 01, 4x0 - O)] d z(xo) d Max[+, + 01, 4x0 - ON. 
Assume that z(xO + 0) > z(x,, - 0) and that Dz(x, +) f + co. Then 
there is a 6 > 0 and an N such that [x0, x,, + 61 C J and 
z(x) < W(X) = x(x0 + 0) + N(x - x0) on x0 < x < x,, + 6. By Theo- 
rem 2.1 there is a 6, , 0 < 6, < 6, such that the boundary-value problem 
yM =f(& Y, y’), Y(Xo) = 4x0 + Oh Yko + Sl) = 4x0 + 6,) 
has a solution yi(x) E C(2)[x, , x0 + S,]. Since 
YdXo) = 4x0 + 0) 3 4x0), Yl(XO + 6,) = 4x0 + 61) > 4x0 + Sl) 
and z(x) is a subfunction, yr(x) >, z(x) on [x,, , x0 + S,]. Now proceeding 
as in the paragraph above and using the fact that z(x) is a subfunction, 
we can obtain a solution of the initial-value problem 
Ye =.m y, Y’), Ybo) = YdXo), Y’(Xo) = YXXO), 
the graph of which is not contained in the sector to the left of x0 in which 
such solutions must be. From this contradiction we conclude that 
Dz(x, +) = + GO. The other assertions about derivatives at points 
of discontinuity of Z(X) are dealt with in a similar way. 
It should be noted that Theorem 4.10 is a combination of results 
concerning subfunctions and superfunctions. Let F(X) be a subfunction 
on JC1 and assume that y(x) is bounded on each compact subinterval 
of J. Then, if v(x) is continuous at x,, E Jo and &(x0 -) = + co, it 
follows that &(x0 +) = + co. If y(x) is continuous at x0 E Jo and 
~~(Xo +) = - co, then &(x0 -) = - 00. If v(xo + 0) > q(x, - 0), 
@+ql +> = + Co. If q(xo + 0) < &X0 - O), D&x, -) = - co. If 
&(x0 +) and &(x0 -) are both finite, y(x) is continuous at x0 . 
Similarly, let #(x) b e a superfunction on J C I which is bounded on each 
compact subinterval of J. Then, if #(x) is continuous at x0 E Jo and 
0$(x0 +) = + co, it follows that 0$(x0 -) = + co. If $(x) is contin- 
uous at x0 and 0$(x0 -) = - CO, then 0+(x0 +) = - CO. If 
#(ql + 0) > 94% - O), q&l -> = + a. If $&I + 0) < $(x0 - O), 
0$(x0 +) = - co. If 0+(x0 +) and 0$(x0 -) are both finite, #(x) is 
continuous at x0 . 
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Now we begin the consideration of boundary value problems by the 
Perron method. We assume now that f(x, y, y’) is continuous on 
[a, b] x R2. 
Definition 4.11. A bounded real-valued function v defined on [a, b] 
is said to be an underfunction with respect to the boundary-value 
problem 
Y” =f(x, y, Y’), y(a) = 4 Y(b) = B 
in case p)(a) < A, I < B, and y is a subfunction on [a, b] with respect 
to solutions of y” = f(x, y, y’). Th e b ounded function #(x) delined on 
[a, b] is said to be an overfunction with respect to the boundary-value 
problem in case #(u) 3 A, #(b) > B, and $ is a superfunction on [a, b] 
with respect to solutions of y” = .f(x, y, y’). 
Theorem 4.12. Assume that Ct2) solutions of boundary value problems 
for y” = f (x, y, y’) on subintervals of [a, b] are unique in the sense speci$ed 
in the statement of Theorem 4.8. Assume that there exist both an over- 
function I,!I~ and an underfunction vO with respect to the boundary-value 
problem 
(*I Y” =f(x, y, Y’), ~(4 = A, Y(b) = B 
and that R,(X) < A,( x on [a, b]. Let @ be the collection of all under- ) 
functions v such that y(x) < &,(x) on [a, b]. Then z(x) = supwO v(x) is 
simultaneously a subfunction and a superfunction on [a, b]. 
Proof. It follows from Theorem 4.6 that z is a subfunction on [a, b]. 
Now assume that a(x) is not a superfunction on [a, b]. Then there is a 
subinterval [x1 , x2] C [a, b] and a solution y(x) E C(2)[x, , x2] such that 
y(xi) < z(xi), y(xJ < .+x2), but y(x) > z(x) at some points of (xi , x2). 
Define xi(x) on [a, b] by 
44 = 
I 
M=W& $41 on [XI p 4 
44 on [a, 4 - [xl , 4. 
Then, by Theorem 4.7, zr(x) is a subfunction on [a, b] also 
zI(a) = ,x(a) < A, z,(b) = z(b) < B. Furthermore, 
YW G 4x1) G M%), YW G 4x2) G YMX‘A 
and #,, a superfunction implies y(x) < z,&(x) on [x1 , x2]. Consequently, 
607/2/3-IO 
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q(x) < q&(x) on [a, b]. Hence, x1 E @ and x1(x) < z(x) but 
q(x) = y(x) > z(x) at some points in (x1 , x2). From this contradiction 
we conclude that z(x) is a superfunction on [a, b]. 
Definition 4.13. The function z(x) obtained in Theorem 4.12 
depends on the boundary-value problem (*) and on the overfunction 
&(x). It will be designated by z(x; &,) and will be called a generalized 
solution of the boundary-value problem (*). 
Since z(x; &,) is simultaneously a subfunction and a superfunction 
on [a, b], the assertions made in Theorem 4.10 apply to z(x; tiO). We 
now consider the behavior of x(x; &,) at the end points on [a, b]. 
Theorem 4.14. Assume that the hypotheses of Theorem 4.12 arr 
satisjied and let x(x; &) = z(x) be th e corresponding generalized solution 
of (*). Then z(u) = A. If Dx(a +) # + co, x(u + 0) < z(a). If 
x(u + 0) < A, Dx(u +) = - co. Hence, if Dz(a +) is Jinite, 
x(u + 0) = z(a) = A. S imi ar I statements apply at x = b. 
Proof. It is clear that, if v(x) is a subfunction on [a. b], then v,(x) 
defined by v,(x) = v(x) on (a, b] and ye(a) = p)(a) $- c, c > 0, is a sub- 
function on [a, b]. From this observation and the definition of z(x) it is 
clear that z(a) = A. 
Now assume that &(a +) # + 00 and x(u + 0) > z(u). Then there 
is a 6, 0 < S < b - a, and an N such that 
z(x) < w(x) = x(a + 0) + N(x - a) on a<x<u+6. 
It follows from Theorem 2.1 that for 0 < E < x(a + 0) - x(a) and 
0 < 6, < S sufficiently small, the boundary-value problem 
y” =f(x, Y, Y’), y(a) = z(a + 0) - E, y(a + 8,) = w(a + h) 
has a solution y(x) E C(2)[ a, a + S,]. Since z(x) is a subfunction, 
z(x) <y(x) on [a, a + S,] which implies 
z(a + 0) < y(a + 0) = y(u) = x(a + 0) - E. 
From this contradiction it follows that Dz(a +) # + CO implies 
z(a + 0) d x(u). 
Finally, assume z(a + 0) < A and Dz(u + ) # - co. Then using 
the same type of argument as above and the fact that z(x) is also a 
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superfunction on [a, b] we obtain a contradiction. Hence, z(a + 0) < A 
implies Dz(a +) = - co. 
If Dz(a +) is finite, then combining the assertions of the Theorem 
we have A = z(u) 3 x(a + 0) 3 A. 
From the preceding results we see that the Perron method of studying 
the boundary value problem (*) can be separated into two parts. The 
first part of the problem is to establish the existence of an overfunction 
#,, and an underfunction 9’. such that y,,(x) < &,(x) on [a, b]. The 
second part is to establish conditions under which the generalized 
solution z(x; #,,) is of class C2)[a, b] and is a solution on [a, b]. In view 
of Theorems 4.10, 4.12, and 4.14, to accomplish this it suffices to show 
that Dz(x +) is finite on [a, b) and Dz(x -) is finite on (a, b]. 
Lemma 4.15. Let f(x,y,y’) b e nondecreasing in y on [a, b] x R2 
for Jixed x, y’. Assume thatf (x, y, y’) is such that lower and upper solutions 
of the dzzeerential equation are subfunctions and superfunctions, respectively. 
Then, if u(x) E P2)[a, b] is a solution of y” = f (x, y, y’) on [a, b], there 
exist overfunctions and underfunctions with respect to any boundary-value 
problem on [a, b]. 
Proof. For a sufficiently large A!2 > 0 Q&(X) = U(X) + M is an 
;;f;;tion, yO(x) = u(x) - M is an underfunction, and qO(x) < S,+,(X) 
> . 
Lemma 4.16. Assume that f (x, y, y’) is nondecreasing in y on 
[a, b] x R2 for jixed x, y’ and is such that lower and upper solutions of the 
difJerentiu1 equation are subfunctions and superfunctions. Further assume 
that there is a k > 0 such that j f (x, 0, y’) - f (x, 0,O) 1 < k 1 y’ 1 on 
a < x < b for all y’. Then again there exist overfunctions and under- 
functions with respect to every boundary-v&e problem on [a, b] ([23], 
Theorem 6.1). 
Proof. Let M = Max /f (x, 0,O) / on [a, b] and let w(x) be the solu- 
tion of the boundary-value problem 
wc = - kw’ - M, w(a) = 0, w’(b) = 0. 
Then w(x) > 0 and w’(x) 3 0 on [a, b]; hence, 
w” = - kw’ - M = - k 1 w’ / - M <f(x, 0, w’) -f(x, 0,O) - M. 
Thus w” ,<f(x,O, w’) <f( x, w, w’) on [a, b] and we conclude that, for 
607/2/3-LO* 
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a given boundary-value problem, +&x) = w(x) + M will be an over- 
function provided M > 0 is sufficiently large. 
Similarly, let u(x) be the solution of the boundary-value problem 
v” = - kv’ + M, v(u) = 0, v’(b) = 0. 
Then u(x) < 0 and V’(X) < 0 on [a, b], from which it follows that 
vv z.zz k j v’ 1 + M >f(x, 0, v’) -f(x, 030) + M >f(x> 0, v’) 
on [a, b]. Then V” >f(x, v,, u’) on [a, b] and, for M > 0 sufficiently 
large, ys(x) = I - M is an underfunction with respect to a given 
boundary-value problem. Obviously for such functions we will have 
%I(4 G Al@) on [a, bl* 
Theorem 4.17. Assume that f (x, y, y’) is nondecreasing in y on 
[a, b] x R2 for fixed x, y’ and assume either that f (x, y, y’) satisjes a 
Lipschitz condition with respect to y’ on each compact subset of [a, b] x R2 
or that solutions of initial-value problems are unique. In addition assume that 
there is a h > 0 such that 1 f (x, 0, y’) -f (x, 0,O) 1 < h 1 y’ 1 on [a, b] 
for ally’. Then for any boundary-value problem on [a, b] with an associated 
overfunction I&(X) the generalized solution z(x) = X(X; &) belongs to 
Ct2)(a, b) and Z” = f (x, x, z’) on (a, b). ([23], Corollary 6.1). 
Proof. First it follows from Lemma 4.16 that, with respect to a 
given boundary-value problem on [a, b], there is an overfunction &,(x) 
and an underfunction y,,(x) with F,-,(X) < I,&(X) on [a, b]. Consequently, 
the generalized solution z(x) = z(x; I,Q is defined. Furthermore, the 
hypotheses imply that solutions of boundary-value problems when they 
exist are unique, hence, the conclusions of Theorem 4.10 apply to z(x). 
Thus it suffices to show that Dz(x, +) and Dx(x, -) are finite at every 
point of (a, b). Let x0 E (a, b) and assume that ,X(X,, + 0) > 2(x,, - 0). 
The alternative case can be dealt with in a similar way and will not be 
discussed. 
We break the discussion up into two cases. First assume that 
z(x,, + 0) > 0. Let $(x) be a solution of $” = - k#’ - M, 
M = Max 1 f (x, 0,O) I on [a, b], with $(x0) = 0, $‘(x) >, 0 on [x,, , b], 
and 4(b) 3 z(b - 0). S UC a solution can be determined by elementary h 
calculations. Then, as in Lemma 4.16, &(x) = 4(x) + X(X,, + 0) is an 
upper solution on [x0 , b] with x(x,, + 0) < 4,(x,) and z(b - 0) < #,(b). 
It follows from Theorem 4.8 that z(x) < &(x) on (x, , b), which implies 
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that Dx(x, +) < $;(x,J < + co. Applying Theorem 4.10 we conclude 
that z(x) is continuous at x0 . Now let #(x) be a solution of #” = k#’ - M 
on [a, x0] such that #(x0) = 0, #(a) 3 z(a + 0), and #‘(x) < 0 on 
[a, x0]. Then, again by Theorem 4.8, z(x) < $(x) + ,x(x,,), which implies 
wx, -) > ~‘(%I) > - co. We conclude that in this case z(x) has a 
finite derivative at x0 . 
Finally assume z(xO + 0) < 0 and let vi(x) be a solution of 
v” = KY’ + M on [a, x0] such that ~(a) < z(u + 0), p)(xO) = 0, and 
v’(x) 3 0 on [a, x0]. Then, by Theorem 4.8, z(x) > yi(x) - z(xO - 0) 
on (a, x0), which implies Dx(x, -) < &(x0) < + co. It follows from 
Theorem 4.10 that x(x) is continuous at x,, . In a similar way we can 
show that Dz(x, +) > - co. Thus we again conclude that z(x) has a 
finite derivative at x0 . 
Since z(x) has a finite derivative at each point of (a, b), it follows from 
Theorem 4.10 that z(x) E C’2)(u, b) and is a solution of the differential 
equation on (a, b). 
Theorem 4.18. Assume that f(x, y, y’) sutisjes the hypotheses of 
Theorem 4.17 on [a, b] x R2. Then the boundary-value problem 
YV =f@, y, Y'), Y(U) = YVJ) = 0 
has a unique solution y(x) E Cc2)[u, b]. Furthermore, on [a, b] 
1 y(x) 1 < $ [&(b-a) - ell2k(b--a) _ 4 k(6 - a)] 
and 
/y’(x) 1 < F[ekfb-,, - 11, 
where M and k are as in Theorem 4.17 ([23], Theorem 6.3). 
Proof. Let &(x) be th e solution of the boundary-value problem 
#” = - k#’ - M, z/(u) = 0, #‘(b) = 0. Then I&(X) > 0 on [a, b] and 
#r(x) is an overfunction with respect to the boundary-value problem. 
Similarly, the solution &(x) of the boundary-value problem 
$” = k$’ - M, gL(b) = 0, #‘(a) = 0 satisfies I&.(X) < 0 on [a, b] and is 
also an overfunction. Consequently, since q+(b) > 0 and $~~(a) > 0, 
&,(x) = Min[#,(x), #2(x)] is also an overfunction. 
The solution yi(x) of the boundary-value problem F” = - kv’ + M, 
~(a) = 0, y’(b) = 0 and the solution v2(x) of the boundary-value problem 
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v” = kq’ + M, y(b) = 0, ~‘(a) = 0 satisfy v;(x) ,< 0, r&(x) >, 0, and 
are both underfunctions. Therefore, y,,(x) = Max[yr(x), va(x)] is an 
underfunction. Also F,,(X) < t,+,(x). It follows from Theorem 4.17 that 
X(X; &,) is a solution on (a, b). Now F,,(X) < x(x; #,,) < #s(x) on [a, b], 
~~(4 = #o(u) = ye(b) = #,(b) = 0, and &(a>, FJ@), &(a>, #i(b) are 
finite. It follows that &(a +) and Dx(6 -) are finite which by Theorem 
4.14 implies z(x; I&J E P)[a, b] and is a solution of the boundary- 
value problem. The fact that the solution is unique is a consequence 
of either Corollary 3.7 or Corollary 3.11. 
The functions r&x) and $,,( x can be computed and it can be shown ) 
that 
This establishes the desired bound on 1 y(x) j for the solution y(x). If 
x0 6 (a, b) and y(xo) > 0, let A( X; x0) and I,&(x; x0) be the respective 
solutions of the boundary-value problems 
*” = - k$Y - M, $(x0) = 0, f(b) = 0, 
and 
s,h” = k#’ - M, *(x0) = 07 *‘(a) = 0. 
Then y(x) < A( x; x0> + y(xo> on [x0, bl andy(x) < h4x; x0> + Y(xO> on 
[a, x0]. It follows that &(x0; x0) <y/(x0) < &(x0; x0). Similarly, if 
y(xo) < 0 and r~~i(x; x0), &x; x0) are the respective solutions of the 
boundary-value problems 
r$’ = - kr,9 + M, 94x0) = 0, v’(b) = 0 
and 
$’ = kq’ + M, dxo) = 0, $(a> = 0, 
then y(x) 2 dx; x0> + y(xo) on [x0 , 4, Y(X) 2 dx; XO) + Y(XO) 
on [a, x0], and v;(x; x) < y’(xo) < I&(X,; x0). These functions and 
derivatives can be computed and we obtain 
1 y’(x) 1 < F (ek(b-a) - 1) on [a, 4. 
Corollary 4.19. Assume f (x, y, y’) is nondecreasing in y on 
[a, b] x R2 for fixed x, y’ and satisfies a uniform Lipschitx condition with 
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respect toy’ on [a, b] x R2. Then for any A, B the boundary-value problem 
(*) Y” =f(X, Y, Y’h Y(Q) = A, Y(b) = B 
has a unique solution y(x) E C(2)[a, b]. ([23], Corollary 6.4; [25]). 
Proof. Let W(X) be the linear function with w(a) = A, w(b) = B. 
Then the function g(x, y, y’) =f(x, y + w(x), y’ + w’(x)) satisfies the 
hypotheses of Theorem 4.18, hence, the boundary-value problem 
Y” = g(x, Y, Y’), Y(4 = Y(b) = 0 
has a solution W(X). Then y(x) = w(x) + W(X) is a solution of (*). That 
the solution is unique follows from Corollary 3.7. 
Corollary 4.20. If f (x, y) is continuous on [a, b] x R and is non- 
decreasing in y for jixed x, then for any A, B the boundary-value problem 
Yn =.e,r), ~(4 = A, Y(b) = B 
has a unique solution y E Cc2)[a, b]. 
We will now consider an application of Theorem 4.18 to obtain a 
disconjugacy condition for a linear third order differential equation. 
The equation 
Y”’ + P,(x) Y* + A(4 Y’ + P&) Y = 0 (4.1) 
with pj(x) E C[a, b] is said to be disconjugate on [a, b] in case no non- 
trivial solution has more than two zeros on [a, b] counting multiplicities 
of zeros. 
A number of disconjugacy conditions have been given which relate 
bounds on the coefficients in Eq. (4.1) to the interval length b - a. 
Nehari [26] has shown that, if h = b - a and 
1 b -j~lPul+~j~lP,l+~j~l~2liC1, 2 
then Eq. (4.1) . d’ 1s lsconjugate on [a, b]. In 1963 Lasota [27] proved that 
(4.1) is disconjugate on [a, 61 if 
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where Pj = Max i pi(x) 1 on [a, b]. If pi(X) < 0 on [a, b], Lasota’s 
condition reduces to 
$P,h +&P2h3 < 1. 
The result obtained by the use of Theorem 4.18 will be based on the 
assumption pi(~) < 0 on [a, b] and will involve P,, , Pz , and h. We first 
establish an existence theorem for certain types of boundary value 
problems for nonlinear third-order equations. 
Theorem 4.21. Assume thatf(x, y, y’, y”) is continuous on [a, b] x R3 
and satisjes the following conditions: (i) f is nondecreasing in y’ for each 
Jixed x, y, y”, (ii) f sa zs t ‘Ji es a Lipschitx condition with respect to y” on each 
compact subset of [a, b] x R3, and (iii) for each M > 0 there is a k, > 0 
such that 1 f (x, y, 0, y”) -f (x, y, 0,O) / < k, I y” I for all a < x < b, 
) y / < M, and all y”. Then there is a 6 > 0 such that for any 
[Xl 3 x2] C [a, b] with x2 - x1 < 6 there is a solution yl(x) of 
y”’ = f (x, y, y’, y”) on [x1, x2] with yI(x,) = y;(x,) - y;(x,) = 0 and a 
solution yz(x) on [x 1 , x21 with y&Q = $(x2) = y2(x2) = 0. ([281, 
Theorem 1). 
Proof. Let M > 0 be fixed and let 
B[xl , x21 = {z(x) E C[xl , x21 : II 2 II = Max I 4%) I < M), 
where [xi , x2] C [a, b]. 
It follows from Theorem 4.18 that for each z E B[x, , x2] the bound- 
ary-value problem 
Y” =f(x, +q, Y,Y’), Y(Xl) = Y(X2) = 0 
has a unique solution uz(x) E C(2)[x, , x2]. Let 
and 
qM = Max !f(~, a, 0,O)l for a < x < b, ) z j < M 
Then it also follows from Theorem 4.18 that 
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[x1 > x2] for each z E B[x, , xJ. Now define the mapping 
B[x, , $1 + CL% 7 x.J by Tz = w, where W(X) = J’z, uB(t) dt. Then 
I] < (qM/kM2) (x2 - xi) E(x, - xi), consequently, T(B) C B if 
(qM/kM2) (x2 - x1) E(x, - xi) < M. B[x, , xz] is a closed convex subset 
of the Banach space C[x, , x2] and it is not difficult to show that T is 
continuous and completely continuous on B[x, , x2]. Since E(t) is 
increasing in t, it follows from the Schauder Fixed-Point Theorem that T 
has a fixed point in B[x, , x2] if x2 - x1 < 6 where (qM/KM2) 6E(6) = M. 
If y(x) is the fixed point, y”’ = f(x, y, y’, y”) on [xi , x2] and 
Y(Xl> = Y’(Xl) = Y’(X2) = 0. 
If the mapping T is defined by Tz = w with w(x) = SE, u&t) dt, 
the same estimates hold and in this case for x2 - x1 < 6 with 
(qM/hM2) &E(6) = M th ere is a solution y(x) on [x1 , x2] with 
Y(X2) = Y’(X2) = Y’(G) = 0. 
Theorem 4.22. Let h = b - a. Then, if P, # 0 and 
hP,-W’,h) G Po2, 
Ep. (4.Z) is disconjugate on [a, b] ([28], Theorem 2). 
Proof. Consider the equation 
L[Yl = Yl” + PO(~) Y” + A(~> Y’ + P2@) Y = A+% 
where ~~(4, g(x) E C[a, bl and pr(x) < 0 on [a, b]. It is clear that the 
hypotheses of Theorem 4.21 are satisfied. In this case 
and 
9~~Il~II+II~,II~=Il~II+~,~ 
kw= IIPOII =po. 
Thus given M > 0 and [X r , x2] C [a, b], the boundary-value problems 
UYI = g(x), Y(4 = Y’W = Y’k?) = 0 (4.2) 
and 
LrYl = &9, Y’(4 = Y(X2) = Y’(X2) = 0 (4.3) 
have solutions if 
(x2 - Xl) [II g II + P2Ml Jw&, - %)I < M 
PO2 
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This will be the case if 
b-2 - x1) P2-w&2 - 41 < 1 _ (x2 - 4 l/g II -w&2 - 41 
PO2 PozM (4.4) 
Let M > 0 be chosen and fixed. It is known ([28], p. 630) that L[y] = 0 
is disconjugate on [a, b] if and only if for any x,, E [a, b] the solution 
u(x; x,,) of the initial-value problem L[y] = 0, y(xO) = y’(~,,) = 0, 
y”(xJ = 1 satisfies u(x; x,J > 0 on [a, b] for x # x0 . Assume L[y] = 0 
is not disconjugate on [a, b]. Then there is an xi E [a, b] such that 
u(x; xi) has another zero in [a, b]. It follows that there is an x2 E (a, b) 
at which u’(x2; x1) = 0, to be specific assume x1 < x2 . Then xa - x1 < h 
and it follows that 
(x2 - Xl) P2Wdx2 - 41 < hP&[P&l < 1 
PO2 PO2 
Let 
id4 = d6 + %(x) (x - XI) + 3&) (x - xd2 + P&) (2 - xd31. 
Then for E > 0 sufficiently small, inequality (4.4) will be satisfied; 
consequently, problem (4.2) h as a solution. It is easy to see that this 
solution must be of the form y(x) = cu(x; x1) + l (X - xi)3 where c is a 
constant. Then y’(x2) = &(x2; x1) + ~E(x~ - xi)2 = ~E(x~ - xi)” # 0, 
which contradicts y(~)‘s being a solution of (4.2). If x2 < x1 , we contra- 
dict (4.3)‘s having a solution. Thus the assumption z/(x2; xi) = 0 for 
x2 # x1 leads to a contradiction and we conclude that u(x; x,,) > 0 for 
all X, x0 E [a, b] with x # x0 . Thus L[y] = 0 is disconjugate on [a, b]. 
The inequality of Theorem 4.22 is an improvement over that of 
Lasota for the pi(~) < 0 case in that P,, and h can be large provided P, 
is sufficiently small. By examining the proof of Theorem 4.22 and noting 
that 
g$ 
Jwch) 3 j$ 
p,2 = s ’ 
we see that when P,, = 0 L[y] = 0 is disconjugate on [a, b] provided 
8 VP2 < 1. In this case the result is inferior to that of Lasota. 
5. Boundary-Value Problems on Infinite Intervals 
The subfunction technique can also be used to advantage in dealing 
with certain types of boundary-value problems on infinite intervals. 
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In this Section we will consider some illustrations of problems of this 
type* 
Theorem 5.1. Let f be continuous on [a, co) x R, be nondecreasing 
in y for jixed x, and satisfy f (x, 0) = 0 on [a, m). Then for any real A 
the boundary-value problem 
Y” =.m, y), r(a) = A (5-l) 
has a unique bounded solution y(x) E Ct2)[a, co) ([29], Theorem 3.1). 
Proof. We consider only the case A > 0 and, in particular, the case 
A > 0 since y(x) = 0 is a bounded solution when A = 0. The case 
A < 0 can be dealt with in a similar way. 
If A > 0, it follows from Corollary 3.6 that &,(x) = A is a super- 
function on [a, co). Let @ be the collection of all subfunctions y(x) on 
[a, ~0) such that Y(X) < A,( x on [a, co). Then @ is not empty since > 
v(x) = 0 belongs to @. Let z(x) = supwE y(x). Then 0 < z(x) < Q&(X) on 
[a, co) and it follows from Theorem 4.17 that z(x) E Ct2)(a, co) and is a 
solution of the differential equation on (a, GO). By Corollary 4.20 the 
boundary-value problem 
YM =.0x, Y), ~(4 = A, y(a+l)=O 
has a solution y,(x). By Theorem 4.7 v,,(x) defined by v&x) = yi(x) on 
[a, a + II, P-‘&) = 0 on (a + 1, co) is a subfunction on [a, co). Also, 
since #@‘o(x) = A is a superfunction, yi(z) < &,(x) on [a, a + I]. It 
follows that q,,(x) E @ and yi(x) < z(x) < Q&(X) on [a, a + I]. Then by 
Theorem 4.14, z(x) E Cc2)[a, co) and is a solution of the boundary-value 
problem (5.1). 
Now assume that problem (5.1) has two distinct bounded solutions 
zi(x), +(x) E Ct2)[a, co). Then, since by Corollary 3.7 solutions of 
boundary-value probIems on finite intervals are unique, there is an 
x0 > a such that zi(x) G z2(x) on [a, x0] and xi(x) # z2(x) for all 
x > xg. To be specific, assume xi(x) > x2(x) on (x0, co). Then 
z;(x) - 4(x> = f(x, 4~)) - f(x, dx)) 3 0 on [x0, a), 
zi(xJ - zz(xO) = 0 and xi(x) - za(x) > 0 for x > x,, . This obviously 
implies +(x) - z2(x) is unbounded on [x0, co). From this contradiction 
we conclude the uniqueness of bounded solutions of (5.1). 
The bounded solution z(x) of (5.1) with A > 0 satisfies z’(x) < 0 
on [a, co). Other questions of interest arise concerning the solution z(x). 
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Is Z(X) > 0 on [a, 00) ? This of course will be the case if initial-value 
problems for y” = f(~, y) h ave unique solutions. Another condition on 
-f;k Y) which . imp ies s(x) > 0 is given in [29]. If Z(X) > 0, is 1‘ 
x+‘*: Z(X) > 0 ? Does (5.1) also have unbounded solutions ? These 
questions have been considered by a number of authors. Subfunction 
methods can also be applied to the study of these questions. 
The following Theorem with slightly different hypotheses has been 
proven by other methods by Schuur [30]. 
Theorem 5.2. Let f(x, y, y’) be continuous on [a, CO) x R2, be non- 
decreasing in y for fixed x, y’, be nondecreasing in y’ for fixed x, y, and 
satisjy f(x, ,O, 0) = 0 on [a, a). Assume either that f(x, y, y’) satis$es a 
Lipschitz condition with respect to y’ on each compact subset of [a, CO) x R2 
or that solutions of initial-value problems for y” =f(x, y, y’) are unique. 
Then for any real A the boundary-value problem 
ye =m Y, Y’), Y(4 = A (5.2) 
has a unique bounded solution on [a, CO). 
Proof. As in Theorem 5.1 it suffices to consider only the case A > 0. 
Sincef(x, 0,O) = O,~(X, A, 0) > 0 and it follows from either Corollary 
3.6 or Corollary 3.10 that &,(x) E A is a superfunction on [a, a). Again 
let x(x) = supqEo y( x >, w h ere @ is the collection of all subfunctions v(x) 
on [a, a) such that p(x) < &( x on [a, co). @ is not empty since it ) 
contains p)(x) E 0. Then 0 < Z(X) < z/,,(x) = A on [a, 00) and it follows 
from Theorem 4.12 and either Corollary 3.7 or Corollary 3.11 that Z(X) 
is simultaneously a subfunction and a superfunction on [a, CO). 
It follows from Theorem 4.10 that Z(X) has a finite derivative almost 
everywhere. Let x0 > a be a point at which Z(X) has a finite derivative. 
Then by Theorem 4.10 there is an open interval around x0 on which 
x(x) is a solution. Let (c, d) be a maximal such interval. Now suppose that 
z’(xJ > 0 for some x1 E (c, d) and that z’(x) < 0 at some points of 
(xi , d). Then let x2 E (xi , d) be such that x/(x2) = 0 and z’(x) > 0 on 
[Xl 7 ~a). It follows that 
0 > - z’(xJ = z’(q) - z’(xl) = f2f(s, z(s), z’(s)) ds > 0. 
Xl 
From this contradiction it follows that, if z/(x1) > 0 for x1 E (c, d), 
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then z’(x) > 0 on [x1, d). Now assume c > a; then, since (c, d) is 
maximal, it follows from Theorem 4.10 that Z(X) cannot have a finite 
derivative at c and that Dz(c +) = * co. Assume first that 
Dz(c +) = + co. Then it follows from the mean-value theorem that 
z’(x) > 0 at points arbitrarily close to c, hence, by the above observation 
z’(x) > 0 on (c, d). However, in this case z”(x) =f(x, x(x), z’(x)) 2 0 on 
(c, d), which is incompatible with Dz(c +) = + co. Now assume 
Dz(c +) = - co. Then by applying the mean-value theorem and the 
above observation again we conclude that there is a 6 > 0 such that 
x’(x) < 0 on (c, c + 61. Then z”(x) = f(x, x(x), z’(x)) <f(~, A, 0) on 
(c, c + 61 but Dz(c +) = - co implies that z”(x) is not bounded above 
on (c, c + 61. Thus Dz(c +) must be finite and from this contradiction 
we conclude that c = a. It also follows by the same argument that 
&(a +) is finite. Since x0 > a was an arbitrary point at which X(X) 
has a finite derivative, we conclude from Theorems 4.10 and 4.14 that 
Z(X) E Ct2)[a, co) and is a solution of (5.2). Furthermore, we conclude 
that x’(x) < 0 on [a, CD) for, if z’(x,,) > 0, then z’(x) > 0 and z”(x) 3 0 
on [x0 , co) and Z+(X) would be unbounded on [x,, , 00). 
Now assume (5.2) has two distinct bounded solutions zi(x) and z2(x). 
Since it is again the case that with the hypotheses of the Theorem solu- 
tions of boundary-value problems on finite intervals are unique, there is 
an x,, > a such that x1(x) E ZJX) on [a, x0] and x1(x) > z2(x) on (x,, , co). 
Then there is an x1 > x0 at which x;(xJ - &(x,) > 0. Arguing as 
above and using the monotoneity off, it follows that Z;(X) - Z;(X) > 0 
on [xi, co) which implies Z;(X) - Z:(X) 2 0 on [x1 , co). This implies 
zr(x) - z2(x) is unbounded on [xl , co) and we conclude that bounded 
solutions of (5.2) are unique. 
Theorem 5.3. Assume that f (x, y, y’) satis$es the hypotheses of 
Theorem 5.2 except that f (x, y, y’) is non-increasing in y’ for $xed x, y. 
Then there is a 6 > 0 such that for any A with 1 A / < 6 the boundary- 
value problem (5.2) has a bounded solution y(x) E Ct2)[a, co). 
Proof. As in Theorem 5.2 the generalized solution can be defined 
for any A and, if A > 0, 0 ,( z(x) < A on [a, co). We will consider 
only the case A > 0. If (c, d) C [ a, co) is an interval on which z(x) is a 
solution and if x’(x,J < 0 for some c < x,, < d, it follows in this case 
that x’(x) < 0 on (c, x,]. This leads as in the proof of Theorem 5.2 to 
the conclusion that Dx(d -) is finite. It follows that Z(X) is a solution 
on (a, co). 
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It follows from Theorem 2.1 that for suitable sufficiently small A > 0 
and 6 > 0 the boundary-value problem 
Y” =.m y, Y’), y(a) = 4 y(a + 6) = 0 
has a solution y(x) E C2)[a, a + 61. Then vO(x) defined by yO(x) = y(x) 
on [a, a + 61 and Y,,(X) GE 0 on (u + 6, co) is a subfunction on [a, co). 
Also, since &,(x) = A is a superfunction, y(x) < A on [a, a + 61. 
Therefore &x) < X(X) < A on [a, co) and it follows from Theorem 
4.14 that for such an A X(X) E C2)[a, co) and is a solution of (5.2). 
If A, > 0 is such that (5.2) h as a solution x0(x) E C2)[a, CQ) with 
z,,(a) = A,, then for any 0 < A < A,, cp,,(x) = z+,(x) - (A, - A) is 
an underfunction for the boundary-value problem (5.2) with boundary 
value A at x = a. Thus for any 0 < A < A, there is a bounded 
P)[a, 00) solution of (5.2). Th is completes the proof of the Theorem. 
In this case, bounded solutions are not necessarily unique as evidenced 
by the problem y” = - y’, y(0) = A > 0, which has solutions y(x) = A 
and y(x) = Ae-“. 
The arguments used in the proofs of Theorems 5.2 and 5.3 can be 
applied to boundary-value problems on finite intervals. If f(~, y, y’) 
satisfies the hypotheses of Theorem 5.2, a generalized solution Z(X) of 
the boundary-value problem 
Y” =.k y, Y’), r(a) = 4 Y(b) = B 
is of class C(s)[u, b) and z(u) = A. If f satisfies the hypotheses of Theo- 
rem 5.3, the generalized solution Z(X) E C2)(a, b] and x(b) = B. 
6. A Relation between the Global Existence of 
Solutions of Initial-Value Problems 
and the Existence of Solutions of Boundary-Value Problems 
As is well known in the case of linear differential equations, the unique- 
ness of solutions of boundary-value problems implies their existence. 
In this section we shall see that this is also the case for nonlinear equa- 
tions provided all solutions of initial value problems exist globally. 
Theorem 6.1. Assume that I C R is an interval and that f (x, y, y’) 
is continuous on I x R2. Assume that fog every (x,, , yO , yi) E I x R2 
the initial-value problem 
Y” =f@,y, Y’), Yko) = Yo > Y’bo) = Y;l (6.1) 
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has a unique solution y(x) E G2)(I). Further, assume that, ;f for any 
LX 1 , x2] C I and any A, B the boundary-value problem 
Y” =f(x, Y, Y’), ~(4 = A, ~(4 = B (6.2) 
has a solution y(x) E 02)[x 1 , x2], then that solution is unique. Then for 
any proper subinterval [x1 , x2] C I and any A, B boundary value problem 
(6.2) has a solution. 
Proof. Let [xi , x2] C I be a proper subinterval. Then either x1 
or x2 is an interior point of I and to be specific we assume xi is. Let 
Ii = I n (- co, xi]. Let A, B be given and consider the corresponding 
boundary-value problem (6.2). Let y( x; m) be the solution of the initial- 
value problem (6.1) with initial conditions y(xi) = A, y’(x,) = m. By 
assumption, y(x; m) is unique and is a solution on all of I. It follows that 
y(x2; m) is a continuous function of m so that its range is an interval. 
To complete the proof it suffices to show that the range of y(x2; m) is 
neither bounded above nor bounded below. We will prove only that 
the range is not bounded above since an exactly analogous argument is 
used to show that it is not bounded below. 
Assume that, on the contrary, the range of y(x,; m) is bounded above 
and let p = 1ub{y(x2; m) : - CO < m < + co}. Let x(x) be the solution 
of the initial-value problem (6.1) with initial conditions ,$x2) = 8, 
z’(x2) = 0. Then a(x) is a solution on I and z(xi) # A since, if x(x1) = A, 
Z(X) = y(x; m) for some m, but x(x2) > y(x2; m). This follows from the 
fact that uniqueness of solutions of boundary-value problems implies 
y(~; m,) < y(x; m,) for x > xi and ma > m, . Assume first that z(xJ < A. 
Then for all m, y(xi; m) > x(x1) and y(x2; m) < z(x2), and it follows 
again from the uniqueness of solutions of boundary-value problems that 
y(x; m) > Z(X) on I, for all m. Let U(X) = glb(y(x; m): - co < m < + CO> 
for all x 6 I1 . Then x(x) < U(X) ,< y(x; 1) on I, . By Theorem 3.12 
solutions are superfunctions, consequently, by Theorem 4.6 u(x) is a 
superfunction on I, . Now suppose that u(x) is not a subfunction on Ii . 
Then there is a subinterval [c, d] CI, and a solution v(x) on [c, d] such 
that u(c) < v(c), u(d) \< v(d), but U(X) > v(x) at some points in (c, d). 
With the hypotheses of the theorem solutions of initial-value problems 
are continuous with respect to initial conditions. Consequently, if E > 0 
is sufficiently small the solution vi(x) with initial conditions vi(c) = v(c), 
v;(c) = v(c) + E will satisfy v(x) < vi(x) on (c, d] but vi(x) < U(X) 
at some points of (c, d). Then, for 17 > 0 sufficiently small, the solution 
v2(x) satisfying initial conditions v,(d) = v,(d), vi(d) = vi(d) - 7 will 
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satisfy v~(x) > v~(x) on [c, d) but U%(X) < U(X) at some points of (c, d). 
Thus zle(x) is a solution on [c, d] with u(c) < Us, u(d) < v,(d), but 
U(X) > Q(X) at some points in (c, d). By the definition of U(X) 
there is an m, and an m2 such that u(c) < y(c; m,) < us 
and u(d) < y(d; m,) < ug(d). Then, if m, = NIax[m,, m,], 
Y(C; m,) d y(c; m,) -C Q(C) and y(d; m,,) < y(& m2) < v,(d), but 
Q(X) < U(X) < y(x; mO) at some points in (c, d). This contradicts the 
uniqueness of the solutions of boundary-value problems since Q(X) 
and y(x; m,) will agree at two distinct points in (c, d) and differ between 
the two points. We conclude that U(X) is a subfunction on I, . It follows 
from Theorem 4.10 that u(x) is a solution on a nonnull open subset of I, . 
Let (a, b) be a maximal open subinterval contained in I1 on which U(X) is 
a solution. Then it follows from Theorem 4.10 that, if a is not the left 
end of I, , Du(a +) = f 00, and, if b # x1, Du(b -) = h 03. How- 
ever, there is a solution y(x) on I such that U(X) = y(x) on (a, b) since 
solutions of initial-value problems are unique and exist globally. Thus 
in the above cases, neither Du(a +) = & cc nor Du(b -) = & KJ 
is possible and we conclude that U(X) is a solution on I, - {x1}. It follows 
that, if y(x) is the solution on I with y(x) E U(X) on 1i - (xi}, then 
u(xl - 0) = y(~i) < A. However, it then follows that, for x0 E I1 , 
x,, # xi and for E > 0 sufficiently small, the solution yl(x) of the initial- 
value problem with initial conditions 
Yd%) = YkJ = 4-%), Y;hl) = Y’(4 + E = 4%) + E 
satisfies y,(x) > y(x) for x > x0 and y(x,) < yi(xi) < A. But then, for m 
sufficiently large, y(x; m) and yl(x) will constitute distinct solutions for 
some boundary-value problem on some subinterval of [x,, , xJ. From 
this contradiction we conclude that z(xi) < A is not possible. 
From x(x1) > A and x(x2) = p > y(x2; m) for each m, it 
follows that y(x; m) < Z(X) on [x1 , x2] for all m. In this case we define 
W(X) = lub{y(x; m) : - 00 < m < + a> on [x1 , x2] and we can argue 
as above that w(x) is simultaneously a subfunction and a superfunction 
on [x1 , ~~1. This leads to the conclusion that W(X) is a solution on (xi , ~a) 
and w(xl + 0) > A, which leads to a contradiction as before. We con- 
clude that the range of y(x2; m) is not bounded above. In a similar 
manner it can be proven that the range is not bounded below. It follows 
that (6.2) has a solution. 
The assumption that solutions of initial value problems are unique 
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can be omitted in Theorem 6.1 if it is assumed that all solutions of all 
initial-value problems exist on I. 
The conclusion of Theorem 6.1 cannot be strengthened to assert 
that boundary-value problems on I itself have solutions when I is a 
compact interval. The following example which shows that this is the 
case was communicated to the author by Keith Schrader. 
Consider y” = - y + arctan y, - 4 n < arctan y < Q V, with 
I = [0, n]. Since f is independent of y’ and 1 f, ) < 1 on [0, x] x R, it 
follows that all initial-value problems have unique solutions defined on 
[0, ~1. Now assume that on [X r , x2] C [0, ~1 there are solutions yr(x) 
ynd ~~(4 with ~~64 = Y&A Y&J = ~dxJ, and r&4 > Y&> on 
x1 , ~a). Then 
w”(x) = y;(x) - y,“(x) 
= - 20(x) + arctan yl(x) - arctan yz(x) > - w(x) on [x1 , X2]. 
The equation y” = - y is disconjugate on an interval of length less 
than n, hence, it follows from Theorem 3.12 that on such an interval a 
lower solution is a subfunction. Thus, if [x1 , XJ is a proper subinterval 
of [0, .rr], w”(x) 3 - W(X) on [x1, x2] and w(xr) = w(xJ = 0 implies 
w(x) d 0 on [xl , ~~1. We conclude that solutions of boundary-value 
problems on proper subintervals of [0, n] are unique. Now assume 
[x1 9 xa] = [0, ~1. Let U(X) be the solution of the initial-value problem 
u” = - u, ~(3 z-) = w(& ‘ir), ~‘(4 n) = w’(+ v). Then, since w” > - won 
(0, n), it follows that W(X) > U(X) on intervals on each side of x = 4 7~. 
Again using Theorem 3.12 and the fact that y” = - y is disconjugate 
on intervals of length less than 7r, we conclude that w(0) > u(0) and 
w(r) > U(T). Since w(0) = w(r) = 0 and ~(4 z-) = w(& 7r) > 0, this 
would imply that U(X) has two zeros on (0,~) which is impossible, Thus 
solutions of boundary-value problems on [0, z], when they exist, are 
unique. Therefore, the hypotheses of Theorem 6.1 are satisfied. Now 
suppose that the boundary-value problem 
y” = - y + arctan y, Y(O) = 0, y(7r) = 3a 
has a solution y(x) with y’(0) = m. Let U(X) be the solution of the 
initial-value problem 
VI = - v + 27, v(0) = 0, v’(0) = m + 1. 
Then v” = - ZI + n > - v + arctan z, and it follows from Theorem 
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3.12 that z(x) is a subfunction on [0, n] with respect to solutions of 
y” = - y + arctan y. Since V(X) > y(x) on an interval to the right of 
x = 0, it follows that v(x) > y( x on (0, m]. Computing U(X) we get ) 
V(X) = (m + 1) sin x - rr cos x + r and y(n) < z)(r) = 277. From this 
contradiction we conclude that the stated boundary value problem has 
no solution. 
Now we apply Theorem 6.1 to obtain results concerning existence of 
solutions of boundary value problems whenf(x, y, y’) satisfies a Lipschitz 
condition with respect to y and y’. These results have been dealt with in 
References [31]-[35], b u our methods will be quite different. t 
Assume that f(x, y, y’) is continuous on I x R2 and assume that 
there exist continuous functions /r(x), C2(x), k,(x), k,(x) on I such that 
G,(x, yl - y2 , y; - y;) Gf(x, YI , Y;) -f(% YZ 1 Y;) 
< G,(x, ~1 - ~2 , Y; -Y;) 
on I x R2 where 
44 Y + 44 Y’ for y 20, y’ 3 0, 
G(x, Y, Y’) = 
44Y + 44Y for y 20, y’ < 0, 
k,(x) Y + 44 Y’ for y GO, y’ < 0, 
k,(x) Y + 44 Y’ for y GO, Y’30 
and 
k,(x) Y + 464 Y’ for Y 20, y’ 3 0, 
G&G Y, Y’) = 
k,(x) Y + u4 Y’ for y 20, y’ G 0, 
k,(x) Y + 4(x) Y’ for Y GO, y’ < 0, 
hc4Y + 82WY for y do, y’ > 0. 
(6.3) 
(6.4) 
(6.5) 
From (6.3)-(6.5) it follows that k,(x) < k,(x) and /r(x) < e,(x) on I and 
that solutions of initial-value problems for y” = f(x, y, y’) are unique 
and exist on all of I. The functions G, and G, can be written in the form 
G,(x,~,y’)=:(k,+k,)~+B(k,--k,)lyI +&(~++c,)Y’ 
+ B (4 - f22) IY’ I (64 
and 
G,(x,y,y’)=g(k,+k,)y+S(k,--k,)lyI+~(~l+f2)~’ 
+ t (6 - 4) I Y’ I * (6.7) 
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From these expressions for G, and G, it is clear that solutions of initial- 
value problems for y” = G,(x, y, y’) and y” = G,(x, y, y’) are unique 
and exist on all of I. 
Theorem 6.2. If  solutions of boundary-value problems for 
y” = G,(x, y, y’) when th ey exist are unique, then solutions of boundary- 
value problems for y” = f (x, y, y’) when they exist are unique. 
Proof. Assume that solutions of boundary-value problems for 
y” = G,(x, y, y’) are unique but that those of y” = f (x, y, y’) are not. 
Then there is an interval [xi , x2] C I and solutions yi(x) and y&x) of 
y” = f (x, y, y’) such that yl(xi) = y2(xi) for i = I, 2 and yi(x) > y2(x) 
on (xi , x2). Then, setting w(x) = yi(x) - ya(x) and using inequality 
(6.3), we have w” > G,(x, w, w’) on [xi, x2], w(xi) = w(xa) = 0 and 
w(x) > 0 on (xi, x2). It follows from Theorem 3.12 that w(x) is a 
subfunction on [xi , x2] with respect to solutions of y” = G,(x, y, y’). 
Let U(X) be the solution of the initial-value problem 
y” = G(x,Y,Y’), YW = 4X1)> Y’h) = W’W 
Since solutions of initial-value problems for y” = f (x, y, y’) are unique, 
w’(xJ > 0. Consequently, since solutions of boundary-value problems 
for y” = G,(x, y, y’) are unique, u(xi) = 0, u’(xJ > 0, and y(x) = 0 
is a solution, it follows that U(X) > 0 on (x1, xa]. Thus w(xi) = u(xJ 
and w(xJ ( ~(a+) which, since w(x) is a subfunction, implies w(x) ,< u(x) 
on [xi, xa]. It then follows from Theorem 2.6 that w(x) = U(X) on 
1x1 > 2 x 1. From this contradiction we conclude that solutions of boundary- 
value problems for y” = f (x, y, y’) when they exist are unique. 
Corollary 6.3. If solutions of boundary-value problems for 
y” = G(x, Y, y’) w en h they exist are unique, then any boundary-value 
problem on any proper subinterval [x1 , x2] C I for y” = f (x, y, y’) has a 
solution. 
Proof. This is an immediate consequence of Theorems 6.1 and 6.2. 
Let us consider now the case where I = [a, b] is a compact interval. 
Assume that solutions of boundary-value problems for y” = Gi(x, y, y’) 
on subintervals of I when they exist are unique. Then the conclusion 
of Corollary 6.3 follows but in this case the conclusion applies not only 
to proper subintervals of I but to the interval I itself. If one examines 
the proof of Theorem 6.1 and also takes Theorems 4.12 and 4.14 into 
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account, it can be seen that it is sufficient to show that, for any boundary- 
value problem 
Y” =f@, y> Y’), Y(U) = 4 Y(b) = B, (6.8) 
there is an overfunction &(x) and an underfunction Q),,(X) with 
C&X) < &,(x) on [a, b]. We will show that such functions can be con- 
structed if solutions of boundary-value problems on subintervals of I 
for y” = G,(x, y, y’) when they exist are unique. 
Let yr(~) be the solution of the initial-value problem y” = G,(x, y, y’), 
y(a) = 1, y’(u) = 0 and y2(x) th e solution satisfying initial conditions 
y2(a) = 0, y;(u) = 1. Th en y*(x) > 0 on (a, b], consequently, for h > 0 
sufficiently large V(X) = yr(z) + by,(x) > 0 on [a, b]. Furthermore, 
v" = y; + hy; = G&c, ~1, Y;) + &(x, ~2 7 Y;) 
= G,(x, YI , Y;) + G(x, hy2 9 hr;) 
< G,(x) v, v') 
on [a, b]. Let Z(X) be the solution of the initial-value problem 
y” = 6(x, y, y’) +f(x, 0, Oh y(u) = y’(u) = 0. 
Then, given any A, II, there is an Y > 0 such that, if #s(x) = MU + Z(X), 
then &,(a) > A and t/+,(b) > B. Then 
40” = rv” + z* = rGl(x, v, v’) + G&x, z, ~‘1 +fh 0~0) 
< G,(x, $0 > 1crh) +fb 090) 
<f(x, t+$J , &) -f(X, 0, 0) +m O,O) 
<f(? $4 ) 1cIi). 
Thus &(x) is an overfunction with respect to the boundary-value 
problem (6.8). 
Now let U(X) be the solution of the initial-value problem 
Y” = G&,Y,Y’) t-f@, 0, O), y(u) = y’(u) = 0. 
Let y&x) = - C&X) + U(X) where V(X) is as above and p > 0 is chosen 
large enough that ~~(a) < A, v,,(b) < B, and vO(x) < #a(x) on [a, b]. 
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Then 
rp; = - qv” + u” = - qG,(x, vu, v’) + G,(x, u, u’) +f(x, 0,O) 
= G,(x, - qa, - qv’) + G,(x> u, 4 +f@, 60) 
> G&G R, > 6,) + f(x> O,O) >f(x> ~0 t v-4 
on [a, b] and it follows that q,,(x) is an underfunction with respect to the 
boundary-value problem (6.8). We have thus proven the following 
Theorem. 
Theorem 6.4. Iff(x, y, y’) is continuous on I x R2, satisfies inequal- 
ity (6.3) on I x R2, and solutions of boundary-value problems for 
Y” = G,(x, Y, Y’) w en h they exist are unique, then all boundary-value 
problems for y” = f (x, y, y’) on all subintervals of I have solutions and the 
solutions are unique. 
Now we consider the question of uniqueness of solutions of boundary- 
value problems for y” = G,(x, y, y’). 
Theorem 6.5. Solutions of boundary-value problems for y” = G,(x, y, y’) 
are unique zf and only iffor any [x1 , x2] C I the solution of the initial-value 
problem 
Y” = G&, Y, Y’), Y(4 = 0, Y’(Xl) = 1 (6.9) 
satisfk y(x) > 0 on (x1 , x2]. 
Proof. Since y(x) = 0 is a solution, the condition is obviously 
necessary. 
Now assume that the condition is satisfied for each subinterval of I 
but that solutions of boundary-value problems are not unique. Then 
there is an interval [xi , x2] C I and solutions yi(x) and y2(x) such that 
yl(xi) = y2(xi) for i = 1, 2 and yr(x) > y2(x) on (xi, x2). Let 
44 = ydx> - ~2(4 Th en w(xi) = w(xr) = 0 and w’(xi) > 0 since 
solutions of initial value problems are unique. Also 
w" = G&x, yl , Y;) - G,(x> ~2 , A) 2 Gdx, w> 4 
on [xl7 x21. If y(x) is the solution of the initial-value problem (69, 
U(X) = w’(xi) y(x) is the solution satisfying initial conditions u(xl) = 0, 
u’(xl) = w’(xl); hence, u(x) > 0 on (x1, x.J. If w(x) < U(X) on [x1 , x2], 
Theorem 2.6 can be applied to obtain the contradiction w(x) = U(X) 
607/2/3-I I 
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on [xi , x2]. It follows that W(X) > U(X) at some points in (x1 , x2). In 
this case there is a 0 < /3 < 1 such that @V(X) < U(X) on [xi , x2] and 
/?w(x~) = u(xa), pw’(x,,) = z/(x,,) at some xi < x0 < x2 . But then again 
Theorem 2.6 leads to the contradiction ~w(x) E U(X) on [x1 , xa] since 
we still have (,&u)” > G,(x, /3w, /?w’) on [x1 , ~a]. It follows that solutions 
of boundary-value problems for y” = G,(x, y, y’) are unique. 
Let [a, b] C I and on [a, b] let Ki = Min K,(X), Ka = Max Ra(x), 
L, = Min {i(x), and L, = Max ta(~). Let GF(x, y, y’) be defined as in 
(6.4) using the constants L, , L, , K, , and K, . Then on [a, b] x R2 
G,*(x, yl- yz 7 Y; - ~3 G G(x, ~1, Y;) - Gdx, ~2 > ~2, 
and it follows from Theorem 6.5 that solutions of boundary-value 
problems for y” = G,(x, y, y’) on subintervals of [a, b] are unique in 
case for any [x1 , x2] C [a, b] the solution of the initial-value problem 
y” = GF(x, y, y’), y(~i) = 0, y’(~i) = 1 satisfies y(x) > 0 on (xi , x2]. 
This will be the case for any[x, , x8] C [a, b] if 
b - a < 4Ll> 4) + w2, Kl), 
where a(L1 , Ki) is the first positive zero of U’(X) with U(X) the solution 
of the initial-value problem 
u” = K,u + Llu’, u(0) = 0, u’(0) = 1 
and - /3(L2, Ki) is the first negative zero of w’(x) with V(X) the solution of 
the initial-value problem 
v” = K1v + Lsp’, w(0) = 0, w’(0) = - 1 
(see [30], p. 312). 
7. Further Existence Theorems for Solutions of 
Boundary-Value Problems 
In this section we shall work with solutions of differential inequalities 
as in the previous sections but we will not impose conditions which imply 
the uniqueness of solutions of boundary value problems. In place of such 
conditions we will impose restrictions on the rate of growth off(x, y, y’) 
with respect to y’, in particular we will assume f(~, y, y’) satisfies a 
Nagumo condition. Nagumo [36] used such growth conditions to prove 
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the existence of solutions of boundary-value problems but his methods 
also required that solutions of initial-value problems be unique. Our 
methods will not require this assumption. We will as before always 
assume that f(x, y, y’) is continuous. 
Definition 7.1. f(x, y, y’) is said to satisfy a Nagumo condition on 
[a, b] with respect to the pair a(x), /3(x) E C[a, b] in case a(~) < /3(x) 
on [a, b] and there exists a positive continuous function h(s) on [0, co) 
such that jf(~, y, y’) / < h( 1 y’ 1) for all a < x < b, U(X) < y < /3(x), 
I y’ I < 00 and 
where 
W - 4 = Max[l 44 - B(b) I I I 44 - PC4 II. (7.2) 
Lemma 7.2. Assume that f (x, y, y’) satisfies a Nugumo condition on 
[a, b] with respect to the pair a(x), /3(x) E C[u, b]. Then, for any solution 
y(x) E C’2)[u, b] with a(x) <y(x) < /3(x) on [a, b], there is an N > 0 
depelzding only on a(x), /3(x) and h(s) such that I y’(x) 1 < N on [a, 61. 
Proof. Choose N > 0 such that 
s N s ds ~ h(s) > Max /3(x) - Min a(~). 
If x0 E (a, b) is such that (b - u) by’ = y(b) - y(u), then by (7.2), 
I y’(xJ I < X. Assume that I y’(x) 1 > N at some points in [a, b] and to 
deal with a specific case assume y’(x) 3 N at some points. Then there is 
an interval [c, d] C [a, b] such that y’(c) = N, y’(d) = h, and 
h < y’(x) < N on (c, d) or y’(c) = h, y’(d) = N, and h < y’(x) < N on 
(c, d). Let us consider the former case; then on [c, d], 
and 
I Y”(X) I Y’(X) = Ifc? Yb% Y’(4) I Y’(X) G W(4)Y’(4 
is 
d y”(x) y’(x) dx 
h(Y’bfg- G I i 
d I Y”(X) IY’W g < d ? 
c e h(Y’W I 
e Y (4 dx. 
This leads to the contradiction 
s N s ds ~ h(s) < y(d) - y(c) < Max P(x) - Min 44. 
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Other possibilities can be dealt with in a similar way and we conclude 
that 1 y’(x) 1 < N on [a, b]. 
Theorem 7.3. Assume that f (x, y, y’) satisjies a Nagumo condition 
with respect to the pair 01(x), /I(x) E C(l)[a, b] which are, respectively, 
lower and upper solutions of the difJeerentia1 equation on [a, b]. Then, for 
any a(a) < c < ,8(a) and al(b) < d < p(b), the boundary-value problem 
YU =f(x, y, Y’), y(a) = c, Y(b) = d 
has a solution y(x) E C@)[a, b] with a(x) < y(x) < /3(x) on [a, b]. 
(7.3) 
Proof. By Lemma 7.2 there is an N > 0 depending only on a(x), 
/3(x), and the Nagumo function h(s) such that 1 y’(x) / < N for any such 
solution. Let F(x, y, y’) be the modification off(x, y, y’) of Definition 2.3 
associated with the triple 01(x), /3(x), ci where cr > 0 is chosen so that 
N < ci and 1 01’(x) j < ci , 1 p’(x) 1 < ci on [a, b]. Then by Theorem 2.5 
the boundary-value problem 
YM = Q, y, Y’h y(a) = c, Y(b) = d 
has a solution y(x) E C2)[a, b] with 01(x) <y(x) < B(X) on [a, 61. By 
the mean-value theorem there is an x0 E (a, 6) such that 
(b - 4 ~‘64 = y(b) - ~(4 
and it follows that 1 y’(x,J j < h < N < ci . It follows that there is an 
interval around x0 in which y(x) is a solution of y” =f(~, y, y’). It 
follows from Lemma 7.2 that 1 y’(x) 1 < N < cr in this interval, but 
y(x) is a solution of y” = f(~, y, x’) as long as j y’(x) I < cr . We conclude 
that y(x) is a solution of (7.3) on [a, b]. 
As an example to show that Theorem 7.3 yields results when solutions 
of boundary-value problems are not necessarily unique consider 
y” = I y’ 1~ where 0 < p < 1. In this case, h(s) = sp + 1 will serve as a 
Nagumo function and constants are upper and lower solutions. 
Schrader [37] has shown that in certain cases combinations of “one- 
sided” Nagumo conditions can be used in Theorem 7.3. 
Lemma 7.2 and Theorem 7.3 can be used to obtain solutions on 
infinite intervals. 
Theorem 7.4. Assume that for each b > a f (x, y, y’) satisjies a 
Nagumo condition on [a, b] with respect to the pair 01(x), p(x) E C(l)[a, CO) 
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where a(x) < p(x) on [a, KI), and 01(x) and /l(x) are, respectively, lower and 
upper solutions on [a, co). Then for any U(U) < c ,< /3(a) the boundary- 
value problem 
YV =f(x, Y, Y’L r(a) = c (7.4) 
has a solution y(x) E Ct2)[a, co) with a(x) <y(x) < /3(x) on [a, 02). 
Proof. It follows from Lemma 7.2 and Theorem 7.3 that for each 
n 2 1 there is a solution m(x) on [a, a + n] with yn(a) = c, 
y,(u + n) = /J(u + n), and E(X) <Ye < p(x) on [a, a + n] and there 
is an N, > 0 such that 1 y’(x) / < N, on [a, a + n] for any solution 
satisfying a(x) < y(X) < /3( ) x on [ a, a + n]. Thus, for any fixed n 3 1, 
y,,(z) is a solution on [a, a + n] satisfying a(~) < ~,Jx) < /3(x) and 
1 y;(x) / < N, on [a, a + n] for all m > n. Hence, for m 2 n the sequen- 
ces {Y&$> and {~intx)) are both uniformly bounded and equicontinuous 
on [a, a + n]. Then, employing standard diagonalization arguments, 
one obtains a subsequence which converges uniformly on all compact 
subintervals of [a, co) to a solution y(x). y(x) is the desired solution of 
(7.4). 
Theorem 7.5. Assume that f (x, y, y’) sutis$es a Nagumo condition on 
[ - a, u] for each a > 0 with respect to thepair 01(x), /3(x) E C(l)( - 00, + CO), 
where CL(~) and p( x are lower and upper solutions on (- CO, + CD) and ) 
a(x) < B(x) on (- co, + a). Then there is a solution of y” = f(x, y, y’) 
on (- GO, + co) with a(x) < y(x) < p(x) on (- 00, + co). 
Proof. The proof is essentially the same as that of Theorem 7.4. 
We consider now some applications of these results. The first applica- 
tion is in the establishment of comparison theorems for solutions of 
nonlinear equations. These results which constitute a different approach 
to results previously obtained by Knobloch [38] are contained in [21]. 
Definition 7.6. A solution y(x) of y” =f(x, y, y’) is said to have 
property (B) on [a, b] in case there is a sequence of solutions (y%(x)> on 
[a, b] such that 
(i) yn -+y and yk + y’ uniformly on [a, b], 
(ii) d, = y - yn # 0 and has the same sign for all n 3 1 and 
a < x < b or for all n > 1 and a < x < b, 
(iii) for each 0 < S < 3 (b - a) there is a constant c > 0 depend- 
I 4(x) 1 for all 
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ing on 6 but not on n and x such that 1 A;(x) 
n 3 1 and all a + 6 < x \< b - 6. 
Theorem 7.7. Assume that f (x, y, y’) satis$es a Lipschitz condition 
with respect to y and y’ on each compact subset of [a, b] x R2 and satisjies 
a Nagumo condition on [a, b] with respect to the pair 01(x), /3(x) E C(lJ[a, b] 
which are lower and upper solutions on [a, b]. Assume further that 
a(a) < /3(a) or al(b) < p(b). Thenfor any a(a) < c < p(a), a(b) < d < /?(b) 
the boundary value problem (7.3) h as a solution y(x) having property (B) 
on [a, b]. 
Proof. Consider the case a(a) < c < /l(a), ar(b) < d < /3(b). Choose 
h > 0 such that a(a) < c - h and consider the sequence of boundary- 
value problems 
Y” =f(x, y, Y’>, y(a) = c - f , y(b) = d. (74, 
By Theorem 7.3 the problem (7.5), has a solution yr(x) with 
4x1 G Yl(X> d PC x on [a, b]. Using yr(x) as a lower solution and /3(x) > 
as an upper solution, we can apply Theorem 7.3 again to obtain a 
solution ys(x) of the problem (7& with yr(x) <y&x) < ,8(x) on [a, b]. 
Proceeding in this way we obtain a sequence {yJx)} C Ct2)[a, b] such 
that m(x) is a solution of (7.5), for each n 3 1 and 
on [a, b] for each n > 1. Furthermore, since solutions of initial value 
problems are unique and y%(a) < yn+l(a), it follows that y,(x) < yn+r(x) 
on [a, b) for each n > I. By Lemma 7.2 there is an N > 0 such that 
I $4~) I G N on [a, bl f or all n > 1. Then there is a subsequence which 
we shall renumber as the original sequence such that yn -+ y and yi 4 y’ 
uniformly on [a, b] where y(x) is a solution of the boundary-value prob- 
lem y” = f (x, y, y’), y(a) = c, y(b) = d. Furthermore, this solution 
satisfies a(x) < y(x) < p(x) and I y’(x) / < N on [a, b]. 
The solution y(x) just obtained as the uniform limit of the subsequence 
(m(x)> obviously satisfies parts (i) and (ii) of property (B). We claim 
that part (iii) of property (B) is also satisfied by y(x) and the subsequence 
{y,(x)}. To see this let k > 0 be a Lipschitz coefficient for f(x, y, y’) 
with respect to y and y’ on the compact set 
1(x, Y, Y’) : a < x < b, 44 <Y < B(x), I Y’ I e NJ. 
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Then with d,(x) = y(x) - m(x) > 0 we have 
I 4x4 I < w?&4 + I 44 I) (74 
on [a, b] for all n > 1. Let 0 < 6 < 4 (b - a) be given and let 
x0 E [a + 8, b - 61. The hypotheses of Theorem 7.3 are satisfied by the 
equation y” =b+kIy’I on each of the subintervals [a, x0] and 
[x0 , bl with P(x) = A,( x as an upper solution and o(x) = 0 as a lower > 
solution. Consequently, the boundary-value problems 
y” = KY + h I y’ I , y(a) = 0, Y(%) = 44%) 
and 
Y” = KY + h I Y’ I > Y(b) = 0, Yc%) = 4%) 
have solutions yr(x) and yz(x) with 0 < yi(x) < d,(x) on [a, x0] and 
0 G Y264 G 4 x on [x,, , b]. Furthermore, it is not difficult to see > 
that y;(x) > 0, y;(x) < 0, and that these solutions are unique. It follows 
from the above inequalities that 
Computing the solutions yi(x) and y2(x) we obtain 
y;(x,) = Q k A&,,) [l + z/J coth 3 d/J k(x,, - u)] 
and 
y&x0) = 4 k A&,) [- 1 + d/J coth 4 6 k(xO - b)]. 
It follows that part (iii) of property (B) holds for the solution y(x) and 
subsequence (yn(x)} with the constant 
c = 3 k[l + ~6 coth ; d/5 k6]. 
A different elementary proof that part (iii) of property (B) is satisfied 
is given in [21], Lemma 2.5. 
Theorem 7.8. Assume that f(x, y, y’) has continuous jrst partial 
derivatives fg andf,, on [a, b] x R2. &y,(x) be a solution of y” = f (x, y, y’) 
having property (B) on [a, b]. Then the linear equation 
Y” = f&, YO(4~ Y&4) Y’ + f&P row YW) Y 
is disconjugate on (a, b). 
(7.7) 
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Proof. Assume that Eq. (7.7) is not disconjugate on (a, b). Then (7.7) 
has a nontrivial solution with zeros at x1 , x2 with a < x1 < x2 < 6. 
Now to be specific assume that the sequence of solutions referred to in 
property (B) satisfies d,(x) = y,,(x) - Y%(X) > 0 on [a, b) for all n > 1. 
Then applying the mean-value theorem we obtain 
4 = f&, Y&), ~&4) 4 + .f&, r&h Y&)) 4 + qn I An I + P, I 4 I (7.8) 
where P, , qn -+ 0 as n --f 00. Let E > 0 be given and pick 6 > 0 such 
that x1 , x2 E (a + 6, b - S). Then it follows from part (iii) of property (B) 
that for n suficiently large 
4 G f&t Y&), YXX)) A:, + [f&, r&4 y;(4) + 614 (7.9) 
on [u + 6, b - S] with A, > 0 on [u + 6, b - S]. We conclude from 
Theorems 7.3 and 2.6 that there is a solution Z(X) of the equality form 
of the differential inequality (7.9) with Z(X) > 0 on [u + 6, 6 - S]. It 
follows that the equality form of (7.9) is disconjugate on [u + 6, b - S] 
for each E > 0. However, since (7.7) has a nontrivial solution with zeros 
at a + 6 < x1 < x2 < b - 6, it follows that for E > 0 sufficiently 
small the equality form of (7.9) must have a nontrivial solution with two 
distinct zeros in [u + 6, b - S]. From this contradiction we conclude 
that (7.7) is disconjugate on (a, b). 
With slightly different hypotheses Knobloch [38] proves the existence 
of at least one solution y,,(x) of y” = .f(x, y, y’) such that the correspond- 
ing equation (7.7) is disconjugate on the closed interval [a, b]. One might 
conjecture that our results could be strengthened to conclude discon- 
jugacy on [a, b] with the same hypotheses. The following illustration 
to show that this is not the case is also due to Keith Schrader. 
Consider the equation y” = - y + y3 on the interval [0, z-1. On this 
interval /3(x) = I and a(~) = 0 are upper and lower solutions and the 
hypotheses of Theorem 7.7 are satisfied. Consequently, the boundary- 
value problem 
y” = - y + y3, Y(O) = Y(T) = 0 
has a solution yO(x) which has property (B) and is such that 0 < y,,(x) < 1 
on [0, 71. It follows that the first variational equation (7.7) 
y” = [- 1 + 3yf+)l y 
is disconjugate on (0, T). However, this equation is not disconjugate on 
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[0, n-1 since y,,(x) = 0 on [0, 7~1. T o see this assume y,,(x) + 0 on [0, ~1. 
Then, since yO(x) > 0, yO(x) > 0 on (0, r) and y;l(~) > - y,,(x) on 
[0, n-1. Let yr(x) be th e solution of the initial value problem y” = -- y, 
y(& n) = y,(Q rr), ~‘(4 x) = yO(+ r). Then, since yi(& x) > - yO($ .rr), 
y,,(x) > yr(~) on an interval to the left and on an interval to the right of 
x = & 7r. However on [0, + z-1 and on [i 7~, 7~1 a lower solution ofy” = - y 
is a subfunction. Consequently, y,(O) < y,(O) = 0 and yr(n) < y,,(n) = 0. 
This implies yr(~) has two distinct zeros on (0, n) which is impossible. 
We conclude that yO(x) E 0 on [0, ~1. 
The above results may be useful in dealing with questions of oscillation 
of solutions of nonlinear equations. For example, suppose that the 
equation y” + a(~) y 2n-1 = 0, n a positive integer, has a solution which 
is positive on [x0 , co). Then it follows that it also has a positive solution 
y,,(x) on [x0 , CO) such that y” + (2n - 1) U(X) yr-‘(x) y = 0 is dis- 
conjugate on (x0 , co). 
Next we consider an application of the results of this Section that was 
suggested by a recent paper of J. D. Schuur [40]. We consider the third- 
order linear equation 
Y”’ + P&4 Ye + zw Y’ + l%(x) Y = 0, (7.10) 
where pi(x) E C[X, , co) for j = 0, 1, 2. The substitution z = y’/y 
transforms (7.10) into the nonlinear second-order equation 
zs = - 322’ ~ p,(x) z’ - (23 + p&v) 22 + p&x) z + p&Y)) 
=f(x, z, z’). (7.11) 
Clearly, if Z(X) is a solution of (7.11) on [x,, , co) then 
is a solution of (7.10) on [x0 , co). 
Theorem 7.9. Assume that there exist lower and upper solutions a(x), 
B(x) of (7.11) on [x0 7 a) such that a(x) < /3(x) on [x0, 00). Then (7.21) 
has two positive linearly independent solutions on [x,, , CO) and (7.11) 
is disconjugate 071 [x0 , CO). 
Proof. From the form of equation (7.11) it is clear that f(~, z, z’) 
satisfies a Nagumo condition on [X 0, x,, + n] with respect to the pair 
a(x), B(X) for each positive integer n. By Theorem 7.4 there is a solution 
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q(x) of (7.11) on [x0 , co) such that zr(x,,) = ,9(x,,) and a(x) < x1(x) < /3(x) 
on [x0, co). Furthermore, by Theorem 2.6 a(x) < zr(x) on [x,, , co). 
Consequently, applying Theorem 7.4 again we conclude that there is a 
solution xs(x) on [x0, co) such that .zz(xO) = ‘~(x,,) and 01(x) < x&x) < x1(x) 
on [x0 , a>. Now let Y&) = exp[Jz,, .44 dsl, ~~(4 = exp[J~o 4s) 4 
Then yr(x,,) = y2(x0) = 1 and y;(x,) = /3(x0) # (~(x,,) = y;I(x,,) so that 
yr(x) and y2(x) are positive linearly independent solutions of (7.10) on 
[x0 Y a)- 
Using the procedure for reducing the order of a linear equation when a 
solution is known and the fact that yr(x) and y&x) are solutions of (7. lo), 
we find that ys(x) = ys(x) u(x) is a solution of (7.10) on [x,, , co) where 
u(x) = jz D(S) w(s) ds, 
21 
V(X) = p&) = (44 - z2(x)) Y&4 
Y2(4 ’ 
and 
44 = exp (- jIl [3+) + POWI ds) . 
From this it follows that 
Y&d = YXXI) = 0 and yj:(x,) = y# > 0. 
Hence, ya(x) is a positive multiple of the Cauchy function for (7.10) with 
zero at x = x1 . Since w(x) > 0 for x > x1 , w(x) < 0 for x < x1 , and 
v(x) > 0 for x > x0 , it follows that ya(x) > 0 for x > x,, , x # x1 . 
From this we conclude that (7.10) is disconjugate on [x,, , 00) ([28], 
p. 630). 
The results of Theorem 7.9 apply equally well on any finite interval 
in place of [x0 , co). 
Theorem 7.10. If there exist constants (Y < @ such that 
P” + Po(4 P2 + PI(X) B + P2(4 G 0 
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and 
on [x0 , CD), then (7. IO) has two positive linearly independent solutions 
on [x0 , m) and is disconjugate on [x,, , co) [39], [40]. 
Proof. In this case /3(x) = B and a(x) = (II are respectively upper and 
lower solutions of (7.11) and the result follows from Theorem 7.9. 
Theorem 7.11. If there is a 6 > 0 such that 
A(4 + (x + 6) P&) G 0 
and 
(x + YP,(4 + (x + 8)3P2(4 3 3 
on [0, co), then (7.10) has two positive linearly independent solutions on 
[0, a) and is disconjugate on [0, co). 
Proof. In this case a computation shows that p(x) = l/(x + 6) and 
a(x) = - l/(x + 6) are upper and lower solutions of (7.11) on [0, 00). 
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