Abstract-Local spatiotemporal detectors and descriptors have recently become very popular for video analysis in many applications. They do not require any preprocessing steps and are invariant to spatial and temporal scales. Despite their computational simplicity, they have not been evaluated and tested for video analysis of facial data. This paper considers two space-time detectors and four descriptors and uses bag of features framework for human facial expression recognition on BU 4DFE data set. A comparison of local spatiotemporal features with other non-spatiotemporal published techniques on the same data set is also given. Unlike spatiotemporal features, these techniques involve time consuming and computationally intensive preprocessing steps like manual initialization and tracking of facial points. Our results show that despite being totally automatic and not requiring any user intervention, local spacetime features provide promising and comparable performance for facial expression recognition on BU 4DFE data set.
I. INTRODUCTION
Owing to a wide range of applications in effective and intelligent Human Computer Interaction (HCI), automated analysis of non-verbal human behavior, especially facial behavior, has attained significant research attention in recent years. Knowing the emotional state of users can help computers to interact more naturally. Therefore next generation computing requires accurate and reliable recognition of human facial expressions.
The process of facial expression recognition consists of three steps [1] including automatic face detection from images or videos by using various techniques such as the most popular Viola and Jones [2] algorithm, the extraction and representation of facial features, and the analysis of the facial features using a classifier for expression recognition.
In this paper we study and compare different methods for the extraction and representation of features from facial data. Facial data can be static (still images) or dynamic (videos), so features encode either spatial or spatiotemporal information. Also facial features can be holistic, local or a hybrid between these two. Holistic features consider the complete face whereas local features consider various sub-parts of the face. We extract and represent local spatiotemporal features from videos using spatiotemporal detectors and descriptors. Various spatiotemporal detectors [3] - [5] and descriptors [6] - [8] have been reported in the literature. Detectors give a set of spatiotemporal interest points and descriptors are used for representing the space-time volume around these interest points. In order to detect spatiotemporal interest points, we use Harris3D [3] and dense sampling [5] . Spatiotemporal descriptors used in our experiments include (see details in section III) HOG/HOF [9] , HOG3D [8] , 3D SIFT [7] and LBP-TOP [6] . Finally, in order to evaluate and compare the performance of local spatiotemporal features for facial expression recognition, we use bag of features technique incorporating non-linear Support Vector Machine (SVM).
We compare the local spatiotemporal features with other non spatiotemporal published methods including Free Form Deformations (FFDs) [10] , Gabor wavelet and 2D-HMM based methods [11] . These methods require the user's help in manually annotating the video frames for the initial localization of facial points. Our results show that the performance of the proposed fully automatic local spatiotemporal features is comparable to these previously published techniques.
The rest of the paper is organized as follows. A survey of the literature is presented in section II. The spatiotemporal detectors and descriptors used in our experiments are discussed in section III. Section IV-B explains our experimental setup. Results and analysis are presented in sectionV. Finally, section VI concludes the paper.
II. LITERATURE REVIEW
Facial expression recognition has been a widely studied research topic in recent years. The automatic analysis of facial expression involves two key steps: facial feature representation and the classification of features using various machine learning algorithms. Amongst these two steps, facial feature representation plays a more vital role, as the best machine learning algorithm could fail to achieve the required recognition accuracy if the feature representation is inadequate and non-optimal. The research on facial expression recognition can be generalized into three categories depending upon the methods of feature representation i.e local, holistic or hybrid.
Amongst local feature representations, extracting key face points and relating their movement to facial expression using Facial Action Coding System (FACS) is a very popular approach for expression recognition. In order to associate movement pattern of various facial parts to an expression, Ekman et al [12] introduced a system called the Facial Action Coding System or FACS. It is based on the enumeration of all Action Units (AUs) of a face that cause facial movements. There are 46 AUs in FACS that account for changes in facial expression. Accurate and reliable detection of Action Units (AUs) is a must step for expression classification using FACS. Various techniques have been reported in the literature [13] - [15] for detection of AUs defined by FACS. However, the accurate detection of AUs proves to be a cumbersome process, and could be difficult to accommodate for many applications.
Using holistic features and modeling appearance changes of the complete face has also been a popular method for expression classification. Principal Component Analysis (PCA) [16] , Linear Discriminant Analysis (LDA) [17] , Independent Component Analysis (ICA) [18] and Gabor filters have been applied for extracting facial appearance changes. Amongst these methods, Gabor filters based analysis got widely adopted [15] , [19] - [21] due to their superior performance.
Over the past few years, local space-time detectors and descriptors have been successfully used for many applications such as the recognition of human activity from videos [3] , [5] , [7] , [8] . A comprehensive evaluation and comparison of various combinations of space-time detectors and descriptors for human action classification is presented by Wang et al in [22] . In this paper we explore the use of local spatiotemporal detectors and descriptors for facial expression recognition. These detectors and descriptors capture shape and motion information in videos at multiple spatial and temporal scales. Features are extracted directly from videos and no preprocessing steps are required. Despite their good performance for video analysis in action recognition and popularity, they have not been evaluated for video analysis of human facial data. Using these detectors and descriptors for human facial analysis proves to be advantageous in many ways. It avoids computationally costly and time consuming preprocessing steps such as the extraction/decomposition and tracking of the facial parts. Moreover, feature representation using spatiotemporal detectors and descriptors is invariant to spatial and temporal scales. This paper evaluates two spatiotemporal detectors and four descriptors and compares their performance for expression recognition on one of the largest facial expression database i.e BU 4DFE (see section V).
III. LOCAL SPATIOTEMPORAL FEATURES REPRESENTATION
A spatiotemporal interest point can be characterized by (x, y, t, σ, τ ); where (x, y, t) are the coordinates of the spatiotemporal location and σ, τ specify spatial and temporal scales respectively. The space-time volume in the neighborhood of an interest point can be represented by a feature vector computed by using spatiotemporal descriptor. The complete video can thus be represented by a set of feature vectors computed for space-time volumes around all interest points.
A. Detectors
Harris3D: The Harris3D detector is a space-time extension of the popular 2D (spatial) corner detector known as Harris detector [23] . It is a spatiotemporal interest point detector and was proposed by Laptev [3] . In order to find spatiotemporal interest points, a second moment matrix μ (.; σ, τ ), is computed for each video input point (x, y, t), at different spatial (σ) and temporal (τ ) scale values, using
Here (.) denotes the spatiotemporal point having coordinates (x, y, t), g (.; σ, τ ) is the spatiotemporal separable Gaussian kernel given by,
L (.; σ, τ ) is the gaussian smoothed scale space representation obtained by convolving the Gaussian kernel with the image
The final locations of interest points is obtained by finding the local maxima of H = det(μ) − ktrace 3 , where H > 0. Dense Sampling: The original 2D Harris detector gives a set of corner points in an image. Unlike the spatial domain, the true spatiotemporal corner points in a video are very few and Harris3D might prove to be inadequate representation of video by giving only a sparse set of spatiotemporal interest points. To overcome this limitation, dense sampling was introduced by Willems et al in [5] . Dense sampling extracts points at regular positions in time and space for different spatial and temporal scales.
B. Descriptors
HOG/HOF: Histogram of Oriented Gradients (HOG) and Histogram of Optical Flow (HOF) were introduced by Laptev et al in [24] . HOF characterizes motion while HOG characterizes the appearance of space-time volume in the neighborhood of interest points. The size of each volume is determined by spatial (σ) and temporal (τ ) scales of the interest point and is given by (Δ x , Δ y , Δ t ), where, Δ x = Δ y = 2kσ and Δ t = 2kτ . Each volume is further subdivided into grids of cuboid, each with dimensions of (n x , n y , n t ). Histograms of gradients and optical flow are computed for each cuboid and concatenated to form a feature vector for the complete volume.
HOG3D: HOG3D was proposed by Klaser et al in [8] . It is based upon histograms of oriented spatiotemporal gradients computed for a space-time volume in the neighborhood of an interest point. This volume is further subdivided into video blocks. The gradient of each block is computed at different spatial and temporal scales, using an integral video representation. Then, regular polyhedrons are used to uniformly quantize the orientation of the computed 3D gradients. The final gradient vector for space-time volume is obtained by concatenating the gradient vectors of all sub-blocks.
3DSIFT: Scovanner et al [7] proposed 3D SIFT (Scale Invariant Feature Transform) which extends the popular 2D SIFT [25] to videos. The authors use finite difference approximations to compute the magnitude and orientations of 3D gradients for space-time volume around the interest points. Orientations of 3D gradients are parameterized by two angles: θ giving the gradient direction in 2D and φ encoding the angle away from 2D gradient. The gradient magnitude is quantified along uniform orientations by dividing θ and φ into equally sized bins using meridians and parallels.
LBP-TOP: Local Binary Pattern (LBP) is a texture operator which labels the pixels of an image by thresholding the neighborhood of each pixel with the value of the center pixel and considers the result as a binary number. Zhao et al [6] suggested Local Binary Pattern Three Orthogonal Planes (LBP-TOP), an extension of LBP for spatiotemporal texture description. A video of dimensions X ×Y ×T , is resolved into three 2D orthogonal planes XY , XT and Y T . To compute LBP-TOP of a video cuboid, the feature vectors from all three planes are computed separately and concatenated to form the feature vector of the video cuboid.
IV. EXPERIMENTAL SETUP
We evaluate the performance of the two spatiotemporal detectors and the four descriptors (described in section III) by using bag of features framework (see below). The results are compared in terms of average accuracy for facial expression classification on the BU 4DFE [26] database.
A. Facial Expression Dataset
We use a high resolution BU 4DFE video facial expression dataset provided by The State University of New York [26] . The data base comprises 101 subjects (58 females and 43 males) with an age range of 18-45 years, belonging to various ethnical and racial groups including: asian (28), black(8), Latino(3) and white (6) . Under the supervision of psychologist, each subject is asked to perform 6 different expressions i.e angry, disgust, fear, happy, sad and surprise. Using Dimensional Imaging's dynamic capturing system [27] , each facial expression was captured to produce a 4 seconds video sequence of temporally varying 2D texture and 3D shapes at the rate of 25 frames per second. Thus the database has a total of 606 videos of 101 subjects with 6 different expressions for each subject. We only use the texture videos for our purpose and leave the 3D shape videos for future research.
B. Bag of features framework
A video is represented by a set of feature vectors computed from space-time volumes around interest points. The feature vectors for all training videos are computed and grouped into a pre-specified number of clusters in an unsupervised manner using the K-means clustering algorithm. The resulting cluster centers are called words whereas the collection of all cluster centers is termed as spatiotemporal word vocabulary. Once our vocabulary is computed, we can represent a new video in terms of frequency histogram of these spatiotemporal words. Firstly, we compute interest points for the new video using a spatiotemporal detector. Then a spatiotemporal descriptor is used to compute a feature vector for each interest point. Each of the feature vector is assigned to the colsest word in the precalculated vocabulary of spatiotemporal words using the shortest Euclidean distance as the criteria. Finally, the frequency of occurrence of each word is accumulated into a histogram. The resulting frequency histogram of spatiotemporal words is the representative feature vector of video and is used for classification.
For classification, we use a non-linear support vector machine with a χ 2 kernel [9] given by
where H i = {h in } and H j = {h jn } are our feature vectors in terms of frequency histogram of word occurrences and V is the size of the vocabulary. Note that SVM using Gaussian Kernel gives similar results in our experiments, however, it requires an optimization step for the parameters which is a time consuming process.
V. RESULTS AND ANALYSIS
We compute the average recognition accuracy for various combinations of the spatiotemporal detectors and descriptors. For comparison with the previously reported methods on texture videos of BU 4DFE dataset, we present our results on 10 fold cross validation set. A summary of our results is provided in Table I . Firstly, we compute spatiotemporal interest points using Harris3D and evaluate the performance of HOG3D, HOG/HOF, HOG, HOF and 3D SIFT. We compare and discuss our results in section V-A. Then dense sampling is used to uniformly sample the video data. A discussion on performance evaluation of the various descriptors for dense sampling is presented in section V-B. A comparison of spatiotemporal detectors and descriptors with other non-spatiotemporal methods on BU 4DFE is presented in section V-C. For all our experiments, videos are down sampled to a resolution of 300 × 360 in order to mitigate the computational complexity.
A. Evaluation of descriptors for Harris3D
The interest points given by Harris3D can be thought of spatiotemporal corners extracted from the videos. Harris3D captures those facial parts where an appearance change happens due to movement between successive frames. Mostly, the interest points given by Harris3D are the regions around lips, cheeks and eyes. Harris3D corner points from 3 selected frames are shown for visualization in Figure 1 .
HOG/HOF descriptor has shown the highest recognition accuracy of 58.3% amongst all other descriptors in combination with Harris3D. The results in Table I show low recognition accuracy for Harris3D compared with dense sampling for all descriptors. This is due to the large variations in the number of interest points detected by Harris3D. It is observed that the number of Harris3D interest points varies largely from video to video. It is highly dependant upon the way an expression is performed by a particular person. Figure 2 shows variations for the detected Harris3D points for 100 videos of different subjects. For most of the videos, the total number of detected Harris3D points is less than 100, whereas on the other hand, for some videos this number is as high as 300 or more. 
B. Evaluation of descriptors for dense sampling
Amongst all descriptors, LBP-TOP shows the highest recognition accuracy. The results in Table I show a superior performance of dense sampling compared with Harris3D for all descriptors. As spatiotemporal corner points in facial videos are only few, Harris3D is not capable of capturing the subtle facial muscle movements, which could be critical for expression recognition. For example, wrinkles in the forehead could provide important clues for recognition of an expression, but, we observe that Harris3D fails to detect wrinkles in most of the video frames. Dense sampling overcomes this limitation and gives interest points uniformly sampled over complete data.
C. Comparison with other methods
The performance of spatiotemporal detectors and descriptors covered in this paper is comparable to most of the published techniques on BU 4DFE dataset. A comparison in terms of average accuracy for 10 fold cross validation set is provided in Table II . Sandbach et al report an average accuracy of 66% in [10] . They use 2D Free Form Deformations (FFDs) for computing motion between frames in a video sequence. Their approach is based upon FACS and requires accurate recognition and dynamic modeling of facial Action Units (AUs). An average accuracy of 63% and 66% for Gabor wavelet and 2D-HMM based approaches respectively is reported by Sun et al in [11] . They need a manual initialization and tracking of 83 facial points.
Unlike the techniques adopted in the top performing systems, the use of spatiotemporal features for facial analysis requires no user intervention and is fully automatic. Minimal annotation efforts are required for training. The frames do not need to be labeled as per the phase of the expression i.e the user does not need to specify the neutral face or apex of the expression in the training video sequence. Most importantly, no manual localization and initialization of the facial points in the first frame is required.
VI. CONCLUSION
Spatiotemporal detectors and descriptors can prove to be a good choice for expression recognition. They provide promising results and are fully automatic. Local spatiotemporal detectors and descriptors are invariant to spatial and temporal scales and require no additional preprocessing steps. No manual labeling of facial points is needed. Also, they avoid detection and tracking of facial points which is not only a computationally expensive process, but renders many inaccuracies.
Our results show that LBP-TOP and HOG/HOF give the best results amongst local descriptors on BU 4DFE dataset. Dense sampling consistently outperforms Harris3D for all combination of descriptors. However, dense sampling produces a large number of interest points which might become difficult to handle for larger data sets. This indicates the need for improved interest point detector for facial analysis.
