Bi-decomposition techniques have been known to significantly reduce area, delay, and power during logic synthesis since they can explore multi-level and, or, and xor decompositions in a scalable technology-independent manner. The complexity of bi-decomposition techniques is in achieving a good variable partition for the given logic function. State-of-the-art techniques use heuristics and/or brute-force enumeration for variable partitioning, which results in sub-optimal results and/or poor scalability with function complexity. This paper describes a fast, scalable algorithm for obtaining provably optimum variable partitions for bi-decomposition of Boolean functions by constructing an undirected graph called the blocking edge graph (BEG). To the best of our knowledge, this is the first algorithm that demonstrates a systematic approach to derive disjoint and overlapping variable partitions for bi-decomposition. Since a BEG has only one vertex per input, our technique scales to Boolean functions with hundreds of inputs. Results indicate that on average, BEG-based bi-decomposition reduces the number of logic levels (mapped delay) of 16 benchmark circuits by 60%, 34%, 45%, and 30% (20%, 19%, 16% and 20%) over the best results of state-ofthe-art tools FBDD, SIS, ABC, and an industry-standard synthesizer, respectively.
Introduction
Decomposition of Boolean functions is a well-researched area with work that can be traced back to the 1950s. Decomposition is an important step during logic synthesis because it can significantly reduce the area, delay, and power of the final design [1, 2] . As designs increased in size and complexity, logic synthesis algorithms favored decomposition techniques based on local transformations to ensure scalability to large circuits. Although techniques based on local transformations are fast, they explore only a small space of alternatives and are also constrained by the structure of the initial netlist. In contrast, functional decomposition techniques are a class of decomposition techniques that recursively decompose a canonical representation of the given function into smaller sub-functions. Since they manipulate circuits at the functional level and do not depend on the starting netlist, they can explore a larger space of options and have been shown to significantly reduce the area, delay, and power of logic circuits.
Bi-decomposition, a form of functional decomposition wherein a function is recursively decomposed into two smaller functions, is an effective decomposition technique since it can be used to explore multi-level and, or, and xor decompositions. Bi-decomposition techniques rely on the ability to split the given logic function into two functions that depend on fewer input variables. Since the variable partition can significantly impact the quality of the decomposition, determining a good variable partition is not only the most This research was supported in part by NSF grant CCF-0916636 and in part by a gift from Fujitsu Laboratories of America. important, but also the most computationally intensive step during bi-decomposition. Although techniques for obtaining a variable partition using the structural properties of a binary decision diagram (BDD) -which is a canonical representation for the given logic function -have been proposed [3, 4] , they are memory intensive and very sensitive to the variable order of the BDD used to extract the variable partition. Other bi-decomposition algorithms such as [5] obtain a variable partition using heuristics and/or bruteforce enumeration of variable partitions, which compromises solution quality and/or offers poor scalability. Although the use of a SAT solver coupled with interpolation techniques [6] has been proposed to reduce the runtimes for variable partitioning, there is no control over the quality of the variable partition obtained using such approaches.
This paper describes a fast, scalable algorithm for obtaining provably optimum variable partitions for bi-decomposition of Boolean functions by constructing an undirected graph called the blocking edge graph (BEG). To the best of our knowledge, this is the first algorithm that demonstrates a systematic approach to derive disjoint and overlapping variable partitions for the bi-decomposition of a logic function. Given a logic function f with n inputs, we show that simple pairwise variable co-factoring information can be used to derive a necessary and sufficient condition for a pair of variables to occur in the same partition of a bi-decomposition. Based on this condition, a BEG is constructed to evaluate potential and, or, and xor bi-decompositions of the logic function. We show that a function is bi-decomposable iff the BEG for either an and, or, or xor bi-decomposition is not a complete graph. For bi-decomposable functions, we show that disjoint and overlapping variable partitions can be extracted by analyzing the vertex cuts of the BEG. We extract variable partitions from BEGs to minimize two commonly used metrics that have been known to produce circuits with a small area, delay, and power footprint: (i) the total number of variables in the partitions and (ii) the size of the largest partition. The variable partitions can be proved to be optimal with respect to both these metrics when they are obtained from the minimum vertex cuts of the BEG. Since a BEG has only one vertex per input of the function, our variable partitioning technique is scalable to functions with several hundred inputs. Further, the BEGs can also be used to identify functions that are not bi-decomposable. In such cases, we describe a decomposition technique based on relaxing the original function to make it bi-decomposable. Results indicate that on average, BEG-based bi-decomposition reduces the number of logic levels (mapped delay) of 16 benchmark circuits by 60%, 34%, 45%, and 30% (20%, 19%, 16% and 20%) over the best results of state-of-the-art tools FBDD, SIS, ABC, and an industrystandard synthesizer, respectively. This paper is organized as follows. Section 2 describes variable partitioning based on BEGs. Section 3 describes function bidecomposition based on the variable partition identified using BEGs. Section 4 presents results and Section 5 is a conclusion.
Bi-decomposition using blocking edge graphs
A function f of n variables is called bi-decomposable if it can be decomposed into two logic functions, each of which depends on less than n variables. The two smaller decomposed functions are combined using a two-input logic function. All two-input functions can be reduced to and, or, and xor operations upto complementation of inputs/output. Since any circuit with two-input gates can be reduced to a circuit with and, or, and xor gates by bubbling inverters down to the primary inputs, bi-decomposition techniques consider only and, or, and xor bi-decompositions of a logic function. Since and and or are dual operations, we obtain an and bi-decomposition for f from an or bi-decomposition of f by swapping the off-set and the on-set of f in this paper.
Bi-decomposition techniques obtain smaller decomposed functions by first obtaining a variable partition of the variable set, V , of the given function f . A variable partition consists of two variable sets V 1 and V2, such that |V1| < |V | and |V2| < |V |. A variable partition is disjoint if V 1 ∩ V2 = φ, otherwise the variable partition is overlapping. Variable partitions depend on the type of bi-decomposition -and, or, or xor -that we seek for the given logic function f . Hence, the most important and computationally intensive step during bi-decomposition involves determining the kind of decomposition and the variable partition for the given logic function.
Our technique uses undirected graphs called blocking edge graphs (BEGs) to extract variable partitions for and, or, and xor bidecompositions of a logic function. In this section, we first describe a necessary and sufficient condition, referred to as the blocking condition, for a pair of variables to be in the same variable partition of an and, or, or xor bi-decomposition of f . We then describe the steps for constructing separate BEGs for and, or, and xor bi-decompositions of a logic function based on the blocking condition. Finally, we show how variable partitions for and, or, and xor bi-decompositions can be extracted from the BEGs.
Blocking condition
For a pair of input variables, {i, j}, given a 0/1 assignment c of the variables in V \{i, j}, the K-map of f can be restricted to a 2×2 square covering the four cells c · i j, c · ij, c · ij, and c · ij. There are 2 n−2 2 × 2 squares associated with the variable pair {i, j}, one for each 0/1 assignment of variables in V \{i, j}. We classify the 2 × 2 squares into 6 types based on the value of f in the four cells (see Fig. 1 ): (i) zero square with all four cells assigned 0, (ii) and square with three cells assigned 0, (iii) literal square with two adjacent cells assigned to 0, (iv) xor square with any two non-adjacent cells assigned to 0, (v) or square with three cells assigned to 1, and (vi) one square with all four cells assigned to 1. Note that although Fig. 1 shows only one 2×2 square for each type, there are 4 different and squares, 4 different or squares, 4 different literal squares, and 2 different xor squares for a total of 16 2×2 squares.
Given a logic function, f , of n variables and input variable set, V (|V | = n), a variable partition, V 1 and V2, of f separates a pair of variables {i, j} if i ∈ V 1\V2 and j ∈ V2\V1. Based on the types of 2 × 2 squares in f associated with a pair of variables {i, j}, we now describe the blocking condition for {i, j} in an and, or, and xor bi-decomposition of f . For an and bi-decomposition of f , no variable partition can separate the variable pair {i, j} iff there is at least one or/xor 2 × 2 square in f associated with {i, j}, i.e., or/xor 2 × 2 squares block the separation of i and j for an and bi-decomposition of f . Similarly, and/xor 2×2 squares block the separation of i and j in an or bi-decomposition and and/or 2 × 2 squares block the separation of i and j in an xor bi-decomposition of f . The zero, one, and literal squares are non-blocking for and, or, and xor decompositions. The blocking condition for and, or, and xor bi-decompositions are summarized in Figure 1 . The proof for the blocking condition is omitted for brevity. Based on the blocking condition, we will now describe a technique for extracting variable partitions by constructing a BEG for and, or, and xor bi-decompositions. 
Constructing BEGs
A BEG has one vertex for each input variable of f . Hence, we will use V to denote both the input variable set of f and the vertex set of its BEG. In the BEG of an and decomposition, an edge is inserted between vertices i and j if the blocking condition for an and decomposition holds for the variable pair {i, j}. Similarly, an edge is inserted in the BEG of an or (xor) decomposition if the blocking condition for an or (xor) decomposition is satisfied for the variable pair {i, j}. Thus, an edge {i, j} in a BEG means that no variable partition can separate variable i and variable j.
For a logic function f with n variables, there are`n 2´2 n−2 2 × 2 squares, i.e., 2 n−2 2 × 2 squares for each of the`n 2´v ariable pairs. We have developed an efficient algorithm for analyzing the types of these`n 2´2 n−2 2 × 2 squares to enable fast construction of the BEGs for and, or, and xor bi-decompositions. Denote the off-set and on-set of a logic function f by f 0 and f 1 , respectively. Let the function x {i,j} of n − 2 variables in V \{i, j} represent all 2 × 2 xor squares associated with {i, j}, i.e., each minterm in x {i,j} is a 2 × 2 xor square associated with {i, j}. Similarly, let a {i,j} and o {i,j} represent the and and or squares associated with {i, j}, respectively. The function x {i,j} can be computed as follows:
where
If x {i,j} is not zero, then there are xor squares associated with {i, j} and hence, edge {i, j} is added in the BEG for the and and or bi-decompositions. Next, the functions a {i,j} and o {i,j} can be computed using functions y 1 and z 1 from Eqn. 1 as follows:
If a {i,j} is not zero, then there are and squares associated with {i, j} and hence, edge {i, j} is added in the BEG for the or and xor bi-decompositions. Similarly, if o {i,j} is not zero, then there are or squares associated with {i, j} and hence, edge {i, j} is added in the BEG for the and and xor bi-decompositions. The BEG for and, or, and xor bi-decompositions is constructed by computing x {i,j} , a {i,j} , and o {i,j} using Equations 1 and 2 for every pair of variables {i, j}. The largest function we have considered has 149 variables and the CPU time required for constructing the BEG for the and, or, and xor bi-decompositions of this function is 218 secs.
Variable partition
In this section, we will show that the variable partitions of a logic function for the and, or, and xor bi-decompositions can be obtained by analyzing the connectivity of the BEGs. First, we provide a necessary and sufficient condition for the bi-decomposability of a function.
Theorem 1:
A logic function f is not bi-decomposable iff the BEG for the and, or, and xor bi-decompositions are complete graphs.
Proof:
The proof is omitted here for brevity.
Theorem 1 states that the bi-decomposability of a function f can be easily determined using BEGs. In the rest of this section, we describe how variable partitions can be obtained for bi-decomposable functions. We will describe our solution for decomposing functions that are not bi-decomposable in Section 3.2. However, we first describe two commonly used metrics used to measure the quality of a variable partition, V 1 and V2, of a logic function f with a variable set V , |V | = n.
• Total variable count (Σ): The total variable count, |V 1|+|V2|, can range from n (for a disjoint decomposition) to 2n−2 (for an overlapping decomposition with n − 2 common variables and one unique variable per partition). Variable partitions with lower Σ are preferred since they typically result in decompositions with a small area and power footprint.
• Maximum partition size (Δ): The maximum partition size, max(|V 1|, |V2|), can range from n/2 (for a balanced disjoint decomposition) to n−1 (since a bi-decomposition must produce functions that depend on less than n variables). Variable partitions with lower Δ are preferred since they typically result in decompositions with low delay.
We will use μ = [Σ, Δ] to measure the quality of a variable partition. Measure μ 1 is less than measure μ2 if either μ1(Σ) < μ2(Σ) and
is the largest measure for a variable partition.
Theorem 2:
A bi-decomposable function f with variable set V has an and bi-decomposition with the overlapping variable partition V 1 = V \{i} and V2 = V \{j} iff the edge {i, j} is not present in the BEG for the and bi-decomposition.
Proof:
Theorem 2 also holds for the or and xor bi-decompositions of f . Theorem 2 guarantees the existence of an overlapping variable partition for a bi-decomposable function and also shows how the overlapping variable partition can be obtained from the BEG of f . However, this variable partition may not be the best variable partition for f since it has the largest possible measure ([2n − 2, n − 1]). Before we describe a technique for extracting better variable partitions from the BEGs of f , we review the definition of a vertex cut in graphs. A vertex cut of a connected graph is a set of vertices whose removal renders the graph disconnected. If C is a vertex cut of a graph with n vertices, then any super-set of C is also a vertex cut. The maximum size of a vertex cut is n − 2. Note that a complete graph with n vertices has no vertex cuts. A minimum vertex cut of a graph is the vertex cut with the smallest size. Note that a graph can have more than one minimum vertex cut. In this paper, the vertex cut for a disconnected graph is assumed to be the empty set (φ). 
Theorem 3 also holds for the or and xor bi-decompositions of f . Using Theorem 3, the vertex cuts of the BEG can be used to obtain variable partitions for the and, or, and xor bi-decompositions of f . The minimum vertex cuts of the BEG can be used to obtain variable partitions with the smallest Σ. However, the variable partition obtained from minimum vertex cuts may have a large Δ since the minimum vertex cut may disconnect the graph into components with unbalanced vertex set sizes. To reduce the value of Δ, larger vertex cuts can be chosen (higher Σ) that disconnect the graph into components with more balanced vertex set sizes.
Our solution to extract variable partitions for a function f starts with a list of minimum vertex cuts of the BEG for and, or, and xor bi-decompositions. The minimum vertex cut disconnects the BEG into smaller connected components. Larger vertex cuts are obtained by recursively augmenting the vertex cuts with the minimum vertex cut of the largest connected component. The vertex cut with the minimum value of λΣ + Δ, where λ is a parameter used that determines the relative importance of Σ and Δ, is then chosen as the variable partition for f . The computational details of extracting the minimum vertex cut from an undirected graph are described in Section 4.
Function decomposition
In the previous section, we have described a technique based on BEGs for extracting variable partitions for and, or, and xor bidecompositions of a bi-decomposable logic function f . The first part of this section describes the decomposition of a bi-decomposable function using a determined variable partition, V 1 and V2. The second part of this section describes the decomposition of functions that are not bi-decomposable.
Bi-decomposable functions
Denote the off-set and on-set of f by f 0 and f 1 , respectively, and the off-set and on-set of the decomposed functions for the variable partition V 1(V2) by f can be obtained by expanding the off-set, f 0 , of f using the existential operator over the variables in V \V 1 and V \V2 as follows:
Note that the off-sets of the decomposed functions may overlap with the on-set, f 1 , of f . The on-set, f 
An and bi-decomposition can be obtained in a similar manner by interchanging the off-set and the on-set of f .
xor bi-decomposition: An xor bi-decomposition requires more effort than an and/or bi-decomposition. To obtain an xor bidecomposition of f for variable partitions V 1 and V2, we use an approach previously proposed in [7] to progressively grow the onset and off-set of the decomposed functions by adding minterms to cover disjoint portions of the on-set of f . The pseudocode for the xor bi-decomposition is described in Algorithm 1.
is the off-set (on-set) of f input : V, V1, V2 are the variable set and the two variable partitions of f output : f
while (g
Infeasible variable partitions: There are some functions for which the variable partitions obtained from the vertex cuts of the BEG are infeasible. A variable partition, V 1 and V2, for a function f is infeasible if f cannot be decomposed into smaller functions with variable sets V 1 and V2. The infeasibility of a variable partition of f can be detected during the decomposition of f into smaller subfunctions. For an or/and bi-decomposition, if the on-set (off-set) of at least one variable partition is empty and the decomposed functions do not cover the entire on-set (off-set) of f , then the variable partition is infeasible. For an xor bi-decomposition, if the on-set and off-set of the decomposed functions overlap at any point during the decomposition, then the variable partition is infeasible (see Algorithm 1). Variable partitions obtained using vertex cuts from a BEG may be infeasible because Theorem 3 only mandates that a vertex cut of the BEG is a necessary, but not sufficient condition for a variable partition of f . For instance, in Figure 2 (a), although the BEG for an or bi-decomposition for f indicates that a disjoint bi-decomposition exists, f only has an overlapping or bi-decomposition.
There are two characteristics of f that together cause the BEG for f to yield an infeasible variable partition: First, since f is a symmetric function, ({a, b}, {b, c}), ({a, b}, {a, c}), and ({a, c}, {b, c}) are feasible overlapping variable partitions for an or bidecomposition of f . Since there is a variable partition that separates every variable pair, the blocking condition is not satisfied for any variable pair. Hence, there are no edges in the BEG for an or bidecomposition of f . Second, since f is a sparse function (zeros in f are separated by a Hamming distance of 3) and the edges in the BEG are derived by analyzing 2 × 2 squares (Hamming distance of 2), the symmetry of f does not manifest itself in the BEG, and thus, the variable partition of f derived using BEGs is infeasible.
In practice, for various benchmark circuits, we have observed that infeasible variable partitions are rare (< 5% cases). Our technique handles an infeasible variable partition for a function by creating an overlapping variable partition, V \{i} and V \{j}, such that {i, j} is not an edge in the BEG. Note that such a {i, j} always exists since the BEG for f is not a complete graph and Theorem 2 guarantees the validity of the overlapping partition. 
Non bi-decomposable functions
Recall that a function is not bi-decomposable if it cannot be decomposed into two functions that each depend on less than n variables. The BEG for the and, or, and xor bi-decompositions of these functions are complete graphs, and hence there are no vertex cuts for the BEGs. Figure 2(b) illustrates an example of a 3-input function that is not bi-decomposable. Our technique decomposes these functions using an or decomposition. The first function of the or decomposition is obtained by relaxing f by introducing don't cares. Don't cares are introduced using a universal quantification of f with a variable i such that ∀ if covers the minimum number of minterms in the on-set. Thus, ∀ if is the don't care space for the relaxation of f . After decomposing the relaxation of f , the second function of the decomposition is setup to cover the portion of the on-set that was not covered by the first function.
Results
We will start by illustrating our BEG-based bi-decomposition technique on the 4-input logic function shown in Figure 3(i) . First, we construct the BEGs of f for and, or, and xor bi-decompositions. Since the BEG for and and or bi-decompositions are complete graphs, there are no and or or bi-decompositions for f . The BEG for the xor bi-decomposition of f is not a complete graph and has the set c as a vertex cut of the BEG. Hence, there is an overlapping variable partition ({a, c}, {b, c, d}) for an xor bi-decomposition of f , i.e., f = g(a, c) ⊕ h(b, c, d ). Using algorithm 1, it is determined that the variable partition is feasible and the decomposed functions g and h are also obtained. Since g is the simple two input function ac, Figure 3 does not show the steps for the obtaining the decomposition of g. The bi-decomposition of h is the next recursive step and is shown in Figure 3 (ii). Since the BEG for the and, or, and xor bidecompositions of h are complete, h is not bi-decomposable. Thus, h is relaxed to h by minimally introducing don't cares in the onset of h using a universal quantification of h, ∀ xh, with respect to one variable x. Since ∀ b h, ∀ch, and ∀ d h, cover the same number of minterms in the on-set of h, we choose ∀ b h = cd as the don't care set of h . The bi-decomposition for the relaxed function, h , has a disjoint xor bi-decomposition (see Figure 3(iii) ). Figure 3(iv) ).
Bi-decomposition
Our bi-decomposition technique is implemented within ABC [9] . Given a circuit, each output is represented by BDDs using the CU-DD package [10] . Then, each output is recursively decomposed into smaller sub-functions using BEGs. BEGs are stored and manipulated using the igraph library [11] . The variable partition for the bi-decomposition of a logic function is obtained from the minimum vertex cuts of the BEG. Our implementation obtains the minimum vertex cut of the BEG of an undirected graph with n vertices by converting the undirected graph into a directed flow graph with 2n vertices. The minimum edge cut of the directed flow graph, obtained using the algorithm described in [12] , is then used to obtain the minimum vertex cut of the undirected graph. The largest function we have considered has 149 variables and the time required to obtain the minimum vertex cut for its BEG is 67 secs.
Redundancy removal: Our implementation also performs area recovery using a function-based redundancy removal technique. Since bi-decomposition is performed in a depth-first recursive manner, bi-decomposed functions are cached in a hash table. If the function is encountered again in the same circuit, then the cached bi-decomposition is reused.
We compare our BEG-based bi-decomposition technique to stateof-the-art academic tools -FBDD [4] , SIS [8] , and ABC [9] and an industry standard synthesizer. Sixteen circuits from the MCNC, ISCAS, and IWLS benchmark suites and the OpenSPARC T1 processor are optimized using these synthesis tools on a 64-bit 2.4 GHz Opteron-based system. Each benchmark circuit is optimized with each tool to minimize the delay of the decomposed circuit. The decomposed circuit is mapped to the lsi_10k gate library that consists of 89 gates with the industry-standard tool.
The first column in table 1 is the name of the circuit. Subsequent columns report the number of levels of logic in the and-invert graph (AIG [9] ), the mapped delay, and the dynamic power consumption at 1GHz for the results obtained with each optimization tool. For each benchmark circuit, the best results with the lowest mapped delay are reported in the table. For the BDD-based decomposition tool (FBDD), default synthesis options were used. Within SIS, the scripts delay, rugged, algebraic, and speed_up were used. Within ABC, script resyn2rs was used. Within the industry-standard synthesizer, each design was compiled with the options -map-effort high and -area-effort high and the design constraint max_delay was set to 0. The last row in the table compares the average results across the tools, normalized to the results of the industry-standard tool. On average, our technique shows a 60%, 34%, 45% and 30% reduction in the number of logic levels in the optimized circuit over FBDD, SIS, ABC, and the industry-standard synthesizer, respectively. When mapped delays are evaluated, our technique achieves an average reduction of 20%, 19%, 16% and 20% over the best results of FBDD, SIS, ABC, and the industry-standard synthesizer, respectively. For our technique, the trade-off for a 20% improvement in mapped delay over the industry-standard synthesizer is a 28% increase in the dynamic power consumption. Table 2 presents results to compare the number of gates in the AIG and the mapped area of our technique with state-of-the-art logic optimization tools. The first two columns in table 2 give the circuit information. Subsequent columns report the number of gates and the mapped area of the logic circuit for each tool.
Area-delay trade-off: As discussed in Section 2.3, variable partitions with smaller Σ typically yield bi-decompositions with lower area and power, whereas variable partitions with smaller Δ typically yield circuits with lower delay. We have observed that for most circuits the best delay, area, and power is achieved by selecting the variable partition with the smallest Σ. However, some circuits, e.g., dalu, sasc, and alu2, exhibit an area versus delay trade-off where reductions in the delay of the decomposed circuit can be achieved when variable partitions with lower Δ are chosen. 
