Networks of sensors and simulation models of the physical environment have been implemented separately, often using agent-based methodologies. Some work has been done in providing real-time integration of sensors and models. Given the distributed nature of geospatial processes, the use of software agents for representation, communication, and analysis seems to be a reasonable basis for such integration. An agent-based system that senses the actual presence of mobile organisms in a spatial environment and simultaneously represents simulated organisms individually in a model of that environment is described here.
Introduction
Dynamic geospatial phenomena occur over a wide range of spatiotemporal scales and present significant challenges for observation, representation, and modeling. These challenges are being addressed with greater effectiveness as scientific and conceptual advances are coupled with rapid changes in technology. Localized and mobile sensors now monitor hundreds of different environmental attributes and entities. Remote sensing data are increasingly being correlated to specific physical processes and combined through data fusion techniques to yield a variety of data products. Geographic Information Systems that organize, analyze, and visualize spatial information are also beginning to move from static to dynamic realms.
Sensor data are often used to corroborate, complement, and enhance one another and to calibrate, initialize, populate, and validate models by means of loosely coupled file exchange. Opportunities exist for a more tightly coupled mutual communication between models and sensors, with models providing guidance for the targeted gathering of data, and sensor data providing guidance in the evolution of models, in real time. Protocols range from fully centralized control to more distributed, complex negotiation. Agent-based methodologies have been proposed and in some cases are being used for the implementation of sensor webs, and for the integration of sensors and systems. They are also being used with greater frequency for the implementation of representational models and simulations. This report describes a simple cognitive architecture and representational model for the tightly-coupled, distributed integration of data sources and models of geospatial phenomena and entities, within a single unified agentbased software environment.
Sensor webs and sensor networks
The calibration and processing of remote sensing data with localized data gathered from sensors, flux towers, and mobile field instrumentation has resulted in the derivation of process-relevant, space-filling data sets from the raw data using statistical and physical models. Many sensors maintain periodic or continuous telemetric communication with central servers. Often this communication is bidirectional, and the data collection process is controlled dynamically.
Increasing attention has focused on the use of spatially distributed networks of sensors for real-time monitoring of Earth processes. Various approaches have been described within the context of 'pervasive computing' [1] ; 'wireless sensor networks' [2] , [3] for the integration of very similar components over short distances; and 'sensor webs' [5] for the integration of a heterogeneous selection of components, generally through the Internet. These approaches all must flexibly negotiate between centralized and distributed processing and control, so agent-based methodologies could be helpful. Biswas [6] proposed an interoperable agent model for sensor networks consisting of sensor agents, service provider agents, tracking agents, and user agents. This organization is similar to that of agent-based simulation and modeling systems.
Agent-based modeling and simulation
Agent-based methodologies are well-established in communications, routing, control, and other technological applications, but they are also used to simulate and model spatial distributed ecological, geographical, and environmental phenomena [7] - [14] . Several software engines are available for the development of agent-based models (ABMs) for spatial modeling, including Ascape [15] , Swarm [16] , RePast [17] , and NetLogo [18] . RePast in particular has gained currency in the Geographic Information Science community. In an ABM, individual organisms, people, and other geospatial, social, or ecological entities are represented as agents whose behaviors are influenced by their own internal processes, environmental conditions, and the behaviors of other agents. Agents in these models can often be brought into and out of existence, reproduce, and inherit characteristics of parent agents or of hierarchical classes. Mobile entities can be represented and tracked in a straightforward way. There is no fundamental restriction on the geometry of agents, so they may be modeled as points, lines, polygons, cells, or links and nodes of networks. Agents in such models may also be only vaguely spatial or nonspatial (e.g., executive entities and external observers). A geospatial ABM that performs temporal simulations, or geosimulations, is often termed a 'multi-agent simulation' (MAS). Many individual-based models (IBMs) [19] , [20] , which have been used for some time in biological and ecological research, are included in this general category. ABMs have increasingly been coupled with or embedded within a GIS, which provides extensive geodatabase support and analytical functionality [21] , [22] .
When ABMs model ecological phenomena, they are usually initialized with representations of environmental conditions and constraints, as well as agent attributes and reasoning methods. The environmental conditions take the form of variable and parameter values that may be derived from remote and localized sensors. For example, remote sensing data might provide, with minimal processing, the vegetated environment within which mobile herbivore agents roam. This environment can be represented as a tessellation of agents, each cell responding to internal processes, neighboring conditions, and even atmospheric processes to generate its dynamic growth pattern. Within an ABM, each mobile herbivore internally computes and acts upon decisions to find and consume vegetation in its perceived environment in order to garner energy for metabolic, locomotive, defensive, and reproductive tasks. An extended ecosystem of multiple vegetative, herbivore, and carnivore species might thereby depend fundamentally on the initialization provided by the remote and localized sensing data.
The output of any simulation model may be compared with temporal or spatiotemporal sets of previously available data, but they usually operate in isolation from external sources of current real-time data. But if a model is communicating with external data, as all living things do, then it has an endless source of information with which to improve, adapt, or even evolve, in changing environments. Such a model would be useful in timecritical situations like disaster assessment and management. A dynamic validation strategy using continuously available sensor data may even help to assess a model of chaotic processes, which are accessible to short-term prediction.
Dynamic Data Driven Application Systems
Spurred by the need for more reliable computational resources in emergency management and other timecritical applications, the National Science Foundation and others began funding a new generation of systems that couple real-time data and predictive models. Termed Dynamic Data Driven Application Systems (DDDAS) these approaches allow sensory data to dynamically validate and modify models, while also allowing simulation and decision models to dynamically drive sensing strategies [23] , [24] . In a DDDAS, sensors might be controlled from within the model to change sampling rates, turn different sensors on or off, and dynamically allocate communication channels, data storage, and other resources. DDDAS efforts have been applied to a wide variety of domains, and Earth sensing and modeling DDDAS are already in advanced stages of development [25] , [26] . However, these have not generally used agentbased methodologies.
DDDMAS
Given the advantages of agent-based distributed processing for modeling disaggregated, dynamic entities, it is reasonable to assume that an agent-based approach to the integration of sensors and models might provide a robust basis for adaptive scheduling. Instead of introducing a processing layer between sensors and models, complex pathways of control and communication might be more easily managed if all simulated entities, sensors, observers, and evaluation and decision nodes are implemented as software agents. Some of these agents represent simulated entities and real sources of external data, while others perform computational functions and represent aspects of the system itself.
In an agent-based implementation of a DDDAS, the software system used to implement it would provide the high-level scheduling of the functional dynamics of all such agents. Each agent decides its own schedule, based on the characteristic temporal scale of the entity or process it represents, as well as the current state of other agents. Communication takes place asynchronously between individual agents, rather than between classes of agents. The high-level scheduler, which randomizes agent sequencing, provides the finest available temporal resolution. But this does not mean that every agent must operate at this temporal resolution. By effectively iterating on the basis of their own requirements, agents can interact at many different temporal scales. In acknowledgement that the sort of system proposed here is a derivation of both DDDAS and multi-agent simulation, it might be termed 'dynamic data driven multi-agent simulation', or DDDMAS (Figure 1 ).
Figure 1. Schematic description of a prototype DDDMAS. Oval agent types are spatial. Raster agents are portals to remote sensing and other space-filling data. Circular agent types provide additional services to the simulation agents, whose dynamics are scheduled internally, and to the user. Links describe potential bidirectional communication between agents of different types.
A working prototype using one of the existing spatial agent engines for DDDMAS development is described here. NetLogo [18] provides several agent types, including point-like mobile agents, landscape 'patch' agents, network agents, and observer agents, as well as Java Applications Programming Interfaces for integrating external controllers and reporters. These APIs come in handy for integrating models with external data. Figure 2 portrays a typical user interface for a prototype DDDMAS, tailored for a specific application.
Here we have a landscape representing the major spatial influences on caribou migration routes -in this case, a digital elevation model is portrayed. The circular forms represent the sensing radii of individual ground vibration sensors tuned to detect the signature of passing caribou. A remotely controlled video camera located on a hilltop is in bidirectional communication with the model, and its viewshed can be changed to view multiple possible migration routes. Caribou are simulated as mobile agents, and they each behave in accordance with internal scripts (e.g., a general migratory direction, a preference for low slopes and edible vegetation, and a tendency to herd together with other caribou). Figure 4 show a sample state of the model. Each raster cell represents a 400 m 2 area, with attributes that include elevation, slope, and edible biomass. Each cell is an agent in the model, thus allowingit to respond to its internal dynamics (vegetation growth, for example) and external influences (foraging by mobile agents, for example). The sensor agents are modeled as points, and the spatial extent of sensor perception is modeled as a circular point buffer.
Mobile agents can be modeled quite effectively by using NetLogo primitives. Like the sensor and landscape agents, they may exhibit internal psychological structure and intentionality. It is with the modeling of higher organisms like animals, and humans in particular, that such functionality is most important. Birth, growth, death, reproduction, consumption, metabolic processes, and individual methods of reasoning, preference, and intentionality are all being modeled, and larger processes of competition, cooperation, evolution, and pattern formation emerge from such models. The scheduling of landscape agents, sensor agents, and simulated entities should give each the opportunity to change and respond to changes as they would in reality, with a minimum of modeling artifacts that would generate dynamic distortions. In this prototype, three basic processes are started and stopped by the user separately from one another. Landscape initialization brings in the landscape values from DEM and remote sensing data files. A sensor agent process queries incoming sensor data on a continuous basis, checking values against certain thresholds and updating certain attributes: sensed caribou currently absent, present, or absent but previously present within a certain proximity; and simulated caribou artificial caribou and schedule their internally generated processes, which include consumption, movement, and metabolism. Observer agents run continuously, checking on the comparative state of the sensory and simulated agents.
If both sensor and simulation agents are running, they may directly update attributes internal to one another, as for example in the following code fragment: Agent sensor_2 is set to monitor input values continuously, and to directly communicate at every opportunity with only those simulated individuals proximate to it. Similarly, mobile agents may update the attributes of landscape cells they happen to be interacting with at any given time. This direct, contingent agent-toagent communication exemplifies perhaps the greatest benefit of the agent-based approach to this sort of integration.
Opportunities and challenges
Even when physical dynamic models are not reliably predictive, they may provide useful means of exploring the structures and processes that underlie phenomena. Agent-based modeling is often used to explore possible bases of animal and human psychology. If the internal reasoning ascribed to individuals yields collective behavior that is similar to observed behavior, then the hypothetical basis cannot be ruled out. The process of model improvement may therefore yield important information about the relative importance of various factors and their functional relations. This trend can be seen for example in the use of agent-based models of land cover change [27] . However, path-dependence remains troubling, since the contingent particularities on the ground and in the models may result in widely divergent results over time, even if the processes at play are accurately modeled [28] . DDDMAS, in providing realtime correction of model evolution, can help overcome the problem of path dependence.
Without immediate feedback to the data acquisition process, models are limited in their potential development by the temporal resolution and other perceptual constraints of fixed data sets. Sensors are increasingly versatile and controllable, and real-time guidance is present within proximity. Mobile agent processes create required to use these features effectively. Many critical applications require real-time consultation of distributed sensors and provide real-time advice and control of spatial processes. In the domains of transportation and transport, for example, intelligent systems adjust flow and provide drivers with conditions and routing advice, while ABMs are used to investigate flow processes. A DDDMAS could combine these approaches and provide advice that is scaled to the needs of different processes and entities, from individual vehicles to regional planners.
With the flexibility that agent-based approaches afford, many different methods of integrating communication, data, model, and decision are likely to emerge. Opportunities exist, and design challenges will be significant, but these sorts of systems will likely soon make a significant contribution to our understanding of and interaction with the spatial world.
