Genetic programming has been widely used in the engineering field. Compared with the conventional genetic programming and artificial neural network, geometric semantic genetic programming (GSGP) is superior in astringency and computing efficiency. In this paper, GSGP is adopted for the classification and regression analysis of a sample dataset. Furthermore, a model for slope stability analysis is established on the basis of geometric semantics.
Introduction
Slope stability is an important issue in slope safety evaluation methods. At present, the widely used evaluation methods include the limit equilibrium method and numerical analysis method [1, 2, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . Although these methods are supported by the perfect theories of mechanics and scientific systems, these methods are nonetheless based on assumptions. Hence, given the nonlinear relations between various factors that influence slope systems, these methods are ineffective in predicting slope stability. These methods also have other weaknesses, such as a complicated computing process and large computing scale.
To address the aforementioned problems, machine learning algorithms, including neural net algorithm, genetic programming, and adaptive fussy inference, are applied in slope stability prediction. Studies have demonstrated that these artificial intelligent methods can be used in slope stability analysis [3, 4, [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] . Despite these methods, some problems remain. For example, when the neural net algorithm is adopted for prediction, slow convergence speed, local convergence, and overfitting usually occur because the relationship between the input and output variables are considered one black box. Although genetic programming can solve the formula for slope stability prediction, the problem of low convergence rate and divergent results still exist, except at a large computing scale [5] [6] [7] . A support vector machine (SVM) based on minimum risk probability and a least square SVM (LSSVM) were recently applied in slope stability analysis. According to the analysis results, SVM is relatively effective in predicting safety factors but is deficient in classifying the stability state of slopes. Thus, we use a geometric semantic algorithm to improve computing efficiency and reduce the errors by improving the evolution strategy in genetic programming. As revealed by the application of GSGP in the prediction of the strength of high-performance concrete and the effect of drugs, GSGP can solve regression problems well [8] [9] [10] [11] . Thus, to further investigate the slope stability analysis, we introduce GSGP. However, such analyses involve not only the safety factor regression problem but also the classification of slope stability status; thus, the model based on GSGP must also solve the classification problem. Evidently, this research is significant in addressing the slope stability analysis problem and in developing GSGP theory.
Geometric Semantic Genetic Programming Algorithm

Genetic Programming Regression Algorithm
Genetic programming algorithms are based on a structuring process by using an evolutionary function. This algorithm uses genetic manipulation, including reproduction, crossover, and mutation, to derive the solution of different iterations. The optimal solution is retained as the result of the problem. The solution of genetic programming can be represented by a one-tree structure-function expression, which is often considered the function and terminator sets. However, the conventional genetic programming algorithm does not consider the actual meaning of the function.
The semantic genetic programming algorithm was developed from the conventional genetic programming algorithm.
For crossover and mutation operations, the GSGP algorithm uses the geometric semantic approach instead of the binary tree of the conventional genetic algorithm.
The specific implementation steps of the GSGP are as follows ( Fig.1 ):
(1) In the initialization process, individuals consist of the function set F and terminator set T to generate the initial population. The function and terminator sets are expressed as follows:
where i f denotes the mathematical operation symbols, including , , ,
where i t is the variable comprising the terminator set.
(2) The fitness function is used to evaluate the quality standards for each individual in the population and to calculate the fitness of each individual in the population. This function is also the dr iving process of the evolution to assess each individual. The degrees of measurement for adaptation methods usually include original fitness, fitness, and standard normalized fitness. When using the error index, the original fitness can be defined as follo ws:
n is the number of instances, and   cj is the actual result of instance j .
(3)
The genetic operation consists of a parent individual copy, crossover, and mutation operations. By using the parent individual, which is produced by using the geometric semantic method, the crossover operation generates individual C T and the mutation operation generates individual M T , which are expressed as follows:
where 1
T and 2 T are two parent individuals, and R T is a real random number. 
Genetic Programming Classification Algorithm
In sample classification by using genetic programming, the operations for achieving prediction results include copying, exchange, and mutation. Unlike in regression problems, all category boundaries have to be determined in classification problems and the fitness function is defined by the classification correctness of [13] . For a multi-category problem, we need to determine multiple boundaries. By contrast, the bi-class classification problem requires the determination of only one cut-off point. When the objection function value is beyond the cut-off point, the result is set to 1; otherwise, the result is set to −1.
In the classification problem under genetic programming, the fitness can be defined as follows [14] :
where num R is the number of times that the individual classification is correct and num S is the number of classification samples. The fitness, which is the classification error, is reflected by the sample classification accuracy.
Slope Stability Analysis Model for Genetic Programming
According to references and conclusions, the effect factors for the slope stability analysis problem includes unit weight (γ), cohesion (c), angle of internal friction (Φ), slope angle (β), slope height (H), and pore water pressure coefficient (ru) as input variables [15] . Either the status of slope (S) or factor of safety (FS) is included as the output variable. The network structure is composed of six input units and one output unit. Under GSGP, given that the slope stability state can only either be stable or unstable, we can consider the problem as a binary classification problem.
We take the result as 1 when the slope is stable; otherwise, we take the result as −1. Fitness is the classification error of the slope stability state. However, under GSGP, the prediction of slope safety factor can be considered a typical nonlinear regression problem. Therefore, in the solution process, the prediction error of slope safety factor can be directly defined as fitness.
A series of evolution parameters for the GSGP has to be determined in the solution process. In the established model, the function set is   +,-, ,  and the terminator set has eight variables   
Engineering Application and Effect Analysis
Application Engineering
By using a slope experimental dataset for testing (Table 1 ) [6, 16] , the established model is applied to predict the slope status and safety factors. In model testing, from the dataset of 52 samples shown in Table 1 , the first 40 samples are considered the training set and the remaining samples are considered the test set. The size of the initial population is set to 500, and the maximum iteration epoch is set to 50. The genetic mutation step is set to 0.1. By using the GSGP algorithm, we can obtain the slope status and safety factors of the training and testing datasets. The results correspond to the last two columns in Table 1 . As shown in the table, the slope status and safety factors of the datasets can be determined when the six parameters (γ, c, Φ, β, H, ru) are given.
Effect Analysis
To evaluate the performance of the GSGP algorithm, the results for predicting the slope status and safety factors need to be analyzed. Slope status prediction is a classification problem. However, safety factor prediction is a regression problem. The resulting classification accuracy and correlation coefficients are used to evaluate the performance of the algorithm.
The formula for the classification prediction accuracy of the GSGP is defined as follows: 
By using the classification prediction results and actual values in Table 1 , the accuracies for the training and testing datasets can be obtained by using Eq. (7) . The classification accuracies for the training and testing datasets were 97.5% and 91.7%, respectively. On the basis of the existing references, the accuracy of the GSGP algorithm is superior to that of other algorithms such as the ANN and SVM.
With regard to the safety factor, the index correlation coefficient between the true and computational values is defined as follows [10] :
where y is the true value, '
y is the computational value, and n is the sample size.
In the same way, the correlation coefficient can be obtained in Eq. (8) by using the prediction result for safety factor and the actual values in Table 1 . Given the FS of the training and testing datasets, the calculation results are shown in Figures 2-3 . was 93.4%. The precision for the training dataset is slightly higher than that for the testing dataset. Nonetheless, high correlation exists for both datasets.
To further study the accuracy of GSGP, we compared its RMSE with two others algorithm, support vector machine (SVM) and standard genetic programing (STGP). Based on Table 1 data sets, is the three algorithms were run 50 times for the predication of recycled concrete slump. Fig. 4 is the statistical results of RMSE about the three algorithms. Fig. 4 , the errors rang, the interquartile ranges (IQR), using GSGP algorithm is narrowest in the three methods, however, the error rang using STGP algorithm is widest. In the Wilcoxon rank-sum analysis, p of the three algorithms, the p from GSGP algorithm is still lowest in three algorithms. Thus, the solutions using GSGP algorithm is significantly better than the other two algorithms.
Conclusion
Given the variety of complex factors in slope stability analysis, the use of a mechanical method therein is excessively difficult. By using such methods, the prediction for slope status and safety factors often become poor.
In this paper, GSGP was introduced into slope stable analysis. The established slope stability analysis method based on the GSGP algorithm successfully predicted slope status and safety factors. Furthermore, upon application of the model in slope stability analysis, the following conclusions were made:
(1) By adapting the GSGP algorithm to different adjustments, the classification or regression analysis of datasets results in different functions;
(2) When the unit weight (γ), cohesion (c), angle of internal friction (Φ), slope angle (β), slope height (H), and pore water pressure coefficient (ru) are considered input variables, GSGP can predict the slope status and safety factors;
(3) Within the allowable GSGP prediction error, the method can be applied in slope stability analysis. The results can be used as a reference in the design process for slopes.
