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Abstract 
Sliding mode control is a robust nonlinear control algorithm that has been used to implement 
tracking controllers for unmanned aircraft systems that are robust to modeling uncertainty and 
exogenous disturbances, thereby providing excellent performance for autonomous operation.  A 
significant advance in the application of sliding mode control for unmanned aircraft systems 
would be adaptation of a model-free sliding mode control algorithm, since the most complex and 
time-consuming aspect of implementation of sliding mode control is the derivation of the control 
law with incorporation of the system model, a process required to be performed for each 
individual application of sliding mode control.  The performance of four different model-free 
sliding mode control algorithms was compared in simulation using a variety of aerial system 
models and real-world disturbances (e.g. the effects of discretization and state estimation).  The 
two best performing algorithms were shown to exhibit very similar behavior.  These two 
algorithms were implemented on a quadrotor (both in simulation and using real-world hardware) 
and the performance was compared to a traditional PID-based controller using the same state 
estimation algorithm and control setup.  Simulation results show the model-free sliding mode 
control algorithms exhibit similar performance to PID controllers without the tedious tuning 
process.  Comparison between the two model-free sliding mode control algorithms showed very 
similar performance as measured by the quadratic means of tracking errors.  Flight testing 
showed that while a model-free sliding mode control algorithm is capable of controlling real-
world hardware, further characterization and significant improvements are required before it is a 
viable alternative to conventional control algorithms.  Large tracking errors were observed for 
both the model-free sliding mode control and PID based flight controllers and the performance 
was characterized as unacceptable for most applications.  The poor performance of both 
controllers suggests tracking errors could be attributed to errors in state estimation, which 
effectively introduce unknown dynamics into the feedback loop.  Further testing with improved 
state estimation would allow for more conclusions to be drawn about the performance 
characteristics of the model-free sliding mode control algorithms.   
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NONMENCLATURE 
α = arbitrary positive constant 
η  =  small positive constant 
λ  =  positive constant inversely proportional to reaching time 
𝜎𝑢 = upper bound on control error estimate 
𝜎𝑙 = lower bound on control error estimate 
𝜑 = boundary layer thickness 
𝛽 = estimate of 𝑏−1?̂? 
𝛼 = angle of attack 
𝛾 = flight path angle 
𝜑 = roll angle 
𝜃 = pitch angle 
𝜓 = yaw angle 
𝜌 = density of air 
𝛿𝑒 = elevator deflection 
𝛿 = attitude thrust force 
𝛥 = divert thrust force 
𝜁 = thrust vectoring angle 
?̂? = estimate of control input gain 
?̂? = estimate of control input gain matrix 
𝑐̅ = reference length 
𝑔 = acceleration due to gravity 
ℎ = altitude 
HOSM = high order sliding modes 
K = switching gain 
MFSMC = model-free sliding mode control 
MPC = model predictive control 
𝑝 = roll rate 
𝑞 = pitch rate 
𝑟 = yaw rate 
𝑆 = reference area 
SMC = sliding mode control 
TVC = thrust vectoring control 
𝑢𝑘 = control input at time 𝑘 
UAS = unmanned aerial system 
𝑥𝑑 = desired tracking  
?̃? = tracking error 
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1.0 INTRODUCTION 
As the ubiquity of mobile robots and autonomous systems increases, so does the need for reliable 
automatic control with easy methods for tuning and implementation.  The field of controls can be 
subdivided into linear and nonlinear controls, with linearity referring to the form of the 
differential equations governing the behavior of a given system.  In general, nonlinear systems 
exhibit more complex and unpredictable behavior than their linear counterparts, and, as a result, 
more complex methods of control are required for nonlinear systems [1].  One common and easy 
to understand approach for nonlinear control is to invert the nonlinear dynamics of the system 
and replace them with desired linear dynamics [2].  Of course, this only works if the true system 
model (i.e. behavior) of the system is known exactly.  If the system model is not known exactly, 
then an attempt to invert and cancel the nonlinearities will result in some unknown, nonlinear, 
and possibly unstable residual dynamics.  These residual dynamics can be viewed as an unknown 
perturbation to the system.  Also falling into this category are exogenous disturbances and the 
effects of unmodeled dynamics (e.g. sensor or actuator dynamics) [3].  Thus, a frequent 
requirement of a nonlinear control scheme is that it be robust to unknown perturbations.  A 
popular and relatively easy to understand form of robust nonlinear control is sliding mode 
control (SMC) [1, 3-7].  Another method of compensating for unknown model parameters or 
disturbances is the family of adaptive control [1].  Adaptive control involves on-line dynamic 
estimation of parameters and can be a good alternative to robust control in certain cases [8].  A 
popular topic for research is the combination of robust and adaptive control methods [4, 8-11], 
though the methods proposed are often highly complex and unique to the intended applications.  
Another area of active research is that of model-free robust control [4, 12-19], since one of the 
main drawbacks of SMC and other methods is the time-consuming control law derivation 
process that is required for each implementation [12-14].   
Sliding Mode Control is a form of robust nonlinear control that can provide theoretically 
“perfect” performance in the face of modeling imprecision for certain classes of systems [1].  In 
order to implement SMC, an engineer needs to have a nominal or “best guess” plant model, all 
uncertainties must be matched, and the uncertainties must have known bounds.  In its simplest 
form, a SMC control law can be expressed as 
𝑢 = 𝑢𝑒𝑞 + 𝑢𝑐𝑜𝑟     (1) 
Where 𝑢𝑒𝑞 is the equivalent control calculated from the nominal model, and 𝑢𝑐𝑜𝑟 is a control 
correction based on tracking errors and the bounds of uncertainties [3].  With this distinction in 
mind, there are two general approaches to model-free SMC (MFSMC).  The first is to neglect the 
equivalent control since it is based on the system model and to try and find a form of 𝑢𝑐𝑜𝑟 that 
results in the desired tracking while remaining stable and feasible [4,15-17,19].  The other 
approach is to estimate 𝑢𝑒𝑞 based only on inputs and outputs, and then to derive 𝑢𝑐𝑜𝑟 in a way 
more similar to conventional SMC [12-14,18].   
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A unique form of MFSMC was proposed in [12].  This approach was improved in [13] and 
extended to multi-input multi-output (MIMO) systems in [14].  The ultimate goal of this research 
can be seen as developing the MFSMC controller to the point where it can be used “off-the-
shelf” with minimal setup to control any of certain classes of unmanned aerial systems (UAS).  
Simply put, the goal of the thesis proposed herein is to identify challenges associated with 
implementation of the MFSMC controller on an actual UAS, test whether the controller can 
handle the identified requirements, and then to adapt and redesign the controller where necessary 
to aid its realization.   
A successful MFSMC based flight controller would serve as a useful tool for the rapid 
deployment of new configurations or iterations of UAS.  This would allow for accurate and 
robust tracking control to become an easily attainable goal for practitioners who lack the time or 
expertise to implement robust nonlinear control using current methods.  Time and money could 
be saved during the development of autonomous systems for critical tasks such as search and 
rescue or transportation, thereby allowing more people to be served and freeing up capital to be 
invested in yet more significant advances in the field of controls.   
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2.0 LITERATURE REVIEW 
The goal of this review is to provide a background of knowledge in SMC and related topics, 
especially in relation to model-free control and control of UAS.  This review provides much of 
the information required to answer the first part of the research question identified in the 
previous section, namely to identify challenges associated with implementation of the MFSMC 
controller on an actual UAS.   
 
2.1 Lyapunov Stability Theory: 
Stability is arguably the most important characteristic of a control system.  A comprehensive set 
of analytical tools that are applicable to all types of control systems is drawn from Lyapunov 
stability theory.  Alexandr M. Lyapunov was a Russian mathematician who was the first to 
present two tremendously useful methods of stability analysis in the 1890s [1].  The two methods 
are known as the linearization (or indirect) method and the direct method.  Most approaches to 
robust control rely heavily on Lyapunov’s direct method in the derivation of their control laws, 
and, of course, in the proofs of their efficacy (e.g. [5, 7, 10]).  The following is a brief review of 
Lyapunov’s direct method as it pertains to SMC and as presented by Slotine and Li [1].   
Due to the complex and unpredictable state plane motions of nonlinear systems compared to 
linear systems, the concept of stability must be refined according to the following definitions.   
Stability relative to an equilibrium point: 
∀𝑅 > 0, ∃𝑟 > 0, ||𝑥(0)|| < 𝑟  ⇒  ∀𝑡 ≥ 0, ||𝑥(𝑡)|| < 𝑅   (2) 
Which implies that trajectories will remain near an equilibrium point if they originate close 
enough to it.  Asymptotic stability: 
∃𝑟 > 0, ||𝑥(0)|| < 𝑟 ⇒ 𝑥(𝑡) → 0, 𝑎𝑠 𝑡 → 0   (3) 
Which implies that trajectories will converge to the equilibrium point if they start close enough 
to it, though there is no guarantee of how quickly the trajectories will converge. Exponential 
stability: 
∃𝑟 > 0, ∀𝑡 > 0, ||𝑥(𝑡)|| ≤ 𝛼||𝑥(0)||𝑒−𝜆𝑡            (4) 
Which implies that trajectories will converge to the equilibrium point faster than an exponential 
function defined by the positive constants 𝛼 and 𝜆, thereby assuring a finite rate of convergence.  
If the definitions of asymptotic and exponential stability remain true for the entire state space, 
then the equilibrium point is globally asymptotically or exponentially stable [1].   
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Lyapunov’s direct method is based on the logical notion that if a system’s total energy is 
constantly dissipated for all time, then the system must eventually come to rest and be stable.  
Thus, stability for nonlinear systems can be determined through the use of a scalar “energy-like” 
function known as a Lyapunov function.  If for any system with an equilibrium point at the 
origin, there exists a scalar function of all states (Lyapunov function) such that the function is 
positive definite, the first derivative of the function with respect to time is negative definite, and 
the function is radially unbounded, then the origin is globally asymptotically stable.  In other 
words, sufficient conditions for global asymptotic stability are that there exist a radially 
unbounded Lyapunov function 𝑉(𝑥) such that 𝑉(𝑥) and −?̇?(𝑥) are positive definite.  If the 
conditions are satisfied except that V' is only negative semi-definite, then asymptotic stability 
can still be proved with the use of local and global invariant set theorems [1].   
Often the most challenging aspect of Lyapunov’s direct method is finding a suitable Lyapunov 
function.  While there are reliable methods for finding Lyapunov functions for linear time-
invariant systems, there is no assured method for all types of nonlinear systems.  Useful 
approaches include Krasovskii’s method, the variable gradient method, and using insights about 
the physical processes described by complex nonlinear differential equations.  SMC often makes 
use of Lyapunov functions of a form similar to that suggested by Krasovskii’s method, that is 
𝑉(𝑥) =
1
2
𝑆𝑇𝑆      (5) 
Which is used to ensure the control law enforces the sliding mode [1].  Lyapunov’s direct 
method can be leveraged to construct a broad class of robust controllers (which includes SMC) 
called Lyapunov-based controllers [10].   
 
2.2 Nonlinear Control: 
As mentioned in the introduction, a common approach to nonlinear control is to invert and cancel 
nonlinear dynamics and replace them with desired linear dynamics.  Methods fitting this 
description include dynamic inversion [2], feedback linearization, and input-output linearization 
[1].  Dynamic inversion has been used to successfully implement nonlinear control systems for 
aircraft, though the main drawback is that the system model must be known exactly for the 
dynamics to be completely canceled out, and it is often difficult to obtain highly accurate system 
models for complex systems such as aircraft.  Using a disparate approach from dynamic 
inversion, backstepping is a method of nonlinear control that involves stabilizing the lowest 
order states using Lyapunov analysis and higher order states as pseudo inputs, and then backing 
out the higher order states until the real control inputs are defined [2].  Yet another approach to 
nonlinear control is model predictive control (MPC) in which optimal control inputs are 
calculated using the system’s current state and a finite horizon in the near future for a nominal 
system model.  Control inputs are applied in a feedforward manner and the optimization routine 
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is run recursively always using the system’s most recent state and incrementing the horizon 
forward, thus resulting in a form of feedback [8].  The most glaring issue with these nonlinear 
control methods is their sensitivity to perturbations, whether exogenous or due to neglected 
dynamics or inaccurate parameters.  The field of robust control is principally concerned with 
reducing this sensitivity [1, 5].   
 
2.3 Robust Control: 
The family of robust control that is most relevant to this review is obviously SMC, and as such it 
will be the primary focus going forward.  While other families of robust control do exist and may 
provide satisfactory performance in certain cases, their analyses remain outside of the scope of 
this work.   
SMC was first proposed in the 1970s by Dr. V. Utkin among others as a significant result of the 
study of variable structure systems (VSS) [20].  Utkin described VSS by saying, “In variable 
structure systems the control is allowed to change its structure, that is, to switch at any instant 
from one to another member of a set of possible continuous functions of the state.”  By this 
definition, SMC is necessarily a VSS because of the discontinuous function used to ensure that 
the system’s states remain on the sliding surface.   
SMC making use of first order sliding surfaces is referred to as conventional SMC [21].   
Conventional SMC is based on the idea of a sliding surface in the state plane defined by 
𝑆(𝑥; 𝑡) = (
𝑑
𝑑𝑡
+ 𝜆)
𝑛−1
?̃?     (6) 
Where n is the order of the system being controlled, 𝜆 is a positive constant that is inversely 
proportional to the reaching time (time required for the state to move from its initial position to 
the sliding surface), and ?̃? = 𝑥 − 𝑥𝑑.  For the case of 𝑛 = 2 the sliding surface becomes 
𝑆 = ?̇̃? + 𝜆?̃?        (7) 
With the second order tracking problem essentially reduced to a first order stabilization problem 
of keeping the scalar 𝑆 at zero (i.e. remaining on the sliding surface) [1].  Once on the sliding 
surface, the states will converge exponentially to zero.  In order to ensure that states off of the 
sliding surface reach the sliding surface, the so called sliding condition:  
1
2
𝑑
𝑑𝑡
 𝑆2 ≤ −𝜂|𝑆|        (8) 
Must be satisfied, with 𝜂 being a small positive constant. The sliding condition can be interpreted 
as saying that the distance to the sliding surface must always be decreasing, and therefore all 
state trajectories lead to the sliding surface.  Robustness (i.e. the sliding condition) is achieved by 
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adding a term discontinuous across the sliding surface to the control law.  Since parameters of 
the system model are uncertain, the control law is chosen based on the best estimates (typically 
the geometric means of the known bounds) of the unknown parameters and then the magnitude 
of the discontinuous term is selected to account for the maximum possible difference between 
the estimated values of the parameters used in the control law and the bounds on the parameters.  
The control law now has the form of Eq. (1) 
𝑢 = 𝑢𝑒𝑞 − 𝐾 sign(𝑆)      (9) 
Where 𝑢𝑒𝑞 is the best estimate of the required control, and 𝐾 is known as the switching gain and 
is designed to satisfy the sliding condition (8) [1].  Intuitively, this implies that greater 
uncertainties in the system model lead to greater magnitudes of control effort, meaning that it is 
impractical to design general purpose SMC controllers by simply greatly relaxing the bounds on 
uncertainty, at least using the conventional approach.   
Young, Utkin, and Ozguner [5] presented a thorough guide to SMC from the perspective of a 
control engineer.  Issues addressed include continuous-time sliding modes, discrete-time sliding 
modes, and acceptable and realizable chattering mitigation strategies (chattering mitigation is 
treated in a later section).  One important and often overlooked requirement of SMC is the so 
called Drazenovic matching condition (named for the Russian engineer who first published such 
conditions for VSS in the 1960’s).  The matching condition of SMC essentially holds that all 
uncertainties to which the control law is to be robust (whether parametric or exogenous 
disturbances) must be expressible in the derivative of the highest order state in order to be 
compensated for by the control law, i.e. disturbances caused by uncertainties must be able to be 
canceled directly by a certain control input [3].  Huang and Chen [22] eliminated the requirement 
of the matching condition through the use of multi-surface SMC (MSSMC) for non-autonomous 
SISO systems with mismatched uncertainties.  The state-space model for such a system can be 
expressed as: 
?̇?𝑖 = 𝑥𝑖+1 + 𝑑𝑖(𝑥, 𝑡),    1 ≤ 𝑖 ≤ 𝑛 − 1, 
?̇?𝑛 = 𝑓(𝑥, 𝑡) + 𝑚(𝑥, 𝑡)𝑢(𝑡) + 𝑑𝑛(𝑥, 𝑡),         (10) 
𝑦 = 𝑥1  
Where 𝑑𝑖 are disturbances that imply uncertainties which cannot be matched to ?̇?𝑛.  This concept 
was extended to underactuated multi-input multi-output (MIMO) systems by Norton et.al. [9].   
Fridman [4] gives a concise history of SMC and reviews the main developments in the field after 
1990 when SMC began to attract significant interest in the controls community.  The main 
disadvantages of conventional SMC listed as motivations for the development of alternative 
SMC schemes include chattering induced by the discontinuous control law or by parasitic 
dynamics, sensitivity (i.e. not robust) to mismatched disturbances, non-finite time (only 
asymptotic) convergence of states, sensitivity to noise, difficulty in discretization for 
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implementation on a digital computer, and the requirement of higher order derivatives for 
calculation of the sliding surface.  Much of the past and current research related to SMC has been 
targeted at at least one of the aforementioned issues, with some of the relevant developments 
presented next.   
 
2.4 Advanced Robust Control: 
One of the simplest adaptations of conventional SMC is called integral SMC.  Utkin and Shi [3] 
provided a comprehensive overview of integral SMC, which solves the problem of robustness 
not be guaranteed during the reaching phase of conventional SMC by simply removing the 
reaching phase.  Through the use of integral SMC, all trajectories start off on the sliding surface 
[4].  This is possible because the order of the sliding surface is equal to the number of 
dimensions of the state space, whereas conventional SMC reduces the order or the system.   The 
integral sliding surface is defined by 𝑆 = 𝑆0 + 𝑧 where  
𝑆0 = ?̇̃? + 𝜆?̃?          (11) 
?̇? =  −?̇̃? + 𝐾𝑉?̃? + 𝐾𝑃?̃?     (12) 
which leads to 
𝑆 = ?̇̃? + 𝐾𝑉?̃? + 𝐾𝑃 ∫ ?̃?(𝜏)𝑑𝜏
𝑡
0
− 𝐾𝑉?̃?(0) − ?̇̃?(0)        (13) 
Where the initial conditions ?̃?(0), ?̇̃?(0) are included to ensure the system trajectory starts on the 
sliding surface.  Integral SMC has been used to derive effective control laws, with Dehghani and 
Menhaj [23] providing an example for a 3 DOF system.   
Some of the most significant and successful developments in SMC are reviewed by Fridman [4] 
and include second order sliding modes (SOSM) which resulted in the twisting algorithm, the 
super twisting algorithm, and the sub-optimal algorithm.  Villanueva et.al. [6] used the super 
twisting algorithm to derive a multi-mode control system for a quadrotor.  Derafa, Benallegue, 
and Fridman [24] also implemented super twisting on a quadrotor platform and included real-
world testing in their results.  The super twisting algorithm was conceived as a way to provide 
the same tracking performance as conventional SMC but with continuous control effort. The 
equivalent control from (1) becomes 
𝑢𝑒𝑞 = −𝐾1|𝑆|
1/2 sign(𝑆) − ∫ 𝐾2sign(𝑆)𝑑𝜏
𝑡
0
   (14) 
where the sliding surface, 𝑆 is defined the same way as for conventional SMC and the 
discontinuous term is effectively smoothed through integration [4].  While super twisting does 
provide a continuous control effort, it does not assure chatter free control in all cases [21].   
16 
 
The concepts of SOSM were extended to arbitrary order sliding modes, also known as high order 
sliding mode (HOSM), which is often purported to offer several advantages over conventional 
SMC, namely a theoretical guarantee of finite time convergence of the states to their desired 
values, the removal of the requirement that the relative degree be equal to 1, and attenuation of 
chattering [21].  The concept of HOSM was first introduced by Dr. A. Levant, who proposed the 
second order sliding mode in his Ph.D. dissertation [4] and later went on to publish a number of 
works on HOSM and its applications.  Dr. V. Utkin explored these claims by comparing the 
performance of HOSM-based controllers to conventional SMC controllers for the same worst-
case conditions [21].  An important point is that SMC often causes chattering in the control effort 
due to the discontinuous term in the control law, chattering can also occur as a result of 
unmodeled dynamics such as actuator or sensor delays.  These so-called parasitic dynamics can 
lead to relatively high frequency oscillations in the control effort even if it is smooth, as is 
guaranteed for HOSM.  The assurance of finite time convergence provided by HOSM theory is 
shown to lose some meaning and actually have adverse effects in the presence of unmodeled 
actuator dynamics where the magnitude of chattering is actually greater for HOSM than for 
conventional SMC with smoothing.  Similar criticisms of super-twisting control (a second order 
form of HOSM) were presented, though it is important to remember that HOSM algorithms do 
have significant value in the right applications, though there are certainly times when their use is 
not the best solution.   
 
2.5 Adaptive Robust Control: 
Since both adaptive control and robust control methods can be used on their own to derive 
nonlinear controllers, the combination of the two may appear unnecessary at first.  A common 
motivation for adding adaptive disturbance estimation to SMC schemes is to reduce the reliance 
on the discontinuous portion of the control and therefore reduce issues associated with its high 
frequency switching, e.g. chattering [4].   
Norton et.al. [9] presented a full 6 DOF flight system controller based on MSSMC and 
augmented with adaptive fuzzy approximations of uncertainties.  Simulations were run with the 
aircraft tracking a sinusoidal path while maintaining forward velocity and altitude and 
comparisons drawn between the controller designed with MSSMC and the same controller 
augmented with adaptive fuzzy parameter approximations.  The addition of the fuzzy 
approximations resulted in the convergence of errors to zero, while MSSMC alone only 
guaranteed small bounded errors.  This result was predicted analytically using Lyapunov stability 
theory and also observed in numerical simulation results [9].  Though tracking performance was 
improved with the addition of fuzzy approximations, the MSSMC results alone showed what 
may be considered satisfactory performance.   
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In another application of adaptive SMC to flight path tracking, Bouadi, Wu, and Mora-Camino 
[11] employed adaptive parameter estimation and SMC to a decoupled longitudinal aircraft 
model with a single input being elevator deflection and flight path angle the single output.  
Nonlinear estimators were used to update lumped parameters that included aerodynamic 
coefficients, physical aircraft parameters, and flight condition dependent parameters.  The 
grouping of independent and unrelated parameters in this way may not be ideal since a parameter 
such as mean chord length, for example, is not expected to change and does not need to be 
included in estimation, not to mention that parameters such as velocity could be accurately 
estimated with the aid of real time measurements in an actual aircraft.   
Dehghani and Menhaj [23] derived an integrated controller and estimator for the problem of 
autonomous aircraft leader-following formation control using integral SMC and assuming no 
communication between aircraft (i.e. relative state measurements are obtained by observation of 
the leader only) thereby necessitating the use of a robust control method like integral SMC and 
adaptive parameter estimation to determine desired trajectories from uncertain measurements.   
Both Brezoescu, Lozano, and Casillo [10] and Yang, Kang, and Sukkarieh [8] presented adaptive 
robust controllers that did not rely on SMC.  In [10] an adaptive backstepping Lyapunov-based 
tracking controller was designed to reject wind disturbances and achieve geo-referenced path 
following for the lateral mode of a fixed wing aerial vehicle.  Simulation results showed that the 
proposed controller was able to compensate for a Dryden gust model wind disturbance for 
different heading angles relative to the wind.  Heading tracking results all converged to desired 
values after step changes in desired headings, and waypoints were followed nearly perfectly even 
in the presence of varying wind and state measurement noise intended to replicate actual sensors.  
In [8] a method of adaptive nonlinear MPC for a fixed wing UAV was derived.  The objective 
was only to control the decoupled lateral directional mode, with the assumption that another 
controller would maintain altitude and heading.  The system model used did not account for the 
true aerodynamic nature of the system, with control input being defined as the time rate of 
change of the heading angle.  A smooth and continuously differentiable path was obtained by 
fitting cubic Bezier curves to a set of waypoints.  MPC is (typically) a discrete control method 
that involves solving a finite horizon optimal control problem at each time-step using a nominal 
plant model and then using the output as a feedforward control.  The proposed method of MPC is 
adaptive because it dynamically changes the time horizon used to predict future system behavior 
in order to reduce computational complexity when possible and to provide higher fidelity results 
during tracking of more complex (higher curvature) trajectories.   
From the above examples, it can be concluded that while adding adaptive functionality to robust 
control methods can enhance performance in certain circumstances, there is not an inherent need 
to supplement the performance of a robust control method like SMC with adaptive control.  
Adaptive SMC can be seen to improve results over SMC alone in cases such as [9], though it can 
also be unnecessary and possibly detrimental, as in [11]. 
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2.6 Model-Free Nonlinear Control: 
Due to the tedious and complex derivations required for each implementation of most methods of 
nonlinear control, an area of research that has recently been gaining interest is that of model-free 
nonlinear control [12, 15-19, 25].  Lu, Zhu, & Ferrari [25] presented a method of model free 
control using hybrid-adaptive dynamic programming (hybrid-ADP) that can be used to 
iteratively determine the optimal control for nonlinear switched systems.  A switched system is 
one where multiple sets of dynamics (i.e. system models) exist and can be switched between by a 
discrete input.  Each of the system modes has unique costs, and thus the optimal control problem 
is to not only to minimize a cost function through control input, but also by switching between 
modes at the right times.  The hybrid-ADP method was evaluated by comparison to a known 
optimal solution.  Simulations were run using a first order single input LTI system with quadratic 
cost and two modes (representing gasoline and electric propulsion).  Even though the hybrid-
APD approach can theoretically handle nonlinear switched systems, a LTI system with quadratic 
cost was selected so that a known optimal solution could be found numerically using the 
switched differential Riccati equation (SDRE) method presented by Riedinger et.al. [26].  After 
several iterations, the hybrid-ADP approach was shown to have converged to the solution found 
with the SDRE.   
The SDRE method [26] is an optimal control solution for hybrid dynamic (i.e. switched) systems 
based on the Pontryagen Maximum Principle (PMP).  The system’s dynamics are defined by a 
discrete variable which is the output of a switching function.  The cost function is defined as the 
sum of the piecewise components of the costs for each set of dynamics during the times when 
they are active.  
𝐽 =
1
2
∫ (𝑥𝑇(𝑡)𝑄𝑘(𝑡)𝑥(𝑡) + 𝑢𝑘(𝑡)
𝑇 (𝑡)𝑅𝑘(𝑡)𝑢𝑘(𝑡)(𝑡))𝑑𝑡
𝑡
0
          (15) 
with the hybrid system defined by 
?̇?(𝑡) = 𝐴𝑘𝑥(𝑡) + 𝐵𝑘𝑢𝑘(𝑡),          𝑥(0) = 𝑥0    (16) 
𝑘(𝑡) = (𝑥(𝑡), 𝑘(𝑡−), 𝑑(𝑡), 𝑡),     𝑘(0) = 𝑘0    (17) 
where 𝑘(𝑡) is the transition function that determines the active mode of the system.  Switching 
occurs when 𝜓𝑘,𝑙(𝑡) = 0, where 
𝜓𝑘,𝑙(𝑡) = 𝐻𝑘(𝜆, 𝑥, 𝑢𝑘) − 𝐻𝑙(𝜆, 𝑥, 𝑢𝑙)    (18) 
with 𝐻 being the Hamiltonian for a given mode, 𝑘 being the index of the current mode, and 𝑙 the 
indices of other available modes. Riedinger et.al. presented a theorem that allows for calculation 
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of 𝜓(𝑡) and therefore switching times and active modes for the hybrid system.  First, the matrix 
𝑀𝑘 is formed, where 
𝑀𝑘 = [
𝐴𝑘 𝐵𝑘𝑅𝑘
−1𝐵𝑘
𝑇
𝑄𝑘 −𝐴𝑘
𝑇 ]           (19) 
Then the minimal polynomial 𝑆𝑘 of 𝑀𝑘⊕𝑀𝑘 is found, where ⊕ is the Kronecker sum operator.  
Finally, 𝜓(𝑡) satisfies the homogeneous linear ODE with constant coefficients defined by the 
characteristic polynomial 𝑆𝑘.  With optimal switchings defined, the optimal control for each 
segment between switchings can be found with the Differential Riccati Equation (DRE) 
?̇?𝑖 = −𝑃𝑖𝐴𝑘𝑖  − 𝐴𝑘𝑖
𝑇 𝑃𝑖 + 𝑃𝑖𝐵𝑘𝑖𝑅𝑘𝑖
−1𝐵𝑘𝐼
𝑇 𝑃𝑖 − 𝑄𝑘𝑖   (20) 
where 𝑖 is the index of the current segment, and where the optimal control for a given mode is 
defined by 
𝑢𝑘 = −𝑅𝑘
−1𝐵𝑘
𝑇𝑃𝑘𝑥     (21) 
where 𝜆 = 𝑃𝑘𝑥 (𝜆 are costates in this case).  
While the model-free nonlinear control method presented in [25] is successful, the problems to 
which it is applicable are those typical of optimal control where solutions take the form of ideal 
open loop control inputs, and therefore remain sensitive to exogenous disturbances.  Model-free 
robust nonlinear controllers are discussed in the next section. 
 
2.7 Model-Free Sliding Mode Control: 
In conventional SMC (as described in Slotine and Li [1]), the system model (in controllable 
canonical form) is incorporated into the control law by substituting the model for the derivative 
of the highest order state into the expression for the time derivative of the sliding surface, which 
must be equal to zero once on the surface.  The model-free SMC (MFSMC) approach used in 
[12, 13, 14] is based on an alternate “system model” expression using only previous inputs and 
states.  Crassidis and Mizov [12] published the first of such MFSMC schemes.  The derivation 
process follows the format of conventional SMC but with the system model replaced with the 
approximation 
𝑥𝑛 ≈ 𝑥𝑛 + 𝑢𝑘 − 𝑢𝑘−1     (22) 
Where n is the order of the system, which in turn leads to the control law 
𝑢𝑘 = 𝑢𝑘−1 − ?̇? − 𝐾sign(𝑆),    𝑆 = (
𝑑
𝑑𝑡
+ 𝜆)
𝑛−1
?̃?        (23) 
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Satisfactory tracking performance was observed in simulation and chattering was prevented 
through use of a time varying boundary layer.  Issues that were not addressed include non-
unitary input gains and imperfect state measurement.  
The approach to MFSMC used by Reis [13] is principally the same as that presented by Crassidis 
and Mizov [12] with the essential difference being that the “system model” expression was 
updated to   
𝑥𝑛 = 𝑥𝑛 + 𝑢 − 𝑢𝑘−1 + 𝜖(𝑢)              (24) 
where 𝜖(𝑢) = 𝑢𝑘−2 − 𝑢𝑘−1 is referred to as the control input error and is bounded according to 
(1 − 𝜎𝑙)𝜖̂(𝑢) ≤ 𝜖(𝑢) ≤ (1 − 𝜎𝑢)𝜖̂(𝑢)    (25)  
After substitution into the expression for ?̇? for a second order system  
?̇? = ?̈? − ?̈?𝑑 + 𝜆?̇̃?          (26) 
and after inclusion of the discontinuous term to force trajectories back onto the sliding surface, 
the control becomes 
𝑢 =  −?̈̃? − 𝜆?̇̃? − 𝜖̂(𝑢) + 𝑢𝑘−1 − 𝐾sign(𝑆)         (27) 
The switching gain can then be defined as 
𝐾 = |𝜎𝑢(𝑢𝑘−2 − 𝑢𝑘−1)| + 𝜂     (28) 
Simulation of the above control law (25, 27) applied to a completely unknown second order 
nonlinear system showed excellent tracking results for a sinusoidal desired trajectory.  This 
MFSMC method was also shown to be able to handle bounded time-varying input gain, 
measurement noise, and incorporation of a time-varying boundary layer to smooth the control 
effort.   
El Tin [14] extended the concept of model free SMC presented in [13] to MIMO systems of 
theoretically arbitrary order and to handle time delays introduced by actuators.  Non-square input 
matrices were handled with the method presented by Schkoda [27].   Simulation results 
demonstrated control with MFSMC of an underactuated quadrotor, which can be decomposed 
into fully actuated and underactuated subsystems.  The underactuated subsystem was 
transformed into a fully actuated system with a transformation matrix applied to the input matrix.  
The transformation matrix was obtained using an optimization routine to minimize tracking 
errors.  Low frequency chattering was observed in simulation results and was attributed to the 
way that the transformation matrix was obtained using an optimization routine that did not 
penalize control effort.  First order actuator dynamics were added to a single mass linear spring 
damper system in simulation.  Chattering was observed in the controller effort, though it 
eventually converged to a smooth signal.  Control error estimation was updated to take into 
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account the actual control output after the actuator dynamics, after which smooth control effort 
and accurate tracking was achieved, although the sliding condition was not satisfied.  In an issue 
that was also noted in [13], the inability to initialize the derivative of the highest order state in 
simulation lead to a large initial spike in control effort, though this is postulated to be due to the 
way the simulations were set up, rather than an inherent issue with the MFSMC algorithm.  
Levant [19] presented a disparate method of MFSMC based on HOSM theory.  The controller 
form is based on the extension of the trivial (and usually unstable) relay controller u= -K sgn(S) 
with 𝑆 = 𝑥 − 𝑥𝑑 to satisfy higher order sliding modes.   Since S and its derivatives are only 
based on the states and their desired values and parameters able to be generalized for each order 
r, no information about the plant other than its relative degree is needed for the controller.  In the 
case of r=4 the generalized relay controller takes the form 
?̈? = −𝛼sign {𝑆 + 3(?̈?6 + ?̇?4 + |𝑆|3)
1/12
 sign [?̈? + (?̇?4 + |𝑆|3)
1
6sign(?̇? +
1
2
|𝑆|3/4sign(𝑆))]} (29) 
where 𝛼 is a positive constant and tunable parameter.  Since the control effort is found by twice 
integrating (29), the chattering effect can be satisfactorily eliminated without need for an 
additional smoothing step.  Though this method (and most HOSM methods) would eliminate 
chattering in the ideal scenario, chattering may still occur in practice due to the excitation of 
parasitic dynamics [21].  This HOSM-based MFSMC control law (29) was used in simulation to 
steer a four-wheeled vehicle along a desired trajectory, with the derivatives of S obtained 
through sliding mode differentiators.   
With yet another approach to MFSMC, Raygosa-Barahona et.al. [15] developed a method of 
model-free control that combined elements of PID, integral SMC, and backstepping to control a 
6 DOF underactuated underwater ROV.  Munoz-Vazquez et.al. [16] combined the established 
path planning method of passive velocity field control with a model-free integral SMC algorithm 
to control a quadrotor.  Salgado-Jimenez, Garcia-Valdovnos, and Delgado-Ramirez [17] 
presented what they called a model-free sliding PI controller for a 1 DOF underwater ROV.  
Despite the mismatch in nomenclature, [15-17] all employed the same core method to achieve 
model-free robust control.  This MFSMC control law takes the form 
𝑢 =  −𝐾𝑑[𝑆𝑞 + 𝐾𝑖 ∫ sign(𝑆𝑞)𝑑𝜏
𝑡
0
],    𝑆𝑞 = ?̇̃? − 𝜆?̃? − [?̇̃?(𝑡0) − ?̃?(𝑡0)]𝑒
−𝑘𝑡       (30) 
where 𝐾𝑑, 𝐾𝑖, 𝑘, and 𝜆 are positive constants and tunable parameters.  This control law is a form 
of the super-twisting algorithm as defined by Friedman [4].   
Precup et.al. [18] presented an additional two unique methods of MFSMC based on a dynamic 
data-driven linear estimation of the system model.  The sliding surface is defined for a first order 
system as in [1, 13] as 
𝑆 = ?̃?(𝑡) + ∫ ?̃?(𝜏)𝑑𝜏
𝑡
𝑜
           (31) 
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The system model is assumed to be of the form 
?̇?(𝑡) = 𝐹(𝑡) + 𝛼𝑢(𝑡)     (32) 
where 𝛼 is a tunable parameter chosen such that ?̇? and 𝑢 are of the same order of magnitude.  
From (32) 𝐹(𝑡) is approximated by 
?̂?(𝑡) = ?̇̂?(𝑡) − 𝑢(𝑡)       (33) 
where ?̇̂?(𝑡) is obtained from 𝑦 through a first order derivative and low-pass filter.  After 
derivation and replacement of the discontinuous sign function with a fixed thickness boundary 
layer and saturation function, the model-free SMC control law becomes 
𝑢 = 𝛼−1(−?̂?(𝑡) + ?̇?𝑑(𝑡) − 𝜆
−1?̃?(𝑡) − 𝑒𝑒𝑠𝑡 𝑚𝑎𝑥 − 𝜆
−1sat(𝑆/𝜑))  (34) 
where 𝑒𝑒𝑠𝑡 𝑚𝑎𝑥 satisfies the inequality 
𝜑−1|𝑆(𝑡)|𝜂 > 2𝜆𝑒𝑒𝑠𝑡 𝑚𝑎𝑥         (35) 
This method of model-free SMC is the most similar of any reviewed to that used in [12, 13, 14] 
due to the approach of adapting conventional SMC with an estimation of the system model 
generated only from states and inputs.  A potentially useful note is that the algebraic loop noted 
in [13, 14] is avoided in (34) through the use of a differentiator rather than direct state 
measurement.   
All of the MFSMC methods reviewed here can be viewed in terms of the basic representation of 
SMC from (1) where 𝑢 = 𝑢𝑒𝑞 + 𝑢𝑐𝑜𝑟.  The methods given in [15-17, 19] all work by finding a 
form of ucor that is well behaved enough to be used on its own with no value given for 𝑢𝑒𝑞 since 
it is reliant on the system model.  The methods given in [12-14, 18] work by estimating a simple 
form of the system model based on inputs and outputs to the system and then deriving 𝑢𝑐𝑜𝑟 based 
on the uncertainty of the estimation of the system model.   
 
2.8 Sliding Mode Control of Underactuated systems: 
While many discussions about SMC focus solely on single-input single-output (SISO) systems 
[5, 17, 18, 19], many practical applications require control of MIMO systems.  Application of 
SMC to MIMO systems can be seen to be no more complicated that other control methods for 
fully actuated systems such as multi-link robot manipulators [3].  The state-space model 
developed for the leader-follower system in [23] does not take into account the effects of flight 
dynamics, with the control inputs being translational acceleration in three dimensions.  In this 
way, Dehghani and Menhaj do not have to deal with the cross coupling of control and 
underactuated nature of a conventional fixed wing aircraft as do others, e.g. [9].  Resolving 
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problems that arise from trying to control underactuated MIMO systems is an important part of 
developing a successful control law for them, and there is no one single approach to dealing with 
these problems.  
Qian, Yi, and Zhao [28] presented a method of multi-surface SMC that was designed for use 
with single-input multi-output underactuated systems.  Their method relies on nested sliding 
variables that include all system states.  The method is similar to that presented in [22] in that the 
number of sliding surfaces is dependent on the number of states, but different in that it allows for 
the tracking of multiple outputs with a single input.  Outputs can effectively be weighted by 
applying tunable coefficients to lower leveled sliding surfaces when constructing higher leveled 
ones.  The multi-layer SMC algorithm was validated in simulation by stabilizing both single and 
double inverted pendulums, though the problem of chattering was not mentioned. 
The problem of underactuation in [15] was dealt with using the backstepping algorithm which is 
used to iteratively determine auxiliary control inputs.  Virtual control inputs (describing the main 
modes of motion of an underactuated underwater ROV) were defined and mapped to the actual 
control inputs through a squaring transformation matrix.  This is very similar to the method 
developed by Schkoda [27] where a squaring transformation matrix is found using optimal 
control theory to decide the weighting of different outputs in the transformation.  Application of 
the transformation matrix results in a square input matrix, which can then be inverted as is 
required for the derivation of SMC control laws for MIMO systems.   
One area of application where underactuated systems frequently appear is unmanned aerial 
systems (UAS).  The two main configurations of UAS reviewed here are fixed wing and 
quadrotor.  Fixed wing UAS are typically configured like a conventional aircraft with the four 
main control inputs being deflections of the rudder (vertical tail), elevator (horizontal tail), and 
ailerons as well as forward thrust.  A quadrotor is a type of helicopter with four equal sized 
rotors distributed equally in the horizontal plane around the center of mass.  Typical quadrotors 
use rotors with fixed blade pitch, meaning that the only inputs are torque applied to each of the 
four rotors.  The next section reviews some of the methods that have been used to implement 
SMC for UAS, with particular attention paid to the problem of underactuation.   
 
2.9 Robust Control of Unmanned Aerial Systems: 
The fixed wing UAS system model used by Norton et.al. [9] includes 12 state outputs and only 4 
inputs (rudder, elevator, and aileron deflections and thrust) meaning that the system is 
underactuated.  The underactuated nature of the system is effectively eliminated by applying a 
diffeomorphism to the differential equations describing the system.  After coordinate 
transformation, the differential equations can be expressed as four three dimensional equations 
𝑧𝑖, with four sliding variables, 𝑆𝑖 defined as  
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𝑆𝑖 = 𝑧𝑖 − 𝑧𝑖𝑑 , 𝑖 = 1,2,3,4     (36) 
with 𝑧𝑖𝑑  being the desired trajectory expressed in the transformed coordinates.  As in classic 
SMC, the next step is to differentiate the sliding variables with respect to time and substitute in 
the system model.  This leads to control laws for thrust and surface deflections as well as three 
virtual controllers required to compensate for model uncertainties.  Similarly to Norton et.al. [9], 
Abdulahamitbilal [7] developed a 6 DOF state-space model for a fixed wing UAV with 12 states.  
Rather than assigning a sliding surface to each state (as in [9] to account for mismatched 
uncertainties), only four sliding surfaces are used, one for each input (aileron, rudder, elevator, 
thrust).  The two 6-dimensional state variables (position and velocity) are transformed into the 4-
dimensional space of the sliding surface with the use of gain matrices that apply weights to 
individual states, similar to [27].   
Duan, Mora-Camino, and Miquel [2] applied both dynamic inversion and backstepping methods 
to a decoupled longitudinal fixed-wing aircraft model and compared the performance of the two 
algorithms in simulation.  Simulation was carried out using a full 6 DOF aircraft model with 
actuator dynamics, though only longitudinal results were examined.  The backstepping approach 
led to smoother responses, though the authors point out that the resulting control law is overly 
complex.  Brezoescu, Lozano, and Casillo [10] dealt only with tracking control in the lateral 
mode of a fixed wing aircraft.  Their single input was the derivative of yaw rate, with outputs 
being yaw (or heading) angle and orthogonal distance from the desired path.  Though the system 
expressed in this way is underactuated, the control law was derived in a way that leveraged 
physical insight about the system to regulate both outputs in a satisfactory manner.   
Villanueva et.al. [6] derived a 6 DOF state-space model for a quadrotor with 12 states.  This 
model was then used to derive 4 different control modes (manual, altitude hold, position hold, 
and waypoint following) using the super twisting method of SMC.  The underactuation of the 
quadrotor system was solved by adding pseudo-control inputs to roll and pitch that are dependent 
on positions in the horizontal plane.  This is essentially the same approach used by Munoz-
Vazquez et.al.[16], where by removing pitch and roll as explicit outputs of the system, the 
remaining 4 states and 4 inputs constituted a fully actuated system.  This contrasts with the 
approach used in [14] where all 6 DOF were retained as outputs, with different tracking weights 
assigned to each through a transformation matrix. Derafa, Benallegue, and Fridman [24] also 
implemented super twisting on a quadrotor platform and included real-world testing.  The 
controller is designed for the purpose of attitude tracking and stabilization, with desired values 
generated as a function of (manually controlled) desired positions.  With the problem formatted 
in this was the quadrotor attitude system is non-underactuated.    
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2.10 Chattering Mitigation: 
The most widely acknowledged problem with conventional SMC is that of chattering in the 
control effort caused by the discontinuous term [1, 4, 5, 21].  In this case, chattering refers to 
high frequency oscillations in the control effort that would exceed the capabilities of most 
physical actuators and could lead to damage or instability.  Several strategies exist to mitigate the 
chattering phenomena (see [3, 4, 14]), with the most applicable to classic SMC being the 
inclusion of a boundary layer around the sliding surface and the replacement of the 𝐾sign(𝑆) 
term in the control law (9) with 𝐾sat(𝑆/𝜑) where 𝜑 is the boundary layer thickness and 𝐾 is 
redefined to incorporate the boundary layer [1, 12-14].  This boundary layer can either be given a 
fixed thickness, or a time-varying thickness can be defined as a function of the states and sliding 
variables.  Though the boundary layer method is a suitable solution in many cases, it is not ideal, 
since it introduces violations of the sliding condition (8) and can lead to significant increases in 
the magnitude of tracking errors in the presence of parasitic dynamics.  Young, Utkin, and 
Ozguner [5] suggested a number of alternatives to boundary layer smoothing that can provide 
better performance in certain cases.  These include observed-based SMC, prefiltering states, 
post-filtering control signals, disturbance estimation, or frequency shaping using a linear 
operator sliding manifold as a transfer function.  HOSM is often touted as a solution to chattering 
in SMC due to the guarantee of a smooth control effort, though in certain circumstances of 
parasitic dynamics, greater chattering magnitude can be observed in a HOSM-based controller 
compared to a properly implemented SMC controller for the same system [21].  Another method 
for removing chattering from the control effort for the integral SMC algorithm is proposed in [3] 
and involves redefining the integral portion of the switching function (i.e. sliding variable) such 
that it acts as a perturbation estimator and thus changes the discontinuous process to an internal 
one, thereby removing chattering from the actual control effort and providing enhanced 
robustness compared to the boundary layer method of chattering mitigation [5] with stability 
proven using Lyapunov analysis.   
A notable omission in the controllers proposed by Norton et.al. [9] is a solution to the problem of 
chattering in the control efforts.  Simulation results for both the MSSMC controller and the 
adaptive fuzzy MSSMC controller exhibited control chattering characteristic of SMC that would 
prevent implementation of the control laws as-is.  Bouadi, Wu, and Mora-Camino [11] employed 
adaptive parameter estimation and SMC to a decoupled longitudinal aircraft model.  The 
chattering effect in control effort was mitigated both by applying first order actuator dynamics 
and by applying second order smoothing to the desired trajectory [11].  Using actuator dynamics 
as a lowpass filter in this way is not ideal because the actuator will potentially be up against its 
rate limit for extended periods.  Smoothing of the desired trajectory is also not ideal because it 
imposes artificial limitations on possible trajectories.  Abdulhamitbilal [7], similarly to [11], 
dampens chattering by applying actuator dynamics to the system model, though the author does 
mention that another option would be to replace the sign functions in the control law with 
saturation functions at the cost of non-zero tracking errors.  The problem of control chattering in 
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[23] caused by the discontinuous term inherent to SMC is acknowledged by the authors and 
mitigated by applying a first order lowpass filter to the discontinuous term within the control 
law.  Slight chattering can still be seen in the control effort, likely due to the fact that the first 
order filter is not an ideal lowpass filter, which is the behavior obtained with a boundary layer on 
the sliding surface [13].    
2.11 Discretized Sliding Mode Control: 
An important aspect of the implementation of SMC that is often overlooked is the fact that the 
control law, which is designed in continuous-time, will necessarily be implemented in discrete-
time since virtually all modern control systems are implemented on digital microcontrollers.  
This raises the issue of sampling rate and calls stability into question.  As with other 
implementations of discrete-time control, the simplest method is to design a control law in 
continuous-time and then select a sufficiently high sampling rate to approximate continuous-
time.  The alternative is to use discrete SMC theory, which has shown promising results for 
uncertain LTI systems, though the theory has not been successfully developed much beyond that 
point [5].  With the continued advances in digital computing power since the publication of [5] in 
1999, it should be relatively easy to sample at a high enough rate to approximate continuous-
time, though the effects should still be examined by applying a first order hold to the control 
effort in simulation.  Another consideration for implementation of SMC is the computational 
power required to run the algorithm.   
 
2.12 Computational Requirements of Sliding Mode Control: 
The problem of computational requirements and time complexity are not often discussed in the 
literature for SMC.  A notable exception is the note by Skoo, Man, and Zhao [29], in which a 
change is proposed to the algorithm developed in [22] that would significantly improve the 
computational efficiency of the algorithm without any loss of fidelity.  Reduction of processing 
load is the motivation for adding adaptive functionality to the MPC algorithm proposed in [8], 
with more distant time horizons only used when the added accuracy is required for complex 
maneuvers.  Derafa, Benallegue, and Fridman [24] implemented their super twisting based 
controller on an actual quadrotor and provided some of the details of the hardware used.  The 
sampling frequency was set at 1 kHz and processing was carried out by a 200 MHz processor.   
 
2.13 Control Law Validation and Assessment:  
When designing a control law to be implemented in the real world, there are a number of other 
factors to consider in addition to discretization and processing requirements.  These include 
limited control effort [28], measurement noise [10, 13], parasitic dynamics [4, 5, 14, 21], state 
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estimation [9], and exogenous disturbances [3, 10].  For example, simulation results from [10] 
showed that the proposed controller was able to compensate for a Dryden wind gust model 
disturbance for different heading angles relative to the wind.  Heading tracking results all 
converged to desired values after step changes in desired headings, and waypoints were followed 
nearly perfectly even in the presence of varying wind and state measurement noise intended to 
replicate actual sensors.  These considerations can all be used to develop realistic simulations to 
help identify and address issues earlier in the design process.    
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3.0 METHODOLOGY  
The goal of this work is to drive the state-of-the-art towards the reality of implementing a model-
free robust nonlinear control algorithm capable of being applied to real-world hardware with 
high performance and minimal tuning.  A number of questions remain to be answered in order to 
determine the best approach for implementation of a MFSMC algorithm, multiple of which have 
been described in the literature to date [12-14,18,19].  To date, there have not been any 
comparisons, direct or otherwise, of the MFSMC algorithms to each other or to established 
methods of control (e.g. PID).  In addition, no work has yet been done to examine the effects of 
discretization, delays, and state estimation that are necessarily associated with hardware 
implementation on the performance of the controller.  These questions can be answered, in part, 
through carefully designed simulation studies in order to identify the limitations and relative 
performance of the different MFSMC algorithms.  Issues addressed in the simulation studies 
include: the application of MFSMC algorithms to different aerodynamic systems; tracking of 
non-smooth trajectories; actuator dynamics; sensor dynamics; measurement noise; filtering, zero-
order-holds; transport delays; state estimation; controller sampling frequency; and disturbance 
rejection.   
The results of the simulation studies presented in Chapter 4 were used to identify the best 
approach for implementation of a MFSMC algorithm in the flight controller of a real-world 
quadrotor.  Chapter 5 describes this process and ultimately examines the performance of the 
resulting MFSMC based flight controller in comparison to the same controller architecture 
implemented with PID.  The primary consideration for hardware selection was the ease with 
which controller code could be prototyped and tested.  With controller structure and hardware 
identified, further simulations were conducted to most closely match the expected performance 
and capabilities of the hardware.    The purpose of these simulations was to provide an initial 
performance comparison between PID and the two best performing MFSMC algorithms 
identified in Chapter 4, as well as to corroborate the results of hardware testing (where 
repeatability was lacking).    
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4.0 SIMULATION STUDIES 
This chapter includes simulation of a quadrotor with a MFSMC-based flight controller and real-
world disturbances as well as objective comparisons (in simulation) of the performance of all 
MFSMC algorithms from the literature.  Further simulations that validate previous results as well 
as several studies examining the potential of the MFSMC algorithm proposed by Reis [13] in 
various aerospace applications are located in Appendix A (Chapter 8.0).   
 
4.1 Control of a Quadrotor 
The model-free sliding mode control algorithm has the ability to provide robust control for 
systems with highly uncertain models in the presence of exogenous disturbances, making it well 
suited for the application of small unmanned aircraft systems where short development times and 
small budgets can make the development of precise models impractical; this application was 
explored through simulation of a quadrotor with practical considerations including unknown 
parameter values, actuator dynamics, sensor dynamics, delay, finite sample time with zero-order-
hold, and steady wind.  Despite these disturbances, the controller is able to provide satisfactory 
tracking of position and heading.   
 
4.1.1 Quadrotor System Model: 
The 6 DOF (𝑥, 𝑦, 𝑧, 𝜑, 𝜃, 𝜓) quadrotor model used was adapted from [6,33], where the super 
twisting algorithm was used to control position in three dimensions and heading angle. The 
model consists of 6 second order nonlinear differential equations for a total of 12 states.  Position 
is described in earth referenced Cartesian coordinates and orientation in earth referenced Euler 
angles.  The four inputs (𝑈𝑖) to the system are created by the reaction forces and moments of the 
four rotors and represent vertical lift (in the body reference frame), rolling moment, pitching 
moment, and yawing moment.  The system is underactuated because there is no way to generate 
lateral or longitudinal forces on the vehicle.  After derivation [33], the system model can be 
written as 
?̈? =
𝑈1
𝑚
[sin(𝜑) sin(𝜓) + cos(𝜑) sin(𝜃) cos(𝜓)] − 𝐴𝑥                                (37) 
?̈? =
𝑈1
𝑚
[−sin (𝜑)cos (𝜓) + cos (𝜑)sin (𝜃)sin (𝜓)] − 𝐴𝑦                          (38) 
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?̈? =
𝑈1
𝑚
[cos(𝜑) cos(𝜃)] − 𝑔 − 𝐴𝑦                                                (39) 
?̈? =
1
𝐼𝑥
[𝑈2 + (𝐼𝑦 − 𝐼𝑧)?̇??̇?] − 𝐴𝑝                                                 (40) 
?̈? =
1
𝐼𝑦
[𝑈3 + (𝐼𝑧 − 𝐼𝑥)?̇??̇?] − 𝐴𝑞                                                 (41) 
?̈? =
1
𝐼𝑧
[𝑈4 + (𝐼𝑥 − 𝐼𝑦)?̇??̇?] − 𝐴𝑟                                                 (42) 
The functions 𝐴𝑖 represent aerodynamic drag and are modeled as 
𝐴𝑖 =
1
2
𝜌𝐶𝑖(𝛺𝑖 − 𝛺𝑎𝑖𝑟)
2                                                    (43) 
where 𝛺𝑖 − 𝛺𝑎𝑖𝑟 is the velocity with respect to the air for a given degree-of-freedom, and 𝐶𝑖 is 
the respective drag coefficient.  The inputs 𝑈𝑖 are calculated from the rotor forces, 𝐹𝑖 as 
𝑈1 = 𝐹1 + 𝐹2 + 𝐹3 + 𝐹4                                                    (44) 
𝑈2 = 𝑑(𝐹2 − 𝐹4)                                                         (45) 
𝑈3 = 𝑑(𝐹3 − 𝐹1)                                                         (46) 
𝑈4 = 𝑐[−𝐹1 + 𝐹2 − 𝐹3 + 𝐹4]                                                (47) 
where 𝑑 is the distance from the center of gravity to the rotors, and 𝑐 is the drag factor of the 
rotors.  Rotor forces are found from their angular velocities with 𝐹𝑖 = 𝑏𝜔𝑖
2, where 𝑏 is the thrust 
factor.  The angular velocities of each rotor are assumed to be related to the voltages applied to 
each motor with first order actuator dynamics of the form 
?̇?𝑖 =
1
𝜏𝑎
(𝐾𝑉𝑉𝑖 − 𝜔𝑖)                                                    (48) 
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where 𝐾𝑉 has the units rad/sec/V.  State measurements also have first order dynamics of the 
same form as Eq. (48) applied to them to represent any filtering operations necessitated by the 
measurement hardware.   
 
4.1.2 Control Approach: 
A model-free sliding mode control (MFSMC) algorithm was adapted for use with multi-input 
multi-output (MIMO) systems with actuator dynamics in [14].  The tracking error, 𝑋𝑒 is defined 
as the difference between the measured and desired states at a given time.  From the tracking 
error and its derivatives, the sliding variable, 𝑆 is defined for a system of arbitrary order 𝑛 as 
𝑆(𝑥; 𝑡) = (
𝑑
𝑑𝑡
+ 𝜆)
𝑛−1
𝑋𝑒            (49) 
The control input for a given time-step 𝑘 is defined using the inputs from the previous two time-
steps (𝑢𝑘−1 and 𝑢𝑘−2) as  
𝑢𝑘 = 2𝑢𝑘−1 − 𝑢𝑘−2 − ?̂?
−1[−?̇? − (𝐾 − ?̇?)sat(𝑆, 𝛾)]                   (50) 
with the previous inputs being measured from the actuator, i.e. after the effects of the actuator 
dynamics, and with the smoothing boundary layer, 𝛾, and switching gain, 𝐾, defined as 
?̇? = 𝐾 − 𝜆𝛾                   (51) 
𝐾 = |𝜎𝑢(𝑢𝑘−2 − 𝑢𝑘−1)| + 𝜂         (52) 
where 𝜎𝑢 is the upper estimate of the maximum difference between control efforts from one 
time-step to the next (typically set to 0.5), and where 𝜆 and 𝜂 are tunable positive constants.  The 
matrix ?̂? in Eq. (50) is the estimate of the input gain matrix from the state-space form of the 
system model.   
For the system model (Eqs. 37-42), desired roll and pitch angles are generated from controller 
outputs for horizontal positions, thereby making the system pseudo-fully actuated with roll and 
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pitch being used both as states and inputs.  Pseudo-inputs 𝑈𝑥 and 𝑈𝑦 can be thought of as the 
portion of 𝑈1 (sum of the lift forces produced by all rotors) that is projected into the respective 
horizontal direction and can be obtained by dividing the controller outputs for horizontal 
positions by 𝑈1.  With 𝑈𝑥 and 𝑈𝑦 defined, desired roll and pitch are found according to 
𝜑𝑑 = sin
−1(𝑈𝑥 sin(𝜓) − 𝑈𝑦cos (𝜓))                                          (53) 
𝜃𝑑 = sin
−1 (
𝑈𝑥 cos(𝜓) + 𝑈𝑦sin (𝜓)
cos (𝜑𝑑)
)                                               (54) 
The derivatives of the signals generated using Eqs. (53,54) are found using sliding mode 
differentiators, which have been shown to introduce zero phase lag (in contrast to conventional 
differentiation methods) [32].  Assuming desired trajectories for 𝑥, 𝑦, 𝑧, and 𝜓 are sufficiently 
smooth and twice differentiable, the MFSMC controller (Eq. 50) will provide precise tracking in 
the presence of variation of model parameters, exogenous disturbances, actuator dynamics, 
sensor dynamics, delay, and zero-order-holds.   
 
4.1.3 Endogenous Disturbances: 
The MFSMC controller is robust to unknown disturbances, even when their effects are 
additive.  Unmodeled dynamics are observed to degrade tracking performance as their effects are 
increased, though satisfactory performance can still be obtained even in the presence of relatively 
significant disturbances.  Further investigation will need to be carried out in order to determine 
the expected disturbances for practical hardware and software implementation.  The continuous 
first order sensor dynamics can be seen as a stand-in for any filtering operations that would be 
needed given the (as yet unknown) limitations of the hardware’s sensing abilities.  Actuator and 
sensor dynamics were modeled as first order linear differential equations (Eq. 48), delay and a 
ZOH were introduced in the control input between the controller and the actuators, and wind was 
manifested in the aerodynamic drag forces acting on the system.  Values for these disturbances 
are shown in Table (1).   
Actuator Time Constant (sec) Delay (ms) Sensor Time Constant (sec) ZOH Sample Time (sec) Wind (m/s in x direction) 
0.25 30 0.01 0.01 1 
Table 1: Disturbances values for which acceptable tracking was observed 
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4.1.4 Simulation Results: 
In addition to the disturbances in Table (1), the simulation was run using the ode5 solver in 
Simulink with a fixed time-step of 100 µs.  With the inclusion of roll and pitch as inputs thanks 
to Eqs. (86) and (87) the system can be treated as fully actuated with one channel of the MFSMC 
controller assigned to each of the differential equations (Eqs. 37-42).  All 6 values of 𝜆 and 𝜂 
were set to 1 and 0.15, respectively, with 𝜎𝑢 set to 0.5.  The parameters 𝑚, 𝐼𝑥, 𝐼𝑦, and 𝐼𝑧 were set 
to vary with bounds of ±10% about their nominal values.  Bounds and estimates of control input 
gains were then calculated accordingly.  The desired tracking for the four controllable degrees-
of-freedom was 
 𝑥𝑑 = sin (0.8 𝑡),    𝑦𝑑 = sin (0.8 𝑡 +
𝜋
2
),    𝑧𝑑 =
1
2
sin (0.5𝑡),    𝜓𝑑 = 0                (55) 
 
Figure 1: Tracking of three-dimensional flight path (desired in red, actual in blue) 
34 
 
 
Figure 2: Tracking and controller performance for x (desired in red, actual in blue) 
 
Figure 3: Tracking and controller performance for y (desired in red, actual in blue) 
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Figure 4: Tracking and controller performance for z (desired in red, actual in blue) 
 
Figure 5: Tracking and controller performance for roll (desired in red, actual in blue) 
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Figure 6: Tracking and controller performance for pitch (desired in red, actual in blue) 
 
Figure 7: Tracking and controller performance for yaw (desired in red, actual in blue) 
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Figure 8: Voltages applied to each of the four motors (after ZOH and delay) on the left 
and parameter variations on the right 
With the exception of brief periods after initialization for 𝑦 (Fig. 3) and 𝑧 (Fig. 4), all 6 sliding 
variables remain within their boundary layers (Figures 2-7), showing that asymptotic stability of 
tracking is achieved despite the various disturbances applied to the system including the 
parameter variations shown in Fig. (8).   
The above results indicate that the MFSMC controller in its current state (Eq. 50) could be used 
to achieve waypoint following for a quadrotor through the addition of a guidance algorithm that 
applies second order smoothing to the step inputs generated between waypoints.  In this way, the 
MFSMC controller has been shown to be capable of providing robust tracking control for a 
quadrotor with unknown mathematical model in the presence of both endogenous and exogenous 
disturbances.  All that is needed is full state feedback and upper and lower bounds for the mass 
and moments of inertia of the system.  Further conclusions can be drawn after comparison of 
results (Figures 2-8) to alternative control algorithms such as PID and model-based sliding mode 
control.  Future work should include hardware-in-the-loop testing to help identify and resolve 
any issues with realization that have not already been addressed.   
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4.2 Review and Evaluation of MFSMC Algorithms 
Since multiple model-free sliding mode control (MFSMC) algorithms have been proposed in the 
literature [13,14,18,19], evaluation and comparison of the performance of the different 
algorithms under realistic conditions would be valuable as it would inform which approach is the 
most practical and effective.  The proposed algorithms were all designed under the assumptions 
of continuous time, fully available state with clean signals, and no transport delays.  In practice, 
these assumptions are only valid as approximations, which may lead to degradation of 
performance or even instability.  Reis [13] investigated the effects of measurement noise, and El 
Tin [14] investigated the problem of unmodeled actuator dynamics on the MFSMC algorithm 
based on previous control inputs.  Other often neglected disturbances associated with practical 
implementation are finite sample time zero-order-holds (ZOHs) on both the control input and the 
state measurement, transport delays due to computation time or communication network latency, 
and sensor or filter dynamics.   
For the sake of controlling variability in results, the same sliding variable design was used for all 
MFSMC algorithms.  With tracking errors defined by ?̃? = 𝑥 − 𝑥𝑑, the sliding variable for 
systems of arbitrary order, 𝑛 ≥ 2 can be written as 
𝑆 = (
𝑑
𝑑𝑡
+ 𝜆)
𝑛−1
?̃?        (56) 
 
4.2.1 Overview of Algorithms: 
While the algorithms described in this section were described in Chapter 2, they are reproduced 
here for simplicity.  The MFSMC algorithm proposed by Reis [13] along with the first MFSMC 
algorithm presented by Precup et.al. [18] both use approximations of the system model generated 
using information that is available to the controller.  The algorithm proposed by Reis is input-
based, while that proposed by Precup et.al. is state-based.  The input-based system model takes 
the form of 
𝑥(𝑛) = 𝑥(𝑛) + 𝑏[𝑢𝑘 − 𝑢𝑘−1 − 𝜀(𝑢)]       (57) 
Where 𝜀(𝑢) = 𝑢𝑘 − 𝑢𝑘−1 and is estimated as  
𝜀̂(𝑢) = 𝑢𝑘−1 − 𝑢𝑘−2          (58) 
And where the estimate of 𝜀(𝑢) is bounded according to 
|𝜀(𝑢)| ≤ (1 + 𝜎)|𝜀̂(𝑢)| ,  𝜎 = 0.5       (59) 
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Using Eqs. (90), (91), and (92) and the derivation method for conventional SMC (see [1]) along 
with a time varying smoothing boundary layer to mitigate chattering, the input-based MFSMC 
algorithm takes the form 
𝑢 = ?̂?−1[−?̇? − (𝐾 − ?̇?)sat(𝑆, 𝜑)] + 2𝑢𝑘−1 − 𝑢𝑘−2          (60) 
With the switching gain 
𝐾 = |(1 − 𝛽)?̇?| + |?̂?𝜎𝑢(𝑢𝑘−2 − 𝑢𝑘−1)| + 𝛽𝜂    (61) 
An interesting notational difference between the input-based MFSMC control law as expressed 
in Eqs. (60,61) and as expressed in [13] and [14] is the expression of ?̇? in the control law rather 
than its constituent terms (as defined by Eq. (56)).  This notational difference means that the 
control law is now arbitrary order, provided that the sliding variable and its derivative are 
properly constructed for the given system order.   
The input-based model in Eq. (57) uses the same principal as that proposed by Crassidis and 
Mizov [12], but uses two previous inputs instead of just one and yields better results.  Whether 
this trend would continue for input-based MFSMC algorithms using even more previous inputs 
was investigated using a reformulation of the input-based system model 
𝑥𝑛 = 𝑥𝑛 + 𝑏[𝑢𝑘 − 𝑢𝑘−1 − 𝜀𝑘(𝑢) + 𝑢𝑘−2 − 𝑢𝑘−3 − 𝜀𝑘−2(𝑢) + 𝑢𝑘−4 − 𝑢𝑘−5 − 𝜀𝑘−4(𝑢)]   (62) 
With the estimates of ε𝑘(𝑢) defined and bounded as before.  After derivation and inclusion of a 
smoothing boundary layer, the control law for the extended input-based MFSMC can be 
expressed as 
𝑢𝑘 = ?̂?
−1[−?̇? − (𝐾 − ?̇?)sat(𝑆, 𝜑)] + 2𝑢𝑘−1 − 2𝑢𝑘−2 + 2𝑢𝑘−3 − 2𝑢𝑘−4 + 2𝑢𝑘−5 − 𝑢𝑘−6   (63) 
With the switching gain, 𝐾 defined as 
𝐾 = |(𝛽 − 1)?̇?| + |?̂?[−𝜎𝑢𝑘−1 + (𝜎 − 1)𝑢𝑘−2 + (𝜎 + 2)(𝑢𝑘−3 − 𝑢𝑘−4 + 𝑢𝑘−5) − (𝜎 +
1)𝑢𝑘−6]| + |𝛽𝜂|   (64) 
And time varying boundary layer, 𝜑 defined as 
?̇? = 𝐾 − 𝜆𝜑       (65) 
The system model for the state-based MFSMC algorithm takes the form  
𝑥(𝑛) = 𝑓(?⃑?) + 𝑏𝑢         (66) 
Where the state is defined by ?⃑? = [𝑥, ?̇?, … 𝑥(𝑛)]
𝑇
.  If the highest order state (𝑥(𝑛)) is available, 
then the instantaneous value of the unknown nonlinear function can be estimated according to 
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𝑓(?⃑?) = 𝑥(𝑛) + ?̂?𝑢      (67) 
With ?̂? being the best estimate of the unknown but bounded input gain.  From this, the system 
model can be estimated as 
?̂?(𝑛) = 𝑓(?⃑?) + ?̂?𝑢      (68) 
Using the estimated system model, state-based MFSMC control laws can be derived for specific 
orders of systems.  For a second order system and using a time varying smoothing boundary 
layer, the control law is 
𝑢 = ?̂?−1[−𝑓(?⃑?) + ?̈?𝑑 − 𝜆?̃? − (𝐾 − ?̇?)sat(𝑆, 𝜑)]    (69) 
Where ?̇? is defined by Eq. (98) and the switching gain, 𝐾 is defined as 
𝐾 = |𝛽 − 1||𝑓(?⃑?) − ?̈?𝑑 + 𝜆?̃?| + |𝛽𝜎𝑓(?⃑?)| + |𝛽𝜂|    (70) 
Unlike the MFSMC algorithms based on estimates of the system model, the approach proposed 
by Levant [19] only uses the sliding variable and its derivatives.  Only the discontinuous 
switching term of the classic SMC control law structure is used.  The control law is designed 
using high order sliding mode (HOSM) theory and was originally proposed in several forms 
corresponding to successively higher orders of sliding variables.  Simulations showed that the 
fourth order control law was the first to deliver both satisfactory tracking and smooth control 
effort free of chattering.  The fourth order universal HOSM control law has the form 
?̈? = −𝛼sign {𝑆 + 3(?̈?6 + ?̇?4 + |𝑆|3)
1
12 sign [?̈? + (?̇?4 + |𝑆|3)
1
6sign (?̇? +
1
2
|𝑆|
3
4sign(𝑆))]}    (71) 
A smooth control effort is ensured by twice integrating the discontinuous term.  The values of 𝑆 
and ?̇? can be directly calculated from the system state using the sliding variable definition of Eq. 
(56).  Levant recommends that the higher order derivatives of the sliding variable be obtained 
with the use of sliding mode differentiators, the implementation of which is discussed in [32].  
Since the sliding mode differentiators do not converge to the true value of the derivative until 
after the reaching phase, the HOSM control law (Eq. 71) does not guarantee robust tracking until 
after the convergence of the differentiators.   
Like the HOSM-based MFSMC algorithm (Eq. 71), the model-free super twisting algorithm used 
by [15-17] (though different nomenclature is used by each author) uses nothing in place of the 
system model.  The derivation process is the same as conventional super twisting, though 
without the inclusion dynamic equations.  This method essentially treats the dynamics of the 
system being controlled as an exogenous disturbance.  This approach is possible with super 
twisting where it would not be for conventional SMC because super twisting guarantees 
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continuous control without need for chattering mitigation. The form of the model-free super 
twisting control law that was used in simulation is  
𝑢 =  −𝐾𝑑[𝑆𝑞 + 𝐾𝑖 ∫ sign(𝑆𝑞)𝑑𝜏
𝑡
0
],    𝑆𝑞 = ?̇̃? − 𝜆?̃?                          (72) 
where 𝐾𝑖, 𝐾𝑑, and 𝜆 are tuned manually using the process described in [17].   
 
4.2.2 Simulations: 
Disturbances inherent to real-world implementation were included in simulations of the control 
laws described in the previous section.  Reis [13] found that proper tuning of the parameters 𝜆 
and 𝜂 for the input-based MFSMC algorithm led to acceptable tracking results in the presence of 
measurement noise even without any filtering of the incoming signals.  Measurement noise was 
assumed to be Gaussian with a standard deviation of 0.0044 taken from the datasheet for an 
Analog Devices accelerometer.  El Tin [14] showed that the input-based MFSMC algorithm 
could be adapted to handle unknown actuator dynamics by measuring previous control input 
values from the actuator rather than from the output of the controller.  This leaves transport 
delay, sensor dynamics and filtering, and ZOHs on the discretized signals entering and leaving 
the controller to be addressed.   
For the purpose of examining the effects of disturbances, a simple nonlinear SISO system was 
selected as the system to be controlled.  The system represents a single mass spring damper and 
has the dynamics 
𝑚?̈? + 𝑐?̇? + 𝑘𝑥3 = 𝑢      (73) 
with the constant parameters 𝑚 = 5, 𝑐 = 2, and 𝑘 = 8.  In this case, the control input gain is the 
inverse of the mass, 𝑚 and is assumed to be bounded as 
0.15 ≤
1
𝑚
≤ 0.25              (74) 
The actuator dynamics are first order with the form 
𝜏𝑎?̇?
∗ = 𝑢 − 𝑢∗             (75) 
where 𝜏𝑎 is the time constant of the actuator and 𝑢
∗ is the output of the actuator that affects the 
system. Transport delay and a ZOH are applied to the output of the controller prior to the 
actuator dynamics, as shown in Fig. (22).   
 
42 
 
 
Figure 9: Block diagram of disturbances applied to the control input 
Disturbances applied to the system state are the same as those applied to the input, though with 
the addition of noise to the signals and inclusion of an 8th order Butterworth lowpass filter 
(intended to detune the system more so than an optimally designed filter) with a passband edge 
frequency of 400 Hz.  The same disturbances were applied to all measured states with the 
assumption that all states are measurable with the same signal properties.  It should be noted that 
in practice, different states would necessarily be measured by different types of sensors, each 
with their own characteristics as far as dynamics and noise. 
 
Figure 10: Block diagram of disturbances applied to the system state 
The desired tracking of the position of the mass of the nonlinear mass spring damper system (Eq. 
73) was chosen to be  
𝑥𝑑 = sin (𝑡)              (76) 
With derivatives defined obviously.  For all simulations, the initial conditions were set to match 
the desired tracking.  The controller parameters were set to 𝜆 = 1, 𝜎 = 0.5, and 𝜂 = 0.1.  
Simulations were carried out using a fixed step size of 1e-4 seconds and the ode5 solver in 
Simulink.   
Prior to the inclusion of disturbances to the signals feeding to the controllers, each controller was 
simulated under ideal conditions.  All controllers were able to provide stable tracking of the 
desired trajectory, though there were significance differences in the accuracies provided by each 
controller.  By far the most accurate tracking was achieved by the state-based MFSMC 
controller, with the HOSM-based controller exhibiting the worst accuracy. 
 
4.2.2.1 Baseline Disturbances: 
For a baseline comparison of the different MFSMC algorithms, disturbance values were 
arbitrarily selected to reflect typical conditions.  This assumes that the controller hardware is 
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capable of a 1 kHz sampling rate with a 1 millisecond measurement delay and 3 millisecond 
computation delay.  Sensors are assumed to respond to excitation with first order dynamics and 
the 8th order Butterworth lowpass filter mentioned previously is used both to remove noise from 
measurement signals and to introduce phase lag to the system.  The simulation results for all 
algorithms are summarized in Table (2) below. 
 
State Input-based Extended 
Input-based 
State-based HOSM-based Super 
Twisting 
𝑥 0.0069 0.0069 0.0068 0.0502 0.0153 
?̇? 0.0173 0.0173 0.0171 0.1196 0.0405 
?̈? 0.0506 0.0506 0.0498 0.3817 0.1555 
Table 2: Quadratic means of tracking errors for the five MFSMC algorithms with 
baseline disturbances 
 
Actuator Time 
Constant, 𝜏𝑎 (s) 
Sensor Time 
Constant, 𝜏𝑠 (s) 
Input 
Delay (ms) 
State 
delay 
(ms) 
Input ZOH 
Period (s) 
State ZOH 
Period (s) 
Measurement 
Noise 
Variance 
Butterworth 
Filter Edge 
Frequency (Hz) 
0.05 0.001 3 1 0.001 0.001 1.9e-5 400 
Table 3: Magnitudes of signal disturbances for baseline simulations 
 
 
Figure 11: Results for the input-based MFSMC algorithm (Eqs. 60,61) with disturbances 
in Table (3) 
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As can be seen in Fig. (11), the input-based MFSMC algorithm (Eqs. 60,61) delivers tracking 
with accuracies exceeding 0.015, 0.03, and 0.06 for 𝑥, ?̇?, and ?̈?, respectively.  After the control 
law is allowed to initialize, the sliding condition remains satisfied with the sliding variable 
remaining within the boundary layer.  The output of the controller is somewhat noisy.  This can 
be attributed to residual measurement noise on the actuator state measurements that are fed back 
into the controller.  The noise could be reduced with further tuning of the Butterworth filter 
applied to the actuator state measurement signal.  Regardless, the noise is effectively filtered out 
thanks to the actuator dynamics.   
Tracking results for the extended input-based MFSMC algorithm (Eqs. 63,64) in Fig. (12) show 
that no significant performance improvement is exhibited over the previously proposed input-
based MFSMC algorithm from [13].  The one difference that is apparent is the magnitude of the 
initial spike in the switching gain during initialization.  In order to determine whether the 
switching gain signals were actually significantly different between the input-based algorithm 
and the extended input-based algorithm, the power spectral densities of each signal were taken 
and can be seen in Fig. (13).   
 
 
Figure 12: Results for the extended input-based MFSMC algorithm (Eqs. 63,64) with 
disturbances in Table (3) 
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Figure 13: Power spectral density comparison for the switching gains from Figures (11) 
and (12).   
While the power spectral densities are not identical for the two input-based MFSMC algorithms, 
they are very similar in character, with no differences that lead to any obvious conclusions about 
the two algorithms.  With the performance of these two algorithms being virtually identical, a 
worthwhile topic for future research would be to examine why the algorithms behave the same 
and to explore the possibilities of developing extended input-based MFSMC algorithms that do 
provide significant performance improvements over those addressed here.   
 
Figure 14: Results for the state-based MFSMC algorithm (Eqs. 69,70) with disturbances 
in Table (3) 
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Tracking performance for the state-based MFSMC algorithm (Eqs. 69,70) is very similar to that 
of the two input-based controllers (Figures 11,12).  The control effort is still somewhat noisy due 
to the fact that actuator state measurements are still being directly fed back into the controller.  A 
difference that is of note is the switching gain.  For the input-based controllers, the switching 
gain settles around 0.15, while for the state-based controller the switching gain fluctuates 
between 0.18 and 0.45.  The larger magnitude of this switching gain results in a larger boundary 
layer, which may lead to the sliding condition being satisfied for large magnitudes of 
disturbances where the sliding condition may be violated for the input-based controllers.   
Given the disturbances in Table (3), the HOSM-based MFSMC algorithm (Eq. 71) does not 
provide stable tracking performance for the system defined by Eq. (105) with desired tracking of 
Eq. (108).  With no disturbances, the performance was similar to the input-based algorithms (see 
Table 2), though it is clear that the HOSM-based controller is much more sensitive to 
disturbances than any of the model based MFSMC algorithms.   
 
Actuator Time 
Constant, 𝜏𝑎 (s) 
Sensor Time 
Constant, 𝜏𝑠 (s) 
Input Delay 
(ms) 
State delay 
(ms) 
Input 
ZOH 
Period (s) 
State 
ZOH 
Period (s) 
Measurement 
Noise 
Variance 
Butterworth 
Filter Edge 
Frequency (Hz) 
0.005 0.001 0.3 0.1 0.0001 0.0001 1.9e-5 400 
Table 4: Magnitudes of signal disturbances for HOSM-based MFSMC algorithm 
simulation 
 
Figure 15: Results for the HOSM-based MFSMC algorithm (Eq. 71) with disturbances in 
Table (4) 
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Figure 16: Results for the HOSM-based MFSMC algorithm (Eq. 71) with single 
integration and disturbances in Table (4) 
 
Figure 17: Results for the model-free super twisting algorithm (Eq. 72) with disturbances 
in Table (3).  
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Even with most disturbances (Table 4) cut by an order of magnitude, the tracking performance of 
the HOSM-based controller (Fig. 15) is worse than any of the model based MFSMC algorithms 
(Figures 11,12,14).  One solution is to only integrate the control output once instead of twice.  
The results of the HOSM-based controller with only single integration (Fig. 16) show that more 
accurate tracking is achieved, though the resulting control effort is not satisfactorily smooth.  
Though the HOSM-based controller does have the advantage of not requiring actuator state 
feedback like the input-based and state-based algorithms, its poor performance in the presence of 
disturbances means that it is not a good candidate for realization.  By comparison, the model-free 
super twisting algorithm (Eq. 72) provides better performance than the HOSM-based algorithm 
(Fig. 17), though the quadratic means of tracking errors (Table 2) show the performance still 
falls short of the input-based and state-based MFSMC algorithms.  
 
4.2.2.2 Severe Disturbances: 
Since both the input-based algorithm (Eqs. 60,61) and the extended input-based algorithm (Eqs. 
63,64) appear to provide the same resulting control under the same conditions, only the input-
based algorithm will be discussed from here on.  As both the input-based algorithm and state-
based algorithm appear to be relatively tolerant of disturbances, further simulations were carried 
out to investigate the upper limits of tolerance.  Somewhat arbitrary ‘worst-case’ disturbance 
values were selected and can be found in Table (5).   
Actuator Time 
Constant, 𝜏𝑎 (s) 
Sensor Time 
Constant, 𝜏𝑠 (s) 
Input Delay 
(ms) 
State delay 
(ms) 
Input 
ZOH 
Period (s) 
State 
ZOH 
Period (s) 
Measurement 
Noise 
Variance 
Butterworth 
Filter Edge 
Frequency (Hz) 
0.1 0.01 30 10 0.05 0.05 1.9e-5 400 
Table 5: Magnitudes of significant signal disturbances for input and state-based MFSMC 
algorithms 
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Figure 18: Results for the input-based MFSMC algorithm (Eqs. 60,61) with disturbances 
in Table (5) 
 
 
Figure 19: Results for the state-based MFSMC algorithm (Eqs. 69,70) with disturbances 
in Table (5) 
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Simulation results for worst-case disturbances show that the tracking performance of both the 
input-based and state-based MFSMC algorithms is again almost identical.  The control effort is 
slightly noisier for the input-based algorithm, likely due to the fact that the algorithm uses two 
previous input values, effectively doubling the potential magnitude of noise.  As before, this 
noise could be attenuated with a properly tuned lowpass filter either on the feedback or output 
side of the controller.  The only other difference in the results of the two algorithms is the 
switching gain, which in turn affects the boundary layer thickness.  The larger magnitudes of the 
switching gain for the state-based algorithm and the resulting thicker boundary layer mean that 
the sliding condition remains satisfied, while it is violated for the input-based algorithm under 
the same conditions.  Though it does have theoretical implications for stability, this discrepancy 
between the two algorithms does not directly imply anything about the stability of the controllers 
since the sliding condition was not formulated in a way such as to incorporate the disturbances 
applied to the system.  Evaluation of the conditions for stability for these algorithms in the 
presence of the disturbances in Table (5) is beyond the scope of this work, though it would be a 
valuable advance for the theory.   
 
4.2.2.3 Actuator Control: 
One disturbance that may often be much more significant than the others is actuator dynamics.  
Without being addressed directly, typical first order actuator dynamics effectively increase input 
time delay due to phase lag.  One solution to this problem is to add a simple actuator controller 
(PI, PID, etc.) in-line with the MFSMC controller.  In this configuration, the output of the 
MFSMC controller acts as the reference for the actuator controller.  In fact, many actuators can 
be purchased off-the-shelf with internal controllers that would function in this way.  In order to 
assess the effectiveness of this method in conjunction with the MFSMC algorithms, two 
simulations were run: one without any actuator controller, and one with a PID controller in-line 
with the actuator.  The system, desired tracking, controller parameters, and simulation 
parameters were the same as in previous simulations, and PID gains were selected with the aid of 
the MATLAB PID tuner tool to compensate a first order system with the delays given in Table 
(5).  The proportional, integral and derivative gains were 2.95, 6.61, and 0.185, respectively for 
an actuator time constant of 𝜏𝑎 = 0.5 seconds.   
From Figures (21,21), it can be seen that the tracking performance of the state-based MFSMC 
controller was improved with the addition of the PID actuator controller and the sliding variable 
remains within the boundary layer. With this evidence in mind, it is clear that a simple actuator 
controller can be used to mitigate the disturbance of actuator dynamics and thereby improve the 
robustness of a MFSMC algorithm.   
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Figure 20: Results for the state-based MFSMC algorithm (Eqs. 69,70) with actuator time 
constant of 𝜏𝑎 = 0.5 seconds and other disturbances as they appear in Table (5) 
 
Figure 21: Results for the state-based MFSMC algorithm (Eqs. 69,70) with PID actuator 
controller, actuator time constant of 𝜏𝑎 = 0.5 seconds, and other disturbances as they 
appear in Table (5)  
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5.0 Hardware Implementation 
Based on the results of Chapter 4, both the state-based and input-based MFSMC algorithms (Eqs. 
60-61,69,70) were selected for further examination.  The MFSMC algorithms were compared to 
the same controller architecture with a PID control law for a baseline comparison.  With 
hardware identified, the quadrotor simulation in section 4.4 was revisited and updated to reflect 
the specifications of the hardware and the same controller structure as that used for real-world 
testing.  Results from simulated and actual flights provide insights about the performance of the 
controllers and next steps.   
 
 5.1 Description of Selected Hardware 
The selected hardware platform is the Parrot® AR.Drone 2.0, which is a consumer grade 
quadrotor originally intended to be controlled remotely via a mobile device.  A Simulink 
Embedded Coder target for the AR.Drone 2.0 currently exists, allowing for Simulink block 
diagrams to be compiled into executable code for the hardware board, and for data to be logged 
in Simulink [34].  The capability for rapid implementation with easy modification motivated the 
selection of the AR.Drone 2.0 hardware.  Onboard sensors include a 3-axis accelerometer, 3-axis 
rate gyroscope, and 3-axis magnetometer, a downward facing ultrasonic transducer, a barometer, 
a forward-facing camera, a downward-facing camera, and a USB port to which a GPS module 
can be connected.  The AR.Drone 2.0 runs embedded Linux 2.6.32 on a 1 GHz ARM Cortex A8 
processor and connects to other hardware via Wi-Fi.  Each of the 4 rotors is driven by a 15 Watt 
high RPM brushless DC motor.   
 
 
Figure 22: Parrot AR.Drone 2.0 
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5.2 State Estimation 
Because the sensors on the AR.Drone 2.0 do not directly measure all states required by the 
control system (with the exception of angular velocity measured by the rate gyroscope), it is 
necessary to develop a state estimation algorithm to provide the needed feedback information for 
the control algorithm.  The state estimation and control algorithms were set to run at 400 Hz 
[34].  While similar, the state estimation algorithms for the PID and MFSMC controllers differ, 
since sliding mode control requires full state feedback, unlike PID.  Thusly, the state estimation 
algorithms are described separately in the following sections.  
 
5.2.1 GPS Implementation: 
The states of altitude and the three Euler angles are estimated using the onboard sensors 
currently available on the AR.Drone 2.0.  The remaining states (horizontal positions) cannot be 
measured absolutely without an external reference.  The Simulink target for the AR.Drone 2.0 
includes tools for image processing that allow for the measurement of the location of colored 
markers within the frame of the two onboard cameras.  An attempt was made to use the cameras 
as a form of absolute positioning.  The camera processing algorithm made use of state feedback 
to solve the geometry problem of being able to separate the effects of motions in different 
degrees-of-freedom, since they have combined effects on the observed positions of the markers.  
While testing showed that the algorithm performed well in static conditions, differences in the 
dynamic responses of the different sensors resulted in transient measurement errors with 
magnitudes greater than the signals being measured.  These errors likely would have induced 
unacceptable oscillations if included in a feedback control loop.  Since use of the cameras was 
deemed infeasible with the resources at hand, a GPS receiver module was included in the state 
estimation algorithm design in order to provide absolute position measurements.  
Much of the core C code the Simulink target uses to interface with the AR.Drone 2.0 hardware 
was taken from the Paparazzi UAV open source flight software platform, which also supports the 
AR.Drone 2.0 [35].  Several Paparazzi users have reported successfully adding GPS modules to 
the AR.Drone 2.0 using the USB connection.  In order to be able to read GPS data in the form of 
NMEA sentences through the USB port on the AR.Drone 2.0, it is necessary to install the ‘cdc-
acm.ko’ kernel module.  Upon subsequent research, the source code needed to compile the 
required drivers is no longer freely available.  An attempt has been made to contact Parrot 
support for assistance, but as of the current date, no solution has been found.  Due to the 
combination of this inconvenience and time restrictions, a decision was made to implement the 
control algorithms only on the four states that are directly controllable (altitude and Euler angles) 
while ignoring the two horizontal states with the knowledge that they would be controllable if 
they were measurable (as demonstrated in the simulation described in section 4.1).   
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5.2.2 State Estimation for PID: 
Estimations of the states of altitude and the three Euler angles relied on measurements from the 
ultrasonic transducer, magnetometer, accelerometer, and gyroscope.  An altitude estimate was 
obtained by simply passing the output of the ultrasonic transducer through a first order discrete 
lowpass filter with a time constant of 0.1 sec.  This relies on the assumptions that the ground 
beneath the quadrotor is flat and provides accurate returns and that the quadrotor remains level 
throughout its flight.  While it should be possible to use the barometer as a secondary method for 
measuring altitude, it was found that the temperature of the sensor (which changes due to the 
heat produced by the processor) had a significant effect on the pressure reading, even after the 
temperature was corrected for.  Test flights were conducted for altitude estimation algorithms 
both with and without data from the barometer, and significantly greater accuracy was observed 
when using data from the ultrasonic transducer alone.    
Under the assumption that the quadrotor is not undergoing any linear accelerations, the roll angle 
can be calculated from accelerometer outputs (𝑎𝑖) as 
𝜑𝑎𝑐𝑐 = tan
−1 (
𝑎𝑦
−𝑎𝑧
)                                                                (77) 
Similarly, the pitch angle can be calculated as  
𝜃𝑎𝑐𝑐 = tan
−1 (
−𝑎𝑥
−𝑎𝑧
)                                                                (78) 
Since the yaw axis is parallel with the gravity vector, it cannot be calculated in the same way as 
roll and pitch.  Yaw angle is instead calculated using the magnetometer with the assumption that 
the quadrotor remains level.  When the quadrotor is held level and rotated at a constant angular 
velocity about the vertical axis, the 𝑥 and 𝑦 outputs of the magnetometer exhibit sinusoidal forms 
and are 90° out of phase from each other. These signals were passed through a first order discrete 
lowpass filter with a time constant of 0.1 sec and then shifted and scaled so that the sinusoids 
passed between -1 and 1.  Inverse sine functions were used to calculate the relative angles of the 
sinusoids and then shifting was applied to change the angle wrapping from ±
𝜋
2
 to ±𝜋.  This 
process is illustrated in Fig. (23).   
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 Figure 23: Simulink block diagram for calculation of yaw angle from magnetometer data 
Final estimates of the three Euler angles were obtained using a fixed frequency complimentary 
filter.  For roll angle, the filter is derived from the expression  
𝜑
𝜑
=
𝜏𝑠 + 1
𝜏𝑠 + 1
                                                                  (79) 
Rearranging and taking 𝑠 as the derivative operator, the expression becomes 
𝜑∗ =
𝜏?̇?𝑔𝑦𝑟𝑜
𝜏𝑠 + 1
+
𝜑𝑎𝑐𝑐
𝜏𝑠 + 1
                                                         (80) 
Where ?̇?𝑔𝑦𝑟𝑜 is taken directly from the gyroscope and 𝜑𝑎𝑐𝑐 is calculated according to Eq. (77). 
The time constant, 𝜏, for this filter was taken as 1 sec and the same form was used to generate the 
estimates 𝜃∗ and 𝜓∗.   
 
5.2.3 State Estimation for MFSMC: 
The estimation process for altitude and Euler angles remains the same for the MFSMC algorithm 
as for PID.  The key difference is that the MFSMC algorithm requires full state feedback, 
meaning that estimates of the linear and angular velocities and accelerations are also required.  
Angular acceleration estimates were simply the outputs of the gyroscope passed through a first 
order discrete lowpass filter with a time constant of 0.1 sec.  From this point, the most 
straightforward way to obtain the remaining estimates is to differentiate the existing signals with 
minimal phase lag and noise.  For this purpose, sliding mode differentiators [32] were employed. 
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 Figure 24: Simulink block diagram for discrete sliding mode differentiator 
 
5.3 Quadrotor Simulation Revisited 
After the results of section 4.5 indicated that the state-based MFSMC algorithm (Eqs. 69,70) 
exhibited the same or better performance than the input-based MFSMC algorithm (Eqs. 60,61) in 
the presence of real-world disturbances, and with a clear picture of the hardware on which the 
algorithms would be tested on, it was decided to revisit the previous quadrotor simulation and to 
compare the performance of both MFSMC algorithms to each other and to the performance of 
the commonly used PID algorithm as a baseline.   
 
5.3.1 Sensor Modeling: 
In order to implement the same state estimation algorithms (see section 5.2) used for the 
AR.Drone 2.0 in simulation and with comparable performance, it was essential to model the 
sensors as accurately as possible.  In simulation it is of course possible to ‘measure’ all states 
exactly, thus the sensor models will take these error free signals and corrupt them so as to most 
closely replicate the expected measurement errors of the real-world sensors.  For this purpose, 
the dynamic responses of the sensors are assumed to be negligible, with errors arising from zero-
order-holds, random (assumed Gaussian) noise, and from imperfect state estimation.     
The GPS module that was acquired (but never fully implemented) is a GlobalTop Technology 
Inc. FGPMMOPA6H module which can be configured with an update rate of up to 10 Hz [36]. 
The GPS readings were modeled by applying a zero-order-hold at 10 Hz to the 𝑥 and 𝑦 signals 
from the model and then adding in 10 Hz Gaussian noise with zero bias and a variance of 0.5 m 
(which corresponds to a 3𝜎 accuracy of 2.12 m).  It is assumed that no significant errors will be 
created when transforming the GPS outputs of latitude and longitude to northing and easting in a 
local grid, though this may not be the case depending on which transformation method is used.   
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The AR.Drone 2.0 uses an inertial measurement board with an accelerometer, magnetometer, 
and gyroscope, among other sensors, all of which update at 200 Hz.  The accelerometer and 
magnetometer are the Bosch BMC150 module.  The accelerometer is reported to have a typical 
noise variance of 150 𝜇𝑔, while the magnetometer has a typical noise variance of 1 𝜇𝑇 with a 
measurement range of  ±1300 𝜇𝑇 [37].  The gyroscope in the AR.Drone 2.0 is an InvenSense 
IMU-3000 with a noise variance of 0.2°/sec [38].  For the sake of simplicity, and because yaw 
angle does not greatly affect the overall performance of the system, the state estimation 
algorithm for finding yaw angle from magnetometer readings was neglected and simply modeled 
by applying a 200 Hz zero-order-hold and adding random noise to the yaw (𝜓) signal.  A noise 
variance of 0.001 rad was approximated from the measurement range and variance specified on 
the data sheet for the magnetometer [37].  The gyroscope was modeled by taking the signals for 
angular rates (?̇?, ?̇?, ?̇?), applying a 200 Hz zero-order-hold, and adding noise (3.49e-3 rad/sec 
variance) with a bias of 0.01 rad/sec to reflect the fact that the gyroscope calibration tends to drift 
over time.  Since the accelerometer is aligned with the body axes of the quadrotor, the 
acceleration signals (?̈?, ?̈?, ?̈?) must be rotated by the roll and pitch angles (𝜑, 𝜃) to replicate the 
behavior of the actual sensor.  The influence of gravity (+1 g aligned with the 𝑧 axis) is added to 
the acceleration signals before they are rotated.  After the rotation, random noise with a variance 
of 1.5e-4 𝑔 is added to the signals.  This process was implemented as illustrated in Fig. (25), 
with a summary of update rates and noise variances for the different sensors shown in Table (6).   
 
 Figure 25: Simulink diagram for accelerometer model including roll and pitch rotations.  
Since the ultrasonic transducer measures distance to the ground below the AR.Drone 2.0 
(assumed to be a smooth horizontal plane) and is aligned with the vertical body axis of the 
quadrotor, the roll and pitch angles (𝜑, 𝜃) of the vehicle will influence this measurement and 
cause it to deviate from the true value of height above the ground.  Prior to the addition of 
random noise, the signal 𝑧 is divided by the cosines of 𝜑 and 𝜃, thus calculating the distance to a 
horizontal plane along the vertical body axis of the quadrotor (see Fig. 26). No information could 
be found regarding the accuracy or measurement noise of the ultrasonic transducer, though the 
update rate is known to be 25 Hz.  The arbitrarily chosen variance used in the model corresponds 
to a 3𝜎 accuracy of 1.2 cm.   
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 Figure 26: Simulink diagram for ultrasonic transducer model  
 
Sensor Update Rate Noise Variance 
GPS 10 Hz 0.5 m 
Accelerometer 200 Hz 150 𝜇𝑔 
Magnetometer 200 Hz 1 𝜇𝑇 
Gyroscope 200 Hz 3.49e-3 rad/sec 
Ultrasonic 25 Hz 1.936e-5 m 
Table 6: Sensor modeling parameters 
 
5.3.2 Simulations with GPS Positioning: 
Despite the fact that the GPS module was not functional when hardware testing was carried out, 
control of all degrees-of-freedom of the quadrotor is not possible without it or another method of 
localization.  For this reason, simulations were run with PID and state-based MFSMC algorithms 
with simulated GPS data to assess the performance of the full system as it was designed. The 
system model, model parameters, and control approach (motor mixing and underactuation 
solution) for the simulations is the same as described in sections 4.4.1 and 4.4.2.  Initial 
conditions are listed in Table (7).  All controllers are fully discretized and operate at 400 Hz 
(twice the Nyquist frequency of the sensors).  The desired tracking was to maintain 𝑥, 𝑦, and 𝜓 
at 0, while the tracking for 𝑧 was generated by passing a step from 0 to 0.5 m through a second-
order smoothing process with critical damping and a time constant of 2 sec, defined by the 
differential equation 
?̈?𝑑 = −2𝜔𝑛?̇?𝑑 + 𝜔𝑛
2(0.5 − 𝑧𝑑)                                                 (81) 
Where the natural frequency, 𝜔𝑛, is the reciprocal of the time constant.  This process also 
generates values for ?̇?𝑑 and ?̈?𝑑, which are required for the MFSMC algorithms.   
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State 𝑥 ?̇? 𝑦 ?̇? 𝑧 ?̇? 𝜑 ?̇? 𝜃 ?̇? 𝜓 ?̇? 
Initial 
Condition 
0 0 0 0 -0.01 0 0 0 0 0.1 0 0.5 
 Table 7: Initial conditions used for all subsequent simulations.  Units are meters for 
distances and radians for angles. 
 
5.3.2.1 PID Flight Controller: 
The most challenging aspect of implementing PID controllers is, of course, tuning.  Automatic 
tuning would be difficult to accomplish due to the fact that the controllers for 𝑥 and 𝑦 position 
are fed back into those for roll and pitch.  Approximately an hour was spent manually tuning the 
PID gains for the six controllers in Fig. (27). It should be noted that a more regimented tuning 
process, e.g. Ziegler-Nichols, may produce better results.  The final gains are shown in Table (8) 
are by no means optimal, though they were able to provide the marginally stable tracking 
performance seen in Figures (40,41).  A memory block is inserted in the feedback path between 
the 𝑥 and 𝑦 position controllers and the desired tracking block in Fig. (27).  The purpose of this 
is to avoid an algebraic loop within the controller.  The initial condition of the integrator for the 
altitude controller was set to compensate for gravity, and a 3ms input delay was applied between 
the controller and the system model.   
 
𝑥 𝑦 Position Controllers 𝑧 Position Controller 𝜑 𝜃 Angle Controllers 𝜓 Angle Controller 
𝐾𝑃 𝐾𝐼 𝐾𝐷 𝐾𝑃 𝐾𝐼 𝐾𝐷 𝐾𝑃 𝐾𝐼 𝐾𝐷 𝐾𝑃 𝐾𝐼 𝐾𝐷 
0.50 0.01 1.10 6.0 1.0 4.0 0.04 0.01 0.04 0.02 0.005 0.02 
Table 8: PID gains for the six controllers in Fig. (39) 
 
Figure 27: Simulink diagram for 6 degree-of-freedom PID flight controller 
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 Figure 28: Tracking Performance of PID controller (desired values in red, actual in blue).  
 
 Figure 29: Simulated performance of estimation algorithm (true values in red, estimated 
values in blue). 
Tracking performance (Fig. 28) for all degrees-of-freedom (with the exception of yaw angle) can 
be characterized as marginally stable.  Upon examination of the performance of the state 
estimation algorithm (Fig. 29) it becomes clear that the oscillations are due in part to the phase 
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lag introduced by the relatively slow (𝜏 = 1sec) lowpass filter used to remove noise from the 
GPS measurements of 𝑥 and 𝑦.  The oscillations in roll and pitch are likely exciting the 
oscillation observed in altitude (𝑧) as well.  Indeed, when the state estimation is bypassed, and 
the true values of the states are fed directly into the PID controllers, stable tracking with minimal 
error is easily achieved.   
 
5.3.2.2 State-Based MFSMC Flight Controller: 
Tuning for the state-based MFSMC algorithm (Eqs. 69,70) is more straightforward than for PID.  
Values for the tunable parameters 𝜆, 𝜂, and 𝜎𝑢 were established from previous simulations, and 
the bounds of the input gains were adjusted to reflect knowledge of the parameters of the 
AR.Drone 2.0.  These parameters as well as an estimated actuator time constant are displayed in 
Table (9).  Since there is no way to directly measure the inputs provided to the system by the 
actuators on the AR.Drone 2.0 and the inputs given to the system are required as feedback for 
both the state-based and input-based MFSMC algorithms, it is necessary to estimate the actuator 
dynamics.  A discretized form of the first order actuator model used in section 4.1 is used here 
for this purpose.  Note the memory block in Fig. (30) between the 𝑥 and 𝑦 position controllers 
and the desired tracking block.  As with the PID based controller in Fig. (27) the purpose is to 
avoid an algebraic loop.  Also as before, a 3ms input delay was applied between the controller 
and the system model.   
𝜆 𝜂 𝜎𝑢 𝑥 𝑦 𝑧 input gain 
lower bound 
𝑥 𝑦 𝑧 input gain 
upper bound 
𝜑 𝜃 𝜓 input gain 
lower bound 
𝜑 𝜃 𝜓 input gain 
upper bound 
Estimated actuator 
time constant 
1 0.15 0.5 0.70 1.75 0.5 2 0.3 sec 
 Table 9: MFSMC controller parameters.  The input gain bounds are expressed as ratios to 
their nominal values 
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 Figure 30: Simulink diagram for 6 degree-of-freedom state-based MFSMC flight 
controller 
 
 Figure 31: Tracking performance of State-Based MFSMC controller (desired values in 
red, actual in blue). 
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 Figure 32: Simulated performance of state estimation algorithm (true values in red, 
estimated values in blue).  
From Fig. (31) it is clear that as currently designed, the state-based algorithm is not capable of 
providing stable tracking.  While tuning the PID algorithm, performance similar to Fig. (31) was 
often observed, which indicates that the instability of the system may be attributable to the errors 
introduced by the state estimation algorithm rather than failings of the control algorithm.  
Significant phase lag can again be observed in the measurements of 𝑥 and 𝑦 position in Fig. (32), 
which when fed back to generate desired roll and pitch trajectories appears to be inducing 
instability.   
 
5.3.3 Simulations without GPS Positioning: 
The poor results of section 5.3.2 provide another reason (along with the nonfunctional hardware) 
to pursue a control architecture that does not rely on GPS localization.  Without estimations of 𝑥 
and 𝑦 positions, it is necessary to specify desired roll and pitch angles directly.  Assuming no 
measurement biases or sensor misalignments, holding roll and pitch angles at zero should result 
in no movement in 𝑥 and 𝑦 positions.  In reality, 𝑥 and 𝑦 positions will be subject to drift using 
this approach, making it unsuitable for most practical applications.  Nonetheless, if the selected 
control algorithms are shown to be capable of achieving stable tracking of the four directly 
controllable states, then it should be possible to design a guidance algorithm that can generate 
desired roll and pitch trajectories that result in stable tracking of 𝑥 and 𝑦 positions.   
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5.3.3.1 PID Flight Controller: 
Desired roll and pitch angles were set to zero rather than be defined by the outputs of the 𝑥 and 𝑦 
position controller according to Eqs. (86,87).  Initial conditions are the same as in Table (7) and 
desired 𝑧 position is again defined by Eq. (81).  PID gains are the same as in Table (8).  As 
before, the initial condition of the integrator for the altitude controller was set to compensate for 
gravity, and a 3ms input delay was applied between the controller and the system model.   
 
 Figure 33: Tracking performance of PID controller letting 𝑥 and 𝑦 drift (desired values in 
red, actual in blue). 
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 Figure 34: Simulated performance of state estimation algorithm (true values in red, 
estimated values in blue). 
With stable desired trajectories for roll and pitch, the PID based controller successfully results in 
stable tracking (Fig. 33).  The three Euler angles settle to -0.01 rad due to the bias of 0.01 rad 
that was added to the gyroscope model (see section 5.3.1).  Figure (34) shows that the estimated 
values for the Euler angles are driven to zero, which confirms that the controllers are acting as 
intended and the tracking errors observed in Fig. (33) are primarily due to state estimation errors.  
As expected, the 𝑥 and 𝑦 positions are subject to drift.   
 
5.3.3.2 Input-Based MFSMC Flight Controller: 
The input-based MFSMC algorithm (Eqs. 60,61) was implemented using the same approach as 
the PID algorithm. Desired roll and pitch angles were again set to zero, initial conditions are the 
same as in Table (10), and desired 𝑧 position is defined by Eq. (81). Controller parameters are 
the same as in Table (9).  Again, a 3ms input delay was applied between the controller and the 
system model.  Figure (35) shows the structure of the controller with the feedback of the 𝑥 and 𝑦 
position controllers into the desired tracking block removed (compared to Fig. 30).   
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Figure 35: Simulink diagram for input-based MFSMC flight controller 
 
 Figure 36: Tracking performance of input-based MFSMC controller letting 𝑥 and 𝑦 drift 
(desired values in red, actual in blue). 
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 Figure 37: Simulated performance of state estimation algorithm (true values in red, 
estimated values in blue). 
As with the PID results, stable desired trajectories for roll and pitch result in stable tracking (Fig. 
36) with the input-based MFSMC algorithm.  Also like the PID results, the three Euler angles 
settle to nonzero values, causing the 𝑥 and 𝑦 positions to drift as expected.  Unlike the PID 
results, however, this cannot be directly attributed to errors in state estimation since Fig. (37) 
shows that the controller does not drive the estimated trajectories to zero as was the case with 
PID.  When the simulation was run with the gyroscope bias set to zero, steady-state error for the 
Euler angles was reduced but still present.  A possible solution is to make the controller more 
aggressive by increasing the parameter 𝜆 from its current value of 1.  Further simulations showed 
that the system becomes marginally stable with unacceptable oscillations for a value of 𝜆 = 2 
and completely unstable for larger values.  See Appendix B for figures displaying individual 
controller performance and parameters.  In all cases (with the exception of 𝑥 and 𝑦 positions 
because they are not under direct control), the sliding variables remain within their respective 
boundary layers.   
 
5.3.3.3 State-Based MFSMC Flight Controller: 
The state-based MFSMC algorithm (Eqs. 69,70) was implemented using the same approach as 
the PID and input-based MFSMC algorithms. Desired roll and pitch angles were again set to 
zero, initial conditions are the same as in Table (7), and desired 𝑧 position is defined by Eq. (81).  
Controller parameters are the same as in Table (9).  The controller design is the same as that in 
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Fig. (30), though without feedback of the controller outputs for 𝑥 and 𝑦 positions into the desired 
tracking block.  Again, a 3 ms delay is included between the controller and system model. 
 
 Figure 38: Tracking performance of state-based MFSMC controller letting 𝑥 and 𝑦 drift 
(desired values in red, actual in blue). 
 
 Figure 39: Simulated performance of state estimation algorithm (true values in red, 
estimated values in blue). 
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As with the PID and input-based MFSMC results, stable desired trajectories for roll and pitch 
result in stable tracking (Fig. 38) with the state-based MFSMC algorithm.  Again, the three Euler 
angles settle to nonzero values, causing the 𝑥 and 𝑦 positions are to drift as expected.  Like the 
input-based MFSMC results, this cannot be directly attributed to errors in state estimation since 
Fig. (39) shows that the controller does not drive the estimated trajectories to zero as was the 
case with PID.  Strikingly similar results compared to the input-based MFSMC algorithm are 
observed, including when changing the gyroscope bias and the value of the parameter 𝜆.  Again, 
the system becomes marginally stable with unacceptable oscillations for a value of 𝜆 = 2 and 
completely unstable for larger values.  Appendix B contains figures displaying individual 
controller performance and parameters, with all sliding variables again remaining within their 
respective boundary layers.  The quadratic means (RMS) of the tracking errors for all 6 degrees-
of-freedom and all three algorithms tested in this section are compiled in Table (10).  According 
to this quantitative performance measure, the PID based flight controller is able to produce more 
accurate trajectory tracking than either MFSMC algorithm.   
Algorithm 𝑥 𝑦 𝑧 𝜑   𝜃 𝜓 
PID 5.25 5.89 0.0229 0.0150 0.0172 0.0497 
Input-Based 8.59 9.60 0.0373 0.0335 0.0346 0.0351 
State-Based 8.61 9.60 0.0344 0.0335 0.0347 0.0351 
Table 10: RMS of tracking errors for all states and algorithms 
 
 
5.4 Control Architecture 
The control inputs to the quadrotor system are similar to those from the quadrotor model in 
section 4.4.1, though with a different rotor configuration relative to the inertial axes.  The inputs 
to the four directly controllable degrees-of-freedom are defined according to 
𝑈1 = 𝐹1 + 𝐹2 + 𝐹3 + 𝐹4                                                    (82) 
𝑈2 = 𝑑(𝐹1 − 𝐹2 − 𝐹3 + 𝐹4)                                                (83) 
𝑈3 = 𝑑(𝐹1 + 𝐹2 − 𝐹3 − 𝐹4)                                                (84) 
𝑈4 = 𝑐/𝑏[𝐹1 − 𝐹2 + 𝐹3 − 𝐹4]                                              (85) 
Where the rotor forces, 𝐹𝑖, are related to the squares of the angular velocities of the rotors by the 
thrust factor, 𝑏.   
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𝐹𝑖 = 𝑏𝜔𝑖
2                                                              (86) 
The thrust factor was calculated for the AR.Drone 2.0 by first assuming the angular velocities of 
the rotors were proportional to the commanded input (expressed as a value between 0-100%),  
𝜔𝑖 ∝ 𝑃𝑇ℎ𝑟𝑖                                                              (87) 
and then experimentally finding the point at which the rotors generate just enough thrust to lift 
the known mass of the AR.Drone 2.0 (420 grams).  This point was found to be when all four 
rotors were running at 𝑃𝑇ℎ𝑟𝑖 = 56%.   
Parameter Value Units 
𝑏 3.28e-4 𝑁 ∗ 𝑠2
𝑟𝑎𝑑2
 
𝑐 8.41e-6 𝑁 ∗ 𝑚 ∗ 𝑠2
𝑟𝑎𝑑2
 
𝑑 0.125 𝑚 
Table 11: Parameters for Eqs. (82-86) 
The outputs of the control algorithm (𝑈𝑖) need to be translated into desired ‘throttle’ values 
(𝑃𝑇ℎ𝑟𝑖) for each of the four motors through the process of motor mixing.  Expressions for the 
desired ‘throttle’ values can be obtained through algebraic manipulation of Eqs. (82-87) to obtain 
𝑃𝑇ℎ𝑟1 =
√
𝑈1
4 +
𝑈2
4𝑑 +
𝑈3
4𝑑 +
𝑈4𝑏
4𝑐
𝑏
                                                   (88) 
𝑃𝑇ℎ𝑟2 =
√
𝑈1
4 −
𝑈2
4𝑑 +
𝑈3
4𝑑 −
𝑈4𝑏
4𝑐
𝑏
                                                   (89) 
𝑃𝑇ℎ𝑟3 =
√
𝑈1
4 −
𝑈2
4𝑑 −
𝑈3
4𝑑 +
𝑈4𝑏
4𝑐
𝑏
                                                   (90) 
𝑃𝑇ℎ𝑟4 =
√
𝑈1
4 +
𝑈2
4𝑑 −
𝑈3
4𝑑 −
𝑈4𝑏
4𝑐
𝑏
                                                   (91) 
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The results of Eqs. (88-91) are limited with a saturation function to between 5 and 100% in order 
to provide valid inputs and to avoid the effects of the dead zone of the motors.   
 
5.4.1 PID Flight Controller Design: 
The PID based flight controller is essentially the same as that used in simulation in section 
5.3.3.1 but with different motor mixing according to Eqs. (88-91).  The main difference that can 
be seen in Fig. (40) is that the 𝑥 and 𝑦 position controllers and the feedback loop to the desired 
tracking block are absent.  As with the simulation, the initial condition of the integrator for the 
altitude controller was set to compensate for gravity.  It is interesting to note that after being 
tuned separately, the gain values for the PID controllers in simulation (Table 8) and those for the 
hardware implementation (Table 12) ended up all being the same order of magnitude as their 
counterparts and in a number of cases the same exact value, which can be seen as indirectly 
validating the performance of the quadrotor model used in simulation.  The manual tuning 
process involved isolating degrees-of-freedom to remove variables from the process.   
 
 
 Figure 40: Simulink diagram of PID based flight controller for the AR.Drone 2.0 
 
𝑧 Position Controller 𝜑 𝜃 Angle Controllers 𝜓 Angle Controller 
𝐾𝑃 𝐾𝐼 𝐾𝐷 𝐾𝑃 𝐾𝐼 𝐾𝐷 𝐾𝑃 𝐾𝐼 𝐾𝐷 
4.0 6.0 2.0 0.04 0.05 0.04 0.05 0.005 0.03 
Table 12: PID gains for the four controllers in Fig. (52) 
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5.3.2 MFSMC Flight Controller Design: 
With the results of section 5.3.3 indicating that the performance of both the input-based and 
state-based MFSMC algorithms was essentially equal, the state-based algorithm was (arbitrarily) 
selected for hardware implementation.  The structure of the controller is very similar to that used 
in section 5.3.3.3, though with different motor mixing according to Eqs. (88-91).  The tuning 
process for the MFSMC controller involved adjusting the bounds on the input gains for the Euler 
angle controllers.  The initial values used for the input gain bounds for Euler angle controllers 
were based on rough estimations of the moments of inertia of the AR.Drone 2.0 around the three 
body axes.  It is likely that the initially guessed bounds did not encompass the true input gains, 
since performance improved significantly when the estimated moments of inertia were doubled.  
Final values for the input gain bounds are in Table (13).  Performance was anecdotally better for 
𝜆 values of [2,1,1,0.5] (corresponding to the 𝑧, 𝜑, 𝜃, and 𝜓 controllers, respectively) rather than 
the values of [1,1,1,1] used in simulation, though this observation cannot be supported with the 
data currently available.   
 
Figure 41: Simulink diagram of state-based MFSMC based flight controller for the 
AR.Drone 2.0 
𝜆 𝜂 𝜎𝑢 𝑧 input 
gain lower 
bound 
𝑧 input 
gain upper 
bound 
𝜑 𝜃 input 
gain lower 
bound 
𝜑 𝜃 input 
gain upper 
bound 
𝜓 input 
gain lower 
bound 
𝜓 input 
gain upper 
bound 
Estimated 
actuator time 
constant 
[2,1,1,0.5] 0.15 0.5 1.25 2.50 31.25 125 15.625 62.5 0.3 sec 
Table 13: MFSMC controller parameters for the AR.Drone 2.0 
 
5.4 Testing and Results 
Testing (including final tuning of the controllers) was conducted outdoors inside a netted 
enclosure with approximately 10 m of free space in all directions around where the quadrotor 
took off from.  The desired trajectories were the same as in section 5.3.3 with desired roll, pitch, 
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and yaw set to zero and desired 𝑧 position defined by Eq. (81) as a smoothed step from 0-0.5 m.  
Since they were not being measured or controlled, the 𝑥 and 𝑦 positions of the quadrotor were 
expected to drift.  Most flights did not result in indefinitely stable flight, but rather in conditions 
similar to those depicted in Fig. (42), i.e. crashes.  After the algorithms had been tuned, typical 
flights would last between 5 and 15 seconds, with the longest flights reaching about 20 seconds, 
before being ended prematurely by crashes.  The data from the most successful flight with each 
algorithm is shown in Fig. (43) and summarized in Table (14).   
 
Algorithm 𝑧 𝜑   𝜃 𝜓 
PID 0.1612 0.0548 0.0872 0.3242 
State-Based MFSMC 0.1021 0.1248 0.1167 1.5232 
 Table 14: RMS of tracking errors for all controlled states for flights shown in Fig. (55) 
 
Figure 42: Typical test flight result. 
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Figure 43: Overlay of flight data from the AR.Drone 2.0 with PID and State-Based 
MFSMC algorithms.   
For a number of flights, including the MFSMC flight in Fig. (43), the yaw angle controller was 
turned off due to observed poor performance that affected the stability of the quadrotor when it 
was turned on.  It was later discovered that this poor performance was due to a malfunctioning 
magnetometer.  For later flights, including the PID flight in Fig. (43), the state estimation 
algorithm was revised to estimate yaw angle by integrating the output of the gyroscope rather 
than incorporating data from the malfunctioning magnetometer, hence the yaw angle is 
maintained near the desired value for the PID results but not for the MFSMC results.  The 
quadratic means of the tracking errors are significantly worse for the real-world testing than the 
same values from the simulations in section 5.3.3.  That being said, it is of significant note that 
the tracking errors for the simulations were calculated from the true values of the states, rather 
than from the estimated values as is the case for the hardware results.  As was seen with the 
results of the simulated state estimation algorithm, the estimated values of the states can exhibit 
significant error in certain conditions.  Comparing the performance of the MFSMC controller to 
the PID controller, the MFSMC controller does a better job tracking the desired altitude 
trajectory, while the PID controller performs better at tracking roll and pitch angles.  Regardless 
of the quantitative performance metrics, neither controller yielded satisfactory tracking, though 
that does not mean they could not be tuned to improve performance.    
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6.0 DISCUSSION 
Model-Free Sliding Mode Control algorithms have been shown to be applicable to a variety of 
systems with drastically different dynamics and in the presence of real-world disturbances 
including the effects of discretization, delay, measurement noise, actuator dynamics, and 
imperfect state estimation.  Application of MFSMC algorithms to the control of a quadrotor was 
selected for study not because of a need for the high performance or disturbance rejection often 
touted of SMC algorithms, but because of the supposed ease of implementation compared to 
conventional control algorithms (e.g. PID).  Indeed, real-world testing of the quadrotor flight 
controllers confirmed that MFSMC is realizable and requires very little tuning compared to PID, 
but underscored the need for accurate state estimation as well as complete characterization of the 
behavior and tunability of MFSMC algorithms.  While both PID and MFSMC based flight 
controllers did allow the quadrotor to fly, their performance was marginal at best, and likely 
unsuitable for most applications.   
The instability observed in the performance of the MFSMC algorithm in section 5.4 cannot be 
fully explained or attenuated since the system has not been fully characterized.  With knowledge 
of the dynamics at play, it may be possible to elucidate the interactions causing the observed 
oscillations and instability, and to hopefully design methods for their elimination.  A critical 
oversight is the lack of validation for the state estimation algorithm.  The simulated performance 
of the state estimation algorithm shows that significant errors are possible, most notably in the 
estimated roll and pitch angles.  A likely cause of these errors is the assumption that the 
quadrotor is not undergoing any body accelerations.  If this assumption is valid, then roll and 
pitch angles can be calculated from the accelerometer signals that describe the gravity vector.  
When maneuvering, the quadrotor experiences nonzero body accelerations that result in errors in 
the roll and pitch angles calculated from the accelerometer signals.  If these or other state 
estimations are significantly disparate from their true values, then the state estimation algorithm 
has the unintended effect of adding unknown dynamics in the feedback loop of the system.  As 
was observed during testing of the (later abandoned) localization algorithm using the onboard 
cameras of the AR.Drone 2.0, estimation errors can easily lead to unstable oscillations.  Since 
simulations using the same state estimation algorithm as the hardware implementation showed 
significantly better performance than the hardware results, it may well be the case that additional 
factors are adversely affecting the performance of the controller.  These factors could include 
measurement delay, input delay, missed samples, poor sensor calibration, unmodeled sensor 
dynamics, or exogenous disturbances.  
 
6.1 Future Work 
It is clear from the results in section 5.4 that work still needs to be done to develop a flight 
controller based on a MFSMC algorithm that is capable of meeting or exceeding the performance 
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of existing algorithms.  Simulations have shown that improved state estimation could lead to 
dramatically improved tracking performance.  Possible improvements to state estimation include 
the use of cameras to aid localization, and implementation of more advanced orientation 
measurement using accelerometer and magnetometer signals.  Both of these topics are common 
problems in the field and better solutions undoubtedly exist; the challenge is only in finding and 
implementing optimal solutions that remain practical.  A popular approach for high fidelity state 
estimation is the use of a Kalman filter.  Before one is implemented however, it would be 
prudent to demonstrate that the benefit of the added performance is worth the cost of the added 
complexity.   
As mentioned prior, a complete characterization of a hardware system under control of a 
MFSMC algorithm would allow for conclusions to be drawn about the capabilities and 
limitations of MFSMC as well as identification of the effects of tuning parameters.  Changing the 
values of 𝜆, 𝜂, and 𝜎𝑢 as well as narrowing the input gain bounds could all separately, or in 
concert, improve the performance of the MFSMC algorithms, and their effects on real-world 
systems should be investigated.  Another controller parameter to investigate is the actuator model 
used to estimate the inputs to the system from the actuators.  Changing the value of the time 
constant for this actuator model did not appear to have a significant effect on performance, 
though there are currently no data to support that observation.  If the accuracy of the actuator 
model is important for MFSMC performance, then system identification techniques could be 
used to obtain an accurate model of the actuators.  An alternative it to find a way to measure the 
actuators directly.   
Simulation results have shown that when confronted with high frequency measurement noise and 
significant actuator dynamics, both the input-based and state-based MFSMC algorithms can be 
implemented in such a way as to minimize the effects of such disturbances.  The issues of delay 
(whether due to transport, computation, or filtering) and finite sample times with ZOHs have not 
been directly addressed.  One possible avenue of inquiry is to examine alterative input-based 
system models that may be able to provide increased performance in the presence of known 
constant delay.  Another is to borrow from the field of discrete sliding mode control [5] to 
address issues caused by discretization.  A final approach is to use the estimated system model 
from the state-based MFSMC algorithm in conjunction with a quasi-model predictive control 
(MPC) algorithm in order to predict the system’s future behavior and use the predicted state as 
the input for the MFSMC algorithm rather than the actual measured state which would be subject 
to delay.   
It could be argued that the input-based and state-based MFSMC algorithms that were found to 
yield the best results herein are not truly model-free because estimates of the input gains are 
required.  For systems such as the hypersonic aircraft and missile interceptor (see Appendix A), 
the input gains are influenced by a number of different parameters and would be difficult to 
estimate without a model.  It is possible that the current MFSMC algorithms could be updated to 
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include methods from the field of adaptive control for online estimation of the input gains, 
thereby becoming truly model-free.   
 
6.2 Conclusion 
In the light of the work presented herein, the continued development of practical MFSMC 
algorithms has a clear path forward.  The next development goal can be to improve the 
performance of the MFSMC based flight controller for the AR.Drone 2.0 to the level observed in 
simulation.  With improved state estimation and a guidance algorithm for specifying desired 
trajectories, it should be possible to complete autonomous flights.   
The state-based MFSMC algorithm (Eqs. 69,70) has been shown to be realizable and capable of 
controlling physical hardware while running at a discrete frequency of 400 Hz.  Simulations 
showed that with improved state estimation, a model-free sliding mode controller can provide 
satisfactory tracking performance for desired trajectories within the bandwidth of the system.  In 
simulation, both the state-based MFSMC algorithm and the input-based MFSMC algorithm (Eqs. 
60,61) exhibited comparable performance, with no clear advantages or disadvantages, as they 
require the same inputs and knowledge of the system.  Also in simulation, the input-based 
MFSMC algorithm was shown to be capable of controlling a variety of aircraft systems with 
different dynamics and disturbances.  
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8.0 APPENDIX A 
This appendix includes simulation studies originally included in Chapter 4 that became less 
relevant as the focus of the work evolved.    
8.1 Validation of Previous Results 
Derivation and simulation of a conventional SMC controller follows.  The methods presented in 
[1, 13] were used and chattering was mitigated with the use of a time varying boundary layer.  
The SMC control law was derived for the following nonlinear system 
?̈? + 𝑓1(𝑡, 𝑥, ?̇?) + 𝑓2(𝑡, 𝑥) = 𝑏(𝑡)𝑢, 𝑓1 = 𝛼1(𝑡)|𝑥|?̇?
2,  𝑓2 = 𝛼2(𝑡)𝑥
3 𝑐𝑜𝑠(2𝑥) (92) 
Where the parameters are unknown but bounded according to 
1 ≤ 𝛼1 ≤ 2;    −1 ≤ 𝛼2 ≤5; 4 ≤ 𝑏 ≤ 7        (93) 
The form of the control law that satisfies the sliding condition (8) was found to be 
?̂? = ?̂?−1[𝑓1 + 𝑓2 + ?̈?𝑑 − 𝜆?̇̃? − 𝐾sat(𝑆/𝜑)], 𝑆 = ?̇̃? + 𝜆?̃?    (94) 
With the switching gain defined as 
𝐾 = |1 − 𝛽|[|𝑓1| + |𝑓2| + |?̈?𝑑| + 𝜆|?̇̃?|] + 𝛽[|𝐹1| + |𝐹2| + 𝜂]    (95) 
And where 
𝑓1 = ?̂?1(𝑡)|𝑥|?̇?
2,  𝑓2 = ?̂?2(𝑡)𝑥
3 𝑐𝑜𝑠(2𝑥), 
𝐹1 = (𝛼1𝑢 − ?̂?1)|𝑥|?̇?
2,  𝐹2 = (𝛼2𝑢 − ?̂?2)𝑥
3𝑐𝑜𝑠(2𝑥) 
With parameters defined in Table 1 below 
Parameter  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Value 2 1 5 -1 7 4 1.41 2.00 5.29 1.32 
Table 15: Parameter bounds and estimates for Eqs. (92-95) 
The system and control law were simulated with a desired tracking of 𝑥𝑑 = sin (
𝜋
2
𝑡), tunable 
parameters set to 𝜆 = 20, 𝜂 = 0.01, and a fixed thickness boundary layer of 𝜑 = 1.1e − 4, with 
the simulation results displayed in Fig. (44).   
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Figure 44: Extremely low tracking errors can be seen despite system parameters continuously 
varying.  The control effort is continuous thanks to the use of the boundary layer 
a) b) 
c) d) 
e) f) 
g) h) 
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Work was also done to replicate the results of [13] in simulation.  The chosen scenario was 
MFSMC with non-unitary (time-varying) input gain and measurement noise for a nonlinear 
second order system.  Starting from Eqs. (27) and (28) and re-deriving to account for a non-
unitary input gain and time varying boundary layer, the final control law becomes  
?̂? = ?̂?−1 [−?̇? − (|𝛽 − 1|𝜆|?̇̃?| + |?̂?𝜎𝑢(𝑢𝑘−2 − 𝑢𝑘−1)| + 𝛽𝜂 − ?̇?)sat (
𝑆
𝜑
)] + 2𝑢𝑘−1 − 𝑢𝑘−2  (96) 
The problem of state measurement noise is handled by proper selection of tuning parameters 𝜆, 
𝜎𝑢, and 𝜂.  With these set to 1, 0.5, and 0.122, respectively, Satisfactory tracking of an unknown 
nonlinear system with time-varying parameters and input gain and Gaussian white noise injected 
into state measurements was observed (see Fig. 45).   
 
Figure 45:  Simulation results of the MFSMC controller in the presence of varying input gain and 
state measurement noise  
 
8.2 Longitudinal Control of a Hypersonic Aircraft 
A hypersonic flight vehicle model was taken from [30], where adaptive SMC (input output 
linearization through dynamic extension) was used to control altitude and velocity.  The 
longitudinal model is defined by a system of first order differential equations.   
?̇? =
𝑇cos𝛼 − 𝐷
𝑚
−
𝜇sin𝛾
𝑟2
                                                             (97) 
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?̇? =
𝐿 + 𝑇sin𝛼
𝑚𝑉
−
(𝜇 − 𝑉2𝑟)cos𝛾
𝑉𝑟2
                                                  (98) 
ℎ̇ = 𝑉sin𝛾                                                                        (99) 
?̇? = 𝑞 − ?̇?                                                                      (100) 
?̇? =
𝑀𝑦𝑦
𝐼𝑦𝑦
                                                                        (101) 
where 
𝐿 =
1
2
𝜌𝑉2𝑆𝐶𝐿                                                                     (102) 
𝐷 =
1
2
𝜌𝑉2𝑆𝐶𝐷                                                                     (103) 
?̇? = 900(𝑉𝑑 − 𝑉)                                                                  (104) 
𝑀𝑦𝑦 =
1
2
𝜌𝑉2𝑆𝑐̅[𝐶𝑀(𝛼) + 𝐶𝑀(𝛿𝑒) + 𝐶𝑀(𝑞)]                                     (105) 
𝑟 = ℎ + 𝑅𝐸                                                                        (106) 
with nondimensional coefficients defined by 
𝐶𝐿 = 0.6203𝛼                                                                    (107) 
𝐶𝐷 = 0.6450𝛼
2 + 0.0043378𝛼 + 0.003772                                    (108) 
𝐶𝑀(𝛼) = −0.035𝛼
2 + 0.036617𝐶𝑀𝛼𝛼 + 5.3261 × 10
−6                        (109) 
𝐶𝑀(𝑞) =
𝑐̅
2𝑉
𝑞(−6.796𝛼2 + 0.3015𝛼 − 0.2289)                              (110) 
𝐶𝑀(𝛿𝑒) = 𝑐𝑒(𝛿𝑒 − 𝛼)                                                           (111) 
The coefficients 𝐶𝑀𝛼 , 𝑚, 𝐼𝑦𝑦, 𝑆, 𝑐̅, 𝜌, and 𝑐𝑒 are all subjected to random variations that are 
bounded by ±10, 3, 2, 1, 1, 6, and 3%, respectively.   
 
8.2.1 Control Approach: 
The method selected to apply the MFSMC algorithm from [13] to the given model (Eqs. 97-101) 
was adapted from [27] and is used in the same way as in [14].  Since the system model consists 
of a set of five first order differential equations, the input matrix is transformed into a square 
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(and therefore invertible) matrix of the same dimensions as the inputs.  In this case, the input of 
thrust was not included in the MFMSC controller for simplicity’s sake.  Instead, thrust was 
modulated using a simple proportional control law, Eq. (104), leaving only elevator deflection as 
the single input to the system.  This requires a 1 × 5 transformation matrix, 𝑇 to transform the 
5 × 1 state into a 1 × 1 transformed state that can be used to determine the single input in order 
to best track multiple outputs.  As in [14], an optimization routine was used to find the optimal 𝑇 
matrix values (for the state ?⃑? = [𝑉, 𝛾, ℎ, 𝛼, 𝑞]𝑇) that lead to the best tracking of the desired 
output, which was altitude in this case.  The cost function 
𝐽 = ∫ [(ℎ − ℎ𝑑)
2 + (𝑢 − 𝑢𝑑)
2]𝑑𝑡
𝑡𝑓
0
                                            (112) 
penalizes both tracking error and control effort in order to find stable solutions.  Since most 
transformations resulted in instability, random guesses were used until a stable controller was 
found, after which the transformation values were refined to the values below.    
𝑇 =
[
 
 
 
 
2.43 × 10−5
189
4.22 × 10−5
0.273
0.0215 ]
 
 
 
 
                                                        (113) 
The relative weights of the transformation (products of 𝑇 values and respective initial conditions) 
are 
𝑇𝑅 =
[
 
 
 
 
0.365
0.252
4.64
8.62 × 10−3
6.88 × 10−4]
 
 
 
 
                                                        (114) 
Elevator deflection is calculated from control output according to 𝛿𝑒 = 𝑢/𝑣
2  since the system is 
not affine. Bounds on input gain were calculated according to the model as  
𝑏𝑢 =
0.5𝜌𝑢𝑆𝑢𝑐?̅?𝑐𝑒𝑢
𝐼𝑦𝑦𝑙
                                                           (115) 
𝑏𝑙 =
0.5𝜌𝑙𝑆𝑙𝑐?̅?𝑐𝑒𝑙
𝐼𝑦𝑦𝑢
                                                             (116) 
Smooth desired signals were obtained for step commands through second order smoothing 
(𝜔𝑛 = 1, 𝜁 = 1).  For both sinusoidal and step inputs to desired altitude, satisfactory tracking is 
achieved.  
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8.2.2 Actuator Dynamics and Delay: 
The limits of allowable delay and first order actuator dynamics while maintaining stable control 
for sinusoidal tracking (ℎ𝑑 = 20 sin(𝑡) + ℎ0) were explored with the results displayed in Table 
(16) below.  The relationship between delay and actuator speed appears to be linear and is 
bounded by a 25ms maximum allowable delay and 𝜏 = 0.028 sec maximum time constant with a 
slope of -0.895 [sec delay per sec].  Oscillations begin to appear in the control effort as this 
stability boundary is approached.   
 
Delay (ms) 24 20 16 7 
Time Constant (sec) 0.001 0.005 0.01 0.02 
Table 16: Correlation between maximum delay and actuator speed 
 
8.2.3 Simulation Results: 
For desired altitude tracking of ℎ𝑑 = 20 sin(𝑡) + ℎ0, with an actuator time constant of 10 ms, and 
an input time delay of 10 ms, tracking results as seen in Fig. (46) show negligible tracking error 
for altitude.  Small oscillations appear initially in the control effort (elevator deflection), but 
quickly die out, leaving a smooth control effort.  Figure (47) shows that the sliding variable 
remains within the boundary layer, therefore ensuring asymptotic stability.  The MFSMC 
algorithm was also used to track a step input in altitude.  Second order smoothing was applied to 
the step input to generate a smooth trajectory that is within the bandwidth of the system.  Results 
for the step input can be seen in Figs. (48,49).  For both simulations, the MFSMC controller 
parameters were set to 𝜆 = 10, 𝜂 = 0.1, 𝜎𝑢 = 0.5 with the ode5 solver and a fixed time-step of 
100 µs.   
One pitfall of the transformation approach is: the optimization routine must be run for every new 
set of system parameters, effectively negating some of the benefits of the model-free algorithm.  
An alternative approach is to control altitude directly using dynamic extension.  However, this 
would require a fourth order controller since the expression for altitude must be differentiated 
four times for the input of elevator deflection to appear.  Additionally, the first four derivatives 
of altitude would need to be observed and used as inputs for the controller, which may prove 
impractical.   
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Figure 46: Tracking of all five states (desired tracking in red) and elevator deflection for sinusoid 
 
Figure 47: Altitude tracking errors and controller parameters for sinusoidal input 
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Figure 48: Tracking of all five states (desired tracking in red) and elevator deflection for step 
input 
 
Figure 49: Tracking errors and controller parameters for step input 
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8.3 Longitudinal Control of a Hypersonic Missile Interceptor 
A kinetic kill vehicle is a type of missile interceptor that is designed to track and collide with fast 
moving and maneuvering targets.  They are often steered by two different methods.  Thrust 
vectoring directs forward thrust away from the centerline of the vehicle and thereby creates 
moments about the center of gravity.  Attitude and divert thrusters are positioned on the vehicle 
such that thrust is applied normal to the direction of flight.  Attitude thrusters act away from the 
center of gravity, while divert thrusters act at the center of gravity [31].   
 
Figure 50: Schematic of an interceptor controlled by thrust vectoring and attitude and 
divert thrusters (from [31]) 
 
8.3.1 Interceptor System Model 
The longitudinal model for the interceptor used for simulations in [31] is made up of three first 
order differential equations 
?̇? = 𝑞 − 𝑍𝛼(1 + ?̅?𝛼)𝛼 +
𝑔
𝑉
cos(𝛾) − 𝑍𝛿(1 + ?̅?𝛿) cos(𝛼) 𝛿 − 𝑍𝛥(1 + ?̅?𝛥) cos(𝛼)𝛥 
−cos(𝛼) 𝑍𝜁𝜁                                                                                                                   (117) 
?̇? = 𝑀𝛼(1 + ?̅?𝛼)𝛼 + 𝑀𝑞𝑞 +𝑀𝛥(1 + ?̅?𝛥)𝛥+𝑀𝛿(1 + ?̅?𝛿)𝛿 + 𝑀𝜁𝜁                                  (118) 
?̇? = 𝑍𝛼(1 + ?̅?𝛼)𝛼 + 𝑍𝑞𝑞 −
𝑔
𝑉
cos(𝛾) + 𝑍𝛿(1 + ?̅?𝛿) cos(𝛼) 𝛿 ∓ 𝑍𝛥(1 + ?̅?𝛥) cos(𝛼) 𝛥 
+cos(𝛼) 𝑍𝜁𝜁                                                                                                                   (119) 
With the addition of velocity 
?̇? =
𝑇𝑠 cos(𝛼 + 𝜁) − 𝐷
𝑚
− 𝜇
sin(𝛾)
(ℎ + 𝑟𝑒)2
                                             (120) 
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the altitude and longitudinal position can be found according to  
ℎ̇ = 𝑉sin(𝛾)                                                             (121) 
?̇? = 𝑉cos(𝛾)                                                             (122) 
with aerodynamic forces and moments defined by 
𝑍𝛼 =
𝜌𝑆𝑉𝐶𝐿𝛼
2𝑚
                                                                    (123) 
𝑍𝑞 =
𝜌𝑆𝑐̅𝐶𝐿𝑞
2𝑚
                                                                     (124) 
𝑍𝛿 =
𝑇max𝛿
𝑚𝑉
                                                                        (125) 
𝑍𝛥 =
𝑇max𝛥
𝑚𝑉
                                                                        (126) 
𝑍𝜁 =
𝑇𝑠
𝑚𝑉
                                                                            (127) 
𝑀𝛼 =
𝜌𝑆𝑐̅𝑉2𝐶𝐿𝛼
2𝐼𝑦𝑦
                                                               (128) 
𝑀𝑞 =
𝜌𝑆𝑐̅2𝑉𝐶𝐿𝑞
2𝐼𝑦𝑦
                                                               (129) 
𝑀𝛿 =
𝑎𝛿𝑇max𝛿
𝐼𝑦𝑦
                                                                  (130) 
𝑀𝛥 =
𝑎𝛥𝑇max𝛥
𝐼𝑦𝑦
                                                                  (131) 
𝑀𝜁 =
𝑎𝑠𝑇𝑠
𝐼𝑦𝑦
                                                                         (132) 
The disturbances ?̅?𝛼, ?̅?𝛿, and ?̅?𝛥 modify the forces and moments acting on the vehicle (Eqs. 123-
132) and are modeled as uniformly distributed random numbers representing the unpredictable 
behavior of hypersonic aerodynamics.  The constants 𝑇max𝛿, 𝑇max𝛥, and 𝑇𝑠 are the maximum 
thrust values for the attitude, divert, and sustainer (thrust vectoring) thrusters, respectively.  The 
constants 𝑎𝛿, 𝑎𝛥, and 𝑎𝑠 are the distances from the center of gravity measured along the 
centerline of the vehicle that each thruster acts.   
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8.3.2 Control Approach 
The purpose of this simulation was to replicate the results of [31] using the MFSMC algorithm.  
Therefore, the task was to control a hypersonic missile interceptor with high enough precision to 
hit a moving target, despite the presence of random disturbances, time delays and actuator 
dynamics.  The structure of the guidance and control system is similar to that used in [31], 
though with some simplifications.  Measurement is neglected; it is assumed that the guidance 
system has perfect knowledge of the states of both the interceptor and the target.  While in [31] 
HOSM guidance was used to determine desired lateral acceleration of the interceptor, the 
guidance law used for this simulation is based on proportional guidance 
𝛤∗ = 𝑁 [𝑉𝑀 sin (𝛾𝑀 − tan
−1
ℎ𝑇 − ℎ𝑀
𝑥𝑇 − 𝑥𝑀
) − 𝑉𝑇 sin (−𝛾𝑇 + tan
−1
ℎ𝑇 − ℎ𝑀
𝑥𝑇 − 𝑥𝑀
)]           (133) 
In Eq. (133), the parameter 𝑁 is the proportional guidance gain and is selected to provide 
satisfactory tracking without overactive control effort.  The subscript 𝑀 refers to the missile 
interceptor, while the subscript 𝑇 refers to the target.  From here, the desired lateral acceleration, 
𝛤∗ is used to calculate desired angle of attack, flight path angle, and pitch rate through a process 
called inversion [31].  The desired flight path angle and its first two derivatives are calculated 
according to 
𝛾∗(𝑡) =
1
𝑉
∫ 𝛤∗(𝜏)𝑑𝜏
𝑡
0
                                                         (134) 
?̇?∗(𝑡) =
𝛤∗(𝑡)
𝑉
                                                                   (135) 
?̈?∗(𝑡) =
?̇?∗(𝑡)
𝑉
                                                                   (136) 
The derivative ?̇?∗ in Eq. (136) is found using a sliding mode differentiator of the type proposed 
by Levant in [32].  Desired angle of attack is then calculated, with 
𝛼∗ =
{
  
 
  
 
1
𝑍𝛼
[?̇?∗ +
𝑔
𝑉𝑀
cos(𝛾∗)] ,   if |
1
𝑍𝛼
[?̇?∗ +
𝑔
𝑉𝑀
cos(𝛾∗)]| ≤ 𝛼max
𝛼max,                                 if  
1
𝑍𝛼
[?̇?∗ +
𝑔
𝑉𝑀
cos(𝛾∗)] > 𝛼max
−𝛼max,                                 if  
1
𝑍𝛼
[?̇?∗ +
𝑔
𝑉𝑀
cos(𝛾∗)] < −𝛼max
                (137) 
The derivatives ?̇?∗ and ?̈?∗ are again calculated with a sliding mode differentiator.  Desired pitch 
rate and its derivative are calculated from the previous results as 
𝑞∗ = ?̇?∗ + ?̇?∗                                                         (138)  
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?̇?∗ = ?̈?∗ + ?̈?∗                                                         (139)  
Since the differential equations of the system model (Eqs. 117-119) are first order, only the 
desired state trajectories and their first derivatives are required to implement the MFSMC 
algorithm.  Control is allocated such that a single state is assigned to a single control input, 
thereby avoiding the complexity of a MIMO approach.  Instead, three separate SISO controllers 
are used: TVC for angle of attack, divert thrusters for flight path angle, and attitude thrusters for 
pitch rate.  Though this approach does not directly address the cross coupling of the different 
control inputs, the interactions are described in [31] as “cooperative disturbances.”   
 
8.3.3 Actuator Dynamics and Delay: 
In practical implementation, any control law used for a missile interceptor will need to be able to 
provide satisfactory performance despite the effects of unmodeled actuator dynamics and 
transport delays.  As in [31], the disturbances applied to the controller signals consist of first 
order actuator dynamics and time delay on the outputs of the guidance law and controllers.   
 TVC Divert Attitude Guidance 
Delay (ms) 0.2 3 2 3 
Time Constant (sec) 0.05 0.005 0.005 n/a 
Table 17: Delays and time constants 
8.3.4 Simulation Results: 
Since the guidance law (Eq. 63) is neither optimal nor robust, the target does not make any 
maneuvers, maintaining a constant velocity of 5000 m/s (Mach 15) at a constant flight path 
angle.  Only TVC is used at a separation distance greater than 100 km.  Once the separation is 
reduced to less than 100 km, the interceptor switches from TVC to attitude and divert thrusters, 
and the proportional navigation gain in Eq. (63) is increased from 1 to 10 to ensure that the 
interceptor hits the target.  The initial velocity of the interceptor is 2500 m/s.  This increases to 
over 6500 m/s at the point of impact due to the constant sustainer thrust.   
From Fig. (51) it is clear that the interceptor was able to successfully impact the target (an 
intercept distance of less than 1 meter classifies as a direct hit).  Significant control activity after 
the transition from one control regime to another is observed and results in undesired motion for 
a few seconds after the transition.  This is likely due to the fact that the flight path angle does not 
start on the desired trajectory when the divert thruster controller is engaged, resulting in a large 
spike in control efforts.   
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Figure 51: Intercept geometry and tracking of states and lateral acceleration 
 
 
Figure 52: Control efforts for the times when they are active. 
 
The MFSMC algorithm is able to successfully control the interceptor despite unmodeled actuator 
dynamics, input time delay, and random parameter variations, an example of which is show in 
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Fig. (53).  Figures (54-56) show that the sliding variable remains within the boundary layer for 
each of the three MFSMC controllers, which indicates that the closed loop system is 
asymptotically stable.  With a more robust guidance law and complete modeling of the state 
measurement and actuator hardware, the MFSMC algorithm would seem to be well suited for 
application to hypersonic vehicles where unsteady and unpredictable dynamics are typical.   
 
 
Figure 53: Example of random parameter variations 
 
Figure 54: TVC controller results 
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Figure 55: Divert controller results 
 
Figure 56: Attitude controller results 
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9.0 APPENDIX B 
The plots contained within this appendix illustrate simulation results from sections 5.3.3.2 and 
5.3.3.3.  All figures are organized the same with the individual plots displaying (clockwise from 
top left): position tracking (desired in red, actual in blue), velocity tracking (desired in red, actual 
in blue), controller effort (desired in red, estimated post-actuator in blue), the sliding variable and 
the varying boundary layer, velocity tracking error, and position tracking error.   
 
 
Figure 57: Input-Based MFSMC controller performance for X position.  Note that this controller 
is effectively switched off  
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Figure 58: Input-Based MFSMC controller performance for Y position.  Note that this controller 
is effectively switched off  
 
Figure 59: Input-Based MFSMC controller performance for Z position.   
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Figure 60: Input-Based MFSMC controller performance for roll angle.   
 
Figure 61: Input-Based MFSMC controller performance for pitch angle.   
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Figure 62: Input-Based MFSMC controller performance for yaw angle.   
 
Figure 63: State-Based MFSMC controller performance for X position.  Note that this controller 
is effectively switched off  
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Figure 64: State-Based MFSMC controller performance for Y position.  Note that this controller 
is effectively switched off  
 
Figure 65: State-Based MFSMC controller performance for Z position.   
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Figure 66: State-Based MFSMC controller performance for roll angle.   
 
 
 
Figure 67: State-Based MFSMC controller performance for pitch angle.   
103 
 
 
Figure 68: State-Based MFSMC controller performance for yaw angle.   
 
