In this paper, we tackle the problem of fake news detection from social media by exploiting the presence of echo chamber communities (communities sharing same beliefs) that exist within the social network of the users. By modeling the echochambers as closely-connected communities within the social network, we represent a news article as a 3-mode tensor of the structure -<News, User, Community> and propose a tensor factorization based method to encode the news article in a latent embedding space preserving the community structure. We also propose an extension of the above method, which jointly models the community and content information of the news article through a coupled matrix-tensor factorization framework. We empirically demonstrate the efficacy of our method for the task of Fake News Detection over two real-world datasets.
I. INTRODUCTION
Social media is increasingly becoming a popular platform for sharing and consumption of news. Due to its ever-rising popularity, more and more people tend to prefer it over the traditional news outlets. It is estimated that within the time period of 2012-16, there was a 26.5% increase (from 49% to 62%) in the percentage of adult population consuming news from the social media 1 . Among the younger generation (18-24 years old), it was observed that there is an increase of 16.7% (from 24% to 28%) in the population who consume news from social media rather than from television 2 . This popularity and ease of sharing has paved the way for digital misinformation propagation.
Owing to the phenomenon of information overload on social media, people are equally likely to share fake news articles as compared to factual news articles 3 
. This phenomenon is
First author is now a Data Scientist with Flipkart, India. Work done while all authors were at Conduent Labs, India. 1 https://goo.gl/rLFVP1 2 http://www.bbc.com/news/uk-36528256 3 https://goo.gl/ZMXFUA reinforced by the confirmation bias -tendency to accept information/opinion confirming our own beliefs; and popularity bias -wherein an article is perceived of high quality and authentic, largely based on its popularity (number of shares for social media). These factors have led to a rise in fake news propagation on the social media.
It is well established now that echo-chambers have a greater role in the propagation of fake news [1] . Echo-chambers: which can be defined as a closely guarded community sharing same beliefs and opinions are an important concern over the social media. Some influential organizations and personalities have raised their concerns regarding it 45 . Echo-chambers are generally polarized and dense communities, making the misinformation spread almost instantaneous within the community. People often share a news article based on the headline alone, as long as it conforms with their pre-existing notions and beliefs (confirmation bias) 6 .
In this work, we exploit the existence of echo chambers in social networks to obtain a latent representation of the news article, which can aid in fake news detection. To the best of our knowledge, this is the first work which models the echo-chamber communities explicitly for the task of Fake News Detection. We posit a 3-mode tensor representation of the news -<News, User, Community> to capture it's engagement with users and their communities on the social media followed by tensor factorization to generate a latent representation of news. Along with the community interaction of a news article, the content information also plays an important role in determining its veracity. It has been shown that the writing style of hyperpartisan (strong leaning) can be distinguished from mainstream news using certain linguistic features [2] . We make use of this information and propose an enhancement of the above method, by combining the textual information of the news article with the community information in a coupled matrix-tensor factorization framework [3] , which learns a compact latent representation encoding both the textual and community information. We posit that this enhanced information can be helpful in discriminating fake news from the genuine ones.
II. RELATED WORK
The existing literature on fake news detection models can be classified as follows: News Content Models: Broadly, all the works in this category use content of the article to identify any fake news. Most news content models use the writing style and structure to determine the authenticity of news while some systems make use of an external database to verify the claims made in the article [4] . Rubin et al. use rhetorical structure theory to identify fake news based upon their coherence and struture. Yimin et al. [5] employ a linguistic techniques to identify exaggerated, sensationalized content which leads to false news. Social Context Models: Social context based models make use of news' network graph -the users sharing the news and the propogation of the news on the social media platform to identify deceptive news. Tacchini et al. [6] used social context in the form of a bipartite network created from user likes to identify hoax facebook posts. Jin et al. [7] creates a credibility propagation network with tweet viewpoints and evolves it to verify news. News Content and Social Context Combined: Most recent research combines traditional content based features other ancillary features to improve performance of the system. Ruchansky et al. [8] which combines the news articles content features based RNN with social media engagement and users social context features network to decide the veracity of news article. Wu et al. [9] use a LSTM-RNN network over social media propagation pathways of news to classify fake news. The presented research uses both -News Content information and Social Context information and proposes a novel methodology (CIMTDetect) to integrate the echo-chamber information and generate news article embeddings to identify fake news.
III. PROPOSED METHOD

A. Identifying Echo-Chambers
Echo-chambers are closely connected community which shares common beliefs and opinions. In typical lingua franca of social network analysis, echo-chambers are highly polarized groups(communities) in the network graph. Modularity score still being the most common metric for polarization in social networks [10] , we use Girvan-Newman community detection algorithm [11] to identify communities representative of echo chambers in the network. The echo-chamber communities formed are used alongside other features, described in the following subsections.
B. Tensor Input Construction
In this sub-section we discuss the construction of different input matrices for the news tensor formation. User-Community Matrix: The user-community matrix C ∈ R u×c (u is the #users in the social network graph, c is the #communities as identified by the community detection algorithm) is an indicator matrix where C ij = 1, if user i belongs to the community j and 0 otherwise.
News-Content Matrix Each element, M ij = c of the News-Content matrix M ∈ R n×|V | (n is the #news articles and |V | is the size of the vocabulary)is the n-gram frequency count of the j n-gram in the news article i. News-User Matrix Each element, N ij in the News-User matrix N ∈ R n×u (n is the #news articles and u is the #users in the social graph) is a count variable indicating how many times user j shared the news article i on the social media.
C. Tensor Formation
Infusing Community Information in News Representation: Our main motivation behind this representation is to model the news article's interaction with the echo-chambers. Since in the real-world datasets, we don't have this information directly present, we encode this information through the interaction of the user who shared the news article with his community. We hypothesis that there is a distinctive pattern in how the news article is spread in the biased echochambers versus how its propagates otherwise. Going forward, we discuss how we represent the news article as a tensor. We represent a news article as a 3-mode tensor T -<news, user, community>, to capture the news article's interaction with the community (echo-chamber). Each entry of the tensor t ijk is computed as follows: t ijk = N ij * C jk , where N ij and C jk are defined previously.
D. Tensor Factorization
Tensor factorization can be viewed as an higher-order extension of matrix factorization, where the objective is to decompose the higher-order tensor into low-rank tensors. As a result of the decomposition, the tensor can be expressed compactly as sum of lower-rank tensors. The resulting lowrank tensors captures complex interaction between the objects represented by the modes of the tensor. A popular method for tensor decomposition, Tucker decomposition is viewed as an higher-order extension of Principal Component Analysis (PCA). It decomposes the tensor into a core tensor along with matrices corresponding to each mode. The core tensor and the factor matrices are connected to the input tensor through the following relation:
where G is the core tensor and U , V and W being the factor matrices corresponding to each mode of the input tensor X.
To find the factors mathematically, we make use of Higher Order Orthogonal Iteration (HOOI) method. Due to brevity, we skip the gory mathematical details, however, interested readers can refer to the article by Kolda et al. [12] . As result of the decomposition, we get latent representation of each entity, which are later used as input features for the final fake news classification along with some auxiliary tasks.
E. Coupled Matrix-Tensor Factorization
In addition to the social network interaction, news article's textual content is also a strong signal in its final categorization, for obvious reasons. Therefore, we intent to combine the content signal with the social signal by jointly factorizing the article's content matrix (C) with the news-user-community tensor (T ). Doing so, we seek to jointly analyze (C) and (T ), decomposing them into latent factors coupled in the news dimension.
Given the news-user-community tensor T and the termmatrix C, we follow the approach described by Acar et. al [3] for the coupled Matrix-Tensor Factorization (CMTF). Readers interested in the full mathematical treatment of the CMTF method can refer to the article by Acar et. al [13] . The resulting factor matrices represent the lower-dimensional embedding of news articles, users and community, respectively, in our case. These lower-dimensional embeddings of news articles are then used as feature vector for our main task, Fake News Detection.
IV. EXPERIMENTAL DETAILS
A. Datasets
For evaluating the performance of our methods, we choose two real-world datasets with information such as news articles, social media users who shared the article along with the news article's content. The dataset is referred to as FakeNewsNet. The news articles are collected from two reliable news sources, BuzzFeed and PolitiFact. Both the datasets are balanced with respect to the output class, i.e. Fake News and Genuine News. Details about the dataset (annotation details, statistics etc.) can be found in the article by Shu et al. [4] .
B. Experimental Settings
To benchmark our method, we have considered a number of baselines, those can be broadly categorized into two types: Content-Based Baselines: These methods are based on the news article's textual content information only. 1) N-Gram + SVM: This is a content based baseline with N-Gram count values as features followed by a SVM classifier. 2) NMF + SVM: Non-Negative Matrix Factorization is applied on the count matrix to generate latent representation of news. Classification is performed by using a SVM classifier. 3) SVD + SVM: Similar to the above method, SVD is applied on the count matrix to embed the news. SVM classifier is used for the final classification. 4) RST: RST [14] uses RST-VSM (Rhetorical Structure Theory and Vector Space Model) to embed the news article in a latent space. As part of RST, rhetorical structures, discourse constituent parts and their coherence relations are analyzed. Subsequently, a vector space model (VSM) is applied for embedding the news. 5) LIWC: LIWC [15] is a lexicon based method where the lexicon captures the psycholinguistic categories. The goal behind using such lexicon is to capture the deceptive features from the text. The assumption here is that deceptive features can discriminate intentionally written misleading article from the genuine one. Content + Social Engagement Based Baselines: These approaches make use of both the content information of the news article along with its social media interactions by the users. 1) Castillo: The method proposed by Castillo et. al [16] uses new article's content and social engagement features. Several features are extracted from user's profile and his social network graph along with his credibility score. 2) RST + Castillo: We combine features from RST and castillo, thereby considering both the news content and user's social engagements. 3) CITDetect: This is our proposed method without the content information, i.e. using only the tensor representation of the news article. The embeddings generated from the tensor factorization algorithm is feed into a SVM classifier for the final classification. 4) CIMTDetect: This is our proposed method with both the content information and the community-infused tensor information. The embeddings generated are feed into a SVM classifier for the final classification.
V. RESULTS AND DISCUSSION
We use Precision, Recall and F1-score as classification evaluation metrics. We report results as the average of 5-Fold classification along with the standard deviation across the folds. The results are presented in Table I . The results from content-based methods are presented in the first half of the table, and the results from content + social based methods presented in the second half of the table. For details on various hyper-parameter settings used and for the sake of reproducing the results, we have made the code-base of the work public 7 .
A. Evaluating the goodness of the embeddings
In this section, we aim to analyze the applicability and goodness of the embeddings for tasks other than Fake News Detection. Towards this end, we design the following auxiliary tasks: News Cohort Analysis In this study, we perform a qualitative analysis of the news representation learnt in terms of the quality of the clusters formed. The results for the cluster evaluations are reported in the Table III . It is clear from the tables that CIMTDetect outperforms the baseline in majority for the Silhouette Index and for all cases on the CH-Index. Collaborative News Recommendation For this study, we formulate the task as, recommending news articles to a user based on his previous reading or sharing history. For each user, we make use of his lower-dimensional embeddings generated from different methods and find similar users in that particular latent space. Recommendation is done based on top-k most frequent articles in the reading list of similar users. In the dataset, for each user, we have a list of news articles shared by him. We treat that list as gold-standard and compare the recommended news articles to the gold-standard. As baseline, we apply Non-Negative Matrix Factorization over the user feature matrix (we call it UC-NMF) and use the resulting embedding as user's feature vector. It is clear from the table that CIMTDetect outperforms the baseline with a significant margin on both the evaluation metrics as-well as both the datasets.
B. Parameter Sensitivity
We study the sensitivity of our proposed methods with respect to varying hyper-parameter. We analyze the variation in F1-score by varying the news embedding's dimension. Since our main entity of interest is the news article, we vary the latent dimension corresponding to the news article in both our methods, while keeping the other entities dimension constant. It is interesting to note that for CITDetect method, maximum F1-score is achieved for both datasets at the same dimensionality value of the news embedding. While in the CIMTDetect method, best F1-score is achieved at different dimensionality of the news embedding. 
VI. CONCLUSIONS
In this paper, we present a systematic study analyzing the effects of modeling echo-chambers along with the content information for the task of Fake News Detection. We propose a Tensor Factorization based method (CITDetect) and its extension, a coupled matrix-tensor factorization based method (CIMTDetect) for the same. We find that modeling content information and echo-chamber (community) information jointly helps in improving the detection performance. We further propose two auxiliary tasks to verify the generalization of the our proposed methods and later demonstrate their effectiveness over baseline methods for the same. As part of the future work, it would be interesting to explore CCA for combining social graph information with text [17] .
