Abstract Although public clouds still occupy the largest portion of the total cloud infrastructure, private clouds are attracting increasing interest from both industry and academia because of their better security and privacy control. According to the existing studies, the high upfront cost is among the most critical challenges associated with private clouds. To reduce cost and improve performance, virtual machine placement (VMP) methods have been extensively investigated for a number of years; however, few of these methods have focused on private clouds. In this paper, we propose a heterogeneous and multidimensional clairvoyant dynamic bin packing (CDBP) model, in which the scheduler can conduct more efficient VMP processes with additional information of the arrival time and duration of virtual machines to reduce the scale of the datacenter and thereby decrease the upfront cost of private clouds. In addition, a novel branch-and-bound algorithm with a divide-and-conquer strategy (DCBB) is proposed to effectively and efficiently handle the derived problem. Extensive experiments are conducted on both real-world and syn- thetic workloads to evaluate the accuracy and efficiency of the algorithms. The experimental results demonstrate that DCBB delivers near-optimal solutions with a much faster convergence rate than those of the other search-based algorithms that we evaluated. In particular, DCBB yields the optimal solution on the real-world workload with an order of magnitude less execution time than that required by the original branch-and-bound (BB) algorithm.
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Introduction
Cloud computing is a computing paradigm that enables convenient, measurable, and on-demand network access to a pool of configured physical resources, such as CPU and memory. It can be categorized into three major deployment models: public clouds, private clouds and hybrid clouds [1] . Although public clouds still occupy the largest portion of clouds, private clouds are attracting increasing attention from both industry and academia [2] because of their better security and privacy control. According to a 2017 survey [3] focusing on the adoption of cloud computing among IT professionals, 95% of respondents used cloud platforms, and 75% used private clouds or hybrid clouds. Moreover, previous studies [3, 4] have revealed that a high upfront cost is among the most critical challenges associated with private clouds. Thus, efficient resource management methods that aim to reduce the scale of datacenters are in demand to popularize private cloud computing.
The motivation of our work is to propose efficient virtual machine placement (VMP) methods for private clouds, where resources are limited and workloads are more predictable than those of public clouds. We aim to reduce the high upfront cost of datacenters, which is a key barrier to the popularization of private clouds. To achieve this goal, we focus on minimizing the number of servers (#servers), which can also contribute to energy efficiency. Since resources in private clouds are relatively limited, we employ the advance reservation [5, 6] to increase the resource utilization ratio and reduce the resource contention.
VMP is a critical resource management method for cloud computing to improve performance, lower resource consumption and reduce maintenance cost [7] . Many VMP methods have been proposed with different objectives, including effective load balancing, high energy efficiency, and high network traffic efficiency. However, the private cloud scenario where resources are limited and workloads are more predictable has received little attention. As private clouds receive increasing interest from industry and academia, one of the emerging challenges of VMP is to determine how to conduct efficient scheduling to minimize the #servers and thus reduce the high upfront cost in the private cloud scenario.
Although the majority of research and industry applications still focus on the on-demand provision, the advance reservation has been increasingly at-tracting interests in the literature. Similar to the widely adopted appointment system [8] , the advance reservation can improve the scheduling efficiency and mitigate the resource contention with additional appointment time information. Applications of the advance reservation to cluster computing [9, 10] and grid computing [11, 12] have been extensively researched to exploit its potential. In recent years, researchers have applied the advance reservation to cloud computing to improve energy efficiency [6] and maximize revenue [5, 13] . Moreover, cloud providers (e.g., Amazon 1 ) have also provided reserved instances to satisfy user requirements. With more predictable workloads and to handle the limited resources in private clouds, we employ the advance reservation to increase the resource utilization ratio and reduce the resource contention.
Bin packing is typically employed to address VMP problems. However, classic bin packing only concentrates on the resources and ignores the time information, which makes it difficult to address problems with an additional time dimension (e.g., advance reservation). Compared to classic bin packing, dynamic bin packing (DBP) can better handle VMP problems concerned with reservations since it considers time factors. By definition, DBP [14] aims to model scenarios in which items arrive and depart randomly. DBP can be further classified into clairvoyant and nonclairvoyant settings regarding the time at which the scheduler becomes aware of the departure time of virtual machines (VMs). Initially, researchers focused on nonclairvoyant dynamic bin packing (NCDBP), in which the system does not know the departure times of VMs until they have departed. With the advances in cloud workload prediction techniques [15, 16, 17] , clairvoyant dynamic bin packing (CDBP), in which the system becomes aware of the departure times of VMs when they arrive, has received increasing attention in recent years. Although efforts have been made to apply the DBP model to cloud computing, few studies have been conducted that consider the heterogeneous environment or multidimensional resources, which impedes its further application.
The main contributions of this paper are as follows:
1. We propose novel methods to reduce the upfront cost, which is the main barrier to the popularization of private clouds, by reducing the total #servers required. 2. We present a formalized definition of the enhanced CDBP with heterogeneous environments and multidimensional resources to better address VMP problems with an additional time dimension. 3. We propose a novel branch-and-bound algorithm with a divide-and-conquer strategy (DCBB) to deliver near-optimal scheduling solutions with significantly less execution time than that required by the other search-based algorithms that we evaluated. 4. We enhance ant colony system coupled with the order exchange and migration technique (OEMACS) with the ability to handle heterogeneous environments, multidimensional resources, and additional time information to make the algorithm more practical. A list of common acronyms used throughout this paper is presented in Table 1 for readers' convenience.
The remainder of this paper is organized as follows. Section 2 first introduces related work. Then, Section 3 explains the system model. Next, Section 4 presents the scheduling algorithms, and Section 5 describes the implementation and experiments. Finally, Section 6 concludes the paper.
Related Work
This paper applies CDBP to VMP to enhance the classic VMP model with an additional time dimension, designs corresponding algorithms to address the evolved problem, and analyzes the proposed methods. In this section, we introduce and discuss the existing methods that focus on VMP and CDBP models.
Virtual Machine Placement
VMP [7, 18, 19, 20, 21] has been extensively investigated as a major process in cloud computing resource management. This process aims to initially allocate VMs to servers with certain objectives, including energy conservation [22, 23, 24] , cost minimization [25, 26] , resource saving [27, 28, 29] , and load balancing [30] .
Researchers have applied numerous algorithms to efficiently conduct VMP. Accurate algorithms such as linear programming [31] , stochastic integer programming [32] , and Pseudo-Boolean optimization [33] have been studied to provide optimal scheduling solutions. Despite their accuracy, optimal algorithms are computationally prohibitive since VMP is a well-known NP-hard problem [19] . To accelerate the scheduling process, many heuristic algorithms based on a first-fit (FF) strategy [19, 34] , best-fit strategy [34, 35] , worst-fit strategy [34] and first-come-first-serve strategy [36] have been proposed to reduce the execution time with some decreases in accuracy. With the recent advances in evolutionary algorithms, researchers have also applied algorithms such as the frog leaping algorithm [37] , ant colony optimization algorithm [20, 38] , and genetic algorithm [21] to VMP to improve the scheduling performance. In 2016, Liu et al. [38] proposed OEMACS, an ant colony system with the order exchange and migration technique, which addresses VMP problems better than other evolutionary and traditional algorithms.
Although many studies have been conducted in the field of VMP, only a small number of these studies have focused on private clouds, where the workloads are more predictable and resources are limited. Researchers have applied the genetic algorithm [39, 40] and artificial bee colony algorithm [40] to address the VMP problems in private clouds for power efficiency, but they did not improve the scheduling performance based on the characteristics (e.g., predictable workloads and limited resources) of private clouds. To better handle the above problems, we present a formal representation of the VMP model combined with CDBP and propose efficient algorithms to handle the problem effectively and efficiently.
Clairvoyant Dynamic Bin Packing
Resource-aware VMP has typically been abstracted into a bin-packing problem that consists of a situation in which several items need to be packed into the minimum number of bins [41] . Bin packing and its d-dimensional variants have been extensively studied [42, 43, 44, 45] since the 1960s. Many approximation algorithms have been proposed for 1-dimensional bin packing [42] . Fernandez de La Vega and Lueker [43] proposed the first polynomial-time approximation scheme for 1-dimensional bin-packing problems and proved that 2-dimensional packing problems cannot have a polynomial-time approximation scheme. In addition to the commonly considered homogeneous bins, some researchers have proposed algorithms for bin-packing problems in heterogeneous environments [45] . Although classic bin packing has been extensively employed to model resource-aware VMP, it has difficulties in describing the time-enhanced cases, e.g., advance reservation.
DBP [14] is an extension of the classic bin packing that additionally considers arrival time and duration, with items arriving and departing dynamically. Compared to classic bin packing, DBP can model the advance reservation scenario better and result in more efficient scheduling with time multiplexing. When it was first proposed and analyzed by Coffman et al. [14] for allocation problems in computer systems, researchers focused on NCDBP, in which the scheduler does not know the departure time of VMs until they depart. The researchers applied FF to reduce the #servers required and proved that no online algorithm can obtain a lower performance bound than that of FF. Later, researchers applied the model to reduce the total usage time of servers. Li et al. [46] proved that the upper bound of the competitive ratio of FF is 2µ + 13 and that the competitive ratio of the best fit is not bounded for µ. They then proposed a modified FF to improve the competitive ratio to µ + 8 when µ is known. Afterward, Kamali et al. [47] improved the upper bound of the competitive ratio to 2µ + 1, and Tang et al. [48] reduced the value to µ + 4.
In recent years, researchers have paid more attention to the application of CDBP to minimize the total usage time of servers. In contrast to the nonclairvoyant model, the scheduler in CDBP can perceive the departure time upon the arrival of the VMs, which can contribute to more flexible scheduling. Ren et al. [49] proposed DDFF with a 5-approximation ratio and the dual-coloring algorithm with a 4-approximation ratio as offline solutions. In 2017, Azar and Yossi [50] proposed FF with a classify-by-duration strategy with the competitive ratio equal to the lower bound of the competitive ratio √ log µ of any online algorithm.
Despite the great efforts of researchers on DBP, their contributions are limited to homogeneous environments and 1-dimensional resources to simplify the work. Moreover, as shown above, most research on DBP is to minimize the usage time of all servers. In this paper, we propose novel DBP algorithms, which can handle heterogeneous environments and multidimensional resources, to minimize the total #servers required.
System Model
In this section, we present a novel heterogeneous and multidimensional CDBP model for the VMP problem in private clouds where the workloads are more predictable and resources are limited. This model aims to better characterize the real-world VMP problem with a more detailed description of resources and time factors. In addition, with the additional arrival and duration information provided by the model, the scheduler can perform more efficient scheduling through time multiplexing. To provide a formal representation of the model, we first define the VMs and servers, then clarify the time-enhanced constraints and objectives, and finally analyze the present model.
Let S = (s 1 , s 2 , . . . , s m ) and V = (v 1 , v 2 , . . . , v n ) denote the set of servers and set of VMs, respectively. The VM v j in V consists of a triple (a j , p j , r v j ), where a j is the arrival time, p j is the usage duration, and r v j represents the resources that it demands. v j represents that a VM demanding r v j resources arrives at time a j and remains for a period of p j . We assume that a j ≥ 0 and p j ≥ 0 for all j. Regarding servers, each server s i in S can be simply represented by its resources r s i since it does not need an additional time dimension. Given that l types of resources in total are considered, we have r amount of the k th resource of the j th VM t a time moment in the experimental period T the total experiment time u jt a symbol notifying if the execution time of the j th VM contains time t; it is 1 if the execution time of the j th VM contains time t, and 0 otherwise x ij a symbol notifying if the j th VM is assigned to the i th server; it is 1 if the j th VM is assigned to the i th server, and 0 otherwise and multidimensional CDBP model for VMP as follows.
The symbols used in the formulae are explained in Table 2 .
As shown in Eq. (1), the objective is to minimize the total #servers required (i.e., minimize the scale of a datacenter). If required, we can also modify the objective function based on the user requirements. Constraint Eq. (2) indicates that, at any time, each server should have more resources than those demanded by all the VMs that it accommodates for any resource dimension. Specifically, the left part of Eq. (2) represents the total k th resource demanded by all VMs from the i th server, while the right part represents the k th resource of the j th server. Moreover, the constraint in Eq. (3) means that every VM should be scheduled to one and only one server, which indicates that all VMs should be accommodated and the migration is not considered in the model. The constraints in Eq. (4) and Eq. (5) state the ranges of x and u, respectively.
To provide an intuitive description of the proposed model, we present the allocation results under the classic setting and CDBP setting in Fig The requests in the proposed model have some special forms, as follows:
1. arrival time = 0: the request should be executed immediately without a reservation. 2. execution time = ∞: the duration of the request is not determined, and the demanded resources should be reserved until it terminates. 3. arrival time = 0 and execution time = ∞: the request will be degraded into a classic request since it does not provide any valid time information.
These three special forms are not recommended in the CDBP model because they will reduce the degree of time multiplexing. In addition, from the third form, we find that the request under the CDBP model is more general than the original one, which indicates a wider application. As shown in Eq. (1), we aim to minimize the #servers, thus reducing the upfront cost, while accepting all the VMs. However, other objectives (e.g., load balancing and cost minimization) can also be adopted. In Section 4, we will present the algorithms proposed to address the VMP problem with an additional time dimension derived from the CDBP model introduced in this section.
Scheduling Algorithms
This section introduces the proposed algorithms that aim to solve the problem derived from the proposed model described in Section 3. First, we present the motivations and requirements of the algorithms. Then, we provide the details of DCBB and improved versions of duration-descending first fit (DDFF) and OEMACS.
Motivations and Requirements
Although algorithms have been proposed for the classic VMP problem, as described in Section 2, we need to design novel algorithms or improve existing algorithms to handle the additional time dimension under the CDBP model. Although the classic online algorithms can address the time dimension in a time-sequential fashion, their accuracies need to be improved, as shown in Section 5. Therefore, we propose DCBB to effectively and efficiently handle the VMP problem with the additional time dimension. In addition, we also adapt DDFF and OEMACS to the proposed model.
A practical VMP algorithm under the proposed model should satisfy the following requirements.
R1. Multidimensional resources [37] : the algorithms should be able to handle resources with multiple dimensions, although some algorithms will become slower when the resource dimensions increase. R2. Heterogeneity [37] : heterogeneous environments, in which servers have different amounts of resources, should be considered by algorithms since such environments are a common feature of cloud datacenters. R3. Time dimension [51] : the algorithms are expected to handle the time dimension, which is the key feature of the CDBP model. Time multiplexing should be enabled to increase the resource utilization ratio and thus reduce the #servers required to accommodate VMs. R4. Availability [5] : the algorithms should ensure that resources are reserved in the appointed period for every accepted VM request, which is the basic requirement of the advance reservation mechanism.
In the following subsections, we present our proposed algorithms and explain how they satisfy the above requirements.
Duration-Descending First Fit
In the literature, Runtian et al. [49] proposed DDFF and dual coloring to minimize the total usage time of servers under the CDBP model, with approximation ratios of 5 and 4, respectively. In this subsection, we aim to modify the DDFF algorithm to minimize the #servers in heterogeneous environments with multidimensional resources. Although the dual-coloring algorithm has a lower approximation ratio, the difficulty in enhancing it with multidimensional resources impedes us from applying the algorithm to our model. DDFF first sorts the VMs by duration in descending order and then allocates VMs in an FF manner. It can be easily adapted to a multidimensional resource scenario because of its natural feature. However, FF-based algorithms such as DDFF, which were originally designed for the 1-dimensional resource scenario, generally have difficulties in sorting servers by resources when handling the multidimensional resource scenario since an inclusion relationship does not exist in this case. Inspired by [38] , we apply a shuffling process to improve the scheduling performance. We find that the shuffling process can effectively improve the accuracy of FF-based algorithms, as shown in Section 5. The pseudocode of the DDFF algorithm with the shuffling process is shown in Algorithm 1.
Algorithm 1: DDFF
Input: a set of VMs: vmSet, a set of servers: serverSet Output : allocations of virtual machine requests in vmSet to servers in serverSet
allocation.add({server, vm})
As shown in Algorithm 1, Line 1 sorts the VMs by duration in descending order, which aims to improve the accuracy of the algorithm. Line 2 shuffles the servers, which is used to improve the scheduling performance in multidimensional resource scenarios (R1) and heterogeneous environments (R2). The effectiveness of the sorting and shuffling processes is shown through the experiments (Section 5). When the algorithm judges whether a server can accommodate a VM in Line 6, every resource dimension (R1) and the time dimension (R3) are both considered. Once a VM can be accommodated by a server, the corresponding demanded resources will be reserved for the VM (R4) as shown in Line 7.
Having introduced the details of DDFF, we can prove that it is a polynomialtime algorithm with a time complexity of O(nlogn) + O(mn), where m and n are the #servers and number of VMs (#VMs), respectively. Despite its fast processing speed, the outcome is generally far from the optimum. To compensate for the accuracy degradation, we present two more algorithms designed for more accurate scheduling solutions. 
Order Exchange and Migration Ant Colony System
As mentioned in Section 2, the OEMACS algorithm [38] performs better than the conventional heuristic and other evolutionary algorithms when addressing the classic VMP problem in heterogeneous environments (R2). The local search techniques, namely order exchange and migration, proposed by the authors for the ant colony system have contributed to the impressive performance of OEMACS. We improve OEMACS by taking an additional time dimension (R3) into account and enhance the advance reservation (R4) such that it can be applied to the CDBP model. Furthermore, we also enhance the algorithm with multidimensional resources (R1), whereas OEMACS was originally designed for two dimensions only. To achieve the above goals, we mainly modify several formulae with the major part of OEMACS preserved. The modified formulae are shown in Eqs. (6) to (10), with the notations explained in Table 3. 1. We modify the expression of feasible servers to ensure that the resources demanded by all VMs are not larger than the capacity of the target server in every resource dimension at any time, as shown in Eq. (6).
2. We improve the expressions of the heuristic information (Eq. (7)), overload ratio (Eq. (8)), heuristic objective (Eq. (9)) and global pheromone updating operation (Eq. (10)) by calculating the average remaining resource ratio during a time period with all resource dimensions, as shown in the following part. Although the classic branch-and-bound (BB) algorithm can yield the optimal solution by addressing the linear programming model introduced in Section 3, the execution time is beyond tolerance, especially in large-scale cases. In this subsection, we propose a DCBB algorithm based on BB with an extra divide-and-conquer process to improve the scheduling efficiency with little to no degradation in accuracy. To achieve this goal, DCBB first clusters the VMs into several VM sets, then works out the scheduling solutions for each set, and finally merges the subsolutions into the final one.
The main procedure of DCBB is as follows. As shown above, rather than scheduling VMs as a unit, the DCBB algorithm employs the divide-and-conquer process to handle the problem more efficiently.
Step 1 applies the method of time multiplexing (R3) to cluster the VMs into several VM sets based on time information, then schedules them separately in Steps 2 and 3, and finally merges the results without resource contention (R4) in Step 4. Although the original BB can conquer the VMP problem with multidimensional resources (R1) in heterogeneous environments (R2), it is computationally prohibitive. Through the divide-and-conquer process, DCBB significantly improves the efficiency at the cost of a minor precision degradation, as demonstrated in Section 5.
Algorithm 2: DCBB
Input: a set of VM requests: vmSet, a set of servers: serverSet Output : allocations of VM requests in vmSet to servers in serverSet // cluster the VMs into the SCS and LS. A typical cluster algorithm is present as Algorithm 3 1 (scs, ls) ← cluster(vmSet) 2 foreach cs in scs do The pseudocode of DCBB is shown in Algorithm 2. In the procedure, Line 1 corresponds to the clustering process, while Lines 2 to 5 introduce the processes of conquering and merging. We have designed different clustering algorithms such that CSs can satisfy the two conditions described in the DCBB procedure. However, in our current work, different clustering algorithms perform similarly in both the theoretical analysis presented later in this subsection and the experiments presented in Section 5. Thus, we present only one clus- Step 1 and Step 2 guarantee that the execution times of any two VMs in a CS overlap with each other and that no two VMs in different CSs overlap, while
Step 3 ensures that all VMs are clustered into certain VM sets, where they will be scheduled later. Although much more theoretical research on DCBB and the clustering algorithm needs to be conducted, we have already discovered some features of the clustering algorithm and its influence on DCBB, as shown in the following lemmas and theorem, with the abbreviations listed in Table 4 .
Lemma 1 If one clustering algorithm yields |ls| = 0, then all clustering algorithms yield |ls| = 0.
Proof Assume that the lemma is invalid, assume that clustering algorithm a 1 yields SCS scs 1 = {cs 11 , cs 12 , . . . , cs 1n }, clustering algorithm a 2 yields SCS scs 2 = {cs 21 , cs 22 , . . . , cs 2n } and LS ls . Then, for any v i ∈ ls , there must exist two VMs v k1 and v k2 belonging to the same CS cs 2j in scs 2 satisfying Eqs. (11) to (13) p
From Eqs. (12) and (13), we can infer that v i and v k1 belong to the same cs 1k , since both of v i and v k1 should belong to the same CS as v k2 in scs 1 . However, according to Eq. (11), v i and v k1 can not be clustered into the same CS. Thus the lemma is validate as the assumption fails.
Lemma 2 If the integrated clustering algorithm yields |ls| = 0, then the DCBB will deliver the optimal solution.
Proof According to the independent runtime of the VMs in different CSs and given |ls| = 0, we have DCBB(vmSet) = DCBB(
Since BB(cs i ) ≤ BB(vmSet),
we have DCBB(vmSet) ≤ BB(vmSet). (16) Since BB is the accurate algorithm, we can infer that the DCBB can yield the optimal solution.
Theorem 1 If one clustering algorithm yields |ls| = 0, then DCBB integrated with any clustering algorithm will yield the optimal solution.
Proof We can deduce Theorem 1 based on Lemma 1 and Lemma 2. Proof For any two clustering algorithms a 1 and a 2 , if a 1 yields scs 1 = {cs 11 , cs 12 , . . . , cs 1m }, then a 2 yields scs 2 = {cs 21 , cs 22 , . . . , cs 2n } without the LS because of Lemma 1. Assume that v x resides in cs 1i and cs 2j . If cs 1i is different from cs 2j , then VM v y must exist such that v y ∈ cs 1i and v y / ∈ cs 2j , or v y / ∈ cs 1i and v y ∈ cs 2j . Thus, v x and v y are clustered into the same CS only in scs 1 or scs 2 , which contradicts Lemma 3.
As shown above, the resource related features are not involved in the deductions of Lemmas 1 to 4 and Theorem 1, which indicates that the conclusions satisfy requirements R1 and R2 well. Furthermore, Theorem 1, Lemma 1, and Lemma 2 present the typical condition where R3 can be best fulfilled. Since all VMs can be clustered into several independent VM sets that do not overlap with each other, DCBB can achieve the optimal solution by merging the sub-solutions for each subset in this condition. In addition, because all the VMs can be clustered to a certain CS or the LS, where they will be later scheduled to a certain server, R4 is not violated during the clustering process.
Implementation and Experiments
In this section, we present the experimental results to study and compare BB, DCBB, OEMACS, DDFF, and FF on real-world and synthetic workloads with different features. In the following part, Subsection 5.1 first introduces the workloads. Then, Subsections 5.2 to 5.6 conduct experiments to answer the following questions: Finally, Subsection 5.7 summarizes the experimental results.
Workloads
We used the real-world workload to observe the performances of algorithms in practice. In addition, synthetic workloads are also generated to observe the influence of #VMs and time distribution on the algorithms. Furthermore, we selected 8 types of VMs from the Amazon Elastic Compute Cloud (EC2) 2 and 3 types of servers in accordance with the products from Inspur Technologies Co., Ltd.
3 to make the experimental environment closer to reality. As shown in Table 5 , the synthetic workloads contain CPU-intensive, memory-intensive, and SSD-intensive VMs and servers to represent the general case. In addition, we used a uniform distribution U (a, b) and a Gaussian distribution N (µ, σ 2 ) to simulate the arrival time and duration of VMs, respectively.
The details of the workloads are as follows.
-Workload I: real-word workload Considering the completeness and quality of the workloads, we selected two real-world datasets, namely "RICC" and "UniLuGaia", from the "Logs of Real Parallel Workloads from Production Systems" [52] to evaluate and compare the accuracy and efficiency of the algorithms. In contrast to synthetic data, these real-world datasets have a long time span, sparse VM distribution, and occasionally uncompleted records. Thus, we first performed data cleaning on the two datasets to make the experiments more significant. Considering the computational capacity of the experimental environment, we extracted 500 qualified records from each dataset to conduct the experiments.
-Workload II: various #VMs and fixed time distributions
We generated Workload II, in which the total #VMs increases from 24 to 336 while the distributions of arrival time and duration are fixed, as shown in Table 6 , to illustrate the influence of #VMs.
-Workload III: fixed #VMs and various time distributions
Workload III is designed to study the influence of time distributions on the algorithms. In this workload, we fixed the total #VMs at 160. For the time distribution, both the upper bound of the arrival time b and the mean value of the duration µ vary between 60 s and 420 s, while the lower bound of the arrival time a and the variance of the duration σ are left unchanged, as shown in Table 6 .
In the following parts, the above workloads will be processed in a KVMbased VM with 8 VCPUs and 16 GB of memory to analyze, evaluate, and compare the different algorithms.
Experiment on Real-World Workload
In this subsection, we employ Workload I to check the performances of the algorithms on real-world datasets, which is a key point to perform the evaluation and comparison. The results are shown in Fig. 2 . First, we performed comparisons of the execution time. As shown, DDFF and FF require less than 0.1 s to yield a solution, which is much less than that required by the other algorithms. The execution times of DCBB and OEMACS are approximately dozens of seconds, whereas BB requires the most timeseveral hundreds of seconds.
For the #servers required by the algorithms, DCBB has the same results as BB, which is optimal. DDFF requires the third least #servers on dataset RICC; however, it has the worst accuracy on dataset UniLuGaia. OEMACS and FF have accuracies similar to that of DDFF.
To summarize, DCBB, with an order of magnitude less execution time, achieves the same optimal solution as BB does. Moreover, OEMACS requires nearly the largest #servers with a relatively long execution time, which is possibly caused by the extra problem complexity introduced by additional time and resource dimensions. Furthermore, FF-based algorithms can produce a scheduling solution in a trivial execution time, indicating that they are suitable for real-time scheduling. In the following subsections, we will perform more comprehensive analyses of algorithms with synthetic data.
Comparison of Convergence Rate
As search-based algorithms, DCBB, BB, and OEMACS can deliver better solutions given longer execution times before obtaining the optimum. Particularly, BB can always provide an optimal scheduling solution given enough time in theory. However, the execution times of algorithms cannot be arbitrarily long. Thus, we need to study the convergence rates of these algorithms to evaluate the algorithms and make a compromise between accuracy and efficiency. In this subsection, we apply DCBB, BB, and OEMACS to Workload II to compare the convergence rates of these algorithms. 3 shows that the total #servers required by DCBB has an exponential decay against the execution time, which becomes the fastest convergence rate. Furthermore, we find that DCBB converges before 50 s in most cases. In contrast, the convergence rate of BB is much slower, nearly fitting a linear decay after a period of unchanged results. The data loss of BB after 50 s in Fig. 3(d) , where the #VMs is 312, is caused by the oversized computational resources required by BB. In the other cases shown in Figs. 3(a) to 3(c) , BB obtained nearly convergent results after 1000 s. For OEMACS, the unsatisfactory #servers required remains almost unimproved as the execution time increases.
We can conclude that DCBB achieves the fastest convergence rate, OEMACS leads to nearly unchanged results, and BB has the slowest convergence rate. In the following parts, we set time limits of 50 s and 1000 s for DCBB and BB, respectively, and an iteration limit of 5 for OEMACS to balance the accuracy and efficiency according to the results shown in Fig. 3 .
Effectiveness of shuffling process
In this subsection, we apply FF and DDFF with and without the shuffling process to Workload II to observe the effectiveness of the shuffling process. The results are shown in Fig. 4 , where NS works as a postfix indicating algorithms without the shuffling process. Note that we did not sort the servers to improve the algorithm performance since an inclusion relationship does not exist in multidimensional resource scenarios.
As shown in Fig. 4(a) , the lines representing the #servers required by FF and DDFF are under those of FFNS and DDFFNS, which indicates that the shuffling process effectively reduces the total #servers required. Moreover, the effectiveness of the shuffling process becomes more evident as the #VMs increases. Moreover, the error bar within the curve implies that even the worst case of the algorithms with shuffle is better than the best case of the ones without the shuffling process. Furthermore, the two nearly overlapping lines in Fig. 4(a) indicate that the duration-descending process does not have much impact on the #servers under the CDBP model.
Regarding the execution time, Fig. 4(b) implies that the shuffling process does not introduce much extra time. Although DDFFNS and FFNS require shorter execution times when #VMs is small, the difference disappears as #VMs increases. The extra execution time caused by the shuffling process is thus regarded as trivial compared to the total scheduling process and the perturbation caused by the different orders of servers. In addition, the execution times of the algorithms are relatively unstable and even deviate greatly from the average value according to the error bar.
From the experimental results in this subsection, we can conclude that the shuffling process can reduce the #servers required by FF and DDFF. Moreover, the additional time introduced by the shuffling process is trivial, particularly when #VMs is large. In the following experiments, we employ DDFF and FF with the shuffling process for their better performance.
Influence of Number of Virtual Machines
In this subsection, we evaluate and compare the algorithms on workload II, where the #VMs varies. As shown in Table 7 , the average #servers and execution time of each algorithm for different #VMs are listed. The data of BB are not available when the #VMs exceeds 240 because the computational resources of the experimental environment are no longer sufficient to support BB further. Table 7 shows that DCBB yields better results than DDFF, FF, and OEMACS in much less time than that required by BB. Although BB generally yields a slightly smaller #servers than DCBB when the #VMs is less than 192, it requires a longer execution time and an enormous amount of computational resources. Furthermore, DCBB yields the smallest #servers when the #VMs exceeds 192. The performance of OEMACS is not desirable, as it often requires the largest #servers over a relatively long execution time. In addition, DDFF and FF always output similar #VMs in less than 0.1 s, which is a trivial execution time compared to those of the other algorithms.
The results in this subsection show that larger a #VM can cause an increase in the resulting #servers. Moreover, BB delivers the smallest #VMs with a long execution time when the problem scale is small. However, accurate algorithms (e.g., BB) can not handle large-scale problems because of the prohibitive computational complexity. In addition, the experiment demonstrates that DDBB can make a tradeoff between accuracy and efficiency, as it can output near-optimal results within 60 s. Although DDFF and FF do not yield better results than that of DDBB, they can provide a scheduling solution within less than 0.01 s, which is suitable for real-time scheduling.
Influence of Time Factors
Regarding the influence of arrival time and duration, we tested the algorithms on Workload III with varying distributions of arrival time and duration of VMs to observe the changes in the accuracy and efficiency of different algorithms. As shown in Fig. 5(a) , the execution times of the algorithms do not fluctuate much along with the variance of the time factors. Consistent with the previous results, BB takes the most (approximately 1020 s), while DDFF and FF require a trivial execution time (less than 0.1 s). Because BB did not terminate before the time limit (1000 s), it did not promise an optimal result.
After a comprehensive analysis of Figs. 5(b) to 5(d), we can conclude that a shorter duration and larger arrival time range both result in a lower #servers in general. The results are logical, as the sparse distribution of VMs can lead to a higher degree of time multiplexing, thus contributing to a smaller #servers. Although BB generally delivers the least #servers in general, its execution time is long. Moreover, several outliers produced by BB in Fig. 5(b) also reflect its instability under a time limit. Similar to previous results, OEMACS generally performs the worst in this experiment. Furthermore, DCBB yields the second smallest #servers, as shown in Figs. 5(b) to 5(d).
To summarize, a shorter duration and larger arrival time range lead to a lower #servers required by the algorithms, which is possibly caused by a higher degree of time multiplexing. Regarding execution time, it does not vary much for different time parameter settings. Consistent with the previous results, DCBB yields near-optimal solutions with a relatively short execution time, BB leads to the lowest #servers with the longest execution time, OEMACS typically delivers unsatisfactory performance, and FF-based algorithms have the fastest processing speed.
Summary
The experiments shown in Subsections 5.2 to 5.6 have answered questions Q1-Q5 raised at the beginning of Section 5:
A1. BB and DCBB can both deliver the optimal solutions on the real-world workload that we used, while DCBB takes an order of magnitude less time than that of BB. Meanwhile, FF and DDFF can deliver a scheduling solution in an insignificant execution time (less than 0.1 s), indicating that they are suitable for real-time scheduling. However, the performance for OEMACS was not satisfactory in terms of both accuracy and efficiency. A2. DCBB has a much faster convergence rate than that of BB. As with OEMACS, its unsatisfactory result nearly does not improve with increasing execution time. A3. The shuffling process efficiently improves the accuracy of DDFF and FF with a trivial increase in the execution time. A4. A larger #VMs increases the #servers required by the algorithms. Furthermore, accurate algorithms such as BB have difficulty in handling large-scale problems because of their prohibitive computational complexity. A5. A shorter duration and larger arrival time range can result in a lower #servers with little influence on the execution time of the algorithms.
In addition, the experiments also demonstrate that the proposed algorithms satisfy the requirements R1-4 mentioned in Subsection 4.1. Since the algorithms can handle Workloads I-III where the resources are multidimensional and the servers are heterogeneous, R1 and R2 are satisfied. Furthermore, R3 has been met as different VMs without overlapping execution times can share the same resources. R4 has also been fulfilled since no VM requests are rejected in the experiments.
Overall, the experimental data have confirmed that DCBB can yield nearoptimal scheduling solutions in significantly less execution time than those required by other search-based algorithms that we evaluated. The results also verified that FF-based algorithms have the fastest processing speed and that BB can deliver the best solution when the problem scale is small. In addition, the experimental result of OEMACS is unsatisfactory, which is possibly caused by the extra problem complexity introduced by the additional time and resource dimensions. Furthermore, a larger arrival time range and a shorter duration of VMs both lead to a lower #servers required by the algorithms since they enable higher degrees of time multiplexing.
Conclusions and Future Work
To lower the expensive upfront cost of private clouds, we have proposed DCBB, an effective and efficient VMP algorithm under the heterogeneous and multidimensional CDBP model, to reduce the #servers required to accommodate VMs. The experimental data have clearly confirmed the superiority of DCBB. It has been verified that DCBB can achieve near-optimal solutions in significantly less execution time (by an order of magnitude on the real-world workload) than that required by BB. The experimental results also show that DCBB has a much faster convergence rate than those of the other search-based algorithms that we evaluated. Although BB can yield the optimal solution in theory, it requires a long execution time and large computational resources and shows unstable performance when given a time limit. Moreover, we have improved the accuracies of DDFF and FF by including an additional shuffling process, which can be applied to real-time scheduling for their trivial processing time. In addition, the experimental results demonstrate that the OEMACS algorithm does not deliver the expected performance under the proposed model, which is possibly caused by the extra problem complexity introduced by additional time and resource dimensions. Furthermore, the experiments indicate that, in addition to the lower #VMs, a shorter duration and larger arrival time range can also lead to a lower #servers required by the algorithms due to a higher degree of time multiplexing.
Although extensive experiments have been conducted to evaluate and compare the algorithms, we have not fully proven the superiority of DCBB in theory. In addition, the influence of clustering algorithms on DCBB is also not clear. Therefore, more theoretical analysis should be conducted to discover more features of DCBB and to make further improvements.
