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Strong repulsive interactions between electrons can lead to a Mott metal-insulator transition. The
Dynamical Mean-Field Theory (DMFT) explains the critical end-point and hysteresis region with
single-particle concepts such as the spectral function and the quasiparticle weight. In this work, we
reconsider the critical end point of the metal-insulator transition on the two-particle level. We show
that the relevant eigenvalue and eigenvector of the non-local Bethe-Salpeter kernel provide a unified
picture of the hysteresis region and of the critical end point of the Mott transition. In particular,
they simultaneously explain the thermodynamics of the hysteresis region and the iterative stability
of the DMFT equations. This analysis paves the way for a deeper understanding of phase transitions
in correlated materials.
The interplay of interactions, correlations and quan-
tum statistics in quantum many-body physics is respon-
sible for the appearance of complicated new phases, with
the Mott transition [1] as a prominent example. The
simplest theoretical realization of this correlation driven
metal-insulator transition (MIT) occurs in the (single-
band) Hubbard model [2–5]. Quantum simulators using
ultracold fermions in optical lattices are providing un-
precedented experimental insight into this transition [6–
10].
From the theory side, the Dynamical Mean-Field the-
ory [11, 12] (DMFT) provides a rare example of an ex-
act solution to a strongly correlated problem, namely to
the Hubbard model in the limit of infinite dimensions.
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FIG. 1. Sketch of the phase diagram of the particle-hole
symmetric Hubbard model in DMFT. The first-order metal-
insulator transition occurs at Uc(T ) (blue curve), with a
second-order critical end-point at (Uc, Tc) (purple dot). The
shaded area is the hysteresis region, where both metal (m)
and insulator (i) can be stabilized. The colored curves illus-
trate the free energy landscape at selected points (dots) in the
phase diagram, the vertical marks denote the local maxima of
the free energy, the triangles the local minima and the arrows
the global minimum.
During the first decade after DMFT’s invention, the
essence [13] of the Mott transition was ascertained [14–
21]: At the zero temperature transition to the insulat-
ing phase, the quasiparticle weight vanishes and the self-
energy is divergent at small frequency, in contrast to the
Fermi liquid. The U -T (interaction-temperature) DMFT
phase diagram of the particle-hole symmetric model can
be summarized as follows (sketched in Fig. 1, for an
overview see Refs. [21–24]): at low temperature, there
is a metallic phase at small U < Uc1 and an insulating
phase at large U > Uc2. In between, for Uc1 < U < Uc2,
both metallic and insulating solutions can be stabilized.
This hysteresis region (shaded blue area) ends at a criti-
cal temperature Tc, where Uc1 = Uc2 = Uc (purple dot).
No phase separation occurs in the particle-hole symmet-
ric system [22].
Although the single-particle properties (Green’s func-
tion, self-energy, quasiparticle weight) are sufficient to
understand the essentials of the metal-insulator transi-
tion, two-particle properties provide another rich layer of
information about the response to external fields, spa-
tial correlations, and optical properties. The simplifi-
cations of infinite dimensions allowed early studies at
the two-particle level [17, 18, 25–28], but a systematic
investigation of the DMFT two-particle physics had to
wait [29–36] for computational improvement, especially
the invention of continuous-time Quantum Monte Carlo
solvers [37–39].
There has recently been a flurry of activity on diver-
gences on the two-particle level [36, 40–43], from simple
toy models [44, 45] and the Hubbard atom [46] to cluster
approaches [47], relating these divergences to unphysical
solutions [41, 43, 48] and to the suppression of fluctua-
tions [49, 50]. Crucially, divergences of the irreducible
vertex already appear in impurity models and therefore
cannot originate in the Mott transition: there is no Mott
transition in an impurity model with fixed bath – just
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2as the Brillouin function in Curie-Weiss mean field the-
ory of the Ising model is smooth – and only the self-
consistent adjustment of the DMFT auxiliary impurity
provides the opportunity for a phase transition. Thus, on
the two-particle level we also expect the Mott transition
to appear via self-consistent feedback, that is, outside the
impurity model.
The divergences of the irreducible vertex imply that
the eigenvalues of the local charge vertex function and lo-
cal generalized susceptibility can change sign [36, 43, 50]
and, as a matter of fact, the same holds for the corre-
sponding lattice quantities. This undercuts the original
idea of using them for constructing the Landau functional
near the Mott transition [51, 52] because the curvature of
the free energy is supposed to be positive definite for sta-
tionary solutions. Indeed, Ref. [52] pointed out that the
stationary point of the self-energy functional is not neces-
sarily an extremum. Recently, it was shown [35] that the
non-local Bethe-Salpeter kernel, instead of the full one,
is a more appropriate quantity to describe the Mott tran-
sition, since it yields positive eigenvalues which approach
unity from below. The corresponding symmetric Landau
parameter is indeed not affected by the divergences of
the irreducible vertex [35, 36].
We show here that the non-local Bethe-Salpeter kernel
provides an intriguing new view on the Mott transition
across the hysteresis region and especially at the criti-
cal end point. In particular, it appears in the expression
for the second derivative of an appropriate Landau func-
tional for the Mott transition, yielding a positive curva-
ture for stationary solutions, whereas the functionals of
Refs. [51, 52] should be used at weak coupling. Further-
more, this kernel is directly related to the Jacobian of
the DMFT fixed point function [21, 23, 53], which de-
termines the stability of iterative solutions. The leading
eigenvalue of the kernel is unity at the finite tempera-
ture critical end point, signalling the onset of the hys-
teresis region. Nevertheless, at particle-hole symmetry
the frequency structure of the corresponding eigenvec-
tor ensures that the compressibility does not diverge, cf.
Ref. [54]. Therefore, the non-local Bethe-Salpeter ker-
nel determines two apparently separate stability criteria,
the thermodynamic and the iterative stability, and the
eigenvector frequency structure – given by the difference
between insulating and metallic solution – distinguishes
between diverging response and exact cancellation.
We consider the Hubbard model describing the com-
petition between localization due to the Coulomb inter-
action U and delocalization due to the dispersion t. We
use i to label the sites on the periodic lattice and k to
label the corresponding momentum. The model is given
by the Hamiltonian
H = −
∑
k,σ
tkc
†
kσckσ + U
∑
i
ni↑ni↓, (1)
where c†kσ is the creation operator for a fermion with
momentum k and spin σ =↑, ↓ and niσ = c†iσciσ is
the number operator of electrons with spin σ on site i.
We consider this model in the grand-canonical ensemble
at temperature T and chemical potential µ. A central
object of interest is the (one-particle) Green’s function
Gk,ν,σ = −
〈
cσc
†
σ
〉
k,ν
in the Matsubara formalism, where
νn = piT (2n + 1), with n ∈ Z the fermionic Matsubara
frequencies. We consider the paramagnetic state and for
compactness drop the spin labels.
The Dynamical Mean-Field Theory [11, 12] (DMFT)
provides an approximate solution to this model by set-
ting Σk,ν = Σ
AIM
ν , where AIM stands for an auxiliary
impurity model consisting of a single interacting site in
a self-consistently determined bath. For the present dis-
cussion, it is sufficient to state that the auxiliary im-
purity model serves as a tool to evaluate the functional
relation Σ[∆] between the bath hybridization function ∆
and the self-energy Σ of the AIM (in practice, we use the
ALPS [55] and iQIST [56, 57] realizations of CTQMC [39]
solver of Ref. [58] with improved estimators [59]). The
hybridization ∆ of the auxiliary impurity model is chosen
so that the mean-field self-consistency equation gν [∆] =
fν [∆, g[∆]] is satisfied. Here gν [∆] = 1/(iνn −∆ν − Σν)
and
fν [∆, g] =
∑
k
Gk,ν =
∑
k
1
g−1ν + ∆ν + tk
, (2)
from now on
∑
k ≡ 1N
∑
k∈BZ denotes the momentum
average over the Brillouin Zone. The square brackets
denote functional relations.
In this work, we consider the two-dimensional square
lattice Hubbard model, tk = 2t(cos kx + cos ky) at half-
filling. The energy scale is set by 4t = 1. The half-
filled model is particle-hole symmetric, which leads to
Re gν = 0 and Re Σν = U/2. In other words, only the
imaginary parts of both quantities are of interest, which
simplifies the analysis.
Fixed point equation: The auxiliary impurity model
is a finite system that cannot undergo a (finite temper-
ature) phase transition by itself. Instead, as in Weiss’
mean field theory of magnetism, it is the self-consistency
condition that opens the possibility of a phase transi-
tion. Therefore, our analysis of the critical point starts
with the self-consistency condition.
DMFT looks for solutions of Eq. (2), i.e., a fixed point
∆∗ = h[∆∗] where h[∆] = iνn − Σν [∆] − 1/f [∆, g[∆]].
To avoid issues related to the non-invertibility [41] of the
mapping ∆ 7→ g, we perform the stability analysis in
terms of the iterative scheme ∆(n+1) = h[∆(n)], instead
of g(n+1) = f [g(n)]. An important question is if these
iterations converge to the fixed point ∆∗ if one starts
the iteration close to ∆∗. In that case, the fixed point
is called attractive [60]. The textbook analysis, based
on a linear expansion of h around the fixed point, shows
that ∆∗ is attractive if and only if all eigenvalues of the
3Jacobian J |∆∗ = (δh/δ∆)|∆∗ have magnitude smaller
than 1. Any eigenvalue larger than 1 implies that the self-
consistency cycle is repulsive along the direction given by
the corresponding eigenvector. For DMFT, the Jacobian
can be evaluated explicitly in Matsubara space as (see
Supplementary Material)
Jˆνν′ = xˆ−1Dˆνν′ xˆ (3)
Dνν′ = T
(∑
k
G2k,ν − g2ν
)
F locω=0,νν′ , (4)
where F locω,νν′ is the full local charge vertex, xˆνν′ =
−Tδνν′gνgν is the local “bubble”. The hat denotes a
matrix in Matsubara space and, when possible, the ma-
trix indices ν, ν′ are dropped. The essential element of
Eq. (3) is the non-local Bethe-Salpeter kernel D at q = 0
and ω = 0 — a quantity that also appears in the calcu-
lation of linear response functions based on a decompo-
sition into local and non-local fluctuations.
Response functions: Indeed, the DMFT recipe pro-
vided above not only allows us to determine the one-
particle Green’s function G for a given set of parameters
(U, µ, T ). On top of this, DMFT also describes how the
system would (linearly) respond [12] to an external field
with frequency ω and momentum q. We restrict our
analysis to time-independent fields, ω = 0. The response
function χq=0 can be obtained from
χˆDMFTq=0 =
(
1ˆ− xˆFˆ
) 1ˆ
1ˆ− Dˆ Xˆq=0, (5)
where
(
Xˆq
)
νν′
= −Tδνν′
∑
kGk,νGk+q,ν is the non-
local bubble, the fraction denotes matrix inversion in
Matsubara space. The relation (5), which is derived in
the Supplemental Material, is a resummation [29, 61–63]
of the more familiar expression [12] χˆ = (1 + XˆΓˆ)−1Xˆ
that avoids the divergences of the irreducible vertex Γ.
From this generalized susceptibility matrix, the physi-
cal response function is obtained as a sum over both
fermionic frequencies. For example, the compressibility
dn/dµ is obtained from the generalized susceptibility at
q = 0 (and, as before, ω = 0),
dn
dµ
=
∑
νν′
(
χˆDMFTq=0
)
νν′ . (6)
The response in DMFT is thermodynamically consistent
in the sense that this Bethe-Salpeter determination of
dn/dµ gives the same result as changing µ explicitly and
calculating the change in n [64].
Landau theory: Following Landau, the free energy
functional is the essential ingredient for understanding
stable and unstable phases and hysteresis close to the
critical point. Characteristic free energy curves are
sketched in Fig. 1. The second derivative of the free
energy determines if the stationary point is a local min-
imum (δ2F > 0, stable, denoted by triangles in Fig. 1)
or a local maximum (δ2F < 0, unstable, denoted by a
vertical bar). The critical point is where a stable point
turns unstable, in other words, δ2F = 0 exactly at the
critical point (purple curve in Fig. 1).
The Mott transition on the Bethe lattice has been stud-
ied using Landau theory [21, 65, 66]. Here we general-
ize this approach to arbitrary dispersion tk. With the
hybridization ∆ as the order parameter, we write the
Landau functional Ω as Ω[∆] = Ωimp[∆] − Ω′[∆] (see
Supplementary material for more details), where Ωimp is
the thermodynamic potential of the auxiliary impurity
model. Ω′ provides the non-local feedback and ensures
that the first derivative δΩ/δ∆ = 0 at the self-consistent
DMFT solution, that is,
δΩ
δ∆ν
= T (gν [∆]− gscν [∆]) , (7)
where gν [∆] = δΩimp[∆]/δ∆ν is the local Green’s func-
tion determined from the AIM for a given hybridiza-
tion ∆ and gsc[∆] = δΩ′/δ∆ is the solution of the self-
consistency condition gscν = fν [∆, g
sc[∆]] for a given ∆,
see Eq. (2). We note that the map ∆ 7→ gsc can be mul-
tivalued. However, as we argue in the Supplementary
Material, at sufficiently strong coupling (e.g., near the
MIT), only one branch is relevant.
To determine the stability of this solution, we proceed
with the second derivative (Hessian), which reads (see
Supplementary Material)
δ2Ω
δ∆νδ∆ν′
= − 1ˆ
1ˆ− xˆ−1Xˆ
(
1ˆ− Dˆ
)
xˆ. (8)
This is a matrix equation in Matsubara space,
δ2Ω/δ(i∆)2 is the Hessian matrix, which is a real ma-
trix in the case of particle-hole symmetry. The factor
(1ˆ − xˆ−1Xˆ)−1 is diagonal in frequency, and, as we dis-
cuss in the Supplementary Material, in the entire region
of interest it has only positive elements, therefore the
stability is determined by eigenvalues of 1ˆ − Dˆ. At the
critical point, the Hessian changes from stable to unsta-
ble, i.e., one eigenvalue of δ2Ω/δ∆2 is equal to zero, which
requires an eigenvalue of unity for Dˆ.
The same non-local Bethe-Salpeter kernel Dˆ has ap-
peared three times in stability criteria: in the Jacobian
of the fixed point equation; in the compressibility; and in
the second derivative of the self-energy functional. The
latter two relate to the stability of the physical solution,
whereas the Jacobian determines the attractiveness of the
fixed point in an iterative scheme. For DMFT, these two
aspects are tied together by a single kernel.
This allows us to create a unified picture of the hystere-
sis region of the particle-hole symmetric metal-insulator
transition. At the critical end point (Uc, Tc), the purple
dot in Fig. 1, the two stable (triangles in Fig. 1) and
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FIG. 2. The leading eigenvalue (note the logarithmic scale)
of Dˆ approaches unity close to the critical point, 2.3 < Uc <
2.35 and 0.02 < Tc < 0.025 (gray region).
the one unstable (vertical marks in Fig. 1) stationary
points merge together. Therefore, the quadratic part of
the free energy functional vanishes at this point (pur-
ple curve), which together with Eq. (8) means that the
Bethe-Salpeter kernel D has an eigenvector V with eigen-
value λ → 1 (Fig. 2) exactly at the critical end point.
Since Dˆ is related to the Jacobian of the fixed point
equation, the stable and unstable solutions correspond
to attractive and repulsive fixed points, respectively [23].
Figure 3 shows the leading right eigenvector V of Dˆ
close to the critical end point. The physical meaning of
this eigenvector is that it relates the three fixed points
that exist at T < Tc, as ∆m(ν)−∆u(ν) ∝ (Tc−T )βV (ν)
and ∆i(ν)−∆u(ν) ∝ (Tc−T )βV (ν), where ∆m, ∆i and
∆u are the hybridization functions at the metallic, insu-
lating and unstable fixed points, respectively, and β is a
critical exponent. This together with particle-hole sym-
metry [∆(ν) = −∆(−ν)] implies V (ν) = −V (−ν), i.e.,
the eigenvector V is antisymmetric [50]. As the difference
between solutions, V provides the “order parameter” –
similar to Kotliar’s [65] δ∆L at T = 0 – in the sense of
Landau’s functional: At the critical point, the free energy
landscape goes from a parabola to a double well poten-
tial along the direction given by V . Figure 4 shows that
the second derivative of the grand potential – along the
direction given by the right eigenvector WR of the Jaco-
bian – indeed goes to zero as one gets close to the Mott
critical end point. Note that the figure is at T > Tc, so
the second derivative does not quite reach zero.
Since V (ν) ∼ δν,ν0 − δν,−ν0 at the critical point (cf.
Fig. 3), the three solutions ∆(ν) differ only at low fre-
quency, i.e., close to the Fermi level. This is in agreement
with what is known qualitatively from investigations of
the Density of States: the difference between the insu-
lator and the metal is that the latter has a quasiparti-
cle peak at the Fermi level. Astretsov et al. [67] used a
single Matsubara frequency approximation to study the
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FIG. 3. The leading right eigenvector V corresponding of the
non-local Bethe-Salpeter kernel Dˆ, for T just above Tc. As
U increases and the Mott transition is approached, the eigen-
vector localizes around ν = 0 and λ → 1. The eigenvector is
normalized to
∑
ν |V (ν)|2 = 1.
cuprates, our result here is a direct quantitative proof
that this kind of approximation is justified at the critical
end point of the Mott transition.
At T < Tc and Uc1 < U < Uc2, the Bethe-Salpeter
equation is convergent (and the iterative scheme is at-
tractive) at both the metallic and the insulating solu-
tions, λ < 1, and divergent (repulsive) at the unstable
fixed point, λ > 1. Although both metallic and insulat-
ing solution are attractive fixed points, only one of them
is the global minimum (c.f., green and orange curves in
Fig. 1) of the free energy in most of the hysteresis region.
Only at Uc(T ) (the blue line in Fig. 1), both solutions
have exactly the same free energy, this is where the phase
transition occurs. At Uc1 (Uc2) the unstable and insulat-
ing (metallic) fixed point merge, so that λ = 1 at this
fixed point, but the metallic (insulating) solution, with
λ < 1, is the global minimum of the free energy.
Kotliar et al. [68] predicted a compressibility diver-
gence at the critical end point of the doping-driven Mott
transition, dn/dµ→∞. On first sight, our present eigen-
value analysis seems to imply the same, since the BSE
diverges. However, a divergence in the BSE can be can-
celed by an exact orthogonality [50, 68], and that is in-
deed what happens at particle-hole symmetry [54]. The
eigenvector V ∝ ∆m−∆i is antisymmetric in ν and there-
fore does not contribute to the sum in Eq. (6) [49, 50, 54],
so that dn/dµ, shown in Fig. 4, is finite (and small, [69])
at the critical end point. This is consistent with the ab-
sence of phase separation at particle-hole symmetry [22].
A non-divergent compressibility combined with a diver-
gence of the BSE is reminiscent of the zero temperature
case [35], in other words, both critical end points of the
particle-hole symmetric Mott transition are characterized
by a divergent BSE without a divergence in dn/dµ.
The situation away from particle-hole symmetry is
more complicated because of the complex-valuedness of
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FIG. 4. Left: The compressibility does not diverge as the
Mott transition is approached. Right: The second derivative
of the Landau functional Ω determines the thermodynamic
stability. Approaching the Mott critical point, the vanishing
of this second derivative (in the direction given by WR) signals
the onset of the phase transition. Here, WR = g
2
νV where V is
the leading right eigenvector of the non-local Bethe-Salpeter
kernel (cf. Fig. 3), and T = 1/30 > Tc. The gray band
indicates the vicinity of the Mott transition, 2.3 < Uc < 2.35.
the Green’s functions [54]. The antiferromagnetic transi-
tion in DMFT [14] — which occurs when the assumption
of paramagnetism is lifted — can also be analyzed along
the lines of the current work as a divergence of the BSE in
the magnetic channel. An important open question is the
generalization of our analysis to the instabilities found in
multi-orbital Hund’s physics [70–77], and more generally
to systems that show phase separation [22, 68, 78–86].
In conclusion, we identified the non-local Bethe-
Salpeter kernel with the Jacobian of the DMFT fixed
point equation and with the curvature of the free energy
functional. Near the critical end point of the finite tem-
perature correlation-driven Mott transition the BSE di-
verges. The eigenvector corresponding to the divergence
relates the insulating and metallic solutions that exist
below the critical temperature. Particle-hole symmetry
then implies that this eigenvector is antisymmetric and
does not contribute to the compressibility [54], which re-
mains finite.
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SUPPLEMENTAL MATERIAL: CONVENTIONS
AND DETAILED DERIVATIONS
The auxiliary impurity model: thermodynamic
potential and its derivatives
The auxiliary impurity model is a central object in
DMFT. In the action formalism, it is defined as
Simp = T
∑
ν
c∗ν,σ(∆ν − iνn)cν,σ + U
∫ β
0
dτ n↑(τ)n↓(τ),
where cσ(τ), c
∗
σ(τ) are Grassmann numbers, cν,σ, c
∗
ν,σ are
their Fourier transform, and nσ(τ) = c
∗
σ(τ)cσ(τ). The
corresponding thermodynamic potential reads
Ωimp = −T lnZ,
Z =
∫
d[c∗, c] exp(−Simp). (9)
Accordingly, the first derivative of the thermodynamic
potential with respect to the hybridization yields the
single-particle Green’s function of the impurity,
δΩimp
δ∆ν
= −T 〈cc∗〉ν ≡ Tgν , (10)
and the second derivative yields
δgν
δ∆ν′
= β
δ2Ωimp
δ∆νδ∆ν′
= gνgν′ − 1
Z
∫
d[c∗, c](c∗c)ν(c∗c)ν′ exp(−S)
= −T 〈cc∗cc∗〉νν′,ω=0 + gνgν′ . (11)
We relate the two-particle Green’s function 〈cc∗cc∗〉 to
the local vertex F locνν′,ω by
T 〈cc∗cc∗〉νν′,ω=0 =gνgν′−g2νδνν′−Tg2νF locνν′,ω=0g2ν′ , (12)
which yields
δgν
δ∆ν′
= g2ν
(
δνν′ + TF
loc
νν′,ω=0g
2
ν′
)
= −Tχlocνν′ω=0. (13)
where χlocνν′ω is the local charge susceptibility. Comparing
this to
δgν
δ∆ν′
= g2ν
(
δνν′ +
δΣν
δ∆ν′
)
(14)
we finally obtain the useful relation
δΣν
δ∆ν′
= TF locνν′g
2
ν′ . (15)
The Jacobian of DMFT self-consistency
We analyze the stability of DMFT iterations in terms
of ∆, the usual input of impurity solvers. In the DMFT
self-consistency condition
∑
kGk,ν = gν , ∆ appears ex-
plicitly on the right-hand side, since g−1 = iν −∆ν −Σ,
but it also appears implicitly on both sides through the
(non-invertible [41]) functional relation Σ[∆]. In an iter-
ative scheme we obtain ∆(n+1) = h[∆(n)] as∑
k
1
iνn + tk − Σ(n)ν
=
1
iνn −∆(n+1)ν − Σ(n)ν
, (16)
where Σ(n) = Σ[∆(n)] is considered as a functional of
∆(n). Taking the derivative of Eq. (16) we obtain
∑
k
G2k,ν
δΣν
δ∆
(n)
ν′
= g2ν
(
δ∆
(n+1)
ν
δ∆
(n)
ν′
+
δΣν
δ∆
(n)
ν′
)
, (17)
where gν is the local Green’s function. From this we
obtain
Jνν′ = δ∆
(n+1)
ν
δ∆
(n)
ν′
=
1
g2ν
(∑
k
G2k,ν − g2ν
)
δΣν
δ∆ν′
. (18)
Using the derivative of the self-energy (15) we obtain
Jνν′ = T
(
1
g2ν
∑
k
G2k,ν − 1
)
F locνν′g
2
ν′
=
1
g2ν
Dνν′g2ν′ , (19)
where the non-local Bethe-Salpeter kernel D is defined by
the Equation (4) of the main text. The eigenvalues of the
Jacobian (19) remain smaller than one for the physical
solutions, which is provided by the eigenvalues of Dνν′
smaller than one.
Bethe-Salpeter equation and the non-local kernel
The Bethe-Salpeter equation is a relation between the
full vertex F and the so-called irreducible vertex Γ. For
the full local vertex F locνν′ in the charge channel (here, as
well as in the main text we consider zero bosonic fre-
quency ω = 0) we have the Bethe-Salpeter equation
Fˆ loc =
[
1ˆ− Fˆ locxˆ
]
Γˆ (20)
8where xˆνν′ = −Tg2νδν,ν′ , as in the main text. The solu-
tion of Eq. (20) is
Fˆ loc = Γˆ
[
1ˆ + xˆΓˆ
]−1
. (21)
We have previously seen that F loc is the derivative of
the self-energy with respect to ∆, Eq. (15). As somewhat
similar relation can be derived for the irreducible vertex
T Γˆνν′ = δΣν/δgν′ . However, in that case the derivative
is done with respect to the full impurity Green’s func-
tion, whereas the derivative in Eq. (15) is with respect
to a bare object. The relation ∆ 7→ g is not always in-
vertible [41] and this leads to divergences in Γ already
on the level of an impurity model, whereas F loc is diver-
gence free (at T > 0). By defining physical observables
in terms of F instead of Γ, we can avoid complications
arising from these local divergences.
The generalized susceptibility in DMFT is given by
χˆDMFT ≡ 1ˆ
1ˆ + XˆΓˆ
Xˆ. (22)
Note that we have defined X and generalized suscepti-
bility χ so that both are positive, after being summed
over Matsubara frequencies, and our sign convention for
Γ is opposite to Georges et al. [12], who use χDMFT =
1ˆ/(1ˆ− XˆΓˆ)Xˆ.
Our goal is to get rid of Γ in favor of F in this ex-
pression. The Bethe-Salpeter Equation (20) allows us to
write(
1ˆ + XˆΓˆ
)(
1ˆ− xˆFˆ
)
= 1 + XˆΓˆ− XˆΓˆxˆFˆ − xˆFˆ
= 1 + XˆFˆ − xˆFˆ
= 1− Dˆ, (23)
leading to the result
χˆDMFT =
(
1ˆ− xˆFˆ
) 1ˆ
1ˆ− Dˆ Xˆ. (24)
Equation (22) is a geometric series consisting of repeated
particle-hole scattering: Γˆ is the scattering and Xˆ is the
propagation of the particle-hole pair. The latter has both
a local and a non-local component, successive scattering
events can occur at the same or at different sites. Equa-
tion (24) is a resummation of this result, where all suc-
cessive scatterings on the same site are collected in F .
The propagatoin between scatterings is then necessarily
non-local and given by Xˆ − xˆ. Finally, the term −xˆFˆ
in the prefactor ensures that processes where the first
propagation is local are also included.
For the non-local vertex Fq,νν′ we find similarly to the
Eq. (21)
Fˆq = Γˆ
[
1ˆ + XˆqΓˆ
]−1
. (25)
This equation can be rewritten as
Fˆq = Γˆ
[
1ˆ +
(
xˆ+
ˆ˜
Xq
)
Γˆ
]−1
= Fˆ loc
[
1ˆ + X˜qFˆ
loc
]−1
q=0
= Fˆ loc
[
1ˆ− Dˆ
]−1
, (26)
where
ˆ˜
Xq = Xˆq − xˆ and the kernel D is defined by
Eq. (4). We note that while the eigenvalues of 1ˆ − Dˆ
are positive in the stable phases, the eigenvalues of F loc,
and, consequently, Fq do not have in general a definite
sign, and therefore can not be used to study stability of
various phases.
Second derivative of the Landau functional
The first derivative of the functional Ω is given by the
Eq. (7) of the main text. For the second derivative of
this functional we obtain
δ2Ω
δ∆νδ∆ν′
= T
(
δgν
δ∆ν′
− δg
sc
ν
δ∆ν′
)
. (27)
Differentiating the self-consistency condition gsc[∆] =
f [∆, gsc[∆]], where f [∆, g] is given by the Eq. (2), we
find
δgscν
δ∆ν′
= −
∑
k
G2k,ν
(
δνν′ − 1
(gscν )
2
δgscν
δ∆ν′
)
. (28)
Therefore,
δgscν
δ∆ν′
= − δνν′
1− 1/(gscν )2
∑
k
G2k,ν
∑
k
G2k,ν . (29)
Combining this with the Eq. (13), we find at the station-
ary point (g = gsc)
δ2Ω
δ∆νδ∆ν′
=
T
∑
kG
2
k,νδνν′
1− (1/g2ν)
∑
kG
2
k,ν
+ Tg2ν(δνν′ + TF
loc
νν′g
2
ν′)
=
T
1− (1/g2ν)
∑
k
G2k,ν
(δνν′ −Dνν′) g2ν′ . (30)
Although ∆ is generally a complex function, at
particle-hole symmetry ∆ is purely imaginary (modulo
the constant Hartree contribution), so it is sufficient
to look at δ2Ω/δ(i∆)2. We show in the next subsec-
tion of Supplementary Material that the denominator in
Eq. (30) is positive in the region of interest and we write
δ2Ω
δi∆νδi∆ν′
=
xˆ
xˆ− Xˆ (δνν
′ −Dνν′) xˆ. (31)
9At the critical point, one eigenvalue of the Hessian
δ2Ω/δ∆2 changes sign, the corresponding eigenvector de-
termines the unstable direction of the free energy land-
scape.
Here, the leading eigenvector of the Jacobian provides
the relevant direction. It is convenient to start from the
right eigenvector WR of J with eigenvalue λ,
J |WR〉 = λ|WR〉, (32)
and the associated conjugated vector WL with normal-
ization
〈WL|J |WR〉 = λ. (33)
The right eigenvector WR of the Jacobian is related to
the right eigenvector V of the non-local Bethe-Salpeter
kernel, with the same eigenvalue λ, in accordance with
Eq. (19). This leads to WL,R = g
±2
ν V and is consis-
tent with the normalization 〈V |V 〉 = 1 (WL and WR can
be seen as co- and contravariant vectors in a space with
metric g4νδνν′). For the combination shown in Fig. 4 we
obtain
〈WL| δ
2Ω
δ(i∆)2
|WR〉 = T (λ− 1)〈V | g
4
ν
g2ν −
∑
k
G2k,ν
|V 〉, (34)
which goes to zero at the critical end-point, since λ→ 1.
Relation between different functionals
Here we consider the reformulation of the functional
originally suggested in Ref. [51], which is appropriate to
establish the relation to our functional. To this end we
perform Legendre transform
Φimp[g] = Ωimp[∆]− T
∑
ν
∆νgν , (35)
such that
δΦimp
δgν
= −T∆ν . (36)
Furthermore, we invert the map gsc[∆] and denote its
inverse by ∆sc[g]. We note that while the functional
gsc[∆] can be multivalued (see next subsection), its in-
verse ∆sc[g] is well defined. Finally, we introduce the
functional Φ[g] = Φimp[g] + Φ
′[g], such that δΦ′[g]/δg =
T∆sc[g]. Such a functional necessarily exists since ∆
sc[g]
is frequency-diagonal, and can be therefore simply inte-
grated over gν . Therefore, we obtain
δΦ[g]
δgν
= T (∆sc[g]−∆[g]) . (37)
Differentiating once more over g and using the relations
(13) and (29), we find
δ2Φ[g]
δgνδgν′
= − T∑
kG
2
k,ν
(
1− 1
g2ν
∑
k
G2k,ν
)
+
(
χloc
)−1
νν′
= − T∑
kG
2
k,ν
δνν′ + Γνν′ . (38)
The obtained derivative (38) is analogous to the deriva-
tive of the Baym-Kadanoff functional Γbk, discussed in
Ref. [51]. Using the hybridization in Eq. (37) yields
straightforwardly the DMFT self-consistency equation,
without the need of passing to another functional, Γnew
in the notation of Ref. [51].
However, the vertex Γ may diverge at some interaction
strengths in the strong coupling regime, which makes the
eigenvalues of the Eq. (38), as well as the second deriva-
tive of the functional Γnew of Ref. [51] not positive defi-
nite. The same concerns the functional of Ref. [52]. To
emphasize further the relation of Eq. (38) to our result
of Eq. (8) of the main text, we transform Eq. (38) as
δ2Φ[g]
δgνδg′ν
=
[(
g2ν −
∑
k
G2k,ν
)(
δνν′′ + TF
loc
νν′′,ω=0g
2
ν′′
)
+
∑
k
G2k,νδνν′′
]
(χloc)−1ν′′ν′
1∑
kG
2
k,ν
=
1∑
kG
2
k,ν
(δνν′′ −Dνν′′) g2ν′′(χlocν′′ν′)−1. (39)
We see that the considered derivative is related to the
derivative of Ω in the following way
δ2Φ[g]
δgνδg′ν
=
1
T
 1∑
k
G2k,ν
− 1
g2ν
 δ2Ω[∆]
δ∆νδ∆ν′′
(χloc)−1ν′′ν′ .
(40)
Despite the non-explicitly symmetric form of this equa-
tion, it is symmetric under ν ↔ ν′, which can be once
more verified by rewriting
δ2Ω[g]
δ∆νδ∆ν′
=
Tδνν′(∑
k
G2k,ν
)−1
− g−2ν
− Tχlocνν′ ,
such that
1
T
 1∑
k
G2k,ν
− 1
g2ν
 δ2Ω[g]
δ∆νδ∆ν′′
(χloc)−1ν′′ν′
= (χloc)−1νν′ −
 1∑
k
G2k,ν
− 1
g2ν
 δνν′ .
This shows the symmetry and returns us back to the
Eq. (38).
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Let us discuss conditions of sign definiteness of the con-
sidered second derivatives. The second derivative of Φ is
proportional to (χlocνν′)
−1, appearing from the derivative
δ∆/δg. This makes the derivative δ2Φ[g]/(δgνδgν′) not
sign definite near MIT, which is related to multivalued-
ness of the map g 7→ ∆. The multiplier (χlocνν′)−1, is ab-
sent in the derivative of the functional δ2Ω[g]/(δ∆νδ∆ν′),
considered in this paper. However, this comes at the
price of the new factor [1−(1/g2ν)
∑
kG
2
k,ν ]
−1 in Eq. (30),
which may not be positive definite. As one can see from
the derivation in the previous section, this factor can be
traced back to the derivative δgsc/δ∆. This derivative is
not always positive definite, which is in turn related to
possible multivaluedness of the map ∆ 7→ gsc (see next
section). The advantage of using Ω is however that at
strong coupling one can consider only one relevant branch
of the functional gsc[∆], as discussed in the following sec-
tion. This makes the factor [1− (1/g2ν)
∑
kG
2
k,ν ]
−1 pos-
itive definite in the strong coupling regime. In general,
this reflects dichotomy of describing the system in terms
of g at weak coupling vs. ∆ at strong coupling.
Sign of the non-local bubble
The sign of the non-local bubble can be ascertained by
analyzing the (lattice) Green’s function Gk,ν in terms of
tk and Σν . Particle-hole symmetry implies that the real
numbers tk are distributed symmetrically around zero
and that Σν is purely imaginary (after cancellation of the
Hartree part with the chemical potential). To compress
the notation, we introduce iaν = iν − Σν (aν > 0) and
write
Gk,ν =
1
iaν + tk
=
tk − iaν
a2ν + t
2
k
. (41)
Let us rewrite the non-local bubble in terms of the density
of states ρ():
∑
k
G2k,ν − g2ν =
∫
ρ()d
(iaν − )2 −
(∫
ρ()d
iaν − 
)2
. (42)
In the limit of large aν the Eq. (42) is proportional
to the second moment of the density of states, and,
therefore, positive. At small aν using the low energy
behavior of the density of states of the square lattice,
ρ() ≈ 2 ln(4D/||)/(pi2D) (D = 4t is the half band-
width) and keeping singular contributions, we obtain
∑
k
G2k,ν − g2ν ≈ −
2
piDaν
+
(
2 ln(4D/aν)
piD
)2
< 0. (43)
Numerical analysis shows that change of the sign of the
dual bubble occurs at aν = a
nb = 0.1492D. This
corresponds to local Green function gν = −ignb =
−2.0858i/D. The change of the sign of the bubble is en-
tirely related to the van Hove singularity of the density of
states, which yields the first term in the right hand side
of Eq. (43), proportional to the derivative of the density
of states ρ′(aν), much bigger than the second term, pro-
portional to ρ2(aν). For smooth densities of states both∑
kG
2
k,ν and gν remain finite for aν → 0 and the sign
of the bubble is given by the competition of these terms.
For the Bethe lattice and the simple cubic lattice we find
that the bubble remains positive for all aν .
According to the relation (29), vanishing of the non-
local bubble corresponds to the divergence of the deriva-
tive δgscν /δ∆ν′ . This occurs since the function g
sc
ν (∆ν)
(we can discuss it here as a function instead of a func-
tional, since it is diagonal in frequency) is two-valued,
see Fig. 5. The corresponding values of gscν (∆ν) join each
other at |∆ν | → ∆nb − 0, where ∆nb = |i/gnb − ianb| =
0.3303D). The functional ∆sc[g], inverse to gsc[∆], is also
diagonal in frequency and well defined.
In the regime of small U and T the corresponding val-
ues of aν are small at low frequencies, and the DMFT
solution belongs to the ”upper” branch of the function
|gsc(∆ν)| > gnb for these frequencies, while it belongs to
the lower branch |gsc(∆ν)| < gnb for higher frequencies.
The increase of U and/or T shifts, however, the DMFT
solution to the lower branch of the function gsc(∆ν) for all
Matsubara frequencies, making the corresponding func-
tional well-defined. This also stresses universality of the
Mott transition, since only one branch of the functional
gsc[∆ν ] is present for the prototypical example of Mott
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FIG. 5. The function gsc(∆) for the square lattice (solid
line, W = D/2), simple cubic lattice (dot-dashed line, W =
D/
√
6), and Bethe lattice with half bandwidthD (dashed line,
W = D/2) in units of twice variance of the density of states
2W . For the Bethe and simple cubic lattice the functions
are shown in their definition domain Im(1/g + ∆) > 0, while
for the square lattice large Im gsc ≈ 1/ Im ∆ are achieved
at small ∆. The position of the rightmost point of the solid
line (∆nb, gnb) corresponds to the parameters discussed in the
text.
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transition – the Hubbard model on the Bethe lattice – reflecting above discussed absence of a sign change of the
non-local bubble for this lattice.
