This article presents a monocular vision-based algorithm for detecting obstacles and identifying obstacle-aware regions, developed to be used for collision avoidance by a multicopter. The first step of our algorithm is to predict a disparity image from a single-view image via implementing a deep encoder-decoder network. All pixels in this disparity prediction are then categorized as one of three classes, obstacle, road, or obstacle-free, by combining V-disparity analysis and a fuzzy inference system. For pixels belonging to obstacle objects, obstacle-aware regions are generated within the field of visual perception. To accommodate the safety margins of a multicopter, intermediate waypoints are then added to obtain a new flyable path that passes through an unknown environment safely. Experimental results verified the effectiveness of the detection of obstacles and the identification of obstacle-aware regions. The accuracy of disparity prediction and monocular depth estimation were quantitatively compared to support the feasibility of monocular vision in obstacle avoidance. Furthermore, the entire algorithm was successfully tested on a robotic platform, autonomously flying a hexacopter in an outdoor space with obstacles. In conclusion, the proposed monocular algorithm performs well for obstacle detection and depth estimation and is potentially an alternative to a binocular solution.
I. INTRODUCTION
Over the past decade, the use of unmanned aerial vehicles (UAVs) has rapidly grown, particularly in non-military purposes. A large variety of UAVs have entered the commercial market, finding uses in industry, agriculture, geomorphologic survey, and inspection. With the development of microsystems, small and micro UAVs (sUAVs and MAVs) such as multicopters have achieved widespread distribution. So far, they are mainly deployed outdoors with the assistance of a global positioning system (GPS). However, GPS is not always available indoors or in a GPS-denied environment. Moreover, information about dangerous obstacles near a UAV cannot be obtained from GPS alone.
Many navigation and obstacle-avoidance methodologies exist to address this issue, using various sensors, such as cameras, infrared, and laser rangefinders. Obstacle detection is a vital feature for an autonomous UAV and still presents The associate editor coordinating the review of this manuscript and approving it for publication was Maurizio Magarini . a challenging problem. This challenge is growing as commercial UAVs become smaller. Most rangefinders are too heavy and power-consuming for use in sUAVs and MAVs. By contrast, an onboard camera device has potential in this role, due to its lighter weight and relatively low power consumption. Additionally, such a vision sensor typically offers more space information than rangefinders. Accordingly, various visionbased approaches have been introduced to address the needs of obstacle detection and avoidance in UAVs. Both monocular and binocular vision methods are popular and can be found in many studies.
Due to size, weight, and power constraints, a monocular camera is more practical than binocular one for us in a multicopter. Accordingly, this study focuses on prior work based on monocular vision. In [1] , a 3D map of the UAV's surroundings is estimated by matching several monocular images and is then employed to localize a target for autonomously traversing an unknown environment. Al-Kaff et al. [2] propose a method for analyzing the size changes of obstacles from consecutive image frames. This method then judges VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ whether an obstacle may cause a collision by considering the area ratio of an obstacle and the UAV's position. And in [3] , the authors present an approach to the computation of a regularized depth map that is subsequently used for waypoint generation. The sensory device in question contains only an inertial measurement unit (IMU) and a monocular camera, and thus is compatible with small-scale aerial vehicles. Before the rise of deep learning, various methods of feature point detection and matching were frequently used such as structure from motion (SfM) [4] , optical flow [5] , [6] , [7] , [8] , and so forth. A comprehensive survey of existing methods for navigating aerial vehicles is summarized in [9] , including obstacle detection systems. The limitation of such methods is that the feature points extracted in any given image frame are sparse, and sometimes are not dense enough to describe the appearance of obstacles. Such a situation may cause a collision when the UAV is under automatic guidance. Hence, obtaining a dense depth map is essential for autonomous travel in cluttered environments. Binocular/stereo vision is often employed to predict a depth map by running global matching algorithms on two-view images [10] . Unfortunately, any binocular vision module needs a real baseline between two cameras. Due to size and weight considerations, binocular vision is not a feasible choice in our work. Thus, we attempt to obtain a dense depth map with a single camera, even if only given a single image. Ranftl et al. [11] present a method to produce a dense depth map from two consecutive frames. Moving objects are then reconstructed by leveraging optical flow to segment dynamic scenes. There are other studies that obtain depth based on geometric methods [12] , [13] , [14] .
In recent years, deep learning techniques have been widely adopted in computer vision applications. Learning-based methodologies have been verified effectively in designated scenarios, though they have not been demonstrated to generalize well. There is a large amount of research that investigates the topic of learning-based monocular depth estimation from input images. For depth estimation problems, a supervised learning method often suffers from a shortage of true depth data as a supervisory signal. In practice, it is difficult to collect the dense ground truth of depth. Thus, we focus on the methods that can be trained without using real depth values but with self-supervision.
One class of self-supervision comes from a pair of well-rectified images. Eigen et al. [15] utilize a convolutional neural network (CNN) with a deep architecture to predict a depth map from a single-view image. More recently, several methods exploiting CNN-based techniques have been introduced. Liu et al. [16] present a unified framework that combines a deep CNN with a continuous conditional random field, retaining good performance in general scenes without geometric priors. Godard et al. [17] exploit epipolar geometry constraints to predict disparity images by training their network with an image reconstruction loss. Given a pair of rectified images I l and I r corresponding to left and right color images, their presented model attempts to reconstruct the right image from the left image. First, two disparity images D l andD r are generated using an encoder-decoder architecture from the left image I l . By utilizing bilinear sampler [18] , the reconstructed left image is obtained fromD l and I r . Given the parameters of the binocular camera used for collecting training data, a real distance is easily obtained. Godard's approach has been extended by additionally involving trinocular assumptions [19] , and utilizing semantic information, as discussed in [20] and [21] .
Another form of self-supervision is to employ monocular video sequences, in which the consecutive image frames play the role of supervisory signals. In this case, the model additionally estimates the camera pose between two frames. Zhou et al. [22] use a structure consisting of depth CNN and pose CNN, respectively, for single-view depth prediction and for multi-view camera pose estimation. Furthermore, differentiable 3D loss functions are proposed to improve depth and ego-motion estimation by considering the geometry of adjacent frames [23] . Based on the model of [17] , Godard et al. subsequently present the Monodepth2 model, which can be trained using binocular pairs and monocular sequences [24] . From experimental comparison, training with image pairs tends to obtain better quality results.
Surveying learning-based monocular depth estimation methodologies over the past few years, the Monodepth model presented in [17] outperformed the majority of previous works extant at that time and motivated several subsequent studies. Based on the monocular disparity or depth (inverse to each other) estimation, we attempted to improve the Monodepth model and then apply the result to avoid collisions while navigating a small multicopter. The main contributions and innovations of this paper are briefly summarized below.
(1) We present a modified loss function for learning a monocular disparity estimation model. The modified loss considers obstacles within the field of visual perception. Consequently, the accuracy of disparity estimation results for frontal obstacles is improved. (2) We combine a disparity analysis approach and a fuzzy inference system to classify each disparity pixel into one of three different classes: obstacle, road, and obstaclefree. The pixels belonging to obstacles are then used in constructing obstacle-aware regions. (3) A simple path selection scheme is introduced in the application part for piloting a small multicopter to avoid obstacles when flying to a destination. The remainder of this paper is organized as follows. Section II introduces the main algorithm of the proposed method. In Section III, we describe the implementation details and give some experimental discussions. Section IV provides more evaluation to verify the effectiveness of our method. Finally, the conclusions are drawn.
II. THE PROPOSED METHOD
This section mainly presents a monocular vision-based method for detecting obstacles and their depth information. The major procedures of our proposed method include (1) monocular disparity estimation, (2) pixel classification in disparity image, and (3) generation of obstacle-aware regions.
A. MONOCULAR DISPARITY ESTIMATION
Inspired by [17] , this subsection aims to learn a model ψ for predicting a disparity imageD l from a given left-view image I l . It is denoted by
where (u, v) is pixel coordinate, with 1 ≤ u ≤ w and 1 ≤ v ≤ h, where w and h are the width and height of these two images. In this work, the model ψ is achieved by a deep encoder-decoder architecture that is designed to be trained in a self-supervised manner. Each training sample is composed of a pair left and right well-rectified images, I l (u, v) and I r (u, v), respectively. Fig. 1(a) illustrates the self-supervised training scheme that was initially introduced in [17] . Learning a disparity image corresponding to the left-view image is regarded as a stereo image reconstruction problem. Given a left-view image I l , the model ψ first predicts two disparity images,D l andD r . For the right image I r , the left disparity estimationD l is used to reconstruct its opposite left-view correspondenceĨ l . Similarly,D r is used for reconstructingĨ r from I l . Let L be the total loss of learning model ψ, defined by L = 4 s=1 L s , where
Here, the subscript s indicates four different scales of disparity pyramid and 1 ≤ s ≤ 4. The superscript (either l or r) stands for the left-or right-view image, α a , α d and α c are the weights of their corresponding loss terms, L a aims to make the reconstructed image similar to its corresponding supervisory input, L d is an edge-aware term to enforce locally smooth in disparity estimation, and L c is for enhancing the estimated left and right disparity maps to be consistent. Each above-mentioned loss in terms of superscript l is described in detail in the following contents. The opposite version for superscript r could be derived in the same way.
1) APPEARANCE MATCHING LOSS
The model ψ first predictsD l whereas inputting a left-view image I l , followed by a bilinear sampler that generates a reconstructed left imageĨ l .
Here, the symbol ⊗ represents the operation of bilinear sampler accomplished by a spatial transformer network [18] . The single scale structural similarity (SSIM) and L1 penalty introduced in [25] are included to build the appearance matching loss, as formulated by
where β is a coefficient ranged in [0, 1], w and h are image width and height. A pixel-wise measure SSIM (u,v) is used and is calculated within a 3 × 3 mask centered at the pixel (u, v).
with the conditions: -The mask covers nine pixels (x, y) for
cov is the covariance in the mask of I l (x, y) andĨ l (x, y). -The constants are predefined as c 1 = 0.01 2 and c 2 = 0.03 2 .
2) DISPARITY SMOOTHNESS LOSS
This term is a smoothness constraint for penalizing large disparity changes along the horizontal u and vertical v directions except if strong intensity gradients occur at pixel (u, v) in the input image I l .
where ∇ u and ∇ v are difference operators along the u and v axes, respectively. This loss is first presented in [26] . VOLUME 7, 2019
3) LEFT-RIGHT DISPARITY CONSISTENCY LOSS
The model ψ simultaneously predicts both the left and right disparity images, whereas only inputting a left-view color image. To enhance the left-right consistency between the estimated disparities,D l andD r , the following loss term is included in the total loss.
The main objective of this work is to acquire obstacle information that can be then exploited to assist collision-avoidance for a small multicopter. Our modified learning scheme is plotted in Fig. 1(b) , in which the novelty is to consider the information of obstacles when building the training loss. Consequently, the accuracy of disparity estimation results for obstacles is improved, whereas the effectiveness of the original model is preserved. Similar to [17] , the proposed model also outputs dense disparity images at four scales. Hence, the loss at a specified scale s is presented by
The composition of this loss function is the same as (2), but each loss term is replaced with a modified one that will be described hereafter. For the purpose of obstacle avoidance, the objects having larger disparities should be more critical than backgrounds. Hence, we propose a scheme to generate a weighting map by combining semi-global matching (SGM) [27] and simple linear iterative clustering (SLIC) [28] . The SGM algorithm first outputs a reference disparity map D l Ref from the stereo images, I l and I r . This disparity map is immediately used for obtaining a weighting map M l , as defined by
where z n and z f are the predefined nearest and furthest obstacle-perceptual distances along the camera's principal axis, f l is the focal length (in pixels) of the left camera, and b is the baseline between left and right cameras (in millimeters). Notably, each pixel value in this weighting map is limited in the interval [p, q]. Meanwhile, the SLIC approach segments the left-view image into an image R l that is full of superpixels.
To preserve the consistent disparity in a superpixel that belongs to a small part of an obstacle, the mean of pixel values within the superpixel S is adopted to replace the original M l (u, v).
where # (S) is the number of pixels in S. The last step of our proposed method is to use the weighting map to regulate the training loss. Thereby, the loss is modified as follows.
The standard network of the model ψ is designed as a deep encoder-decoder architecture, as illustrated in Fig. 2 , in which the encoder is a ResNet-50 [29] and the decoder is composed of the layers of deconvolution, up-sampling, and max-pooling. The encoder can be replaced by certain other network backbones such as a VGG network [30] . Fig. 3 shows an exemplary result of the original color image (selected from the Yonsei's RGB-D dataset [31] ) and its dense disparity estimationD l by the model ψ. Here, both images are sized of 640 × 384 pixels. Implementation details are described in Subsection III-A.
B. PIXEL CLASSIFICATION IN DISPARITY IMAGE
Based on observations from the disparity estimation, both the road plane and obstacles are inferred to show large disparities because they are physically close to the camera. However, the obstacles are dangerous and have to be avoided, whereas the road plane need not be. Thus, an algorithm for differentiating the road region from obstacles is necessary. Using an extra deep CNN for semantic segmentation is useful in order to draw the road region, but computationally intensive. Instead, we present a computation-efficient approach for classifying each pixel in the disparity image into three classes: road, obstacle, and obstacle-free. We will now describe our method in detail. Let :D l −→Ṽ l be a mapping function that transforms the estimated disparity image to its corresponding V-disparity map [32] . The function accumulates the number of pixels with the same disparity along a given line j inD l . Fig. 4 illustrates a simple example of generating a V-disparity map from a disparity image. Notably, the V-disparity map is of size (d max + 1)×h, where d max is the maximal disparity value inD l , and h is the height of the disparity map. The pixel value at (i + 1, j) in V-disparity indicates the number of occurrences of disparity value i along line j inD l . Next, the Canny edge detector is applied to this V-disparity, including the process of Gaussian blurring. Fig. 5 shows the results of V-disparity generation and the following edge detection, in which (a) is the disparity image identical to the lower part of Fig. 3 , and the size of (b) and (c) is 39 × 384 pixels due to d max = 38. When necessary, images can be stretched wider for ease of observation. From Fig. 5(b) , we observed that the road plane is accumulated to form a straight line with a specified slope in V-disparity, which is the bright yellow line segment (its slope is from top-left to bottomright in this map). Theoretically, the pixel (u, v) inD l is considered as a road pixel if its corresponding V-disparity pixel D l (u, v) , v lies on (or is nearby) a line whose slope ranges in a specified interval. Fig. 6 presents the procedures of obtaining the road profile for such a line segment, emphasized by a red color. Table 1 summarizes the main steps of our proposed pixel classification algorithm. Each pixel in the estimated disparity image is classified into one of three classes: road, obstacle, and obstacle-free. Fig. 7 shows the result of performing this pixel-wise classification algorithm on the disparity in Fig. 5(a) , in which the yellow region indicates obstacles that must be avoided, and the green is road region. Meanwhile, the black is obstacle-free pixels whose disparity values are less than a predefined threshold T of . Here, this threshold is directly calculated from the furthest obstacle-perceptual distance.
It is necessary to mention that Step 7 in Table 1 uses a linguistic description ''is close to'' for classifying whether a pixel belongs to the road plane or not. We employ fuzzy logic and inference to implement such a linguistic statement. The primary configuration of completing a fuzzy inference system (FIS) comprises the fuzzification, fuzzy rules, inference engine, and defuzzification. The details of the proposed FIS are described as follows.
Let a 1 and a 2 be two premise variables of this FIS, and g denote its consequent variable. For the two premise variables, trapezoidal and triangular functions are chosen to be the membership functions of fuzzy sets, as shown in Fig. 8 , and K is the number of fuzzy sets of each variable. For the consequent part, g is represented by triangular membership functions, as plotted in Fig. 9 . According to the physical characteristics of image formation, the pixels of the road plane always distribute in the lower half of an image and are near the road profile that was obtained in Fig. 6 . Based on the above assumptions, we formulate the two premise variables for each pixel (u, v) inD l , as expressed by
where s 1 and s 0 are the road profile parameters in V-disparity. Then we objectively construct fuzzy rules using linguistic terms. For example, IF a 1 is Small AND a 2 is Small, THEN g is Large. Here, the consequent variable g means the degree that pixel (u, v) is considered to be the road plane. By complying with this concept, the m-th fuzzy rule can be formally written in the canonical format:
Here, m = 1, 2, . . . ,K 2 ;Â m 1 ,Â m 2 , andĜ m are respectively selected from fuzzy sets A 1 1 , A 2 1 , . . . ,A K 1 , A 1 2 , A 2 2 , . . . ,A K 2 , and {G 1 , G 2 , . . . ,G K }. Following the human intuition of road pixel classification, the fuzzy rules are tabulated in Table 2 . An imported input pair (ã 1 ,ã 2 ) goes into the FIS and triggers some of the fuzzy rules. By minimum inference engine and center-of-gravity defuzzification method [33] , the nonfuzzy output is finally obtained as follows.
and
where ∧ is the minimum operator, and G is the universe of discourse. This outlines the configuration of the proposed FIS. The hyper-parameters and implementation details will be discussed in Subsection III-B.
C. GENERATION OF OBSTACLE-AWARE REGIONS
The goal of this subsection is to identify the obstacle-aware regions where line of sight is blocked by obstacles. These regions involve obstacles and areas behind obstacles, and thus should be regarded to be unsafe when flying a multicopter. The field of visual perception of a monocular camera is first defined and depicted in Fig. 10 , in which z f denotes a predefined furthest obstacle-perceptual distance and θ H is the horizontal angle of view computed by
where w s is the width of the image sensor and f e is the effective focal length. Both of them are measured in millimeters. With this said, the proposed method for generating obstacleaware regions and its main steps are described in detail below, and tabulated in Table 3 as well.
1) The disparity estimationD l is first split into ×1 grids, as illustrated by the yellow rectangles in Fig. 11(a) .
with its left, right, top, and bottom boundaries u λ 1 , u λ 2 , v λ 1 , and v λ 2 , and can be computed as follows.
To ease computation, we require that w is evenly divisible by , i.e., w/ is a positive integer. 2) For the classification resultC l , the ε-th obstacle object
. As plotted in Fig. 11(b) , its four boundaries are u ε 1 , u ε 2 , v ε 1 , and v ε 2 . 3) For every possible combination of (λ, ε):
-Find the top and bottom boundaries of the ε-th
where f mono (in pixels) is the focal length of the monocular camera that is used for online testing, and b is the baseline of the binocular camera that is used for collecting training data. 4) For each grid λ, find the minimal depth of all considering obstacles bỹ
where 1 ≤ ε ≤ are indices of obstacles. 5) For the λ-th grid, we have its left and right boundaries, u λ 1 and u λ 2 , and a representative depth of detected obstacles, z λ , so far. The representative depth equals to the furthest obstacle-perceptual distance z f if there is no obstacle in this grid. In addition to the split grids, the field of visual perception can be split into sectors as well, as plotted in Fig. 12 . Notably, any realistic obstacle appears in the grids with a specified disparity distribution, and also in the sectors with a distance variation. Obviously, each grid has the information u λ 1 , u λ 2 ,z λ that can be applied to depict an obstacle-aware region in its corresponding sector. In this work, this obstacle-aware region is represented by a trapezoid defined by four corners which are formulated as follows.
where f mono and u o are the focal length and image center along u-direction obtained by a common camera calibration process. These four corners are in the camera coordinate system (measured in millimeters) centered at the optical center. The reason for using a trapezoid is that the line of sight radiates out from the camera's optical center and is blocked by obstacles. Applying this step to each grid, the obstacle-aware region of each sector is first drawn. Followed by unification of the obstacle-aware regions of all sectors, the overall obstacle-aware regions in the field of visual perception are finally obtained. Fig. 13 shows the result of obstacle-aware regions for the disparity image Fig. 11 , in which = 32 and z f = 600 cm = 6000 mm are predetermined.
III. IMPLEMENTATION AND EXPERIMENTS
In this section, we implemented the proposed algorithm on a GPU-accelerated computer. The following discussion is focused on: 1) training and testing the proposed monocular disparity estimation model, 2) the fuzzy inference system used in pixel classification and its computation, and 3) two different situations of generating obstacle-aware regions. Fig. 11 as an example.
A. IMPLEMENTATION OF MONOCULAR DISPARITY ESTIMATION MODEL
The proposed model is implemented in TensorFlow and Python and is trained using well-rectified image pairs. The standard network, as plotted in Fig. 2 , contains over 55 million trainable parameters and takes about 6-8 hours to pretrain using a CUDA-based GPU engine, GeForce GTX 1080 Ti, on the outdoor sample data of RGB-D dataset provided by Yonsei University [31] . Next, this pretrained model is refined by our own dataset, collected outdoors. Notably, both of Yonsei's and our datasets are collected by a camera called ZED, which has built-in binocular cameras. In this subsection, over 6000 pairs of rectified images were used in learning the model, and 500 pairs in testing. We set the hyperparameters as: α a = 1, α d = 0.1/s (s = 1, 2, 3, 4 with respect to different scales), α c = 1, the estimated disparity limited in d max ≤ 0.3w, w = 640, h = 384, batch size = 8, epochs = 200, β = 0.5, p = 1, q = 3, optimized by Adam [34] with the commonly-used settings β 1 = 0.9, β 2 = 0.999, and = 10 −8 , and the initial learning rate η = 10 −4 which is kept for the first 50 epochs and halved every 50 epochs until the end.
Certain commonly-used data augmentation techniques are employed in our works, such as horizontal flipping with a half probability, and brightness and color shifts by sampling from uniform distributions ranging in [0.7, 1.3] for brightness, and [0.8, 1.2] for each color channel. The complete compositions of the encoder and decoder parts in Fig. 2 are separately presented in Tables 4 and 5 .
B. FURTHER DISCUSSION ON DISPARITY ANALYSIS
There is an FIS for performing the pixel classification within an estimated disparity image. The fuzzy sets strongly affect the performance of the proposed FIS, as shown in Figs. 8 and  9 , and can be completely determined by the critical points α 1 1 , α 2 1 , . . . α K 1 , α 1 2 , α 2 2 , . . . , α K 2 , and γ 1 , γ 2 , . . . , γ K . Evidently, the first premise variable a 1 is always limited in [0,d max ], and thus we assume that α 1 1 , α 2 1 , . . . α K 1 are uniformly spaced in 0,α K 1 . Similarly, for the second premise variable a 2 , the critical points are determined by
The output variable g denotes the degree limited in [0, 1] of a considered pixel belonging to the road region. Hence, the same way is employed.
Therefore, the total number of parameters is significantly reduced because only the values of α K 1 , α K 2 , and K need to be determined later. To study the influence of parameters α K 1 , α K 2 , and K , we select ten representative images from the Yonsei's outdoor dataset and then analyze our proposed VOLUME 7, 2019 Algorithm 1 (Table 1) with different combinations of α K 1 , α K 2 , and K . In this work, they are finally determined by trial-and-error analysis method as: α K 1 = 8, α K 2 = 2h/3, and K = 5.
After an input goes into an FIS, several steps, including fuzzification, firing rules, inferencing, and defuzzification, are needed to derive the final output. To reduce the computation time, the FIS is regarded to be transformed as an input-output mapping:g = func (ã 1 ,ã 2 ). This mapping can be pre-determined and constructed in a lookup table forã 1 = 0, 1, . . . , d max , andã 2 = 0, 1, . . . , h − 1. Fig. 14 shows the pre-computed mapping surface, in which the horizontal plane is the a 1 vs. a 2 plane, and the vertical axis is the crisp output of g. Each pixel inD l is classified as road class if its output derived from the FIS is greater than a predefined threshold T road = 0.4. For ease of observation, only the range [0, 20] of a 1 is plotted. Accordingly, the time cost of such an FIS is significantly reduced by replacing the inferencing process with a lookup table. Fig. 15 shows four representative results of the proposed pixel classification, where the left, middle, and right images are the original color images (selected from Yonsei's dataset [31] ), the estimated disparity images, and the pixel classification results, respectively. The obstacles are indicated by yellow regions in the right figures.
C. DISPARITY TO OBSTACLE-AWARE REGIONS
Calculating the depth from a given disparity is straightforward for a binocular/stereo vision system with known intrinsic and extrinsic parameters. In this work, the model ψ is trained using Yonsei's and our own datasets, whose left-right pairs of training images are collected by ZED cameras. Given a left-view image, its corresponding disparity map is first predicted by our model ψ. Consequently, the obstacle-aware regions as mentioned in Subsection II-C are generated. Here, the parameters of the ZED camera are the focal length of the left camera f left = f mono = 335 (in pixels) and its baseline b = 120 (in millimeters). With these parameters, the depth (in millimeters) is easily calculated and thus the obstacle-aware regions with real distance information can be obtained. Fig. 16 shows the results of the obstacle-aware regions corresponding to Fig. 15 , in which the red dashed lines represent the horizontal angle of view. Notably, the measurement unit in this figure is centimeters.
The second experiment in this subsection discusses the usage of another monocular camera, whose focal length differs from that of ZED and does not provide a baseline for using stereoscopic vision. The depth cannot be directly calculated by a formula. Therefore, we need to obtain a mapping relation from disparity to true depth. In this experiment, we choose a low-cost webcam Logitech C930e to grab single-view images. For each capture going into our model ψ, a disparity image is predicted. Furthermore, we use a light detection and ranging (LiDAR) device to measure the true distance of an obstacle. By fusing the webcam and LiDAR, the estimated disparity and the real distance are acquired simultaneously. Fig. 17 presents data that are collected by such a joint camera-LiDAR device. In this plot, the disparity-to-depth mapping can be simply fitted as z = 48750/d, with a relatively high score R 2 = 0.9963. Experimental results thus demonstrate that the proposed method is feasible to a camera with different intrinsic parameters, if the process of camera-LiDAR calibration is performed first. The evaluation of the depth measurement will be given in Subsection IV-B.
IV. PERFORMANCE EVALUATION A. ACCURACY OF DISPARITY ESTIMATION
We adopt several frequently-used metrics for quantitative evaluation of the proposed monocular disparity estimation. The first group of metrics contains the errors between the ground truth and the estimated disparities:
• Average of relative absolute error (Abs rel)
• Average of relative squared error (Sqr rel)
• Root mean squared error (RMSE)
• log 10 root mean squared error (RMSE-log)
where D GT andD denote the ground truth and estimated disparity, N is the set of pixels (u, v) with D GT (u, v) ≥ 3 on the disparity ground truth (discarding the faraway pixels), n indicates any pixel in N , and # (N ) denotes the number of pixels in N . The second group is accuracy-based metrics with three different thresholds, defined as
where Threshold = 1.25, 1.25 2 , and 1.25 3 . The evaluation is conducted using the sample data of Yonsei's outdoor dataset, including 500 pairs of stereo images and their disparity ground truth. Table 6 summarizes the quantitative results of the first-group metrics, and Table 7 does so for the second group. The reason for choosing the Monodepth method [17] in this experiment is that it is one of the state-of-the-art methods for learning with stereo images, and motivates a number of subsequent works recently. In addition to the standard model plotted in Fig. 2 , we implement another lightweight encoder-decoder architecture, in which the encoder is replaced by the common VGG deep network. Observed from Tables 6 and 7 , encoding by ResNet-50 performs slightly better than VGG. Fig. 18 presents an example of the improvement gained by our method, in which (a) is done by Monodepth and (b) is by ours. Obviously, the outer appearance produced by our method is much clear. In this experiment, we used the SGM to obtain a reference disparity ground truth and computed the estimation error as follows.
Here, the absolute error is defined by
where 1 ≤ u ≤ w, and 1 ≤ v ≤ h. Table 8 lists the mean and standard deviation of this absolute error Er for the testing set. 
B. ACCURACY OF MEASURING AN OBSTACLE
As mentioned before, there are two different situations, including the cases of (1) using the left camera of ZED device as a monocular camera, and (2) using another monocular camera, described so far. Generally, for the first case, it is straightforward to obtain the depth from disparity because the baseline and focal length are already known. The accuracy of depth measurement completely depends on the performance of the model ψ, discussed in the last subsection. Consequently, the following content focuses on the second situation, which uses another monocular camera for obstacle detection. We conducted an experiment that uses a Logitech C930e webcam to grab images of a tree, the obstacle-aware region, and its relevant distance range can be obtained by our method. Notably, the transformation from disparity to depth follows the fitted curve in Fig. 17 . Besides, the true distance of the tree is measured by a laser range finder. Fig. 19 presents the results of disparity estimation and analysis of single-view images captured at different distances ranging from 150 cm to 500 cm. The left, middle and right parts are the original color image, the disparity estimation, and the disparity classification results, respectively. The resulting obstacle-aware regions are additionally generated in Fig. 20 , in which each subplot is relevant to a distance measured in centimeters. Table 9 tabulates the effectiveness of the proposed obstacle detection and measurement. The average absolute error percentage ranges from 3%−9.2%, which we deem acceptable to navigate our multicopter for collision avoidance. Note that some amount of error is unavoidable. The real distance is measured using a laser range finder aiming at the center of the obstacle. However, the depth of any obstacle should vary in a range since its outer appearance contains a surface structure. Therefore, there will always be differences between modeled outcomes and those measured as described.
C. DISCUSSION OF COMPUTATION TIME
The proposed method contains three main steps, including the monocular disparity estimation, the pixel classification and the generation of obstacle-aware regions. In this work, the whole algorithm is tested on a CUDA-accelerated computer with MS Windows 10 installed, equipping Intel i7-8750 2.2G processor, GeForce GTX 1060 GPU and DRAM DDR4 16G. The testing images are grabbed using a USB webcam and are sized of 640×480 pixels. Table 10 lists the average execution time. By accumulating the computation time of each step, the framerate is about 8 to 10 frames per second (FPS) which we deem acceptable to guide a multicopter in general applications.
V. APPLICATION: GUIDING A MULTICOPTER
Since the obstacles have been identified via the presence of obstacle-aware regions, the next is to find a safe path for guiding a multicopter for collision avoidance. We realized a robotic platform that includes a hexacopter with a webcam, a microcomputer, and a flight controller. The webcam is stabilized by a camera gimbal to stay horizontally forward. In addition, a laptop is used for establishing the ground control station (QCS) for flight data monitoring, and it is also for runnning the proposed algorithm.
A simple but reliable method of employing the obstacleaware regions for finding a new flying path is introduced below. First, the obstacle-aware regions are dilated to be collision-free zone by considering the body width of the hexacopter. The four corners of each obstacle trapezoid are , z f where w r is the half of hexacopter's body width. Fig. 21 illustrates the dilated obstacle-aware region (the union of the blue and yellow regions), and the remaining part (white) in the field of visual perception is regarded as a collision-free zone. In our work, using a multirotor robotic platform, we are able to suggest a computation-efficient algorithm to select a new path for avoiding obstacles, while meeting the real-time requirement. The key idea is to add an intermediate waypoint which locates on the boundary of collision-free zone and safety margin, at the furthest depth z f . The main steps of adding a new waypoint and finding a flyable path are briefly explained below and are plotted in Fig. 22. 1) Subplot (a) shows the initial state when an obstacle blocks off the moving trajectory towards the target point. 2) Subplot (b) shows the moment when an obstacle is detected by our proposed method. 3) Scan along the side LR, referring to subplot (c), and find the boundary points of safety margin yellow) and collision-free region (white). In this example, there are two points, plotted as green and purple circles, found on the side LR. the selected path, and then front faces to the target point by turning. Subplot (d) shows the state when the robot completes this step. 7) Repeat the above Steps 1) to 6) until the robot safely reaches the target point. If there is no collision-free zone in the field of visual perception, the robot is supposed to rotate in hopes of finding a collision-free zone allowing approach to the target point. In this experiment, we used the function of telemetry logs for recording the entire journal in QCS. Observed from the visualized flight trajectory, our hexacopter successfully passed through obstacles and reached the destination.
VI. CONCLUSION
In this paper, we propose a working algorithm for detecting obstacles and identifying obstacle-free regions that can be then used for guiding a multicopter. The main achievements of our method include the new learning scheme for monocular disparity estimation, the pixel classification for finding obstacles in a disparity image, and the generation of obstacle-free regions. The resulting obstacle-free regions of our algorithm are then applied to draw a collision-free zone for finding a safe path. The effectiveness of our proposed method was evaluated in several experiments by comparing qualitative and quantitative results. The whole algorithm was deployed on a hexacopter platform and successfully tested in an unknown outdoor environment with obstacles and a target.
