In this paper, a linear model of diffusion processes with unknown drift and diagonal diffusion matrices is discussed. We will consider the estimation problems for unknown parameters based on the discrete time observation in high-dimensional and sparse settings. To estimate drift matrices, the Dantzig selector which was proposed by Candés and Tao in 2007 will be applied. Then, we will prove two types of consistency of the estimator of drift matrix; one is the consistency in the sense of lq norm for every q ∈ [1, ∞] and the other is the variable selection consistency. Moreover, we will construct an asymptotically normal estimator of the drift matrix by using the variable selection consistency of the Dantzig selector.
Introduction
Let us consider the following model given by the linear stochastic differential equation:
where {X t } t≥0 = {(X 1 t , . . . , X p t )} t≥0 is a p-dimensional process, {W t } t≥0 := {(W 1 t , . . . , W p t )} t≥0 be a p-dimensional standard Brownian motion, Θ is a p × p sparse deterministic matrix, and σ = diag(σ 1 , . . . , σ p ) is a p × p diagonal matrix and φ(x) = (φ 1 (x 1 ), . . . , φ p (x p )) for x = (x 1 , . . . , x p ) ∈ R p is a smooth R pvalued function. We will propose some estimators for the drift matrix Θ and the diffusion matrix σ based on the observation of {X t } t≥0 at n + 1 equidistant time points 0 =: t n 0 < t n 1 < . . . < t n n , under the high-dimensional and sparse setting, i.e., p ≫ n and the number of nonzero components of the true value Θ 0 is relatively small.
To deal with such high-dimensional and sparse parameters, various kinds of estimators for regression models have been discussed. One of the most famous estimation methods is the l 1 -penalized method called Lasso proposed by [11] , which has been studied for regression models with high-dimensional and sparse parameters including the models of stochastic processes. On the other hand, the relatively new estimation procedure called the Dantzig selector was proposed for linear regression models in [2] . The Dantzig selector has some properties similar to Lasso estimator for linear regression models in some theoretical senses [1] . Moreover, it is well known that the Dantzig selector for linear models has computational advantages since it can be solved by a linear programming, while Lasso demands a convex program.
The estimation problems for models of diffusion processes based on discretely observed data have been studied by many researchers in low dimensional settings. Especially, the quasi-likelihood methods have been used to estimate the unknown parameter, for instance, see [15] , [5] , and [7] . In addition, the penalized estimators for discretely observed multi-dimensional models of diffusion processes were discussed by [6] and [8] in low-dimensional settings.
Pioneering work of high-dimensional linear diffusion processes was done by [9] . They studied the various models of multi-dimensional diffusion processes observed continuously in high-dimensional settings including the following pdimensional linear models:
These models may be useful for various fields such as statistical physics, chemical reactions and network systems. They proposed the Lasso type estimator of the drift matrix Θ and prove the variable selection consistency of the estimator. In this paper, we will apply the Dantzig selector for the linear models of stochastic processes (1), which is similar to the model (2), to estimate the drift matrix Θ and prove the consistency in the sense of l q norm for every q ∈ [1, ∞] and the variable selection consistency under some appropriate conditions. Moreover, using the variable selection consistency, we will construct the new estimator which has an asymptotic normality. This paper is organized as follows. In Section 2, we will introduce our model setups and some regularity conditions. The construction and the consistency of the estimator of diffusion matrix are described in Section 3. The estimation procedure for the drift matrix and the l q consistency of the estimator are presented in Section 4. Then, we will prove the variable selection consistency in Section 5. Moreover, we will construct the new estimator by using the variable selection consistency of the drift estimator and prove the asymptotic normality of the new estimator in this section. Finally, some concluding remarks and future works are described in Section 6.
Throughout this paper, we denote by · q the l q norm of vector for every
T ∈ R p , we define that
In addition, for a m × n matrix A, where m, n ∈ N, we define A ∞ by
where A j i denotes the (i, j)-component of the matrix A. For a vector v ∈ R p , and an index set T ⊂ {1, 2, . . . , p}, we write v T for the |T |-dimensional subvector of v restricted by the index set T , where |T | is the number of elements in the set T . Similarly, for a p × p matrix A and index sets T, T ′ ⊂ {1, 2, . . . , p}, we define the |T | × |T
For a R-valued random variable X on a probability space (Ω, F , P ), we define the
where E[·] is the expectation with respect to the probability measure P .
Preliminaries
Let {W
. . be independent standard Brownian motions on a probability space (Ω, F , P ). Define the filtration {F t } t≥0 as follows.
where F 0 is a σ-field independent of {W t } t≥0 . We consider the following pdimensional linear stochastic differential equation (1) defined on the stochastic basis (Ω, F , {F t } t≥0 , P ):
where
. . , p satisfies the following equation.
where Θ i is an i-th row of matrix Θ. In this paper, we consider the estimation problem of Θ and σ. We observe the process {X t } t≥0 at n + 1 discrete time points: 
where S * > 0 is a constant which does not depend on n. We introduce the log-quasi-likelihood given by
We assume the following conditions.
, and ∆ n ≍ n −α , for some α ∈ (1/2, 1). Especially, the last condition implies that n∆ n = T n → ∞, ∆ n → 0 and n∆
(ii) The functions φ i 's are uniformly bounded and satisfy global Lipschitz condition, i.e., there exist positive constants L and L ′ which satisfy the following conditions for every x, y ∈ R.
(iii) For every ν ≥ 1, there existsC ν such that
Note that this assumption implies that
(iv) There exist positive constants K 1 , K 2 , K 3 and K 4 for the true values Θ 0 , σ 0 such that
Assumption (iii) is satisfied if X 0 is a Gaussian random variable. In particular, for the process {X t } t≥0 which satisfies (1), Assumption (iii) implies that for every ν ≥ 1, there exists a constant C ν > 0 such that for all n, i = 1, 2, . . . , p n and k = 1, 2, . . . , n,
The next theorem states the consistency ofσ i uniformly in i. 
Proof. It is clear that
Thus we have thatσ
Using Markov's inequalty and Schwartz's inequality, we can evaluate (I) for every δ > 0 uniformly in i as follows
The right-hand side of this inequality converges to 0 if we put δ = ∆ n . This yields that (I) → p 0 uniformly in i. Using Markov's inequality, Schwartz's inequality and Orlitz norm · Φ2 with respect to the function Φ 2 (x) = e x 2 − 1, we can evaluate (II) for every δ > 0 uniformly in i as follows
where K is a positive constant which does not depend on n. If we put δ = ∆ 1/3 n , the right-hand side of this inequality converges to 0. So we have that (II) → p 0 uniformly in i.
(III) is a terminal value of {F t n k } k≥0 -martingale. We apply Bernstein's inequality for martingales (See [12] , Lemma 8.9.) to the following process:
To do this, we shall evaluate the next moment for every integer m ≥ 2,
Noting that
, we have that
So it follows from Bernstein's inequality that for every ǫ > 0,
We write · Φ1 for the Orlicz norm with respect to Φ 1 (x) := e x − 1. Using Lemma 2.2.10 from [14] to deduce that there exist a constant L 1 > 0 depending only on Φ 1 such that
So we obtain from Markov's inequality that
.
If we put ǫ = log(1 + p n ), then the right-hand side of above inequality converges to 0. Note that
If we take ǫ = log(1 + p n ), it holds under Assumption 2.1 that (σ 0 i ) 2 ǫ/n∆ n → 0, which yields the conclusion. ✷ Note that Theorem 3.1 and Assumption 2.1 imply that there exists a constant
Estimators for drift coefficients
In this section, we define the estimator of Θ i by pluggingσ i in quasi-loglikelihood l n . Hereafter, we write ψ n (Θ i ) for the gradient of l n (Θ i ,σ i ) with respect to Θ i , and V i n for Hessian of −l n (Θ i ,σ i ), i.e.,
Note that Hessian matrix does not depend on Θ. Define the Dantzig selector type estimatorΘ n,i of Θ i bŷ Θ n,i :=Θ i := arg min
where γ n is a tuning parameter. The goal of this section is to prove the consistency ofΘ i .
Some discussions on the gradient
Here, we'll prove that sup
with large probability. To do this, we decompose that
))ds, and
).
Hereafter, we assume that Proof. Using Markov's inequality, we have that
n .
The right-hand side of the above inequality converges to 0 under our assumptions. So we obtain the conclusion. ✷ Proof. We apply Bernstein's inequality for martingales to the following terminal value of martingale :
For all integers m ≥ 2, it holds that
It follows from Bernstein's inequality that for all ǫ > 0 
Using Markov's inequality for ǫ = n∆ n γ n /(σ 0 iK 1 ), we obtain that
→ 0.
✷
Using the above lemmas, we obtain the next theorem. Noting that
and that
we obtain the conclusion. ✷
Some discussions on the Hessian
Define the following factors for V i n .
Definition 4.4. For every index set T ⊂ {1, 2, · · · , p n } and h ∈ R pn , h T is a R |T | dimensional sub-vector of h constructed by extracting the components of h corresponding to the indices in T . Define the set C T by
We introduce the following factors.
(ii) Weak cone invertibility factor
We assume that κ(T i 0 , V i n ) satisfies the following condition.
Assumption 4.5. For every ǫ > 0, there exist δ > 0 and n 0 ∈ N such that for all n ≥ n 0 ,
n ) also satisfy the corresponding conditions. See [13] for details of the matrix conditions to deal with the sparsity.
The consistency of the drift estimator
The next theorems give the l q consistency ofΘ i uniformly in i for every q ∈ [1, ∞]. (i) It holds that
In particular, it holds that sup 1≤i≤pn
(ii) It holds that
By the definition ofΘ i , we have that
It follows from triangle inequality that
by the same way as [3] . Using Taylor expansion, we have that
By the definition of RE(T
This yields our conclusion in (i). Using the factor F
, we obtain the conclusion in (ii) by the similar way. ✷ Theorem 4.7. Under Assumption 2.1 and 4.5, the following (i) and (ii) hold true.
(i) It holds that
(ii) It holds for every q ∈ [1, ∞) that
Proof. It follows from the proof of Theorem 4.6 that
So by the definition of κ(T i 0 , V i n ), we have that
We therefore obtain that
This yields our conclusion in (i).
On the other hand, by the definition of the factor F q (T i 0 , V i n ), we have that
This yields our conclusion in (ii). Then, we have that
n for sufficiently large n, which implies that T i 0 ⊂T i n for every i ∈ {1, 2, . . . , p n }. On the other hand, for every j ∈ T ic 0 , we have that
since it holds that Θ 0 ij = 0. Then, we can see that j ∈T ic n which implies that T i n ⊂ T i 0 for every i ∈ {1, 2, . . . , p n }. We thus obtain the conclusion. ✷
New estimator for drift coefficients after variable selection
We construct the new estimatorΘ by the solution to the next equation
We will prove the asymptotic normality of the estimatorΘ (2) iT i n for every i ∈ {1, 2, . . . , p n }. To do so, we define the
Hereafter, we assume that this matrix Q
with large probability for sufficiently large n.
Lemma 5.2. Under Assumption 2.1, the random sequence ǫ i n defined by
. . , p n } converges to 0 in probability.
Proof. Note that
It is obvious that (II) and (III) are o p (1) by Assumption 2.1 and Theorem 3.1.
To complete the proof, it is sufficient to prove that
as n → ∞ for every δ > 0. Using Markov's inequality, we can see that
If we put δ = n −η for η ∈ (0, α/2), then the right-hand-side of this inequality converges to 0, which means that (I) = o p (1) . ✷ Now, we are ready to prove the asymptotic normality ofΘ as n → ∞. Note that for every i ∈ N, it holds that i < p n for sufficiently large n.
Proof. Using Taylor expansion, we have that
It follows from the definition of the estimatorΘ 
)
We can show that (I) = o p (1) by the similar way to the proof of Lemma 4.1. Next, we will apply the martingale central limit theorem for (III). Define the martingale differences {ξ k } k=1,2,...,n by
It holds for every j, l ∈ T ).
consistency of the estimators for every q ∈ [1, ∞]. Therefore, we may prove the same asymptotic properties of Θ even for the above model which has highdimensional parameters in diffusion coefficients. Besides, variable selection consistency of the estimator of drift matrix is important for applications such as graphical modeling which can be seen in [10] and [9] . In future, we would like to consider such applications and present some numerical results.
