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Abstract—The capability to switch between grid-connected and
islanded modes has promoted adoption of microgrid technology
for powering remote locations. Stabilizing frequency during the
islanding event, however, is a challenging control task, partic-
ularly under high penetration of converter-interfaced sources.
In this paper, a numerical optimal control (NOC)-based control
synthesis methodology is proposed for preparedness of microgrid
islanding that ensure guaranteed performance. The key feature of
the proposed paradigm is near real-time centralized scheduling
for real-time decentralized executing. For tractable computation,
linearized models are used in the problem formulation. To accom-
modate the linearization errors, interval analysis is employed to
compute linearization-induced uncertainty as numerical intervals
so that the NOC problem can be formulated into a robust mixed-
integer linear program. The proposed control is verified on the
full nonlinear model in Simulink. The simulation results shown
effectiveness of the proposed control paradigm and the necessity
of considering linearization-induced uncertainty.
Index Terms—Microgrids, frequency response, wind turbine
generator, uncertainty quantification, reachability, interval anal-
ysis, numerical optimal control, mixed-integer linear program-
ming.
NOMENCLATURE
Mathematical Symbols
A, B, E State, control input, disturbance input matrices
C, D, F Output, control feedforward, disturbance feedfor-
ward matrices
∆ Deviation from operating point
Physical Variables
All variables are in per unit unless specified.
ψ Flux linkage
v, i Instantaneous voltage, current
R, Ll, Lm Resistance, leakage, mutual inductance−→
Ψs, Ψs Space vector of stator flux and its magnitude−→
Vs, Vs Space vector of stator voltage and its magnitude
HD, HT Diesel, wind turbine generator inertia constant [s]
Pm, Pv Diesel generator mechanical power, valve position
R Governor droop setting
τd, τsm Diesel engine, governor time constant [s]
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ωc Cut-off frequency of low-pass filter [Hz]
ωd, ωr Diesel, wind turbine angular speed
ω∗f Filtered reference speed for wind turbine generator
ωs Synchronous angular speed
ω Speed base of wind turbine generator [rad/s]
f Speed base of diesel generator [Hz]
KT Torque controller gain
KQ Reactive power controller gain
KC Current controller gain
uie Supplementary input for model reference control
Subscripts and Superscripts
d, q Direct, quadrature axis component
s, r Stator, rotor
P , I Proportional, integral
p, r Physical plant, reference model
∗ Reference and command
I. INTRODUCTION
The capability to switch between grid-connected and is-
landed modes has promoted adoption of microgrid technology
for powering remote locations [1] as well as improving grid
resiliency [2]–[4]. The microgrids should be able to withstand
islanding-induced perturbations and successfully establish fre-
quency and voltage regulation [5], [6] A strategy for reducing
associated frequency and voltage deviations entails bringing
power at the point of common coupling (PCC) to zero prior
to disconnection [7]. Such a strategy, however, can only be
applied for slower time-scale islanding, not for emergency
ones. During emergency islanding, PCC power, as disturbance,
is directly imposed on the microgrids, leading to frequency and
voltage deviation, which should be maintained within permis-
sible ranges as large excursion may trigger protection relays
and make distributed energy resources (DERs) disconnected.
Particularly, maintaining frequency within safe limits becomes
more challenging under increasing penetration of renewable
energy, which is the main reason of the inertia reduction in
microgrids [8].
Various strategies have been proposed to tackle this chal-
lenge [9]–[13]. The particle swarm optimization (PSO) tech-
niques to tune the proportional-integral (PI) based frequency
controllers are presented in [9] so that the overshoot and
oscillation of the frequency response can be reduced. Demon-
stration of using battery energy storage systems (BESSs) for
frequency support is presented in [10]. The robust control
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2approaches are applied to minimize battery size and reduce fre-
quency variation simultaneously [11]. A multiple-time-scales
hierarchical frequency stability control architecture is proposed
in [12] to address the variability of renewable sources and load.
The model reference control paradigm is employed in [13] to
achieve programmable inertial response. The gaps, however,
still exist in the following perspectives: (1) permissible limits
are not enforced as pointed out by [8], (2) dynamics of the
primary energy sources are over-simplified as mentioned by
[14], (3) modeling errors, particularly linearization error, has
not been rigorously analyzed and compensated.
Based on our previous work [15], a robust control paradigm
for regulating microgrid frequency under emergent islanding
events is proposed in this paper. This control system relies on
local controllers to execute real-time commands and a central
control system to coordinate multiple resources and adjust
local controller parameters in near real-time. The objective
is to compute feasible supplementary control signals for wind
turbine generators (WTGs) [16], [17] so that the stored kinetic
energy can be optimally used to support the frequency. The
control is strategically configured as a two-level paradigm. The
upper layer is a near real-time control scheduling module,
which solves a numerical optimal control (NOC) problem
to obtain supplementary control signals. The computation
is performed once significant changes of system operating
condition have been identified. To reduce the computation
complex, linearized models are employed in the NOC problem,
while linearization error is rigorously analyzed. Once the
bounds of linearization-induced uncertainty is obtained, the
NOC can be formulated as a robust mixed-integer linear
program (MILP). The computed signals will be sent to the
lower layer, whose responsibility is to monitor the islanding
event and execute the signals upon islanding. Such a near
real-time centralized scheduling for real-time decentralized
executing structure has been employed by many researchers to
solve challenging control tasks in power systems [15], [18],
[19]. The contributions of this paper are briefly concluded:
1) We analyze the linearization error of WTG models, and
obtain the bounds using interval analysis.
2) We formulate the near real-time NOC problem as a
robust MILP, analyze the worst-case realization with a
MILP re-formulation.
3) We propose and implement a novel control paradigm
and verify its effectiveness using three-phase nonlinear
simulation in Simulink.
The reminder of the paper is organized as follows. Section II
discusses the frequency response in microgrids and derives the
linearization-induced uncertainty. Section III details the con-
trol paradigm. Section IV presents the case studies, followed
by conclusion in V.
1) Notations: Let x˙ ∈ f(x) denotes differential inclusions.
Let ⊕ denotes Minkowski addition of two sets.
II. MICROGRID MODELS
Practically, microgrids are usually fed by mixed sources
of diesel generators (DGs) and distributed energy resources
(DERs) for reliability and cost effectiveness [1]. Among all
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Fig. 1. (a) Modules and their interactions of diesel generation. (b) Modules
and their interactions of wind turbine generator. (c) Augmented frequency
response model.
DERs, WTGs are one of the fastest growing clean power
sources. Therefore, DGs and WTGs are considered in this
study. The modules of DG and WTG are shown in Fig. 1
(a) and (b), respectively. The main objective of this section
is to derive the augmented frequency response (AFR) model
illustrated in Fig. 1 (c), which describes the microgrid fre-
quency dynamics (considered equivalent to the speed of DG)
subjected to both disturbances and supports. Such models have
been shown to be crucial for frequency studies [20]. Compared
with the models in [13] and [15], we use full-order linearized
WTG model instead, and express the linearization error as a
unknown-but-bounded set.
A. Diesel Generator and Its Analytical Model
A diesel generator (DG) is a combustion engine driven
synchronous generator. A complete model consists of a two-
axis synchronous machine, combustion engine, governor, and
exciter shown in Fig. 1 (a). The governor, engine, and swing
dynamics shown in (1) are extracted to describe the frequency
characteristics of the diesel generator, which has proved to be
precise in many power system applications [20]
2Hd∆ω˙d = f(∆Pm −∆Pe)
τd∆P˙m = −∆Pm + ∆Pv
τg∆P˙v = −∆Pv −∆ωd/(fRD)
(1)
It is worth mentioning that the model in (1) can also present
the frequency response of an aggregated group of DGs. Ref.
[20] and [13] have shown such an aggregation is accurate,
especially in microgrids due to the closer electric distance.
B. Double Fed Induction Generator (DFIG)-Based WTG and
Its Analytical Model
The zero-axis DFIG-based WTG can be described using the
following differential-algebraic equations
ω˙r = 1/(2HT )(Tm − Te) (2)
ω˙∗f = ωc(ω
∗
r − ω∗f ) (3)
x˙1 = K
T
I (ω
∗
f − ωr + uie) (4)
x˙2 = K
Q
I (Q
∗
g −Qg) (5)
x˙3 = K
C
I (i
∗
qr − iqr) (6)
x˙4 = K
C
I (i
∗
dr − idr) (7)
30 = ω(vqs −Rsiqs − ωsψds) (8)
0 = ω(vds −Rsids + ωsψqs) (9)
0 = ω[vqr −Rriqr − (ωs − ωr)ψdr] (10)
0 = ω[vdr −Rridr + (ωs − ωr)ψqr] (11)
0 = −ψqs + Lsiqs + Lmiqr (12)
0 = −ψds + Lsids + Lmidr (13)
0 = −ψqr + Lriqr + Lmiqs (14)
0 = −ψdr + Lridr + Lmids (15)
0 = Pg + (vqsiqs + vqsiqs) + (vqriqr + vqriqr) (16)
0 = Qg + (vqsids − vdsiqs) + (vqridr − vdriqr) (17)
0 = −vqr + x3 +KCP (i∗qr − iqr)
+ (ωs − ωr)(σLridr + ΨsLm
Ls
)
(18)
0 = −vdr + x4 +KCP (i∗dr − idr)
− (ωs − ωr)σLriqr
(19)
Due to the page limit, detailed description is omitted here and
can be found in [13].
C. Linearization Error and Induced Uncertainty
As we can see, the frequency response of DGs in (1) is
originally linear, while the WTG model from (2) to (19)
is nonlinear. To admit a MILP, linearization is taken, while
the induced error is evaluated and expressed as a bounded
uncertainty set. Let the overall WTG model in (2) – (19)
expressed compactly as follows
x˙ = f(xw, usp, yw), 0 = g(xw, usp, yw) (20)
with the output equations
z = h(xw, usp, yw) (21)
where
xw =
[
ωr, ω
∗
f , x1, x2, x3, x4
]T
, z = [Pg]
yw = [ψqs, ψds, ψqr, ψdr, iqs, ids, iqr, idr, Vqr, Vdr, Pg, Qg]
T
Let s = [xw, usp, yw] and seq = [x
eq
w , 0, y
eq
w ] denote the
equilibrium point. Using Taylor explansion at the equibrium
point xeqw and y
eq
w for the nonlinear DAEs yields
x˙w ∈ f(seq) +Asys (xw − xeqw )︸ ︷︷ ︸
∆xw
+Bsysusp
+ Csys (yw − yeqw )︸ ︷︷ ︸
∆yw
⊕I(ξ) (22)
0 ∈ g(seq)︸ ︷︷ ︸
=0
+Dsys (xw − xeqw )︸ ︷︷ ︸
∆xw
+Esysusp
+ Fsys (yw − yeqw )︸ ︷︷ ︸
∆yw
⊕J(ξ) (23)
z ∈ h(seq) + Lsys (xw − xeqw )︸ ︷︷ ︸
∆xw
+Msysusp
+Nsys (yw − yeqw )︸ ︷︷ ︸
∆yw
⊕K(ξ) (24)
where I(ξ), J(ξ) and K(ξ) are the Lagrangian remainders.
The ith row of I(ξ), J(ξ) and K(ξ), denoted as Ii(ξ), Ji(ξ)
and Ki(ξ), respectively, reads
Ii(ξ) =
1
2
(s− seq)THdi (ξ)(s− seq)
Ji(ξ) =
1
2
(s− seq)THai (ξ)(s− seq)
Ki(ξ) =
1
2
(s− seq)THoi (ξ)(s− seq)
(25)
where Hdi , H
a
i and H
o
i are the Hessian matrices for the ith
row of the differential equation fi, algebraic equation gi, and
output equation hi. Lagrangian remainders enclose all higher-
order terms if ξ can take any value of the linear combination
of s and seq
ξ ∈ {αs+ (1− α)seq|α ∈ [0, 1]} (26)
For index-1 DAEs, the algebraic variables can be expressed
in terms of differential and control variables as follows
(yw − yeqw ) ∈ − F−1sys Dsys(xw − xeqw )
− F−1sys Esysusp ⊕ [−F−1sys J(ξ)]
(27)
Then, the differential equations read
x˙w ∈ f(seq) + [Asys − CsysF−1sys Dsys](xw − xeqw )
+ [Bsys − CsysF−1sys Esys]usp
⊕ I(ξ)⊕ [−CsysF−1sys J(ξ)]
(28)
And, the output equations can be re-written as follows
z ∈ h(seq) + [Lsys −NsysF−1sys Dsys](xw − xeqw )
+ [Msys −NsysF−1sys Esys]usp
⊕K(ξ)⊕ [−CsysF−1sys J(ξ)]
(29)
Then, the equations expressed in terms of the deviation vari-
ables are expressed as follows
∆x˙w ∈ [Asys − CsysF−1sys Dsys]︸ ︷︷ ︸
Aw
∆xw
+ [Bsys − CsysF−1sys Esys]︸ ︷︷ ︸
Bw
usp
⊕ I(ξ)⊕ [−CsysF−1sys J(ξ)]
(30)
∆z ∈ [Lsys −NsysF−1sys Dsys]︸ ︷︷ ︸
Cw
∆xw
+ [Msys −NsysF−1sys Esys]︸ ︷︷ ︸
Dw
usp
⊕K(ξ)⊕ [−CsysF−1sys J(ξ)]
(31)
which can be simplified as follows
∆x˙w ∈ Aw∆xw +Bwusp ⊕ I(ξ)⊕ [−CsysF−1sys J(ξ)]︸ ︷︷ ︸
S(ξ,s)
∆z ∈ Cw∆xw +Dwusp ⊕K(ξ)⊕ [−NsysF−1sys J(ξ)]︸ ︷︷ ︸
O(ξ,s)
(32)
where the terms S(ξ, s) and O(ξ, s) bound the linearization
errors.
4D. Numerical Evaluation of Linearization Errors
The linearization error terms S(ξ, s) and O(ξ, s) are compli-
cated functions of several differential and algebraic variables
besides the control inputs. It is extremely difficult to directly
incorporate these term in the optimization model analytically,
and numerical methods are indispensable. Thus, we will first
evaluate their numerical intervals, and incorporate them as the
unknown-but-bounded uncertainty sets into the optimization.
The subsection will describe essential steps to obtain the
numerical intervals.
The first step is to enclose ξ and s in intervals. This
can be done by first computing the reachable sets of (20).
With the time scale of interests, we can assume that the
variations are caused only by the grid supportive control
signals. Therefore, the over-approximation of the reachable
sets can be performed if we bound the control input as U ,
where usp ∈ U . In turn, this control bound U will be enforced
in the NOC. The over-approximation algorithms propagate the
set-represented inputs and initial condition under the system
vector fields efficiently. The efficiency relies on the special
representations of sets as boxes, ellipsoids, polytopes, support
functions and so on [21]. Among all representations, the
zonotopes [22], a sub-class of polytopes, has been widely-
used since they are closed under linear transformation and
Minkowski sum. The zonotope-based reachability computa-
tion has been applied to linear systems [23], [24], nonlinear
systems [25], and nonlinear differential-algebraic systems [26].
Then, the obtained reachable sets, which are typically high-
order zonotopes and difficult for general computational op-
erations, will be converted into intervals by certain interval
hull over-approximation methods. Detailed description of the
algorithms is out of scope of this paper, and can be found
in [22]–[26]. In this paper, we employ the zonotope-based
reachability analysis, and perform the computation using the
Matlab toolbox CORA [26]. Eq. (26) indicates that ξ and s can
be enclosed in the same interval. Let this interval be denoted
as Θ, where s, ξ ∈ Θ.
The second step is to conduct the bound evaluation for
functions S(ξ, s) and O(ξ, s) subjected to the interval inputs s
and ξ, where s, ξ ∈ Θ. This problem can be formulated as two
nonlinear optimization problems. However, the results could
be local optimum, and fail the enclosure. Other approaches
such as Monte-Carlo sampling are subjected to the similar
flaw. On the other hand, the interval arithmetics, or interval
analysis, aims to define a systematic rule of operations for
intervals, interval vectors and matrices such that the exact
solutions are always included [27]. Therefore, we will employ
the interval arithmetics to calculate the interval of S(ξ, s) and
O(ξ, s), denoted as S and O, respectively. Thereto, we first
compute the intervals of every element in the Hessian ma-
trices Hdi (ξ), H
a
i (ξ) and H
o
i (ξ) to form the interval Hessian
matricesHdi ,Hai andHoi , where the possible values of Hessian
matrices are enclosed. Then, based on the results from the first
step, we can express the term δ = s−seq as an interval vector,
where s ∈ Θ. Performing the interval multiplication between
the interval vector δ and the interval Hessian matrices yields
the interval vectors of the Lagrangian remainders
Ii = [Ii, Ii] =
1
2
δTHdi δ
Ji = [J i, J i] =
1
2
δTHai δ
Ki = [Ki,Ki] =
1
2
δTHoi δ
(33)
where Ii and Ii represent the upper and lower bound of
Ii(ξ) for ξ ∈ Θ, and the same notation is applied for Ji(ξ)
and Ki(ξ) as well. At last, the interval representations of the
linearization errors can be calculated as follows
S = I − CsysF−1sys J
O = K −NsysF−1sys J
(34)
Note that computations in (33) and (34) are interval operations
defined in [27]. Such computations can be performed either by
CORA [26] or a more fundamental Matlab toolbox INTLAB
[28].
III. ROBUST NUMERICAL OPTIMAL CONTROL SYNTHESIS
A. Overall Configuration
The overall configuration of the proposed control is illus-
trated in Fig. 2. This control paradigm admits two essential
features: near real-time scheduling (choosing policy) with real-
time monitoring and control (choosing action), and centralized
optimization with decentralized execution. Such strategies
have been proved to be effective for controlling large-scale
systems with performance guarantees [15], [18], [19].
The control paradigm is configured into two levels, that is,
the centralized scheduling level and the decentralized trigger-
ing level. In the scheduling level, the grid operating status is
acquired to update the parameters of the optimization model,
including model parameters, linearization errors and PCC
power. The linearization error analysis will be re-performed
if the original operating points of WTGs change. A threshold
for the grid-supportive mode activation is considered to ac-
commodate the responding time and communication delay of
the islanding detection signal. Based on current PCC power,
this threshold will be converted into the initial condition of
the AFR model, which will also be passed to the optimization
problem. With up-to-date information, the signal scheduling
problem, which is formulated as a MILP, can be promptly
solved by off-the-shelf commercial solvers.
The triggering level is configured locally at each WTG. The
obtained supportive signals for WTGs are transmitted to the
designated WTG to configure local control. The local threshold
is also updated accordingly. Once the supportive function is
determined to be activated, a local clock is activated so that
the scheduled signals are synchronized with the real time. And
the synchronized signals are applied to the supplementary loop
of the WTGs.
B. Numerical Optimal Control for Scheduling Level
The AFR model can be obtained by integrating the WTG
model in (32) with the frequency response model of DG in
(1) as illustrated in Fig. 1 (c). Without loss of generality, we
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consider a microgrid with one DG and multiple WTGs. The
term Nw is the number of WTGs, and Nw is the set of WTG
indices. Let Sd and Sw,i be the base of DG and WTG i,
respectively, and, kd = 1/Sd, kdw,i = Sw,i/Sd. It is very
important to note that the uncertainty is introduced only when
the WTG is activated for the grid supportive mode. Therefore,
we introduce the binary variable bi to indicate the activation
status of WTG i, that is, bi equals to one when the grid-
supportive mode is on and zero otherwise. With all the above
definition, the AFR can be expressed as follows
2Hd∆ω˙d ∈ f(∆Pm − kdPpcc +
Nw∑
i=1
kdw,i∆Pg,i)
τd∆P˙m ∈ −∆Pm + ∆Pv
τg∆P˙v ∈ −∆Pv −∆ωd/(fRD)
∆x˙w,i ∈ Aw,i∆xw,i +Bw,ius,i ⊕ biSi i ∈ Nw
(35)
where
∆Pg,i ∈ Cw,i∆xw,i +Dw,ius,i ⊕ biOi i ∈ Nw (36)
where Ppcc is the current measured power flow at PCC. To
obtain the overall state-space model, we first define the state
and input vectors as follows
x = [∆ωd,∆Pm,∆Pv,∆xw,1, · · · ,∆xw,i, · · · ,∆xw,Nw ]T
u = [usp,1, · · · , usp,i · · · , usp,Nw ]T
b = [b1, · · · , bi · · · , bNw ]T
S = [ST1 , · · · ,STi , · · · ,STNw ]T
O = [O1, · · · ,Oi, · · · ,OTNw ]T
Then, substituting (36) into (35) yields the following state-
space model
x˙ ∈ Ax+B1u+B2kdPpcc ⊕B3(b ◦ S)⊕B4(b ◦ O) (37)
where ◦ denotes the Hadamard product, which performs the
element-wise multiplication of two matrices with the same
dimensions. The analytical model in (37) is discretized at a
sample time of ts and expressed compactly as follows
x(k + 1) ∈Adx(k) +Bd1u(k) +Bd2kdPpcc
⊕Bd3[b(k) ◦ S(k)]⊕Bd4[b(k) ◦ O(k)]
(38)
Let T = [0, 1, · · · , T ] be the discretized time series of the
overall scheduling horizon, k ∈ Z = [1, 2, · · · , Z] be its
indices, and Γ (•) : R 7−→ Z be the mapping from the time
series to the indices. First, the frequency deviation, that is, the
rotor speed of the DG, should not exceed a certain limit in
any time, that is,
∆ωd(k) ≤ ∆fd,lim ∀k ∈ Z (39)
No absolute value is used since the reverse power flow at PCC
is excluded based on real practice. Since the kinetic energy of
WTGs will be transferred to active power to support the grid,
the speed of WTGs will decrease from nominal values. This
deviation is also desired to be limited for all WTGs
|∆ωr,i(k)| ≤ ∆fw,lim ∀k ∈ Z, i ∈ Nw (40)
For the ease of implementation, we confine the control signal
to be the multi-level step function. Therefore, the control
inputs are subjected to the following constraints
us,i(k) = ui(k)uL ∀k ∈ Z, i ∈ Nw
0 ≤ ui(k) ≤ uBD ∀k ∈ Z, i ∈ Nw
(41)
where ui is an integer variable indicating the power level of the
grid-supportive mode of WTG i, uL is the fixed magnitude of
one-level input, and uBD is the total number of power levels. In
addition, for the sake of efficiency, we would like to limit the
number of times that one WTG is activated for grid support.
Thereto, we first build up the constraint between bi(k) and
ui(k), that is, bi(k) equals to one if u(k)i > 0 and zero if
u(k)i = 0. This logic relation is expressed by the following
constraints
0 ≤ −ui(k) +Mbi(k) ≤M − 1 ∀k ∈ Z, i ∈ Nw (42)
where M is a big positive number. Then, another binary
variable vi(k) is defined to indicate the grid-supportive mode
change from off to on of the WTG i by enforcing vi(k) to be
one if the grid-supportive mode of WTG i is activated at time
step k and zero otherwise using the following constraint
vi(k) ≥ bi(k)− bi(k − 1) ∀k = 2, · · · , Z, i ∈ Nw (43)
Obviously, vi(k) will be enforced to equal to one if the grid-
supportive mode of WTG i is off at step k−1 and activated at
step k. Otherwise, vi(k) could be either zero or one. Therefore,
we impose the follwoing constraints to limit the activation
times of a WTG no more than two times during one event
Z∑
k=1
vi(k) ≤ 2 ∀i ∈ Nw (44)
The grid-supportive mode of all WTGs should be off at the
begining and end of the scheduling horizon
ui(0) = 0, ui(Z) = 0 ∀i ∈ Nw (45)
Considering the threshold, the NOC should start from a
designate initial condition instead of zero
x(0) = X0 (46)
6The objective is to minimize the control efforts. The total
control effort can be represented as the summation of all
integer variables as
CU =
Nw∑
i=1
T∑
k=1
ui(k) (47)
The scheduling problem can be summarized as follows
min CU =
Nw∑
i=1
T∑
k=1
ui(k)
s.t. x(0) = X0
x(k + 1) ∈ Adx(k) +Bd1u(k) +Bd2kdPpcc
⊕Bd3[b(k) ◦ S(k)]⊕Bd4[b(k) ◦ O(k)]
∆ωd(k) ≤ ∆fd,lim ∀k ∈ Z
|∆ωr,i(k)| ≤ ∆fw,lim ∀k ∈ Z, i ∈ Nw
us,i(k) = ui(k)uL ∀k ∈ Z, i ∈ Nw
0 ≤ ui(k) ≤ uBD ∀k ∈ Z, i ∈ Nw
0 ≤ −ui(k) +Mbi(k) ≤M − 1 ∀k ∈ Z, i ∈ Nw
Z∑
k=1
vi(k) ≤ 2 ∀i ∈ Nw
ui(0) = 0, ui(Z) = 0 ∀i ∈ Nw
(48)
C. Robust Optimization Re-formulation
Note that problem (48) is infinite dimensional due to the
uncertainty set. The formulation involving the uncertainty sets
needs to be re-formulated so that the worse-case realization
of the uncertainty can be revealed. Since the robust sets are
interval and the problem is MILP, the standard re-formulation
method in [29]–[31] can be employed. Particularly, dynamic
systems with input uncertainty has been considered in [30],
[31].
Let a realization of the uncertainty S(k) and O(k) be
denoted as s˜(k) and o˜(k), respectively. Then, the differential
inclusion in (38) can be expressed as
x(k + 1) = Adx(k) +Bd1u(k) +Bd2kdPpcc
+Bd3[b(k) ◦ s˜(k)] +Bd4[b(k) ◦ o˜(k)]
(49)
The constraints on evolution discrete-time dynamics can be
expressed in a compact notation as
x = Ax(0) + Bd1u + Bd2kdPpcc + Bd3s + Bd4o (50)
where
x = [x(1), x(2), · · · , x(Z)]T ,u = [u(0), u(1), · · · , u(Z − 1)]T
s = [b(0) ◦ s˜(0), b(1) ◦ s˜(1), · · · , b(Z − 1) ◦ s˜(Z − 1)]T
o = [b(0) ◦ o˜(0), b(1) ◦ o˜(1), · · · , b(Z − 1) ◦ o˜(Z − 1)]T
A =

A
A2
...
AN
 Bdi =

Bdi 0 · · · 0
ABdi Bdi · · · 0
...
...
. . .
...
AN−1Bdi AN−2Bdi · · · Bdi

where i denotes the different subscripts of the input matrices.
Substituting (50) into constraint (39) yields
−Ax(0)− Bd1u− Bd2kdPpcc − Bd3s− Bd4o ≤ E∆fd,lim
where E will ensure the constraint to be effective at appro-
priate rows. By grouping all uncertainty sets on the left-hand
side we have
−Bd3s− Bd4o ≤ E∆fd,lim +Ax(0) + Bd1u + Bd2kdPpcc
(51)
The robust constraint sanctification of (51) can be formulated
as [31]
max
w
(−Bd3s− Bd4o) ≤ E∆fd,lim
+Ax(0) + Bd1u + Bd2kdPpcc
(52)
Due to the special form of the uncertainty set, that is, interval,
the worst-case realization can be revealed row-wise by deter-
mining the possitivity of the entry of matrices Bd3 and Bd4,,
which will depend on the system dynamic models.
IV. CASE STUDY
A. Enclosing Linearization Error
In this subsection, we will demonstrate the results of the
analysis presented in Section II-D. As a prerequisite for the
interval analysis, reachability analysis of the WTG in (2)-
(19) is performed using CORA [26] under a bounded control
input U = [0, 0.1], which will be enforced in the NOC.
The reachable sets are shown in Fig. 3 in the format of
zonotopes, which are further converted into intervals Θ. Then,
the computations in (33) and (34) are performed to obtain the
linearization error bounds in the format of intervals as follows
S =

[−0.001192776663658, 0.001190937295999]
[−0.000098120800673, 0.000098003228640]
[0, 0]
[−0.056868144117605, 0.056840867582327]
[−0.052150975958212, 0.052152050866097]
[−0.104503795886190, 0.104504716861513]

O = [ [−0.024807136679364, 0.024828861362883] ]
To further verify the bounds, reachability analysis of the
linearized WTG in (32) under the inputs of a constant sup-
plementary signal usp and error sets S and O. Simulated
trajectory using the nonlinear model (2)-(19) under the same
usp is compared in Fig. 4. With the obtained bounds, reachable
sets of the linear system always enclose the trajectory of the
nonlinear system. Nate that the simulated nonlinear trajectories
have been subtracted by the equilibrium points.
B. Frequency Control During Islanding
The optimization problem (48) can be converted into a
MILP after applying the technique in Section III-C. The
problem is formulated in the Yalmip environment [32] and
solved by efficient solvers Gurobi. The parameters in the MILP
are given as follows
ts = 0.1 [s], T = 10 [s], uL = 0.02, uBD = 5
∆fd,lim = 0.5 [Hz],∆fw,lim = 2 [Hz]
7Fig. 3. Reachable sets of nonlinear WTG model under bounded input.
Fig. 4. Enclosing nonlinear trajectories by linear WTG with linearization
error intervals.
Based on the given parameters, it is required that the frequency
deviation to be limited within 0.5 Hz.
The microgrid model for verification is a modified 33-
node three-phase built in Simulink environment illustrated in
5. All components shown in Fig. 1 have been implemented.
Once the control signals are computed, they are set in the
Simulink environment. Cascade-connected switches are em-
ployed to realized the control signal, the input magnitude and
switching time of which will be adjusted accordingly. We
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Fig. 5. Modified 33-node microgrid with diesel and wind turbine generators.
consider a scenario where the measured PCC power is 0.7
MW, and 0.14 per unit with respect to the DG. We assume
the islanding detection and corresponding signal transmission
can be completed within 0.1 second, which leads to an initial
condition X0 = [−0.11, 0, 0, 0, · · · , 0]T under current PCC
power. After completing the up-to-date information process,
the problem (48) is solved less than 10 seconds. The result is
plotted in Fig. 6 (a). The NOC problem without considering
uncertainty is also solved and plotted in 6 (b). The total control
effort CU with the presence of the uncertainty is 42, while
without considering uncertainty is 33. In addition, since the
uncertainty is only presented when the WTG is activated for
grid support, the control signals tend to attain their maximum
values. In the latter case, though the grid-supportive mode
activation duration is approximately the same, the signals are
not reaching to their output limits in most of the activation
duration.
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The computed signals are then equipped in the full-order
three-phase nonlinear Simulink model for verification. We
disconnect the switch at PCC to simulate the islanding event.
Once the three state deviations of the DG cross the threshold
X0, the grid-supportive mode is activated. The frequency
responses of DG under no support, normally scheduled support
and robustly scheduled support are shown in Fig. 7. The active
power of the network is shown in Fig. 8. The previous two
cases do not lead to safe responses, while the frequency in
the last case stays within the permissible limits. In addition,
the normally scheduled control is also applied to the linear
system in Eq. (49) without considering the uncertainty, and the
response is shown in Fig. 7 for comparison. As we can see, this
response is safe but leaving no extra margins since the control
effort is to be minimized. Therefore, if the linearization error
of WTGs is not taken into account, the frequency response
losses its safety. The active power variations of WTG 1 from
linear and full nonlinear models are shown in Fig. 9.
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V. CONCLUSIONS AND FUTURE WORKS
In this paper, a NOC-based control synthesis methodology
is proposed for preparedness of microgrid islanding that can
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Fig. 8. (a) Active power in the network. (b) Enlarged view of WTG power.
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Fig. 9. Active power variations of WTGs from the linearized and full
nonlinear model.
take the trajectory constraints, i.e., frequency response in
this paper, into account. The key feature of the proposed
paradigm is near real-time centralized scheduling for real-
time decentralized executing. The controller schedules ahead
a series of control signals to synthesize the grid-supportive
mode of WTGs by solving the NOC problem, where the
frequency response predicted by the AFR model satisfies the
defined specifications under the current PCC power. Then,
the computed signals are transmitted to individual WTGs for
local activation. Linearization-induced uncertainty of WTGs is
derived and computed using interval analysis. The proposed
control is verified on the full nonlinear model in Simulink.
The simulation results indicate the scheduling control can
successfully retain the frequency within permissible ranges
under the islanding event. Particularly, case studies show that
considering uncertainty can create extra safety margins for
accommodating modeling errors, and reserve safe responses.
On the other hand, unsafe trajectory occurs if the uncertainty
is omitted.
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