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Abstract
We already know a great deal about dynamical systems with uniqueness in forward time.
Indeed, flows, semiflows, and maps (both invertible and not) have been studied at length. A
view that has proven particularly fruitful is topological: consider invariant sets (attractors,
repellers, periodic orbits, etc.) as topological objects, and the connecting sets between them
form gradient like flows. In the case of systems with uniqueness in forward time, an attractor
in one system is related to nearby attractors in a family of other, “close enough” systems.
One way of seeing that connection is through the Conley decomposition (and the Conley
index) [2], [13]. This approach requires focusing on isolated invariant sets - that is, invariant
sets with isolating neighborhoods. If there is an invariant set I, which has an isolating
neighborhood N , we say that I is the invariant set associated to N , and N is an isolating
neighborhood associated to I. When the invariant set in question is an attractor or a
repeller, then the isolating neighborhood is called an attracting neighborhood or a repelling
neighborhood, respectively. A more specialized case may be called an attractor block or a
repeller block.
This approach was expanded to discrete time systems which lack uniqueness in forward
time, using relations, in [7] and [11]. Relations do not rely on uniqueness in forward time,
but the graph of any map is a relation; thus they serve to generalize maps. Some of this is
reviewed in the next few sections. In addition, I expanded on work done in [7] to show that
in compact metric spaces, attractors for closed relations continue (see Section 6).
On the continuous time side, more work needs to be done. This paper is a step toward
a more systematic approach for continuous time systems which lack uniqueness in forward
time. This work applies to Filippov systems [4] and in control theory [12]. In the following
pages, we establish a tool (multiflows) for discussing the continuous time case and develop a
framework for understanding attractors (and therefore stability) in these systems. A crucial
part of this work was establishing attractor / attracting neighborhood pairs, which happens
in Section 5.5.
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1. Introduction: Why Relations and Multiflows
The primary objects studied in classical dynamical systems are flows, vector fields, and
maps. Specifically, if an autonomous vector field x˙ = f(x) (x ∈ X, t ∈ R) is locally Lipschitz
continuous, then there exists a flow ϕ : X × R→ X which satisfies
ϕ˙(ξ, t) = f(ϕ(ξ, t)) for all ξ ∈ X, t ∈ R
and the usual properties of a flow (to be reviewed explicitly in the Section 2). More recent
work considers what happens in “non-smooth” systems. That is, what occurs when x˙ = f(x),
where f(x) is not necessarily locally Lipschitz continuous. These methods have been useful,
but have yet to be tackled in a fully systematic fashion.1 Here, we propose a structure, which
serves as a generalization of flows: multiflows. They have already proven useful, in ways we
will discuss in a moment. For now, we look at where they fit in.
The dynamical systems we shall explore here have solutions in one of six categories of
objects. These objects are categorized by three things:
(1) how time behaves,
• discrete
• continuous
(2) existence and/or uniqueness of path in forward time,
(3) existence and/or uniqueness of path in backward time.
The organization is as follows:
Organization of Dynamical Systems
discrete time continuous time
forward and
backward uniqueness invertible maps flows
forward uniqueness maps semiflows
neither relations “multiflows”
It should be noted that, just like flows are semiflows and invertible maps are maps, so too
will we regard relations and multiflows as generalizations of maps and semiflows, respectively.
We are most familiar with functions. In particular, we are familiar with flows (continuous
time) and maps (discrete time). In dynamical systems, invertible maps were the first dis-
crete objects studied, as they are more closely aligned with flows, but applications provided
motivation to study all maps. In these cases, we know precisely how to move forward in
time from any state space. With flows, we move along a set path, which passes through
some point x in space, and we move exactly t ∈ R units along that path, defining an orbit.
For maps, we also have some point in space x, and we simply apply the map, possibly more
than once. Iterations of the map provide the “forward motion” for any natural number.
Maps work for systems and applications where discrete time makes more sense. It is worth
noting that semiflows are actually a better continuous-time analogue of maps. Only when
we specify that a map f is invertible are we guaranteed some way to move backward - via
f−1. If x is a point in space and f is an invertible map, we will be able to find fn(x) (and it
will be unique) for all n ∈ Z, but if we move to a slightly more general object - say a map
g (which may or may not be invertible), then gn(x) exists and is unique for all n ∈ Z≥0.
1See comments by J. M. Guckenheimer, [5].
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Figure 1. Some of the solutions to x˙ = |x|1/2.
Similar statements can be made for flows and semiflows. But this introduces an asymmetry,
with regard to time. Only if we generalize even further do we repair this asymmetry.
We also wish to focus on the topological tools, originally developed by C. Conley and his
students, to study the structure of the dynamical systems in question. McGehee, Sander,
and Wiandt already did much to establish the usefulness and structure of relations as gen-
eralizations for maps [7],[9],[11]. In [7], McGehee defined (among other things) attractors
in systems which are determined by a relation and made many discoveries of the behavior.
In [9], McGehee and Sander proved an analog of the stable manifold theorem for systems
defined by relations, and in [11], McGehee and Wiandt defined the Conley decomposition for
closed relations. We now lay some groundwork for similar advancements on the continuous
time side of the subject.
It is not difficult to find motivation to explore multiflows. For instance, the solution to
x˙ = |x|1/2 (x ∈ X = R) is in a family of the first examples one sees in a dynamical systems
course (x˙ = |x|α, 0 < α < 1). The function f(x) = |x|1/2 is not locally Lipschitz continuous
near x = 0, and the solutions to x˙ = |x|1/2 lack uniqueness in both forward and backward
directions. The orbits are not unique, so we create a new object, which collects all the orbits:
a stream. Both of those terms will be defined rigorously in Section 4.
For already applied examples, we turn to [6], in which J. Leifeld studied bifurcations that
result from the Welander box model for ocean circulation, which considers the ocean as two
stacked boxes: one for the shallow ocean and one for the deep ocean. The model seeks to
understand the circulation between the two. Two attributes are considered - the salinity
S and the temperature T in the shallow ocean - as these are the primary attributes in
determining density ρ, which in turn drives ocean circulation. If the shallow ocean is less
dense than the deep ocean, almost no mixing occurs. If the shallow ocean is more dense,
then circulation will occur at a rate determined by the difference in density. The model is
constructed, assuming that temperature T0 and salinity S0 in the deep ocean are constant.
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Figure 2. Setup of the Welander Box Model.
(a) Tangencies resulting at the boundary in
the Welander model.
(b) Fused focus bifurcation studied by Leifeld.
Figure 3. Filippov system studied by Leifeld in [6]
For simplicity, we set them to 0 (since we are only concerned with how they change). Then
dT
dt
=kT (TA − T )− k(ρ)T
dS
dt
=kS(SA − S)− k(ρ)S
ρ =− αT + γS.
where TA and TS account for atmospheric forcing terms. Obviously, these only interact with
the shallow ocean. A lot is accounted for in the convection function k(ρ).
For more details, see [6]. We focus on this example because it is an example of a Filippov
system. For a rigorous definition, see [4]. Leifeld guides the reader through the various
changes of variables and values of parameters which produce the sliding regions and fused
focus bifurcation pictured in Figures 3(a) and 3(b).
Recent work by C. Thieme proved that Filoppov systems are in fact a subset of multiflows.
R. McGehee then proved that any system defined by a continuous vector field results in
solutions which are multiflows.
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There is also a result by K. J. Meyer, who was studying a particular framework with
applications to ecology and climate modeling. Let x ∈ X, a compact space and consider the
differential equation
x˙ =f(x) + g(x),(1)
where f is locally Lipschitz continuous. Then the system of solutions
Φ = {(t, x, y) ∈ [0,∞)×X ×X : there is some g with ‖g‖∞ ≤ r, g ∈ L1loc ∩ L∞
such that (1) has a solution χ satisfying χ(0) = x, χ(t) = y}.
is also a multiflow. Its motivation comes in the study basins of attraction for systems which
might be perturbed or controlled in non-smooth ways (including systems in which errors in
measurement might occur).
My own contributions are any theorems in sections 3, 4, 5, 6, and Appendix A, except
those which are explicitly labeled as coming from one of my references. In addition to some
theorems, which I hope will shed light on the general structure within multiflows, I proved
the semicontinuity of attractors for relations, the existence of attractors for multiflows, and
the existence of attracting neighborhoods arbitrarily close to those attractors for multiflows.
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2. Review of Maps and Flows
Flows and maps are useful and fairly well understood. For a vector field x˙ = F (x), if
F (x) is locally Lipschitz, then the solutions will be flows. We frequently use maps as tools
to understand what happens in a flow after a set period of time. Morally, f(x) = φ(T, x) =
φT (x) defines a map on the point x ∈ X, where T is usually some set time in R. They are
also used in studying systems, which benefit from a discrete perspective. Examples include
populations of animals or measurement of sea ice, which have distinct seasons of growth.
While we are guaranteed the ability to flow forward and backward in time, in each path of
our flow, the same cannot be said for all maps. That is, even if f is a map, there is no
guarantee it has an inverse.
With that in mind, we come to the need to refer to the non-negative halves of our time
domains. We use the convention that Z≥0 = {0, 1, 2, . . .} and [0,∞) refers to the non-negative
interval in R. We use the classic setting for dynamical systems - systems with forward
uniqueness. Later we will focus on the analogs with respect to relations and multiflows.
Definition 1. Let ϕ : R × X → X be a flow if it is a function that is continuous in both
variables and satisfies
(1) ϕ(0, x) = x (and x is therefore called the initial point.),
(2) ϕ(s+ t, x) = ϕ (s, ϕ(t, x)) = ϕ (t, ϕ(s, x)),
for all s, t ∈ R, x ∈ X. Also, let ϕt(x) := ϕ(t, x).
Definition 2. Let ϕ : [0,∞)×X → X be a semiflow if it is a function that is continuous
in both variables and satisfies
(1) ϕ(0, x) = ϕ0(x) = x,
(2) ϕ(s+ t, x) = ϕ (s, ϕ(t, x)) = ϕ (t, ϕ(s, x)),
for all s, t ∈ [0,∞), x ∈ X.
Note that a semiflow is defined for forward time, but not necessarily for negative t-values,
or backward time. This makes a semiflow a little more similar to a (possibly noninvertible)
map than a flow is.
We might also use the notation ϕt : X → X, which is defined by the image of each x ∈ X,
after following the flow through time t ∈ [0,∞). Thus, we may speak of flows in terms maps.
In fact, we call ϕt a fixed time map.
Flows have been largely studied because of their usefulness as solutions of differential
equations, but flows have also been studied in their own right. For instance, not every flow
comes as the solution to a smooth vector field. Yet, those flows are studied, too. The objects
themselves have proven to be interesting.
We now define the discrete side of things. Maps are useful objects of study for a few
reasons: they better represent discrete systems, and they help us understand some flows
better. That is, we can break flows into their fixed time maps.
Definition 3. Let f : X → X be a function. We call f a map. Then we establish the
following notation:
• f 0 = id , the identity map, and
• fn+1 = f ◦ fn = fn ◦ f , for all n ∈ N.
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As a consequence, we get fn+m = fn◦fm. The notation for flows and maps is intentionally
similar. Indeed, there is a similar structure. Given a flow ϕ or an invertible map f , there
are associated families, which form groups:
{ϕt : X → X}t∈R and {fn : X → X}n∈Z.
Composition is the group action. If ϕ is only a semiflow or f is a non-invertible map, then
we only get a semigroup and are restricted to t ∈ [0,∞) and n ∈ Z≥0, but composition is
still the semigroup action.
Notice, however, that if f is not invertible, then fn is not necessarily a map for n < 0.
The asymmetry causes complications. This will motivate several new definitions, when we
try to generalize the notion of invariance to relations and multiflows. We do not discuss the
complications much here, but additional information can be found in [7].
2.1. Orbits. We are frequently concerned with one specific solution (or a collection of spe-
cific solutions). Starting at a particular point, what values can be obtained? In what order
are they obtained? We therefore need the concept of an orbit.
Definition 4. Let ϕ : R×X → X be a flow, and let x ∈ X be an initial point. The orbit
of ϕ containing x is the set Oϕ,x =
⋃
t∈R
ϕ(t, x), with the obvious ordering (on t).
We preserve the order in which points were obtained, but the orbits themselves are just
collections of points. If there is some y ∈ X where ϕ(t, x) = y for some t, then Oϕ,x = Oϕ,y.
A result of uniqueness in flows is that for any two orbits ϕ(t, x) and ϕ(t, y), they are either
exactly equal, or their intersection is empty.
One wonders how much of the rich structure of flows can be preserved, if one removes
the necessity that a flow be a function. We shall look more closely later, when we define
multiflows (Section 4).
On the discrete side we define orbits for maps.
Definition 5. Let x ∈ X be a fixed point, and let f be a map (with or without inverse).
Then let x0 = x and define the orbit of f through x to be the sequence
Of,x =
{ {. . . , x−1, x0, x1, . . .}, if f is invertible, or
{x0, x1, . . .}, if f is not invertible,
where xn+1 = f(xn).
We bring this up to contrast it with the notions of orbits and streams for relations and
multiflows.
2.2. Fixed Points and Periodic Orbits. One of the key features in any dynamical system
is the invariant set. Indeed, we use these sets to understand the overall structure of a flow
or map. Between them are gradient like flows (or discrete connecting orbits in the case of
maps). We will get to a formal definition of an invariant set (Section 5.1), but first we
consider the most common examples: periodic orbits and fixed points.
Definition 6. If ϕ : X × R → X is a flow, then there is a periodic orbit of length t > 0
if ϕt(x) = x, and t is the smallest positive number for which this happens. That orbit is
{ϕs(x) : 0 ≤ s < t}.
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Figure 4. Orbits of the solution in Example 1.
Actually, because of the nature of a periodic orbit, and by the uniqueness property of
flows, if ϕ has a periodic orbit of length t through the point x, then⋃
s∈R
ϕs(x) = {ϕs(x) : 0 ≤ s < t}.
That is, all of a periodic orbit is accounted for in a single trip around the orbit. In Example
1, we consider one of the simplest examples that results in periodic orbits.
Definition 7. A fixed point for a flow ϕ is a point x ∈ X such that ϕt(x) = x for all
t ≥ 0.
Example 1. Let ϕ : R× R2 → R2 be the solution to[
x˙
y˙
]
=
[
0 1
−1 0
] [
x
y
]
.
Then
ϕt(x0, y0) =
[
x
y
]
=
[
cos t sin t
− sin t cos t
] [
x0
y0
]
.
A few orbits are displayed in Figure 4. If (x0, y0) = (0, 0), we have a fixed point (equilibrium).
If (x0, y0) 6= (0, 0), then the orbit containing this point is a circle, centered at the origin, and
its length is 2pi.
Definition 8. If f : X → X is a map, then there is a periodic orbit of length n ∈ N if
fn(x) = x, and n is the smallest positive integer for which this happens. The orbit itself is
{fm(x) : 0 ≤ m < n}.
Definition 9. A fixed point for a map f is a point x ∈ X such that f(x) = x.
In other words, a fixed point for a map f has an orbit of length 1. Whereas, x ∈ X is
a fixed point for the flow ϕ if there is no smallest t > 0 for which ϕt(x) = x. In this case,
ϕt(x) = x for all t ∈ R. That is, fixed points can be viewed as a special case of a periodic
orbit. Fixed points are also called rest points, equilibrium points, or simply equilibria.
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Example 2. Let f act on the set of points X = {a, b, c, d, e} by
f(a) = b
f(b) = c
f(c) = d
f(d) = e
f(e) = c.
This is more easily seen in the illustration Figure 5.
Figure 5. Illustration of the map f from Example 2.
There is a periodic orbit of length 3:
f(c) = d, f 2(c) = e, f 3(c) = c.
Recall that any point in a period orbit can be used as the starting point, and the period will
have the same length. Thus, the orbit through d is the same orbit and has the same length:
fn(d) = d ⇐⇒ 3|n (and n ≥ 0 because f is not invertible).
Because a and b eventually (after enough iterations of f) map to one of c, d, or e, nothing
in the system escapes this orbit. We will revisit this example when we discuss invariant sets
in more depth.
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3. Relations
We begin by comparing relations to maps. A map f : X → X sends each x ∈ X to a
unique element y ∈ X, or f : x 7→ y. Another way of thinking is that f sends each x ∈ X to
a one-element subset {y} of X. The graph of any map is a relation, and indeed the graph of
any continuous map is a closed relation. If f is invertible then f−1 is also a map; the graph
of f−1 is also a relation.
We expand this notion to incorporate map-like objects in which the image of x may be
any subset of X.
Definition 10. A relation f on a space X is a subset f ⊂ X ×X.
We typically deal with closed relations f
cl⊂ X × X, as graphs of continuous maps are
closed relations. A map f is just a relation such that for every x ∈ X, there exists a unique
y ∈ X such that (x, y) ∈ X. We usually regard y as the image of x under f . For dynamical
systems which lack uniqueness, we simply take away that restriction. Thus, relations are
a natural generalization of maps. Many of the properties associated with maps carry over.
Many do not.
Definition 11. Let f be a relation2 on X, and let ⊂ X. The image of S under f is the set
f(S) ≡ {y ∈ X : there is some x ∈ S satisfying (x, y) ∈ f}.
As with all modern mathematics, we stand on the shoulders of giants. This section owes
its existence to [7]. My knowledge of relations (in the context of dynamical systems) comes
almost exclusively from that paper and its author. I use the definitions and theorems from
that paper because they are the foundation for my work with multiflows. I am skimming,
using only the tools I need. Anyone wishing to study topological features of discrete time
dynamical systems with non-uniqueness in forward time should turn first to that paper.
We will use the conventions: for a relation f on X and x, y ∈ X,
• f(x) ≡ f ({x}) , and
• y ∈ f(x) ⇐⇒ (x, y) ∈ f.
The following general results in relations will prove invaluable. See [7] for their proofs.
Lemma 3.1 (Lemma 1.1 in [7]). If f and g are relations on X with S, T ⊂ X, then
(1) S ⊂ T =⇒ f(S) ⊂ f(T ) and
(2) f ⊂ g =⇒ f(S) ⊂ g(S).
Lemma 3.2 (Lemma 1.4 in [7]). If f is a relation on S and if S is a set of subsets of X,
then
(1) f
( ⋃
S∈S
S
)
=
⋃
S∈S
f(S)
(2) f
( ⋂
S∈S
S
)
⊂ ⋂
S∈S
f(S)
That is, f preserves unions, but not intersections.
2We use f , despite the fact that these rarely correspond to functions. This is for historic purposes and to
encourage a perspective, which treats relations as set maps.
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Example 3. Let X = {1, 2, 3} and let A = {1, 2}, A′ = {2, 3}, and let f be the relation on
X such that
f(1) ={1, 2}
f(2) =∅
f(3) ={2, 3}.
Then, A ∩ A′ = {2}, and f(A ∩ A′) = ∅ ( (f(A) ∩ f(A′)) = {2}.
There are two properties from basic set theory that will also be useful. We combine them
into one lemma. In [7], this was Lemma 2.6. We use the shorthand notation: if S is a set of
subsets {S} of a set X, then ⋂
S ≡
⋂
S∈S
S.
Lemma 3.3. Theorem 2.6 in [7] If S and T are sets of subsets of a set X, then the following
hold:
(1) If S ⊂ T, then ⋂T ⊂ ⋂S, and
(2) If for every T ∈ T there is some S ∈ S such that S ⊂ T , then ⋂S ⊂ ⋂T.
Before moving on, we establish one more lemma, to do with the closedness of images under
relations.
Lemma 3.4. If f is a closed relation over a compact space X, then f acts as a closed
multivalued map. That is, if S
cl⊂ X, then f(S) cl⊂ X.
Proof. We begin by thinking of f ⊂ X × X in its graphical form. Then, we may speak
of projections, say pi1 to project to the first copy of X and pi2 to project to the second, as
described in detail in [7]. So, considering the images of f is to use pi2(f). Projections on
compact sets are closed maps.
To see this in further detail, let S be any closed subset of X. Then, S×f(S) = f∩(S×X),
which is closed, and f(S) = pi2(f ∩ (S × X)). Again, because projections on compact sets
are closed, we are guaranteed that f(S) is closed. 
3.1. Composition of Relations. We go forward in discrete time by composing relations
the same way one composes maps. That is,
f 2(x) =f(f(x)),
f 3(x) =f(f 2(x)), etc.
Definition 12. If f is a relation over X, then for n ∈ Z≥0 fn is also a relation over X
defined by
f 0 = id X = {(x, x) : x ∈ X},
fn = {(x, z) : z = f(fn−1(x))} if n > 0.
Therefore, fn(x) = {z : (x, z) ∈ fn} and if S ⊂ X,
fn(S) = {z : there is some x ∈ S such that (x, z) ∈ fn}.
While relations do not share all of the properties of maps, there is quite a lot of structure
that is preserved in moving to this generalization. In fact, there is a semigroup structure on
the compositions of f .
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Lemma 3.5. Let f be a relation over X. Then {fn}+n∈Z≥0 forms a commutative semi-
group. It is an easy exercise to prove the following properties for m,n, l ∈ Z≥0:
• f 0 = id X (by definition)
• fm+n = fm ◦ fn = fn ◦ fm
• f l+(m+n) = f (l+m)+n
The relation inherits this behavior directly from the semigroup Z≥0. We may also fix x
and define an orbit, which is definitely different for a relation than for a map. We will need
to deal with two notions: an orbit and a stream.
Definition 13. Let x ∈ X be a fixed point, and let f be a relation. Then define the forward
stream of f at x (usually just called the stream of f at x) to be the sequence of subsets
Of,x = {x, f(x), f 2(x), . . .}.
Remark. Note that we are including all of the possible paths of x in these streams. We may
want to follow a specific path, or an orbit. Before exploring that definition it is worth noting
that if xi ∈ f i(x), then f(xi) ⊂ f(f i(x)) = f i+1(x) by Lemma 3.1 (1).
Definition 14. Let x ∈ X and f a relation on X. Then Of,x is defined as in Definition
13. This stream potentially contains several choices of paths, or orbits. A forward orbit
(usually just called an orbit) is defined as a sequence:
{x0 = x, x1, x2, . . .},
where xi+1 ∈ f(xi) for all i ≥ 0.
In the case where f is a map, there is only one forward orbit, so a stream and an orbit
naturally condense into one object. We wait until Section 3.2 to define backward orbit and
backward stream because it requires knowledge of f -transpose.
Definition 15. Let x ∈ X and f a relation on X. Let Of,x be the stream at x. Let y ∈ f i(x)
for some i ≥ 0. Then Of,y, the stream at y, is a sub-stream of Of,x.
A sub-orbit practically defines itself, given what we know of sub-orbits for maps and of
sub-streams.
Definition 16. Let {x0, x1, x2, . . .} be an orbit under f at x = x0, and let y = xi for some
i ≥ 0. Then the sub-orbit at y is {y = xi, xi+1, xi+2, . . .}.
Example 4. Let X = {1, 2, 3} and set f = {(1, 1), (1, 2), (2, 1), (2, 3), (3, 3)}. Then the
stream at 1 is
O1,f = {1, {1, 2}, {1, 2, 3}, {1, 2, 3}, . . .} .
Within this stream, the following are orbits:
{1, 2, 1, 1, . . .}, {1, 2, 1, 2, . . .}, {1, 2, 3, 3, . . .}.
The following are not orbits:
{1, 2, 2, . . .}, or {2, 1, 3, . . .}
because, while 2, 3 ∈ f 2(1), 2 /∈ f(2) and 3 /∈ f(1). Those choices are not compatible.
By defining orbits in an iterative way, we guarantee that each element of the path sequence
exists in a compatible sub-stream.
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[h]
Figure 6. Illustration of the relation f from Example 4.
3.2. Transposes. For an invertible map f , f−1 is a well-defined map. If f is a map (not
necessarily invertible), f−1 is still a relation, known as the inverse image of f . Recall that a
map may be regarded as a special case of a relation. So we define the inverse image in the
following way.
Definition 17. Let f be a relation on X and S ⊂ X. Then the inverse image of S is the
set
f−1(S) ≡ {x ∈ X : f(x) ⊂ S}.
If f is a map, this is compatible with the usual definition. However, if f is a relation, then
f−1 is not necessarily a relation, as Example 5 demonstrates. Thus, it is not the natural
object to use for dealing with “backward time” in relations. Instead we will use f ∗.
Definition 18. Let f be a relation on X. Then the transpose of f (or f -transpose) is
f ∗ = {(y, x) : (x, y) ∈ f}.
The same conventions carry over to the transpose. For instance,
f ∗(x) = {y : (x, y) ∈ f ∗}
= {y : (y, x) ∈ f}, and
f ∗(S) = {y : (s, y) ∈ f ∗ for some s ∈ S}
=
⋃
s∈S
f ∗(s).
Example 5. This example comes from [7]. Let X = {0, 1} be the space,
f = {(0, 0), (0, 1), (1, 0)} ⊂ X ×X
a relation, illustrated by Figure 7. Let S0 = {0} and S1 = {1} be subsets of X and note that
f−1(S0 ∪ S1) = f−1(X) = X, but f−1(S0) ∪ f−1(S1) = {1} ∪ ∅ = {1}.
Specifically, we see that 0 /∈ f−1(S0) because f(0) = {0, 1} 6⊂ S0. Thus, f−1 fails to preserve
unions, contradicting Lemma 3.2. However, f ∗ behaves in a less surprising way:
f ∗(S0 ∪ S1) = {0, 1} = X, and f ∗(S0) ∪ f ∗(S1) = {0, 1} ∪ {0} = X.
14
(a) as relation on X ×X (b) as set map on X
Figure 7. Illustrations of the relation f from Example 5.
In understanding why the transpose is the more natural object for “backward time,” we
return to the graphical interpretation of a relation. Recall that the graph of a map is a
closed relation. If a map F is invertible, and the relation f gives the graph of F , then the
graph of F−1 will be f ∗. Note that (f ∗)n = (fn)∗, and because f ∗ is a relation {(f ∗)n}+n∈Z≥0
forms a semigroup.
The transpose and inverse image of a relation are related in the following way.
Theorem 3.6 (Lemma 1.9 in [7]). Let f be a relation on a space X and let S ⊂ X. Then
f ∗(S)c = f−1(Sc).
We can now define backward orbits and streams.
Definition 19. Let f be a relation on a space X, define the backward stream of f at x
to be the sequence of image sets
Of∗,x = {x, f ∗(x), (f ∗)2(x), . . .},
and let a backward orbit of f at x be a sequence of elements {x0 = x, x−1, x−2, . . .}, where
x−(i+1) ∈ f ∗(x−i) for all i ≥ 0.
Because the backward orbits and backward streams are defined as forward orbits and
forward streams of another relation (the transpose of the original), we usually drop the
“forward” when discussing forward streams and forward orbits.
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4. Multiflows
Here we explore the object, which completes the chart - an object which models a dynam-
ical system, potentially lacking in forward uniqueness (like relations), but which works in
continuous time (like flows and semiflows). The answer is dispserions.
Organization of Dynamical Systems
discrete time continuous time
forward and
backward uniqueness invertible maps flows
forward uniqueness maps semiflows
neither relations multiflows
Begin by recalling the definition of a flow: Let ϕ : R×X → X be a flow if it is a function
that is continuous in both variables and satisfies
(1) ϕ(0, x) = x (and x is therefore called the initial point.),
(2) ϕ(s+ t, x) = ϕ (s, ϕ(t, x)) = ϕ (t, ϕ(s, x)),
for all s, t ∈ R, x ∈ X, and we use the notation ϕt(x) := ϕ(t, x).
We build the continuous time analog of a relation, which must also serve as a generalization
of flows and semiflows, allowing for lack of existence / uniqueness in forward time.
Definition 20. Let X be a space. We call Φ
cl⊂ [0,∞) × X × X a multiflow, with the
notation Φt = {(x, y) : (t, x, y) ∈ Φ}, if it satisfies
(1) Φ0 = id, and
(2) Φs+t = Φs ◦ Φt,
for s, t ≥ 0.
While first encountering multiflows - especially if one is used to dealing with the well-
behaved nature of flows - there are some seemingly pathological behaviors. For instance,
is the semigroup property and Φ0 = idX enough to guarantee a certain kind of continuity?
Is it enough to guarantee we don’t have “gaps” - sections of an orbit with empty images,
followed by non-empty images? We have begun to answer these questions.
Theorem 4.1. Let X be a space, and let Φ ⊂ [0,∞) × X × X be a multiflow over X.
Let S ⊂ X (and note that S may be a single point). If there is any s ∈ [0,∞) for which
Φs(S) = ∅, then Φt(S) = ∅ for all t ≥ s.
Proof. Let X, S, Φ and s be as described. Then for all t ≥ s, t = s + α for some α ≥ 0,
which means
Φt(S) = Φs+α(S) = Φα(Φs(S)) = Φα(∅) = ∅,
because the image of the empty set, under a relation, is the empty set. 
Theorem 4.2. K. J. Meyer [12] Let Z be a compact metric space and let K be a closed
subset of R × Z. Let Kt = {z ∈ Z : (t, z) ∈ K}. Then the map M : R → P(Z) given by
t 7→ Kt is semicontinuous; that is, given t ∈ R and  > 0, there exists a δ > 0 such that
|s− t| < δ implies Ks ⊂ N(Kt).
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Figure 8. An example of a convergent subsequence.
Proof. Assume the negation for the sake of contradiction. Suppose that there is a t ∈ R and
an  > 0 such that for all δ > 0, there is some s with |s−t| < δ and also Ks 6⊂ N(Kt). We will
show that this leads to the conclusion that K does not contain a limit point, contradicting
K being closed.
Given the assumption, there must be a sequence of points in K, {(sj, zj)}∞j=1, such that
|sj − t| < 1j and zj 6∈ N(Kt). Since Z is compact, {zj}∞j=1 has a convergent subsequence
{zjn}∞n=1 converging to some z∗ 6∈ Kt. Then the sequence of points {(sjn , zjn)}∞n=1 ⊂ K has
(t, z∗) as a limit point. Since z∗ 6∈ Kt, (t, z∗) 6∈ K. So K does not contain one of its limit
points. But this contradicts K being a closed subset of R× Z. 
Note that nothing much changes if we say Z is just a compact topological space. K. J.
Meyer proved it for metric spaces, as it was applicable to her research, but we use the more
general version, where given a neighborhood N(Kt), we can find a δ > 0 such that |s− t| < δ
implies Ks ⊂ N(Kt). The proof is as above, mutatis mutandis. Let Z = X ×X where X is
a compact topological space, and we have upper semicontinuity for multiflows. Thus, in the
same way that a relation can be thought of as a set map: f : X → P(X), a multiflow maps
in the following way.
Definition 21. Let X be a topological space, and let R(X) be the space of closed relations
on X. Then Φ is a multiflow if
Φ : [0,∞) cont.−−→ R(X),
Φ(0) = id X , and
Φ(s+ t) = Φ(s) ◦ Φ(t) (known as the semigroup property).
Define Φt to be Φ(t). These will be our fixed time relations. Note that in the case of
a flow φ : R → X × X, φt was a fixed time map, or function. We are just expanding to a
generalized set function. The graph of this set map is the same as the multiflow, regarded
as a subset of [0,∞) ×X ×X. If ϕ is a flow then its graph, restricted to [0,∞) ×X ×X,
will be a multiflow. The same flexibility that proved useful in relations - being able to think
in terms of a graph or in terms of set function - will be invaluable with multiflows.
To move backward, we once again use the transpose Φ∗. This is because if we let Φ be a
multiflow, then Φt must a relation for any fixed t > 0. The same problems exist in attempting
to move backward; namely, if we define Φ−t using the inverse image (Φt)−1, then it might
not be a relation. Thus (Φt)−1 might fail to be a multiflow when expanded to t ∈ [0,∞).
We propose the following definition.
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Definition 22. Let Φ
cl⊂ [0,∞)×X ×X be a multiflow. Define
Φ∗ = {(t, y, x) : (t, x, y) ∈ Φ}
to be the transpose of Φ.
Then, {(y, x) : (t, y, x) ∈ Φ} = (Φ∗)t = (Φt)∗ = {(y, x) : (x, y) ∈ Φt}.
There may be questions of why multiflows are the right objects to serve as the generaliza-
tions of flows. We argue that results like those of McGehee and Thieme lend weight to the
notion that they are indeed the natural choice. Also, McGehee’s ’92 paper has stood for 26
years, with relations proposed as the natural generalization for maps. Multiflows are built
directly from that. Fixing a time in a multiflow yields a relation. Multiflows also respect
the key structures of flows and semiflows; that is, they have the semigroup property.
We now discuss a few examples of multiflows and complications that arise by allowing for
the lack of uniqueness in forward time.
Example 6. Let x, y, t ∈ R. Consider
[
x˙
y˙
]
=

[
1
1
]
, y ≥ 0
[
1
0
]
, y = 0
[
1
−1
]
, y ≤ 0
.
Then the collection of all possible solutions Φ is an example of a multiflow:
Φ =
{(
t,
[
x0
0
]
,
[
x0 + t
y
])
: 0 ≤ t, 0 ≤ y ≤ x0 + t
}
∪
{(
t,
[
x0
0
]
,
[
x0 + t
y
])
: 0 ≤ t,−(x0 + t) ≤ y ≤ 0
}
∪
{(
t,
[
x0
y0
]
,
[
x0 + t
y0 + sgn(y0)t
])
: 0 ≤ t ≤ |y0|
}
.
Let
[
x0
y0
]
=
[ −2
0
]
. Then Φ0(x0) = x0, and indeed we could follow the multiflow Φ
backward in time to gain unique preimages of x0. For instance, consider all the solutions in
Φ, which go through
[
x0
y0
]
=
[ −2
0
]
. Those solutions will all agree if one moves in the
negative time direction (there is a unique backwards orbit). However, following forward in
time, we get all those solutions shown in Figure 9, and more.
In fact, Φ2(x0) = [−2, 2]. This example has a region in which sliding3 is possible. Coming
from x0, we might follow the upper or lower vector fields, or we might move along the x-axis.
Once we leave the x-axis, there is only one path to follow, but at any point along the x-axis,
3For further exploration of sliding and sliding regions, see [4] and [6]. The important notion here is that
the vector fields are not smooth at the x-axis and this has the potential to cause non-uniqueness.
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Figure 9. Some of the solutions in Φ (Example 6), with initial point x0 =
[−2, 0]T, for t ∈ [0, 2].
we have all three choices: to move upward, to move downward, or to continue horizontally.
In this case the x-axis is the Filippov sliding region.
Definition 23. Given a multiflow Φ
cl⊂ [0,∞)×X ×X, a forward stream at x ∈ X is a
set of subsets of X, {Ut}t∈R≥0 such that yt ∈ Ut ⇐⇒ (t, x, yt) ∈ Φ.
Definition 24. Given a multiflow Φ
cl⊂ [0,∞)×X ×X, a forward orbit at x ∈ X is a set
of points {yt}t∈R≥0 ⊂ X such that
(1) for some t ∈ R≥0, (t, x, yt) ∈ Φ,
(2) for each t there is exactly one yt in the orbit, and
(3) for any two yt0 , yt1, with t1 > t0, (yt0 , yt1) ∈ Φt1−t0 .
We see that (1) is guaranteeing that yt is in the forward stream (or just stream, unless
there is need to distinguish from the backward stream) and (3) forces the compatibility, like
we discussed when defining streams and orbits for relations.
Definition 25. Given a multiflow Φ
cl⊂ [0,∞) × X × X, a backward stream at x ∈ X
is a set of subsets of X, {Vt}t∈R≥0 such that yt ∈ Vt ⇐⇒ (t, x, yt) ∈ Φ∗ (or, equivalently,
(t, yt, x) ∈ Φ).
Definition 26. If Φ
cl⊂ [0,∞)×X ×X is a multiflow and y ∈ X, then {xt}t∈[0,∞) ⊂ X is a
backward orbit if
• for some t ∈ R[0,∞), (t, y, xt) ∈ Φ∗,
• for each t there is at most one yt in the orbit, and
• for any two xs, xt, with t > s, (xs, xt) ∈ Φt−s.
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Figure 10. Solutions to x˙ = |x|1/2 and T markers for the fixed-time relations
in Example 7.
Example 7. Let x ∈ R1 = X, and let x˙ = |x|1/2. The solution to this differential equation
is
Φ ⊂R×X ×X, where
Φ = {t, 0, 0} ∪
{
(t, x, y) : x ≥ 0, t ≥ −2√x, y =
(
t
2
+
√
x
)2}
∪
{
(t, x, y) : x ≤ 0, t ≤ 2√−x, y = −
(−t
2
+
√−x
)2}
.
The map f(x) = Φ0(x) = id. For each fixed t > 0, we get a map that is “above” the identity
line y = x. For t < 0, we get a map that is “below” the identity line y = x. This makes
sense, given that x˙ = |x|1/2 ≥ 0. Ordinarily, it makes no sense to describe Φt explicitly when
t < 0, but in this case it is possible to do so, and the definition agrees: for t < 0, Φt = (Φ|t|)∗.
The proof is omitted.
This is not a flow, as can be seen in Figure 10. If one is following along the orbit Φ(t, 0) = 0
for all t, we find a sliding region. Specifically, if t ≥ 0, and if x = 0, then t ≥ −2√x0 for
some x0, and the first and second conditions above are satisfied. So there are two valid
solutions, associated with those two conditions. Either of the first two expressions will return
∂
∂t
∣∣
x=0,t=0
Φ(t, x0) = 0. Therefore, Φ lacks unique solutions going forward whenever x = 0.
Likewise, Φ lacks uniqueness in the negative time direction. If t ≤ 0 and x = 0, moving
backwards means continuing along x = 0 or along the path described in the third expression.
So long as x = 0 has been chosen for each s ∈ (t, 0], the choice will again need to be made
at t.
Since our goal was to define multiflows in such a way that when we fix a time, we get a
relation, it is worth pausing to calculate some fixed-time relations.
Example 8. Let us also look at the discretization of Φ in Example 7; in other words, let
us see the relations that result from fixing t. Note that it is impossible to do so without
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separating the positive, negative, and zero values of t. The image in Figure 10 includes two
vertical lines at fixed values T = 7 and T = 10. We shall eventually see the relations, which
correspond to these time values.
Let f = Φ0, and obviously f = id . This is not particularly interesting, but it does give us
a frame with which to work. For any values of t > 0, Φt(x) ≥ x; for any values of t < 0,
Φt(x) ≤ x. That much is obvious from the ODE, since x˙ ≥ 0.
Let y = f(x) = Φt(x) for some fixed t > 0. We must keep in mind that x is the starting
point and y is in the image after time t. For x ≤ −t2
4
, the path is uniquely determined, and
y = −(− t
2
+
√−x)2. Notice that x < 0, and y ≤ 0. Likewise, if x > 0, there is a unique
finishing value, and it is y = ( t
2
+
√
x)2. In this case, x was already positive, and since the
resulting y will be more positive, no issue arises from crossing 0.
Now, we focus on x-values in that in-between region: −t
2
4
< x ≤ 0. There is a time tx,
where Φtx(x) = 0 (and tx is the smallest t-value for which this happens), but tx < t. In fact,
tx = 2
√−x. We need to determine the possible paths of motion for that remaining time. On
the low end, it is possible that we remain at 0 for the remainder of the time (t− tx). In this
case, 0 ∈ Φt(x). On the high end, we have a scenario in which no measurable time is spent
at 0. This means we immediately follow the positive path, starting from 0, for all remaining
time t− tx, and end at
y =
(
t− tx
2
+
√
0
)2
=
(
t− 2√−x
2
)2
=
(
t
2
−√−x
)2
.
All values between 0 and
(
t
2
−√−x)2 are attainable by spending some of the remaining
time in the sliding region, before following the positive path. Thus, if x ∈
[
− t2
4
, 0
]
, then
Φt(x) =
[
0,
(
t
2
−√−x)2] . Finding the image of Φ, for negative values of t, uses similar
computations.
All together, we get
• t > 0:
Φt(x) =

{
−
(
− t
2
+
√|x|)2} , if x < − t2
4[
0,
(
t
2
−√|x|)2] , if − t2
4
≤ x ≤ 0
{(
t
2
+
√|x|)2} , if x > 0,
• t = 0:
Φt(x) = {x},
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(a) T = 7. (b) T = 10.
Figure 11. Illustrations of the fixed-time relations from Example 7.
• t < 0:
Φt(x) = (Φ∗)−t =

{
−
(
− t
2
+
√|x|)2} , if x < 0
[
−
(
t
2
+
√|x|)2 , 0] , if 0 ≤ x ≤ t2
4{(
t
2
+
√|x|)2} , if x > t2
4
Remark. Note that Φt enjoys two semigroup structures: G1 = {Φt}t≥0 and G2 = {Φt}t≤0 =
{Φ∗t}t≥0 (the proof is omitted). However, there is not a group structure on {Φt}t∈R. As an
example, consider Φ6 ∈ G1 and Φ−1 ∈ G2, and let x = −4:
Φ6(Φ−1(−4)) = [0, 9/4], Φ5(−4) = [0, 1/4], and Φ−1(Φ6(−4)) = [−1/4, 1/4].
Multiflows can also arise, with a simple restriction of a domain.
Example 9. We offer an example of a simple ODE: x˙ = 1. When the space X is R, we get
a flow: ϕ(t, x0) = x0 + t. Looking at the time t maps: f : X → X, we get f(x) = x + t,
which are graphed as all the lines with slope 1.
Now, let us restrict to X = [−1, 1] and use the same differential equation. First of all, the
graph of X × X is now a box of side length 2. It actually does not make sense to define a
flow because, for instance, there is no image of x0 = 1 for time t > 0. Even with x0 = −1,
the orbit does not last past t = 2. Similar issues exist for negative t values. The graph is no
longer of lines, but of line segments.
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Figure 12. Image of Multiflow from Example 9.
This is not a very complicated example, but we cannot truly apply the notation of flows
and maps to it. So, we define a multiflow. Let Φ ⊂ R×X ×X to be
Φ = {(t, x, y) : y = x+ t, with x, y ∈ X}.
We actually end up with restrictions on t, depending on x ∈ X: −1 ≤ t + x ≤ 1, or
−2 ≤ −1− x ≤ t ≤ 1− x ≤ 2.
Again, we are able to discuss a multiflow, which is defined for some negative numbers of
t, but again the negative values will agree with Φ∗.
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5. Ultimate Behavior and Invariance
We are often concerned with the ultimate behavior of a system. Given a set, we wish
to know what will happen if we follow it “forever” in forward or backward time. Ideally,
we come up with a set, which will not change if acted upon again - we want to find an
invariant set. These sets (and the gradient-like flows between them) make up the structure
of our space, if we are acting by flows, maps [2], or relations [7]. This is the notion of the
omega limit set, or ω-limit set. A similar notion - the alpha limit set (α-limit set) - exists
for backward time (when backward time is defined). We will first define what we mean by
“invariant.”
Definition 27. Let φ be a flow over a space X, and let S ⊂ X be a subset such that
φt(S) = {φt(s) : s ∈ S} ⊂ S for all t > 0. Then S is said to be forward invariant (or
positively invariant).
Definition 28. A set S ⊂ X is forward invariant (or positively invariant) under map f
if f(S) ⊂ S.
It is natural to simply reverse the time in the flow definition above, and gain the definition
for a backward invariant set. This is equivalent to the following.
Definition 29. The set S ⊂ X is backward invariant for the flow φ on X if S ⊂ φt(S)
for all t ≥ 0.
For maps, we are not guaranteed that f−1 exists. Hence the need to add a condition to
the following.
Definition 30. If f is a bijective map over a space X, then S ⊂ X is called backward
invariant if f−1(S) ⊂ S.
Definition 31. Let φ be a flow over a space X. The set S is invariant for φ if
φt(S) = S, for all t ∈ R,
or, equivalently, if S is both forward and backward invariant.
Definition 32. Given a map f on a space X, we call S ⊂ X invariant under f if f(S) = S.
If f is invertible, this is equivalent to f−1(S) = S.
Definition 33. Let f : X → X be a map and let S ⊂ X. The omega limit set of S is
defined as
ω(S; f) ≡
⋂
m≥0
⋃
n≥m
fn(S).
If f−1 is defined, then the alpha limit set of S is
α(S; f) ≡
⋂
m≤0
⋃
n≤m
fn(S).
Note that the alpha limit set is just the omega limit set for the mapf−1.
Definition 34. Let φ be a flow (or semiflow) on a space X and let S ⊂ X. The omega
limit set of S is defined as
ω(S;φ) ≡
⋂
t∈[0,∞)
φ[t,∞)(S).
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(a) n ≡ 2 mod 3 (b) n ≡ 0 mod 3 (c) n ≡ 1 mod 3
Figure 13. All illustrations of fn, n > 1.
Figure 14. Illustration of
⋃
n≥m
fn from Examples 2 and 10.
If φ is a flow, then φ−1 is defined, and the alpha limit set of S is
α(S;φ) ≡
⋂
t∈(−∞,0]
φ(−∞,t].
Omega limit sets are guaranteed to be invariant. The closures in the above definitions are
necessary, as without them the resulting sets are not always invariant. In defining omega
limit sets for relations (see [7]), the goal was to find an invariant set that, when restricted to
the class of maps, agrees with the Definition 33. In defining omega limit sets for multiflows,
we have a similar goal.
Example 10. To gain insight on how ω(S; f) is calculated, we return to Example 2. Specifi-
cally, we look at f 2, f 3, and f 4, which - together - also happen to illustrate all the larger itera-
tions of f. Thus,
⋃
n≥k
fn will always contain maps, which look like f 2, f 3, and f 4. If we follow
S = {a, b} for instance, f(S) = {b, c}. If we keep going, we get f(S)∪ f 2(S)∪ f 3(S)∪ . . . =
{b, c, d, e}, and because our set is discrete, this is the same as the closure. But, we begin to
delete previous iterates: f 2(S) ∪ f 3(S) ∪ f 4(S) = {c, d, e} because eventually (almost imme-
diately) b was no longer in the image of S or the closure of the union. In this example, we
don’t lose any more points, and so ω(S; f) = {c, d, e}.
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5.1. Ultimate Behavior and Invariance for Relations. Recall that when f : X → X
is an invertible map and S ⊂ X,
f(S) ⊂ S ⇐⇒ S ⊂ f−1(S),
and we refer S as being forward invariant. With relations, where f−1 is usually not even
defined, it makes sense to split these notions. Thus, in [7], the following terms were assigned.
Definition 35. If f is a relation over X and S ⊂ X, then we use the following to describe
S:
(1) If f(S) ⊂ S, then S is called a confining set for f ;
(2) If f ∗(S) ⊂ S, then S is called a rejecting set for f ;
(3) If f(S) ⊃ S, then S is called a backward complete set for f ;
(4) If f ∗(S) ⊃ S, then S is called a forward complete set for f ;
(5) If f(S) = S, then S is called an invariant set for f ;
(6) If f ∗(S) = S, then S is called a *-invariant set for f ;
We use these new terms in part so as not to be tempted to assume the same structures
that exist with maps.
Example 11. We bring to mind again Example 2, in which X = {a, b, c, d, e}, and f(a) = b,
f(b) = c = f(e), f(c) = d, and f(d) = e. The set S = {c, d, e} is an orbit and an invariant
set because f(S) = {c, d, e} = S.
Unlike with an invertible map, the inverse image of c is a set with more than one element:
f−1(c) = {b, e}. We actually escape the periodic orbit in backward time. So, f−1(S) =
f−1({c, d, e} = {b, c, d, e} 6= S. The set {c, d, e} = S certainly defines a periodic orbit, and
therefore an invariant set with respect to f , but S is not backward invariant with respect to
f .
Theorem 5.1. If f is a relation over a space X, and A is a set of invariant sets A ⊂ X.
Then,
(1)
⋃
A∈A
A is invariant, and
(2)
⋂
A∈A
A is confining.
Proof. Let f , X, and A be as described. (1) We apply Lemma 3.2:
f
(⋃
A∈A
A
)
=
⋃
A∈A
f(A) =
⋃
A∈A
A.
(2) We again apply Lemma 3.2, but for intersections, we only get inclusion:
f
(⋂
A∈A
A
)
⊂
⋂
A∈A
f(A) =
⋂
A∈A
A.

Example 12. Example 3 actually gave us an example, where intersections weren’t preserved,
even for a finite intersection of invariant sets.
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Example 13 (borrowed from Example 5.2 in [7]). Let X = [−2,+∞] (the one point com-
pactification of [−2,+∞)). Consider the continuous surjective map (and therefore closed
relation)
g(x) =
{
x2 − 2, if x ∈ [−2,+∞)
+∞, if x = +∞ .
Let f = g∗ (the transpose of g). Consider the set S = S = (2, η], then f(S) = (2,
√
η + 2] ⊂
S, but f(S) = [2,
√
η + 2]∪{−2} 6⊂ S. That is, S is confining under f , but S is not confining.
We refer to the actual purpose of the original Example 5.2 in a remark later in this section.
The simplest situation is when S is confining (or rejecting, or invariant...), but it is also
useful to distinguish between the following.
Definition 36. Let f be a relation over X. Then for U ⊂ X,
(1) U is confining for f if f(U) ⊂ U .
(2) U is strictly confining for f if f(U) ⊂ int(U).
(3) U is eventually confining for f if there exists some N > 0 for which fn(U) ⊂ U
for all n ≥ N .
(4) U is eventually strictly confining for f if there exists some N > 0 for which
fn(U) ⊂ int(U) for all n ≥ N .
Instead of “confining,” we may use the term immediately confining to emphasize that it
is stronger than eventually confining, but the immediacy is implied, whenever we omit the
word “eventually.”
Lemma 5.2. Let f be a closed relation, and let E be a closed eventually confining set under
f . Let n be a number such that fn(E) ⊂ E. Let
B =
n−1⋃
k=0
fk(E) =
n−1⋃
k=0
fk(E) = E ∪ f(E) ∪ f 2(E) ∪ . . . ∪ fn−1(E).
Then B is a closed, confining set.
Proof. The union is already closed, because it is a finite union of closed sets. Let x ∈ f(B) =
n⋃
k=1
fk(E). Then x ∈ fm(B) for some 1 ≤ m ≤ n. If m < n, then x is explicitly in B. If
instead m = n, then x ∈ fn(E) ⊂ E. Thus B is confining. 
It is worth noting that we cannot simply take a similar union with continuous time and
be guaranteed a closed set, as the union over continuous time is not a finite union. This
provided additional complications for multiflows. We also cannot just take the closure of
such a union. As Example 13,
S is confining 6=⇒ S is confining.
Example 14. Let φ be the flow on X = R×R, defined by x˙ = −x−y and y˙ = x−y. Choose
S to be the closed set between the curves pictured (with parametric curve x = e−t cos(t),
y = ±e−t sin(t) for t ∈ [0, pi]).
We will revisit this example later - in Example 17, where S will serve as an (immediately)
confining, but only eventually strictly confining for multiflows. For now, let us discuss the
fixed time relations φt (they’re actually fixed time maps). For 0 < t < pi, these relations are
(immediately) confining, but only eventually strictly confining.
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Figure 15. Image of S, which is confining and eventually strictly confining.
Equivalent distinctions may eventually prove useful for the other terms in Definition 35
(rejecting, etc.), but we will not use them. Note that a set that is confining is also eventually
confining, a set which is strictly confining is confining, and a set which is eventually strictly
confining is eventually confining. The proofs are omitted.
S strictly confining =⇒ S confining
=⇒ =⇒
S eventually strictly confining =⇒ S eventually confining
Equipped with notions of confining and invariant sets, we wish to talk about ultimate
behavior, which means we need the definition of an omega limit set. For relations, we
actually need a different definition than for maps. We call the one, which corresponds to the
map definition, the strict omega limit set.
Definition 37. The strict omega limit set of a set S ⊂ X under the relation f is
ωˆ(S; f) ≡
⋂
m≥0
⋃
n≥m
fn(S).
Definition 38. If f is a relation over X and S ⊂ X, then the omega limit set of S under
f is
ω(S; f) ≡
⋂
K(S; f),
where
K(S; f) ≡{K : K is a closed confining set satisfying
fn(S) ⊂ K for some n ≥ 0}.
We may abbreviate K(S), Kf or even K when the S or f is understood from context.
A similar notion - the alpha limit set - will not be explored in depth in this paper, but
just like any other backwards-time definitions, it would use the transpose of a relation. See
[7] for more.
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Remark. See Example 5.2 in [7] for an example, which explicitly shows not only that ω(S; f)
and ωˆ(S; f) can differ, but also that sometimes the strict omega limit set is not invariant.
For multiflows, we will explore a different example.
The strict omega limit set is easier to compute (and more familiar in design), and in many
instances the strict omega limit and the omega limit agree. In particular, they must agree
when f is a map, and not just a relation. The following theorems prove invaluable in any
groundwork on multiflows.
Theorem 5.3 (Theorem 5.1 in [7]). If f is a closed relation on a compact Hausdorff space
X and S ⊂ X, then ωˆ(S) ⊂ ω(S).
There are no special properties of S; this inclusion holds for omega limit sets on all subsets
of X.
Theorem 5.4 (Theorem 5.3 in [7]). If g is a continuous map on a compact Hausdorff space
X and S ⊂ X, then
ω(S; g) = ωˆ(S; g)
This was a valuable result, as it lent weight to the notion that Definition 38 is the correct
object to consider. We will contend with resolving even more definitions when we encounter
multiflows.
Theorem 5.5 (Theorem 5.4 in [7]). If S is a closed confining set for a closed relation f on
a compact Hausdorff space, then
ωˆ(S) = ω(S) =
⋂
n≥0
fn(S).
It turns out S does not even need to be confining. It is enough that a subset is eventually
confining.
Theorem 5.6. If f is a closed relation over a compact Hausdorff space X and U
cl⊂ X is
eventually confining with respect to f , then
ωˆ(U ; f) = ω(U ; f).
Proof. Let U
cl⊂ X where X is a compact Hausdorff space, f a closed relation on X, and U is
eventually confining with respect to f . Recall that it is always true that ωˆ(U ; f) ⊂ ω(U ; f).
Let N be a positive integer such that fn(U) ⊂ U for all n ≥ N . Set
V0 =
⋃
0≤k<N
fk(U) = U ∪
⋃
1≤k<N
fk(U) and V = {fk(V0)}k∈Z≥0
Note that V0 is closed (a finite union of closed sets), as are all V ∈ V (because X is compact).
Also, V0 is confining:
f(V0) =
( ⋃
1≤k<N
fk(U)
)
∪ fN(U) ⊂ V0 ∪ U ⊂ V0,
and we have already established that the image of a confining set under a closed relation
is confining, so every V ∈ V is confining. Furthermore, f(U) ⊂ V0, so fk+1(U) ⊂ fk(V0).
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Therefore, V ⊂ K, where K is as defined in Definition 38:
Kf = {K : K is a closed confining set such that there exists some n ≥ 0
for which fn(U) ⊂ K}.
Because V ⊂ K, ⋂
V ∈V
V ⊃ ⋂
K∈K
K = ω(U ; f).
We wish to show that
⋂
V ∈V
V ⊂ ωˆ(U ; f) = ⋂
n≥0
⋃
k≥n
fk(U). Let an arbitrary
⋃
k≥n
fk(U) be
given. Because f l+N(U) = f l(fN(U)) ⊂ f l(U),⋃
k≥n
fk(U) =fn(U) ∪ fn+1(U) ∪ . . . ∪ fn+N−1(U) ∪ . . .
=fn(U) ∪ fn+1(U) ∪ . . . ∪ fn+N−1(U)
=fn(U) ∪ fn+1(U) ∪ . . . ∪ fn+N−1(U)
=fn
(
U ∪ f(U) ∪ . . . fN−1(U))
=fn(V0) ∈ V
Thus, ωˆ(U ; f) =
⋂
V ∈V
V ⊃ ⋂
K∈K
K = ω(U ; f). 
The following do not really follow a narrative flow, outside of [7], but they will also be
used in Sections 5.4 and 5.5
Lemma 5.7 (Lemma 5.5 in [7]). If S is a subset of X with f and g relations over X then
the following properties hold.
(1) S ′ ⊂ S =⇒ K(S; f) ⊂ K(S ′; f).
(2) g ⊂ f =⇒ K(S; f) ⊂ K(S; g).
(3) K(f(S); f) = K(S; f).
(4) K ∈ K(S; f) =⇒ f(K) ∈ K(S; f).
(5) If F is a finite subset of K(S; f), then
⋂
F ∈ K(S; f).
Corollary 5.8 (Corollary 5.6 from [7]). If f is a relation over X, S ⊂ X, and U is a
neighborhood of ω(S), then there exists a K ∈ K(S; f) such that K ⊂ U .
Lemma 5.9 (Lemma 7.6 from [7]). If B is an attractor block (f(B) ⊂ int(B)), then the
following statements are true.
(1) B is a confining set.
(2) int(B) and B are attractor blocks.
(3) ω(int(B)) = ω(B) = ω(B) ⊂ B.
In studying the structure of a dynamical system, it is useful to look at isolated invariant
sets. More precisely, we identify the isolating neighborhoods associated to those invariant sets,
but the invariant sets themselves are the motivation. To properly define isolated invariant
sets, in general, we need to understand what it is to be a maximal invariant set.
Definition 39. An invariant set can also be maximal, relative to the set containing it. Let
U ⊂ X, where X is the topological space. Let S ⊂ U be an invariant set. Then S is maximal
if there is no invariant set T such that S ( T ⊂ U .
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Figure 16. Illustration of S and the surrounding balls for Example 15.
Definition 40. A compact set S in a space X is an isolated invariant set if it is invariant
and if there exists some neighborhood U of S in which S is the maximal invariant set. In
this case, U is an isolating neighborhood of S
Particular examples include attractors (which are the omega limit set of a neighborhood
U), repellers (which are the alpha limit set of a neighborhood U), and saddle points. An
isolating neighborhood will have only one maximal invariant set, but an isolated invariant
set may have many isolating neighborhoods.
Example 15. Not all invariant sets - even compact ones - can be isolated. For instance, let
ϕ : R× R2 → R2 be the solution to[
x˙
y˙
]
=
[
0 1
−1 0
] [
x
y
]
,
as in Example 1 (a rotation with period 2pi about the origin). Then,
ϕt(x0, y0) =
[
cos t sin t
− sin t cos t
] [
x0
y0
]
for any (x0, y0) ∈ R2. See Figure 4 for a visual representation of a few orbits.
Let S be any nonempty compact invariant set for ϕ. In this system, any compact invariant
set is a union of periodic orbits. Then, S ⊂ Br(0, 0) for some r ≥ 0. Note that any
neighborhood U of S will contain some larger closed ball Bs(0, 0) (with s > r). This new ball
contains orbits, which were not in S. Explicitly,
⋃
t∈R
(s cos t, s sin t) ⊂ Bs(0, 0) \ S, making
Bs(0, 0) a new, larger invariant set in U . Therefore, S is not maximal in U , and it cannot
be isolated.
Definition 41. Let φ (or f) be a flow (or map) over X. Then, A ⊂ X is an attractor,
provided it is compact, and
• A is invariant with respect to φ (or f),
• A = ω(B) for some neighborhood B of A.
The neighborhood spoken of in Definition 41 is an example of an isolating neighborhood,
or more specifically, an attracting neighborhood for A. This is actually one definition of
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an attracting neighborhood, and one which we will use to construct similar definitions for
multiflows.
Definition 42. Let φ (or f) be a flow (or map) over X, and let B ⊂ X be a compact set
such that ω(B) ⊂ int(B). Then B is an attracting neighborhood. Moreover, we say B
is an attracting neighborhood associated to ω(B), and ω(B) is the attractor associated with
B.
Another way to talk about attractors is to speak of Lyapunov stable and asymptotically
stable sets, but we will not explore those ideas here.
One of the reasons we consider attracting neighborhoods is that for maps and flows there
is a continuation property, and an upper-semicontinuity. That is, if we have a flow φ with an
isolating neighborhood N (attracting neighborhoods are a type of isolating neighborhood),
and we consider any flow ψ which is “close enough” to φ, then N serves as an isolating
neighborhood for ψ.
Example 16. Let x ∈ R and define ϕ to be a solution to
x˙ = (x− 1)(x+ 1) = x2 − 1.
So, ϕ(t, x) = ke
2t+1
1−ke2t for any k ∈ R. The minimal invariant sets are the equilibria S1 =
{−1} and S2 = {1}. In fact, S1 is a sink (an attracting equilibrium), and S2 is a source
(a repelling equilibrium). We can choose an attracting neighborhood B = [−2, 0], which
contains the attractor S1. Let’s call x˙ = x
2 − 1 + , and so long as || < 1, B is still an
attracting neighborhood containing a sink, which behaves similarly to S1. That is, B remains
an attracting neighborhood for systems near x˙ = x2 − 1.
We now generalize these notions to cover invariant sets, which are not in general attractors.
Definition 43. Let ϕ be a flow and f be a map on X, with N ⊂ X. Then, the maximally
invariant subset of N is defined in the following ways:
Inv (N,ϕ) := {x ∈ N : φ(R, x) ⊂ N},
and likewise
Inv (N, f) := {x ∈ N : fn(x) ⊂ N, n ∈ N}.
Definition 44. A nonempty compact set N ⊂ Rn is an isolating set / isolating neigh-
borhood if
Inv (N,ϕ) ⊂ N◦.
Definition 45. Let S be a compact invariant set. An isolating neighborhood associated
to S is a set N such that
S ⊂ N◦, Inv (N) = S.
If such a neighborhood exists, S is called an isolated invariant set.
An attractor is a particular type of invariant set, and an attracting neighborhood is a
particular type of isolating neighborhood.
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5.2. Confining and Invariant Sets for Multiflows. Recall that a set U is confining
under relation f if f(U) ⊂ U . This notion is similar to forward invariance for maps. We
now extend this and related notions to continuous time. Naturally, the terms in Definition
35 already carry over to any particular fixed time relation.
Definition 46. If Φ is a multiflow over X and S ⊂ X, then we use the following to describe
S:
(1) If Φt(S) ⊂ S for all t ≥ 0, then S is called a confining set for Φ;
(2) If (Φt)∗(S) ⊂ S for all t ≥ 0, then S is called a rejecting set for Φ;
(3) If Φt(S) ⊃ S for all t ≥ 0, then S is called a backward complete set for Φ;
(4) If (Φt)∗(S) ⊃ S for all t ≥ 0, then S is called a forward complete set for Φ;
(5) If Φt(S) = S for all t ≥ 0, then S is called a invariant set for Φ;
(6) If (Φt)∗(S) = S for all t ≥ 0, then S is called a *-invariant set for Φ;
For discussion on why these terms were chosen for relations, refer to [7]. We also have the
expanded notions of eventually confining, strictly confining, etc.
Definition 47. Let Φ be a multiflow over X. Then for U ⊂ X,
• U is confining if Φt(U) ⊂ U for all t > 0.
• U is strictly confining if Φt(U) ⊂ int(U) for all t > 0.
• U is eventually confining if there exists some T > 0 for which Φt(U) ⊂ U for all
t ≥ T .
• U is eventually strictly confining if there exists some T > 0 for which Φt(U) ⊂
int(U) for all t ≥ T .
It is possible to have a set, which is immediately confining, but only eventually strictly
confining, as this example demonstrates.
Example 17. Let X = R2, and let
˙[ x
y
]
=
[ −1 −1
1 −1
] [
x
y
]
define a vector field, as in Example 14. The solutions are of the form[
x(t)
y(t)
]
= e−t
[
cos t − sin t
sin t cos t
] [
x0
y0
]
,
where
[
x0
y0
]
is the initial point.
Take S to be the closed “heart-shaped” region bounded by the curves
[
x
y
]
= e−θ
[
cos θ
± sin θ
]
,
pictured in Figure 17. This region will be confining for 0 ≤ t, but it is only strictly confining
for t > pi. Thus, S is confining and eventually strictly confining, but it fails to be strictly
confining.
Example 18. Example 15 gives a vector field for which any closed circular region centered
at the origin is confining (and in fact invariant) but never strictly confining.
It is good to know how the properties of a set under a multiflow carry over to the properties
of that set under the fixed time relations, and how this affects forward images, as Theorems
5.10 and 5.11 address.
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(a) A look at the whole set described in
Example 17.
(b) A view nearer the origin in Example
17.
Figure 17. A set which is confining but only eventually strictly confining.
Theorem 5.10. Let Φ be a multiflow over a space X and U ⊂ X. Then the following
properties hold true for any fixed time relations Φt, t > 0:
(1) U is confining for Φ =⇒ U is confining for Φt;
(2) U is strictly confining for Φ =⇒ U is strictly confining for Φt;
(3) U is eventually confining for Φ =⇒ U is eventually confining for Φt;
(4) U is eventually strictly confining for Φ =⇒ U is eventually strictly confining for Φt.
Proof. Let U ⊂ X and Φ be as described in the theorem. We start with (4) and assume that
U is eventually strictly confining in the multiflow sense for Φ. So, there is some τ ∈ (0,∞)
such that Φt(U) ⊂ int(U) for all t ≥ τ . Let f = Φt for some fixed t ∈ (0,∞). We find N
such that Nt ≥ τ . Then, for all n ≥ N ,
fn(U) = Φnt(U) ⊂ int(U)
because nt ≥ Nt ≥ τ .
The other cases follow suit, mutatis mutandis. 
In fact, similar notions are true for the various classifications: if U is eventually rejecting
for Φ, then U is eventually rejecting for each Φt, etc.
Theorem 5.11. Let Φ be a multiflow over a space X. Then, consider U ⊂ X and all
forward images Φs(U), where s ≥ 0. The following are true:
(1) If U is confining for Φ, then Φs(U) is confining for Φ.
(2) If U is eventually confining for Φ, then Φs(U) is eventually confining for Φ.
Proof. Let U be (eventually) confining. Then, Φt(U) ⊂ U for all t ≥ 0 (or t ≥ T for some
T > 0 in the case of eventually confining). Consider the forward image Φs(U) for s > 0.
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Then,
Φt(Φs(U)) = Φt+s(U) = Φs(Φt(U)) ⊂ Φs(U),
for t ≥ 0 (or t ≥ T in the case of eventually confining). 
5.3. Defining the K-Sets for Multiflows. In creating omega limit sets for relations, we
needed to define K(U ; f). The same is true for multiflows. We actually have two sets to
define - one which functions on fixed-time relations, and one which links to multiflows in
a more natural way. The former need not be re-defined; we just adapt it, using fixed-time
relations.
Remark. Let Φ be a multiflow over topological space X, and let U ⊂ X. Then for t ≥ 0
K(U ; Φt) ={K ⊂ X : K is closed and confining with respect to Φt,
and there is some n > 0 such that Φnt(U) ⊂ K}.
For the latter - the omega limit set from a continuous time standpoint - we emphasize
that K being confining in a multiflows sense means: Φt(K) ⊂ K for all t > 0.
Definition 48. Let Φ be a multiflow over topological space X, and let U ⊂ X. Then
K(U ; Φ) ={K ⊂ X : K is closed and confining with respect to Φ,
and there is some t > 0 such that Φt(U) ⊂ K}.
When U is understood, the shorthand of KΦt or Kt may be used to identify the K-set for
a fixed time relation, and KΦ or K may be used for the K-set in a multiflow sense.
Lemma 5.12. If K ⊂ K(U ; Φ) for multiflow Φ over topological space X and U ⊂ X, and
T > 0 is a number such that ΦT (U) ⊂ K, then Φt(U) ⊂ K for all t > T .
Proof. This comes almost immediately from the definition of K ∈ K(U ; Φ). Let t = T+s > T
be given, and observe:
Φt(U) = Φs(ΦT (U)) ⊂ Φs(K) ⊂ K,
with the first inequality coming from K ⊂ K(U ; Φ) and the second from the fact that K is
confining. 
Theorem 5.13. (First proved by K.J. Meyer [12]) If F ⊂ K(U ; Φ) is a finite collection of
K-sets, then
⋂
F ⊂ K(U ; Φ). That is, the intersection of a finite number of K-sets is itself a
K-set.
Proof. Let F = {K1, . . . , Kn} ⊂ K. Three properties are necessary for
⋂
F = K ∈ K:
• closed: The intersection of closed sets is closed.
• confining: Each Ki is confining, so Φt(K) ⊂ Φt(Ki) ⊂ Ki for all i, meaning Φt(K) ⊂⋂
1≤i≤n
Ki = K for all t > 0.
• contains a forward image of U : For each i, Ki ∈ K, meaning there is some ti > 0
such that Φti(U) ⊂ Ki. Set T = max{ti}, and there will be an αi ≥ 0 for each i such
that T = αi + ti. Then,
ΦT (U) = Φαi(Φti(U)) ⊂ Φαi(Ki) ⊂ Ki
for each Ki. This demonstrates the number T > 0 such that Φ
T (U) ⊂ K.
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Thus, K =
⋂
F ∈ K. 
Remark. It is the last property - that K contains a forward image of U , Φt(U), with finite
t - which might prevent general intersections of K-sets from being in K.
Theorem 5.14. Let Φ be a multiflow over a compact space X. Let U ⊂ X. Then K(U ; Φ) 6=
∅; in fact, X ∈ K(U ; Φ). If in addition B cl⊂ X is an eventually confining set with respect to
Φ, then
K =
⋂
s∈[0,T ]
Φs(B) ∈ K(B; Φ),
where T is a number such that Φt(B) ⊂ B for all t ≥ T .
Proof. Let X and Φ be as stated in the theorem. Let U ⊂ X. Because X is our ambient
space, Φt(U) ⊂ X for all t ∈ [0,∞). Also, X is closed in the relative topology, and Φt(X) ⊂
X, because images under Φ are only defined on X.
More interestingly, let us consider T,B, and K as stated in the theorem. We note first
that K is closed because it is the intersection of closed sets. Next, let s ∈ [0, T ] be given.
Then
Φ2T (B) =Φs+α(B), where α > T
=Φs(Φα)(B)
⊂Φs(B).
So, Φ2T (B) ⊂ ⋂
s∈[0,T ]
Φs(B) = K.
Finally, we show that K is confining. Let s ∈ [0, T ], t ∈ [0,∞) and x ∈ K be given. We
consider two cases:
t > s: Set k = nT + s − t for some n ∈ Z>0 which gives k ∈ [0, T ]. So t + k = nT + s.
The image of x satisfies:
Φt(x) ⊂Φt(Φk(B))
=Φt+k(B) = ΦnT+s(B)
=Φs(ΦnT (B)) ⊂ Φs(B).
t ≤ s: Set k = t− s ∈ [0, T ]. Then x ∈ ⋂
τ∈[0,T ]
Φτ (B) ⊂ Φk(B), giving us
Φt(x) ⊂ Φt(Φk(B)) = Φt+k(B) = Φs(B).
So, no matter the value of t ∈ [0,∞), Φt(K) ⊂ ⋂
s∈[0,T ]
Φs(B) = K, making K confining.
Thus, K ∈ K(B; Φ). 
It is worth noting that an individual element of K, K =
⋂
s∈[0,T ]
Φs(B), can be the empty
set, in which case ∅ ∈ K (in fact, the forward image Φt(B) may be ∅ for some t > 0).
Corollary 5.15. Let Φ be a multiflow over a compact space X, and let B
cl⊂ X be eventually
confining, with T > 0 a number such that Φt(B) ⊂ B for all t ≥ T. Then all images Φs(K)
where K =
⋂
τ∈[0,T ]
Φτ (B) (s > 0) are also in K(B; Φ).
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Proof. Let X,B,Φ, and T be as stated in the corollary. Recall from Theorem 5.14 that
K ∈ K(B; Φ). Let s ≥ 0.
• Φs(K) is closed (the image of a closed set under a closed fixed time relation over a
compact space).
• Recall from the proof of Theorem 5.14 that Φ2T (B) ⊂ K, which implies
Φ2T+s(B) = Φs(Φ2T (B)) ⊂ Φs(K).
• Finally, let u > 0. Then Φu(Φs(K)) = Φs(Φu(K)) ⊂ Φs(K) because K was confining
for Φ (again, as shown in the proof for Theorem 5.14). Thus, Φt(K) is confining for
Φ.
Thus, Φs(K) ∈ K(B; Φ). 
Lemma 5.16. Let Φ be a multiflow over a topological space X, and let U ⊂ V ⊂ X. Then
K(U ; Φ) ⊃ K(V ; Φ).
Proof. Let X,U, V, and Φ be as described. Let KU = K(U ; Φ), KV = K(V ; Φ). Consider some
K ∈ KV . Then, it already satisfies the need to be closed and confining. Also, there is some
t > 0 for which K ⊃ Φt(V ) ⊃ Φt(U) (by Lemma 3.1). So, K ∈ KU , making KU ⊃ KV . 
5.4. Omega Limit Sets for Multiflows. Now that we have laid out the K-sets, we may
define omega limit sets for multiflows. With the relation f over X, there are two objects
to consider; with multiflows, that grows to four. There are two, which come naturally from
fixed time relations: ω(U ; Φt) and ωˆ(U ; Φt). Recall that the latter is called the strict omega
limit set. Then, there are the related definitions for Φ, which use all values of t > 0. All of
the sets in the table are closed, as they are all intersections of closed sets.
fixed time multiflow
relation Φt Φ
strict omega ωˆ(U ; Φt) ωˆ(U ; Φ)
limit set =
⋂
m≥0
⋃
n≥m
Φnt(U) =
⋂
t≥0
Φ[t,∞)(U)
omega limit ω(U ; Φt) ω(U ; Φ)
set =
⋂
K(U ; Φt) =
⋂
K(U ; Φ)
Once again, the strict omega limit sets are not necessarily invariant.
Example 19. Consider the space X is shown in Figure 18. We act upon it by a multiflow
Φ. The points in U (the straight line pictured in Figure 18) move asymptotically toward
the point x. The action on the point x is such that one can remain at x in future time, or
one can move off the point x onto the rest of the circle, which has period T . We consider
ωˆ(U ; Φ) = {x}, but Φ[0,∞)(x) is the whole circle. That is, {x} is not an invariant set (it is not
confining). If we instead calculate ω(U ; Φ) =
⋂
K(U ; Φ), then then we take the intersection
of closed confining sets, which contain forward images of U . All such sets contain x, but
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Figure 18. ωˆ(U ; Φ) from Example 19 is not invariant.
they also hold the whole circle, because they must be confining. For any point y ∈ U , there is
at least one K ∈ K(U ; Φ), which does not contain y. So, ω(U ; Φ) is the whole circle, which
is invariant.
Just as maps are useful in determining the end behavior of flows and semiflows, we will use
the omega limit sets for relations to shed light on those defined directly through multiflows.
Theorem 5.17. If Φ is a multiflow over a compact Hausdorff space X and U ⊂ X, then
for any t > 0,
ωˆ(U ; Φt) ⊂ ω(U ; Φt).
Proof. Apply Lemma 5.3 with f = Φt. 
Theorem 5.18. If Φ is a multiflow over a compact Hausdorff space X and U ⊂ X is
eventually confining with respect to Φ, then for any t > 0,
ωˆ(U ; Φt) = ω(U ; Φt).
Proof. Apply Lemma 5.10 and Theorem 5.6 with f = Φt. 
Theorem 5.19. Let Φ be a multiflow over a space X. Let U ⊂ X. Fix any t > 0, and
ωˆ(U ; Φt) ⊂ ωˆ(U ; Φ).
If, in addition, U is eventually confining (in the multiflow sense), then we gain equality:
ωˆ(U ; Φt) = ωˆ(U ; Φ).
Proof. Let Φ be a multiflow over X and U ⊂ X. Fix some τ > 0 and consider ωˆ(U ; Φτ ) and
ωˆ(U ; Φ). Let
S =
{⋃
n≥m
Φnτ (U)
}
m≥0
,
T =
{⋃
s≥t
Φs(U)
}
t≥0
,
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Consider any S =
⋃
n≥m
Φnτ (U) = Φmτ (U) ∪ Φ(m+1)τ (U) ∪ . . . , so S ∈ S There is a T with
T ∈ T such that
T =
⋃
s≥mτ
Φs(U) ⊃ S,
and therefore S ⊂ T . By Lemma 3.3,
ωˆ(U ; Φτ ) =
⋂
S∈S
S ⊂
⋂
T∈T
T = ωˆ(U ; Φ).
To prove the other inclusion, we add the assumption that U is eventually confining. Let
t0 > 0 be such that Φ
t(U) ⊂ U for all t ≥ t0. Again, fix some τ > 0 and some m > 0. Set
s ≥ mτ + t0. Then, s = mτ + t0 + α, and so
Φs(U) = Φmτ+(t0+α)(U) ⊂ Φmτ (U),
Thus,
⋃
s≥mτ+t0
Φs(U) ⊂ Φmτ (U) ⊂ ⋃
k≥m
Φkτ (U). The same inclusion holds for their closures.
So, for each S ∈ S, there is some T ∈ T with T ⊂ S. By Lemma 3.3,
ωˆ(U ; Φτ ) =
⋂
S∈S
S ⊃
⋂
T∈T
T = ωˆ(U ; Φ),
giving us equality. 
These sets are not necessarily equal if U is not confining with respect to Φ, as will be
shown in Example 20.
Theorem 5.20. Let Φ be a multiflow over a space X. Let U ⊂ X. Then
ω(U ; Φt) ⊂ ω(U ; Φ)
for any t > 0.
Proof. Let Φ and U ⊂ X be as described, and let t > 0 be fixed. Let
K ={K ⊂ X : K is closed and confining for Φ,
and there is some τ > 0 for which Φτ (U) ⊂ K},
Kt ={Kt ⊂ X : Kt is closed and confining for Φt,
and there is some n ∈ Z>0 for which Φnt(U) ⊂ Kt}.
Consider some K ∈ K. We now show K ∈ Kt. Because K is confining for Φ (in the
multiflow sense), Φt(K) ⊂ K, making K confining for Φt. Let τ > 0 be a number such that
Φτ (U) ⊂ K. Then, find some integer n > τ
t
. Let α = nt− τ > 0, and
Φnt(U) =Φα(Φτ (U))
⊂Φα(K)
⊂K.
Thus K ∈ Kt, and
K ⊂ Kt =⇒ ω(U ; Φt) =
⋂
Kt∈Kt
Kt ⊂
⋂
K∈K
K = ω(U ; Φ)
for any t > 0. 
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Theorem 5.21. If Φ is a multiflow over a compact space X and U ⊂ X, then ωˆ(U ; Φ) ⊂
ω(U ; Φ).
Proof. Let X,U , and Φ be as described. Recall that by Theorem 5.14, K(U ; Φ) 6= ∅. Consider
any K ∈ K(U ; Φ). Then, K is closed and confining, and there is some T ≥ 0 for which
Φt(U) ⊂ K or all t ≥ T . Thus,
Φt(U) = Φt−T (ΦT (U)) ⊂ Φt−T (K) ⊂ K
for all t ≥ T , which implies ⋃
t≥T
Φt(U) ⊂ K, but K is closed, so ⋃
t≥T
Φt(U) ⊂ K. Finally, we
see that
ωˆ(U ; Φ) =
⋂
s≥0
⋃
t≥s
Φt(U) ⊂
⋂
t≥T
Φt(U) ⊂ K.
This is true for all K ∈ K(U ; Φ), so ωˆ(U ; Φ) ⊂ ⋂K(U ; Φ) = ω(U ; Φ). 
Theorem 5.22. If Φ is a multiflow over a compact space X with B
cl⊂ X eventually confining
with respect to Φ, then ω(B; Φ) ⊂ ωˆ(B; Φ).
Proof. Let KB =
⋂
s∈[0,T ]
Φs(B) where T is a number such that Φt(B) ⊂ B for all t > T . Then
{Φt(KB)}t∈[0,∞) ⊂ K(B; Φ), as shown in Corallary 5.15. Note also that KB ⊂ B. Thus,
Φt(KB) ⊂ Φt(B) ⊂
⋃
s≥t
Φs(B),
and so
ωˆ(B; Φ) =
⋂
t≥0
⋃
s≥t
Φs(B) ⊇
⋂
t≥0
Φt(KB) ⊇
⋂
K(B; Φ) = ω(B; Φ).

To summarize the relationships, refer to the following corollaries.
Corollary 5.23. Let Φ be a multiflow over a compact Hausdorff space X with U ⊂ X. Let
t > 0 be a fixed time. Then
ωˆ(U ; Φt) ⊂ ωˆ(U ; Φ)⊂ ⊂
ω(U ; Φt) ⊂ ω(U ; Φ).
Proof. This is achieved by collecting Theorems 5.17, 5.19, and 5.20. 
Corollary 5.24. If Φ is a multiflow over a compact Hausdorff space X and U
cl⊂ X is
eventually confining with respect to Φ, then
ωˆ(U ; Φt) = ωˆ(U ; Φ) = ω(U ; Φ) = ω(U ; Φt)
for any fixed time t > 0.
Proof. Let everything be as described in the corallary. Then by Theorems 5.17, 5.18, 5.19,
5.20, and 5.22,
ωˆ(U ; Φt) = ωˆ(U ; Φ)
=
=
ω(U ; Φt) ω(U ; Φ).
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
It is useful to be able to switch the definition of omega limit set, depending on the appli-
cation. So long as U is eventually confining, they will all agree.
Theorem 5.25. If Φ is a multiflow over a compact Hausdorff space X and U ⊂ X is
eventually confining with respect to Φ, then for any s, t > 0,
ω(U ; Φs) = ω(U ; Φt).
Proof. This is a result of Corollary 5.24: Let U ⊂ X and Φ be as described. Then, no matter
what s, t > 0 are,
ω(U ; Φt) = ω(U ; Φ) = ω(U ; Φs).

As the following example demonstrates, this is not necessarily the case when U is not
eventually confining.
Example 20. Let X = R2, and consider the flow (and therefore a multiflow) we’ve already
considered a few times. The vector field, which defines it is[
x˙
y˙
]
=
[
0 1
−1 0
] [
x
y
]
,
which is simply the rotation matrix. So, the solution Φ is the flow, which rotates about the
origin with period 2pi. Let U be an ellipse, say 4x2 + y2 ≤ 16. It is not eventually confining.
Set s = pi and t = pi/3. Then ωˆ(U ; Φs) = ω(U ; Φs) = U is the ellipse in Figure 19(a),
while ωˆ(U ; Φt) = ω(U ; Φt) is the flower shape in Figure 19(b), and ωˆ(U ; Φ) = ω(U ; Φ) is the
circular region in Figure 19(c).
In this case,
ω(U ; Φs) ( ω(U ; Φt) ( ω(U ; Φ).
(a) ω(U ; Φpi). (b) ω(U ; Φpi/3). (c) ω(U ; Φ).
Figure 19. Demonstrates the omega limit sets of U , as described in Example 20.
The omega limit set and the strict omega limit set for multiflows preserve inclusion.
Theorem 5.26. Let Φ be a multiflow over a space topological X. Let U, V ⊂ X. Then
(1) U ⊂ V =⇒ ω(U ; Φ) ⊂ ω(V ; Φ), and
(2) U ⊂ V =⇒ ωˆ(U ; Φ) ⊂ ωˆ(V ; Φ).
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Proof. Assume Φ to be muliflow over a topological space X with U ⊂ V ⊂ X. We prove
the implications in order. When we construct the omega limit set of U or V , we take
ω(U ; Φ) =
⋂
K∈K
K and ω(V ; Φ) =
⋂
L∈L
L, where
K(U) = {K : K is closed and confining (in a multiflow sense), and there exists
some tK for which Φ
tK (U) ⊂ K},
L(V ) = {L : L is closed and confining (in a multiflow sense), and there exists
some tL for which Φ
tL(V ) ⊂ L}.
Lemma 5.16 already guarantees that L ⊂ K. By Lemma 3.3,
ω(U ; Φ) =
⋂
K∈K
K ⊂
⋂
L∈L
L = ω(V ; Φ).
For the other inclusion, we have Φt(U) ⊂ Φt(V ) for each t ≥ 0 because relations preserve
inclusion. Then, ⋃
t≥s
Φt(U) ⊂
⋃
t≥s
Φt(V ) for all s ≥ 0
=⇒
⋃
t≥s
Φt(U) ⊂
⋃
t≥s
Φt(V ) for all s ≥ 0
=⇒ ωˆ(U ; Φ) =
⋂
s≥0
⋃
t≥s
Φt(U) ⊂
⋂
s≥0
⋃
t≥s
Φt(V ) = ωˆ(V ; Φ).

Lemma 5.27. Let Φ be a multiflow over a compact Hausdorff space X with confining set
B ⊂ X. Consider the fixed times s < t ∈ [0,∞). The corresponding fixed time relations Φs
and Φt satisfy the following:
(1) Φt(B) ⊂ Φs(B)
(2) Φt
∣∣
B×X ⊂ Φs
∣∣
B×X
(3) ω(B; Φt) ⊂ ω(B; Φs)
Proof. First, we rewrite t = s+ α where α > 0. Because B is a confining set,
Φt(B) = Φs(Φα(B)) ⊂ Φs(B).
This gives us (1). Now, if (x, y) ∈ Φs∣∣
B×X , then x ∈ B and y ∈ Φs(B) ⊂ Φt(B). So,
(x, y) ∈ Φt∣∣
B×X ; we have (2). Finally, we use Theorem 5.15 from [7], and get (3). 
5.5. Attractors and Attracting Neighborhoods for Multiflows. It is worth noting
that an attractor is a compact set, which is invariant, but which also pulls neighboring
objects in toward it. A set qualifying as an attractor depends on having an attracting
neighborhood. So, we define an attractor and an attracting neighborhood almost in the
same breath. The main theorems of the section - Theorems 5.32 and 5.33 - link these two
ideas.
Definition 49. Let Φ be a multiflow over a space X. Then an attractor A for Φ is a
compact invariant set, which has a compact neighborhood U such that ω(U ; Φ) = A.
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Definition 50. Let Φ be a multiflow over a space X. Then an attracting neighborhood
B associated to A if it is a compact neighborhood of A satisfying
(1) ω(B; Φ) = A
(2) B is eventually strictly confining.
Theorem 5.28. Let Φ be a multiflow over a compact Hausdorff space X, and A = ω(U ; Φ),
where A ⊂ U ⊂ X. Then A is maximally invariant in U .
Lemma 5.29. If Φ is a multiflow over a compact Hausdorff space X, and S is a compact
invariant set, then
ω(S; Φ) = S.
Proof. Because S is invariant, it is also eventually confining, so by Corollary 5.24
ω(S; Φ) = ωˆ(S; Φ) =
⋂
s≥0
⋃
t≥s
Φt(S) =
⋂
s≥0
S =
⋂
s≥0
S = S.

Lemma 5.30. Say Φ is a multiflow over a space X and A is a set of subsets A ⊂ X, which
are invariant (with respect to Φ), then
• ⋃A is invariant, and
• ⋂A is confining.
Proof. Let Φ, X and A be as described. Then for each A ∈ A, A is invariant for each fixed
time relation Φt, t ≥ 0. Thus, for each t ≥ 0,
Φt
(⋃
A
)
=
⋃
A and Φt
(⋂
A
)
⊂
⋂
A
by Theorem 5.1.

Lemma 5.31. Let Φ be a multiflow over a compact Hausdorff space X. Then if A is an
attractor for Φ, then it is an invariant set, which has a neighborhood U such that ω(U ; Φt) =
A for all fixed time relations Φt, t > 0.
Proof. Let’s first assume that A is an attractor. That ensures the existence of a neighbor-
hood U ′ of A such that ω(U ′; Φ) = A. By Theorem 5.33, there is an eventually confining
neighborhood U of A (with U ⊂ U ′). By Corollary 5.24, A = ω(U ; Φ) = ω(U ; Φt) for all
t > 0. Since we are able to define A by the relations definition of the omega limit set, we
have that A is invariant for Φt for all t > 0, meaning A is invariant in the multiflow sense.

Proof. (of Theorem 5.28)
First, Lemma 5.31 guarantees that A is invariant. Next, let us assume A is not the
maximal invariant set in U . Then, there is some other invariant set A′ ⊂ U , which contains
elements not in A. Lemma 5.30 states that A∪A′ is also invariant, so we may as well assume
A ⊂ A′. Then, we have
A ⊂ A′ ⊂ U =⇒ ω(A) ⊂ ω(A′) ⊂ ω(U) (Theorem 5.26)
=⇒ A ⊂ A′ ⊂ A (Lemma 5.29).
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Thus, A = A′, but we assumed A′ had elements, which were not in A, giving us our contra-
diction. Therefore, A must be maximally invariant. 
Theorem 5.32. Let Φ be a multiflow over a compact Hausdorff space X, and let B be a
closed attracting neighborhood. Then, B contains a unique attractor, A = ω(B; Φ).
Proof. Let Φ, X, and B be as described. Set A = ω(B; Φ). Because B is eventually confining
A = ω(B; Φ) = ω(B; Φt) for all t > 0 (by Corollary 5.24). Recall that the latter is the omega
limit set for the fixed-time relation Φt, which is invariant under Φt. Thus Φt(A) = A for all
t > 0, making A invariant.
For the other half of the definition, consider B, which we will show is a neighborhood of
A. Because B is eventually strictly confining, there is some T > 0 for which Φt(B) ⊂ int(B)
for all t > T . In particular, ΦT (B) ⊂ int(B). By Theorem 5.14, the set KT =
⋂
t∈[0,T ]
Φt(B) ∈
K(B; Φ). Thus,
A =
⋂
K(B; Φ) ⊂ KT ⊂ ΦT (B) ⊂ int(B).

There was another version of this proof, constructed before Corollary 5.24 (on which this
proof relies) was proven. It is provided in Appendix A. The proof is no longer necessary, but
there are techniques included there, which may prove useful for studying multiflows in the
future. Also, using that proof means one can take for granted that A = ω(B) is invariant.
We do not get that for free here. It is true, but this fact requires a bit of preamble.
Theorem 5.33. Let Φ be a multiflow over a compact Hausdorff space X. Let A be an
attractor for Φ and let V be a neighborhood of A. Then, there exists a closed attracting
neighborhood B ⊂ V associated with A.
Lemma 5.34. If Φ is a multiflow over a compact Hausdorff space X and A is an attractor
for Φ, then there is a closed neighborhood N of A such that ω(N) = A.
Proof. Because A is an attractor, we are guaranteed some neighborhood N ′ of A with
ω(N ′) = A. There is guaranteed to be a closed set N such that
A ⊂ int(N) ⊂ N ⊂ N ′.
By Lemma 5.29 and Theorem 5.26,
A = ω(A; Φ) ⊂ ω(N ; Φ) ⊂ ω(N ′; Φ) = A.

Lemma 5.35. Theorem 2.8 from [7] If K is a set of closed subsets of a compact topological
space and if U is a neighborhood of
⋂
K, then there exists a finite subset F of K such that
F ⊂ U .
Proof. (of Theorem 5.33) Let Φ, X, and A be as described. Let V , a neighborhood of the
attractor A, be given. Since we could always find a closed neighborhood V ′ of A with V ′ ⊂ V ,
we may as well assume V is closed. Because A is an attractor, there is some neighborhood
N of A such that ω(N ; Φ) = A. By Lemma 5.34, we may as well assume N is closed, too.
Let B = N ∩ V . Clearly then B is closed and B ⊂ V . We will show in addition that
(1) ω(B; Φ) = A
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(2) B is eventually strictly confining.
For the first item, we note that
A ⊂ (N ∩ V ) = B ⊂ N =⇒ A = ω(A; Φ) ⊂ ω(B; Φ) ⊂ ω(N ; Φ) = A.
For the second, we consider int(N ∩ V ) = int(B), which is also a neighborhood of A =⋂
K(B; Φ). By Lemma 5.35, there exists some finite subset {Ki}1≤i≤n = F ⊂ K(B; Φ) such
that
⋂
F ⊂ int(B). For each Ki ∈ F there is a ti such that Φti(B) ⊂ Ki, and all the Ki are
confining. Let T = max{ti}1≤i≤n, and Φt(B) ⊂ Ki for all t ≥ T and 1 ≤ i ≤ n, meaning
that
Φt(B) ⊂
⋂
F ⊂ int(B)
for all t ≥ T . So, B is eventually strictly confining. 
Looking at smaller time intervals can be useful in determining attracting behavior over all
time, as the following theorem demonstrates.
Theorem 5.36. Let Φ
cl⊂ [0,∞)×X ×X be a multiflow. If B ⊂ X is an attractor block for
all the fixed time relations {Φs}s∈(0,T ], for some T > 0. Then B is an attractor block for all
{Φt}t∈(0,∞).
Lemma 5.37. Let Φ
cl⊂ [0,∞)×X ×X be a multiflow. If B ⊂ X is an attractor block for
the relation ΦT for some fixed time T > 0, then B is an attractor block for all relations in
the set {ΦnT}n∈Z+.
Proof. This is simply a proof by induction: ΦT (B) ⊂ int(B). Then for any n ∈ Z+, assume
Φ(n−1)T (B) ⊂ int(B), and
ΦnT (B) = ΦT
(
Φ(n−1)T (B)
)
⊂ ΦT (int(B)) (by the previous step)
⊂ ΦT (B) ⊂ int(B).
Thus, B is an attractor block for all fixed time relations in the set {ΦnT}n∈Z+ . 
Proof of Theorem 5.36. The proof is similar to that of the lemma. Let t > 0 be any fixed
forward time, and let it be rewritten as t = nT + s, where n ∈ Z≥0 and s ∈ [0, T ). Then,
Φt(B) = ΦnT+s(B)
= Φs
(
ΦnT (B)
)
⊂ Φs(int(B)) (by Lemma 5.37)
⊂Φs(B)
⊂ int(B),
making B an attractor block for the relation Φt. 
Lemma 5.38. Let Φ be a multiflow over a topological space X, and let B ⊂ X be a set such
that B is eventually strictly confining (there exists a T > 0 such that Φt(B) ⊂ int(B) for
t ≥ T ). Then,
B and int(B) are eventually confining.
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If, in addition, X is a compact Hausdorff space, then
ω(B; Φ) = ω(B; Φ) = ω(int(B); Φ).
Similar things to (1) can be said of sets which are eventually strictly rejecting, with the
inclusions going in the opposite directions.
Proof. For the first item, let T > 0 be a number such that Φt(B) ⊂ int(B) for all t ≥ T .Then
for any given t ≥ T ,
Φt(int(B)) ⊂ Φt(B) ⊂ Φt(B) ⊂ int(B) ⊂ B.
For the second item, let f = ΦT . By Corollary 5.24 and Lemma 5.9,
ω(B; Φ) = ω(int(B); f) =ω(B; f) = ω(B; Φ)
=ω(B; f) = ω(B; Φ).

Finally, it may be useful to classify the behavior over more general sets - sets, where all
we know initially is that they contain their own omega limit sets.
Theorem 5.39. If Φ is a multiflow over a compact space X, and U ⊂ X. Then,
(1) ω(U ; Φ) ⊂ int(U) =⇒ U is eventually strictly confining.
(2) ω(U ; Φ) ⊂ U =⇒ U is eventually confining.
Proof. First, let us assume that Φ is a multiflow over X. Then we start by proving (1), so
we assume U ⊂ X and ω(U ; Φ) ⊂ int(U). Then, let us also assume that U is not eventually
strictly confining. So, for any s > 0, there will always be a τ ≥ s such that Φτ (U) has some
points outside int(U), i.e., Φτ (U) ∩ U c 6= ∅. Thus,
∅ 6= (Φτ (U) ∩ U c) ⊂ (⋃
t≥s
Φt(U) ∩ U c
)
⊂
(⋃
t≥s
Φt(U) ∩ U c
)
for all s > 0. Therefore,
∅ 6=
(⋂
s≥0
⋃
t≥s
Φt(U) ∩ U c
)
=
(
ωˆ(U ; Φ) ∩ U c) ⊂ (ω(U ; Φ) ∩ U c) .
This implies ω(U ; Φ) 6⊂ int(U), which is contrary to our other assumptions, so U must be
eventually strictly confining.
We prove (2) by exactly the same method. Assuming U is not eventually confining means
that for all s > 0 there is some τ ≥ s such that Φτ (U) has some points outside U , meaning
Φτ (U) ∩ U c 6= ∅. The rest follows just as in the proof of (1), except that we use U c, rather
than its closure.

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6. On the Semicontinuity of Attractors for Relations
Attractors for relations are semicontinuous in the following way: let X be a compact
metric space (so we have some notion of distance), f a closed relation over X, and Af ⊂ X
an attractor for f . For any neighborhood Nˆα ⊂ X of Af (α > 0), there is an attractor block
B ⊂ Nˆα associated to Af (that is, B is an attractor block and ω(B; f) = Af ⊂ int(B)). As
we will show in this section, we can find a neighborhood N (f) ⊂ X ×X ( > 0) such that
for any closed relation g ⊂ N , B is also an attractor block for g. Therefore, we can find an
attractor for g:
Ag ⊂ B ⊂ Nˆα.
Note that α can be as small as desired, and we will still be able to find a close enough family
of relations, which also have attractors close enough to Af .
Let X be a compact metric space. Unless otherwise specified, whenever x, x′ ∈ X, d(x, x′)
means distance in X with the metric already provided. Likewise, the default for whenever
(x, y), (x′, y′) ∈ X ×X is the Euclidean distance in X ×X:
d((x, y), (x′, y′)) =
√
(d(x, x′))2 + (d(y, y′))2.
The distance between sets is then calculated in the usual way. That is, for S, S ′ ⊂ X where
X is some metric space,
d(S, S ′) = inf{d(x, x′) : x ∈ S, x′ ∈ S ′},
where inf is the infemum.
Remark. When deciding whether or not two relations are close to each other, we use
the Hausdorff metric: given two relations f, g ⊂ X ×X over a metric space X, dH(f, g) is
defined as the smallest  ≥ 0 such that
f ⊂ N(g), and g ⊂ N(f),
where N(S) is the closed -neighborhood of a set. Our notion of “semicontinuity” of relations
is half of what is required for closeness in the Hausdorff metric; that is, we only require one
containment. So, g is “close to f” if g ⊂ N(f) for some small  > 0.
Remark. Also recall that for a relation f
cl⊂ X × X, B is an attractor block for f if and
only if f ∩ (B ×BC) = ∅. [7]
Let X be a compact metric space, f
cl⊂ X × X a relation over X. Define a function Ff
over the space of closed relations over X, RX by
Ff : RX →[0,∞)
g 7→ inf{ ≥ 0 : g ⊂ N (f)}
Theorem 6.1. Let f, g
cl⊂ X ×X be two (closed) relations. Let B be an attractor block for
f . If the closed relation g is in a small enough neighborhood (in X×X) of f , then B is also
an attractor block for g.
Remark (Initial thoughts). The initial intuition may be to consider the distance between B
and the closure of its image, f(B). That is, we wonder if it is enough to set δ = d(B, f(B)) >
0, and if dH(f, g) =  < δ, then B would also be an attractor block for g. The following
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[h]
Figure 20. Illustration of f , N(f), and B ×Bc from Example 21.
counterexample is provided, showing that we really do need to consider the distances in X×X
and not just in the image set.
Example 21. Counterexample: Let X = [0, 3]. Consider
f = ([0.8, 2 + α]× {1.5}) ∪ ({2 + α} × [1.5, 3]) .
Then B = [1, 2] is an attractor block:
B ×Bc = [1, 2]× ([0, 1] ∪ [2, 3]) ,
which has no overlap with f . Furthermore, d(f(B), Bc) = 0.5 = δ, while d(f,B × Bc) =
min{0.5, α}. See Figure 21 for an illustration in which α = 0.1.
Note that α can be arbitrarily small without changing the nature of B. So, let α = 0.1 <
0.5. Let us take  to be between them: α <  < δ. In this case,  = 0.15 works. Set
g = N(f) = N0.15(f).
Then, g is within 0.5 of f , but g ∩ (B × Bc) 6= ∅, meaning B fails to be an attractor block
for g.
Scaling  based on d(f,B×Bc) won’t work, either. The choice of α could have been 10−100
and we could still choose  with α <  < δ, without changing the nature of the counterexample.
Lemma 6.2. Let f
cl⊂ X × X be a closed relation with B an attractor block for f . Let
δ = d(f,B ×Bc) > 0. Then N(f) ∩ (B ×Bc) = ∅ for any  < δ.
Proof. This is a straight-forward result. The distance from f to any point in B × Bc is at
least δ, so any point in N(f) has not strayed far enough from f to land in B ×Bc. 
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Proof of Theorem 6.1. Let dH(f, g) = . We claim that if  < δ = d(f,B × Bc), then B is
also an attractor block for g. By definition of the Hausdorff metric, we know
g ⊂ N(f) ⊂ N(f) ⊂ Nδ(f).
Thus, by Lemma 6.2, g ∩ (B × Bc) ⊂ Nδ(f) ∩ (B × Bc) = ∅, making B an attractor block
for g as well.

Technically, one does not require the full strength of closeness in the Hausdorff metric;
one side of the inclusion will suffice.
Theorem 6.3. Let f, g
cl⊂ X × X be closed relations with B an attractor block for f . Let
δ = d(f,B ×Bc) > 0. If g ⊂ N(f), then B is an attractor block for g.
The proof for Theorem 6.1 also works for Theorem 6.3.
This result is key in defining the continuation properties pioneered by C. Conley. These
theorems imply that nearby relations will have similar end behaviors. Therefore, a relation
can be altered, but in a small enough way that the topological properties do not change.
Let us say, for instance, that we have a sequence of maps {fn} over the compact metric
space X, whose graphs limit to the relation f (whether or not f is a graph of a map). Then,
say f has an attractor A. Choose a neighborhood V of A, and we are guaranteed the existence
an attractor block B ⊂ V , associated to A. We can then find δ(B), as described in Lemma
6.2, and fix 0 <  < δ(B). For any fi in the sequence, whose graph satisfies graph ⊂ N(f),
B is also an attractor block, implying that those maps fi also have attractors in B.
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Appendix A. An Alternate Proof.
Note that with the proof provided in Section 5.5 necessitates that one shows elsewhere
that the resulting attractor A is invariant. With this proof, though it is less elegant, that
fact comes for free.
Theorem A.1. Let Φ be a multiflow over a compact Hausdorff space X, and let B be an
attracting neighborhood for Φ (so B is eventually strictly confining).
Proof. Let Φ, X, and B be as described in the theorem; in particular B is eventually strictly
confining. Let t0 > 0 be a number such that Φ
t(B) ⊂ int(B) for all t ≥ t0. We propose that
given any t > 0, ω(B,Φt) = A is the attractor associated with B under Φ.
Certainly, A is the attractor associated with B under the fixed time relation Φt. The
question is: does A serve as the attractor associated with B for all relations Φs (s > 0)? We
consider the cases in which s
t
is rational and irrational.
Case 1: s
t
∈ Q Find p, q ∈ Z+ such that st = pq . Then, qs = pt, and so Φqs = Φpt are the
same relation. By Theorem 5.11 in [7],
ω(B; Φs) = ω(B; Φqs) = ω(B; Φpt) = ω(B; Φt).
Case 2: s
t
/∈ Q
We employ Dirichlet’s approximation theorem, which states that there exist arbitrarily
large p, q ∈ Z+ for which
∣∣∣ st − pq ∣∣∣ < 1q2 . Then |sq − pt| < tq . Since t is fixed, we can find a
p and a q so that t
q
is arbitrarily small, say less than some α ∈ (0, 1). At the very least, we
want α < 1. Because p and q are arbitrarily large, let us also require that p = p1 + p2, where
p2t > t0 and p1 > 0.
Now we can say without loss of generality 0 < sq − pt = β < α. Then sq = pt + β =
p1t+ p2t+ β, and so Φ
sq = Φp1t(Φp2t+β) are the same relation.
Because p2t > t0,
Φqs
∣∣
B×X = Φ
p1t+p2t+β
∣∣
B×X =Φ
p1t(Φp2t+β)
∣∣
B×X ⊂ Φp1t
∣∣
B×X .(2)
By Theorems 5.15, 5.11, and 5.10 of [7],
ω(B; Φs) = ω(B; Φqs) by Thm 5.11
= ω
(
B; Φqs
∣∣
B×X
)
by Thm 5.15
⊂ ω
(
B; Φp1t
∣∣
B×X
)
by Thm 5.10 and (2)
= ω(B; Φp1t)
= ω(B; Φt) = A.
For the other inclusion, we keep the values of p, p1, p2, and q, and we find N ∈ Z>0 such that
Np2t− p1t− β > t0. Then,
p2t = qs− p1t− β =⇒ (N + 1)p2t = qs+Np2t− p1t− β,
and
Φ(N+1)p2t
∣∣
B×X =Φ
qs(ΦNp2t−p1t−β)
∣∣
B×X ⊂ Φqs
∣∣
B×X .(3)
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Following the same logic, we get
ω(B; Φt) = ω(B; Φ(N+1)p2t)
= ω
(
B; Φ(N+1)p2t
∣∣
B×X
)
⊂ ω
(
B; Φqs
∣∣
B×X
)
by Thm 5.10 and (3)
= ω(B; Φqs)
= ω(B; Φs).
Again using Theorem 5.9, A is invariant under the closed relations Φt for any t ≥ 0. Also,
B is a neighborhood of A by Theorem 7.2 from [7], for which ω(B; Φt) = A for all t > 0.
Thus A is the unique attractor for any fixed time relations Φt, t > 0. 
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