Abstract. Financial institutions, government-sponsored enterprises, and asset-backed security investors are often exposed to delinquency and prepayment risk from large numbers of loans. Examples include mortgages, credit cards, auto, student, and business loans. Due to the size of the pools, the measurement and management of these exposures is computationally expensive. This paper develops and tests efficient numerical methods for the analysis of large pools of loans as well as asset-backed securities backed by such pools. For a broad class of dynamic, data-driven models of loan-level risk, we develop a law of large numbers and a central limit theorem that describe the behavior of pool-level risk. The asymptotics are then used to construct efficient Monte Carlo approximations for a large pool. The approximations aggregate the full loan-level dynamics, making it possible to take advantage of the detailed loan-level data often available in practice. To demonstrate the effectiveness of our approach, we implement it on a data set of over 25 million actual subprime and agency mortgages. The results show the accuracy and speed of the approximation in comparison to brute-force simulation of a pool, for a variety of pools with different risk profiles.
Introduction
Financial institutions, government sponsored enterprises such as Fannie Mae and Freddie Mac, and investors have credit exposures to large pools of loans, including mortgages, credit card receivables, auto loans, student loans, and business loans. A major US bank might directly own a million mortgages. The GSEs are exposed to tens of millions of mortgages, either through directly owning the mortgages or providing credit guarantees against default for the mortgages. Major loan servicers can service up to ten million mortgages and, even though they do not directly own the loans, mortgage servicing cashflows are still strongly affected by default and prepayment risk. Mortgage-backed securities (MBS) typically have hundreds to tens of thousands of loans. Large pools of loans are also common for many other types of loans. For instance, a major US bank might easily have on the order of 20,000 wholesale loans and 100,000 mid-market and commercial loans. A major credit card company can have tens of millions of credit card accounts. Over half of all consumer credit is eventually securitized, and each deal can consist of tens of thousands of credit cards. Due to their size, these loan pools and the securities they back are computationally challenging to analyze. A simulation of a typical pool might take many hours.
This paper develops and tests efficient numerical methods for the analysis of large, heterogeneous pools of loans. We focus on a broad class of dynamic, discrete-time models of loan-level risk. A loan might be in one of several states, such as 30 days past due, prepaid, or foreclosure. The conditional transition probabilities could come from a range of statistical or machine learning formulations such as generalized linear models (e.g., logistic regression), neural networks, decision trees, and support vector machines. The transition probability is allowed to depend on a vector of loan-level features such as credit score and loan-to-value ratio, a vector of common risk factors influencing multiple loans, such as the unemployment rate, as well as the past behavior of the loans in the pool (through a "mean-field" term). These data-driven models are widely used in practice (see [33] , [9] , [19] , [17] , and [16] ) and are fitted from historical loan performance data that are collected internally or acquired from data vendors.
For this important class of models, we prove a law of large numbers and a central limit theorem that describe pool-level risk. These limit theorems are then used to construct efficient Monte Carlo approximations of the loss, prepayment, and cash flow distributions for a large loan pool. We also prove a uniform integrability result, which guarantees the convergence of our approximation for a large class of continuous functions of pool-level quantities such as loss, prepayment, and cashflow. The approximations account for the full loanlevel dynamics, making it possible to take advantage of the detailed loan-level data often available for loans. Very importantly, the cost of our approximation remains constant no matter the dimension of the loan-level features. This is essential since loan-level data is often high-dimensional (the dimension could be in the hundreds). Furthermore, since the law of large numbers and central limit theorem are dynamic, the approximation provides the loss, prepayment, and cash flow distributions across all time horizons at no extra computational cost. Given these distributions, risk analysis, pricing, and hedging of asset-backed securities such as MBSs backed by the pool is immediate.
We test the performance of our approximations on a detailed loan-level mortgage data set which includes over 25 million prime and subprime mortgages. We compare the approximate distribution with the "true" distribution (obtained by brute-force simulation) for various pools drawn from this data set. The comparison is performed using model parameters fitted to the data set. The approximation's computational cost is often several orders of magnitude less than the cost of brute-force simulation of the actual pool. It has a similar level of accuracy, in the center as well as the tail of the distribution. Although the approximation's accuracy increases with the size of the pool, it is highly accurate even for a pool having as little as 500 loans.
1.1. Literature. The computational expense associated with loan-by-loan models for large pools is widely recognized. Prior research has analyzed several approaches to tackle this issue. [46] , [52] , and [54] propose parallel computing approaches to MBS valuation. [20] , [53] , [43] , [31] and [36] develop top-down models of mortgage pool behavior, and [2] , [25] , [15] , [18] and others develop top-down models of corporate credit pools. The models are formulated without reference to the constituent loans and only model the pool in aggregate. The approximation that we develop for loan-level models is as tractable as a top-down model while taking full advantage of the loan-level feature data.
Limit theorems for credit pools have previously been proven in other model frameworks; see [7] , [11] , [12] , [14] , [23] , [24] , [42] , [45] , and others. In contrast to this literature, we consider a discrete-time formulation that is natural given the data structure common in practice, where events are reported on a monthly or quarterly basis. Unlike earlier results, our limit theorems cover a wide range of statistical and machine learning models that are in widespread industry use. Our formulation is well-adapted to settings with high-dimensional loanlevel feature data, where the features can be continuously valued. Earlier model frameworks for which limiting laws have been proven do not include loan-level data as a model input. Unlike the aforementioned papers, we allow for multiple types of events which may be mutually exclusive. In practice, many loans are subject to several types of events, such as delinquency, prepayment, and foreclosure. Finally, limiting laws in the above papers do not cover important applications where the function of interest is unbounded. This includes the expectation, variance, higher-order moments, and utility functions of the pool-level loss, prepayment, or cashflow. To address these applications, we prove uniform integrability, which allows our convergence results to cover a large class of functions of practical interest. Discrete-time interacting particle models have been previously studied in the context of filtering; see [39] , [40] , and [10] . The setting they study is different than the one in this paper. They prove limiting laws for a system of particles where, given a sequence of observations, the particles transition according to particle filtering updates. In effect, they use the finite system to approximate the limiting law, while this paper uses the limiting law to tractably approximate the finite system.
1.2.
Structure of the paper. The class of models we consider is described in Section 2. The limit theorems as well as uniform integrability for this class of models are presented in Section 3. These results are used to develop an efficient Monte Carlo approximation for large pools. Numerical methods to compute the approximation are described in Section 4. In Section 5, the approximation is tested on actual mortgage data. There are several technical appendices, one containing the proofs of our results.
Class of Loan-Level Models
We consider a broad family of dynamic models of loan-level risk in a pool at times t ∈ I = {0, 1, . . . , T }. We fix a probability space (Ω, F, P) and an information filtration (F t ) t∈I . P is the actual probability measure. The total number of loans initially in the pool is N . The process U n = (U n t ) t∈I prescribes the state of the n-th loan. The variable U n t takes values in a finite discrete space U. 
1 which can contain static variables such as loan-to-value (LTV) ratio, credit score, geographic location, type of loan, and historical loan performance up until the initial time of interest t = 0 (for instance, how many days behind payment the loan is or whether it is in foreclosure). These loan-level factors are specific to each loan and are sources of idiosyncratic risk. We also consider systematic risk factors V which will have a common influence across many loans in the pool. The vector process V = (V t ) t∈I , where V t ∈ R d V , might represent the behavior of local and national economic conditions such as the unemployment rate, housing prices, and interest rates.
2 The risk factor V is exogeneous in the sense that its dynamics are not affected by the states U n nor the Y n . Finally, we allow borrowers' past behavior to influence state transitions. Define the "mean-field" process
between times t and s ≥ t. A specific application for H N would be to model a contagion effect for mortgages where past defaults of mortgages in areas geographically close to the n-th mortgage increase the likelihood of the n-th mortgage defaulting. The process H N would then keep track of the number of defaults at each geographic location. In light of the mortgage meltdown, such a feedback mechanism has been supported by several recent empirical papers; see [1] , [26] , [28] , [34] , and [49] .
The dynamics of U n are prescribed by the transition function:
where τ ≥ 1 is some fixed integer and H N t is set to some predetermined constant (independent of N ) for t < 0. Therefore, the dynamics of the states U 1 , . . . , U N can potentially depend upon the history of the mean field term H N . Extension of the model (and convergence results) when h θ depends upon the history of the common factor V is straightforward. Note that even conditional on the path of the common factor V , the dynamics of the loans U 1 , . . . , U N are not independent due to the mean-field term H N . The function h θ is specified by a parameter θ, which takes values in the compact Euclidean space Θ, and which must be estimated from data on loan performance. Equation (1) gives the marginal probability for the transitions of the loans from their state at time t − 1 to time t. Furthermore, we stipulate that conditional on F t−1 , the states U 1 t , . . . , U N t are independent. This fully specifies the dynamics of the loans n = 1, . . . , N . In addition, we model the financial losses suffered by the loan originator, servicer, or investor upon certain state transitions. Given a state transition U n t−1 = d −→ U n t = d, where d ∈ U represents an absorbing "default" state such as 90+ days delinquent, charge-off, or foreclosure, the n-th loan suffers a loss
is itself a random variable conditional on Y n and V t , therefore allowing for idiosyncratic losses. 3 Conditional on V t , the loan-level feature Y n , and the n-th loan defaulting at time t, the loss given default is
n , Y n , and both loans n, n defaulting, n t (Y n , V t ) and n t (Y n , V t ) are independent. Since the default state is absorbing, losses for the same loan cannot occur twice. More generally, one could consider "costs" or losses associated with each of the state transitions. For example, there might be servicer costs associated with loans which are behind payment but have not defaulted yet. The results in this paper could be extended to this more general case. Typical loss given default models include logit models or neural networks; an overview can be found in [35] .
Many models commonly used to describe loan delinquency and prepayment fall under the model class (1): see [32] , [3] , [4] , [5] , [8] , [47] , [51] , and many others. The model framework (1) is popular in practice (see [33] , [9] , [19] , [17] , and [16] ) because it allows for detailed modeling of loan-level dynamics, inclusion of high-dimensional loan-level data, flexible choice of transition functions from statistical and machine learning, 1 Y n includes both continuous and categorical variables. Categorical variables are encoded as a vector whose elements are each in {0, 1}. Of course, {0, 1} is a subset of the real line, so Y ⊆ R d Y .
2 The time t can also be included in the systematic factor vector V . 3 Here we have implicitly assumed a unit notional for each loan. This paper's results can be extended to the case of loans with different notional sizes as long as the loans' notional sizes are bounded (which they are in practice). The notional size of the loan would be included in the Y n variable.
and the ability to incorporate important characteristics of loan pools such as correlation between delinquency and prepayment rates for different types of loans, geographic diversity, and burnout. A typical choice for h θ might be a generalized linear model (GLM), although many other choices are available. An example of a GLM is logistic regression. The assumptions required for the results in the paper require only mild assumptions on the form of the function h θ ; these assumptions are satisfied by many standard models. Some examples are presented below.
Example 2.1 (Logistic regression model). Let the elements of U be u 1 , . . . , u K . If a loan is in state u k , denote the states to which it can transition as u
Let the elements of U be u 1 , . . . , u K . If a loan is in state u k , denote the states to which it can transition as u
, where P is the space of probability measures. Formally,
where δ is the Dirac measure. The empirical measure µ N t (u, A) = A µ N t (u, dy) gives the fraction of the loans in pool at time t which are in state u and which have loan-level features in the set A ⊂ R d Y . It completely encodes, up to permutations, the pool dynamics and features. For instance, the pool-level default rate can be expressed as Y µ N t (d, dy). Representing prepayment by an absorbing state p ∈ U, the pool-level prepayment rate takes the form Y µ N t (p, dy). The process H N ∈ R K specifying the mean-field term in (1) can also be expressed in terms of the empirical measure:
. Here and below, we use the notation
The cumulative loss from default up until time t is simply t s=1 L N s . Let the loss process over all times be L N = (L N t ) t∈I . Given the empirical measure and the loss from default of a pool, analysis of securities backed by the pool is immediate. For instance, the distribution of the cashflow from a pool of loans can be analyzed, an example of which is given below.
Example 2.4 (Cashflow from a Loan Pool). Let U = {c, p, d}, where c represents a loan which is current on its payments, p represents prepayment, and d represents default. The total cashflow rate from a pool of loans at time t is:
The cashflow for a loan with feature y in state u at time t, when the common factor V t = v, is r t,v (u, y). It is comprised of both interest and principal payments. The dependence on V t allows one to capture a variable loan interest rate tied to a benchmark rate. The outstanding balance for a loan with feature y at time t is b t (y). Upon prepayment, the borrower will pay off the entire outstanding balance. The functions r t,v (u, y) and b t (y) are deterministic. The recovery from default at time t is 1 − L N t . The total cashflow rate is just the summation of C t over all times t ∈ I.
Limiting Laws and an Efficient Monte Carlo Approximation
For large pools of loans (i.e., large N ), the computation of the distribution of the default rate, prepayment rate, and loss from default is computationally burdensome. We develop an efficient Monte Carlo approximation of these distributions for large pools. The approximation is based on a law of large numbers (LLN) and a central limit theorem (CLT) for the empirical measure µ N and the loss process L N . The proofs for the theorems below are given in Appendix A. as N −→ ∞, whereμ satisfies:
The assumptions required for Theorem 3.2 are relatively mild and are satisfied by standard models. For instance, logistic regression and neural networks both satisfy Assumption 3.1. The compactness assumption for the feature space Y is also satisfied by commonly used data features (such as credit score, LTV ratio, interest rate, and original balance). The assumption that the function f H is bounded and continuous still allows the mean-field term H N to keep track of the fraction of the pool in any combination of states in U and categories in Y. For example, H N could track the fraction of the pool which has defaulted at each geographic location as well as the fraction of the pool which has defaulted for each loan product type (such term loan, credit line, etc.).
It is important to note that the LLN in Theorem 3.2 is dynamic and is also a random equation. Randomness enters through the path of the common factor V : the quantitiesH t andμ t are deterministic functions of
. If the transition function h θ depends on the past pool dynamics through H N t−τ :t−1 , the LLN is nonlinear.
We supplement the LLN with a CLT. Define the empirical fluctuation process Ξ
, where S is the space of tempered distributions. An element in the space of tempered distributions is the finite-order (distributional) derivative of some continuous function with polynomial growth. The space of measures is a subset of the space of tempered distributions. Convergence of Ξ N t must be considered in a larger space than the space of measures since Ξ N t can take negative values and
, it does exist in the larger space W . Moreover, its limitΞ t also exists in W . The CLT satisfies an equation linearized around the nonlinear dynamics of the LLN. Randomness enters both through V and a martingale term. Like the LLN, the CLT is also dynamic.
In addition, the function f H is smooth in its second argument and h θ is smooth in its third and fifth arguments. 
where
is a conditionally Gaussian process with zero mean and covariance:
where u 1 = u 2 and V 0:t = (V 0 , . . . , V t ). Given V ,M t2 is independent ofM t1 for t 2 = t 1 andM t (u, dy 1 ) is independent ofM t (u , dy 2 ) for y 1 = y 2 .
The additional assumptions necessary for Theorem 3.4 are mild. The main additional assumption is that h θ and f H are smooth in the loan feature y. Typical models for h θ such as logistic regression, neural networks, probit, generalized linear models with a smooth link function, kernel methods with smooth kernels (e.g., Gaussian kernel), and Gaussian process regression satisfy Assumptions 3.1 and 3.3. Due to their discontinuities, decision trees do not satisfy Assumptions 3.1 and 3.3. However, if the Y n are i.i.d., Theorems 3.2 and 3.4 will hold if h θ is piecewise smooth in its third argument and smooth in its fifth argument, which would cover decision trees. Although we prove convergence in S , whose dual is the space of Schwartz functions, smoothness of h θ and f H on Y suffices for Theorem 3.4 to hold since Y is compact. Finally, the restriction on f H is not stringent; the mean-field term H N can still keep track of the fraction of the pool in any combination of states in U and categories in Y.
Theorems 3.2 and 3.4 can be extended to the loss from default (3). To this end, define the empirical loss fluctuations Λ
Assumption 3.5. The first and second moments of the loss given default, g 1 (t, v, y) = 1 0 zν t,y,v (dz) and g 2 (t, v, y) = T +1 as N −→ ∞, whereL satisfies:
The fluctuations for the loss Λ N converge in distribution toΛ in R T +1 as N → ∞ whereΛ satisfies:
where, conditional on V ,Z t is a mean-zero Gaussian with variance:
Given V ,Z t1 is independent ofZ t2 for t 1 = t 2 as well asΞ.
Assumption 3.5 requires smoothness of the first and second moments of the loss given default. Standard models of the loss given default such as neural networks (see [35] for an overview) satisfy this assumption.
Corollary 3.7. Under Assumptions 3.1, 3.3, and 3.5,
Using Corollary 3.7, the law of large numbers and central limit theorem can be combined to form an approximation for a finite pool of N loans:
The LLNμ is a first-order approximation of µ N while the CLTΞ provides a second-order correction. The large-pool approximations (8) are conditionally Gaussian given V and can be utilized to efficiently estimate pool-level quantities such as prepayment, default, loss, and cashflow rates for large pools of loans. Section 4 below explains the computation of the approximation.
The theorems 3.2 and 3.4 prove that the distribution of the finite pool and its fluctuations converge to the distribution of the LLN and CLT. However, this does not guarantee that the statistics, such as the moments, of the distribution of the finite pool and its fluctuations converge to the statistics of the LLN and CLT. 5 In particular,
for continuous f , one needs to show f (X N ) is uniformly integrable. Since Y is assumed to be compact, P(Y × U) is also compact. Consequently, the empirical measure µ N lies in a compact space (the space of measures on a compact space is compact). The loss L N also lies in the compact set
is therefore uniformly integrable for any continuous function f and
is also uniformly integrable. Unlike µ N , Ξ N and Λ N are not restricted to compact sets. For instance, convergence in distribution is not sufficient for the approximation (8) to hold for the second moment of the loss at time t:
and (Λ N t ) 2 are uniformly integrable.
where c t ∈ R, g is continuous and polynomially bounded, 6 and the functions φ t,u are continuous. In addition, V 0:T = (V 0 , V 1 , . . . , V T ) takes values in a compact set V, and for any continuous φ, there are positive constants K 1,0,u and K 2,0,u such that
5 For instance, consider the random variable X N where X N = 2 N with probability 1 N and is otherwise 0. X N p → 0 but
, there is some positive constant C 0 such that |g(x)| ≤ |x| k for |x| ≥ C 0 and k ∈ N.
Theorem 3.9. Under Assumptions 3.1, 3.3, 3.5, and 3.8,
The class of functions covered by Assumption 3.8 can represent any function g of the default, loss, prepayment, or cashflow rates where g does not have faster than polynomial growth in its tails. We are not aware of any applications with exponential growth in the tails, so this class of functions is quite general. A sufficient condition for the bound (10) is that the loan features Y n are independent; then, by the AzumaHoeffding inequality, the bound is satisfied.
The ideas and results in this paper, which are developed for discrete time, can be extended to a continuoustime framework where events are governed by counting processes with intensities. The law of large numbers and central limit theorem for the continuous-time framework satisfy a random ODE and an SDE, respectively. Their forms are very similar to the forms given above for the discrete-time model considered in this paper. In fact, the discrete-time limiting laws presented here are the Euler discretization for the continuous time limiting laws. Some examples of continuous-time loan models which would be covered under such an extension are the mortgage models studied by [13] and [36] .
Computing the Approximation
The approximation (8) can be computed by Monte Carlo simulation. First, many paths are simulated from the systematic process V . Conditional on each path of V ,μ can be calculated deterministically and the conditional covariance ofΞ can be evaluated in closed-form. SinceΞ is conditionally Gaussian, this directly yields the conditional distribution ofΞ. Then, the unconditional distribution for the approximationμ N can be found by averaging the conditional distributions across the paths of V . We highlight that the approximate lossL N is simply a linear function of (μ,Ξ) plus some independent Gaussian noise, and therefore is also very straightforward to simulate. In effect, the approximate lossL N can be simulated (at no extra cost) on top of the simulated paths of (μ,Ξ).
4.1.
Algorithm. The numerical evaluation ofμ andΞ conditional on each path of V requires discretizing R d Y into computational cells and then calculatingμ t (u, dy) andΞ t (u, dy) at the center of each cell. Let the set of cells be C = {c 1 , . . . , c K } where K k=1 c k = Y with associated centers (i.e., grid points) R = {y 1 , . . . , y K } where y k ∈ c k . The initial measuresμ 0 would be calibrated to the data of the pool and the second-order correctionΞ 0 would be set to zero. For each V ,Ξ t 's distribution on the set of grid points can be computed in closed-form (since it is conditionally Gaussian). The approach is outlined below:
• Defineμ Ψ andΞ Ψ to satisfy the LLN and CLT evolution equations, but with initial condition µ
across the grid points y 1 , . . . , y K at t = 1, . . . , T .
8
-For each V l and any function f , a numerical approximation can be made:
7 This is the equivalent of solving the LLN and CLT if Y was finite-dimensional, i.e., at a finite set of grid points y 1 , . . . , y K .
A generalization allowing different sets of grid points for different states u is straightforward. • Collecting the conditional distributions for each V l , the density of f, µ
is the density of Gaussian random variable with mean m and covariance Σ.
Alternatively,Ξ t could be directly simulated instead of finding its closed-form covariance conditional on each V l . In this latter approach, one would simply simulateΞ Ψ t for each V l . Such simulation is straightforward sinceΞ t is conditionally Gaussian given V . The simulation scheme above has the advantage of lower variance per sample with the same bias.
The convergence for the numerical error of the simulation scheme is analyzed in Appendix B. We show that as the sizes of the computational cells tend to zero (i.e., the number of grid points tends to infinity), the error also converges to zero. Moreover, a specific convergence rate is provided which can guide the choice of the location of grid points, number of grid points, and number of Monte Carlo trials. Given a fixed computational budget, there is a tradeoff between more trials (reduction of variance) and more grid points (reduction of bias). In Appendix B, we derive a closed-form formula for the optimal allocation between the number of grid points and the number of trials provided a fixed budget.
The computational performance of the LLN and CLT can be further improved by the use of a non-uniform grid for discretizing R d Y . Using a non-uniform grid, more points would be placed whereμ 0 (u, dy) is large and less points would be placed whereμ 0 (u, dy) is small. Appendix C provides an example of a particular non-uniform grid well-adapted to our problem. The proposed grid is highly accurate even with only a small number of grid points. A sparse grid can also be used in order to further decrease computational time. Appendix D describes this approach. Using a sparse grid, simulation is performed at only a few points and then the solution is evaluated on a finer grid via interpolation. A final advantage of the approximation is its reusability; one set of simulations on a pre-chosen grid can be used to calculate the distribution for many different pools by re-weighting the simulated CLT and LLN. Another choice, implemented in Section 5.7, is a non-uniform sparse grid using k-means clustering.
Efficient Low-dimensional Approximation.
There is a potential drawback to the law of large numbers (4) and central limit theorem (28) . If the loan-level feature space Y is very high-dimensional, the law of large numbers will be high-dimensional and computations using traditional uniform grids can become expensive due to the curse of dimensionality. The number of mesh points in a uniform grid will grow exponentially with the dimension d Y of the loan-level feature space.
Fortunately, for a reasonably large subclass of models, one can perform a transformation of the LLN in equation (4) which converts the LLN into a low-dimensional problem. Suppose that there is a function
Then, h θ is invariant under the coordinate transformation w = f (y) and one can reduce the high-dimensional equation forμ t (u, dy) to the low-dimensional equation:
The same coordinate transformation can be used to arrive at a low-dimensional CLT in terms of w. No matter how large the original dimension d Y is, the transformation reduces the dimension d Y of the LLN and CLT to a constant dimension d W , paving the way for tractable computations.
An example of a function h θ which satisfies the necessary requirement is any generalized linear model (GLM), such as logistic regression (see Example 2.1). GLMs are widely used in practice for default and prepayment modeling. Furthermore, it is to be emphasized that the transformation allows arbitrary complexity with respect to the input factors y and v; the sole restriction is that v can only interact with y through the function f (y). For instance, one can always make a GLM arbitrarily nonlinear in the input space y by adding features which are nonlinear functions of the initial set of features. A common choice is to use basis functions; a very simple example might be polynomials while a more complicated choice might be wavelets. This can greatly increase the dimension d Y . However, such an expansion of the feature space does not increase the dimension d W of the low-dimensional LLN (11) The combination of the low-dimensional transformation and the non-uniform grid schemes mentioned in the previous section make simulating the pool loss and prepayment levels via the LLN and CLT very computationally tractable. For models of h θ which do not fall under the subclass of models for which the lowdimensional transformation is applicable, one can still compute the approximation (8) for high-dimensions (without any transformation) via sparse non-uniform grids. We describe and numerically implement this latter approach in Section 5.7, which also strongly outperforms brute-force simulation of the actual pool.
Computational Performance of the Efficient Monte Carlo Approximation
We compare the accuracy and computational cost of the efficient Monte Carlo approximation with bruteforce Monte Carlo simulation using actual mortgage data. The approximation has very high accuracy even for small pools in the hundreds of mortgages. Its computational cost is typically orders of magnitude lower than brute-force Monte Carlo simulation of the actual pool.
5.1. Models and Data. We test the performance of the approximation using several logistic regression and neural network models of the transition function h θ in (1); see Example 2.1 and 2.2, respectively. We consider three states: current, prepayment, and default. The loss given default is normalized to one. We fit the model parameters θ to the data via maximum likelihood estimation; see Appendix E for details. 9 Our data is comprised of two loan-level data sets. The first is a subprime data set consisting of over 10 million mortgages during the time period 1995−2013, obtained from the Trust Company of the West. The mortgages are spread across the entire US, covering over 36, 000 different zip codes. The feature data includes zip code, FICO score, loan-to-value (LTV) ratio, initial interest rate, initial balance, type of mortgage, deal ID, and time of origination. Default, foreclosure, modification, real estate owned (REO) and prepayment events, if they occur, are also recorded in the data set on a monthly basis. The second data set, obtained from Freddie Mac, contains agency mortgages over the time period 1999 − 2014 and consists of 16 million mortgages. The feature data includes FICO score, first time homebuyer indicator, type of mortgage, maturity date, number of units, occupancy status, combined loan-to-value, original debt-to-income ratio, LTV ratio, initial interest rate, prepayment penalty mortgage indicator, loan purpose (purchase, cash-out refinance, or no cash-out refinance), original loan term, and number of borrowers. The zip codes for each mortgage have been partially anonymized in this data set, but the metropolitan statistical area (MSA) is reported for each mortgage. There are roughly 430 different MSAs reported in the data set. Finally, events such as prepayment, foreclosure, 180+ days delinquent are also recorded on a monthly basis.
5.2.
Performance of LLN and CLT. First, we demonstrate the accuracy of the approximate distribution by comparing it with the actual distribution for the pool. The actual (or "true") distribution is found via brute-force Monte Carlo simulation. The pool is drawn at random from the subprime data set.
Here and in Sections 5.3 through 5.6, we use a logistic regression model for h θ . The parameters θ are fitted using the entire subprime data set prior to January 1, 2012. The loan-level features Y n used for both default and prepayment are FICO score, LTV, initial balance of the mortgage, and initial interest rate for the mortgage. The national unemployment rate is used as the systematic factor for default. Both the national unemployment rate and national mortgage rate are used as systematic factors for prepayments. Unless otherwise stated, we do not include a mean field term H N . A mean-field term is included in Section 5.4 where we study the accuracy of the approximation for the moments of the loss.
We perform 25, 000 Monte Carlo trials for both the brute-force simulation of the actual pool as well as the simulation of the approximation. We simulate the pool for a one-year time horizon, with monthly discretization (T = 12). The mortgage rate and unemployment rate are simulated as (independent) discretetime random walks with standard deviations fitted to their historical values prior to January 1, 2012. 10 We model both default and prepayment, and hence d W = 2 for the efficient Monte Carlo approximation. Our implementation of the approximation uses non-uniform grids; see Appendix C. 9 Parameter estimates are available upon request. 10 More complicated models for V may be worthwhile to implement in practice, which incorporate correlation between systematic factors as well as seasonal effects or trends. Figure 1 compares the actual distribution with the LLN distribution for the loss from default for pools of sizes N = 5, 000, 10, 000, 25, 000 and 100, 000, respectively. The LLN is very accurate. The LLN can be combined with the CLT to create a second-order accurate approximation. The approximation is accurate even for relatively small pools in the hundreds of mortgages. Figure 2 compares the approximate distribution (using both the LLN and CLT) with the actual distribution for pools with sizes N = 500, 1, 000, 2, 500, and 5, 000. Using the LLN alone can underestimate the tails of the distribution for small N . By including the CLT in addition to the LLN, one is able to accurately capture the tail of the distribution. In the next section we assess the accuracy in the tails more thoroughly. Computational costs are reported in Table 1 for different sized pools N . In general, a rough approximation of the ratio of the computational costs is Cost of LLN Cost of Simulation of Actual Pool = N g N , (12) where N g is the number of grid points needed for the numerical solution of the LLN and CLT equations across the space R d W and N is the number of mortgages in the actual pool. For instance, if one only needs 25 grid points, the ratio of computational costs is Table 1 for brute-force simulation of the pool, simulation of the LLN, and simulation of the full approximation (LLN combined with the CLT) are for d W = 2 (model includes both prepayment and default). These computational times are for a twelve-month time horizon.
5.3. Numerical Performance across Actual Deals. The subprime data set covers over 6,000 deals.
11
As mentioned earlier, for each mortgage, a deal ID is available. One can therefore reconstruct the actual 11 "Deal" refers to the securitization of a pool of mortgages into an MBS. An MBS' structure may vary widely: it could be anything from a pass-through to a collateralized mortgage obligation (CMO). A CMO has a tranched structure, with different payment rules for the different tranches. pools for deals. We will perform some numerical tests to study the efficient Monte Carlo approximation's accuracy across the wide diversity of deals in the data universe. Figure 3 compares the approximate distribution from the efficient Monte Carlo approximation with the true distribution (found via brute-force Monte Carlo simulation) at a time horizon of 12 months for ten actual deals in the data set. The deals are chosen at random and each contains between 5, 000 and 10, 000 mortgages. It is interesting that the default rate can vary considerably between deals as a consequence of the quality of the underlying mortgages, demonstrating how important it is for a model to consider the loan-level characteristics of the mortgages in the pool.
To further assess the accuracy of the approximation, a set of deals is selected at random from the data set and the approximation's 99% value at risk (VaR) is compared with the true 99% value at risk. In total, we look at 185 deals and report the average error of just the LLN by itself as well as the average error for the full efficient Monte Carlo approximation (LLN and CLT combined). In addition, Figure 4 shows the distribution of the efficient Monte Carlo approximation's error across the set of deals. 50, 000 Monte Carlo simulations are performed and the time horizon is again twelve months. For deals with 5, 000 − 10, 000 mortgages, the average error for the approximation (LLN and CLT) is 0.22%. The average error just using the LLN (no CLT) is 2.25%. For deals with more than 10, 000 mortgages, the average error for the approximation (LLN and CLT) is is 0.18%. The average error just using the LLN is 1.25%. 5.4. Accuracy of Approximation for Moments. We now study the accuracy of the Monte Carlo approximation for the moments for pools of subprime mortgages. In addition to the loan-level and common factors used in the previous sections, a mean-field term is also included. The mean-field term is the pool-level default rate from the previous month. Table 2 reports the percent error of the Monte Carlo approximation for the moments of the pool loss for different sizes N at a T = 12 month time horizon. The actual values for the moments are calculated via brute-force Monte Carlo simulation with 50,000 trials. 50,000 Monte Carlo trials are also used for the approximation of the moments. There is lower comparative accuracy for higherorder moments which represent the non-Gaussian characteristics of the finite pool. These non-Gaussian characteristics fade as N becomes large. To demonstrate the one-dimensional approach, we fit a logistic regression model only including prepayment to the agency mortgage data. For prepayment, we consider a number of loan-level features: FICO score, whether a first time homebuyer, the number of units, occupancy status (owner occupied, investment property, or second home), combined loan-to-value, loan-to-value, initial interest rate for the mortgage, debt-to-income ratio, whether there is a prepayment penalty in the mortgage contract, property type (condo, leasehold, PUD, manufactured housing, 1 − 4 fee simple, Co-op), loan purpose (purchase, cash-out refinance, or no cash-out refinance), and number of borrowers. These features amount to 22 dimensions in the feature space. We also include the metropolitan statistical area (MSA); there are 430 metropolitan statistical areas in the data set. Therefore, in total, d Y = 452. 12 We emphasize that, even though d Y = 452, d W only equals 1. The systematic factors are the national unemployment rate and the national mortgage rate, as above. Figure 5 compares the approximation with the actual prepayment distribution for a randomly drawn pool of agency mortgages for a time horizon of 12 months. 50, 000 Monte Carlo simulations are used.
N

Precomputation for Financial Institutions.
In Appendix D, we propose to pre-simulateμ N on a pre-chosen grid and then use this one set of simulations on the single grid in order to find the distribution for many different mortgage-backed securities. Using this approach, the efficient Monte Carlo approximation can provide great computational cost savings even for very small mortgage-backed securities, as long as a financial institution is dealing with many of these small mortgage-backed securities in aggregate.
We now illustrate this approach using the parameter fits from Section 5.5. 400 pools, each of size N = 2, 500, are drawn at random from the agency mortgage data set. Each of these pools is simulated 50, 000 times using brute-force Monte Carlo simulation. Using the efficient Monte Carlo approximation, we also presimulate on a pre-chosen grid (as described in Section 5.5). 50, 000 Monte Carlo paths are also used for the efficient Monte Carlo simulation on this grid. The pre-chosen grid only has 20 grid points, placed at uniform intervals. The distribution ofμ N is smooth in w, so one can numerically interpolate from the sparse grid points to get a finer solution. We use piecewise cubic spline interpolation. 13 This saves computational time since it allows one to simulate on a very sparse grid but still ultimately achieve a very accurate solution on a fine grid. Figure 6 is a histogram of the percent error over the 400 pools for the 99% VaR from the efficient 12 The parameter estimates are available upon request. 13 An interesting question is whether one is guaranteed that the interpolated solution at any point y converges to the correct value as the number of Monte Carlo samples increases and the distance between grid points decreases. If h is continuously differentiable and X takes values in a compact set, such convergence holds (by the application of a Taylor expansion, boundedness of continuous function on a compact metric space, and the dominated convergence theorem). More general cases may require additional technical conditions. Monte Carlo approximation using pre-simulation. The time horizon is 12 months. The efficient Monte Carlo approximation is very accurate; the average percent error across the 400 pools for the 99% VaR from the approximation is only 0.25%. Brute-force simulation of the 400 pools takes 36, 905.86 seconds while the efficient Monte Carlo approximation of the 400 pools takes 4.72 seconds. The approximation provides cost savings of nearly 4 orders of magnitude versus brute-force simulation.
5.7.
Efficient Approximation without Low-dimensional Transformation. The previous numerical solutions of the law of large numbers and central limit theorem rely upon an exact low-dimensional transformation, which requires a restriction on the interaction between the factors Y n and V . Although that low-dimensional transformation still covers a wide range of models, for completeness, we now present some methods for the computation of the LLN and CLT for the full class of models where a high-dimensional feature space Y may make a traditional Cartesian grid infeasible.
We let h θ be a function of two neural networks, one for defaults and one for prepayments (see Example 2.2). Both neural networks have a single hidden layer of five neurons. The loan-level features are FICO score, LTV ratio, original balance, and initial interest rate. The neural network for defaults also takes as an input the national unemployment rate while the neural network for prepayments takes both the national unemployment rate and the national mortgage rate as inputs. The model is trained on the subprime mortgage data set.
We implement two methods for the evaluation of the LLN and CLT for this case where the low-dimensional transformation is not applicable. In the first method, we cluster the pool into K clusters using k-means clustering on Y 1 , . . . , Y N . The K centroids are chosen as the grid points. This is a sparse non-uniform grid in a high-dimensional space. The second method is an approximate low-dimensional transformation via an additional multi-layer neural networkh θ (u, u , y, V ). The multi-layer neural network has three layers: the first (multi-neuron) layer takes as an input y, the second layer has third layer takes as inputs the output of the d W neurons from the second layer as well as V . This multilayer neural network is trained to match the output of h θ using the Levenberg-Marquardt algorithm. Note thath θ (u, u , y, V ) satisfies the exact low-dimensional transformation and y ∈ R d Y can be transformed into w ∈ R d W . In the case we numerically implement, we use d W = 1 and the w-space is discretized using k-means clustering. Figure 7 compares the LLN and CLT with the actual distribution. 100, 000 Monte Carlo trials were performed and K = 50 clusters were used for the sparse grids. The time horizon is 12 months. Figure 7 . Comparison of actual loss distribution with Monte Carlo approximation using sparse grids when h θ is a neural network.
Conclusion
This paper develops an efficient Monte Carlo approximation for a general class of loan-by-loan default and prepayment models for pools of loans. The approximation is based upon a law of large numbers and a central limit theorem for the pool. We extensively test our approach on actual mortgage data. The approximation is highly accurate even for relatively small pools (as little as 500 loans). In practice, pools commonly range from a few thousand to hundreds of thousands of loans. Brute-force simulation for large pools can be computationally expensive; our approximation can save several orders of magnitude in computational time. The efficient Monte Carlo approximation accounts for the full loan-level dynamics, taking advantage of the detailed loan-level information typically available (such as credit score, loan-to-value ratio, initial interest rate, and type of loan). A key feature of our approximation is that its computational cost is constant no matter the dimension of the loan-level data. This feature is desirable since loan-level data can be high-dimensional.
Appendix A. Proofs for LLN, CLT, and Uniform Integrability
This appendix proves the LLN, CLT, and uniform integrability. The LLN for the empirical measure is proven in A.1. The CLT for the empirical measure is proven in A.2. The LLN and CLT for the loss from default are proven in A.3. Uniform integrability is proven in A.4. Existence and uniqueness for the LLN and CLT equations for the empirical measure are proven in A.5.
The proofs of the limit theorems will make use of an auxiliary system of particles (
where A.1. Law of Large Numbers (Theorem 3.2). Let P(E) be the space of measures on a complete separable space E. The topology for P(E) is the topology of weak convergence, which is metrized by the Prokhorov metric. A random variable X N ∈ P(E) itself has a probability measure P N ∈ P(P(E)). The measure P N for the random variable X N weakly converges to the measure P of a random variableX if:
for every Φ ∈ S where S is the class of functions which separates P(E). In our case, E = U × Y. We let S : P(U × Y) −→ R be the collection of functions of the form Φ(µ) = φ 1 (
(Recall that any function on a discrete metric space is continuous.) Then, S separates P(U × Y) and is a convergence determining class for P(P(E)) (see [48] or [23] ).
Recall that we have defined f, ν
We prove several facts, culminating in the law of large numbers µ 
Proof. The variance of M 1,N,v t (u) converges to zero:
(17)
The first and second equalities use the tower property and the independence of the processes U n,v t conditional on F v t−1 . The fourth equality uses the fact that φ(
) is bounded. This follows from the facts that φ is a continuous function, Y n ∈ Y where Y is compact, and h θ is a probability transition function (and so is bounded). Recall that a continuous function on a compact space is bounded. By Chebyshev's inequality, M
Proof of Theorem 3.2. For each u ∈ U and any
We will now use an induction argument to prove the law of large numbers for µ 
The result (20) This last fact follows from:
. (22) The function h θ is a continuous function, by assumption. Since Y is compact and H N,v t−τ :t−1 is bounded (due to the assumption that f H is continuous and U × Y is compact), h θ is in fact uniformly continuous on the space that its arguments live on (a continuous function a compact space is uniformly continuous). Therefore: (4) is the unique measure which satisfies (20) . Let Φ ∈ S where S is the convergence determining class specified earlier. Then, for any Φ ∈ S,
. The above result follows from equation (20), the continuous mapping theorem, P(U × Y) being compact (and thus any continuous function of µ converges in distribution toμ 0 , whereμ 0 is deterministic. By Assumption 3.1 and induction, it follows that µ N,v converges in probability toμ v for any v. Since the convergence in probability holds for any v, we certainly have that µ N converges in distribution toμ, since:
for any continuous bounded f :
We have used above the tower property, dominated convergence, and previous convergence results for µ N,v .
A.2. Central Limit Theorem (Theorem 3.4). Let S be the space of Schwartz functions, and let its topological dual S = S (R d Y ) be the space of tempered distributions on R d Y (equipped with the weak topology). S is a nuclear Fréchet space and therefore reflexive (see [44] ). A random variable X N ∈ S itself has a probability measure P N ∈ P(S ). The measure P N for the random variable X N weakly converges to the measure P of a random variableX if:
for every φ ∈ S.
14 Of course, (24) is implied by:
for every φ ∈ S. S, the space of Schwartz functions, is defined as:
The requirement that φ be rapidly decreasing for large y does not have an impact on our setting since Y is assumed to be compact.
14 This result was originally proven for both the space of tempered distributions S and the space of distributions D in [21] .
The result was also independently proven by [50] (Proposition 3.3 and corresponding Supplementary Comments on pg. 247), [41] , and [27] . Finally, such results have been extended to continuous-time processes taking values in S and D , see [38] and [22] . See [30] for a similar result for separable Banach spaces.
We wish to show that Ξ
To prove convergence in distribution of Ξ N t (u, dy) for each u, one needs to show (24) or (25) for each φ ∈ S:
where, as previously defined, f, ν(u, dy) = Y f (y)ν(u, dy). Note that since the
(u, dy) (and similarly for µ N t ,μ, andΞ). Since the dual of the cartesian product of finitely many spaces is the cartesian product of the duals, the criterion (24) or (25) also of course covers the case of
S , where it is sufficient to show (24) for φ ∈ T ×|U | i=1 S, or more simply convergence in distribution for the random vector φ t,u , Ξ N t (u, dy) t∈I,u∈U for every φ t,u t∈I,u∈U ∈ (27) and note that Ξ
ian process with zero mean and covariance:
Proof. X ∈ S if for any φ ∈ S there exists a k, C k such that
where the norm || · || k is defined as:
Then, we certainly have that:
This completes the proof. Lemma A.3. For any φ ∈ S, α, and v, the martingale difference array
satisfies the following properties for every α ∈ R |U | :
15 See [37] for details on martingale difference arrays.
(
Proof. First, recognize that:
This certainly implies properties (i) and (ii). Finally, for each v,
Here, M 3,N,v t is the remainder term:
]. This is of the same form as M 
t is a mean-zero Gaussian with covariance:
is independent of φ,M v t2 for t 1 = t 2 . Proof. We first show that:
Lemma A.3 shows that the conditions of the martingale central limit theorem of [37] hold. The martingale central limit theorem of [37] , in conjunction with the Cramer-Wold theorem, gives:
To see this, assume t 1 < t 2 , and first apply the tower property to write:
Next, we can express the inner expectation as a product of exponentials:
where we have used a Taylor expansion for the exponential, sup y∈Y 2φ 2 (y) 3 < C < ∞, and the quantity
Using the standard inequality |
|w n − z n | for |w n |, |z n | ≤ 1, we have that:
a.s.
→ 0. (35) Then, all the remains to be shown is that ) as N → ∞. We have
The last line follows from the previous convergence result µ N,v p →μ v (see Proof of Theorem 3.2), the fact that
−τ :t2−1 )), and the continuous mapping theorem.
With this result in hand, we return to equation (34) .
, Slutsky's theorem yields that
. By the bounded convergence theorem, we then have that:
Since these results hold for any choice of φ ∈ S, we also have the stronger result that M 2,N,v d
→M
v , using the criterion (24) .
Proof. The proof for this lemma is the same as in Lemma A.4. Namely, we show thatΞ
Now, using the exact same steps as in Lemma A.4, the desired result can be obtained.
Proof of Theorem 3.4. For any u ∈ U, φ ∈ S, and v, we have that
where M 2,N,v t satisfies:
Using a Taylor expansion, one can obtain
where R N,v is the Taylor remainder term:
Here, h HH denotes the second partial derivative of h θ with respect to its fifth argument. We have bounded h HH (u, u , y, v t−1 ,H We will now use an induction argument to prove the desired result. Assume that Ξ 
→Ξ.
Proof of Corollary 3.7.
Since this holds for any v, the desired convergence follows.
A.3. Convergence for Loss From Default (Proposition 3.6).
Lemma A.6. Define Z N,v to be the martingale 
Similar to Lemma A.1, we will show that the variance of Z N,v t tends to zero as N → ∞.
We have again used the tower property, the independence of the n (Y n , v t ) given (U 
zν t,y,v (dz) is continuous and bounded for each y, v: 
. We now turn to proving the CLT for the loss. DefineΛ v :
whereZ v t is a mean-zero Gaussian with variance:
is a mean zero Gaussian with variance:
The result follows via the exact same procedure as used in Lemma A.4.
Define:
This result follows sinceΞ Proof of Theorem 3.9. Note that the bound (10) implies
Consider the following bound for α > 0:
If the bound (48) holds and K > C 0 , then:
where Γ is the gamma function. Then, for any > 0, there is a K > 0 such that:
Consequently, the bound (48), P X N > α ≤ C 1 exp − C 2 α 2 for α > 0, implies uniform integrability for g(X N ). Next, recognize that the following bound implies the bound (48):
The bound (49) implies the bound (48) since:
It is therefore sufficient to prove an exponentially decaying bound:
for each t and u. We prove this result using induction. From equation (39):
where R N,V ≤ C sup y∈Y |φ(y)|||E 
for any continuous φ and all t ≤ t − 1. Here and below, we use the notation V = V 0:T . This is equivalent
Since φh θ is continuous on a compact space, we also have that the first term of the RHS of (51) satisfies:
where the second-to-last inequality uses the fact that 0 ≤ h θ ≤ 1. Note that the final coefficients do not depend upon V nor φ.
Recall that E
where f H is continuous. Then, E N t has an exponential bound, which allows one to exponentially bound the second term of the RHS of (51) .
where sup (y,v)∈Y×V | u ∈U h θ,H (u, u , y, V t−1 ,H t−τ :t−1 ) ≤ K 0 , a constant that does not depend upon V nor φ, since Y × V is compact and h is smooth. Similarly, the third term on the RHS of (51) can also be exponentially bounded by C
The fourth term on the RHS of (51) can be exponentially bounded via the Azuma-Hoeffding inequality. Define
. . is a martingale and has bounded differences:
Therefore, conditional on F t−1 , S N,n satisfies the Azuma-Hoeffding inequality. Note that S N,N = φ(y), M 2,N,V t (u, dy) . Then, by the Azuma-Hoeffding inequality:
Combining the exponential bounds for the four terms on the RHS of (51) and applying the standard union bound, we then have a bound for the LHS of (51):
where C 1,t,u and C 2,t,u do not depend upon V nor φ. This of course implies P φ(y), Ξ N t (u, dy) > α ≤ C 1,t,u exp − C 2,t,u sup y∈Y |φ(y)|) −2 α 2 . It also proves the inductive step:
Since P (sup y∈Y |φ(y)|) Finally, sinceΞ =Ξ V , it immediately follows thatΞ exists and is unique. + where we have used Gronwall's lemma for the last inequality. We note that numerical scheme converges as the size of the cells r K,1 , . . . , r K,d Y → 0. The error depends upon the magnitude of the derivative of the law of large numbers is with respect to each dimension i and how fine the grid is along the dimension i. The sensitivity of the error to the magnitude of the derivative of the law of large numbers with respect to the dimension i is captured in the term C 2,t,i (V l ). By using a Taylor expansion in the exact same manner as shown previously, this of course implies that:
We also note that C 3,t,i (v) < C 4 < ∞ since it is a continuous function on a compact set (due to assumptions that V is compact and h is twice differentiable).
We now find the desired convergence rate:
The assumption that V is compact was made in order that C 3,t,i (V ) 2 < C 2 3 and thus C 3,t,i (V ) 2 would be integrable. This assumption can be relaxed to simply requiring that C 3,t,i (V ) 2 be integrable. As a consequence of equation (74), the mean-squared error of the numerical approximation converges to zero as L → ∞ and max i r K,i → 0. Equation (74) also provides insight into the factors driving the numerical error of the simulation scheme. The mean-squared error is composed of a variance and a bias term. The variance term is the variance of a sample without numerical error; i.e., the variance term would remain even if one could produce samples with no numerical error. The bias term is a consequence of the error produced by the quadrature scheme. It is the sum of the maximum length of the cells along a particular dimension multiplied by the average of the squared partial derivative of a function of the law of large numbersμ t with respect to that dimension (i.e., E[C 3,t,i (V ) 2 ]). Therefore, it is desirable to have a finer grid with respect to the dimensions along which the partial derivatives of the law of large nubmersμ t are most rapidly changing. Overall, one can reduce the MSE by either choosing a finer grid with respect to a particular dimension (thus reducing the bias) or by generating more Monte Carlo samples (thus reducing the variance).
The convergence rate (74) suggests an optimal allocation of a computational budget. Given a fixed computational cost (i.e., maximum allowed computational time), one must choose the optimal number of Monte Carlo trials L and the cell radii r K,1 , . . . , r K,K in order to minimize the mean-squared error. For instance, assuming a rectangular grid (which is not the best approach in higher-dimensions; see Section 5.7 for a better alternative) with a total computational budget B, the budget equation is:
where the constant C 6 involves the cost of each simulation as well as the size of the space Y which one is discretizing over. For notational convenience, define C variance = Var[g( f,μ t )] and C bias,i = C 5 d Y E[C 3,t,i (V ) 2 ]. The constant C bias,i is larger for dimensions i along which the solution varies more rapidly. The optimal choices for L and r K,1 , . . . , r K,K satisfy a system of hyperbolic equations which can be solved explicitly. For instance, in two dimensions (d Y = 2), the optimal choices are: As expected, the optimal number of Monte Carlo trials L increases with the variance. Similarly, the fineness of the grid in dimension i decreases the larger the solution's derivative is with respect to that dimension.
and zero otherwise. The method can be further improved by taking a sparse grid R in order to reduce the number of calculations and then, after the pre-simulation, interpolating on a finer grid. Due to the smoothness ofμ N for typical functions h θ , only a few grid points are usually needed in order to get an accurate interpolated solution. Using this approach, the efficient Monte Carlo approximation can be highly useful even for small pools of loans as long as the financial institution is dealing with many such pools in aggregate. The approach is implemented using actual mortgage data in Section 5.6.
Appendix E. Parameter Estimation
The parameter θ specifying the model (1) The maximum likelihood estimatorθ = arg max θ∈Θ L(θ). Stochastic gradient descent can be used to numerically optimize L(θ). Typically, one will also choose a separate model for the systematic factors V with its own parameters. These parameters can be estimated separately from θ using standard methods; note that the likelihood for θ depends only on the observed values of V and is independent of V 's exact form or parameterization since V is an exogenous process.
