We extend our programme of representing the quantum state through exact stand-alone trajectory models to the Dirac equation. We show that the free Dirac equation in the angular coordinate representation is a continuity equation and hence deduce an exact formula for the propagation of the Dirac spinor derived from the self-contained first-order dynamics of two sets of trajectories in 3-space. The Lorentz covariance of the trajectory equations is established by invoking the 'relativity of the trajectory label'. We indicate how these results extend to the inclusion of external potentials. We further show that the angular version of Dirac's equation implies continuity equations for currents with nonnegative densities, for which the Dirac current defines the mean flow. This provides an alternative trajectory construction of free evolution. Finally, we examine the polar representation of the Dirac equation, which also implies a non-negative conserved density but does not map into a stand-alone trajectory theory. It reveals how the quantum potential is tacit in the Dirac equation.
Introduction
The wavefunction and its Hilbert space habitat have enjoyed a preeminence in characterizing the quantum state that is deserved only by virtue of the dearth of alternatives. It has been established, however, that this conception of state may be replaced by an exact stand-alone trajectory model [1] [2] [3] . That is, the burden of quantum evolution may be attributed solely to a congruence of trajectories in the configuration space where evolves. The congruence is, moreover, computed independently of the wavefunction (subject to concordance of the initial conditions in the two pictures). The time-dependent wavefunction thereby becomes a derived entity.
The trajectory theory of state stems in part from the de Broglie-Bohm causal interpretation [4] but it is important to appreciate that it is independent of that view (in particular, it does not require that one of the paths supports a material corpuscle, a notion that requires independent justification [5] ), or indeed of any interpretation. In fact, the primary impulse for the trajectory theory has to do with a scarcely remarked lacuna in the history of field theory. In its inchoate 18 th century elaboration, devoted to the theory of continua, two complementary pictures of a field description emerged [6] . In the material, or Lagrangian, picture the state of a continuous system comprises the displacement function of a continuum of interacting points ('particles') and its temporal evolution is chronicled by spacetime trajectories. In the spatial, or Eulerian, picture the state is defined in terms of a few key spacetime functions (such as density and velocity) and its temporal evolution is recorded at fixed space points. The two pictures are connected by a well-defined mapping (which interchanges dependent and independent variables) but pertain to different physical questions. Insofar as one picture is self-contained, that is, expressible just in terms of its respective notion of state, the other picture may be regarded as 'derived' from it.
Yet, as field theory developed and permeated other disciplines, the eventual lot of the material picture was that it hardly strayed beyond the confines of continuum physics. Post-aether electromagnetic theory, general relativity and quantum theory have all been couched exclusively in spatial terms. There seems no good conceptual or mathematical reason for this lop-sided development of the field approach. Given the potential value of, say, a trajectory formulation of the quantum state, or novel methods of solving field equations, the author initiated a programme to develop material field pictures, for both quantum and non-quantum theories [1] [2] [3] [7] [8] [9] [10] [11] [12] [13] [14] .
The possibility of building a self-contained and exact trajectory counterpart to a spatial-picture field theory depends on how the latter is formulated. We are concerned with spatial theories for which a continuity equation plays a central role, for this is instrumental in establishing a trajectory construction of field propagation. For theories that may be represented using a complex wavefunction , two approaches have been developed characterized by two ways of representing in terms of real functions:
A. Polar variables: = | | ℏ ⁄ . This is appropriate for the class of theories that may be expressed in the form of the Schrödinger equation (first order in time, quadratic kinetic energy operator) with a suitably chosen Riemannian configuration space. The time-dependent amplitude is built from a single congruence, and the material and spatial pictures are connected by a canonical transformation [3] . This class exhibits a generic role for the quantum potential and embraces trajectory-state models for the many-body Schrödinger equation (which thereby acquires a representation in 3-space [13] ), non-relativistic spin ½ systems and quantum fields [9] , the mass-zero spin ½ Weyl equation [7] , and non-quantum systems such as Maxwell's equations [2] (for further developments see [3] ).
B. Real and imaginary parts: = + . This pertains particularly to field equations that may themselves be expressed in the form of continuity equations, with linear combinations of field variables or their derivatives representing 'conserved densities'. The amplitude is built from two congruences; in a hydrodynamic analogy, the systems are modelled as two interpenetrating, miscible fluids. This method encompasses the Schrödinger equation [8] , the massless wave equation [10, 14] and the Klein-Gordon equation (which cannot be expressed in the form A) [14] .
In both methods the trajectories may obey first-or second-order (in time) equations and their significance depends on the context. They may, for example, support energy transport, convey probability, have a computational status, or simply provide an alternative model of evolution.
An unsolved challenge is to extend the constructive trajectory notion of state to the Dirac equation
where , , … = 1,2,3 and , , … = 1,2,3,4. This case poses two problems. The first, which afflicts all theories involving discrete indices, is to find an appropriate configuration space in order to set up a correspondence between the wave equation and a continuous trajectory model. This problem has been solved for the analogous spin 1 Maxwell [2] and spin ½ Weyl [7] equations. Translating that analysis into the spinor language, the wavefunction is defined on the 4-dimensional configuration space whose points are labelled by the coordinates ( , ) where the fourth label has just four values: = 1,2,3,4. It is well known [15] that the spinor formalism may be represented by a multi-tensor theory defined on the reduced configuration space ( ). Trajectories may then be connected with the spinor field via the Dirac 4-current but many of the associated tensor fields and their governing equations have no intrinsic connection with, or interpretation in, a trajectory model. Rather than reduce the configuration space and multiply the number of independent functions, the remedy is to expand the configuration space and reduce the number of independent functions by changing the representation, from the discrete index to continuous angle indices , = 1,2,3. As we shall see, the Dirac equation then becomes 'fully differential' in the space ( , ), with the matrices replaced by differential operators and the wavefunction represented by a small number of configuration space functions (density and velocity). This formulation has a clear connection with a trajectory model.
The second problem relates to a specific property of the Dirac Hamiltonian, which precludes employing the polar decomposition in the continuous representation to connect the field equation to a self-contained trajectory model, as was possible in the Maxwell and Weyl cases (method A). We shall show this (in Sect.7.2) as a consequence of the alternative approach that is the subject of this paper. This stems from an apparently unnoticed property of the Dirac equation: that, in the continuous representation, it is a real continuity equation in the space ( , ) with a complex solution ( , ). This places the theory within the orbit of method B.
In Sect. 2 we review the connection between the material and spatial pictures of local conservation and determine conditions under which a self-contained first-order law governing trajectory evolution may be used to solve the continuity equation. Since it is rarely used, we present in Sect. 3 the Dirac equation in its angular coordinate formulation [16, 17] , and show in Sect. 4 that it has the form of a continuity equation associated with a brace of real conserved flows. The preceding results are combined in Sect. 5 to give the evolution equations for the material version of the quantum state. This leads to a key result of the paper, formula (50), which shows that spinor propagation is generated by two stand-alone congruences in 3-space together with a mass-dependent evolution operator. The Lorentz covariance of the material picture is established in Sect. 6 by applying the 'relativity of the trajectory label', a concept that was introduced previously in a simplified context [10] . This fills a gap in our analogous work on the Maxwell and Weyl equations [2, 7] where the material symmetry that accompanies the spatial Lorentz symmetry was left unspecified. In Sect. 7, we bring out a further apparently overlooked aspect of the angular representation: that the Dirac equation implies continuity equations for currents with non-negative densities that do not involve sums over the spin freedom and hence are more detailed than the Dirac current. This observation leads to an alternative trajectory construction, and explains how the quantum potential is tacit in the Dirac equation. In Sect. 8 we examine how our results are modified in the presence of external potentials.
Our methods A and B show that, if a trajectory model of quantum propagation is desired, the path integral is not the only option. Indeed, our constructions reflect the prevailing physical situation more closely, and are conceptually simpler, than Feynman's. Whereas Feynman employs the propagator and attributes equal amplitudes to 'all possible paths', in particular to those passing through regions where the wavefunction is small or even zero, our methods apply directly to the wavefunction, and its value at each point is built from at most one (method A) or two (method B) paths. And, in application to the Dirac equation, our method utilizes ordinary calculus and a fully Lorentz covariant propagation driven by trajectories in 3-space, features that are difficult to achieve with the path integral [18] . In the trajectory picture, the state of a continuous system embedded in the space is encoded in the displacement ( 0 , ) of a point at time t, each path being distinguished by the position 0 at t = 0. We assume that the mapping 0 → is single-valued and differentiable with respect to 0 and t to whatever order is necessary, and that the inverse 0 ( , ) exists and has the same properties. Derivations with respect to the current and initial coordinates are connected by the formula
where is the adjoint of the deformation matrix
and
The following two useful formulas follow from (2)-(4), the second being proved using the first:
To complete the specification of the state, we need to identify a continuously distributed attribute of the system (the 'charge') that is propagated and conserved by the congruence. Let 0 ( 0 )√ ( 0 ) be the initial charge density in ( 0 may be of either sign). Then the charge in an elementary volume 0 attached to the point 0 is given by 0 ( 0 )√ ( 0 ) 0 . Its conservation in the course of the motion is expressed through the relation
This relation is the solution to the differential conservation law
(In the material picture, / is calculated for constant 0 .) The local conservation condition (6) supplies a formula for the density √ at the point at time t, generated from the initial density by the trajectory linking 0 to , in terms of the Jacobian of the transformation between the two sets of coordinates:
Hence, if the charge density is the only function of physical interest, the material state is specified completely by ( 0 , ) and 0 ( 0 ).
To translate the local material conservation equation (7) into the spatial picture, the displacement function is made an independent variable: ( 0 , ) → . The density and velocity fields in the two pictures are then connected by the relations
where ̇ = / | 0 . (In the spatial picture, / is calculated for constant .) Differentiating (9) with respect to , using the relations / | = / | 0 −̇ / and log / =̇ / on the right-hand side, and applying (10), we deduce the continuity equation in the spatial picture:
If the fields vanish at the boundary of this relation implies that ∫ ( , )√ ( ) is conserved but we shall not need this result (we will be concerned only with integrals over a subset of the independent variables).
The functions ( , ) and ( , ) define the state of the system in the spatial picture, and formulas (9) and (10) give the general solution of (11) in terms of the material state, i.e., ( 0 , ) and 0 ( 0 ). In order to implement these formulas, we need a way to calculate the trajectories by some method that does not require first knowing the spatial density and velocity fields for all t. Usually in continuum physics this is achieved by postulating an Euler-type force law, which in combination with the continuity equation results in coupled equations for and . Substituting for these functions in the force law using (9) and (10) then results in a self-contained secondorder (in time) equation for the trajectories, from whose solutions and may be calculated via (9) and (10). This is the method of constructing spatial solutions that we developed in connection with the Schrödinger equation (method A in Sect. 1).
Suppose, however, that the velocity acquires its dependence on , solely via the density function √ ( , ), the known function √ ( , ), and their derivatives:
Then the continuity equation (11) becomes a differential equation just for . To solve it using the paths, we insert (9) in so that (10) becomes a self-contained first-order (in time) equation to determine the trajectories given the initial data 0 :
Here, differentiation with respect to the current coordinates is given by (2) . Hence, in the case of a -dependent velcoity field, the solution ( , ) may be deduced from the solution to the stand-alone trajectory equation (12) by substituting ( 0 , ) in (9) . As regards the trajectory dynamics, a separate second-order Euler-type force law is superfluous. This trajectory construction corresponds to method B in Sect. 1. We shall show that the material version of the Dirac equation comprises two sets of equations (9) and (12), corresponding to two densities. 3 
Fully differential formulation of the Dirac equation
We specialize to the six-dimensional manifold = ℝ 3 ⊗ (2) with coordinates = ( , ) where , , … and , , … = 1,2,3, and = ( , , ) are Euler angles with ∈ [0, ], ∈ [0,2 ], ∈ [0,4 ] (we use the definitions, conventions and formulas of [4] ). In the angular coordinate representation, the quantized components of the angular momentum with respect to the space and body axes are, respectively,
It is easily shown that
where = −1 is the 3-rotation matrix written in terms of the Euler angles. The operators ̂ and ̂ obey the 'ordinary' and 'anomalous' commutation relations, respectively, and commute: 1
for all , = 1,2,3. The matrices (14) and obey the following differential identities that will be useful later:
The latter relation is proved by substituting (15) into the last relation in (16) and employing the first relation in (16) to derive a linear relation involving the ̂ whose coefficients must vanish due to linear independence.
To obtain the angular dependence of the wavefunction, we seek the simultaneous eigenfunctions of ̂ 2 ,̂3 and ̂3 . The s = ½ subspace is spanned by the following four basis functions ( ), = 1,2,3,4:
These obey the orthonormality conditions
A general s = ½ state in the Hilbert space of functions on is then
where the coefficients form a Dirac 4-spinor field. The inverse relation is
Applied to the function (21), the two sets of angular momentum operators obey the defining relations of a Clifford algebra, in addition to (16):
The anticommutation relations are thereby realized by ordinary differential operators.
Having introduced an angular representation for the wavefunction, we next establish the relation between the angular momentum operators and the matrices by connecting their respective actions on the basis functions. Using (13) and (19), we have
where the matrices have the Dirac representation
with the Pauli matrices given by
Thus, the matrices are obtained as matrix representations with respect to the basis functions of certain combinations of angular momentum operators:
In this formalism summation over the spin index is replaced by differentiation (as in (24)) and/or integration with respect to . 2 Thus, the components of the Dirac current ( 0 , ) have the alternate expressions
Using (16) and (27), the differential operator corresponding to (ℏ/2) 2 0 is ̂1̂ . The Dirac equation (1) may therefore be written in fully differential form as
with initial data 0 ( , ) = 0 ( ) ( ). Multiplying (30) by * and applying (20) returns (1) . In the guise (30) the Dirac equation appears to be a third-order differential equation for the function ( , ) but, using (15), (16) and (23), we see that it is actually second order since, when applied to a spin ½ function (21), the product of angular momentum operators in (30) is a sum of zeroth and first orders:
where 1 is a unit vector. Of course, we only consider solutions of (30) for which the dependence is fixed by the basis functions (19 
A key property of the field equation (30) is that and are independent solutions. Correspondingly, the functions Φ and Φ , which involve a spinor ± its charge conjugate spinor, satisfy the discrete version (1). 4 The Dirac equation as a continuity equation
The metric on = ℝ 3 ⊗ (2) is given by [19] = ( 0 0
) , = (
with = sin 2 . The continuity equation (11) in this space then becomes
Here, ( , , ) and ( , , ) are translational and angular velocity fields, respectively. An alternative representation of the latter is the angular velocity vector = −1 where −1 = . As in Sect. 2, we introduce trajectories in the configuration space corresponding to the arguments of the density, which are here three translation and three rotation coordinates. Denoting the current and initial trajectory coordinates by ( ) = ( ( ), ( )) and 0 = ( 0 , 0 ), respectively, the solution (9) becomes sin ( , , ) = −1 ( 0 , 0 , ) 0 ( 0 , 0 ) sin 0 1 | 0 ( , , ) 0 ( , , )
.
Referring to (2), differentiation with respect to the current cooordinates is given by
It is convenient to introduce the dimensionless real operators
with ̂1̂ = − 1 − 1 ̂ from (31). Then, multiplying by sin , the Dirac equation (30) becomes
where we have used (13) and (14) which give ̂3 = 2 3 ⁄ . Comparing (34) with (38), we deduce that the Dirac equation has the form of a continuity equation in with a complex density sin . The functions sin and sin may therefore be interpreted as densities associated with two independent locally conserved flows. For the real part we make the following identifications for the density, translational velocity and angular velocity fields:
where = 2 2 /ℏ. Similar identifications apply for . There are two notable properties of these definitions of the density and translational velocity: they are gauge dependent, i.e., the functions are not invariant under a constant phase shift of , and the speed of translation is bounded from below by the speed of light. The latter is easily shown using the formula (31), which implies,
The functions and have the same properties. These features do not signal inconsistencies in the theory since we do not suggest that the trajectories are conveyors of a substantive observable object (although it is known that perpetual superluminal particle motion can be consistent with relativity [20] ). In this regard, the theory is analogous to the path integral approach, where superluminal speeds also occur. In any case, the angular mean over the two translational flows generates the gauge-invariant, future-causal flow defined by the Dirac current (see Sect.7).
Trajectory construction of a time-dependent spinor field
We now combine the results of Sections 2 and 4 to obtain the material version of the Dirac equation and derive the spatial general solution in terms of the paths.
It will be observed from (39) that the dependence of the translational velocity on its arguments , , derives just from the functions sin and sin and their derivatives, while the angular velocity is constant. The corresponding six equations for the coordinates , are therefore of the type (12):
where from (35) we substitute
with 0 = Φ 0 ( 0 ) ( 0 ) from (32). The differential operators ̂1 and ̂ are given by (36) and (37).
The set of equations (41)-(43), together with the similar set for that employ a second set of trajectories ( 0 , 0 , ), ( 0 , 0 , ), constitute the material version of the Dirac equation. The quantum state is defined by the trajectories and the initial functions 0 and 0 .
The solution of (42) for the angle coordinates is immediate:
and is independent of 0 and 0 . The angular velocity vector = − 3 ( 0 ) is therefore constant. These results for the angles simplify matters:
reduces to the 3determinant det( / 0 ) and sin 1 drops out. Then (43) becomes
Inserting this formula in (41) gives a self-contained set of three coupled differential equations to determine the 3-trajectories . Conversely, once in possession of the socomputed trajectories, the spatial version of the formula (45), which gives the solution to the real part of the Dirac equation (38), follows by inserting 0 ( , , ), 0 ( , ) on the right-hand side. It is instructive to replace the Jacobian in (45) by an integral and give the solution in propagator form:
The trajectory construction of the spinor solution Φ now follows from (22) by inversion. Thus, multiplying (46) by * (α), integrating over , and noting from (19) that * ( ) = * ( 0 ) where ( ) = cos( /2) − 0 sin( /2),
is a mass-dependent unitary evolution operator, we get
It is readily confirmed that this function indeed obeys (1) using the formulas ( (20) .
Repeating this procedure to obtain the imaginary part in terms of the second set of trajectories (for which, in particular, = 0 − 3 ), the amplitude at each configuration point ( , ) is generated by (at most) two configuration space paths.
Whilst the R and I trajectory equations are solved independently, the condition that both paths arrive at the same point at time , namely, = ( 0 , 0 , ) = ( 0 , 0 , ), = ( 0 , 0 , ) = ( 0 , 0 , ), (49) enforces six relations among the initial coordinates: 0 = 0 ( 0 , 0 , ), 0 = 0 . In sum, we obtain the following exact propagator expression for the timedependent Dirac spinor as a superposition of amplitudes built from two independent congruences ( 0 , 0 , ), ( 0 , ) and ( 0 , 0 , ), ( 0 , ):
Here 0 and 0 represent the prescribed initial state 0 via the relations (32). We see that the evolution is driven by two sets of trajectories in 3-space, while the two sets of angular trajectories contribute through the (same) operator given in (47). As a simple example, we compute the time dependence of a spinor whose initial value is 0 = 1 , so that 0 = 1 2 ( 1 + 4 ) and 0 = 1 2 ( 1 − 4 ). To evaluate the right-hand side of (41), we first insert the angle solution (44) in ̂1̂ and, using (13), (14) and (36), obtain
The solution to (41) is then
where ± = 1 2 ( 0 3 ± 0 2 ). For each choice of 0 , the trajectory describes a 'nutation':
a fixed-radius circle coplanar with the 1 2 -plane and a fixed-amplitude oscillation along 3 , constrianed by |̇ | ≥ . For this solution, = 1. Repeating this analysis for , we find, using (45) and its counterpart, that ( , ) = 1 − 2 ℏ ⁄ , which is indeed the solution to the free Dirac equation for a positive-energy plane wave with zero wave vector. 6 Lorentz covariance of the congruence 6.1 Spatial picture Denoting the boost parameter by = ⁄ , | | ≪ 1, an infinitesimal Lorentz transformation is defined, in the angular language, by ( , , … ; , , … = 1,2,3)
The invariance of the angular momentum operators in this equation corresponds to the numerical invariance of the matrices in the discrete formulation; in both cases, a Lorentz transformation on the vector index is 'undone' by a transformation on the two spin indices (cf. footnote 2).
An important aspect of (53) is that the mapping of is real and hence and transfrorm into themselves. Considering the real part, the transformation laws of the density and velocities (39) implied by (53) are, to first order,
These variables therefore transform as a closed set. It is convenient to leave the product ̂1̂1(= −1) explicit in the formula for ′ . It is obvious that the superluminality (40) of the flow is preserved under the transformation: ′ ≥ . We shall be concerned here just with a boost but note that, under a 3-space rotation, the transformation of the wavefunction is complex so and mix. The discrete symmetries are examined by Dahl [17] .
Material picture
We shall demonstrate that the real part of the Dirac equation in its material incarnation, namely, the set of equations (41)-(43), is Lorentz covariant. That is,
A first point to note is that the differential transformation law (55) of the translational velocity is unfamiliar; it is neither a Lorentz 3-vector (i.e., ≡ 0 ⁄ where ( 0 , ) is a 4-vector) nor obviously part of any other spacetime tensor. On the other hand, if, as we assume, the material variables , transform like the spatial variables , , we might expect that the material velocity ̇ is a Lorentz 3-vector. It appears then that the material picture breaks relativistic covariance in that the law of motion ̇ = equates quantities having different transformation properties. In fact, this reasoning is flawed. The origin of the apparent disparity in transformation rules is the assumption, tacit in the usual transformation of a 3-velocity, that a trajectory label (here ( 0 , 0 )) is an invariant quantity, i.e., that the same label is attached to the original and transformed paths. But, in the field theory of trajectories we are advancing, the arena of independent variables to which transformations apply is labeltime space ( 0 , 0 , ). Then, a given trajectory will generally be attributed different labels by relatively moving observers (adopting the passive viewpoint). We refer to this feature as 'relativity of the label' [10] or 'relativity of identity'. We will show that the transformation of ̇ contains terms, additional to those of a usual 3-velocity, that represent a possible change in label so as to mirror precisely the transformation of given in (55) (see (60) below). This idea is consistent in a continuum setting because, whatever the label needs to be to fulfil the transformation, that value will be available to each observer.
A further important property of the label transformation in demonstrating Lorentz covariance is that it ensures that the set of trajectories may be assigned a common time in each frame.
The material-picture infinitesimal substitution corresponding to (53) is effected in label-time space ( 0 , 0 , ) and on functions therein as follows:
Our goal is to discover the label and initial-density transformation functions , ̅ and that generate a solution of the material version of the Dirac equation (56) in any frame, given the solution , in the original frame. A notable feature of corresponding symmetries in the spatial and material pictures is that they are not one-to-one, because the identity transformation in the former maps into a time-independent diffeomorphism, a relabelling of the paths, in the latter [11] . This relabelling symmetry is therefore a component of the material symmetry corresponding to any continuous spatial symmetry. It expresses the freedom to choose a label other than the initial position when identifying a trajectory. As we show below, this latitude in the material description can be suppressed by requiring that the condition ( = 0) = 0 , ( = 0) = 0 is maintained in all frames.
To proceed, we write down the material version of (55) using the expressions (41)-(43) and (56) for the density and translational and angular velocities:
In (58b) we have used (23) to reverse the order of the factors ̂ ,̂ in (55). Determining ̅ is straightforward. From (58c) the solution for the angles in the primed frame is ′ = 0 ′ − 3 ′ where we take ′ ( ′ = 0) = 0 ′ . Substituting for ′ from the first relation in (57), and using the fourth and fifth relations, gives
which is thereby fixed uniquely in terms of given quantities.
To find , we shall use the following expression for ̇ ′ derived from (57):
Here, the first three terms on the right-hand side characterize the usual transformation of a Lorentz 3-velocity and the remaining two terms represent changes in the labels, as mentioned above. Comparing the expressions (58b) and (60) for ̇ ′ and inserting (59) gives a formula for ̇:
where we insert = −1 0 . Noting that the inverse of the matrix 0 ⁄ is 0 ⁄ (due to the functional dependence of ( 0 , )), we have
) .
As anticipated above, the (initial) time-independent label function 0 in (62) is fixed by the requirement that 0 ′ is the initial value of ′ . In showing this, the following development refers to (57). Setting ′ = 0, the corresponding time in the original frame is given by the solution to = ( 0 , 0 , )⁄ , which has the form = ( 0 , 0 ). Now, to first order, ′ ( ′ = 0) = ( = ) and we require that this is equal to 0 ′ = 0 + ( = ). Then, Taylor expanding ( = ) = 0 + ̇ 0 and ( = ) = 0 + 0 , ⁄ the requisite equality implies
The label function (62) is therefore determined entirely in terms of given functions. Finally, we ascertain 0 ′ from (58a). To obtain the transformed determinant ′ = det( ′ 0 ′ ⁄ ), we use the following relation derived from (57):
This implies
Instead of determining the total variation in (57) directly, it is convenient to use as the unknown function the functional variation of 0 , i.e., ( ) = 0 ′ ( ) − 0 ( ), which appears in the Taylor expansion of the transformed initial density,
where we have used (59) ( is the term in brackets in (67)). Then, combining (66) and (67), we obtain from (58a)
As a final step, we find by substituting for from (62). For this purpose, we first
. This is an intricate calculation and we highlight only the key steps. Using the second formula in (5), (63) implies
] .
(69)
To simplify the right-hand side of (69), we replace the term (̂1̂ ) by ⁄ | , − 3 (2 2 ℏ ⁄ ) from Dirac's equation (38); replace ⁄ | , by ⁄ | 0 , 0 −̇ ⁄ −̇ ⁄ ; and apply the formulas log / =̇ / and
Integrating (70) with respect to and using (62) gives ( 0 ) 0 ⁄ . Substituing this in (68), the time-dependent terms drop out and we get
As a check, this relation coincides with (68) evaluated at = 0.
To summarize, we have established the Lorentz covariance of the material version of the real part of the Dirac equation, i.e., the validity of (56), when the material variables undergo the transformation (57) with the label and initial-density functions given by (59), (62)-(64) and (71). The condition 'label = initial position' is maintained under this transformation. Repeating the procedure for , we have thus demonstrated the Lorentz covariance of the trajectory version of the Dirac equation. 
In these formulas it is the non-negative weights sin 2 and sin 2 that are attributed to the translational velocities, rather than the functions sin and sin that are conserved by the flows the velocities generate. Are the functions sin 2 and sin 2 also densities obeying continuity equations? From (38) we get, using the identifications of velocities in (39),
where we used = 0. Rewriting the right-hand side of (74) using the identity
multiplying through by sin , and utilizing the identities (17), (74) can be written 2 . The signs of the functions and deduced from these formulas are fixed by the initial data 0 . We conclude that the time-dependent Dirac spinor may be constructed from two conserved congruences, each of which is associated with a non-negative density.
To obtain the conserved current in the spinor formalism corresponding to 2 , we write = Φ = Φ * * and use (20) to get
Since the first terms on the right-hand sides of (78) and (79) together constitute (1/2 times) the Dirac 4-current, it follows that the remaining terms jointly form a 4-vector and obey the continuity equation in virtue of the Dirac equation. It may be confirmed directly within the spinor formalism that the complex entity
) is indeed a (gauge-dependent) conserved 4-vector. Combining these results with the similar ones for 2 (for which → − in (78) and (79)), the Dirac current follows from the superposition of the two partial currents, as in (72) and (73).
Polar representation. The quantum potential
The second example we consider where the Dirac equation implies a conserved nonnegative density is obtained by summing the equations for the functions 2 and 2 . This yields a continuity equation involving the amplitude squared of the wavefunction:
are the local means of the partial velocities. Eq. (80) corresponds to the 'hydrodynamic' version of the field equation (38), obtained by using the polar field variables defined by the decomposition = | | ℏ ⁄ in place of the functions , . In terms of the polar variables the velocities are
In this case, the density sin | | 2 and velocities are gauge independent. Note that, unlike the polar representation of the non-relativistic spin ½ wave equation in the angular representation [4] , the translational velocity is an angular rather than a translational gradient and its potential is | | rather than S (the latter features as a potential for ). Using (31), the mean translational speed inherits the superluminality property (40) of its constituents: = √ ≥ . The real relation implied by the Dirac equation (38) complementary to (80) is the Hamilton-Jacobi-like equation
A virtue of the polar angular formulation is that it demonstrates that there is a quantity implicit in the Dirac equation, which we denote , that may be identified as the 'quantum potential' for a massive relativistic spin ½ system. This version of the quantum potential possesses the properties expected of it [4] : it depends on the form of rather than its absolute magnitude; it is second order in the configuration space coordinates; it is gauge invariant; and it appears as a kind of non-classical addition to the Hamilton-Jacobi equation if the kinetic energy is identified as the term + . Unusually, depends on as well as | |. We now see why the polar representation is not apposite when seeking a trajectory construction of the wavefunction for which the equations are written just in terms of the density and velocities (as in methods A and B in Sect. 1). First, the angular velocity involves S and cannot be expressed solely in terms of the density.
Hence, the first-order trajectory equation ̇= is not of the form (12) . Second, the presence of S in the quantum potential implies that we cannot obtain an alternative second-order formulation either. To see this, we use the material time derivative ⁄ | 0 , 0 = ⁄ | , + + and apply it to in (82). Replacing the time derivatives using (80) and (83), ̈ is found to depend on functions of derivatives of S that cannot be reduced to functions of just ̇ , ̇ and sin | | 2 . We conclude that, using the polar variables, it is not possible to obtain selfcontained trajectory equations, in either the first-or second-order cases. Of course, trajectories ( , ) can be derived from given translational and angular velocity fields, and these conserve the quantity | | 2 3 . This may provide an alternative causal interpretation of the Dirac equation, a possibility we discuss elsewhere. A noteworthy feature is that (83) states that the negative rate of change of the phase along a configuration space trajectory is the quantum potential: − ⁄ | 0 , 0 = .
8 Effect of external potentials
We shall sketch how our results are modified by including an external 4-potential ( 0 , ) in the Dirac equation, whose angular form becomes
The equation can still be written in continuity form in but the external field renders this complex, which introduces a mutual coupling between and . Thus, for 
while for the similar equation for the potentials couple to . In (85), we have replaced 0 by ̂ ̂ 0 /3 ( being an eigenstate of the total angular momentum) in order to include the 0 term in a divergence. The form (39) for the translational velocity stays the same while it is the angular velocity that carries the coupling (and similarly for ). The two real continuity equations for and must now be solved simultaneously to obtain . This may be achieved using our trajectory method by extending equation (12) to two equations and allowing their right-hand sides to depend on two densities. To solve for the two congruences , and , , we use relation (49) to write the trajectory equations in terms of a common set of independent variables. This method of solving coupled continuity equations has been illustrated previously [8] . Finally, our analysis of the Lorentz covariance of the material picture can be applied to this case. Hence, in all respects, our constructive trajectory theory encompasses the external field case.
Passing to equation (76) for the non-negative density sin 2 , it does not seem possible to incorporate the external field components in divergence terms so our trajectory technique of solving Dirac's equation does not apply to this case.
Finally, we consider the Dirac equation in the polar representation. The potentials are introduced by making the -independent replacement → + ∫ 0 + in the continuity and Hamilton-Jacobi equations, (80) and (83), and the velocities (82). All the resulting relations are invariant under an -local gauge transformation ′ = ( , , ) + ( , ), 0 ′ = 0 − ⁄ , ′ = − . In this context, the negative rate of change of the phase along a trajectory is the total potential energy: − ⁄ | 0 , 0 = 0 + + .
Conclusion
We have shown that the quantum state for a massive relativistic spin ½ system may be described by two sets of trajectory and initial-density functions, ( ), ( ), 0 and ( ), ( ), 0 . The trajectories are governed by self-contained first-order Lorentz covariant equations and generate the time-dependent free Dirac wavefunction via the formula (50). In the material picture, a Lorentz transformation comprises a relabelling substitution. We indicated how this constructive method extends to the inclusion of external potentials. We also showed how the Dirac current may be expressed as the mean over the two translational flows, weighted with non-negative densities that each obey a continuity equation. This provides an alternative trajectory construction of free wavefunction propagation. Finally, we examined the polar representation of the Dirac equation, which also implies a non-negative conserved density, and exhibits the Dirac analogue of the quantum potential. We explained why the polar version does not map into a stand-alone trajectory theory. Further issues to consider include the conceptual significance of the densities and trajectories we have introduced, the possible appearance of singularities in the trajectory equations in nodal regions (where = 0), and the leeway in the identifications we made in Sect. 5 of the translational and angular velocities as functions of the wavefunction.
