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We discuss the possibility that dark matter axions form a Bose-Einstein condensate (BEC) due to
the gravitational self interactions. The formation of BEC occurs in the condensed regime, where the
transition rate between different momentum states is large compared to the energy exchanged in the
transition. The time evolution of the quantum state occupation number of axions in the condensed
regime is derived based on the in-in formalism. We recover the expression for the thermalization rate
due to self interaction of the axion field, which was obtained in the other literature. It is also found
that the leading order contributions for interactions between axions and other species vanish, which
implies that the axion BEC does not give any significant modifications on standard cosmological
parameters.
PACS numbers: 14.80.Va, 95.35.+d, 98.80-k
I. INTRODUCTION
Identifying the origin of the dark matter of the Universe is one of the priorities of modern high-energy physics and
astronomy. So far, many particle physics models of the dark matter have been proposed (see e.g. [1] for reviews),
and well-motivated candidates are so-called weakly interacting massive particles (WIMPs) and axions. Both of them
possess suitable properties for the dark matter in that they are nonbaryonic, cold, and collisionless. However, the
nature of cosmological behavior is completely different between WIMPs and axions. WIMPs are produced from
a primordial soup of radiations, and their population is fixed when they decouple from the thermal plasma. We
can interpret them as a collection of classical particles, whose velocity dispersion is determined by the decoupling
temperature. On the other hand, axions are produced nonthermally, having a small velocity dispersion compared
with the temperature of the thermal plasma at the epoch when they are produced. Furthermore, they have a huge
occupation number in the phase space since they are bosons. Because of these properties, we interpret them as a
classical field rather than individual particles. This classical field of axions coherently oscillating in the field space
behaves as a cold matter component of the Universe [2].
These curious properties of dark matter axions motivate the possibility that axions form a Bose-Einstein condensate
(BEC) [3]. Indeed, the energy dispersion of axions at the production time δω ∼ O(10−13)eV is much smaller than the
critical temperature for BEC, Tc = (π
2n/ζ(3))1/3 ∼ O(100)GeV, where n is the number density of axions.1 However,
this argument relies on the following assumptions. First, the particles must be bosons. Second, their number must
be conserved. Third, they should have huge phase space density. Finally, they must be in thermal equilibrium. The
first three conditions are obviously satisfied for dark matter axions, but the final one, whether axions thermalize or
not, is a nontrivial issue.
The cosmic thermalization of axions is extensively discussed in Ref. [4]. Here, the thermalization means that the
system relaxes into a state with the highest entropy by exchanging energies and momenta between particle states.
In order to investigate such a process, some statistical mechanical treatments are required. The usual analysis using
the Boltzmann equation cannot be applied to this problem, since highly degenerate axions are essentially fields in
the classical limit. Such a system of axion fields does not match the assumption of the Boltzmann analysis, where
the system is considered to be a collection of point particles. This situation defines a peculiar regime of the many
body system, called the condensed regime, which should be distinguished from the particle kinetic regime where the
Boltzmann analysis can be applied. In the condensed regime, the energy transfer of the scattering process is small
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1 Here, the expression for the critical temperature Tc = (pi2n/ζ(3))1/3 used in [3] is applied for relativistic particles, which might not
be appropriate for cold axions because they are non-relativistic. Even though, the condition δω ≪ Tc is also satisfied if we use the
expression for non-relativistic particles, Tc = (2pi/m)(n/ζ(3/2))2/3 ∼ O(1022)GeV where m is the mass of the axion.
2compared with the scattering rate, because the interaction occurs between highly degenerate states. Thermalization
in the condensed regime is not well understood in comparison with that of the particle kinetic regime.
In Ref. [4], the thermalization process in the condensed regime is analyzed by describing the axion field as a set
of quantum-mechanical oscillators (i.e. quantum operators) and deriving the evolution equation of each oscillator.
However, in the formalism of [4] the thermalization rate is estimated by comparing the “orders of magnitude” of
quantum operators, and the occurrence of the thermalization is confirmed only by computing the quantum-mechanical
averages of the occupation number of each oscillator numerically, which is realized for toy models with a small number
of oscillators and particles. It is impossible to realize the actual system with a huge number of axions using the
numerical scheme described in [4].
In this paper, we revisit the issue of the axion thermalization. The purpose of this work is to develop a robust tool
to describe the relaxation process of highly degenerate bosonic fields. Instead of using the approach of Ref. [4], we
compute the expectation value (i.e. the quantum-mechanical average) of the occupation number of axions, and solve
its time evolution, which informs us of the change of the distribution function of axions. The computation is executed
by using the technology which was originally introduced by Schwinger et al. [5], called the “in-in” formalism. This
formalism enables us to calculate the time evolution of the expectation value of quantum operator in the systematic
way. Furthermore, it can treat a state to which particlelike interpretation is not applied, if we use an appropriate
representation for a state at the initial time. In our case, a coherent state is used to describe a state in the condensed
regime. Using this formalism, we estimate the thermalization rate as the inverse of the time scale in which the
expectation value of the occupation number changes its value. Whole things can be described in the analytic way,
and it is not necessary to use numerical simulations.
The discussion on thermalization of axions and formation of a BEC is not only the theoretical issue, but has a
relevance to observations. There are several observational evidences indicating that the phase space structure of
galactic halos is consistent with the “caustic ring model” [6]. In this model, the high density surfaces (caustics) in the
phase-space distribution of the dark matter particles become ringlike configurations when dark matter particles fall
into a galactic potential with net overall rotation. Recently, it was pointed out that this caustic ring model is predicted
if dark matter axions form a BEC [7], which might be regarded as an evidence of the axion dark matter. However, it
was also suggested that an axion BEC might enter into thermal contact with photons, and modify some cosmological
parameters from the standard values [4, 8]. In particular, if axions and photons reach thermal equilibrium, the photon
temperature is cooled, which predicts a smaller value of the baryon to photon ratio at the big bang nucleosynthesis
and a larger value of the effective number of neutrino species Neff . The predicted value is Neff = 6.77, which is larger
than the observed value Neff ≃ 3-5 [9]. This result seems to be disapproval of axion BEC dark matter, but we find
that such photon cooling effects are fictitious. As will be shown later, axions do not enter into thermal contact with
photons, though they develop toward a BEC.
The organization of this paper is as follows. In Sec. II, we introduce the method to evaluate the time evolution
of the occupation number of axions. The expectation value of the quantum operator for the occupation number
is computed by using the perturbative expansion in terms of the interaction Hamiltonian of the axion field. We
perform the calculation of the leading order terms in perturbation theory, while the second order terms are evaluated
in the Appendix. In Sec. III, implications of the results of our analysis on cosmology are discussed. We estimate the
relaxation rate of self-interacting degenerate axions and recover the formula for the thermalization rate of axions, which
was obtained in Ref. [4]. We will see that the thermalization rate exceeds the expansion rate when the temperature
of the Universe becomes sufficiently low, at which axions begin to evolve toward a BEC. Finally, the summary and
conclusions are given in Sec. IV.
II. AXION FIELD DYNAMICS
In this section, we develop the formalism to compute the time evolution of quantum occupation number of the
axion field. Our interest is to calculate the expectation value of a quantum operator Nˆp(t) at a given time t, which
represents the number of axions occupying a quantum state labeled by three-momentum p. Such a problem can be
dealt by using the in-in formalism (or Schwinger-Keldysh formalism) [5]. In cosmology, this formalism was applied to
calculate quantum contributions to cosmological correlations [10, 11]. Following such a formalism closely, in this work,
we calculate the time evolution of the occupation number in a systematic way by use of the perturbative expansion.
The outline of this section is as follows. In Sec. II A, we review the formalism described in [10, 11] and give the
formula to calculate the expectation value of the quantum operator. In Sec. II B, the mode expansion of the field
operator is taken and the quantum occupation number is defined. In Sec. II C, we discuss how to represent the
coherently oscillating axion fields as quantum states. Using the ingredients obtained in Secs. II A, II B, and II C, we
compute the time evolution of the occupation number due to the self interaction of the axion field in Sec. II D. Finally,
interactions with other particles such as baryons and photons are discussed in Sec. II E.
3A. The in-in formalism
Let us consider the theory with a real scalar field (the axion field) φ(x, t) in the Minkowski background. The
Lagrangian density is given by
L = −1
2
∂µφ∂µφ− 1
2
m2φ2 + LI , (1)
where m is the mass of the axion and LI is the interaction term which we specify later. The Hamiltonian of the
system is given by
H [φ(t), π(t)] =
∫
d3x(πφ˙ − L) = H0[φ(t), π(t)] +HI [φ(t), π(t)], (2)
where π(x, t) = φ˙(x, t) is the canonical conjugate. Here, we decompose H into its free and interaction terms,
H0[φ(t), π(t)] =
∫
d3x
[
1
2
φ˙2 +
1
2
|∇φ|2 + 1
2
m2φ2
]
, (3)
HI [φ(t), π(t)] = −
∫
d3xLI . (4)
The quantum operators satisfy the canonical commutation relations,
[φ(x, t), π(y, t)] = iδ(3)(x− y),
[φ(x, t), φ(y, t)] = [π(x, t), π(y, t)] = 0. (5)
Their time evolution is given by the Heisenberg equations,
φ˙(x, t) = i [H [φ(t), π(t)], φ(x, t)] ,
π˙(x, t) = i [H [φ(t), π(t)], π(x, t)] . (6)
These equations can be solved formally,
φ(t) = U−1(t, t0)φ(t0)U(t, t0),
π(t) = U−1(t, t0)π(t0)U(t, t0), (7)
for some fixed time t0, where U(t, t0) is given by
d
dt
U(t, t0) = −iH [φ(t), π(t)]U(t, t0) and U(t0, t0) = 1. (8)
Now we move on to the interaction picture. Let us define interaction picture fields φI and πI such that
φ˙I(x, t) = i
[
H0[φ
I(t), πI(t)], φI(x, t)
]
,
π˙I(x, t) = i
[
H0[φ
I(t), πI(t)], πI(x, t)
]
, (9)
with φI(t0) = φ(t0) and π
I(t0) = π(t0). Solutions of these equations are given by
φI(t) = U−10 (t, t0)φ(t0)U0(t, t0),
πI(t) = U−10 (t, t0)π(t0)U0(t, t0), (10)
where U0(t, t0) satisfies the following equation:
d
dt
U0(t, t0) = −iH0[φI(t), πI(t)]U(t, t0) and U0(t0, t0) = 1. (11)
By noting that
H0[φ
I(t), πI(t)] = H0[φ(t0), π(t0)],
H [φ(t), π(t)] = H [φ(t0), π(t0)], (12)
4Eqs. (8) and (11) lead to
d
dt
F (t, t0) = −iHI(t)F (t, t0) and F (t0, t0) = 1, (13)
where
F (t, t0) ≡ U−10 (t, t0)U(t, t0), (14)
HI(t) ≡ U−10 (t, t0)HI [φ(t0), π(t0)]U0(t, t0) = HI [φI(t), πI(t)]. (15)
The solution of Eq. (13) is given by
F (t, t0) = T exp
(
−i
∫ t
t0
HI(t)dt
)
, (16)
and also
F−1(t, t0) = T¯ exp
(
i
∫ t
t0
HI(t)dt
)
, (17)
where T (T¯ ) represents (anti-)time ordering.
A quantum operator O[φ(t), π(t)] constructed from φ and π can be written as
O(t) = F−1(t, t0)OI(t)F (t, t0)
=
[
T¯ exp
(
i
∫ t
t0
HI(t)dt
)]
OI(t)
[
T exp
(
−i
∫ t
t0
HI(t)dt
)]
, (18)
where OI(t) ≡ O[φI(t), πI(t)]. Using Eq. (18), we can compute the expectation value of the operator 〈O(t)〉 =
〈Ψ|O(t)|Ψ〉 at a given time t for an in-state |Ψ〉 specified at the time t0. It is convenient to note that
〈O(t)〉 =
∞∑
N=0
iN
∫ t
t0
dtN
∫ tN
t0
dtN−1 . . .
∫ t2
t0
dt1〈[HI(t1), [HI(t2), . . . [HI(tN ),OI(t)] . . . ]]〉, (19)
which can be derived by mathematical induction.
B. Mode expansion and occupation number
Since the calculation in Eq. (19) is performed in terms of the interaction picture fields φI and πI , it is convenient
to write down relevant quantities in the interaction picture. From Eqs. (5) and (10), the interaction picture fields also
satisfy the commutation relations,
[φI(x, t), πI(y, t)] = iδ(3)(x− y),
[φI(x, t), φI(y, t)] = [πI(x, t), πI(y, t)] = 0. (20)
Equations (9) imply that φI and πI are solutions of free field equations of motion, giving their mode expansions,
φI(x, t) =
∫
d3p
(2π)3
1√
2Ep
[
eip·xaIp + e
−ip·xaI†p
]
, (21)
πI(x, t) = −i
∫
d3p
(2π)3
√
Ep
2
[
eip·xaIp − e−ip·xaI†p
]
, (22)
where Ep =
√
m2 + |p|2, x0 = t, and p0 = Ep. Then, the commutation relations (20) are equivalent to
[aIp, a
I†
p′ ] = (2π)
3δ(3)(p− p′), and [aIp, aIp′ ] = [aI†p , aI†p′ ] = 0. (23)
The creation and annihilation operators diagonalize the free Hamiltonian of interaction picture fields,
H0[φ
I(t), πI(t)] =
∫
d3x
[
1
2
(πI)2 +
1
2
(∇φI)2 + 1
2
m2(φI)2
]
=
∫
d3p
(2π)3
Ep
(
aI†p a
I
p +
1
2
(2π)3δ(3)(0)
)
. (24)
5Here, let us define the operator whose eigenvalue gives the occupation number of a momentum state p,
Nˆp ≡ d
3p
(2π)3
aI†p a
I
p. (25)
On the other hand, its eigenstate can be obtained by applying the ladder operator aI†p on the vacuum state defined
by
aIp|0〉I = 0. (26)
An operator similar to (25) in the Heisenberg picture can also be constructed. Since the Heisenberg picture and
interaction picture operators are related,
φ(x, t) = F−1(t, t0)φ
I(x, t)F (t, t0) and π(x, t) = F
−1(t, t0)π
I(x, t)F (t, t0), (27)
the following time-dependent operators are useful:
ap(t) = F
−1(t, t0)a
I
pF (t, t0) and a
†
p(t) = F
−1(t, t0)a
I†
p F (t, t0). (28)
From Eqs. (23) and (28), it is manifest that ap(t) and a
†
p(t) also satisfy the canonical commutation relations, and
diagonalize the free Hamiltonian of Heisenberg picture fields H0[φ(t), π(t)]. Hence we recognize that the operator
Nˆp(t) ≡ d
3p
(2π)3
a†p(t)ap(t) (29)
describes the time evolution of the occupation number, and we substitute it into O(t) in the left-hand side of Eq. (19).
However, in the actual calculation, the operator (25) is used as OI in the right-hand side of Eq. (19).
Note that neither aIp nor ap(t) diagonalizes the full Hamiltonian H = H0+HI , and the state |0〉I given by Eq. (26)
is not the ground state of the full Hamiltonian, which we shall denote |0〉H . On the other hand, the in-state, which
is used to calculate the expectation value in Eq. (19), is defined as an eigenstate of H , not H0. Such a state can
be constructed by applying the operator ain†p , which creates one particle state from |0〉H . It is assumed that this
in-state approaches a free particle state constructed by a†(t) in the limit t0 − t → −∞, up to a factor representing
the renormalization of the wave function. Such a factor can be absorbed into the physical mass of the field φ, which
differs from the bare mass m appealing in H0 [12].
Aside from the renormalization factor, in the limit t0− t→ −∞, the right hand side of Eq. (19) can be reduced into
the expectation value in the “vacuum” |0〉I multiplied by a factor arising from the overlap between states |0〉I and |0〉H .
This overlapping factor drops out when we divide the expectation value by 1 =H 〈0|0〉H . This procedure is justified
by taking the limit t0− t→ −∞(1− iǫ) in a slightly imaginary direction, where ǫ is a positive infinitesimal. Note that,
in this case, the quantity appearing in the denominator is equal to unity because of I〈0|F−1(t, t0)F (t, t0)|0〉I = 1.
This fact implies that all vacuum fluctuations automatically vanish in the in-in formalism [10].
Having removed ambiguities via the procedure described above, we can simply calculate the right-hand side of
Eq. (19) with the state constructed by applying operators aI†p on the vacuum state |0〉I in the interaction picture.
This initial state will be specified in the next subsection.
In the following, the subscript “I” is omitted for simplicity. It is convenient to consider a finite spatial box with
volume V = L3 so that the label of each mode becomes discrete, pn = (2π/L)n, and n = (nx, ny, nz), where nx, ny
and nz are integers. Then we just take the following replacements:
(2π)3δ(3)(p− p′)→ V δnx,n′xδny,n′yδnz,n′z ,∫
d3p
(2π)3
→ 1
V
∑
nx,ny,nz
,
and also
[ai, a
†
j ] = V δi,j , and [ai, aj ] = [a
†
i , a
†
j ] = 0. (30)
Here, the italic indices i, j should be understood as abbreviated notation for three dimensional vectors with discrete
components. The number operator defined in Eq. (25) is rewritten as
Nˆn ≡ a
†
nan
V
, (31)
where the factor 1/V appears due to the factor V
6C. Coherent oscillation as a quantum state
Now let us specify the state at the initial time. Since we are interested in the evolution of coherently oscillating
axions, the initial time is set to be the epoch of the QCD phase transition, at which the mass m becomes greater than
the Hubble parameter H and the classical axion field begins to oscillate around the minimum of the potential. These
axions are produced due to the misalignment mechanism [2], and are called the zero mode, since a huge number of
axions homogeneously oscillate over a large distance.
In addition to this zero mode, however, there are additional contributions to the axion abundance. One contribution
is produced by the thermal bath in the early Universe, and its abundance is fixed at the decoupling temperature [13].
Another contribution comes from the decay of topological defects, such as global strings and domain walls [14, 15].
Both of them have definite momenta, and we call them the nonzero modes in contrast to the zero mode. If inflation
occurred before the Peccei-Quinn (PQ) phase transition, those produced by topological defects can be a dominant
component of dark matter. On the other hand, if inflation occurred after the PQ phase transition, their population
is negligible. See [16–18] for recent developments about this issue.
Each of the zero mode and the nonzero modes correspond to a definite quantum state. In particular, it is possible
to construct a state with a definite momentum pk occupied by Nk axions as a number state,
|Nk〉 = 1√Nk!V Nk (a
†
k)
Nk |0〉I , (32)
where |0〉I is the vacuum defined by Eq. (26). This is an eigenstate of the number operator (31), and we can construct
complete orthonormal basis by using a series of the number states. Here, it should be noted that the nonzero modes
correspond to the number states. In the classical limit, these states can be interpreted as classical point particles with
definite energies and momenta.
On the other hand, the zero mode has different properties compared with nonzero modes. It has a huge occupation
number as large as N ∼ 1061. In the classical limit, this state should be interpreted as a classical field, rather
than point particles [4]. Such a highly degenerate Bose gas of axions might be described as a coherent state [19].
Mathematically, a coherent state can be represented by using the basis of number states [20],
|αi〉 = e− 12 |αi|2
∞∑
n=0
αni
n!
√
V n
(a†i )
n|0〉I , (33)
where αi is a complex number and the numerical factor is chosen so that it is normalized 〈αi|αi〉 = 1. The coherent
state is characterized as an eigenvector of the annihilation operator such that
ai|αj〉 = V 1/2αjδij |αj〉. (34)
The coherent state representation is suitable for the modes outside the horizon at the time of the QCD phase
transition. This is because such modes start to oscillate simultaneously at that time and are not dephased. We note
that it is not an exact statement since the onset of the oscillation may vary for each of patches separated by the QCD
horizon. Such a difference is at most the order of the magnitude of temperature fluctuations, because the onset of
the oscillation is determined by the temperature dependent axion mass [see Eq. (80)]. Therefore, the difference in the
onset of the oscillation can be simply ignored as long as we consider the transitions in the total number of axions.
For this reason, we expect that the modes outside the QCD horizon are well approximated as coherent states.
However, the value of the initial amplitude of the oscillation (called the initial misalignment angle) might be different
for each of the QCD patches, if the PQ phase transition occurs after inflation. Furthermore, even for the case where
the PQ phase transition occurs before inflation, the value of the initial misalignment angle might vary for some length
scales beyond the size of inflated patches. Therefore, we expect that the coherently oscillating axions have momenta
comparable to or less than the Hubble scale at the time of the QCD phase transition. In this sense, the “zero mode”
is not exactly a single mode with zero momentum, but the collection of plural modes near the ground state.
Axions produced from the dynamics inside the horizon such as the decay of topological defects and the interaction
with the thermal bath are almost dephased, and they are not described as a coherent state. Here, we simply assume
that they are described as a number state given by Eq. (32). In opposition to the zero modes, these modes have
momenta larger than the Hubble scale at the time of the QCD phase transition. We summarize the contents of the
initial state in Table I.
Hereafter we assume that a huge number of particles occupy a small number K of states whose momenta are less
than the Hubble scale at the time of QCD phase transition, and that they are described as coherent states. There also
exist nonzero modes, which occupy states with higher momenta and are described as number states. The collection
7of such states can be expressed as
|{N}, {α}〉 =
∏
k>K
1√
Nk!V Nk
(a†k)
Nk |{α}〉, (35)
|{α}〉 =
∏
i≤K
e−
1
2
|αi|
2
∞∑
n=0
αni
n!
√
V n
(a†i )
n|0〉I . (36)
Note that i ≤ K is the abbreviated notation representing the sum over lowest K modes (i.e. actual states are labeled
by three momenta, and we must distinguish them by spatial directions of momenta as well as their absolute value).
Let us call the modes with i > K the particlelike modes and the modes with i ≤ K the condensed modes. It would
be convenient to note the following relations:[
ai, (a
†
j)
Nj
]
= NjV δij(a†j)Nj−1, (37)[
(ai)
Ni , a†i
]
= NjV δij(aj)Nj−1, (38)
ak|{N}, {α}〉 =
{ √NkV |{N}k, {α}〉 if k > K
αk
√
V |{N}, {α}〉 if k ≤ K , (39)
where |{N}k, {α}〉 is the state obtained by replacing the factor (a†k)Nk/
√
Nk!V Nk with (a†k)Nk−1/
√
(Nk − 1)!V Nk−1
in Eq. (35).
It is important to assume that there are plural condensed modes (K > 1). Our interest is to know how these
condensed modes reach thermal equilibrium by exchanging their momenta. If condensed modes never thermalize,
their occupation number does not change from that of the initial states where a number of particles occupy plural
states labeled by momenta comparable to or less than the Hubble scale at the time of QCD phase transition. However,
once the effects of self interaction become relevant, transition between condensed modes rapidly occurs. Then, the
initial distribution begins to change toward the equilibrium form.
TABLE I: Classification of axions with their origins and quantum state representations.
Production mechanism Quantum state
Zero mode Misalignment mechanism Coherent states (condensed modes)
Nonzero mode (topological defects) Decay of defects Number states (particlelike modes)
Nonzero mode (thermal axions) Thermal decoupling Number states (particlelike modes)
Let us take the expectation value of φ given by Eq. (21) at the initial time t0 for the state |{N}, {α}〉,
φ0 ≡ 〈{N}, {α}|φ(x, t0)|{N}, {α}〉
=
∑
n≤K
1√
2EnV
(e−iEnt0+ipn·xαn + e
iEnt0−ipn·xα∗n). (40)
Since the wavelength of the condensed modes is comparable or greater than the QCD horizon, |pn| . H(t0) ∼ t−10 ,
pn · x ≪ 1 and hence the factor e±ipn·x is negligible. This approximation remains valid as long as we consider the
dynamics inside the horizon. We also approximate En =
√
m2 + p2n ≃ m since the coherent oscillation begins when
|pn| . H(t0) < m is satisfied. Then, the expectation value, φ0, is given by
φ0 ≃
∑
n≤K
1√
2mV
(e−imt0αn + e
imt0α∗n)
=
∑
n≤K
√
2
mV
|αn| cos(mt0 − βn), (41)
with
αn = |αn|eiβn . (42)
8If the condensed modes are decoupled with each other, the expectation value of the field oscillates like 〈φ〉 ∝ cos(mt−
βn). Each mode oscillates independently with different amplitude |αn| and the total amplitude is given by the
superposition of K oscillating modes.
Next, let us take the mean square deviation of the field amplitude for a single coherent state given in Eq. (33),
∆φ =
√
〈αi|φ2|αi〉 − 〈αi|φ|αi〉2
=
√
1
V
∑
n
1
2En
V→∞−−−−→
√∫
d3p
(2π)3
1
2Ep
. (43)
Since this result does not depend on αi, it holds for the state with αi = 0 (the vacuum state), which implies that
the deviation given in Eq. (43) is nothing but the vacuum fluctuation. Therefore, the coherent state has the same
trajectory with the classical field and the same fluctuation with the vacuum.
The expectation value of the momentum conjugate (22) leads to
φ˙0 ≡ 〈{N}, {α}|π(x, t0)|{N}, {α}〉
=
∑
n≤K
√
2m
V
|αn| sin(βn −mt0). (44)
Let us assume that the initial velocity 〈φ˙〉 of every mode vanishes, βn = mt0. In this case, we obtain
φ0 ≃
∑
n≤K
√
2
mV
|αn| =
∑
n≤K
θinin Fa, (45)
where Fa is the axion decay constant and
θinin ≡
√
2
mV
|αn|
Fa
(46)
is the initial misalignment angle for a mode n.
The total number of particles at the initial time is given by
N =
∑
n
〈{N}, {α}|Nˆn|{N}, {α}〉, (47)
where Nˆn is the number operator given in Eq. (31). Dividing it by a volume V yields the number density of axions
ntot =
N
V
=
1
V 2
∑
n
〈{N}, {α}|a†nan|{N}, {α}〉 = np + nc, (48)
where
np ≡ 1
V
∑
n>K
Nn (49)
is the number density of particlelike modes, and
nc ≡
∑
n≤K
nc,n =
1
2
mF 2a (θ
ini)2, nc,n ≡ 1
V
|αn|2 (50)
are the number densities of condensed modes. Here (θini)2 is the square of the total misalignment angle
(θini)2 ≡
∑
n≤K
(θinin )
2. (51)
In the continuous limit V →∞, Eq. (48) can be rewritten as
ntot =
∫
d3p
(2π)3
f(p), (52)
where f(p) is the total phase space distribution function of axions,
f(p) = Np +
∑
n≤K
(2π)3δ(3)(p− pn)nc,n. (53)
9D. Time evolution of quantum occupation number
In the following, we compute the time evolution of the expectation value of the quantum number operator (19). By
using the in-in formalism, the time evolution of the occupation number is given by
〈Nˆp(t)〉 = 〈Nˆp〉+ i
∫ t
t0
dt1〈[HI(t1), Nˆp]〉 −
∫ t
t0
dt2
∫ t2
t0
dt1〈[HI(t1), [HI(t2), Nˆp]]〉+ (higher order in HI), (54)
where 〈. . . 〉 represents the expectation value for the state given by Eq. (35). We consider the following form of the
interaction [4],
HI(t) =
1
V 4
∑
ijkl
1
4
Λijkle
−iΩij
kl
ta†ka
†
laiaj, (55)
where Ωijkl ≡ Ei + Ej − Ek − El and Λijkl satisfies Λijkl = Λjikl = Λijlk = Λkl∗ij . This can be obtained from λφ4/4! type
interaction in the effective Lagrangian of the axion field with λ ≃ 0.35m2/F 2a , and the coefficient Λijkl becomes
Λ ijs kl = −
λ
4
√
EiEjEkEl
V δi+j,k+l. (56)
Here we dropped the processes which violate axion number such as a†a†a†a, since we are interested in the term of
first order in HI , where axion number violating processes are forbidden due to the conservation of energy and three
momenta if axions are nonrelativistic. Such axion number violating self-interaction terms are relevant only in the
higher order in perturbation theory. The possibility of the axion number violating process including other particle
species will be discussed in the next subsection. In addition to the self coupling, axions also interact due to their
gravitational potential. In the Newtonian limit, the interaction Hamiltonian of the gravitational coupling is given by
HI,g[φ(t), π(t)] = −G
2
∫
d3xd3x′
ρ(x, t)ρ(x′, t)
|x− x′| , (57)
where G is the Newton’s constant and ρ(x, t) = (π2(x, t) +m2φ2(x, t))/2 is the energy density of axions. This leads
to the term (55) with the coefficient
Λ ijg kl = −4πGm2
(
1
|pk − pi|2 +
1
|pk − pj |2
)
V δi+j,k+l, (58)
where we used the approximation Ei ≈ m.
Let us evaluate the term of first order in HI . Due to the following relation,
[a†ka
†
laiaj , a
†
pap] = V δipa
†
ka
†
l ajap + V δjpa
†
ka
†
laiap − V δkpa†pa†laiaj − V δlpa†pa†kaiaj , (59)
the commutation relation becomes
[HI(t), Nˆp] = 1
2V 4
∑
jkl
[
Λpjkl e
−iΩpj
kl
ta†ka
†
lajap −H.c.
]
. (60)
The following relations coming from Eq. (39) are useful to take the expectation value of the above term,
ak′ak|{N}, {α}〉 =


√Nk(Nk − 1)V |{N}2k, {α}〉 if k = k′ > K
√NkNk′V |{N}k,k′ , {α}〉 if k 6= k′, k > K, and k′ > K
√Nkαk′V |{N}k, {α}〉 if k > K and k′ ≤ K
αkαk′V |{N}, {α}〉 if k ≤ K, and k′ ≤ K
, (61)
where the state |{N}2k, {α}〉 contains a factor (a†k)Nk−2/
√
(Nk − 2)!V Nk−2 for mode k, and the state |{N}k,k′ , {α}〉
contains a factor (a†k)
Nk−1(a†k′)
Nk′−1/
√
(Nk − 1)!V Nk−1(Nk′ − 1)!V Nk′−1 for modes k and k′. By separating the
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summation over indices jkl into the contribution of particlelike modes > K and that of condensed modes ≤ K, and
using Eq. (61), we can compute the expectation value of Eq. (60). For p ≤ K, after some algebra, we obtain
〈[HI(t), Nˆp]〉 = 1
V 2
∑
j>K
∑
k≤K
[
Λpjkje
−i(Ep−Ek)tNjαpα∗k − c.c.
]
+
1
2V 2
∑
j≤K
∑
k≤K
∑
l≤K
[
Λpjkl e
−iΩpj
kl
tα∗kα
∗
l αjαp − c.c.
]
for p ≤ K. (62)
The first term in the right-hand side of Eq. (62) vanishes since Λpjkj contains the conservation law of three momenta
δp+j,k+j . On the other hand, for p > K, this term exactly vanishes
〈[HI(t), Nˆp]〉 = 0 for p > K. (63)
Finally, taking the time integration yields the contribution at the first order perturbation,
i
∫ t
t0
dt1〈[HI(t), Nˆp]〉 = 1
2V 2
∑
j≤K
∑
k≤K
∑
l≤K
[
Λpjkl
e−iΩ
pj
kl
t(eiΩ
pj
kl
(t−t0) − 1)
Ωpjkl
α∗kα
∗
l αjαp + c.c.
]
≃ − 1
2V 2
∑
j≤K
∑
k≤K
∑
l≤K
[
Λpjkl
e−iΩ
pj
kl
t
Ωpjkl
α∗kα
∗
l αjαp + c.c.
]
for p ≤ K, (64)
and
i
∫ t
t0
dt1〈[HI(t), Nˆp]〉 = 0 for p > K, (65)
where we have dropped the rapidly oscillating term eiΩ
pj
kl
(t−t0) as t − t0 → ∞ in the second line of Eq. (64). Note
that, if there is no scattering (p = k or p = l), the first line of Eq. (64) also vanishes.
As was conjectured in [4], there are two distinct regimes for the interaction process. One is the particle kinetic
regime characterized by the condition Γ ≪ δω, where Γ is the evolution rate of the system and δω is the typical
energy exchanged in the interaction. In this regime we expect that Ωpjkl t≫ 1 and the factor exp(−iΩpjkl t) in Eq. (64)
cancels out when the time average is taken. Hence the first order term (64) becomes irrelevant, which requires us to
evaluate second order terms in the expansion (54) to follow the time evolution of the occupation number. The explicit
calculation for second order terms is given in the Appendix.
The opposite regime characterized by the condition Γ ≫ δω is called the condensed regime. Since Ωpjkl t ≪ 1 is
satisfied, we can safely set
e−iΩ
pj
kl
t ≃ 1 (66)
in Eq. (64), and hence the first order term becomes relevant for the estimation of the evolution rate. In this regime,
considerably small momenta δω are exchanged between K highly occupied states. It makes sense even though
Ωpjkl t ≪ 1, since the transition occurs as NΩpjkl t ≫ 1 for huge number of particles, N . The expression (64) will be
used in estimating the thermalization rate of axions in Sec. III.
Note that the approximation eiΩ
pj
kl
(t−t0) ≈ 0 used in the second line of Eq. (64) is justified regardless of the condition
of the condensed regime. Here, we consider two time scales which should be distinguished from each other. (t − t0)
corresponds to the time scale in which the field cannot be interpreted as free field and the effect of the potential force
should be introduced in order to describe its time evolution. Hence the approximation eiΩ
pj
kl
(t−t0) ≈ 0 follows from
the asymptotic condition in which the in-state defined at t0 approaches a free particle state in the limit (t− t0)→∞,
as is assumed in the usual formulation of the quantum field theory [see discussions in the paragraph below Eq. (29)].
However, we are interested in the time scale in which the transition between different momentum states occurs. This
corresponds to “t,” or a time scale dt in which the change in the occupation number dN [i.e. the difference between
N (t) and N (t+ dt)] becomes comparable with the total number of particles N in a state p, as defined in Eq. (87). In
other words, particles begin to feel the potential force in the time scale t− t0, but they make a transition in the time
scale t ∼ dt. Hence the condensed regime is defined by Ωpjkl t≪ 1 rather than Ωpjkl (t− t0)≪ 1.
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E. Interaction with other species
So far we have considered only the self interaction of the axion field. The highly degenerate axions may also couple
with other species, such as baryons, relativistic axions, and photons due to the gravitational interactions, though the
coupling with relativistic axions has already been included in the formalism described in the previous subsection. In
Ref. [4], it is claimed that axions have thermal contact with other species after they form a BEC. However, as shown
in this subsection, there are no such effects at least at the first order in the perturbation theory.
In general, the interaction Hamiltonian with other species b can be written as
HI,b(t) =
1
V 4
∑
ijkl
1
4
Λ ijb kle
−iΩij
kl
ta†kb
†
laibj , (67)
where Λ ijb kl is a constant which contains the conservation law of three momenta, and b
†
l and bl are the operators
which create and annihilate a species b with the momentum pl, respectively. Here we consider only the interactions
conserving axion number at the leading order. Interaction rates of the axion number violating processes will be
discussed later. It should be also noticed that b particles are conserved as well at the vertex given by Eq. (67).
Substituting Eq. (67) into Eq. (54) enables us to calculate how the occupation number of axions evolves with time
due to the interactions with other particles. The b particles are assumed to be in number states with a distribution
Nb,k(t0) at the initial time,
|{N}, {α}, {Nb}〉 =
∏
k
1√Nb,k!V Nb,k (b†k)Nb,k |{N}, {α}〉, (68)
where |{N}, {α}〉 is given in Eq. (35). Nb,k can take a large number if b is a boson, but it takes either 0 or 1 if b is a
fermion. In the following, the state (68) is taken in computing the expectation value in Eq. (54). Noting that
[HI,b(t), Nˆp] = 1
4V 4
∑
jkl
[
Λ pjb kle
−iΩpj
kl
ta†kb
†
l apbj −H.c.
]
, (69)
we find for the condensed modes,
〈[HI,b(t), Nˆp]〉 = 1
4V 2
∑
j
∑
k≤K
[
Λ pjb kje
−i(Ep−Ek)tNb,jαpα∗k − c.c.
]
for p ≤ K, (70)
which exactly vanishes because of the conservation law of three momenta δp+j,k+j in Λ
pj
b kj . This term also vanishes
for the particlelike modes,
〈[HI,b(t), Nˆp]〉 = 0 for p > K. (71)
Hence there are no contributions from interactions with other species.
From the above discussion, we conclude that the scattering does not occur, in general, between particlelike modes
in the tree level of the interaction. This is an inevitable consequence that follows from the two assumptions: the b-
number conservation in Eq. (67) and the number state representation for b particles in Eq. (68). Momentum transfer
does not occur between number states in the tree level because of the conservation of three momenta. Schematically,
this fact can be understood by using diagrams shown in Fig. 1. In the usual calculation of S matrix for the scattering
process a+ b→ a+ b, we specify in and out-states as definite particle states for a and b species, but the momentum
of each particle can differ between in and out-states, as shown in Fig. 1 (a). In the in-in formalism, this tree level
diagram is deformed such that in and out-states are synchronized [see Fig. 1 (b)]. Then, the momenta of two in-states
must be the same if they are represented as number states. It is obvious that there is no momentum transfer in such
a process, and hence the transition is forbidden. On the other hand, the momenta of in-states can differ if they are
coherent states, since they are not eigenstates of the number operator. Therefore, the tree level process is allowed
for self interactions between coherent states, as shown in Fig. 1 (c). This is why the second line of Eq. (62) has a
nonvanishing contribution. Figure 1 (d) shows that the scattering between particlelike modes can occur in the higher
order in perturbation theory. As will be seen in the Appendix, at least at the second order in the perturbation theory,
this process corresponds to what we calculate by using the usual Boltzmann equation.
In the above discussion, we assumed that the interaction with other species is given by Eq. (67), which conserves
both the axion number and b number. This can be applied for the gravitational interactions considered in Ref. [4].
However, axions also couple to two photons,
Laγγ = −gaγγ
4
φFµν F˜
µν , (72)
12
(a) (b)
(c) (d)
FIG. 1: Schematics of interaction processes. (a) The usual Feynmann diagram for the tree level scattering process a+b→ a+b.
The momentum transfer occurs at the vertex denoted as Λ. (b) The tree level diagram for the process a+ b→ a+ b in the in-in
formalism. If b is a particlelike mode, two momenta of in-states at t = t0 must be same. No momentum transfer occurs at the
vertex. (c) Tree level diagram for the self interaction of condensed modes a + a → a + a in the in-in formalism. Momenta of
in-states can differ from each other. Momentum transfer occurs at the vertex. (d) The diagram for the second order scattering
process between particlelike modes b+b → b+b in the in-in formalism. Momenta of in-states at t = t0 are same, but momentum
transfer occurs at each vertex.
whose number is not conserved. Here, Fµν = ∂µAν − ∂νAµ is the photon field strength, F˜µν = 12ǫµνλσFλσ is the dual
of it, ǫµνλσ is the totally antisymmetric tensor with ǫ0123 = +1, gaγγ = (α/2πFa)caγγ is the axion-photon coupling,
α is the fine structure constant, and caγγ is a numerical coefficient whose value depends on models. Let us show that
this axion-photon coupling does not have any contribution in the tree level of the interaction.
The mode expansion of the photon field is given by
Aµ(x, t) =
1
V
∑
(j,r)
1√
2ωj
[
eipj ·xerj,µb
r
j + e
−ipj ·xer∗j,µb
r†
j
]
, (73)
where ωj ≡ |pj|, erj,µ are polarization vectors and r labels a basis of them. The creation and annihilation operators
satisfy
[brj , b
r′†
k ] = V δr,r′δj,k, and [b
r
j , b
r′
k ] = [b
r†
j , b
r′†
k ] = 0. (74)
Substituting Eqs. (21) and (73) into Eq. (72), we obtain the interaction Hamiltonian of the axion-photon coupling
HI,γ(t) =
1
V 3
∑
i(j,r)(k,r′)
[
Λ
(j,r)(k,r′)
γ1 i e
−iΩ jk
1i
ta†i b
r
jb
r′
k + Λ
(k,r′)
γ2 i(j,r)e
−iΩ k
2ijta†ib
r†
j b
r′
k +H.c.
]
, (75)
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where
Λ
(j,r)(k,r′)
γ1 i = −
gaγγ
2
√
ωjωk
2Ei
pˆk · (erj × er
′
k )V δi,j+k, (76)
Λ
(k,r′)
γ2 i(j,r) = −
gaγγ
2
√
ωjωk
2Ei
(pˆj − pˆk) · (er∗j × er
′
k )V δi+j,k, (77)
Ω jk1i = ωj + ωk − Ei, Ω k2ij = ωk − Ei − ωj , and pˆj ≡ pj/|pj |. In Eq. (75), we dropped terms containing aibrjbr
′
k and
a†ib
r†
j b
r′†
k , which violate the conservation of energy in the tree level process. The commutation relation between the
interaction Hamiltonian and the number operator becomes
[HI,γ(t), Nˆp] = − 1
V 3
∑
(j,r)(k,r′)
[
Λ
(j,r)(k,r′)
γ1 p e
−iΩ jk
1p ta†pb
r
jb
r′
k + Λ
(k,r′)
γ2 p(j,r)e
−iΩ k
2pjta†pb
r†
j b
r′
k −H.c.
]
. (78)
Then, it is straightforward to show that the expectation value of Eq. (78) vanishes for the particlelike modes p > K.
For the condensed modes p ≤ K, we obtain
〈[HI,γ(t), Nˆp]〉 = − 1
V 3/2
∑
(j,r)
[
Λ
(j,r)
γ2 p(j,r)e
iEptNγ,jα∗p − c.c.
]
for p ≤ K. (79)
This term also vanishes since Λ
(j,r)
γ2 p(j,r) = 0.
The absence of the tree level contribution from the axion-photon interaction can also be understood in terms of
some conservation principles. First of all, the vertex given by Λ
(j,r)(k,r′)
γ1 i violates the number of photons. Such a
process is forbidden at the tree level of the interaction, as long as photons are represented as number states. On the
other hand, the vertex given by Λ
(k,r′)
γ2 i(j,r) conserves the number of photons, leading to Eq. (79). However, there is no
momentum transfer at such a vertex since the momenta of two in-states for photons must be same. Note that it is
possible to show that the tree level contribution vanishes for p ≤ K, without using the structure of Λ (k,r′)γ2 i(j,r). The
conservation of three momenta requires that p = 0 in Eq. (79), hence it is proportional to eimt. The factor eimt gives
a rapidly oscillating contribution which can be dropped, since we are interested in the time scale much longer than
∼ m−1. Therefore, the tree level process between axions and photons is forbidden due to the conservation of the
photon number and three momenta.
III. FORMATION OF AXION BOSE-EINSTEIN CONDENSATION
In this section, we discuss the cosmological evolution of dark matter axions based on the results in the previous
section. The zero mode axions are produced at the time t1 satisfying the condition
m(T1) = 3H(t1), (80)
where H(t1) is the Hubble parameter at t1 and T1 is the temperature of radiations at that time. The temperature
dependence of axion mass is obtained in [21],
m2(T ) = 1.68× 10−7Λ
4
QCD
F 2a
(
T
ΛQCD
)−n
, (81)
with n = 6.68 and ΛQCD = 400MeV. The time t1 is estimated as [17]
t1 = 3.01× 10−7sec
(g∗,1
70
)−n/2(4+n)( Fa
1012GeV
)4/(4+n)(
ΛQCD
400MeV
)−2
, (82)
where g∗,1 is the radiation degrees of freedom at the time t1. This time scale t1 should be identified with t0, which
was used in the previous section. From Eq. (50), the number density of the zero mode axions is estimated as
n(t) =
1
2
m(t1)F
2
aX
(
R(t1)
R(t)
)3
≃ 2.14× 1047cm−3X
(g∗,1
70
)n/2(4+n)( Fa
1012GeV
)(4+2n)/(4+n)(
ΛQCD
400MeV
)2(
R(t1)
R(t)
)3
, (83)
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where X is a numerical factor determined by the initial misalignment angle (θini)2 and R(t) is the scale factor of the
Universe at the time t. Since the momentum dispersion of axions is given by the horizon at the QCD phase transition
δp(t1) ∼ 1/t1, their velocity dispersion is estimated as
δv(t) ∼ δp(t)
m(0)
∼ 1
m(0)t1
(
R(t1)
R(t)
)
≃ 3.58× 10−4
(g∗,1
70
)n/2(4+n)( Fa
1012GeV
)n/(4+n)(
R(t1)
R(t)
)
, (84)
where we have used the expression for the zero-temperature axion mass given by
m2(0) = 1.46× 10−3Λ
4
QCD
F 2a
. (85)
One can easily verify that the state occupation number of the zero mode axions is huge,
N ∼ n (2π)
3
4pi
3 (mδv)
3
∼ 1061X
(g∗,1
70
)−n/(4+n)( Fa
1012GeV
)2(8+n)/(4+n)(
ΛQCD
400MeV
)−4
. (86)
As was assumed in Sec. II C, K states around the ground state are occupied by N particles. Therefore, each state
is occupied by N/K particles on average. Their thermalization rate is given by the time scale of the change of the
occupation number for condensed modes [4],
Γ ≡ 1Np(t)
dNp(t)
dt
, (87)
where Np(t) ≡ 〈Nˆp(t)〉 is given in Eq. (54) and can be estimated by using the formalism described in the previous
section. Axions form a BEC if this thermalization rate exceeds the expansion rate H(t) [3]. Here, it should be kept in
mind whether the system is in the condensed regime or in the particle kinetic regime. For this purpose, it is necessary
to compare Γ with the typical energy dispersion of axions,
δω ∼ 1
2
m(0)(δv(t))2 ∼ 3.92× 10−13eV
(g∗,1
70
)n/(4+n)( Fa
1012GeV
)−(4−n)/(4+n)(
ΛQCD
400MeV
)2 (
R(t1)
R(t)
)2
. (88)
Let us estimate the thermalization rate in the condensed regime. Substituting the time derivative of Eq. (64) into
Eq. (87) yields
Γcondensed ≃ 1NpV 2
∑
j,k,l≤K
Im
[
Λklpjαkαlα
∗
jα
∗
p
]
, (89)
where we have used the approximation (66). Defining the factor Λ such that
Λklpj = ΛV δk+l,p+j , (90)
and using the approximation Np ≃ |αp|2 ≃ N/K, we finally obtain
Γcondensed ≃ ΛN
V
= Λn(t), (91)
where n(t) is the number density of the zero mode axions given in Eq. (83). For a λφ4 type self interaction, the
expression of Λ in Eq. (56) gives
Γcondensed,s ≃ λn(t)
4m2
. (92)
On the other hand, the expression of Λ in Eq. (58) for gravitational self interaction leads to
Γcondensed,g ≃ 4πGm
2n(t)
(δp(t))2
, (93)
where δp(t) is the momentum dispersion of axions [see Eq. (84)]. Note that these expressions are valid only if the
condition δω ≪ Γcondensed is satisfied.
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In the opposite case δω ≫ Γ, the expression in the particle kinetic regime must be used. As seen in Sec. II D, the
first order term vanishes in this regime, which requires us to evaluate the second order terms in order to estimate
the transition rate of the occupation number. Since the thermalization rate is the quantity of O(Λ2), it is suppressed
compared to that in the condensed regime by a factor of Λ. Thus, one can expect that it is difficult for axions to
thermalize in this particle kinetic regime. In fact, it is also obvious from the fact that the conditions Γparticle > H
(thermalization condition) and Γparticle < δω (particle kinetic condition) are incompatible due to δω < H after the
time t1 [see Eqs. (84) and (88)]. Here, Γparticle is the transition rate obtained from the second order terms in the
perturbative calculation. Thus, we can conclude that the axion thermalization occurs only in the condensed regime.
Figure 2 shows the time evolution of thermalization rates Γ together with the expansion rate H . We find that the
transition rate Γcondensed,g due to the gravitational self interaction exceeds the expansion rate when the temperature
of photons becomes
TBEC ≃ 2.07× 103eV X
(g∗,1
70
)−3n/4(4+n) ( Fa
1012GeV
)6/(4+n)(
ΛQCD
400MeV
)
, (94)
which corresponds to the time scale
tBEC ≃ 3.09× 105sec X−2
(g∗,1
70
)3n/2(4+n)( Fa
1012GeV
)−12/(4+n)(
ΛQCD
400MeV
)−2
. (95)
Before the time tBEC, axions are decoupled from each other and are described as a classical field. Once a BEC is
formed, however, axions behave like cold dark matter for a different reason from that of the classical field. In particular,
from the causality, the correlation length l of the axion field is expected to extend over the horizon l . t [4]. Hence the
momentum dispersion δp appearing in Eq. (93) becomes comparable with l−1 ∼ t−1, which makes the time scale of
the thermalization process much faster. Then, axions continue to rethermalize themselves, and almost all axions stay
in the lowest energy state. This leads to the modifications of some quantities such as the energy-momentum tensor
and the evolution equation of density perturbations, but they do not induce any effect on the length scale relevant to
cosmological observations [3, 22].
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FIG. 2: The time evolution of the relaxation rates Γ in the condensed regime and the expansion rate H . Γcondensed,s is the
relaxation rate due to λφ4 interaction estimated in Eq. (92) and Γcondensed,g is the relaxation rate due to gravitational self
interaction estimated in Eq. (93). In this figure we normalize all the scales in unit of t1 = 1, where t1 is given in Eq. (82), and
the following parameter values, X = 1, g∗,1 = 70, and Fa = 10
12GeV, are taken. Axions begin to develop toward a BEC at the
time tBEC given in Eq. (95).
16
It should be emphasized that we have not completely proven the formation of a BEC. In order to confirm that
axions do form a BEC, it is necessary to show that they establish the Bose-Einstein distribution after the time tBEC.
This requires us to investigate the evolution of the distribution function in a more precise way. The formation of
a BEC far from equilibrium states is investigated in [23]. According to the result of [23], at first the system enters
into a universal distribution described by the power law, and subsequently it redistributes into the Bose-Einstein
distribution. For dark matter axions, we expect that the universal distribution appears soon after the time tBEC.
However, it is not so obvious that it redistributes into the Bose-Einstein form within the time scale tBEC. In order to
establish the equilibrium distribution, the system must create some particlelike modes from condensed modes, since
these particlelike modes should appear as the higher momentum states in the Bose-Einstein distribution. Such an
evolution toward the equilibrium regime cannot be calculated in the formalism developed in this paper. Therefore,
although the result of our analysis indicates that the zero mode axions begin to evolve toward thermal equilibrium at
t = tBEC, the question of the establishment of the Bose-Einstein distribution is still open. It is necessary to develop the
computational method to calculate the evolution of the distribution function from out of equilibrium to equilibrium,
which is out of the scope of this work.
In Refs. [4, 8], it was pointed out that these excited modes would be relativistic and affect the cosmological
parameters such as the baryon to photon ratio and the effective number of neutrino species, if axions enter into
thermal contact with photons. However, as shown in Sec. II E, the interaction between axions and other species
exactly vanishes at the first order in the perturbation theory if we assume that other species are represented as
number states, and hence the thermalization rate with other species is heavily suppressed, which indicates that axions
forming a BEC are decoupled from other particles and do not give any significant modifications to cosmological
parameters. Even though, if an axion BEC is the dominant component of dark matter, they give some imprints on
the structure of the inner caustics of galactic halos [7]. This might be a useful tool to distinguish axion dark matter
from other particle dark matter candidates.
IV. SUMMARY AND CONCLUSION
In this paper, we developed the formalism to describe the evolution of the zero mode axions in terms of the quantum
field theoretic method. In order to solve the evolution of occupation number of axions, we used the in-in formalism
and the coherent state representation for a highly degenerate Bose gas of axions. Combining these two ingredients, we
derive the time evolution of the expectation value of the number operator in a perturbative way. We showed that there
is a nonvanishing contribution for the self interaction of condensed modes at the leading order in the perturbation
theory [see Eq. (64)]. On the other hand, the interactions between particlelike modes including other species exactly
vanish at the first order in perturbative expansion, which indicates that their relaxation rate is suppressed.
Using the results for the time evolution of the occupation number, we estimated the thermalization rate of the zero
mode axions. We recovered the expressions for thermalization rates obtained in [4], and confirmed that axions start to
develop toward a BEC due to the gravitational self interactions when the temperature of photons becomes O(103)eV.
From the fact that the tree level contribution vanishes for the interaction with other particlelike species, we conclude
that axions in the condensed regime have no thermal contact with other cosmological fluids, and that there is no
significant effect on cosmological parameters. In particular, for the effective number of neutrino species Neff , the
result of [4, 8] predicts the higher value Neff = 6.77 than the standard model, but in our analysis Neff does not
differ from the standard value. Hence the axion BEC is consistent with the standard cosmology. The only peculiar
prediction is the specific phase space structure for galactic halos [7], which gives a possibility to probe axion BEC
dark matter on observational grounds.
Finally, let us comment on speculative points in our discussion. For the gravitational self interaction of axions, we
use the expression (57) which holds in the Newtonian limit. The use of this term is justified only if we are able to
ignore the requirement of the causality. To be more precise, Eq. (57) can be regarded as a good approximation while
the time scale of the interaction Γ−1 exceeds the typical length scale δl ∼ δp−1 on which the interaction takes place.
However, it is expected that δp . H for condensed modes, and hence this condition becomes Γ−1 > H−1, which seems
to be incompatible with the thermalization condition Γ > H . Therefore, in order to make a clear description about
the rethermalization of the axion BEC, we must extend our formalism into the expanding background, including the
correction coming from general relativity.
In the present analysis, we just estimate the time scale at which the self interaction of condensed modes becomes
relevant, but the completion of BEC requires the occurrence of the transition from condensed modes to particlelike
modes. This effect is not included in the formalism developed in this work. Furthermore, even if the formation of the
BEC completes within the time scale estimated in tBEC, there remains a question whether this rethermalizing BEC
is disturbed when the nonlinear structure grows. It is important to confirm the rethermalization property of dark
matter axions infalling to galactic halos, since this property is claimed to explain the caustic rings, giving a motivation
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of axion BEC dark matter [7]. Each of the issues enumerated above requires more extensive studies, which should be
addressed in future publications.
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Appendix A: Second order in perturbation theory
In this appendix, we compute the terms of second order in HI [the third term of the right-hand side of Eq. (54)].
In the second order contributions, it is possible to include axion number violating vertices, which was dropped in
Eq. (55). Here we omit such terms just for simplicity. Inclusion of axion number violating interactions might modify
the results, but it would not affect the main line of derivations. From Eqs. (55) and (60), we obtain
[HI(t), Nˆp] = 1
2V 4
∑
jkl
[
Λpjkl e
−iΩpj
kl
ta†ka
†
lajap −H.c.
]
. (A1)
Then we find
[HI(t1), [HI(t2), Nˆp]] = 1
8
1
V 8
∑
mnqrjkl
Λmnqr Λ
pj
kl e
−i(Ωmnqr t1+Ω
pj
kl
t2)[a†qa
†
raman, a
†
ka
†
l ajap]
−1
8
1
V 8
∑
mnqrjkl
Λmnqr Λ
kl
pje
−i(Ωmnqr t1−Ω
pj
kl
t2)[a†qa
†
raman, a
†
pa
†
jakal]. (A2)
Note that
[a†qa
†
raman, a
†
ka
†
lajap] = V
2
[
(δnlδmk + δnkδml)a
†
qa
†
rajap − (δjqδpr + δpqδjr)a†ka†l aman
]
+V
[
δmla
†
qa
†
ka
†
rajapan + δmka
†
qa
†
l a
†
rajapan − δjqa†ka†l a†rapaman − δpqa†ka†la†rajaman
+δnla
†
qa
†
ra
†
kamajap + δnka
†
qa
†
ra
†
lamajap − δjra†qa†ka†lamapan − δpra†qa†ka†l amajan
]
. (A3)
Using this formula, after some simplification, we reduce the expectation value of Eq. (A2) into
〈[HI(t1), [HI(t2), Nˆp]]〉 = 1
4
1
V 6
∑
qjklm
[
Λqmkl Λ
pj
qme
−i(Ωqm
kl
t1+Ω
pj
qmt2)〈a†ka†lajap〉+ c.c.
]
−1
4
1
V 6
∑
qjklm
[
ΛjqpmΛ
pm
kl e
−i(Ωqjpmt1+Ω
pm
kl
t2)〈a†ka†l ajaq〉+ c.c.
]
+
1
2
1
V 7
∑
nmqjkl
[
ΛlnqmΛ
pj
kl e
−i(Ωlnqmt1+Ω
pj
kl
t2)〈a†qa†ma†kapajan〉+ c.c.
]
−1
4
1
V 7
∑
nmqjkl
[
Λmnql Λ
pl
kje
−i(Ωmnql t1+Ω
pl
kj
t2)〈a†ka†ja†qapaman〉+ c.c.
]
−1
4
1
V 7
∑
nmqjkl
[
Λmnpq Λ
pj
kl e
−i(Ωmnpq t1+Ω
pj
kl
t2)〈a†ka†la†qajaman〉+ c.c.
]
. (A4)
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To compute the expectation value, we note that
ak′′ak′ak|{N}, {α}〉 =


√Nk(Nk − 1)(Nk − 2)V 3/2|{N}3k, {α}〉 if k = k′ = k′′ > K√NkNk′(Nk′ − 1)V 3/2|{N}k,2k′ , {α}〉 if k 6= k′, k′ = k′′ > K, and k > K
√NkNk′Nk′′V 3/2|{N}k,k′,k′′ , {α}〉 if k 6= k′ 6= k′′, k > K, k′ > K, and k′′ > K√Nk(Nk − 1)αk′′V 3/2|{N}2k, {α}〉 if k = k′ > K and k′′ ≤ K
√NkNk′αk′′V 3/2|{N}kk′ , {α}〉 if k 6= k′, k > K, k′ > K, and k′′ ≤ K
√Nkαk′αk′′V 3/2|{N}k, {α}〉 if k > K, k′ ≤ K, and k′′ ≤ K
αkαk′αk′′V
3/2|{N}, {α}〉 if k ≤ K, k′ ≤ K, and k′′ ≤ K
,
(A5)
where the state |{N}3k, {α}〉 contains a factor (a†k)Nk−3/
√
(Nk − 3)!V Nk−3 for mode k, the
state |{N}k,2k′ , {α}〉 contains a factor (a†k)Nk−1(a†k′ )Nk′−2/
√
(Nk − 1)!V Nk−1(Nk′ − 2)!V Nk′−2
for modes k and k′, and the state |{N}k,k′,k′′ , {α}〉 contains a factor
(a†k)
Nk−1(a†k′ )
Nk′−1(a†k′′ )
Nk′′−1/
√
(Nk − 1)!V Nk−1(Nk′ − 1)!V Nk′−1(Nk′′ − 1)!V Nk′′−1 for modes k, k′ and k′′.
Using Eq. (A5), the expectation value of Eq. (A4) can be evaluated in a similar way to the first order terms. With a
tedious but straightforward calculation, the first line of Eq. (A4) becomes
1
4
1
V 6
∑
qjklm
[
Λqmkl Λ
pj
qme
−i(Ωqm
kl
t1+Ω
pj
qmt2)〈a†ka†l ajap〉+ c.c.
]
=
1
2
1
V 4
∑
qm
∑
k≤K
∑
l>K
[
Λqmkl Λ
pl
qme
−i(Ωqm
kl
t1+Ω
pl
qmt2)α∗kαpNl + c.c.
]
+
1
4
1
V 4
∑
qm
∑
j,k,l≤K
[
Λqmkl Λ
pj
qme
−i(Ωqm
kl
t1+Ω
pj
qmt2)α∗kα
∗
l αjαp + c.c.
]
for p ≤ K, (A6)
or
1
4
1
V 6
∑
qjklm
[
Λqmkl Λ
pj
qme
−i(Ωqm
kl
t1+Ω
pj
qmt2)〈a†ka†l ajap〉+ c.c.
]
=
1
4
1
V 4
∑
qm
[
Λqmpp Λ
pp
qme
−i(Ωqmpp t1+Ω
pp
qmt2)Np(Np − 1) + c.c.
]
+
1
2
1
V 4
∑
qm
∑
j>K,j 6=p
|Λqmpj |2
[
e−iΩ
qm
pj
(t1−t2)NpNj + c.c.
]
+
1
2
1
V 4
∑
qm
∑
j,k≤K
[
Λqmpk Λ
pj
qme
−i(Ωqm
pk
t1+Ω
pj
qmt2)α∗kαjNp + c.c.
]
for p > K. (A7)
The second line of Eq. (A4) becomes
−1
4
1
V 6
∑
qjklm
[
ΛjqpmΛ
pm
kl e
−i(Ωqjpmt1+Ω
pm
kl
t2)〈a†ka†l ajaq〉+ c.c.
]
= −1
4
1
V 4
∑
m
∑
q>K
[
ΛqqpmΛ
pm
qq e
−i(Ωqqpmt1+Ω
pm
qq t2)Nq(Nq − 1) + c.c.
]
−1
2
1
V 4
∑
m
∑
j>K,j 6=p
∑
q>K
|Λjqpm|2
[
e−iΩ
qj
pm(t1−t2)NjNq + c.c.
]
− 1
V 4
∑
m
∑
j,k≤K
∑
l>K
[
ΛjlpmΛ
pm
kl e
−i(Ωjlpmt1+Ω
pm
kl
t2)α∗kαjNl + c.c.
]
−1
4
1
V 4
∑
m
∑
j,k,l,q≤K
[
ΛjqpmΛ
pm
kl e
−i(Ωjqpmt1+Ω
pm
kl
t2)α∗kα
∗
l αjαq + c.c.
]
. (A8)
19
The third line of Eq. (A4) becomes
1
2
1
V 7
∑
nmqjkl
[
ΛlnqmΛ
pj
kl e
−i(Ωlnqmt1+Ω
pj
kl
t2)〈a†qa†ma†kapajan〉+ c.c.
]
=
1
V 4
∑
l
∑
q≤K
∑
k>K
[
ΛlkqkΛ
pk
kl e
−i(Ωlkqkt1+Ω
pk
kl
t2)Nk(Nk − 1)α∗qαp + c.c.
]
+
1
2
1
V 4
∑
l
∑
q≤K
∑
k>K
[
ΛlkkkΛ
pk
ql e
−i(Ωlkkkt1+Ω
pk
ql
t2)Nk(Nk − 1)α∗qαp + c.c.
]
+
1
V 4
∑
l
∑
q≤K
∑
m 6=k,m>K
∑
k>K
[NmNkα∗qαp
×
(
ΛlkqmΛ
pm
kl e
−i(Ωlkqmt1+Ω
pm
kl
t2) + ΛlmqmΛ
pk
kl e
−i(Ωlmqmt1+Ω
pk
kl
t2) + ΛlkmkΛ
pm
ql e
−i(Ωlkmkt1+Ω
pm
ql
t2)
)
+ c.c.
]
+
1
V 4
∑
l
∑
m,n,k≤K
∑
q>K
[
Nqα∗mα∗kαpαn
(
ΛlnqmΛ
pq
kl e
−i(Ωlnqmt1+Ω
pq
kl
t2) + ΛlqqmΛ
pn
kl e
−i(Ωlqqmt1+Ω
pn
kl
t2)
)
+ c.c.
]
+
1
2
1
V 4
∑
l
∑
m,n,k≤K
∑
q>K
[
Nqα∗mα∗kαpαn
(
ΛlnkmΛ
pq
ql e
−i(Ωlnkmt1+Ω
pq
ql
t2) + ΛlqkmΛ
pn
ql e
−i(Ωlq
km
t1+Ω
pn
ql
t2)
)
+ c.c.
]
+
1
2
1
V 4
∑
l
∑
q,m,k,j,n≤K
[
ΛlnqmΛ
pj
kl e
−i(Ωlnqmt1+Ω
pj
kl
t2)α∗qα
∗
mα
∗
kαpαjαn + c.c.
]
for p ≤ K, (A9)
or
1
2
1
V 7
∑
nmqjkl
[
ΛlnqmΛ
pj
kl e
−i(Ωlnqmt1+Ω
pj
kl
t2)〈a†qa†ma†kapajan〉+ c.c.
]
=
1
2
1
V 4
∑
l
[
ΛlpppΛ
pp
pl e
−i(Ωlpppt1+Ω
pp
pl
t2)Np(Np − 1)(Np − 2) + c.c.
]
+
1
V 4
∑
l
∑
q 6=p,q>K
[
Np(Np − 1)Nq
(
ΛlqqpΛ
pp
pl e
−i(Ωlqqpt1+Ω
pp
pl
t2) + ΛlpqpΛ
pq
pl e
−i(Ωlpqpt1+Ω
pq
pl
t2)
)
+ c.c.
]
+
1
2
1
V 4
∑
l
∑
q 6=p,q>K
[
Np(Np − 1)Nq
(
ΛlqppΛ
pp
ql e
−i(Ωlqppt1+Ω
pp
ql
t2) + ΛlpppΛ
pq
ql e
−i(Ωlpppt1+Ω
pq
ql
t2)
)
+ c.c.
]
+
1
V 4
∑
l
∑
q 6=p,q>K
[
ΛlqpqΛ
pq
ql e
−i(Ωlqpqt1+Ω
pq
ql
t2)Nq(Nq − 1)Np + c.c.
]
+
1
2
1
V 4
∑
l
∑
q 6=p,q>K
[
ΛlqqqΛ
pq
pl e
−i(Ωlqqqt1+Ω
pq
pl
t2)Nq(Nq − 1)Np + c.c.
]
+
1
V 4
∑
l
∑
q 6=p,q>K
∑
k 6=q,k 6=p,k>K
[
|Λlkpq|2e−iΩ
lk
pq(t1−t2)NpNqNk + c.c.
]
+
1
V 4
∑
l
∑
q 6=p,q>K
∑
k 6=q,k 6=p,k>K
[
ΛlkqkΛ
pq
pl e
−i(Ωlkqkt1+Ω
pq
pl
t2)NpNqNk + c.c.
]
+
1
V 4
∑
l
∑
q 6=p,q>K
∑
k 6=q,k 6=p,k>K
[
ΛlkpkΛ
pq
ql e
−i(Ωlkpkt1+Ω
pq
ql
t2)NpNqNk + c.c.
]
+
1
V 4
∑
l
∑
n,m≤K
[
Np(Np − 1)α∗nαm
(
ΛlpnpΛ
pm
pl e
−i(Ωlpnpt1+Ω
pm
pl
t2) + ΛlmnpΛ
pp
pl e
−i(Ωlmnp t1+Ω
pp
pl
t2)
)
+ c.c.
]
+
1
2
1
V 4
∑
l
∑
n,m≤K
[
Np(Np − 1)α∗nαm
(
ΛlpppΛ
pm
nl e
−i(Ωlpppt1+Ω
pm
nl
t2) + ΛlmppΛ
pp
nle
−i(Ωlmpp t1+Ω
pp
nl
t2)
)
+ c.c.
]
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+
1
V 4
∑
l
∑
n,m≤K
∑
q 6=p,q>K
[NpNqα∗nαm
×
(
ΛlqnpΛ
pm
ql e
−i(Ωlqnpt1+Ω
pm
ql
t2) + ΛlqnqΛ
pm
pl e
−i(Ωlqnqt1+Ω
pm
pl
t2) + ΛlmnpΛ
pq
ql e
−i(Ωlmnp t1+Ω
pq
ql
t2)
+ΛlmnqΛ
pq
pl e
−i(Ωlmnq t1+Ω
pq
pl
t2) + ΛlqpqΛ
pm
nl e
−i(Ωlqpqt1+Ω
pm
nl
t2) + Λlmpq Λ
pq
nle
−i(Ωlmpq t1+Ω
pq
nl
t2)
)
+ c.c.
]
+
1
V 4
∑
l
∑
n,m,j,k≤K
[
ΛlnpmΛ
pj
kl e
−i(Ωlnpmt1+Ω
pj
kl
t2)Npα∗mα∗kαjαn + c.c.
]
+
1
2
1
V 4
∑
l
∑
n,m,j,k≤K
[
ΛlnkmΛ
pj
pl e
−i(Ωlnkmt1+Ω
pj
pl
t2)Npα∗mα∗kαjαn + c.c.
]
for p > K. (A10)
The fourth line of Eq. (A4) becomes
−1
4
1
V 7
∑
nmqjkl
[
Λmnql Λ
pl
kje
−i(Ωmnql t1+Ω
pl
kj
t2)〈a†ka†ja†qapaman〉+ c.c.
]
= −1
2
1
V 4
∑
l
∑
q≤K
∑
k>K
[
Λkkkl Λ
pl
qke
−i(Ωkkkl t1+Ω
pl
qk
t2)Nk(Nk − 1)α∗qαp + c.c.
]
−1
4
1
V 4
∑
l
∑
q≤K
∑
k>K
[
Λkkql Λ
pl
kke
−i(Ωkkql t1+Ω
pl
kk
t2)Nk(Nk − 1)α∗qαp + c.c.
]
− 1
V 4
∑
l
∑
q≤K
∑
m 6=k,m>K
∑
k>K
[
Λkmml Λ
pl
qke
−i(Ωkmml t1+Ω
pl
qk
t2)NkNmα∗qαp + c.c.
]
−1
2
1
V 4
∑
l
∑
q≤K
∑
m 6=k,m>K
∑
k>K
[
Λkmql Λ
pl
kme
−i(Ωkmql t1+Ω
pl
km
t2)NkNmα∗qαp + c.c.
]
− 1
V 4
∑
l
∑
m,n,k≤K
∑
q>K
[
ΛqknlΛ
pl
qme
−i(Ωqk
nl
t1+Ω
pl
qmt2)Nqα∗mα∗nαpαk + c.c.
]
−1
2
1
V 4
∑
l
∑
m,n,k≤K
∑
q>K
[
Λqkql Λ
pl
mne
−i(Ωqk
ql
t1+Ω
pl
mnt2)Nqα∗mα∗nαpαk + c.c.
]
−1
4
1
V 4
∑
l
∑
q,m,k,j,n≤K
[
Λmnql Λ
pl
kje
−i(Ωmnql t1+Ω
pl
kj
t2)α∗kα
∗
jα
∗
qαpαmαn + c.c.
]
for p ≤ K, (A11)
or
−1
4
1
V 7
∑
nmqjkl
[
Λmnql Λ
pl
kje
−i(Ωmnql t1+Ω
pl
kj
t2)〈a†ka†ja†qapaman〉+ c.c.
]
= −1
4
1
V 4
∑
l
[
ΛlpppΛ
pp
pl e
−i(Ωlpppt1+Ω
pp
pl
t2)Np(Np − 1)(Np − 2) + c.c.
]
−1
2
1
V 4
∑
l
∑
q 6=p,q>K
[
Λpqql Λ
pl
ppe
−i(Ωpq
ql
t1+Ω
pl
ppt2)Np(Np − 1)Nq + c.c.
]
− 1
V 4
∑
l
∑
q 6=p,q>K
[
ΛpqplΛ
pl
qpe
−i(Ωpq
pl
t1+Ω
pl
qpt2)Np(Np − 1)Nq + c.c.
]
−1
4
1
V 4
∑
l
∑
q 6=p,q>K
[
ΛqqplΛ
pl
qqe
−i(Ωqq
pl
t1+Ω
pl
qq t2)Nq(Nq − 1)Np + c.c.
]
−1
2
1
V 4
∑
l
∑
q 6=p,q>K
[
ΛqqqlΛ
pl
pqe
−i(Ωqq
ql
t1+Ω
pl
pqt2)Nq(Nq − 1)Np + c.c.
]
− 1
V 4
∑
l
∑
q 6=p,q>K
∑
k 6=q,k 6=p,k>K
[
ΛkqklΛ
pl
pqe
−i(Ωkq
kl
t1+Ω
pl
pqt2)NpNqNk + c.c.
]
−1
2
1
V 4
∑
l
∑
q 6=p,q>K
∑
k 6=q,k 6=p,k>K
[
|Λqkpl |2e−iΩ
qk
pl
(t1−t2)NpNqNk + c.c.
]
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− 1
V 4
∑
l
∑
n,m≤K
[
Λmppl Λ
pl
npe
−i(Ωmp
pl
t1+Ω
pl
npt2)Np(Np − 1)α∗nαm + c.c.
]
−1
2
1
V 4
∑
l
∑
n,m≤K
[
Λmpnl Λ
pl
ppe
−i(Ωmp
nl
t1+Ω
pl
ppt2)Np(Np − 1)α∗nαm + c.c.
]
− 1
V 4
∑
l
∑
n,m≤K
∑
q 6=p,q>K
[NpNqα∗nαm
×
(
Λmqql Λ
pl
npe
−i(Ωmq
ql
t1+Ω
pl
npt2) + Λmqpl Λ
pl
nqe
−i(Ωmq
pl
t1+Ω
pl
nqt2) + Λmqnl Λ
pl
pqe
−i(Ωmq
nl
t1+Ω
pl
pqt2)
)
+ c.c.
]
−1
2
1
V 4
∑
l
∑
n,m,j,k≤K
[
Λjnkl Λ
pl
pme
−i(Ωjn
kl
t1+Ω
pl
pmt2)Npα∗mα∗kαjαn + c.c.
]
−1
4
1
V 4
∑
l
∑
n,m,j,k≤K
[
Λjnpl Λ
pl
mke
−i(Ωjn
pl
t1+Ω
pl
mk
t2)Npα∗mα∗kαjαn + c.c.
]
for p > K. (A12)
Finally, the fifth line of Eq. (A4) becomes
−1
4
1
V 7
∑
nmqjkl
[
Λmnpq Λ
pj
kl e
−i(Ωmnpq t1+Ω
pj
kl
t2)〈a†ka†l a†qajaman〉+ c.c.
]
= −1
4
1
V 4
∑
q>K
[
ΛqqpqΛ
pq
qqe
−i(Ωqqpqt1+Ω
pq
qq t2)Nq(Nq − 1)(Nq − 2) + c.c.
]
− 1
V 4
∑
q>K
∑
k 6=q,k>K
[
ΛqkqpΛ
pq
kqe
−i(Ωqkqpt1+Ω
pq
kq
t2)Nq(Nq − 1)Nk + c.c.
]
−1
2
1
V 4
∑
q>K
∑
k 6=q,k>K
[
ΛqkpkΛ
pq
qqe
−i(Ωqk
pk
t1+Ω
pq
qq t2)Nq(Nq − 1)Nk + c.c.
]
−1
2
1
V 4
∑
q>K
∑
k 6=q,k>K
[
ΛqqpqΛ
pk
kqe
−i(Ωqqpqt1+Ω
pk
kq
t2)Nq(Nq − 1)Nk + c.c.
]
−1
4
1
V 4
∑
q>K
∑
k 6=q,k>K
[
ΛqqpkΛ
pk
qq e
−i(Ωqq
pk
t1+Ω
pk
qq t2)Nq(Nq − 1)Nk + c.c.
]
− 1
V 4
∑
q>K
∑
k 6=q,k>K
∑
m 6=k,m 6=q,m>K
[
ΛkmpmΛ
pq
qke
−i(Ωkmpmt1+Ω
pq
qk
t2)NqNkNm + c.c.
]
−1
2
1
V 4
∑
q>K
∑
k 6=q,k>K
∑
m 6=k,m 6=q,m>K
[
|Λkmpq |2e−iΩ
km
pq (t1−t2)NqNkNm + c.c.
]
− 1
V 4
∑
q>K
∑
n,m≤K
[
Λmqpq Λ
pq
nqe
−i(Ωmqpq t1+Ω
pq
nqt2)Nq(Nq − 1)α∗nαm + c.c.
]
−1
2
1
V 4
∑
q>K
∑
n,m≤K
[
Nq(Nq − 1)α∗nαm
(
ΛqqpqΛ
pm
nq e
−i(Ωqqpqt1+Ω
pm
nq t2) + Λmqpn Λ
pq
qqe
−i(Ωmqpn t1+Ω
pq
qq t2)
)
+ c.c.
]
−1
4
1
V 4
∑
q>K
∑
n,m≤K
[
ΛqqpnΛ
pm
qq e
−i(Ωqqpnt1+Ω
pm
qq t2)Nq(Nq − 1)α∗nαm + c.c.
]
− 1
V 4
∑
q>K
∑
n,m≤K
∑
k 6=q,k>K
[
NqNkα∗nαm
(
ΛqkpkΛ
pm
nq e
−i(Ωqk
pk
t1+Ω
pm
nq t2)
+Λmkpk Λ
pq
nqe
−i(Ωmkpk t1+Ω
pq
nqt2) + Λmkpq Λ
pq
nke
−i(Ωmkpq t1+Ω
pq
nk
t2) + Λmkpn Λ
pq
qke
−i(Ωmkpn t1+Ω
pq
qk
t2)
)
+ c.c.
]
−1
2
1
V 4
∑
q>K
∑
n,m≤K
[
ΛqkpnΛ
pm
qk e
−i(Ωqkpnt1+Ω
pm
qk
t2)NqNkα∗nαm + c.c.
]
− 1
V 4
∑
q>K
∑
k,l,m,n≤K
[
Λqnpl Λ
pm
qk e
−i(Ωqn
pl
t1+Ω
pm
qk
t2)Nqα∗kα∗l αmαn + c.c.
]
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−1
2
1
V 4
∑
q>K
∑
k,l,m,n≤K
[
Nqα∗kα∗l αmαn
(
Λmnpl Λ
pq
qke
−i(Ωmnpl t1+Ω
pq
qk
t2) + ΛqnpqΛ
pm
kl e
−i(Ωqnpq t1+Ω
pm
kl
t2)
)
+ c.c.
]
−1
4
1
V 4
∑
q>K
∑
k,l,m,n≤K
[
Λmnpq Λ
pq
kl e
−i(Ωmnpq t1+Ω
pq
kl
t2)Nqα∗kα∗l αmαn + c.c.
]
−1
4
1
V 4
∑
k,l,q,j,m,n≤K
[
Λmnpq Λ
pj
kl e
−i(Ωmnpq t1+Ω
pj
kl
t2)α∗kα
∗
l α
∗
qαjαmαn + c.c.
]
. (A13)
In the particle kinetic regime, these tremendously long equations can be simplified as follows. For p > K, we obtain
Np(t) ≃ Np(t0)−
∫ t
t0
dt2
∫ t2
t0
dt1〈[HI(t1), [HI(t2), Nˆp]]〉. (A14)
In general, terms which contribute to the expectation value take a form
〈[HI(t1), [HI(t2), Nˆp]]〉 ∝ e−i(Ω1t1+Ω2t2) + c.c.
Taking the time derivative after performing the integration over t1 and t2, we find
dNp
dt
∝ i
Ω1
e−i(Ω1+Ω2)t − i
Ω1
e−i(Ω1t0+Ω2t) + c.c. (A15)
If Ω1+Ω2 6= 0, these terms drop out because of the rapidly oscillating factor in the particle kinetic regime (Ωklpqt→∞).
On the other hand, if Ω1+Ω2 = 0, the first term of the right-hand side of Eq. (A15) cancels with its complex conjugate.
Then we obtain
dNp
dt
∝ 2
Ω1
sinΩ1(t− t0).
Note that the energy conservation emerges in the limit because Ω1(t− t0)→∞,
2
Ω1
sinΩ1(t− t0)→ 2πδ(Ω1), (A16)
which implies that terms with Ω1 6= 0 do not contribute to the final result in this limit. For example, the second line
of Eq. (A7) gives Ω1 = Ω
qm
pp , which does not vanish because of the conservation law of three momenta in Λ
qm
pp . The
exception is the case with q = m = p, but the careful inspection shows that this term exactly cancels with the second
line of Eq. (A8). Similar discussions are applied for the second, third, fourth, and fifth lines of Eq. (A10), the second
and fourth lines of Eq. (A12), and the second, third, and sixth lines of Eq. (A13). After all, the remaining terms lead
to
dNp
dt
=
1
2V 4
∑
klq>K
|Λklpq|22πδ(Ωklpq) [NkNl(Np + 1)(Nq + 1)− (Nk + 1)(Nl + 1)NpNq] , (A17)
where we have neglected the contribution that contains the integration over condensed modes (i.e.
∑
q≤K
∑
k,l>K),
because such terms are prohibited by the energy conservation (A16). In this way, we recover the usual Boltzmann
equation [4].
[1] G. Bertone, D. Hooper, and J. Silk, Phys.Rept. 405, 279 (2005), hep-ph/0404175; G. Jungman, M. Kamionkowski, and
K. Griest, Phys.Rept. 267, 195 (1996), hep-ph/9506380; M. Taoso, G. Bertone, and A. Masiero, JCAP 0803, 022 (2008),
0711.4996.
[2] J. Preskill, M. B. Wise, and F. Wilczek, Phys.Lett. B120, 127 (1983); L. Abbott and P. Sikivie, Phys.Lett. B120, 133
(1983); M. Dine and W. Fischler, Phys.Lett. B120, 137 (1983).
[3] P. Sikivie and Q. Yang, Phys.Rev.Lett. 103, 111301 (2009), 0901.1106.
[4] O. Erken, P. Sikivie, H. Tam, and Q. Yang, Phys.Rev. D85, 063520 (2012), 1111.1157.
[5] J. S. Schwinger, J.Math.Phys. 2, 407 (1961); P. M. Bakshi and K. T. Mahanthappa, J.Math.Phys. 4, 1 (1963); L. Keldysh,
Zh.Eksp.Teor.Fiz. 47, 1515 (1964).
[6] L. D. Duffy and P. Sikivie, Phys.Rev. D78, 063508 (2008), 0805.4556.
23
[7] P. Sikivie, Phys.Lett. B695, 22 (2011), 1003.2426.
[8] O. Erken, P. Sikivie, H. Tam, and Q. Yang, Phys.Rev.Lett. 108, 061304 (2012), 1104.4507.
[9] E. Komatsu et al. (WMAP Collaboration), Astrophys.J.Suppl. 192, 18 (2011), 1001.4538.
[10] S. Weinberg, Phys.Rev. D72, 043514 (2005), hep-th/0506236.
[11] K. Koyama, Class.Quant.Grav. 27, 124001 (2010), 1002.0600.
[12] M. E. Peskin and D. V. Schroeder, An Introduction to quantum field theory (Westview Press, 1995).
[13] E. Masso, F. Rota, and G. Zsembinszki, Phys.Rev. D66, 023004 (2002), hep-ph/0203221.
[14] R. L. Davis, Phys.Lett. B180, 225 (1986); M. Yamaguchi, M. Kawasaki, and J. Yokoyama, Phys.Rev.Lett. 82, 4578
(1999), hep-ph/9811311; M. Yamaguchi, Phys.Rev. D60, 103511 (1999), hep-ph/9907506; M. Yamaguchi, J. Yokoyama,
and M. Kawasaki, Phys.Rev. D61, 061301 (2000), hep-ph/9910352.
[15] D. H. Lyth, Phys.Lett. B275, 279 (1992); M. Nagasawa and M. Kawasaki, Phys.Rev.D50, 4821 (1994), astro-ph/9402066.
[16] T. Hiramatsu, M. Kawasaki, T. Sekiguchi, M. Yamaguchi, and J. Yokoyama, Phys.Rev. D83, 123531 (2011), 1012.5502.
[17] T. Hiramatsu, M. Kawasaki, K. Saikawa, and T. Sekiguchi, Phys. Rev. D85, 105020 (2012), 1202.5851.
[18] T. Hiramatsu, M. Kawasaki, K. Saikawa, and T. Sekiguchi, JCAP 1301, 001 (2013), 1207.3166.
[19] M. Bianchi, D. Grasso, and R. Ruffini, Astron.Astrophys. 231, 301 (1990).
[20] R. J. Glauber, Phys.Rev. 131, 2766 (1963).
[21] O. Wantz and E. P. S. Shellard, Nucl.Phys. B829, 110 (2010), 0908.0324; O. Wantz and E. P. S. Shellard, Phys.Rev. D82,
123508 (2010), 0910.1066.
[22] J.-c. Hwang and H. Noh, Phys.Lett. B680, 1 (2009), 0902.4738.
[23] J. Berges and D. Sexty, Phys.Rev.Lett. 108, 161601 (2012), 1201.0687.
