Abstract-This paper presents modelling of a postcombustion CO2 capture process using bootstrap aggregated extreme learning machine. Extreme learning machine (ELM) randomly assigns the weights between input and hidden layers and obtains the weights between the hidden layer and output layer using regression type approach in one step. This paper proposes using principal component regression to obtain the weights between the hidden and output layers. Due to the weights between input and hidden layers are randomly assigned, ELM could have variations in performance. This paper proposes combining multiple ELMs to enhance model prediction accuracy and reliability. To predict the CO2 production rate and CO2 capture level, seven parameters in the process were regarded as input variables: inlet gas flow rate, CO2 concentration in inlet flow gas, inlet gas temperature, inlet gas pressure, lean solvent flowrate, lean solvent temperature, lean loading and reboiler duty. The bootstrap re-sampling of training data was applied for each single ELM and then the individual ELMs are stacked, thereby enhancing the model accuracy and reliability. The bootstrap aggregated extreme learning machine (BA-ELM) can provide fast learning speed and good generalization performance, which will be used to optimize the CO2 capture process.
INTRODUCTION
Greenhouse emissions (GHE), mainly carbon dioxide (CO 2 ), is identified as the chief reason resulting in the global climate change, especially the global warming. The growing energy demand, due to rapid increasing population and development of industrialization, will be directly linked to the increasing release of GHE. The target of a 50% reduction of CO 2 emission by 2050 comparing with the level in 1950 is set by the Intergovernmental Panel on Climate Change.
Carbon capture and storage (CCS) has been widely believed as an advanced technology to achieve CO 2 emission reduction, which captures, transports and stores CO 2 . There are three major types of technologies applied for CCS: postcombustion, pre-combustion and oxyfuel combustion. Among these various CCS technologies, post-combustion CO 2 capture (PCC) process is considered as the most convenient way to reduce CO 2 emission from coal fired power plants, as it can retrofit the exiting power plant and be integrated into new ones. However, PCC process will generate a large amount of energy penalty, which reduces the efficiency and effectiveness of the power plant. The energy requirement is strongly influenced by the operation conditions, equipment dimensions and capture target of PCC process. Therefore, it is necessary to apply process optimisation in order to enhance the efficiency of CCS systems.
In order to optimize the operation of postcombustion CO2 capture process, a reliable and accurate process model is necessary. In the past, researchers have proposed various kinds of modelling technologies, such as mechanistic models [1] [2] [3] [4] and data-driven models [5] [6] [7] . However, some problems have been raised up by using the above mentioned methods. For instance, the development of mechanistic model is not only time consuming, but also needs a huge volume of knowledge of the underlying first principles of the process. It is also computationally very demanding when using a detailed mechanistic model in process optimisation. Statistic models can overcome these problems and are efficient in building data driven models, but they still have a few shortcomings. In [6] , statistical model is unable to describe the nonlinear relationships that possibly exits among the parameters. In this case, another advanced modelling method, artificial neural networks (ANNs), is proposed to address the above weakness. However, four issues were also described on back propagation (BP) learning algorithm in feedforward neural networks: firstly, the learning rate is difficult to determine; secondly, the presence of local minimal will affect the modelling results; then, networks would possibly be over trained and obtain a worse performance of generalization; lastly, it is also time-consuming when applying gradient based learning [8] .
Extreme learning machine (ELM) was proposed in [8] to address the issue of slow training in conventional feedforward neural networks. ELM is basically a single hidden layer feedforward neural network with randomly assigned weights between the input and hidden layers. The weights between the hidden and output layers are determined in a onestep regression type approach using generalised inverse. Thus, an ELM can be built very quickly. As the weights between the input and hidden layers are randomly assigned, correlations can exist among the hidden neuron outputs and variations in model performance can exist. This paper proposes using principal component regression (PCR) to obtain the weights between the hidden and output layers in order to overcome the correlation issue among hidden neuron outputs. This paper also proposes building multiple ELMs on bootstrap re-sampling replications of the original training data and then combining these ELMs in order to enhance model accuracy and reliability. The proposed method is applied in the dynamic model development of the whole post-combustion process plant. This paper is structured as follows: Section II briefly presents post-combustion CO2 capture process through chemical absorption. Extreme learning machine, a method for calculating output layer weights in ELM using principal component regression (PCR), and aggregating multiple ELM are given in Section III. Application results and discussions are presented in Section IV. Section V draws some concluded remarks. CO 2 CAPTURE PROCESS THROUGH CHEMICAL ABSORPTION Fig. 1 shows a typical post-combustion CO 2 capture process through chemical absorption. It consists of two major parts: an absorber and a stripper. In details, the flue gas from the power plant is pressured into the bottom of absorber and contacted counter-currently with lean MEA solution from the top side. The lean MEA solution will chemically absorb the CO 2 in flue gas, forming rich amine solution. The treated gas stream containing much lower CO 2 content is leaving from the top of absorber. Then the rich amine solution is pressured into the regenerator before preheating in the cross heat exchanger. In the stripper, CO 2 is separated from rich amine solution by the heat provided from the reboiler. The regenerated CO 2 is cooled in condenser and compressed for storage, and remaining solution (lean solution) is recycled to the cross heat exchanger to exchange heat with rich amine. The heat supplied in the reboiler, coming from the low pressure steam from power plant, is used to increase the temperature of solution, separate CO 2 from rich amine and vaporize the gas in stripper. This will result in a large energy consumption.
Two parameters are identified to affect the process performance: CO 2 capture level and CO 2 production rate. CO 2 capture level is the amount of CO 2 extracted from the inlet flue gas in absorber column, which is calculated in Eq(1).
where , , and represent CO 2 mass fraction in gas out of absorber, gas flow rate out of absorber, CO 2 mass fraction in inlet flow gas of absorber, and inlet gas flow rate of absorber, respectively. CO 2 production rate represent the amount of CO 2 producing after the condenser, which is an indicator for the whole process because it is not affected by a single component of the process. It is calculate as in Eq(2):
where is CO 2 production rate after the condenser, ṁ and ṽ are CO 2 mass fraction and gas flow rate of the outlet gas from stripper, respectively. 
, is a vector of the weights between ith hidden node and the input node, b i is the bias of hidden nodes,
] is the weight vector linking the ith hidden node and output node. The output node is chosen to have linear activation function in this paper.
In theory, the standard SLFNs can approximate any continuous nonlinear functions with zero error, which means ∑ − = 0 . Specifically, there exits , and to make:
The above equation can be written as Hβ=T, where:
H is called hidden layer output matrix of the neural network and the ith column of H is the ith hidden node output with respect to inputs x 1 , x 2 , x 3 ˖˖˖˖x N . Training SLFNs can be converted to find the minimum value of E=min ǁH N×Ñ β Ñ×m -T N×m ǁ. As to SLFNs, the slow gradient-based learning algorithms, such as back-propagation (BP) algorithms, are used to search the minimum value of ǁH N×Ñ β Ñ×m -T N×m ǁ. In this procedure, the parameters = ( , w, b) is iteratively adjusted as below:
where η is learning rate. By BP algorithms, the parameters are updated by propagation from the output to the input.
B. Bootstrap aggregated ELM Huang et al. has proved that, if the activation function g(x)
is infinitely differentiable in any interval and the number of hidden nodes is large enough, it is not necessary to adjust all the parameters of the network [8] . In other words, the weights and biases between the input and hidden layers can be randomly chosen. In order to get good performance, the required number of hidden nodes is not more than the number of input samples. Huang et al. have used a method of finding a least square solution of the linear equation Hβ=T to obtain the weights between the hidden and output layers.
However, as the hidden layer outputs can be collinear, the modelling performance would be poor by using least square solution to find the weights between the hidden and output layers. In this paper, PCR is used to obtain the weights between the hidden and output layers to overcome the multicollinearity problems. Instead of regressing H and T directly, the principals of H matrix were used as repressors. In details, based on appropriate criteria, the number of principal components is determined by applying principal component analysis (PCA) on hidden layer output matrix. Then, use ordinary least square regression to regress the outputs on selected principals. Lastly, the selected PCA loadings are used to find the final PCR estimator to get regression coefficients of the original model.
As shown in [9, 10] , combining several networks can improve the prediction accuracy on unseen data and give a better generalization performance. The bootstrapped replication of original training data is used for individual networks and the overall output of the stacked neural networks is a weighted combination of the individual neural networks (Fig.  3) . Therefore, the bootstrap aggregated ELM can be summarized as follows:
Given a activation function g(x), and hidden nodes number Ñ,
Step1: Apply bootstrap re-sampling to produce n (e.g. n=50) replications of the original training data, (xi, t i ) 1 
Step 2: On each bootstrap replication of the original training data, build an ELM model:
Step 2(a): Randomly assign input weight w i and bias b i , i=1… Ñ.
Step 2(b): Calculate the hidden layer output matrix H.
Step 2(c): Calculate the output weight β by PCR
Step 3: Combined the n (e.g. n=50) ELMs by averaging their predictions.
In [9, 10] , it has been also suggested that, the model prediction confidence bounds can be calculated from individual predictions by using bootstrap aggregated neural networks. 
PERFORMANCE EVALUATION
The dynamic simulated process data in [9] were used to build models, which were generated from the mechanistic model implemented in gPROMS at Hull University, sampling at every 5 seconds. The data were divided into three groups: training data (56%), testing data (24%), and unseen validation data (20%). Furthermore, the constructed model used the input data of the second batch in which the lean solution flowrate has a step change, to verify its accuracy. To demonstrate the performance of bootstrap aggregated ELM, the results from [9] and this case are compared. Before training, the data should be scaled to zero mean and unit variance. Both bootstrap aggregated neural network (BANNs) and BA-ELM models combine 30 neural networks.
In addition, the number of hidden nodes is set as long as the squared prediction error of testing data is lowest of all. In this case, the numbers of hidden nodes in BA-NNs and BA-ELM are selected among the range of 2-20 and 40-100, respectively. The form of the dynamic model is shown in (5).
y(t)=f(y(t-1),u1(t-1), u
where y represents CO 2 capture level or CO 2 production rate, u 1 to u 8 are, respectively, inlet gas flow rate, CO 2 concentration in inlet flue gas, inlet gas temperature, inlet gas pressure, MEA circulation rate, lean loading, lean solution temperature, and reboiler temperature.
When running the two different models, it is clearly see that BA-ELM model is very simple because its training only needs one iteration. The performance comparison of the bootstrap aggregated neural networks and bootstrap aggregated ELM is shown in Table I . The training CPU time of BA-ELM is 9 times lower than that of BA-NNs and MSE value of validation data by BANNs is as more as nine times than that of BA-ELM. It is proved again that BA-ELM is able to train faster and perform better than BA-NNs. The performance of one-step ahead predictions and multi-step predictions of CO2 production rate in BA-ELM and BA-NNs is indicated Fig. 6 . Clearly, the prediction using BA-ELM model is much better than that using BA-NNs model, especially after 92 steps for the long range prediction. The MSE values of CO 2 production rate for individual ELM network can be seen in Fig. 5 . The performance on training and testing data is not in accordance with that on unseen validation data. For instance, the prediction on unseen validation data by 15 th ELM is worst, while it looks better on training and testing data. It is clearly seen that single network has non-robust nature. Nevertheless, when several individual networks are combined together to build the model, the weakness can be addressed easily. Fig. 6 indicates the MSE values on model building data by aggregating different amount of ELM networks. The first bar represents the first individual ELM shown in Fig. 5 , and the second bar demonstrates the combination of first two bars of Fig. 4 . Look into the trends of above and bottom figures, the prediction performance on training and testing data is consistent with that on unseen validation data. In other words, combining more ELM networks is able to get more accurate predictions on training and testing data, as well as on testing data. Furthermore, the MSE values in Fig. 6 indicates that, the aggregated ELM model generates more accurate predictions than single ELM, when comparing with the MSE values in Fig. 5 . Fig.7 shows the performance comparison of onestep-ahead prediction and multi-step-ahead prediction of CO 2 capture level using BA-ELM and BA-NNs technologies. It is clear seen that, in the bottom graph, the long range predictions (green line) are not accurate after 82 steps. Both one-step-ahead predictions and multi-step predictions from BA-NN are reasonably accurate though some errors are observable. However, in the top graph, the accurate one-step-predictions and multi-step-predictions from BA-ELM are very encouraging, indicating that the model has captured the underlying dynamics of the process. Such accurate long range predictions can be further used for model predictive control and real-time optimisation applications. The performance comparison of the bootstrap aggregated neural networks and bootstrap aggregated ELM for CO 2 capture level is shown in Table II . The training CPU time of BA-ELM is 6 times lower than that of BA-NN, while its verifying CPU time is a little more than the latter one. It is because each network in the BA-ELM has more hidden neurons than each network in BA-NN. Looking into the comparison of the accuracy, the mean squared error (MSE) values on training data in -:process; --: one-step-ahead prediction; -.:multi-step-ahead prediction both models are almost same, while the MSE value of BA-ELM on validation data is 3 times lower than that of BA-NNs. This shows that BA-ELM has a faster training speed and better generalization performance than BA-NNs, which has been proved in [8] . CONCLUSIONS AND FUTURE WORKS The BA-ELMs is identified as a useful tool to predict the post-combustion CO 2 process, which can be trained much faster and is more accurate than the BA-NNs models. It gives a good generalization performance on unseen data, because the aggregation of multiple ELM can make the model avoid being trapped into local minima and overtrained problems. The model will be used to optimize the CO 2 capture process in the future.
Nevertheless, the BA-ELM still exits some problems. For instance, the number of hidden neurons is numerous, which may affect the model accuracy. If outliers appear in the input data, the model would become unreliable. The BA-ELM model needs a further improvement, as a result of these shortcomings.
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