Network functions virtualization (NFV) is becoming a prevailing design for future Internet by migrating network functions from dedicated hardware appliances to software instances running in virtual computing platforms. NFV resource allocation approaches can dynamically instantiate network functions by using virtualized network functions (VNFs) to satisfy various quality-of-service (QoS) requirements with minimum network costs. The operator can launch a new VNF instance (VNFI) for each VNF required for flows, or assign it to the established VNFI. This makes NFV orchestration (NFVO) even more complicated. In addition, the challenges of developing NFVO scheme include how to manage the dependency between VNFs placement (network-level) and routing of flows (flow-level) through ordered VNFs, and how to efficiently utilize the available network resources. In this paper, ClusVNFI, a hierarchical resource allocation approach based on clustering, is proposed to address these challenges. To be specific, VNFs are proposed to be clustered based on their correlation. Then VNFs belonging to the same cluster are inclined to be deployed on one node to reduce the occupied link bandwidth. Moreover, network nodes are clustered based on the similarity on end-to-end flow latency information. Accordingly, flows in the same cluster intend to share the instantiated VNFIs, aiming at improving VNFI utilization while avoiding path stretch. By capturing the dependency between network-level and flow-level through clustering, ClusVNFI can achieve the tradeoff among multiple objectives including maximizing the number of admitted flows, minimizing path stretch, and improving VNFI utilization. Extensive simulation results show that the proposed ClusVNFI can balance multiple objectives comparing with other typical heuristic algorithms. Moreover, ClusVNFI can reduce network resource occupation effectively, while guaranteeing the average delay and network hops.
resulting in path stretch and increasing latency of flows. The interdependence between them makes the VNF-RA problem challenging, which receives much attention in the research community recently.
In addition, the limited network resources, such as node capacity and link bandwidth, need effective NFV-RA approaches to improve their utilization [4] . However, in order to meet the performance requirements of flows, it is important that the NFV-RA approach can achieve an efficient tradeoff among multiple objectives, including maximizing number of flows admitted to the network, minimizing path stretch and improving VNF instances (VNFIs) utilization, with the consideration of resource constraints of the network.
Although the actual mechanisms in NFV for forwarding are different, such as multiple tables based flow forwarding [5] and label based forwarding [2] , the traffic is routed from one VNF to the next according by the ordered sequence. Users focus on end-to-end delay while telecommunications service providers (TSPs) focus on bandwidth consumption. Therefore, the total end-to-end delay and bandwidth consumption are used as performance metrics to evaluate the NFV orchestration (NFVO). For the performance metrics mentioned above, we show an example of NFVO in Fig. 1 , and its policy specifications are shown in Table 1 .
During NFVO, the TSPs can reasonably deploy VNFs into network topology according by their own algorithms. As seen from Fig. 1 , scheme A is better than scheme B in both endto-end delay and bandwidth consumption. The placement in scheme B leads to path stretch, which is because VNFs are placed on network nodes not along their shortest paths. Therefore, the network-level decisions and flow-level information influence each other. Both VNFs placement and routing of flows have an impact on optimizing overall performance of the algorithm. VNFs are chained with the given order to complete the deployment of network services and meet the maximum requirements of users. How to maximize the number of flows admitted to the network without reducing service performance, and minimize the costs of TSPs are important factors in NFVO.
For solving NFV-RA problem of the new arrived SFC [6] , there are two extreme forms of NFV orchestration. One is to instantiate new VNFIs on one server to reduce the physical link occupation [7] . However, it is unfeasible because the resources of network nodes can be easily exhausted. In addition, VNFI utilization is lower while the requests are lightweight. The other form is to assign the required VNFs to the established VNFIs with sufficient computing power [8] , aiming at improving VNFI utilization and increasing the admitted rate of flows. This may result in a failure to map VNFs required for one flow onto the same node. Although VNFI utilization can be improved, different VNFIs required for one flow are scattered across different servers, resulting in path stretch and increasing bandwidth resources consumption. In addition, the dependency between networklevel and flow-level poses challenge for NFV-RA problem for achieving the tradeoff among multiple objectives.
To tackle the above challenges, a hierarchical clustering based approach called ClusVNFI is proposed in this paper to solve the problem of VNFI instantiation dilemma by leveraging multi-objective for NFVO. Particularly, in the network level, VNFs are clustered based on their popularity, which is the correlation between different VNF pairs. VNFs belonging to the same cluster tend to be instantiated on the same node, which can reduce bandwidth consumption and path stretch. Moreover, new VNFI belonging to the same VNF type are prone to be instantiated on the same server within the same cluster. In the flow-level, network nodes are clustered based on the similarity on end-to-end flow latency information. Accordingly, the instantiated VNFIs can be shared by flows within the same cluster and the same type of VNFs requirement, leading to reduce of the number of instantiated VNFIs. Particularly, the features of ClusVNFI are shown as follows.
Path stretch & Resource utilization: Path stretch can be avoided if VNFs required for flows are placed on their shortest paths as done in [9] , which results in lower resource utilization. ClusVNFI strikes a balance between minimizing path stretch and maximizing resource utilization.
Path stretch & Load balancing: Server overloading is a common cause of failure. Research works [2, 10] have proposed middlebox deployments to solve the problem of load balancing. However, the load balancing decisions may lead to the increase of the end-to-end delay of flows, resulting in violating the service level agreement (SLA) for flows. ClusVNFI can balance the utilization of network resources while considering the delay constraints of flows without violating their SLA.
The contributions of this paper can be summarized as follows. (1) The VNFI dilemma problem is solved effectively, which can achieve the tradeoff among the multiple objectives including the number of flows admitted to the network, the path stretch, and VNFIs utilization.
(2) ClusVNFI proposes a novel hierarchical architecture where clustering methods based on both network-level and flow-level. In the network level, the VNFs are clustered based on their correlation, aiming at reducing the occupied link bandwidth. In the flow level, the network nodes are clustered according to their path latency performance, aiming at improving the VNFIs utilization while avoiding the problem of path stretch. (3) The proposed method is extensive simulated and compared with three typical heuristic approaches. Performance are compared comprehensively and the feasibility and effectiveness of the proposed ClusVNFI are verified.
The rest of this paper is organized as follows. Section II briefly discusses the related works. Section III describes the system model and formulates NFVO problem. ClusVNFI approach is proposed in Section IV. In section V, the simulation results are provided and analyzed, and section VI concludes this paper.
II. RELATED WORK
Since NFV was standardized by European Telecommunications Standards Institute (ETSI) [11] , it has attracted many attentions, especially in the area of NFVO.
There are two extreme forms of NFVO: avoiding path stretch and improving VNFI utilization. For the former case, Literature [12] deployed the VNFs required for admitted flows on their shortest paths. However, the newly instantiated VNFI may become redundant, which is because that VNFIs instantiated for the same type VNFs have been hosted on other servers, resulting in lower VNFI utilization. In [13] , VNFIs which are instantiated for VNFs required for a flow are hosted on one node of its shortest path as much as possible. The centrality-based heuristic algorithm in [14] allowed VNFIs instantiated for a flow to deploy on more than one node on its shortest path. These algorithms are realized to avoid path stretch. However, the VNFI utilization would be relatively lower if flows are lightweight. The greedy approach and a tabu search-based heuristic proposed in [15] intended to improve the admitted rate, cost and revenue. However, it did not consider the links between physical/virtual nodes, and it neglected the link delays for transferring a given function from one node to another.
For the latter form, NFVO was modeled as a cost minimization problem by using the ILP model in [16] . However, this method improved VNFI utilization while omitted the problem of path stretch. Literature [17] minimized the total number of VNFIs instantiated for flows admitted to the network. One flow was processed may be stretched across different nodes, which may not be on the shortest path, resulting in path stretch. In [18] , NFVO was modeled as an optimization problem by using ILP, and the heuristic algorithms was devised to make the tradeoff between minimizing the cost of link resource and minimizing the number of instantiated VNFIs. Literature [19] proposed an algorithm to improve the network utilization by reusing the established VNFIs with enough capacity rather than instantiating new VNFI. They considered both the path stretch and network utilization, but they did not consider the correlation between different VNFs, which may instantiate redundant VNFIs to some extent. Literature [20] used clustering algorithm to solve the mapping and assigning problem of NFVO. It considered the correlation between the adjacent VNF pairs, but it did not consider the interdependence between network-level and flow-level. It also did not consider sharing the instantiated VNFIs to improve the VNFI utilization.
In summary, the works aforementioned avoid path stretch at the expense of network resources, or minimize the number of instantiated VNFIs without considering the QoS of flows. To sum up, as far as our knowledge, no existing literature can solve the VNFI dilemma and achieve the tradeoff among multiple objectives including maximizing the number of admitted flows, improving VNFI utilization and minimizing path stretch. In addition, no literature has used the hierarchical clustering based approach in terms of both network level and flow level.
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we present the system model and formulate the problems. In addition, for clear presentation, notations that will be used in this paper are summarized in Table 2 .
A. SYSTEM MODEL OF ORCHESTRATING VNFS
We model the underlying network as a directed weighted graph G(N , L), where N is physical nodes and L is physical links interconnecting physical nodes in the network. That is, each link l∈L is a bi-directional path, and l n n represents the link routing from node n to n . The network carries a set of flows F and supports a set of VNFs V required for the flows. For each type of VNFs required for flows, there are multiple VNFIs to be instantiated on one or multiple nodes.
Node n is characterized by CPU cores C n and memory capacity M n . A CPU core is dedicated to a VNFI, which does not span CPU cores, avoiding non-uniform memory access (NUMA) overheads [21] . VNFIs could be hosted on any servers with enough available resources. In addition, a instantiated VNFI can be shared for multiple flows in the same cluster whose SFCs contain the same type of VNF.
Each flow f ∈ F is an ordered sequence of packets senting from ingress node to the egress node, and routing the ordered VNFs with flow rate ∅ f . For flow f , it has an endto-end delay requirement denoted as D f , which is the delay from the ingress node through the ordered VNFs until to the egress node. Flows admitted to the network are modeled as F = {f |f = 1, 2, . . . ,F. Each flow f ∈ F is constituted by its required ordered VNFs V f = {v matrix is modeled when a collection of flow requirement information is received. We define popularity as the correlation of different VNF pairs. The VNF correlation matrix R =( ij ) k * k is composed of the admitted flows, where k is the number of VNF types required for all the admitted flows, and ij is the coefficient between v i and v j . In particular, ij represents the number of times that VNF v j follows VNF v i in all arrived flows. For example, for flow f ∈ F, its SFC is constituted by the required ordered VNFs {v 36 and 69 will be incremented by 1.
Scalable NFV orchestration: If the capacity of instantiated VNFI has sufficient resource, the same type of VNF requirement for flows in the same cluster can share the instantiated VNFIs. Therefore, we have two options for each admitted flow f , which is shown as Fig. 2 .
In Fig. 2 , one is the SFC run-to-complete in a physical server, aiming at reducing the bandwidth consumption. To be specific, each server sets up multiple virtual machines (VMs) to instantiate VNFIs hosting VNFs required for flow f , and it completes the SFC on one server [7] , which is shown as Fig. (2a) . The other is to instantiate VNFIs on different servers to host VNFs required for flow f . That is, each server only hosts a single type of VNF, aiming at reducing the management cost. To fulfill a flow request, it needs to scatter across multiple servers by using VNFIs required, which is represented as Fig. (2b) . In addition, for the former case, new VNFIs required for flow f are instantiated and deployed on any servers that satisfy its required resource requirements. For the latter case, VNFs required for flow f are assigned to the VNFIs instantiated for the same type VNFs, whose physical location is relatively limited because the physical location of the required instantiated VNFIs are stationary. Each flow f may need to scatter across different servers by using VNFIs required, resulting in path stretch. Moreover, more physical link bandwidth would be utilized while the required VNFIs are scattering across different servers.
B. PROBLEM FORMULATION
NFVO decisions should be made by a hierarchical clustering considering both network-level and flow-level. For networklevel, it needs to decide the number of NFVIs to be instantiated and where these NFVIs should be placed in the network. For flow-level, it needs to decide how to route flows according to the required ordered VNFs. Through the design in both network and flow level, we aim to solve the VNFI dilemma and achieve maximizing the number of flows admitted to the network, minimizing the number of VNFIs to be instantiated for flows without violating SLA for flows.
Flow f is admitted to the network if and only if the instantiated VNFIs can serve all VNFs required for the flow without violating its SLA. For the network-level, χ v n represents the number of VNF type v hosted on node n, c v indicates the capacity required by VNF v, and C n is the capacity of node n.
For the flow-level, binary variable δ v n (f ; i) represents whether the i-th VNF required for flow f is hosted on node n. The value is 1 if the i-th VNF required for flow f is hosted on node n, otherwise, it is 0. F is the number of flows admitted to the network. In addition, δ l (f ; i, n i ; i + 1, n i+1 ) represents whether link l is used by flow f routing from the i-th to (i+1)-th VNF hosted on node n i and n i+1 respectively. The value is 1 if the link l is used, otherwise, it is 0.
The multiple goals to be achieved through solving VNFI dilemma are shown as follows.
Link utilization: We aim to minimize the maximum link utilization so that higher bandwidth requirements of users can be satisfied with limited network resources. For each link f ∈ F, its link utilization is formulated as
where b f l is the consumed bandwidth that flows pass through link l, and B l denotes the bandwidth of link l.
Node resource utilization: For each node n ∈ N , its node resource utilization is calculated as (2) .
The purpose of improving the node resource utilization is to minimize the maximum node processing capacity so that the number of flows admitted to the network can be maximized to some extent. VNFIs utilization: With the increasing amount of VNFs required for multifarious network services, network cost remains an important issue for TSPs. Bounding the number of the instantiated VNFIs can reduce the number of instantiated VNFIs and improve VNFI utilization. We can calculate the number of required instantiated VNFIs based on the VNFs required for the flows. If the instantiated VNFIs have sufficient capacities, we can share the instantiated VNFIs to serve the same type required for the admitted flows in the same cluster to improve VNFI utilization.
Hops: Service deployment should ensure that flows are routed from ingress nodes through the ordered VNFs to the egress nodes with minimum number of hops. It is impossible to minimize the number of hops for each flow with a guaranteed admitted rate. But it is possible to minimize the overall hops for all flows admitted to the network. For the arrived flows, the total hops are the sum of hops for each flow. For flow f ∈ F, the total number of hops are the hops from ingress node to the first VNF, the total number of hops between VNFs, and the number of hops from the last VNF to the egress node. In addition, ingress and egress nodes can be regarded as the peculiar VNFs with simple capability of sending packets. For VNF pair v i , v j , the hops among them are denoted as h v i , v j . Then the overall hops of flows admitted to the network are calculated as
where
are the ingress and egress nodes respectively.
Delay: The flows of network services are sensitive to the end-to-end delay, which is because that even small increases of the end-to-end delay (e.g., 100ms) can degrade the users experience [22] . Therefore, it is crucial to minimize the accumulated end-to-end delays of flows admitted to the network. The calculation of delay is similar to that of the calculation of counting hops, which is formulized as Eq. (4).
Next, the constraints of the problem are introduced in terms of capacity constraints, flow constraints and delay constraints. The capacity constraints include processing capacity constraint, CPU cores capacity constraint, memory capacity constraint and bandwidth capacity constraint, which are shown as follows.
Processing capacity constraint ensures that the total processing capacity required for the admitted flows does not exceed the processing capacity of the required instantiated VNFIs, which is formulated as Eq. (5).
Constraints (6) and (7) ensure the total CPU cores capacity and memory capacity allocated to the instantiated VNFIs on any node should not exceed capacity of the node.
and
Constraint (8) ensures that the required link capacity of flows f admitted to the network passes through link l should not exceed the total link capacity of link l.
Flow constraint ensures that each VNF required for flow f should be hosted on at least one node and no more than N nodes, and ensures VNFs can be hosted on any nodes that meet the criteria other than the ingress and egress nodes. The constraints are shown in the following as
where χ v f n indicates the number of nodes hosting VNFs required for flow f ∈ F, and n f v represents the node hosting VNF v required for flow f ∈ F.
In addition, flow constraint also ensures that there is no loop in the network. Namely, if link l n n has been assigned for a given order of one flow, then link l n n should not be assigned in the same order, which is formulated as
where δ l n n (f ; i, n i ; i + 1, n i+1 ) is a binary variable, which represents whether link l is used by flow f routing through the nodes hosting the adjacent i-th and (i+1)-th VNF. Moreover, variable i represents the orders of VNFs. i =1 denotes the first VNF, i =2 indicates the second VNF, and so on. n i indicates the node hosting the i-th VNF required for flow f . The ingress and egress nodes can be regarded as VNFs with purely forwarding packets, which are expressed as i =0 and i = K +1 respectively.
VNFI constraints ensure that one VNFI can only host one type VNF, which is because that current platform specially developed for network services only supports one type VNF in one VNFI [23] . Moreover, flow f can be admitted to the network if and only if all required VNFs deployed on the network nodes. To be specific, for flow f ∈ F, required k type VNFs, k VNFIs should be there to host the flow.
Delay constraint ensures that flow f is admitted to the network if and only if its end-to-end delay requirement satisfies SLA requirement of the flow, which is mathematical expressed as Eq. (12). (12) where D l is the end-to-end delay of flow f if it is admitted to the network, and D f is the delay requirement of flow f .
IV. ClusVNFI APPROACH
Network resources of node resources and link resources should be used efficiently so as to maximize the network utilization, aiming at admitting more flows to the network with minimum resources. In addition, path stretch should be minimized, which is because that link delay may lead to violate SLA for flows.
The proposed ClusVNFI approach includes hierarchical clustering phase and NFVO phase. The hierarchical clustering phase includes network-level clustering module for clustering VNFs and flow-level clustering module for clustering access nodes. In the network-level clustering module, VNFs required for flows are clustered by their popularity, and VNFs in same cluster are placed on one server whenever possible, aiming at reducing the consumption of link resources and minimizing the length of SFCs. In the flowlevel clustering module, flows are clustered with their paths similarity. Flows in the same cluster will share the instantiated VNFIs hosting the same type VNF. To be specific, flows in same cluster have similar path, they can share the instantiated VNFIs on their shortest paths with zero or minimal path stretch, which achieves the equilibrium between minimizing path stretch and maximizing network utilization. In the NFVO phase, a heuristic approach is proposed to solve NFVO based on the clustering results. Particularly, we determine whether to instantiate new VNFI or reuse the instantiated VNFIs. In addition, to minimize the path stretch, VNFIs instantiated for flows should be placed on their shortest paths or with minimal path stretch that neighboring their shortest paths within one and two hops. Based on the hierarchical clustering phase and NFVO phase, ClusVNFI can solve the VNFI dilemma and achieve the design goals of maximizing the flows admitted to the network, minimizing resources consumption, maximizing VNFI utilization and solving path stretch problem.
A. HIERARCHICAL CLUSTERING PHASE 1) VNFS CLUSTERING MODULE
The purpose of network-level clustering module is to cluster VNFs according to their correlation, and then VNFs in same cluster are deployed on one node to minimize the length of SFCs serving for flows. In particular, we record the new arrived flows and update VNF correlation matrix R, which is regarded as the input data to cluster VNFs. The VNF correlation matrix R is transformed into a graph that VNFs are vertices and coefficients are edge weights. The weight of edge linked VNF v i and v j is calculated by the value of = ij + ji . Given a network graph G(N ,L), the sub-graph with N vertices and edge sets are constructed, including N disjoint sets. The edges are sorted in descending order. The edge with highest weight is prioritized to be considered. If vertices connected by the edge with highest weight are in two different disjoint clusters, the disjoint clusters would be clustered into one cluster. This will be done until all the vertices in G are visited.
A typical example of the process is illustrated in Fig. 3 . We assume there are 12 types of VNFs. We transform the matrix R into a graph firstly. Then we initialize the graph as 12 clusters. The edge with highest weight is prioritized to be considered. And we cluster the vertices according to the weights 
2) ACCESS NODES CLUSTERING MODULE
The flow-level clustering module of clustering access nodes aims at finding clusters of flows whose paths are similar to each other in terms of end-to-end latency. The flows in same cluster can share the instantiated VNFIs so as to improve VNFI utilization. The access nodes are the first/last hop routers to the ingress and egress nodes. Based on the topological similarity between clustered access nodes, paths of flows originating from ingress nodes in one cluster and going to egress nodes in the same cluster will have close proximity to each other. Therefore, these flows may share VNFIs with zero or minimal path stretch. In this paper, ClusVNFI clusters flows into intra-cluster flows, whose ingress and egress nodes are in the same access cluster, and intercluster, whose ingress and egress nodes in different clusters. The placement approach of clustering flows is performed independently.
Kruskal algorithm [24] , a minimum spanning tree (MST) based clustering algorithm [25] , is introduced to cluster access nodes of flows. For the network graph G (N , L) , the algorithm transforms nodes of the graph into disjoint clusters that one cluster only contains one node. The edges in the network are sorted in ascending order according to the weights of edges, whose values are the delay of edges. Then considering the edge on the top of the sorted list, the algorithm will cluster the nodes linked by the edge in disjoint clusters into one cluster. To find the MST, this step will be repeated until all edges in the sorted list are visited.
Optimal number of clusters: When the number of clusters is known, Kruskal algorithm can be used to find the clusters. However, finding the optimal number of clusters is challenging especially when the network scale is large. Nevertheless, Dunn index (DI) [26] , a cluster validation technique, can be used to find the optimal number of clusters [27] . It is the ratio of minimum inter-cluster distance to the maximum intra-cluster distance. Given that the clustering results are divided as C = {C 1 , C 2 . . . , C y , which is calculated as Eq. (13).
Here d min (C i , C j ) is the minimum inter-cluster distance between a pair nodes across different clusters C i and C j . diam(C z ) is the maximum intra-cluster distance between a pair nodes within the same cluster. d x i , x j is the edge cost between x i and x j . The higher the value of DI is, the better the clustering results will be. Meanwhile, DI is maximized when the minimum inter-cluster distance is the largest and the maximum intra-cluster distance is smallest. Therefore, the number of cluster (y), which is obtained by maximizing the DI value, is taken as the optimal number of clusters.
To find the optimal number of clusters, Kruskal clustering algorithm is performed multiple times on different numbers of clusters, and the number of clusters with maximum DI is taken as the optimal number of clusters. To be specific, the number of initialized clusters is N . Then the number of clusters gradually decreases from N until the number of target clusters is reached. The corresponding pseudo code is shown in Algorithm 1.
To calculate the optimal number of clusters, for each iteration, Eq.(13) is used to calculate DI(y to ), which is the dunn index of the current temporary optimal number of clusters. The number of current clusters y to will take place of the previous optimal number of clusters if its DI value is larger than that of the previous. Kruskal algorithm will be performed based on the optimal number of clusters.
Minimum number of NFVIs: On one hand, fewer flows can share a particular end-to-end path. On the other hand, flows sharing a particular end-to-end path may have different SFC requirements. These can lead to network under-utilization. To improve the network utilization, one instantiated VNFI should serve massive flows including the same type VNF.
To minimize the number of VNFIs while not violating SLA for flows, we need to calculate the minimal number of VNFIs needed to serve flows admitted to the network. To be specific, Algorithm 1 Clustering Access Nodes with Kruscal Algorithm 1: G(N ,L), where n, n ∈N . 2: Links l(l ∈ L) are sorted by ascending order according to their delay weights. 3: y ← N . 4: y to ← y. 5: for linL do // n, n ∈ L 6: if n and n' belong to different sets then 7: n and n' are clustered in same set. 8: Update y ← y − 1.
9:
Calculate DI y to according to Eq.(13). 10: if DI y to > DI y then 11: Update y ← y to . 12: end if 13 : end if 14: end for 15 : return y we should calculate the minimal number of VNFIs of each cluster flows, and then the total number of instantiated VNFIs are the sum of VNFIs instantiated for each cluster (u ∈ U ) of flows.
Given there are F u flows in cluster u, and each flow f ∈F has the average arrival rate υ. The minimal number of VNFIs instantiated for type v ∈ V required for cluster u is expressed as I v u . F v is the number of type v required for flows, and ζ v is the service rate of VNFIs. To stabilize the system, the servers or the instantiated NFVIs should not be loaded beyond its service rate. The total arrival rate of type v required for flows F u is F v u υ. And the total arrival rate of flows F v u υ should not be less than the total service rate of all v type VNFIs, which is mathematically expressed as I v u ζ v ≥ F v u υ. Therefore, The minimal number of VNFIs instantiated for type v ∈ V required for cluster u is
ζ v . Therefore, the total minimal number of VNFIs instantiated for type v ∈ V is I v min = F v υ ζ v . ClusVNFI classifies flows into intra-cluster and intercluster flows. Given that there are y access clusters, and the number of cluster pairs will be y (y − 1) 2. The maximum number of clusters flows will be y 2 + y 2, which is because that the maximum number of intra-cluster flows is y and inter-cluster flows is y 2 − y 2. Therefore, the total minimal number of VNFIs instantiated for U clusters is formulized as I v = ∀u∈U I v u . As the total maximal number of instantiated VNFIs is
Then the total maximal number of VNFIs instantiated for U clusters flows is formulized as
While
Therefore, the boundary of the number of instantiated VNFIs is formulized as Eq. (16) .
3
) SHORTEST PATH MODULE
The purpose of the shortest path module is to obtain the nodes information on the shortest paths for flows in different clusters. The shortest paths between access nodes of flows are calculated by the Dijkstra algorithm. The nodes on the shortest paths are regarded as the ''best'' candidates for hosting VNFIs, which can avoid path stretch problem [9, 12] . Moreover, the nodes within one or two hops neighboring distance to their shortest paths are also identified. The purpose is to increase the number of candidate nodes for instantiating VNFIs, since the nodes on the shortest paths may not have enough resources to instantiate VNFIs required for flows. Then the path information is transferred to the placement module.
Flows have multifarious flow requirements. To ensure that VNFIs required by flows are hosted on the nodes of the shortest paths of flows, each node on the shortest paths keeps a list recording different types of VNFs required for flows. Moreover, each node in the network has a weight calculated by recording the number of flows that pass through the node with the shortest paths. For example, node n i is on the shortest paths between five pairs of access nodes, and there are 2, 7, 4, 9, 6 flows between them, then the weight of n i is 28. In addition, if these flows require 4 types VNFs such as FW, LB, NAT and IDS, the node will have a list to record these types of VNFs.
The nodes on the shortest paths are sorted according to their weights. That is, the greater the weight of a node has, the higher its priority to instantiate VNFIs will be. Namely, the nodes on the shortest paths that pass through more flows will have higher priority to instantiate VNFIs. In addition, if nodes on the shortest paths have the same weight, then the nodes with higher processing power will have priority to instantiate VNFIs. The VNFs placement decisions are made for flows in each cluster in next part.
B. NFVO PHASE
The purpose of NFVO phase is to determine whether to instantiate new VNFI or share the instantiated VNFIs for deploying the required VNFs. NFVO phase includes orchestration module, filter module, routing module and NFVO module. The purpose of orchestration module is to list all the nodes that satisfy the hosting requirements. The purpose of filter module is to find the best candidate nodes to deploy the admitted flows, comprehensively considering link bandwidth balancing, node resource balancing, the average number of network hops, resource consumption and VNFI utilization. The purpose of routing module is to obtain the optimal path routing from ingress node to the egress node. The purpose of NFVO module is to deploy the required VNFs on the optimal nodes.
In this phase, VNFIs are instantiated for admitted flows based on the previous clustering results. Particularly, VNFIs tend to be instantiated on the nodes of the shortest paths or their neighboring nodes within one and two hops. The set of VNF types to be placed, which are required for flows in a cluster, are ordered according to their popularity. Then the VNFs with the largest popularity are prioritized to be placed, and prioritizing flows with more popularity aims at increasing the number of flows admitted to the network. This is because if VNFIs needed by few flows prioritize to be instantiated, these instantiated VNFIs will occupy network resources and be underutilized.
A VNFI is instantiated on the node of the shortest path if and only if its list has the type of VNF required and the node has enough resource to instantiate the required VNFI. A VNF type on the top of the priority queue of VNF types is chosen, and the queue of candidate nodes is iterated, until a node containing the VNF type to be placed in its list is found. Once a node is found, the node is checked whether it has enough capacity to host the VNF. If all the candidate nodes on the shortest path do not have sufficient resources to host the VNF type, the nodes within one and two hops distance are considered. Once a node is found, it will be considered as an active node to deploy the next VNF type.
The NFVO phase diversifies VNF types on one node. Namely, the NFVO phase prioritizes placing diverse VNFIs instantiated for different types of VNFs on one node, rather than multiple instantiated VNFIs of the same type VNFS on one node. That is, if diverse VNF types are placed on one node, there is a higher probability that a flow will be able to get all VNFs required from one node rather than passing through multiple nodes. It is especially true for flows with shorter SFCs. Based on the result, it greatly reduces the delay and communication cost.
Next, the following VNF type is chosen from the queue of VNFs, and it is placed on the active node containing the same type of VNF in its list. If there are no active node that meet the requirements, the approach returns to the queue of nodes and follows the same steps as above to find the next node that meets the requirements. In addition, after one node has been placed all VNF types, the approach returns to the top of VNFs queue for iterative placement. This process is repeated until all the required VNFs are placed.
Shared VNFIs: The purpose of sharing the instantiated VNFIs is to improve VNFI utilization and to reduce the number of the instantiated VNFIs. In one case, flows in the same cluster can share the instantiated VNFIs that instantiate the same type of the required VNFs. Specifically, before placing one VNF on a given node, the approach would check whether the instantiated VNFIs have already hosted this type of VNFs for other flows in the same cluster. If the required instantiated required VNFI is found, the VNF will be placed on it. In another case, the idea of sharing the instantiated VNFIs is applied on flows in different clusters. If the VNFI utilization that has been instantiated on nodes is lower than the given threshold, it is assumed that the instantiated VNFIs have sufficient available capacity to host VNFs required for other cluster flows, and the delay experienced by the flow without violating its SLA. The higher the threshold is, the greater the probability of sharing the instantiated VNFIs will be. Higher threshold results in less number of instantiated VNFIs. However, this may result in path stretch.
1) ORCHESTRATION MODULE
Orchestrating VNFs: Assuming that there are m types of VNFs required for a flow and n nodes in the network. Then the algorithm checks all the lists of the best candidate nodes mentioned above, and finds all the nodes that satisfy the deploying requirements. And then the lists of nodes that meet the deployment criteria is shown as
in which the element of the matrix is binary variable 0 and 1. The row index represents the VNF types required for flows, and the column index represents the nodes in the network. The length of SFC for flow f is denoted as l f . We deploy a VNF pair of v i -v j in turn, and then we find the values of binary variable corresponding to the i-th and j-th rows. By only considering the shortest path of each pair v i -v j , the globally optimal path can be satisfied to a certain extent, and the selected path can meet the load balance. Therefore, we just need to find lf − 1 possible positions of shortest paths between paris of d i,j , d j,k , etc., that is, we record them to form lf − 1 row matrixes D', containing all the possible paths. Then we combine all paths and consolidate the paths that satisfy the conditions. The corresponding pseudo-code is shown as Algorithm 2.
The deployment of tail VNF pairs ensures that consumption of resources and the path stretch are minimized to a certain extent. The computation complexity is
which can greatly reduce the computing time.
2) FILTER MODULE
Among deployment paths obtained aforementioned, choosing the best one can greatly improve the virtual capacity of network. Generally, the quality of service (QoS) of a path can be comprehensively judged from the link bandwidth balancing, node resource balancing, average number of network hops, resource consumption and the VNFIs utilization. Therefore, we set the five weight parameters to measure the QoS of the path.
Algorithm 2 Orchestration VNFs
1: Read the SFC V f ={v 1 ,v 2 ,. . . ,v K }. 2 : Transform V f into chain structure D 1 -D 2 -. . . D K . 3: Obtain the matrixes D 1,2 -D 2,3 -. . . D K −1,K . 4: Obtain matrixes D 1,2 − D 2,3 − . . . − D K −1,K according to the intersection of column relations. 5: Obtain the deployment scheme of v 1 -v 2 is L 1 = D 1,2 . 6: for i =3,4,5,. . . , l f do 7: Assume that there are j nodes with 1. 8: for t =1,2,3,. . . , jdo 9: Find the possible positions of D i .
10:
Obtain the possible deployment scheme L k−1 combining the D i and L(t). 11: end for 12: end for Link bandwidth balancing of deployment paths wb is calculated according to Eq.(18), where b l v is the bandwidth consumed by link l deploying VNFs required for all flows admitted to the network, and B l represents the bandwidth of link l. To balance the link bandwidth while improving the admitted rate of the arriving flows, when wb<0.25, wb is set as wb=1. 0.25 ≤wb< 0.5, it is set as wb=2. 0.5 ≤wb< 0.75, it is set as wb=3, andwb ≥ 0.75, it is set as wb=4.
Node resource balancing of deployment paths wr is calculated according to Eq. (19) , where r n v is the node resource consumed by deploying required VNFs on node n, and R n represents the total node resource of the node n. To balance the node resource while improving the admitted rate of the arriving flows, when wr<0.25, wr is set as wr=1, 0.25 ≤wr< 0.5, it is set as wr=2, 0.5 ≤wr< 0.75, it is set as wr=3, and wr ≥ 0.75, it is set as wr=4.
Average number of network hops wh is calculated according to Eq. (20) , where h f is the number of hops experienced by a flow f . H f is the number of hops of flow f passing through its shortest path.
4) NFVO MODULE
In this phase, we have hierarchical clustered VNFs according to their correlation and clustered access nodes of flows in the same cluster whose paths are in close proximity to each other. For the new arrived flows, the shortest paths between access nodes are calculated by dynamic programming that based on the shortest path algorithm. Nodes on the shortest paths are considered as the best candidates for instantiating VNFIs. Moreover, adjacent nodes within one and two hops of the shortest paths are considered as the second candidate nodes for instantiating VNFIs, which is because that nodes on their shortest paths may not have sufficient resources. VNF correlation matrix R is used to deploy VNFs required for the flows effectively. The higher the correlative value is, the more correlation between VNF pair v
In addition, C ∈ (0, 1) indicates whether the instantiated VNFIs can be shared. If C = 1, we prioritize placing v f r i on the active node which has been hosted v f r i−1 . To be specific, to share VNFIs is to reduce the number of VNFIs and to improve VNFI utilization with zero or minimum path stretch.
If the best candidate nodes on the shortest paths do not have sufficient resources, the placement strategy then checks for the second candidate nodes within one and two hops neighboring the best candidate nodes. Once a node is found, the VNF will be placed on it. Then the node is labeled as an active node for placing the next type of VNF. Nodes with more than two hops can also be considered as the candidate nodes. However, the farther the candidate nodes are away from the shortest path, the greater the probability of path stretch will be.
The placement approach prioritizes placing different types VNFs on one node instead of placing multiple VNFs of same type on one node, which increases placement diversity. This increases the probability that a flow would get all required VNFs from one node, and decreases the physical link occupation effectively. The iterative process will be done until the priority queue is null or the resource of candidate nodes are exhausted. The corresponding core pseudocode is shown as Algorithm 3.
C. COMPLEXITY ANALYSIS
Hierarchical clustering phase complexity: The initialization phase has three modules. These are hierarchical clustering modules, including VNFs clustering module and access nodes clustering module, and shortest path module. For VNFs clustering module, dichotomy is used to sort in descending order, and its complexity is O (LlogL). And then edges are verified whether to connect or not, its complexity is O (L). So its complexity is O (LlogL). Kruskal algorithm is used for clustering access nodes, whose complexity is O (LlogL). The shortest path module uses Dijkstra algorithm which has the complexity O (LlogN ) . Therefore, the complexity of clustering phase is O
NFVO phase complexity: The complexity of the two mainly modules in NFVO phase are routing module and NFVO module. The routing phase is modeled as a multistage graph, whose maximum number of nodes is JM u , where J is the number of stages of the graph. The number of edges between the stages of the graph is M u (M u -1)(J -1). The total edges of the multi-stage graph can be simplified as M 2 u + M u . Moreover, the Dijkstra algorithm is used to find the cost of edges in shortest path, its complexity is O LlogN FM u + M 2 u . In addition, a graph is constructed for each flow f , Algorithm 3 VNF Heuristic placement based on ClusVNFI 1: Initialize Q n ←priority queue of candidate nodes. 2: Initialize Q(f r ;i,x)←priority queue of VNF types required for f r in cluster x to be placed. 3: Initialize y v ← number of VNFIs instantiated for v to be placed. 4: Initialize ActiveNode ← null. 5: Initialize n.list. 6: if C = 1 then 7: Read the nodes on shortest path of f r and the adjacent nodes within one or two hops neighboring nodes on its shortest path. 8: Update VNF correlation matrix R. 9: while Q(f r ;i,x) not empty do 10: v← VNF type from top of Q(f r ;i,x).
11:
while Q n not empty do 12: if ActiveNode & v ∈ActiveNode.(list) then 13: if InSameCluster v 14: Place v i of f r on the instantiated VNFI hosted v i of f r−1 . 16: Place v i of f r on VNFI hosted v i of f r−1 .
15:
else if InDifferCluster v f r−1 i , v f r i & C then
17:
else 18: Place v i on best candidate ActiveNode and y v = y v -1. 19: end if 20: end if 21: else 22: n ← top of Q n . 23: if v ∈ n.(list) then 24: if n has adequate resources then 25: Place v i on n, ActiveNode← n. 26: y v = y v -1, continue to next VNF v i+1 in Q(f r ;i,x). 27: end if 28: end if 29: end if 30: end while 31: end while the complexity of flows F with multi-stage graph is
The NFVO module depends on the number of flow clusters, the number of VNFIs to be instantiated and the number of nodes that can host VNFs. From the method mentioned, we can conclude that the number of VNFIs to be instantiated can roughly be approximated by the number of flows F. Given that there are U cluster flows, and for cluster u ∈ U , ClusVNFI deploys VNFs on the nodes of shortest paths and their neighboring nodes within one and two hops, the set of candidate nodes is represented as M u . The complexity of placement module is O (UM u F).
To summarize, the overall complexity of the ClusVNFI is the sum of the two phases mentioned above as
, which can be simplified as O(FM u LlogN ).
V. SIMULATION RESULTS
In this section, we evaluate the proposed ClusVNFI algorithm. We present our simulation settings, and then describe the network service generate model. In addition, we compare ClusVNFI with other three heuristic algorithms and analyze the simulation results.
The simulation results are obtained by averaging over 20 iterations, which are shown as follows. Fig. 4 shows the admitted rate of flows for ClusVNFI, SSH, SPH and GLL algorithms. When the flows are no more than 40, all incoming flows are admitted to the network, which is because that there are sufficient resources. Subsequently, as the number of flows increases, the admitted rate decreases gradually. ClusVNFI shows certain advantages over the other three heuristics algorithms, which is because that ClusVNFI has higher VNFI utilization rate. Namely, ClusVNFI decides whether to launch new node or not according to the popularity of VNFs, and whether to share the instantiated VNFIs or not according to the clustered access nodes of flows. That is, VNFs with similar popularity are clustered in one cluster to save bandwidth. In addition, ClusVNFI hosts VNFs not only on nodes of shortest paths, but on the nodes within one or two hops distance of the shortest paths. So ClusVNFI can admit more flows under the same conditions comparing with the other three heuristics algorithm. SPH only deploys VNFs required for flows on the shortest paths, if the nodes on shortest paths do not have enough resources to deploy the required VNFs, the flow will be rejected. Therefore, its admitted rate is lower than that of ClusVNFI. SSH launches new node only when the established ones are fully-loaded, it may lead to fast consumption of link resources. GLL algorithm may launch redundant VNFIs according to residual resource. For example, when v f i is to be deployed, GLL instantiates new VNFI on n v f i with maximum residual resource. But VNFIs which deployed the same type VNF have been established on other servers. Moreover, it does not consider the link resource. Fig. 5 and Fig. 6 show the comparison results of the VNFIs. Fig. 5 shows the number of VNFIs instantiated for the admitted flows, and Fig. 6 shows the instantiated VNFIs utilization versus the number of flows. In general, ClusVNFI shows certain advantages over the other three heuristics algorithms, which is because that ClusVNFI can share the VNFIs instantiated for the same type of VNFs required for different flows in the same cluster. To be specific, for a certain type of VNF, ClusVNFI instantiates new VNFIs only in the following two situations. The instantiated VNFIs are fully-loaded, and the VNFIs instantiated for VNFs of the same type are not on the best candidate nodes. That is, the flows in same cluster are sharing VNFIs to reduce the number of VNFIs and improve VNFI utilization. However, all of the other three heuristic algorithms do not consider sharing the instantiated VNFIs, which may lead to instantiate the redundant VNFIs for the same type of the required VNFs. Fig. 7 shows the average delay of all the admitted flows. SPH algorithm has the minimum average delay, which is because that their paths are routed along the shortest paths. ClusVNFI passes through the nodes on shortest paths or neighboring nodes within one or two hops along the shortest paths. The flows in same cluster can share the instantiated VNFIs. So ClusVNFI may lead to more delay than that of SPH algorithm. SSH algorithm launches new network node only when the established ones are fully-loaded. It deploys the required VNFs which may not be on the shortest paths. This may lead to more delay because only node resource other than link constraint is considered. GLL algorithm has the maximum average delay, which is because that it iterates to find the local optimum node to deploy each VNF required for each flow f ∈ F. It may cause the node scattering since the least loaded nodes in the network may not always be on the shortest path. Fig. 8 shows the average network hops versus the number of flows. The average network hops of SPH algorithm is better than that of others, which is because that VNFs required for flows are deployed on their shortest paths with zero path stretch, so its average network hops is minimized. ClusVNFI deploys VNFs on nodes of shortest paths and neighbors within one or two-hop distance. Moreover, the flows in same cluster are deployed by sharing the instantiated VNFIs, so its average network hops are more than that of SPH. SSH launches new node only when the established ones are fullyloaded. VNFs may not be placed on their shortest paths, which results in fast consumption of link resources. The average network hops of GLL algorithm are worst. This is because that before each deployment, GLL algorithm iterates to find the local optimum node to deploy the required VNF. VNFs may result in scattering since the distribution of the least loaded nodes in network is almost random. This leads to the VNFIs instantiated for a flow being hosted on different nodes in the network. Therefore, it only considers node resource but not link resource. Fig. 9 shows the link resource utilization versus the number of flows. SPH algorithm has lowest link resource utilization, which is because that VNFs required for flows are deployed on their shortest paths with zero path stretch. So its average network hops are minimum, and link resource utilization is the lowest. The exchanging traffic between VNFs with similar popularity accounts for a large portion of the total traffic. ClusVNFI prioritizes deploying VNFs with similar popularity on the same network node, aiming at reducing the occupied link bandwidth. In addition, the same type VNFs required for flows can share the instantiated VNFIs to reduce the number of instantiated VNFIs, so its link resource utilization is higher than that of SPH. While with the increasing of the admitted rate of flows, the consumption of link resources and node resources are higher than that of the other three heuristic algorithms. Therefore, the increasing rate of link resource utilization is higher. GLL algorithm only considers the node resources but not link resources. To be specific, it only hosts VNFs required for the admitted flows on the network nodes with the least load and resource consumption, regardless of whether the node is on the optimal paths. The nodes that satisfy the requirements are always not on their shortest paths, which leads to the path stretch and consume a large amount of link bandwidth. Moreover, SSH does not consider the link sources either. Fig. 10 shows the node resource utilization versus the number of flows. For the number of flows which are no more than 40, the node resource utilization of the four algorithms are almost the same. This is because that the node resources are adequate. When the number of flows are 40-70, the admitted rate of them are almost the same, the overall node resource utilization of SPH algorithm is the smallest, which is because that the required VNFs are only deployed on the nodes of shortest paths. It only considers the link resource rather than the node resource. When the number of flows are more than 70, the admitted rates of ClusVNFI, SSH and SPH are higher than that of GLL, so their increase rates in node resource consumption are higher than that of GLL. In addition, ClusVNFI considers both network hops and link load balancing, which sacrifices node resources to some extent. Therefore, its node resource utilization is not the best one. SSH algorithm has worst performance because it gives priority to place VNFs on the launched nodes, regardless of resource consumption. Fig. 11 shows the execution time for the 100 SFC requests. The longest execution time is GLL, which is because the algorithm uses greedy approach to deploy each VNF required for a flow. The algorithm complexity of GLL is O n l f . ClusVNFI uses tail VNF pairs to deploy SFC, all the possible paths are contained in the lf − 1 row matrixes D', its complexity of computation is O n 2 rather thanO n l f . Execution time of SSH is the shortest, which is because that it just deploys VNFs on the active node. So its complexity is the lowest.
VI. CONCLUSION
ClusVNFI has been proposed to solve the VNFI dilemma in NFVO to determine whether to instantiate new VNFI or share the instantiated VNFIs for deploying the required VNFs. A novel hierarchical cluster based methodology has been proposed, which includes both network-level based clustering and flow-level based clustering. By capturing the dependency between network-level and flow-level through clustering, ClusVNFI can achieve the tradeoff among multiple objectives including maximizing the number of admitted flows, minimizing path stretch, and improving VNFI utilization. Extensive simulation results have shown that ClusVNFI approach can improve the network utilization and VNFI utilization. Meanwhile, it has been demonstrated that ClusVNFI can improve the number of flows admitted to the network while avoiding path stretch.
