Abstract-As a canonical greedy algorithm, Orthogonal Matching Pursuit (OMP) is used for sparse approximation. Previous studies have mainly considered non-perturbed observations y = Φx, and focused on the exact recovery of x through y and Φ. Here, Φ is a matrix with more columns than rows, and x is a sparse signal to be recovered. This paper deals with performance of OMP under general perturbations-from both y and Φ. The main contribution shows that exact recovery of the support set of x can be guaranteed under suitable conditions. Such conditions are RIP-based, and involve the concept of sparsity, relative perturbation, and the smallest nonzero entry. In addition, certain conditions are given under which the support set of x can be reconstructed in the order of its entries' magnitude. In the end, it is pointed out that the conditions can be relaxed at the expense of a decrease in the accuracy of the recovery.
I. INTRODUCTION
Finding the sparse solution of the under-determined linear equation is a basic problem in some fields of signal processing, y = Φx.
(1.1)
Here, y ∈ C m , x ∈ C n , and Φ ∈ C m×n with m < n. Various algorithms have been put forward in order to recover x. They roughly fall into two categories:
Convex relaxation: The Basis Pursuit (BP) problem has been put forward, which is a direct approach that replaces the original sparse approximation problem with a linear programming problem. Many algorithms have been proposed to complete the optimization, including Interior-point Methods [1] and Projected Gradient Methods [2] .
Greedy pursuits: These algorithms iteratively build up an approximation by making locally optimal choices at each step. Several examples are Orthogonal Matching Pursuit (OMP) [3] , Regularized Orthogonal Matching Pursuit (ROMP) [4] [5] , and Subspace Pursuit (SP) [6] .
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For the above methods, the recovery process can be written as (N 0 )x = R(y, Φ, ·).
Here, R denotes the process of an algorithm, (·) denotes other possible inputs besides y and Φ, and outputx is the approximation of the original sparse signal x. Specifically, convex optimization methods of the first category have an unified formx = R(y, Φ), (1.3) while greedy pursuits methods of the second category have an unified formx = R(y, Φ, k), (1.4) where k denotes the sparsity.
(N 0 ) process is an ideal one, since the inputs y and Φ are non-perturbed. In such scenario, sparse signal can often be exactly recovered, i.e.x = x.
(1.5)
For example, under suitable conditions, OMP [7] , [8] , ROMP [4] , and SP [6] guarantee exact revocery (1.5). The condition for perfect recovery of BP solution in the ideal case has also been studied [9] . In practice, the observation vector y is often contaminated by noise. Thus a perturbed observation vector in the form of
is considered, where b denotes measurement perturbation. In such scenario, the recovery process can be written as
Plentiful studies of greedy algorithms such as OMP [10] , ROMP [5] , and SP [6] have considered the recovery accuracy in (N 1 ) process. It has been shown that OMP will exactly recover the support set of x from the perturbed observation vector, i.e. supp(x) =supp(x), if the coherence parameter μ satisfies certain requirements [10] (Th.3.1). Here, the support set supp(·) is defined as the set composed of the locations of all nonzero entries of a vector. The accuracy of BP solution in (N 1 ) process has also been studied [9] , [11] .
Existing results have mainly focused on the measurement perturbation, yet researches concerning the general perturbations are relatively rare. Here, the general perturbations involve a perturbed measurement matrix as well as a perturbed observation vector in the form of
(1.8)
In such scenario, the recovery process can be written as
It is necessary to consider (N 2 ) process when an algorithm is used to recover a sparse signal, because system perturbation as well as measurement perturbation always exist in practice. In many communications problems, such as when Φ represents a system model [12] , E denotes the system perturbation in realization. Also, b denotes the measurement perturbation such as when quantization effects on the observer's side introduce considerable noise to y.
Herman and Strohmer have studied the accuracy of BP solution in (N 2 ) process [13] . However, as far as we know, few researches have been done yet on the performance of OMP or other greedy algorithms in (N 2 ) process. Analysis of OMP considering general perturbations may benefit the analysis of many other greedy algorithms.
In this paper, a completely perturbed scenario in the form of (1.8) is considered and the performance of OMP in (N 2 ) process is studied. It is shown that under certain Restricted Isometry Property (RIP) based conditions the support set of x can be exactly recovered via OMP, i.e. supp(x) =supp(x), wherex = R OMP (ỹ,Φ, k). It is also demonstrated that the results generalize the previous study concerning OMP in (N 0 ) process in [7] .
The rest of the paper is organized as follows. Section II gives a brief review of OMP and revisits the RIP. Certain necessary notations and assumptions are also provided. Section III presents the main theoretical results on the completely perturbed scenario. Several extensions under special conditions are also presented. Section IV gives certain necessary proof and numerical simulations. The whole paper is concluded in Section V.
II. BACKGROUND

A. Orthogonal Matching Pursuit (OMP)
The key idea of OMP lies in the attempt to reconstruct the support set Λ of x iteratively by starting with Λ = ∅. In the lth iteration, a new element which denotes the column of Φ that has the largest absolute value of inner products with the residual r l−1 is added to Λ. Here, r l−1 comes from the former iteration that represents the component of the measurement vector y that cannot be spanned by the columns of Φ indexed by Λ. In this way, the columns of Φ which are "the most relative" to y are iteratively chosen. The support set of x is iteratively picked up, because y is linearly composed of columns of Φ weighted by the nonzero entries of x. The pseudo-code of OMP is described in Table I . 
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B. The Restricted Isometry Property (RIP)
The RIP for any matrix A ∈ C m×n defines, for each integer k = 1, 2, . . . , n, the restricted isometry constant (RIC) δ k , which is the smallest nonnegative number such that
holds for any k-sparse vector x. See [14] for more details.
C. Notations and Assumptions
Throughout this paper, the signal to be recovered is a sparse one. A vector x ∈ C n is k-sparse if it contains no more than k nonzero entries. Let {x(m j )} 1≤j≤n denote the entries of x rearranged in descending order by magnitude, i.e. |x(
When (N 2 ) process is concerned, it is necessary to consider the nature of b and E, and how they influence the process of OMP. This leads to the following considerations.
The symbols · 2 denotes the spectral norm of a matrix. Let · (k) 2 denote the largest spectral norm taken over all k-column submatrices. The perturbations b and E can be quantified with the following relative bounds,
2) where y 2 , Φ 2 , and Φ (l) 2 are nonzero. Throughout this paper, it is appropriate to assume that ε b , ε 0 , and ε are far less than 1.
III. CONTRIBUTIONS
In this paper, a completely perturbed scenario in the form of (1.8) is considered and the performance of OMP in (N 2 ) process is studied. The main results present the conditions where the support set of x can be exactly recovered via OMP. Furthermore, several extensions under specific scenarios are put forward. The performance on strong-decaying but nonsparse signals has also been discussed in Remark 7. The following theorems and remarks summarize the main results.
Theorem 1: Suppose that the inputs y and Φ of OMP algorithm are contaminated by noise as in (1.8) . Define the relative perturbations ε 0 , ε b and ε as in (2.2). Let t 0 = min j∈supp(x) |x(j)| and
If Φ satisfies the RIP of order k + 1 with isometry constant
where
3) then for any k-sparse signal x, OMP will recover the support set of x exactly fromỹ andΦ in k iterations, and the error between x and the recovered signalx can be bounded as
where the function
Remark 1: Theorem 1 generalizes the results of Davenport [7] and Liu [15] . If vector y and matrix Φ are unperturbed, then b = 0, E = 0, and ε 0 = ε b = ε = 0. Thus ε h = 0 and (3.2) reduces to
From (3.6) it can be seen that Theorem 1 concerning ideal scenario is even a little better than the statement in [7] and [15] . Remark 2: For OMP in the ideal scenario, exact recovery of support set of x means exact recovery of x. When a completely perturbed model (1.8) is concerned, unfortunately, it is unrealistic to achieve the exact recovery of x any more. However, it is not that frustrating because one can still recover the locations of nonzero elements of x. This is of great significance, because recovering the support set is a fundamental concern in OMP algorithm as well as in many practical applications. After the support set is exactly recovered, one can go further by considering the error between x and the reconstructed onex.
Remark 3: The right-hand side of (3.2) consists of two items. The former one is only related to k while the latter one is noise-related.
It is significant to properly interpret the elements in the latter item. First, one can see that the larger t 0 or the less ε h is, the weaker the requirement of δ k+1 is needed.
Second, the effect of b and E are reflected in terms of the worst-case relative perturbation ε 0 , ε b , ε. Therefore ε h , which denotes the overall effect of the noise, represents a worst-case effect of noise fromỹ andΦ. If more information on b and E is known, it may be possible to estimate a smaller value of ε h , which results in a weaker requirement of δ k+1 . In another viewpoint, it leads to a weaker requirement of t 0 when t 0 /ε h is fixed. This is of great importance because t 0 is the smallest nonzero entry of x and represents the capability of a sparse signal in resisting perturbations.
In addition, it needs to be pointed out that Q(k, t 0 /ε h ) should be greater than zero in order to be well defined. Thus one gets
It means that the entries of a sparse signal should be large enough in order to avoid being submerged in various noises. Remark 4: Theorem 1 considers a completely perturbed situation where neither b nor E is zero. However, it is also helpful to consider two specific situations: only b exists and only E exists.
Corollary 1: Suppose thatỹ,Φ, t 0 , and ε b meet the assumptions made in Theorem 1, andΦ = Φ, which means that only the observation vector is perturbed. Define
then OMP will recover the support set of x exactly fromỹ and Φ in k iterations. Corollary 2: Suppose thatỹ,Φ, t 0 , ε, and ε 0 meet the assumptions made in Theorem 1, andỹ = y, which means that only the measurement matrix is perturbed. Define
then OMP will recover the support set of x exactly from y andΦ in k iterations. Theorem 2: Suppose thatỹ,Φ, ε h , and t 0 meet the assumptions specified in Theorem 1, and that x is an α-strongdecaying k-sparse signal. Define
then OMP will recover the support set of signal x exactly fromỹ andΦ in k iterations. Remark 6: Theorem 2 tells that the recovery of a strongdecaying sparse signal can weaken the requirement of δ k+1 , and that the larger α is, the easier δ k+1 can be satisfied. To see this, notice that
and thus
Theorem 3: Suppose thatỹ,Φ, ε h , and t 0 meet the assumptions specified in Theorem 2, and that x is an α-strongdecaying k-sparse signal. If
then OMP will recover the support set of signal x exactly fromỹ andΦ in k iterations, and the recovery is in the order of the signal entries' magnitude. Remark 7: Theorem 3 reveals that if α is large enough, the support set of x is picked up in the order of its entries' magnitude. This is of great significance in many practical scenarios, such as when the algorithm stops before obtaining the complete support set. By picking up the locations of larger entries-often means more important ones-first, a more stable and effective recovery of the original signal can be achieved.
From another point of view, suppose that the signal x to be recovered is α-strong-decaying but not a sparse one. Therefore x can be written as the sum of x (1) and x (2) , where x (1) is composed of the largest k entries of x and x (2) is the "tail" of x. Now x (1) can be regarded as the sparse signal to be recovered while x (2) can be viewed as the error and can be absorbed in the measurement perturbation b in the form of Φx (2) . Consequently, the first k iterations of OMP can be interpreted as a process that selects the locations of the largest k entries of an α-strong-decaying but non-sparse signal. In this sense, Theorem 3 provides a RIP-based guarantee concerning the performance of OMP in the presence of general perturbations as well as performance on non-sparse signals.
At the end of the main contribution, it is pointed out that the requirement of δ k+1 can be weakened at the expense of a decrease in the accuracy of the recovery.
Theorem 4: Suppose thatỹ,Φ, x, and ε h meet the assumptions specified in Theorem 2. Define
and
then ink iterations, OMP will recover the locations where signal x has largestk entries. Remark 8: When s is greater than 1, Theorem 4 gives a strategy to weaken the requirement of δ k+1 at the expense of throwing the "tail" of x, i.e. the s − 1 smallest entries. Besides, when OMP stops at iterationk (k < k) and getk most important locations of the support set, Theorem 4 also indicates that the largerk is, the stricter the requirement of δ k+1 will be.
IV. NUMERICAL SIMULATIONS
Before proceeding to numerical simulations, the proof of (3.4) is given as follows. Notice that this error bound is different from what was given in the full length version of this paper.
According to (1.1) and (1.8), there is
Because Λ = supp(x) is exactly recovered, one has
Notice that
it can be concluded that
3) It has been mentioned in [7] that the theoretical upper bound of δ k+1 is 1/ √ k for exact recovery of support set, if δ k+1 is used as a sufficient condition for recovery of x. Thus, δ k ≤ δ k+1 < 1/ √ k. Applying this to (4.3), one finally gets (3.4). Numerical simulations are conducted by use of MATLAB as follows. In each trial a new matrix Φ of size 128 × 256 is randomly generated with independent normally distributed entries N (0, σ 2 ) where σ 2 = 1/128. A random vector x of sparsity k = 5, 10, 15, 20 is then randomly generated with nonzero entries uniformly distributed N (0, 1), and corresponding measurement vector y = Φx is calculated. Next, for each relative perturbation ε b or ε, which ranges from 0 to 0.1 with step 0.005, a different perturbation vector b or perturbation matrix E with independent normally distributed entries is generated. It is scaled so that b 2 = ε b y 2 or E 2 = ε Φ 2 . Finally, givenb and Φ, or b andΦ, the OMP algorithm is implemented for 1000 trials and the average and largest relative errors x−x 2 / x 2 are recorded (notice that the simulation focuses on the effect of measurement and system perturbations separately). The simulation results are presented in Fig 1 and Fig. 2 , where the theoretical upper bound is also plotted. The simulation results confirm the conclusion of Theorem 1: the relative recovery error scales almost linearly with the noise level ε b or ε when k is fixed. Also, it can be seen that the larger k is, the closer the simulated results are to the theoretical bounds.
V. CONCLUSION
In this paper, considering a completely perturbed scenario in the form ofỹ = y + b andΦ = Φ + E, the performance of OMP inx = R OMP (ỹ,Φ, ·) is studied.
Though the exact recovery of x is no longer realistic, Theorem 1 shows that exact recovery of the support set of x via OMP can be guaranteed under suitable conditions. Furthermore, the recovery error is estimated. This completely perturbed framework extends the prior work of Davenport and Liu on non-perturbed conditions. In addition, it is studied of two specific situations, i.e. only measurement perturbation exists and only system perturbation exists.
Moreover, when x is an α-strong-decaying sparse signal, several extensions of Theorem 1 are put forward. Theorem 2 reveals that to guarantee the exact recovery of support set, the requirement in Theorem 1 can be weaker. Theorem 3 demonstrates that if α is large enough, the support set of x is picked up in the order of its entries' magnitude. In the end, Theorem 4 gives a strategy to weaken the requirement.
