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Abstract
In this study a Computational Fluid Dynamics (CFD) code to solve the two-dimensional
subsonic ﬂow around simple geometry airfoils is developed. The presented method
departs from the Euler equations and through a ﬁnite-volume explicit time-marching
method produces the solution of all the variables of the potential ﬂow. Furthermore,
some variations of the main code using diﬀerent discretization schemes are used in order
to compare their results. Also a simple meshing code was also designed and included in
the main software in order to produce the structured grid the solver works with. The
fundamentals of all of them are also presented in this study along with a detailed ex-
planation of the software's functioning and a proper validation of the results. Finally,
further code improvements are suggested.
xi
Abstract
Miguel del Moral Cejudo xii
Nomenclature
ρ Air density [kg/m3]
u Air horizontal velocity [m/s]
v Air vertical velocity [m/s]
e Air internal speciﬁc energy [J/kg]
p Air pressure [Pa]
T Air temperature [K]
Q Vector of characteristic variables (Euler Equations)
E Vector of ﬂuxes (Euler Equations)
F Vector of ﬂuxes (Euler Equations)
d Vector of artiﬁcial dissipation (Jameson's model)
R Air speciﬁc constant [J/kg·K]
γ Air adiabatic index
cv Air speciﬁc heat at constant volume [J/kg·K]
M Mach number
t Time [s]
4t Time step [s]
i Horizontal numeration in a grid
j Vertical numeration in a grid
θ Inclination angle of the grid [rad]
α Angle of attack [rad]
b Mean aerodynamic chord [m]
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Chapter 1
Aim
The aim of this study is the development of a Computational Fluid Dynamics (CFD)
code to solve external compressible two-dimensional ﬂows around simple geometries.
The code will work with the Euler equations by means of a discretization based on a
ﬁnite-volume method and an explicit time marching method in order to analyze the ﬂow
around an airfoil, whose results will be presented.
1
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Chapter 2
Scope
In this chapter it is made a brief explanation of what the lecturer will (section 2.1) and
will not ﬁnd (section 2.2) in this study.
2.1 In Scope
The points that this study covers are:
 State of the art brief research about the CFD traditional methods.
 Explanation of the fundamentals used for the construction of the software, i.e.:
explanations about the Euler equations, ﬁnite-volume methods, explicit time-
marching methods, meshing and some special recipes needed for a good func-
tioning.
 Development of the code.
 Detailed explanation of the functions and sub-functions the software uses, along
with its mathematical meaning.
 Detailed explanation of the instructions to run the code.
 Obtaining of results for simple geometries in particular ﬂow conditions.
 Validation of the obtained results with other sources.
 Project budget and environmental impact.
 Conclusions and future improvements.
3
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2.2 Out of Project Scope
The points that this study does not cover are:
 The non-steady solution of the ﬂow. Although the basics here presented could give
a proper transitory solution of the ﬂow and the designed software even creates a
sort of transitory solution, the method used lacks the accuracy needed to obtain
a good simulation during this period.
 Any non-stationary initial condition i.e. the code cannot work with air gusts
neither variations in the angle of attack nor aeroelastic phenomena.
 The viscosity of the ﬂow, which does not exist in the Euler equations, and therefore
the analysis of the boundary layers.
 Three-dimensional ﬂows.
 Supersonic ﬂows.
 Airfoils with complex geometry i.e. airfoils with ﬂaps or slats.
 Non-structured grids.
 Performance of any solved airfoil. The ﬂow around an airfoil is computed and the
results contrasted but this does not cover the whole performance analysis of the
airfoil but the behavior of the airfoil for a certain conditions.
Miguel del Moral Cejudo 4
Chapter 3
Justiﬁcation
The increasing complexity in the aerodynamic design of aircraft and other non-airborne
machines such as wind turbines along with the need of more sophisticated and accurate
systems leads inevitably to put more eﬀort and resources in the empirical simulation
carried out by wind tunnels. Nevertheless, the growth in the needed resources for this
matter is exponential, as shows ﬁgure 3.1 and it is believed to keep growing in the
following years.
Figure 3.1: Time of wind tunnel ours over time for diﬀerent aircraft. Extracted from
[19].
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At the same time, in the last decades, another exponential growth has been experienced
in the computational power of electronic devices. The continuous development of new
processors has allowed to increase more than one thousand times the computational
power in the last twenty years, as shows ﬁgure 3.2. And although it seems that in
the recent years the rise in the velocity of processors has been stalled, thanks to the
development of multiprocessor devices the increasing in computational power is going
to be assured.
Figure 3.2: Evolution of processors performance measured in MIPS (millions of instruc-
tions per second). Extracted from [20].
This double phenomenon between the increasing need of resources in the wind tunnel
industry and the rise in the computational power has caused that, in the last decades,
great part of the resources dedicated to the ﬁrst one were moved to the latter, as indicates
ﬁgure 3.3. In addition, due to the tendency of the two mentioned causes, it is believed
that this diversion of resources is going to keep growing in the next years.
Therefore Computational Fluid Dynamics (CFD) can be understood not only as a need
of the aerospace industry but also as a product of the market that takes place in order
to minimize the costs. It is in this frame where the present work is developed.
Miguel del Moral Cejudo 6
Figure 3.3: Wind tunnel hours versus computing time hours. Extracted from [19].
Alternatively, the justiﬁcation for the election of an airfoil compressible problem lies on
its low complexity along with the methods used. While it is a relatively easy problem
which has been broadly treated and solved by diﬀerent authors, the fundamentals used
in this project are the same than for other problems of more advanced complexity. This
problem hence could be considered a good beginning to initiate in the CFD world and
although the current existence of codes that deal with this problem, the treatment of
it is completely needed in order to get the deep knowledge required to make further
developments and tackle more diﬃcult problems.
7 Miguel del Moral Cejudo
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Chapter 4
Introduction
This last year project is an academic study developed in order to get a tough basis in the
ﬁeld of Computational Fluid Dynamics (CFD). Furthermore, the knowledge obtained
will be used for the construction of a code to solve Euler equations around subsonic
airfoils.
First of all, on chapter 5 it is estimated the environmental impact of this study. In
chapter 6, the budget of the project is presented. Here note that this is an academic
study and therefore there was not any kind of remuneration, then this chapter has to
be understood as a practical exercise to give an idea of the cost of a project of this
characteristics out of the academic frame. At this point it is necessary to remark also
that, due to the nature of this study, neither economic viability was made. This project
did not pretend to exploit or sell the designed code but to bring knowledge in the CFD
ﬁeld necessary for further developments.
In chapter 7 an state of the art description is made. This section focuses on the numerical
tools traditionally used to solve Euler equations, giving a brief description. Some of these
mathematical tools have more than sixty years but are still present in the industry and
it was considered that, at least, having an idea of them was completely necessary to get
a global view of the problem presented and its solutions.
Later, in chapter 8, the fundamentals used to the development of the code are presented.
Here can be found a former explanation of the ideas over which the method used is built.
Furthermore, the diﬀerent alternatives considered and taken into account are explained.
This chapter is complemented by chapter 9, where an exhaustive description of the codes
built is made.
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During the development of this study diﬀerent codes were programmed in order to
consider diﬀerent options, schemes and geometries. In addition, this allowed the author
to move from simpler problems to more complex ones with comfort, giving an idea of
the diﬀerent complications that can appear. This draws the evolution of the study and
also shows a clear path for others to follow. Due to this multiplicity of codes in chapter
9, the code description is made in a modular way, giving an idea of the general structure
of each part of the code or explaining the detailed functioning of some of them instead
of explaining each code point by point.
The results of the diﬀerent codes and geometries are presented in chapter 10. Here
is speciﬁed which methodology has been followed in order to get the results, which are
presented mostly in form of pictures and graphics. Furthermore, the results are analyzed.
Those that can be labeled as preliminary results (such as the ones coming from the
cylinder), because do not allow to achieve consistent results but give interesting ideas
of determined phenomena, are analyzed in a more qualitative way. The ﬁnal results, on
the contrary, are not only analyzed in a qualitative way but also validated comparing
with other methodologies in order to evaluate the goodness of the ﬁnal code. As it will
be shown, this ﬁnal code is able to solve simple airfoils in subsonic compressible ﬂows.
The conclusions obtained from these results are summarized in chapter 11.
Finally, on chapter 12 some comments and indications to future developments are made.
Miguel del Moral Cejudo 10
Chapter 5
Environmental Impact
The environmental impact of this study, due to its characteristics, could be considered
negligible. Nevertheless, it is a matter of moral responsibility to be aware of our own
environmental footprint. According to this, some numbers were made.
This study, which includes the writing of the report, the annexes, the programming code
and the running of the designed software, was made with a laptop computer HP Pavilion
g6 which is supplied with an AC power adapter with a DC output of 19.0V and 4.74A.
According to what is shown in chapter 6, the total length of the study is 447 hours.
Then the total amount of energy used during the project can be estimated as:
E = 19.V ·4.74A·447h
3600s
1h
→ E = 144934.55kJ
According to [22], the emission of CO2 per TOE (Tonne of Oil Equivalent), which is
equivalent to 41868MJ , in Spain is 2.1. Then, supposing than the electrical supply
system is fed by a non-renewable or nuclear source, the amount of emitted CO2 can be
estimated as:
MCO2 = 144934.55kJ
2.1kgCO2
41868kJ
→MCO2 = 7.269kg
In addition, the study was printed in paper according to the rules of Universitat Politèc-
nica de Catalunya. The total amount of pages (of 5g each) between the report and the
annexes was of 333. In order to minimize the used paper it was printed two-faced, thus
the total amount of paper used was:
Mpaper = 167 sheets
0.005kg
1 sheet
→Mpaper = 0.835kg
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Other sources include a compact disc and a folder along with the four plastic covers and
the two hoops needed to bind the two volumes of this study (report and annex), needed
also to fulﬁll the college rules.
As can be seen, the environmental footprint is minor but can be still reduced if the paper
is recycled after its use, or if the work was not printed but submitted in its original digital
format.
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The present study was carried out in 447 hours during several months of work. For
its development diﬀerent tasks were needed and these were grouped in blocks according
to their similarity as shows ﬁgure 6.1, where human resources are measured in units of
time.
The task that needed more time was the creation of the solver function, which is the
main body of this study, followed by the writing of the report and the creation of the
meshing function along with the previous training. Nevertheless, given that great part
of the time was used to the proper training in CFD techniques, in the programming
language and in the using of the used programs, tasks more proper of a student than of
a professional engineer, these where not included in the ﬁnal sum as indicates table 6.1.
Furthermore, the following programs where used and thus, their license price has to be
included.
Figure 6.1: Distribution of human resources.
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 LYX, latex text editor. Used for the writing of the report and the annex. License
price: free.
 Google Chrome. Web browser. Used for the study search. License price: free.
 Adobe Reader. Reader. Used for reading articles. License price: free.
 Microsoft Oﬃce Excel 2013. Computing sheet. Used to do charts and printing of
results. License price: free (DreamSpark college agreement).
 MATLAB Student Suite. Engineering tool. Used for the printing of results. Li-
cense price: 69¿.
 Microsoft Visual Studio 2012. Programming tool. Used to program the code.
License price: free (DreamSpark college agreement).
 Intel Parallel Studio XE 2013. Microsoft Visual Studio module for programming
in f90. Used to program the code. License price: free (DreamSpark college agree-
ment).
As can be seen most of the programs were freeware or have an special agreement with
the college to provide them freely. This fact has to be pointed out because some of this
programs are really expensive and without these agreements the present study could not
have been carried out.
Finally, the table 6.1 indicates the ﬁnal computation of the costs.
Reason Amount [¿]
Formation (90h at 0 ¿/h) 0
Engineer work (357 h at 20 ¿/h) 7140
Programs with free license 0
Programs with college agreement license 0
MATLAB Student Suite License 69
Printing costs 83.5
TOTAL 7292.5
Table 6.1: Project costs.
It has not been included the electricity cost nor the price of the computer because
it is considered as a personal expense. Neither the computer nor the electricity were
exclusively used for the development of the study. The cost of printing the document in
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paper is an estimation (0,5 ¿/page) because the exact cost was not known before being
printed. The ﬁnal budget of this study is then 7292.5 ¿.
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Chapter 7
State of the art
In this chapter is presented a brief state of the art description regarding to Computational
Fluid Dynamics and, concretely, in reference to solve compressible inviscid subsonic
ﬂows. Due to the great amount of methods, techniques and software in this ﬁeld, the
chapter focuses only on the more traditional approaches. Furthermore, some methods
and software can be used to compare and validate the results of this study hence some
notes on this matter are also added.
7.1 History and background
The fundamental basis of Computational Fluid Dynamics were established in the XIX
century with the Navier-Stokes equations that describe the movement of ﬂuids. Despite
that, the analytic solution of this set of equations was, and still is, unknown and, due
to the lack of computational power, dealing with these complex problems became unap-
proachable. It was not until the appearance of the ﬁrst computers than the ﬁrst serious
attempts to solve a proper CFD problem were made.
One of the earliest attempts were made in 1922 by Lewis Fry Richardson in his book
Weather Prediction by numerical process and although he made his calculations by
hand and produced dubious results, set the basis for modern CFD. Some better results
were obtained in the 1940s following similar principles but using the ENIAC machine
(Electronic Numerical Integrator And Computer).
But the ﬁrst work using computers to model a ﬂuid ﬂow, as governed by the Navier-
Stokes equations, was not until the 1960, when Francis H. Harlow and his team at Los
Alamos National Lab developed a variety of numerical methods able to simulate transient
two-dimmensional ﬂuid ﬂow. The ﬁrst papers about CFD date from this decade with
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authors such as John Hess, who designed the ﬁrst panel method, or Paul Rubbert and
Gary Saaris, who described the ﬁrst lifting Panel Code for Boeing Aircraft.
Nevertheless, it was not until the decade of the 1980s when the computational power
was enough to develop exhaustively the CFD techniques, methods and codes over which
the modern industry lay down today.
In fact, nowadays the computational power is high enough to make possible the de-
velopment of these codes in personal computers, this has made the CFD accessible to
everyone and thus the knowledge in the area grows day by day. In addition, there are
plenty of diﬀerent sophisticated commercial software such as Fluent or its free competi-
tor, OpenFoam, ready to solve very complex problems. However the aim of the present
project was to understand the basics of the CFD instead of solving any complex problem
and hence this kind of software were avoided.
7.2 Methods for Computational Fluid Dynamics
In order to solve subsonic external compressible ﬂows one can turn to two family of
mathematical models, the Navier-Stokes equation and the Euler equations. The ﬁrst set
of equations determines the behavior of a viscid compressible ﬂow while the second one
is a simpliﬁcation which omits viscosity. For that reason, Euler equations are simpler
and therefore are a better choice to start in the CFD world.
Nonetheless, solving Euler diﬀerential set of equations are not the only able procedure
to solve inviscid compressible ﬂows. The ﬁrst approach to this problem will probably
be the Linearized Potential Compressible Model because with the proper simpliﬁcations
can be reduced to an analytical model, which is easy to handle than a numerical model.
However, the great amount of hypothesis made leads to a low accuracy. Another inter-
esting approach that can also be considered as analytic was the Prandtl-Glauert analogy,
but cannot be used always.
In consequence, if one looks for a model closer to the reality, which is not real at all
due to the inviscid quality of the model, it is completely necessary to turn to numerical
methods. In that sense, solving a ﬂuid dynamics problem can be similar to solve problems
of diﬀerent ﬁelds, such as electromagnetism or solid mechanics, whose physical models
are diﬀerent. Traditionally, there has been three great families to set out the numerical
solution of these problems: ﬁnite diﬀerences, ﬁnite volumes and ﬁnite elements. Due
to the time dependence in the model equations, these families have to be used along
with some additional tool to relate this time dependance, and again there are plenty
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of diﬀerent techniques but here are presented mainly two great groups: time-marching
methods and iterative methods.
Once chosen between these numerical tools and after constructing an entire method it
is necessary to validate it. In order to do this one can use the analytical model of the
Linearized Potential Compressible Model or the Prandtl-Glauert analogy (depending the
case), but due to the simpliﬁcations and requirements usually the diﬀerences between
both models can be too large to make a proper comparison. A very aﬀordable solution
can be found in the so-called Contour Methods, which instead of solving the entire ﬂuid
only solves it in the airfoil wall. These methods have been broadly used, and still are,
due to the great ratio between goodness of the results and complexity of the model.
One of the most popular methods within this family are the Panel Methods. These,
nonetheless, follows an incompressible model hence only can be used to compare to the
solution of the Euler equations at low Mach numbers.
7.2.1 Linearized Potential Compressible Model and Prandtl-Glauert
analogy.
The Euler equations that models an inviscid potential ﬂow can be easily simpliﬁed to its
steady form by neglecting any time-dependence. Then, assuming that the variation of
density is very low, which is aﬀordable for low velocities, the entire model is simpliﬁed
to the Laplace equation, which is relatively easy to handle and has analytical solution
for some boundary conditions. This was one of the ﬁrst models studied, but relays on
its hypothesis: inviscid, steady and incompressible ﬂow.
In order to solve a compressible ﬂow it cannot be considered the assumption of constant
density and this makes the problem more diﬃcult. Nevertheless, under the assumption
of low variations of the airfoil to a reference plane, (i.e. low thickness, curvature and
angle of attack), the model equation simpliﬁes to a variation of the Laplace equation
where the derivative in the ﬂow direction has a constant coeﬃcient. This allowed to
solve compressible ﬂows but only for symmetric airfoils and low incidence angles.
The similarity between the incompressible and the linearized compressible model drove
Prandtl and Glauert, almost at the same time, in 1928 to attempt to solve subsonic
compressible linearized problems departing from incompressible problems, and so they
found the so-called Prandtl-Glauert analogy. The essence of this method is simple:
having two subsonic problems, designed as 1 and 2, deﬁned each one by its diﬀerential
equation and its boundary conditions, if throughout a change of variables both problems
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can be expressed in the same way, both problems share the same solution. Therefore,
if one has the numerical solution, or even the experimental solution of one of the two
problems, with the proper mathematical manipulation one could ﬁnd the solutions for
the other one. This, at the same time, allowed to relate compressible and compressible
problems.
More details of these solutions can be found at [6].
7.2.2 Numerical approaches
Traditionally there has been three forms to lay out any problem governed by a diﬀer-
ential set of equations: ﬁnite diﬀerences, which works with the diﬀerential form of the
model equations; ﬁnite volumes, which uses the integral form; and ﬁnite elements, which
reformulates the problem to a variational form.
Note that, as it has been previously mentioned, the application range of these methods is
very wide and move from Computational Fluid or Solid Dynamics to Electromagnetism.
However, the three of them share some similarities. In particular, as any numerical
method requires of a spatial discretization but, furthermore, in case of a non-steady
problem, require also of a time dicretization and a speciﬁc solver algorithm. This later
requirement will be dealt later in the next section.
7.2.2.1 Finite diﬀerences method
Although ﬁnite diﬀerences methods, due to its simplicity and its diﬀerential nature,
lacks of certain consistency to solve complex problems, they could be considered the
basis for the other two methods presented here. They relay on the very deﬁnition of
derivative itself to transform a diﬀerential equation to a diﬀerence equation. Therefore,
any derivative becomes a proportion between increments and this, with a proper dis-
cretization, allows to approach any diﬀerential equation with an accuracy proportional
to the number of diﬀerences or discretizations made. Nonetheless, this is the easiest
approach. Higher order schemes can be used departing from Taylor series.
Specially when working with ﬂuids ﬁnite diﬀerence suppose a problem. With this method
the ﬂow is discretized just by a group of points that do not take into consideration any
geometry and this, with non-rectangular uniform grids, lead to high discretization errors.
In order to avoid this, ﬁnite volume and ﬁnite elements were created.
An exhaustive and very educative explanation in ﬁnite diﬀerences methods can be found
in [3].
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7.2.2.2 Finite volumes method
The deﬁciencies common from Finite Diﬀerences Method are resolved by transforming
the diﬀerential equation to its integral form by using the divergence theorem and then
applying diﬀerences methods to translate the diﬀerential expressions. By doing this one
discretizes the ﬂow, in case of a CFD problem, not into a bunch of points but into a group
of cells (or ﬁnite volumes) that covers the entire ﬁeld and where the model diﬀerence
equation is fulﬁlled. This avoids the errors associated to the simplicity of only impose
the fulﬁlling of the model equation in some points.
This intuitive approach is what is known as Finite Volume Method. The discretization,
besides, can be made in many diﬀerent ways: one could chose to evaluate the properties
in the center of the cell or in the vertex, choosing one geometry for the ﬁnite-volume
or another. Furthermore, these methods accumulates all the formulations and schemes
common from ﬁnite diﬀerences methods.
Due to its good compatibility with the Euler equations it was chosen this method to
made this study, hence the following chapter deepens in the mathematical formulation
and application of ﬁnite volumes. However, more information of this method can be
found in [1] and [2].
7.2.2.3 Finite elements method
The ﬁrst layout of Finite Elements Methods was made in 1943 by Richard Courant,
who tried to ﬁnd approximated solution to an acoustic problem. Later, in 1956 Turner
et al. established a broader deﬁnition of this method and applied to the elasticity and
deformation of complex structures. Lately, thanks to the increase in computational
power and its broad applicability, this group of methods have become probably the
most popular ones, specially for structural analysis.
From a mathematical point of view, Finite Element Methods are characterized by a
variational formulation. This discretization strategy transforms the diﬀerential equa-
tions system in its integral form to a system of linear equations that can be handled
through linear algebra. In order to do this, there are diﬀerent approaches but one of
the most popular uses the Galerkin formulation, named after one of the Russian mathe-
matician than created it. It is not the objective of this introductory text to enter in the
fundamentals of this formulation but to give a very general idea of the ﬁnite-element
methods hence the details are omitted. However one can easily ﬁnd a proper explanation
of this method in any book of the matter. A practical example of the application of this
21 Miguel del Moral Cejudo
Chapter 7. State of the art
method to the construction of a CFD software can be found in [7].
7.2.3 Solver algorithms
Once applied the discretization and layout of one of the numerical approaches previously
explained there are still two points pendents: the algorithm to solve the system of
diﬀerences equation and, in case of non-steady problems, the time discretization. There
are a lot of algorithms and numerical methods to achieve this, and again, the aim of
this text is just to introduce them. Mentioning all of them would take too much time
and would not give information needed to understand the method followed in this study.
Because of this reason they were grouped in two family of methods: iterative methods
and time-marching methods. Additionally, has been add a third category grouping some
interesting techniques that cannot be integrated within these other two.
7.2.3.1 Iterative methods
Under this title the author pretends to conceptually group all those methods that solve
a system of diﬀerences equation by an iterative process. This methods require a lot
of computational power, it is for that reason that are usually avoided in non-steady
problems where each time step would require to solve a diﬀerent system of equations, and
in linear systems where usually applying simple algebraic methods is computationally
cheaper.
Some of the most famous methods inside this category are the Relaxation Methods and
the Multigrid Methods. More information can be found in [1] and [2].
7.2.3.2 Time-marching methods
Time-marching methods are those which take advantage of the time dependence of the
diﬀerential equations to solve them. In order to do this it is required a time discretization
and to know the initial conditions. One of the beneﬁts of these methods over iterative
methods is that the computational power required is used to obtain the transitory solu-
tion instead to follow an iterative process. Due to the proﬁtability of the intermediate
solution are broadly used in the industry, not only to predict transitory behaviors but
also to obtain an steady solution departing from an arbitrary initial condition.
Within this family of methods one could ﬁnd diﬀerent techniques but they are usually
grouped into what is called explicit time-marching methods and implicit time-marching
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methods, which diﬀer on the time discretization used. This is explained with more detail
in section 8.3.
This study focuses on explicit time-marching methods due to its simplicity. Implicit
time-marching methods, although unconditionally stable, usually need of additional res-
olution systems with add complexity to the method but also require more computa-
tional power. Concretely it was used a Runge-Kutta fourth order explicit time-marching
method, which has been very used to solve ﬂuid dynamics problems. Article [7] shows
an example of implementation of this method.
7.2.3.3 Other methods.
The two previous categories of solver algorithms group some of the generic approaches.
There are, however, many diﬀerent ways to solve a system of diﬀerential equations
and some of them, although rely partially on the two previous categories, could not be
considered completely within them. Therefore some lines are required to deal with these
alternatives.
Sometimes, due to the hypothesis considered and the system of diﬀerences equations
used one has to confront a linear system. If that is the case one do not need to turn to
iterative methods, one can solve it by using one of the classic matrix resolution methods
such as Gauss-Jordan or Kramer to diagonalize matrixes. But, depending on its size
this could be computationally expensive, specially when working with time-marching
methods where each time step would require the resolution of this matrix. In these cases
it is highly recommended to pay attention to the resolution algorithm because sometimes
there could be more aﬀordable techniques depending on the problem. For instance, if one
could express the system as a tri-diagonal matrix, which is very common in some simple
ﬁnite-diﬀerence problems, one could turn to Tri-Diagonal Matrix Algorithm (TDMA)
or Thomas Algorithm, which is very eﬃcient. A former explanation of Thomas Method
can be found in [3].
However, Euler equations are non-linear and thus a linear system will not be, a priori
at least, susceptible to be solved by these methods of linear algebra. Despite that, there
is a method to make Euler equations, or any other system of diﬀerential equations,
locally linear. By means of using the Jacobian matrix of the diﬀerential equation on
can move from a non-linear system to a decoupled linear system, but this only can
be considered lineal locally because the parameters of the Jacobian matrix depend on
the variable values on each point. Furthermore, this methodology conduce to very
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interesting conclusions. The Jacobian eigenvalues result to be the Riemann invariables,
which tells us how the information propagates in the ﬂuid and this, at the same time,
is the departing point of the Spectral Analysis of the system, which is a formal study of
the stability of the method. The mathematical explanation of this could be matter for
a study by itself thus in order to learn more the lecture of [1] is recommended.
The use of the Jacobian matrix to transform to a locally linear system allows a diﬀerent
approach to the problem and hence other methods were developed in order to use its
beneﬁts. One of the most, popular are the Roe scheme, whose practical application
can be found in [7] and a brief explanation in [15]. Although these beneﬁts, this ap-
proach was avoided because do not use a conservative nomenclature. It was considered
that the variables used are not so close to its physical meaning and therefore identify
some problems during the construction of the algorithm and the software could be more
diﬃcult.
7.2.4 Contour methods
Contour methods are a group of potential incompressible methods that have been used
since the beginnings of CFD in the decade of 1960. They depart from the potential
steady incompressible form of Navier-Stokes, which is the Laplace equation, and by
applying the wall boundary condition over a singularity distribution are capable to solve
the velocity and pressure ﬁeld in the immediate vicinity of the airfoil, for that reason
they are referred as Contour Methods.
This kind of methods have the best proportion between accuracy and computational
power required. In consequence can be, and are, used to solve not only airfoils but also
wings or blades. Software such as Xfoil or GH Bladed use these techniques.
Although their beneﬁts, these methods are not capable to give the solution of the whole
ﬁeld nor work with compressible non-steady problems. Therefore cannot be used to
solve the complete set of Euler equations. Despite that, they became a good tool in
order to compare the results because Euler equations can give steady results within the
incompressible range of velocities. In that sense, Contour Methods have been also very
used to validate codes that solve Euler equations.
Two examples of the most famous Contour Methods are the Panel Methods and the
Lifting Line theory, although this later one is sometimes labeled also as Panel Method.
A former explanation of these two methods and its application to the aerodynamic
analysis in wind turbines can be found in [9] and [10].
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In order to validate the results, the present study compared them with the ones obtained
from a Panel Method known as Bi-dimensional Discrete Sources method. This technique
follows the fundamentals of a Contour Method using Neumann boundary conditions but
is only suitable for symmetric airfoils without angle of attack. The code used was
developed by Temprano (a similar study can be found on [9]).
More details about Contour Methods can be found in [5].
7.3 Note on commercial software
Numerical methods do not have complete meaning without a computer, because all the
procedure here presented require such a great amount of steps and arithmetic calcu-
lations that would not be aﬀordable otherwise. Therefore, besides the mathematical
fundamentals and the solver algorithms it is necessary to implement them programming
a code in order to be able to obtain results. This is the aim of this study.
Nonetheless, there are already commercial and independent software which follow these
numerical methods and algorithms. Furthermore, some of them are specialized in Com-
putational Fluid Dynamics. This study do not pretend to build a competitor software
but to learn the machinery and fundamentals behind these programs. Furthermore, the
techniques implemented in these CFD programs are usually so many that to learn to
use the own program could be considered an study of similar range to this present one.
The number of CFD commercial software available is quite high but one of the most
known is OpenFoam. It is interesting to consider this one because has an open license,
therefore it is accessible to everyone and improvable by everyone. In consequence to
this, it is relatively easy to ﬁnd solutions produced by this code and these could be a
very interesting material in order to compare and validate the results produced by our
own code.
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Fundamentals
In the present chapter it is presented the fundamentals of ﬂuid dynamics and numerical
methods needed for the construction of the software.
8.1 Euler equations
The model equations for ﬂuid dynamics are the Navier-Stokes equations, constituted
by the Conservation Laws of mass, momentum and energy. Nevertheless, the model
equations used on this work and the ones the developed code work with are the Euler
equations.
Euler equations are a simpliﬁcation of the Navier-Stokes equations that can be easily
obtained by neglecting the viscosity and heat conduction terms. In two-dimensional
Cartesian coordinates, the diﬀerential form of the Euler equations (without source terms)
can be written as:
∂Q
∂t
+
∂E
∂x
+
∂F
∂y
= 0 (8.1)
with
Q =

q1
q2
q3
q4
 =

ρ
ρu
ρv
e
 , E =

ρu
ρu2 + p
ρuv
u(e+ p)
 , F =

ρv
ρuv
ρv2 + p
v(e+ p)
 (8.2)
Where Q is the vector of characteristic variables, and E and F contain the convection
and pressure forces terms for each equation which depend on the ﬂow density ρ, the
horizontal component of the velocity u, the vertical component v, the pressure p and
the total energy per unit volume e. The total energy e includes internal energy per unit
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volume ρ (where  is the internal energy per unit mass) and kinetic energy per unit
volume ρ(u2 + v2)/2. It can be seen that the set of equations 8.2 has ﬁve unknown
variables (ρ,u, v, p, e) and just four equations. Therefore, in order to solve the system it
will be necessary to use a complementary relationship. For ﬂows such as air an equation
of state such as the ideal gas law can be used:
p = ρRT (8.3)
WhereR is the speciﬁc gas constant. Nevertheless, equation 8.3 introduce a new variable,
the temperature T which is already included in the total energy e according to what is
sometimes labeled as the caloriﬁc equation of state, which states:
e = ρ+ ρ
(u2 + v2)
2
= ρ(cvT +
(u2 + v2)
2
) (8.4)
Note that equation 8.4 assumes that the ﬂow is a calorically perfect gas, thus the speciﬁc
heat at constant volume (cv) dependance with temperature or pressure is omitted. This
simpliﬁcation is not completely true but give enough accuracy to work with without
increasing the complexity of the system. Equations 8.3 and 8.4 complete the set of
equations needed.
At this point some comments are necessary. First of all, by simplifying from Navier-
Stokes to Euler equations one moves from a viscid ﬂow to a potential ﬂow and thus,
unless some numerical device was applied, the ﬂow losses its capability to dissipate any
perturbation. Although this changes the nature of the problem, interesting results can
be obtained specially with low-density and viscosity ﬂows such as air. If one does not
want or does not need to consider boundary layer eﬀects, as it is the case, Euler equations
are a good choice.
From a mathematical point of view, one of the most interesting beneﬁts of using Euler
equations is that the second order derivatives, typical of viscosity, vanish. Nevertheless,
despite the simpliﬁcation and its beneﬁts one has to highlight the fact that the partial
derivative system keeps being non-linear. This plays an important role at the moment
of choosing a solver or another.
Finally, note that the present form of the equations does not expand derivatives of
products. This is called conservation-law or conservative form and can lead to diﬀerent
numerical solutions than a non-conservative form where the products are expanded.
Conservation form is chosen above non-conservative because it is more appropriate for
solving ﬂows with features such as shock waves.
More details can be found at [1] and [2].
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8.1.1 Boundary conditions for airfoils
Besides the presented system of partial diﬀerential equations one requires of certain
boundary conditions to solve the problem. When working with airfoils in a compressible
subsonic and stationary ﬂow, these boundary conditions are two:
1. Internal boundary condition: ﬂow tangent to the airfoil surface, that can be stated
as
(u, v)airfoil · nairfoil = 0 (8.5)
where nairfoil is a unit vector normal to the surface and pointing outwards.
2. External boundary condition: ﬂow at great distance remains almost unperturbed.
x2 + y2 →∞ then ρ, u, v, T, p ≈ constant (8.6)
Note that this boundary condition is just valid for subsonic ﬂows, where the in-
formation travels in all directions. For a supersonic ﬂow the conditions cannot be
imposed downstream.
Other methods, specially the ones which work only with potential ﬂows, also need of
a third boundary condition, the Kutta's hypothesis. However with the method here
presented this is superﬂuous, because the method here used is not a contour method
but a method to solve the complete ﬂow around the airfoil, hence this condition does
not need to be applied.
Besides the boundary conditions, due to the time-marching method that will be later
explained, it will be necessary to know the initial values of all the variables in all the
space. This cannot be known without experimental analysis in a wind tunnel, so the
initial values will be invented following the criteria stated in section 8.5. In the same
way there are also another necessary fundamentals regarding to the boundary conditions
that are not presented here because it was considered that some other principles should
be known before following with the ones regarding the contour conditions.
8.2 Fundamentals of ﬁnite-volume method
Finite volume-methods have become popular in CFD as a result, primarily, of two ad-
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vantages. First, they ensure that the discretization is conservative (mass, momentum
and energy are conserved in a discrete sense). While this property can usually be ob-
tained using a ﬁnite-diﬀerence formulation, it is obtained naturally from a ﬁnite-volume
formulation. Second, ﬁnite-volume methods do not require a coordinate transformation
in order to be applied on irregular meshes. As a result, they can be applied on unstruc-
tured meshes. This increased ﬂexibility can be used to great advantage in generating
grids about arbitrary geometries. Due to this two advantages a ﬁnite-volume method
was chosen.
The basic principle of ﬁnite-volume methods is to apply the governing equations in a
ﬁnite volume as it own name points out. Therefore, the integral form of the Euler
equations is needed. It can be inferred by applying the diﬀerential form to a known
volume V (t), as follows:
d
dt
ˆ
V (t)
QdV +
ˆ
V (t)
∇·(E,F )dV = 0 (8.7)
It has to be remembered that Q, E and F are vectors containing terms of each one of
the Euler equations, thus when divergence is applied to (E,F ) it means is applied to
each pair of elements from E and F corresponding to the same row, or in other words,
equation 8.7 is actually a set of four equations. Through the divergence theorem one
can get the next expression:
d
dt
ˆ
V (t)
QdV +
˛
S(t)
n·(E,F )dS = 0 (8.8)
Where S(t) is the surface area of the control volume (in a two-dimensional case is a
contour) and n is a unit vector normal to the surface S(t) pointing outward. Now,
consider equation 8.8 is going to be applied in a square control volume centered in a
point p as shows ﬁgure 8.1, where reference points are indicated as circles and the ﬁnite
volume in green discontinuous line. This reference points (p, a, b, c and d) are where
Q, E and F are known. In that case, equation 8.8 can be expressed as:
d
dt
ˆ
A
QdA+
4∑
ν=0
nν ·
ˆ
ν
(E ,F )dl = 0 (8.9)
In equation 8.9 volumes have became areas and surfaces contours due to it is being
considered a two-dimension problem. Sumatory is used to split the integral around
contour in four, each one applied in one of the sides ν of the square. Notice that,
although this example shows four additional points (a, b, c, d) and a square control
volume, one could work with any arbitrary polyhedron as far as there were as many
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additional points as sides.
At this point a diﬃculty arises: The ﬂuxes E and F are known in the reference points
because the ﬁve variables they depend on (ρ, u, v, p and e) are known there, but the
contour integral need their value at the sides of the ﬁnite volume and this is unknown.
Hence, a method to estimate the integrals it is needed.
Figure 8.1: Finite-volume centered scheme
8.2.1 Second order centered scheme
Consider that the average value of Q in each ﬁnite volume is known and correspond to
their value at the centered node p:
Q¯ =
1
A
ˆ
A
QdA = Qp (8.10)
Then the estimated value for the area integral of equation 8.9 is immediateˆ
A
QdA = AQp (8.11)
One could follow the same reasoning in order to get the contour integral but it would be
a wrong choice because at the very moment one consider the ﬂuxes constant in all the
control volume the contour integral becomes zero. A better solution could be to assume
the variation of the ﬂuxes between adjacent nodes linear and then interpolate linearly
the ﬂux value on each side from their value on the nodes that deﬁne it. For instance,
for the value of E and F at side 1 one gets:
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E1 = Ep + dp1
Ea − Ep
dap
(8.12)
F1 = Fp + dp1
Fa − Fp
dap
(8.13)
With d referring the distance between the two points indicated in the sub-index. Now
consider that the estimated ﬂows E1and F1 are the average value of the ﬂow on side 1:
E¯ =
1
l1
ˆ
l1
Edl = E1 (8.14)
F¯ =
1
l1
ˆ
l1
Fdl = F1 (8.15)
Where l1 is the length of side 1. Then the value of the contour integral at side 1 is:ˆ
1
(E,F )· ~n1dl = l1(E1, F1)·~n1 (8.16)
This is applied equally to the rest of sides in order to obtain the complete contour
integral.
This simple and intuitive approaching corresponds to a second-order centered diﬀerences
scheme and gives enough good accuracy to work with. However, some considerations
are needed.
First of all, this scheme do not introduce any numeric dissipation in rectangular uniform
meshes. In this type of meshes, the distance between the center of the cell and its
frontier is constant hence, when integrating along the contour, the ﬂuxes from point p
disappear and only the ﬂuxes from the adjacent cells remain. This correspond exactly
with a second order centered ﬁnite diﬀerences scheme.
Nevertheless, in general, the distance between cell center and cell contour is not constant
in all the grid and therefore is common that certain residual quantity of the p ﬂuxes re-
mains when integrating. This later one has some similarity with the diﬀusivity equation
producing the so-called numerical dissipation. A former explanation of this concept can
be found on [1] or in any other CFD book. Numerical dissipation makes the solution
distance from the Euler equations because Euler equations do not include any diﬀusivity
term but this does not imply that numerical dissipation has to be undesired.
The second consideration to take into account is the odd-even decoupling. This problem
is explained later on section 8.5. A pure second order centered scheme where all p ﬂuxes
are annulled after the integration makes each cell incapable to see its own ﬂuxes, so
any inner perturbation will aﬀect to the adjacent nodes but not to itself. This makes
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the perturbations propagate alternating in odd-even nodes opposite signs. For instance,
wall boundary condition is imposed in the ﬁrst row of nodes, then just the odd nodes
will see this boundary condition. In that sense, some numerical dissipation can help to
decouple odd-even cells.
When working with non-rectangular grids with certain level of uniformity this numerical
dissipation is low, and so the magnitude of the odd-even decoupling problem is consid-
erable. Because of that reason other scheme, the centered scheme with average value
in vertex, was considered along with the second order centered scheme. In fact, both
schemes were tested and used to build diﬀerent versions of the code in order to compare
them.
8.2.2 Centered scheme with average value in cells vertex
Let's consider the scheme of ﬁgure 8.2. It is introduced the nomenclature that later
will be explained in section 8.6. Each node is given a name i, j that corresponds with
its positions in the grid. Again, red and blue nodes are the points where the ﬂuxes
and variables are evaluated, while green lines limit the ﬁnite volume (or cell) formed by
vertex A, B, C and D and with the blue node centered on it.
Assuming a nearly uniform grid one can estimate the ﬂuxes value on the vertex A of the
ﬁnite volume as follows:
EA =
1
4
(Ei,j + Ei+1,j + Ei,j−1 + Ei+1,j−1) (8.17)
FA =
1
4
(Fi,j + Fi+1,j + Fi,j−1 + Fi+1,j−1) (8.18)
And for the vertex B:
EB =
1
4
(Ei,j + Ei+1,j + Ei,j+1 + Ei+1,j+1) (8.19)
FB =
1
4
(Fi,j + Fi+1,j + Fi,j+1 + Fi+1,j+1) (8.20)
Then, assuming that on node 1 the variation of E and F is linear, the exact value of
the contour integral between A and B is:ˆ
1
(E,F )·~ndl = l1(
EA + EB
2
,
FA + FB
2
)·~n (8.21)
This is applied analogously with the other 3 sides in order to obtain the complete contour
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integral.
One of the main advantages of this method over the simple second order centered scheme
is that it uses more points to deﬁne the ﬂows at the ﬁnite volume frontier, and therefore
the scheme is tougher. Besides, for that same reason, the odd-even decoupling problem
is avoided hence the addition of artiﬁcial dissipation is not completely necessary.
On the other hand, averaging ﬂows on cell vertex can be considered a higher order scheme
whose terms have a closer similarity with diﬀusivity equation and therefore introduces
higher level of numerical dissipation. Furthermore, note that the averaging on vertex
is exact only under the hypothesis of linear behavior (which is not true) and when the
vertex is at the same distance of the 4 adjacent nodes. Any sudden variation in the
ﬂow variables (that could happen with very distant nodes) or any geometry alteration
respect to the square will produce a discretization error.
In order to diminish the error produced by the geometry one could use the distance
between nodes and cell-vertex to weigh the average value thus the closer the node is,
the more it will aﬀect to the value at the vertex. However this will slow down the code.
Diminishing the discretization error can be harder. The easiest way is to average ﬁeld
variable values instead of ﬂuxes (i.e. velocity, pressure and density) and then compute
the correspondent ﬂuxes. Note that the ﬂuxes are non linear functions of this variables,
therefore you avoid part of the mistake by averaging ﬁeld variables instead of the product
of them.
Figure 8.2: Finite-volume centered scheme with average value in vertex cells.
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8.3 Fundamentals of explicit time marching method
The non-linearity of Euler equations, mentioned before, seems to ask for iterative schemes
of resolution. Nevertheless, this kind of schemes takes a long time to be solved, specially
with great grids. A very interesting alternative are the time marching methods.
Time marching methods take advantage of the time dependence, in this case, of the Euler
equations and solve it, by means of a time discretization, at each time from moments
where its value is known. These methods also allow to know the ﬂow variables at each
moment, and thus, solve non-steady systems, although not all time marching methods
give proper accuracy to transitory stages. However, most of time marching methods can
reach the equilibrium state (steady ﬂow) quite faster than most of the iterative schemes.
Therefore, a time marching method was chosen.
Time marching methods can be mainly divided in two groups according to the type of
time discretization: explicit or implicit. Consider the integral form of the Euler equations
in its discrete form (equation 8.9). In order to convert the time derivative in a diﬀerence
processable by a computer, two possible choices would be:
d
dt
ˆ
A
QdA =
´
AQ
n+1dA− ´AQndA
∆t
(8.22)
d
dt
ˆ
A
QdA =
´
AQ
ndA− ´AQn−1dA
∆t
(8.23)
Where the super-index n refers to the discrete time instant, called time step, that is
going to be immediately solved, n+ 1 the following one (where Q is also still unknown),
and n − 1 the previous time step (which is known because has been computed before
or, in the ﬁrst time step case, is imposed by the initial conditions). As can be seen,
equation 8.22 calculate the Q variation in time between the following time step and
the next one, hence requires of data which is currently unknown. On the other hand,
equation 8.23 ask for information which is already known. Due to that diﬀerence, the
ﬁrst one is what is labeled as implicit time marching method whereas the second one is
referred as a explicit time marching method (also called Euler method). Anyway, the
present time discretizations are the simplest example of implicit and explicit methods,
which could be compared with a side ﬁrst order space discretization in ﬁnite diﬀerences,
but there are many diﬀerent ways to use the explicit/implicit concept and even mixed
forms. A very popular of those last ones could be the Crank-Nicholson method, which
estimates the time derivative to the average value of the two present diﬀerence equations.
Nevertheless, even mixed forms are usually classiﬁed in one of the two groups.
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Deciding between the two schemes is a matter of which equations are going to be solved
and the advantages and disadvantages of each method. In a ﬁrst moment, one could
though that explicit systems are more adequate because can be applied directly. The
price of that simplicity is that explicit methods do not assure the convergence of the
method, in contrast to implicit methods. In section 8.3.1 this will be brieﬂy treated.
Due to the simplicity of a explicit scheme and its good compatibility with the com-
pressible Euler equations ([1]), an explicit time marching method was chosen. Applying
the Euler method (equation 8.23) to the integral space-discretized form of the Euler
equations (equation 8.9) one gets:
Qn+1 = Qn − ∆t
A
4∑
ν=1
nν ·
ˆ
ν
(E ,F )dl (8.24)
Equation 8.24 is the complete discretized form of the Euler integral equation and the
one the produced code works with. Nevertheless, it will require one last adaptation in
order to give a proper stability and toughness to the designed code as it is explained in
section 8.3.2.
8.3.1 Stability
Euler method, like any other explicit method, is not unconditionally stable, therefore
for some relations between the spacial and time step the results could not have neither
physical value nor even value at all. If the stability is not assured, results could diverge
with the time resolution, giving inﬁnite values.
Stability in linear systems has been studied and there are analytical expressions to deﬁne
the range of convergence, nevertheless expressions such as these do not exist for non-
linear systems, as the Euler equations than deﬁne the motion of a potential ﬂuid. Hence,
the only way to ﬁnd a expression which bonds the spacial and time discretization in the
convergence range is throughout empirical analysis. Fortunately these kind of studies are
also done and one can ﬁnd diﬀerent experimental (numerical) relations in the literature.
One of the most popular, and the one that the designed software uses, is:
∆t ≤ C h
c+ U
(8.25)
Where:
 h is the minimum separation between two nodes in a same cell.
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 c is the maximum sound velocity, which is a function of the temperature:
c =
√
γRT (8.26)
 U is the maximum modulus of the velocity:
U =
√
u2 + v2 (8.27)
 C is the Courant-Friedrichs-Lewy (CFL) number, which can be considered a sort
of a safety factor to assure the convergence.
8.3.2 Runge-Kutta method
The Euler explicit method is the most simple explicit time-marching method but has
been proved to be highly unstable for the Euler equations, so an improvement of this
method is required to obtain the convergence in the results. Between all the diﬀerent
explicit methods that are a valid alternative to the Euler method probably the most
common would be the Runge-Kutta methods, which in fact could be considered a fourth
order adaptation of it.
Runge-Kutta methods, which are sometimes labeled as a predictor-corrector multistep
method, are a family of time-marching explicit methods than generates diﬀerent stages
between two consecutive time-steps. In this way can convert a simple ﬁrst-order explicit
method in a explicit method of superior order, hence one can ﬁnd second order, third
order and fourth order Runge-Kutta methods. However, second order Runge-Kutta
methods are too close to the ﬁrst order and hence still to unstable. Third and fourth
order are the most common ones. There are also Runge-Kutta methods of greater
order but the proﬁts in accuracy and toughness are not compensated by the increase in
complexity and computational load.
The mathematical fundaments of this family of methods are exhaustive hence are saved
of this explanation but can be easily found in the bibliography ([1, 2, 7]).
The Runge-Kutta method used for the design of the software, here brieﬂy explained,
was extracted from [2].
Let us consider the explicit Euler equation 8.24. In order to simplify the nomenclature
can be expressed as:
Qn+1 = Qn − ∆t
A
Rn (8.28)
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Where R(n) is the contour integral of the ﬂuxes in the ﬁnite-volume. Departing from
this one can easily construct a fourth order Runge-method, and compatible with Euler
equations, by proceeding as follows:
Q(1) = Qn −RK(1)∆tA Rn
Q(2) = Qn −RK(2)∆tA R(1)
Q(3) = Qn −RK(3)∆tA R(2)
Qn+1 = Qn −RK(4)∆tA R(3)
(8.29)
Where the super-index s determines the additional stages, RK(s) is the Runge-Kutta co-
eﬃcient, and Q(s)and R(s) the vector of characteristic variables and the contour integral
of the ﬂuxes, respectively, evaluated in the intermediate stages.
Runge-Kutta coeﬃcients maintain certain relationships between them but these are an
under-determined, hence some of them has to be chosen. However one can easily ﬁnd
diﬀerent set of values for Runge-Kutta coeﬃcients in the literature. One of the most
common of them ([2]) are:
RK(1) =
1
4
; RK(2) =
1
3
; RK(3) =
1
2
; RK(4) = 1 (8.30)
Another option, very interesting because optimizes the numerical dissipation of the
scheme, and the one used to obtain results, is:
RK(1) =
1
8
; RK(2) = 0.306; RK(3) = 0.587; RK(4) = 1 (8.31)
8.4 Adimensionalization
Now that the complete set of equations is presented, one has to make them non-
dimensional. This is not a complete must but it is highly recommended in order to
create results easy to handle. Note that with the right adimensionalization the variables
ﬁeld around the airfoil will generally have a value near to 1, thus if at some point of
the discretized space some variable, temperature for instance, becomes too close to 0
(which implies an absolute zero and would be quite impossible for a problem like the
present one), is indicative that the results are diverging for some reason. In that sense,
with non-dimensional variables one can design the solver with some special recipes, that
are explained later, that avoid values closer to 0 there where it should be not possible.
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Obviously, this can be implemented also with dimensional variables, but requires more
eﬀort for the same result.
The non-dimensional variables will be:
Density ρ˜ = ρρ∞
Horizontal velocity u˜ = uU∞
Vertical velocity v˜ = vU∞
Total energy e˜ = ee∞
Temperature T˜ = TT∞
Pressure p˜ = pp∞
With this adimmensionalization all variables are proportional to its value on the non-
perturbed ﬂow. Besides, it is required spatial and time discretization, which will be:
x (Cartesian horizontal coordinate) x˜ = xb
y (Cartesian horizontal coordinate) y˜ = yb
t (time) t˜ = tb/U∞
Where b is the mean aerodynamic chord. By means of this adimensionalization, the
integral discretized Euler equation become:
Q˜n+1 = Q˜n − ∆˜t
A˜
4∑
ν=1
nν ·
ˆ
ν
(E˜ , F˜ )d˜l (8.32)
With:
Q˜ =

ρ˜
ρ˜u˜
ρ˜v˜
e˜
 , E˜ =

ρ˜u˜
ρ˜u˜2
ρ˜u˜v˜
u˜e˜
+

0
p˜
0
u˜p˜
 · [ 0 p∞ρ∞u2∞ 0 p∞e∞ ]
F˜ =

ρ˜v˜
ρ˜u˜v˜
ρ˜v˜2
v˜e˜
+

0
0
p˜
v˜p˜
 · [ 0 0 p∞ρ∞u2∞ p∞e∞ ]
(8.33)
Finally, the two additional state equations, in their non-dimensional form become:
p˜ =
ρ∞T∞
p∞
Rρ˜T˜ (8.34)
e˜ =
ρ∞T∞
e∞
Cvρ˜T˜ +
1
2
ρ∞u2∞
e∞
ρ˜(u˜2 + v˜2) (8.35)
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From now on, all referred variables will be in their non-dimensional form and the non-
dimensional mark will be omitted in order to make more comfortable the writing.
8.5 Numerical special recipes
One could ﬁnd that, although inside the stability range determined by, in this case,
equation 8.25, the results do not converge. This could occur by diﬀerent reasons such
as the way the contour conditions are imposed, the initial conditions or even the grid.
Sometimes it is even possible that the results converge just for a number of time steps
and after these the conditions in the ﬂow became suddenly very diﬀerent and the results
start to diverge. Therefore it becomes necessary the use of some auxiliary recipes in
order to help the exposed method to reach the convergence in the results.
In this section will be presented some of this special recipes in order to avoid the disparity
between the imposed boundary conditions and the real ones. This recipes or methods
will make the solver more stable, producing a faster convergence. Most of this methods
are extracted from [7].
However, this has a price. The more one uses this tricks in the solver, the easiest is
reached the stationary solution but, unfortunately, the lesser the quality of the transitory
solution. Anyway, one must not be afraid of getting rid of the physical meaning of the
transitory solution because, due to the explicit scheme, the simpliﬁed model equations
and the unknown real boundary conditions, it has actually not practical meaning at all.
In addition, in the present work only the stationary solution is desired.
8.5.1 Recipe 1: Initial conditions close to the stationary solution
The closer the initial conditions are with the stationary solution, the fastest and the
easiest the stationary solution is reached. However one does not know this because
ﬁguring out this is the very aim of the code, and just some approximations can be made
using previous results, results from other works or just common sense. By doing this
one can help the code to reach convergence in the results but most of the times, unless
the approximations was very close to the solution, other recipes are necessary.
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8.5.2 Recipe 2: Internal boundary conditions
The wall boundary condition that deﬁne the presence of the airfoil can be stated as
(u, v) · n = 0 (8.36)
on the nodes adjacent to the airfoil. When working with a ﬁnite volume method this
condition can be translated as
E1 =

0
p
0
0
 · [ 0 p∞ρ∞u2∞ 0 p∞e∞ ]; F1 =

0
0
p
0
 · [ 0 0 p∞ρ∞u2∞ p∞e∞ ] (8.37)
on the sides of the cells adjacent to the surface of the airfoil, indicated by the sub-
index 1. This implies that only the pressure term aﬀects in the ﬂux of momentum.
Nevertheless this condition is applied before integrating hence the information of which
side has no momentum ﬂuxes is lost. Because of this, this condition is considered weak
and is not able to make the ﬂow completely tangent to the surface by itself, needs an
extra condition specially near the leading edge.
This auxiliary condition consist on, after all the time step when the solutions of the
velocity ﬁelds are known, imposing that the ﬂow is tangent to the surface. Even so, it
should not be done brusquely, specially in the ﬁrst time steps, because it would create a
sharp discontinuity that could lead to the divergence in the results. The expression for
this auxiliary condition is:
(u, v)corr = (u, v)− αtrans((u, v)·n)n (8.38)
where (u, v)corr is the corrected velocity vector and α is a coeﬃcient between 0 and 1
that grows with time. By doing this the condition of wall is imposed gradually and after
a number of time steps the ﬂow is completely parallel to the surface. The rule for the
function α can be chosen arbitrary or by a trial-and-error approach, but usually with a
linear function during a certain number of time steps (referred as t_trans in the codes)
is enough.
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8.5.3 Recipe 3: External boundary conditions
Boundary conditions stated by expression 8.6 cannot be imposed directly for two reasons:
the ﬁrst one is that is not possible to work with a grid large enough to be considered
inﬁnite and the second one is that we are working with a time marching method and
therefore hence the solver will deal with transitory stages where this condition does not
have to be fulﬁlled.
Therefore it is necessary to reformulate the external boundary conditions. Diﬀerent
authors ([1, 2, 3]) show the detailed procedure and reasoning that leads to the ﬁnal for-
mulation for the boundary external conditions. However, this explanation is exhaustive
and uses the linearized Euler equations which has not been used in the method here
explained. These, by means of a Jacobian matrix, makes the system locally linear and
leads to the Riemann invariables that deﬁne the direction of information propagation in
the ﬂow. The details are omitted because can be easily found in diﬀerent books and are
not completely relevant but the conclusions of this reasoning says that we cannot ﬁx all
four variables of the Euler equations neither in the inlet nor in the outlet. Concretely,
for a subsonic ﬂow, just three variables at the inlet and one at the outlet should be
imposed.
This, at the same time, rises two questions: where distinguish inlet from outlet and which
variables impose. The distinction between inlet and outlet is problem dependent, and
has to be done with care, avoiding areas of non-uniformity in the mesh and observing
how the ﬂow is mostly transmitting the information. This is not very rigorous but
will do the work. Regarding to which variables chose, generally are imposed velocity
and temperature (or pressure) in the inlet and only pressure at the outlet for external
subsonic ﬂow problems.
This way to impose the external boundary condition is called reﬂective boundary con-
ditions. It is called so because when the perturbation produced by the airfoil reaches
the external boundary it will be reﬂected and travel back to the airfoil instead to keep
traveling out of the discretized limits. It has to be mentioned that this is not the best
way to proceed, because then the initial perturbation produced by the airfoil will be for-
ever going up and downstream. Furthermore, if this initial perturbation impacts to the
limit between what is considered inlet and outlet, it will be reﬂected in a diﬀerent way
and thus produce diﬀerent perturbations. Nonetheless, almost all numerical methods
always introduce some of the so-called numerical dissipation that can dissipate part of
this perturbations.
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Numerical dissipation is produced when transforming a diﬀerential equation into a dif-
ference equation. Depending on the scheme and the mesh used it is possible that the
discretized equation resembles a diﬀerential equation with certain dissipation and there-
fore behaves in a dissipative way. This resemblance can be casual (in which case is called
numerical dissipation) or deliberate (in which case is called artiﬁcial dissipation). This
last one is dealt in the next section with Jameson's artiﬁcial dissipation model.
In any of both of these cases, the dissipation will dump the initial perturbation produced
by the airfoil. Thanks to that, although its roughness, the reﬂective boundary conditions
become a valid option and hence were chosen.
There are also a non-reﬂective boundary conditions that impose the external condition
more elegantly and avoid the reﬂection of the perturbation. These are based on the
characteristic properties associated to the reﬂected waves, but due to its complexity it
was considered that was out of scope of this study.
8.5.4 Recipe 4: Avoiding the odd-even decoupling problem
When working with the Euler equations it is possible that some problems arise derived
from the incapability of dissipate any perturbation. For example, the boundary wall
condition that has been explained previously will generate a perturbation in the ﬂow,
and this perturbation will travel through the ﬂow forever. However, in this case, this has
not to became a problem by itself with the proper boundary external conditions (un-
perturbed ﬂow) but it always will become a real problem with some diﬀerence schemes:
the odd-even decoupling.
The odd-even decoupling is a phenomenon that occurs when solving Euler equations us-
ing any scheme of an order superior to one. Remember that just by using a ﬁnite volume
method one has a second-order centered diﬀerence scheme hence most of ﬁnite-volume
method is susceptible of suﬀer this problem. The phenomenon consist on perturbations
of alternated signs on adjacent cells that, due to the potentiality of the Euler equations,
cannot be dissipated. Figure 8.3 shows this alternation in adjacent cells in the sign of
the perturbation generated by the wall boundary condition and how it propagates.
One possible solution to solve this are the up-winding schemes, which are non-centered
and take advantage of the numerical dissipation that the schemes of ﬁrst order introduce
in order to dissipate this one and other perturbations. There are diﬀerent ways to
implement them and are very practical and nowadays also very used in the industry.
However most of them work with the Euler equations in their linearized form which is
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Figure 8.3: The odd-even decoupling problem (pressure ﬁeld)
not here presented. Because of this, these methods were discarded.
The chosen alternative to the up-winding schemes was the Jameson's artiﬁcial dissipation
model.
8.5.4.1 Jameson's artiﬁcial dissipation model
Jameson's artiﬁcial dissipation model is a scalar method that adds an artiﬁcial viscosity
in order to stabilize the solution. In addition, it includes an artiﬁcial diﬀusion term
of fourth order to avoid the reduction in the precision of the second order centered
scheme and also an artiﬁcial diﬀusion of second order that only is activated near the
discontinuities. In this section this model, extracted from [15], will be explained and
adapted for a ﬁnite-volume method.
Let's remember the integral form of the Euler equation for a ﬁnite-volume method:
Qn+1 = Qn − ∆t
A
4∑
ν=1
nν ·
ˆ
ν
(E ,F )dl (8.39)
Note that Q, E and F are four-dimension vectors. If artiﬁcial diﬀusion is added then the
vector ﬂuxes E and F have a dissipative term (indicated with the sub-index d) besides
the original one. Therefore,
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Qn+1 = Qn − ∆t
A
4∑
ν=1
nν ·
ˆ
ν
(E ,F )dl +
∆t
A
4∑
ν=1
nν ·
ˆ
ν
(Ed ,Fd )dl (8.40)
However, Jameson's model is scalar, as it has been mentioned previously, and the artiﬁ-
cial diﬀusion is function just of the value of Q in the adjacent nodes, or in other words,
dissipates uniformly in each side of the cell according to the ﬂow variables close to it,
hence it can be stated
Qn+1 = Qn − ∆t
A
4∑
ν=1
nν ·
ˆ
ν
(E ,F )dl +
∆t
A
4∑
ν=1
dν
ˆ
ν
dl (8.41)
being dν the dissipation on the side ν. Now the nomenclature will slightly change in
order to make the explanation more clear and intuitive. The next nomenclature is only
valid for a C-type grid, which is explained on section 8.6 and is the grid the designed
software uses.
Each cell, or ﬁnite volume, has four sides, two in the direction of i and two in the
direction of j, therefore one could call i+ 1/2 the side in the i direction formed by the
cell with the centered node i and the cell with the centered node i+ 1. Analogously the
other 3 sides would be i− 1/2, j + 1/2 and j − 1/2.
Jameson's model states that for an arbitrary side (in this example i+1/2) the expression
for the artiﬁcial dissipation is:
di+1/2 = λi+1/2ε
(2)
i+1/2(Qi+1 −Qi)− λi+1/2ε
(4)
i+1/2(Qi+2 − 3Qi+1 + 3Qi −Qi−1) (8.42)
Note that di+1/2 is a four-dimension vector, the same as Q, however λ and ε coeﬃcients
are scalar constants for each side. Using expression 8.42 one can easily calculate the
artiﬁcial diﬀusion on the other three sides by translating the stencil of points.
The Jameson's expressions for the scalar coeﬃcients (on side i+ 1/2) are:
λi+1/2 = max(λi,λi+1) (8.43)
ε
(2)
i+1/2 = α
(2)max(νi, νi+1) (8.44)
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ε
(4)
i+1/2 = max(0, α
(4) − ε(2)i+1/2) (8.45)
with λ being the absolute velocity going through the side ν plus the sound velocity
λi = (|(u, v)·nν |+ c)i (8.46)
and two possible choices for the detector of discontinuities ν, the original shock detector
νi =
| pi+1 − 2pi + pi−1 |
pi+1 + 2pi + pi−1
(8.47)
and the Van Leer limiter
νi =
| pi+1 − 2pi + pi−1 |
| pi+1 − pi | + | pi − pi−1 | +0.1(pi+1 + 2pi + pi−1) (8.48)
Coeﬃcients α(2) and α(4) are the second-order and the fourth-order diﬀusion coeﬃcients
respectively. These constant parameters should be speciﬁed by the user and they are
problem dependent, but literature suggests ([2]):
α(2) = 1/4; α(4) = 1/256
Nonetheless, despite the simplicity of the Jameson's model, a simpliﬁed version was used
for the obtaining results: it was used only the second order dissipative term. The aim
of doing this is to avoid the calculation of the limitators, that slow down the code.
8.5.5 Recipe 5: Local time step
The time-marching method produces as a result a transitory stage whose similarity with
the reality depends on the initial and boundary conditions imposed. These ﬁrst ones
are mostly arbitrary thus the steps previous to the steady state cannot be considered
a proper result. In a ﬁrst moment this could seem a method's weakness but if the
transitory stage is not desired one can make the most of it getting rid of all the possible
meaning of the transitory stages using a local time-step instead of a global one. This
technique has been broadly used and allows the solver to reach the steady state faster,
which is very necessary for great grids.
Expression 8.25 states the time step necessary to fulﬁll de Courant-Friedrich-Lewy con-
dition for explicit time-marching methods. When using a global time step, the time step
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in all the cells has to be the same as the one of minimum value. This changes when using
a local time step, because the time step has a diﬀerent value in each cell, and although
it could seem that this leads to a divergent solution, the reality is that helps to reach
the steady state in less steps maintaining the global stability by means of assuring the
stability locally in all cells. Therefore one can state the equation for the local time step
as follows:
∆t(i, j) ≤ C(i, j) h(i, j)
(c+ U)i,j
(8.49)
Note that the CFL number has also a local number in equation 8.49. One of the advan-
tages of this method is that gives the possibility to work with diﬀerent CFL. Remember
that this number could be considered a sort of safety factor to avoid divergence in the
results. Specially in areas with low ﬂow velocity, due to the stiﬀness increase of the
equations, it could be necessary to work with diﬀerent CFL numbers.
Although the beneﬁts of the local time-step technique here explained, this method was
evaluated when designing the code but ﬁnally was discarded. It was thought that the
ﬁctitious transitory stage was too worthy to get rid of. Specially when validating the
code it is necessary to know when, where and why fails the solver in order to ﬁx it, and
this information is partially lost with a local time-step.
8.6 Fundamentals of meshing
At the very moment one turns to numerical methods, a discretization is needed. When
this is made in the model equations one gets the so-called diﬀerence equations which,
in turn, need of a spacial and time discretization. This spacial discretization is what is
called mesh or grid and the points that form it are referred as nodes.
A proper mesh is as important as a good solver scheme. The accuracy of the results
and the computation time depend directly on the kindness of the mesh: the greater the
number of nodes to solve a space, the ﬁner the results, the longer it takes to get them.
Due to this, specially when using a personal computer, one has to compromise between
computing time and accuracy.
In addition, the type of mesh and also the distance between its nodes (which is not
constant) keep a close link to the resolution scheme. As it has been explained before,
explicit methods do not have their convergence assured but for a few combination of
values between the space step and the time step. In these cases the maximum distance
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between nodes has to be lower than the convergence space step. When fulﬁlling that rule
becomes impossible without enlarging too much the computing time (too many nodes)
one has to go to implicit methods.
Regarding to the type of mesh too much could be said. There are plenty of diﬀerent
ways to build a mesh, each one with its own purpose, and most of them lack of any
practical usefulness for the problem that involve us. Because of that reason just the
essentials for the used code are explained.
For the development of the grid, two main possibilities where taken into account. The
ﬁrst one was an unstructured grid that was later dismissed due to its complexity. The
second one, and ﬁnal choice, was a structured grid. Next, some brief information about
this two types of grid is detailed.
8.6.1 Note on unstructured grids
One of the most attractive aspects of using a ﬁnite-volume method is its compatibility
with unstructured grids. These ones are deﬁned as those whose nodes have not explicit
relationship between them, thus it becomes necessary to establish it previously to the
development of the solver. The most intuitive example of a non-structured grid could
be a mesh formed by an arbitrary cloud of points (as can be seen on ﬁgure 8.4).
Nevertheless, in order to obtain proper results, one should know the areas where more
accuracy is needed or those where a thin grid cannot be avoided and unfortunately this
is not always immediate. Neither it is to choose a numeration method for the nodes
or, what is even more diﬃcult, to deﬁne the connectivity relationship between them.
Deal with such problems is out of the reach of the present work and therefore, despite
the fact that a well-designed unstructured grid builder is capable to operate complex
structures, a structured grid was chosen. In addition, due to that the designed software
works with two-dimensional potential ﬂows by solving the Euler equations around a
simple geometry one can obtain results with very good precision without coping with
the problems of unstructured grids.
8.6.2 Structured grids
A grid is considered structured when the relationship or connectivity between its nodes is
explicit, or in other words, need not to be speciﬁed. The clearest example is a grid where
nodes are disposed forming rectangles, as shown in ﬁgure 8.5. In a rectangular grid of
m×n nodes, being m the number of rows and n the columns, the node i, j is connected
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Figure 8.4: Example of unstructured grid. Extracted from [21].
with the previous and following node in the same row i and also with the previous and
following nodes on the same column j. It should be noticed that this direct connection is
the one used in a ﬁnite-diﬀerence method and, although in the present work it is used a
ﬁnite-volume method, the compatibility of a structured grid with other methods should
be considered as a beneﬁt and taken into account.
As one could think, it is easy to work with this explicit numeration. Nevertheless, a
structured grid such of this can be very diﬃcult to be built when it comes to complex
geometries. It is in these cases, where the eﬀort needed to design a structured grid
overcomes the work needed to design the connectivity between nodes, that the use of
the unstructured grids becomes unavoidable.
For the problem that involves us the use of a structured grid is completely justiﬁed,
besides, there is a type of structured grid extensively used for airfoils: the C-grid. Due
to this and the good compatibility with ﬁnite-volume explicit methods that the C-grid
was chosen.
8.6.2.1 The C-type grid
The ﬁrst step to build a C-grid is to deﬁne the size of the mesh, m× n, then one has to
twist the mesh around the airfoil in order to make the nodes of the ﬁrst row of the grid
join the points of the airfoil. If the airfoil is deﬁned with p points, then m− p points are
to be left without joining. As the size of the mesh is arbitrary, one can deﬁne a value
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Figure 8.5: Example of structured grid, a rectangular grid
for m provided that the number m− p was even. The aim of this is to make half of the
nodes without joint to meet the other half. Of course, in order to achieve this, the ﬁrst
half (m− p)/2 has to coincide with the ﬁrst nodes of the row and the second half with
the last nodes of the same row, leaving the nodes connected with the airfoil between the
two halves. By doing this one can get something similar to what can be seen on ﬁgure
8.6.
As it can be imagined the grid is named after the c-form that the rows acquire, which
will be also referred as levels from now on. Although there are some variations inside
this meshing method, the c-form is common in all of them.
At this point, some comments are made to point out characteristics and requirements
of this type of grid:
 The distance between levels has not to be the same, as shows ﬁgure 8.6. This allows
us to put more levels near the airfoil, where are needed, and less in the outer ones,
where ﬂow remains almost constant. However, it is advisable to maintain the
distance between rows constant in each level in order to avoid superpositions on
the grid.
 The separation between adjacent nodes in a same level need not to be constant
and is deﬁned by the distance between their counterparts in the airfoil surface
(the nodes that deﬁne the airfoil) and a certain rule. This rule deﬁnes the angle
inclination of the column lines, formed by the union of the same i nodes in all the
Miguel del Moral Cejudo 50
8.6. Fundamentals of meshing
levels.
 This angle rule for the column lines, the separation between levels and the vertical
size of the mesh constitute three main design parameters that can be modiﬁed in
order to create the grid. Nevertheless, this has to be done carefully because, de-
pending on the modiﬁcation and the airfoil geometry, it can lead to superpositions
in the grid.
 Two extra design parameters are needed for the wake zone. These are the sep-
aration between nodes and the size of the grid. Their election can lead also to
superpositions in the grid, but this is occurs rarely.
 Regarding to numeration, a criterion has to be established. The rule used in the
example, and the same for all the present work, is numerating from right to left
in each level, departing from the ﬁrst node in the wake, passing wake, extrados,
intrados and then wake again. The criterion for the levels is numerating from inner
levels to outer levels. On ﬁgure 8.7 this is shown graphically.
-0.2 0 0.2 0.4 0.6 0.8 1 1.2
-0.4
-0.2
0
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Figure 8.6: Example of C-grid
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Figure 8.7: Detail of the leading edge showing the numeration criterion
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Software description
In this chapter it is presented a detailed explanation of the functioning of the designed
codes. Due to the multiplicity of codes created none of them has been entirely explanied
but their common elements. In section 9.1 are commented which programming languages
were considered and the reasons because one of them was chosen. Later, on section 9.2
an exhaustive description about the keys to understand the designed software is made,
with commented fragments of the code and the mathematical explanation of the used
functions that were not presented on chapter 8. Finally, on sections 9.3 and 9.4 there
are a few comments about the input and output ﬁles, respectively.
9.1 Programming language election
There were three options considered when deciding which language code will be used:
Matlab, C++ and Fortran.
MATLAB (MATrix LABoratory) is a multi-paradigm numerical computing environ-
ment and fourth-generation programming language developed by MathWorks(R). Mat-
lab allows matrix, manipulations, plotting of functions and data, implementation of
algorithms, creation of user interfaces, and interfacing with programs written in other
languages. It is a very friendly programming language and allows an abstraction level,
and thus a computing time, superior to other languages such as C++ or Fortran, which
belong to the so-called third-generation of programming languages.
C++ is a general purpose programming language. It has imperative, object-oriented and
generic programming features, while also providing the facilities for low level memory
manipulation. It has been broadly used for applications such as desktop and servers
applications, performance critical applications and even entertainment software.
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Fortran (FORmula TRANslating system) is a general purpose, imperative program-
ming language that is especially suited to numeric computation and scientiﬁc computing.
It was developed by IBM in the 1950s for scientiﬁc and engineering applications and has
been used intensively since then for applications such as numerical weather prediction,
ﬁnite element analysis, computational ﬂuid dynamics, computational physics and com-
putational chemistry.
After evaluating the ﬁelds of application of each possibility, it has been seen that proba-
bly the best option would be Fortran, due to his good compatibility with CFD. However,
some authors have dealt with this quandary before ([10], [16]). Table 9.1 is extracted
from [10], where it is assigned to each of these programming languages a punctuation of
1, 2 or 3 in diﬀerent areas that need to be covered in a project of very similar charac-
teristics. The punctuation of 1 is for the most suited language and 3 for the worst one,
thus the program with the inferior total punctuation becomes the best election.
Following this criteria, Fortran stands out with a punctuation of 15, C++ with 20 and
Matlab becomes the less aﬀordable option with 24 points. Because of that, Fortran
was the programming language chosen. Fortran, besides, has diﬀerent versions. It was
chosen Fortran 90 due to some very interesting features such as the introduction of
Modules.
Nevertheless, one of the two remaining options was not completely discarded. MATLAB,
although its slowness when computing and other deﬁciencies derived from its ease of
use, includes a great variety of graphic representation tools which will be needed when
interpreting the results. Therefore, the ﬁnal election was to use Fortran 90 for the
software construction and MATLAB to represent the results.
Regarding to the compiler it was used Microsoft Visual Studio 2012 with the room Intel
Visual Fortran Composer XE 2013.
9.2 Software construction
In this section it is presented the general structure of the software (section 9.2.1) and
the explanation of each one of its components (sections 9.2.1, 9.2.3 and 9.2.4). It is
also included pieces of code related to the explanation. The aim of this is to make
this section some sort of manual for further developments. Although this information
is not be necessary to obtain results or understand them, it is indispensable in order to
understand the functioning of the code and to make future improvements or adaptations.
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Property Fortran C++ MATLAB
Ease of use 2 3 1
Debuggability 2 3 1
Portability 1 3 2
Software engineering 1 2 3
Performance 1 1 3
Parallelism 1 2 3
Array handling 1 3 2
Text handling 2 1 3
Computer science 2 1 3
System interfaces 2 1 3
TOTAL 15 20 24
Table 9.1: FORTRAN, MATLAB and C++ programing languages comparison. Ex-
tracted from [10].
9.2.1 Software structure
Figure 9.1 shows the general block diagram of the code. There are four main blocks,
reading_airfoil subroutine, meshing subroutine, solver subroutine and printing sub-
routine. The last three of them have its own sections (9.2.3, 9.2.4 and 9.2.5, respectively)
with the proper explanation of its operation. The subroutine reading_airfoil, due to
the close bond to meshing subroutine is explained with it. The comments about the
problem parameters, that are deﬁned in the modules, can be found on section 9.2.2.
Everything related to the inputs format and the input ﬁle airfoil_naca.dat, however, are
to be found in section 9.3.
The software will produce three ﬁles, meshing_results.m with the geometric deﬁnition
of the mesh, solver_results.m, with the numerical solution of the problem and optionally
can produce also movie_data.m, with the time evolution of the ﬁeld variables. The ﬁrst
two of them include, automatically, some lines in MATLAB language in order to run
them in this platform and obtain the graphic ﬁgures that later will be shown in chapter
10. Again, everything related to the format of the outputs can be found in section 9.4.
There is two additional modules, general, which declares some generic variables and
movie, which gives information about how to save the results in order to create the
ﬁle with the results in time (movie_data.m). This ﬁle, at the same time, requires of a
MATLAB script, included in Appendix F, in order to transform this results in a .avi
ﬁle. This module and the ﬁle has not been included in the scheme because the code has
the option to not produce those results, due to the great amount of time that require
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producing them.
One comment has to be made regarding to the general code design: subroutines in
Fortran can have explicit inputs and outputs, but these has been avoided in order to
obtain simplicity, as can be seen later on the code samples. This, in addition, allows
us to print in the console the current state of the program when running which is very
useful to estimate qualitatively the remaining time to end the computation.
Finally, note that the designed codes do not include any interface in order to make the
software easy to handle. Any manipulation in the input variables has to be made in the
script ﬁle and then compile it to obtain the new results. The creation of this interface
is one of the further developments included in section 12.
Figure 9.1: General block diagram of the designed programs
9.2.2 Modules
As it has been introduced before, variables are grouped in modules according mainly
to the function where are implemented. Here it is explained which information can be
found in each module.
 Module general: here are declared some variables that are used over the entire
all code. None of them are deﬁned but the number pi. Also includes the summ
function used to create the C-type grid.
 Module airfoil_data: here are declared the variables in reference to the airfoil
and the reading_airfoil subroutine. It is deﬁned the chord, because it is supposed
that the points deﬁned at airfoil_naca.dat correspond to an airfoil of unitary chord
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(non-dimensional). In the codes where it is contemplated some angle of attack it
is also declared in this module.
 Module meshing_data: the variables regarding to the meshing function are in-
cluded in this module. Some of them require to be deﬁned, such as the num-
ber of vertical points, the size to be discretized, etc. Due to the fact that each
code works with a diﬀerent geometry, this module has slight modiﬁcations in each
version. Also includes area function, which calculates the area of an arbitrary
quadrilateral polygon and is later explained.
 Module solver_data: here the parameters regarding to the time discretization
and the time-marching method used are declared. Some of them (CFL number or
Runge-Kutta coeﬃcients) need of declaration.
 Module flow_parameters: all the physical parameters of the ﬂow are deﬁned in
this module, such as the velocity incoming or the atmosphere conditions. Also
are declared the tables used to solve Euler equations. Due to the diﬀerences in
the solver method and scheme of each version of the code, this module can show
diﬀerent modiﬁcations. This module also includes integrate function, which is
later explained. This is a very comfortable tool to balance the ﬂow on each side
of the cell, however this function was not implemented in the last versions of the
code due to the great computational power that requires.
 Module movie: the parameters used for the obtaining of the .avi ﬁles with the time
evolution of some variables are included in this module. MOV IE_RECORDING
is the Boolean variable that deﬁnes the action of saving those variables, because
specially with ﬁne meshes and large number of time steps it could be advisable to
not to use this function of the codes.
9.2.3 Meshing subroutine
Meshing subroutine was designed in order to build a structured mesh around an airfoil
that later will be used to solve the Euler equations. Depending on the geometry of the
problem the code includes in this subroutine a procedure to build a C-type grid (airfoils)
or a cylindrical mesh (cylinder). In the present chapter are presented the explanation
of the code and its detailed functioning, focusing more in the C-type mesh because the
cylindrical mesh it is more simple. This later one, nonetheless, it is explained on section
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Figure 9.2: Meshing subroutine diagram
10.1. Figure 9.2 shows a diagram of the meshing function with its more important inputs
and outputs. These are implicit, as later will be seen on the code samples.
The programmed routine uses as input a geometry deﬁned by points with known Carte-
sian coordinates. The designed code does not count with any airfoil library or tool for
plotting the chosen airfoil, hence these points have to be obtained from free tools such
as [18]. They have to be included in a list in the ﬁle airfoil_naca.dat as it is stated in
the chapter 9.3. The Cartesian coordinates of these points, saved in the double vector
zp(2, :), are the ﬁrst design parameter of the grid.
The rest of input parameters, included in the module meshing_data, determine two
more of the main design parameters of the grid: the separation between levels, k(j),
and the separation between nodes on the wake, delta_wake(i). The inclination angle of
the columns, theta_vector(i), constitute the forth and last design parameter but does
not appear in the diagram of ﬁgure 9.2 because the used algorithm deﬁne it from other
inputs parameters as airfoil_points or leading_edge.
The outputs are two staggered double grids meshing_nodes(2, :, :) and fv_table(2, :, :)
and the matrix with the area of each ﬁnite-volume area_fv(:, :), that will be necessary
for the solver. The meshing subroutine also uses some functions, that are presented in
these chapters.
Regarding to the numeration used, the parameters i and j refer always to the i position
in the j column of the matrix, and thus, in the grid.
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Figure 9.3: Reading_ airfoil subroutine diagram
9.2.3.1 Grid design parameters: airfoil points zp(2,:)
The airfoil points constitute the ﬁrst design parameter of the meshing function not just
because they deﬁne the airfoil but because they also deﬁne the separation between the
nodes of the C-grid in all the rows (also referred as levels, j). It has to be remembered
that in an structured grid the number of nodes in each level has to be the same. In that
sense, it is advisable to give some time to this task and make sure that the number of
points will be large enough to create a ﬁne mesh, specially in zones with sharp geometry
such as leading or trailing edges.
The reading_airfoil subroutine, whose diagram is shown in ﬁgure 9.3, reads the ﬁle
airfoil_naca.dat and creates the double vector zp(2, :) with the Cartesian coordinates
of the points that deﬁne the airfoil (ﬁrst element of the double vector indicates the axis:
1 for x, 2 for y), with the chord indicated, that is also inputs. Also is important to take
into consideration that reading_airfoil subroutine reads the airfoils points, but does
not arrange them, thus it is a requirement that the ﬁle airfoil_naca.dat included the
points ordered and starting, and ﬁnishing, the list with the ﬁrst point of the trailing
edge.
The logical variable le_found becomes true when the loop ﬁnds the leading edge which
is deﬁned as the node previous to that where the vertical coordinate becomes negative
or equal to zero. Remember than the airfoil_naca.dat points have no angle of attack,
therefore leading edge and trailing edge are in the same horizontal line. Despite this,
note that this deﬁnition of the trailing edge requires this horizontal line to coincide with
the horizontal Cartesian axis. The nodal position of the leading edge, leading_edge,
will be an output of reading_airfoil subroutine, because it will be necessary for future
procedures.
As ﬁnal remark, the size of the double vector zp(2, :) is needed by the computer, so in the
ﬁrst line of airfoil_naca.dat has to be included the number of points, airfoil_points.
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1 ! READING AIRFOIL SUBROUTINE
2 subroutine reading_airfoil ()
3 ! Module
4 use general
5 use airfoil_data
6 implicit none
7
8 ! Variables
9 le_found = .FALSE.
10 alpha = -alpha*pi/180
11
12 ! Body
13 open (UNIT=3, FILE = 'airfoil_naca.dat', STATUS = 'OLD', ACTION = 'READ
', ACCESS = 'SEQUENTIAL ')
14 read (3,*) airfoil_points
15 allocate (zp(2, airfoil_points))
16 do i = 1, airfoil_points
17 read (3,*) zp1 , zp2
18 zp(1,i) = zp1
19 zp(2,i) = zp2
20 if (le_found == .FALSE .) then
21 if (zp2 <= 0) then
22 leading_edge = i-1
23 le_found = .TRUE.
24 end if
25 end if
26 end do
27 print*, 'airfoil_naca.dat has been read'
28 close (3)
29 end subroutine reading_airfoil
9.2.3.2 Grid design parameters: nodes distance delta_wake(i)
The next parameter is the separation between nodes in the wake, delta_wake(i). This
parameter will be assumed constant, grow linear or polynomial. Note that this parameter
it is not necessary for the construction of a cylindrical grid.
One could deﬁne delta_wake(j) by imposing the number of nodes wake_nodes or by
setting explicitly the total wake length. The ﬁrst method is immediate to programme
but diﬃcult to use when it comes to create the mesh with a determined size. For that
reason the second option was chosen.
Consider that the separation between nodes on the wake delta_wake(i) expressed as
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delta_wake(i) = m · jc (9.1)
Where c, or wake_order, is the input parameter that decides the order of the polynomial
function, it is 0 for a constant separation, 1 for a lineal growing separation, 2 for a
parabolic growing, etc. The coeﬃcient m is unknown, it is necessary in order to give
the grid the desirable size. The input parameter wake_size is the total vertical length
that the grid is going to cover, hence it can be stated:
wake_size =
wake_nodes∑
i=0
m · jc (9.2)
Then one can separate the unknown coeﬃcient
m =
wake_size
wake_nodes
j=0
∑
jc
(9.3)
Next the code responsible for the calculation of delta_wake(i) is presented.
1 ! Wake step
2 m = wake_size/summ(0, wake_points -1, wake_order)
3 do i = 1, N1 -1
4 delta_wake(i) = m*(i** wake_order)
5 end do
With the function summ deﬁned as follows:
1 ! SUMM FUNCTION
2 ! Sumatory function from a to b
3 ! c -> sum(j**c)
4 real function summ (a,b,c) result (d)
5 implicit none
6 integer , intent(in) :: a, b
7 real , intent(in) :: c
8 integer :: i
9 real :: e
10 e = 0
11 do i = a, b
12 e = e + i**c
13 end do
14 d = e
15 end function summ
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9.2.3.3 Grid design parameters: Separation between levels k(j)
On a ﬁrst moment it was though that the method to build the delta_wake(i) vector
could be implemented to build vector with the separation between levels k(j). However,
after some checking, this method was substituted by the one used to build the vertical
separation on a cylindrical grid. This method is explained in section 10.1. Next is
presented the lines that deﬁne this vector.
1 ! Level 's step
2 k(1) = 0.
3 Rct = vertical_size **( 1./( levels -1) )
4 do j = 1, levels
5 radi_vector(j) = radi*(Rct**(j-1))
6 end do
7 do j = 2, levels
8 k(j) = radi_vector(j) - radi_vector(j-1)
9 end do
9.2.3.4 Grid design parameters: inclination angle theta_vector(i)
One last design parameter is necessary in order to create the columns in the mesh. One
could ﬁnd diﬀerent rules to deﬁne them but provably the easiest of them will be using
the inclination angle of the column, theta_vector(i), and assume it constant for each
node i. This theta_vector(i) is deﬁned as the angle between the x-axis and the angle
of the vertical line of the column on node i, anti-clockwise . Diﬀerent possibilities were
taken into account when deciding the rule to deﬁne the inclination of the columns but
ﬁnally was used a rule that made perpendicular these vertical lines. This option is very
interesting because makes the cell closer to a square, which avoids discretization errors.
The inclination angle for the column on each node is perpendicular and pointing out-
wards to the airfoil as shows ﬁgure 9.4. Numerically this is made using, at least, one
adjacent node (otherwise the slope cannot be obtained). This, which is stated here so
plain, has plenty of considerations. For instance, if one chose just one adjacent node, the
obtained perpendicularity on the i node is not really the perpendicularity on that point
but the one between i and the node adjacent to it. A better approximation could be
made by using the two adjacent nodes of i instead of i itself, by doing this, one obtains an
average values between the i and its adjacent nodes, similar to a second order centered
diﬀerence discretization. Despite that improvement, this last method does not consider
sudden variations in the geometry, so, although more accurate, is also more problematic
with complex geometries. Besides, in all the mentioned cases one has to recur to a
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diﬀerent scheme in, at least, the ﬁrst or the last point of the airfoil. In reference to the
wake, the angle could be maintained constant or chosen arbitrary.
Nevertheless, two problems arise with this method: concavity and areas disparity. The
intrados of the airfoils is usually concave, hence by using the perpendicular rule, at some
points the vertical lines of the ﬁrst nodes of the curve will bump into the lines of the
last nodes of the curve, superposing the grid and making it useless. This can be avoided
adding a conditional statement when computing theta_vector(i) to limit some values
or to impose them in case of possible bumping. Previously the code has identiﬁed the
leading edge of the airfoil. In ﬁgure 9.4 can be observed how, after certain point of
the intrados the column lines slope of the mesh are no longer perpendicular but remain
constant in order to avoid the superposition of vertical lines.
The areas disparity is not so easily ﬁxed. Observe in ﬁgure 9.4 the size of the cells
in front of the leading edge, they are quite bigger than the rest of the cells. The per-
pendicularity near the leading edge changes faster, thus it does theta_vector(i). This
greater diﬀerence in the inclination of the column lines between nodes is what produces
the increasing of the areas in the front zone. This fact can became critical with certain
geometries or problem conditions. Future improvements regarding the mesh would be
necessary for an accurate result, but for the present study it was considered that this
mesh could do the job.
Figure 9.4: C-grid example with theta_vector(i) perpendicular to airfoil
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9.2.3.5 Grid creation
After deciding the design parameters, creating the mesh becomes almost immediate.
The only consideration that remains is that there are three parts in the mesh: the
wake zone before the extrados (wake up), the airfoil zone and the wake zone after the
intrados (wake down). This parts are separated by the points N1 and N2, which are,
respectively, the ﬁrst node of the airfoil and the last one. Departing from the zp(2, :)
double vector created in reading_airfoil subroutine, the next code generates the double
matrix meshing_nodes(2, :, :) with all the points of the C-grid. First dimension of the
matrix, equally to the double vector, correspond to the axis: 1 for x-axis, 2 for y-axis.
Note that the presented code splits the do loop in three ones. Another option could be
to use just one loop and include three conditionals to determine the zone. That last
implies generally less lines of code, but using conditionals inside a loop implies doing
more operations that what it is really needed.
1 ! Creating mesh
2 j = 1
3 do i = 1, N1 -1
4 meshing_nodes (1,N1-i,j) = meshing_nodes (1,N1 -i+1,j) + delta_wake(i)
5 meshing_nodes (2,i,j) = zp(2,1)
6 do i = N1 , N2
7 meshing_nodes (1,i,j) = zp(1,1+i-N1)
8 meshing_nodes (2,i,j) = zp(2,1+i-N1)
9 end do
10 end do
11 do i = N2+1, level_points
12 meshing_nodes (1,i,j) = meshing_nodes (1,i-1,j) + delta_wake(i-N2)
13 meshing_nodes (2,i,j) = zp(2,1)
14 end do
15 do j = 2, levels
16 do i = 1, N1
17 meshing_nodes (1,i,j) = meshing_nodes (1,i,j-1) + k(j)*cos(theta_vector(
i))
18 meshing_nodes (2,i,j) = meshing_nodes (2,i,j-1) + k(j)*sin(theta_vector(
i))
19 end do
20 do i = N1+1, N2 -1
21 meshing_nodes (1, i, j) = meshing_nodes (1, i, j-1) + k(j)*cos(
theta_vector(i))
22 meshing_nodes (2, i, j) = meshing_nodes (2, i, j-1) + k(j)*sin(
theta_vector(i))
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23 end do
24 do i = N2 , level_points
25 meshing_nodes (1,i,j) = meshing_nodes (1,i,j-1) + k(j)*cos(theta_vector(
i))
26 meshing_nodes (2,i,j) = meshing_nodes (2,i,j-1) + k(j)*sin(theta_vector(
i))
27 end do
28 end do
9.2.3.6 Finite-volume grid
Recall ﬁgure 8.1. Finite volume methods usually consist of two staggered grids, the one
for the centered nodes (red and blue nodes) and the one that determine the ﬁnite-volume
limits (green) and the tie between them both is just geometrical. At this point one of
the grids is completely determined and it is an election for the programmer to choose
which of the two grids is it. The ﬁrst idea could be to assign meshing_nodes(2, :, :)
matrix to represent centered nodes. Consider now the surface of the airfoil that shows
ﬁgure 8.7. In the ﬁrst row i, when creating the grid for ﬁnite-volume limits, on the wake
will be a superposition and in the airfoil, half of the ﬁnite-volume will fall into it. Of
course this it is easy ﬁxed by generating the ﬁrst row of ﬁnite volumes half the usual
size, but this need of more lines of code than what it is necessary.
The alternative is to consider meshing_nodes(2, :, :) to represent the ﬁnite-volume lim-
its. Then the problem is immediately avoided but at a price, there will be less centered
nodes. Note that it is in these ones where the solver will solve the Euler equations, thus
by doing this one loses some accuracy in comparison, besides the last row and the last
column of the grid. But the size of the mesh is a design parameter, therefore once more
the solution is immediate: generate a grid a bit more thin.
In the next code is included the procedure to create fv_table(2, :, :) which represents
the double matrix of the centered nodes of the ﬁnite-volume method. They are created
by displacement of the nodes of meshing_nodes(2, :, :) matrix. Concretely, it is moved
each point (i, j), horizontally half the distance to the next one (i + 1, j) and vertically
half the distance to the one from above (i, j+ 1). However, due to that theta_vector(i)
is not necessarily perpendicular to the airfoil, it becomes necessary to move each point
also along the grid line of columns half the distance between each level and the next
one, k(j + 1). If, in addition, one moves it along an average theta_vector between the
node i and the next one i+ 1, one gets the centroid of the ﬁnite volume.
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The same loop is also used to create area_fv(:, :), a matrix containing the areas of each
ﬁnite volume around the centered node (i, j). How the function area works is explained
in the next section.
1 ! Defining finite volumes centers and area
2 do j = 1, levels -1
3 do i = 1, level_points -1
4 fv_table(1,i,j) = meshing_nodes (1,i,j) + 0.5*( meshing_nodes (1,i+1,j)-
meshing_nodes (1,i,j)) + 0.5*k(j+1)*cos (0.5*( theta_vector(i)+
theta_vector(i+1)))
5 fv_table(2,i,j) = meshing_nodes (2,i,j) + 0.5*( meshing_nodes (2,i+1,j)-
meshing_nodes (2,i,j)) + 0.5*k(j+1)*sin (0.5*( theta_vector(i)+
theta_vector(i+1)))
6 area_fv(i,j) = area(meshing_nodes (:,i,j),meshing_nodes (:,i+1,j),
meshing_nodes (:,i,j+1),meshing_nodes (:,i+1,j+1))
7 end do
8 end do
9.2.3.7 Function for area calculation
Figure 9.5: Four arbitrary points of the mesh
Function area computes the area of an arbitrary quadrilateral deﬁned by the Cartesian
coordinates of its vertex.
Consider four arbitrary points of the mesh forming a cell as shows ﬁgure 9.5:
Where each point (A, B, C, D) is deﬁned by its relative position to the point (i, j) as
shows the picture. Remember than i and j refer to the numeration position in the mesh
but each point (i, j) has its own, and known, Cartesian coordinates (x, y). In order to
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calculate the complete area of the polygon one has to divide it in two triangles, as shows
ﬁgure 9.5. However, the area of the triangle needs of a basis and a height, which is
unknown. Consider now the triangle ABC, using basic algebra one can state:
−→
A + k · −−→AB + h · −−−→AB⊥ = −→D (9.4)
With
−→
A and
−→
D being the Cartesian coordinates (x, y) of its respective points,
−−→
AB the
unit vector from point A to B and
−−−→
AB⊥ its respective perpendicular unit vector. k and
h are the unknown variables and the last one coincide with the height. Substituting
coordinates one gets the next:
1√
(Bx −Ax)2 + (By −Ay)2
[
Bx −Ax By −Ay
By −Ay −(Bx −Ax)
]{
k
h
}
=
{
Dx −Ax
Dy −Ay
}
(9.5)
Sub-index x and y indicates the Cartesian component of the position vector. By isolating
the unknown variables:{
k
h
}
= −
√
(Bx −Ax)2 + (By −Ay)2
(Bx −Ax)2 + (By −Ay)2
[
−(Bx −Ax) −(By −Ay)
−(By −Ay) Bx −Ax
]{
Dx −Ax
Dy −Ay
}
(9.6)
Only the absolute value of the height variable h is computed because is the one needed,
thus
h =
| (By −Ay)(Dx −Ax)− (Bx −Ax)(Dy −Ay) |√
(Bx −Ax)2 + (By −Ay)2
(9.7)
The basis of the triangle is the distance between points A and B, hence the area of the
triangle is then
Atriangle =
1
2
| (By −Ay)(Dx −Ax)− (Bx −Ax)(Dy −Ay) | (9.8)
The same procedure is applied for the triangle DCA. The sum of the both triangles
complete the calculation of the polygon. The next function was programmed regarding
to this procedure.
1 ! FUNCTION AREA
2 real function area (a,b,c,d) result (e)
3 implicit none
4 real , intent (in) :: a(2), b(2), c(2), d(2)
5 real , save :: h1, h2
6 h1 = abs((b(2)-a(2))*(d(1)-a(1))-(b(1)-a(1))*(d(2)-a(2)))
7 h2 = abs((c(2)-d(2))*(a(1)-d(1))-(c(1)-d(1))*(a(2)-d(2)))
8 e = 0.5*( h1+h2)
9 end function area
67 Miguel del Moral Cejudo
Chapter 9. Software description
9.2.4 Solver subroutine
Solver subroutine can be considered the spinal column of this study. Here is were most
of the eﬀorts were putted in and were the the greater diﬀerences between the versions of
the code can be seen. The type of scheme used (second order centered or average value
in vertex cells) aﬀects to the implementation of the solver algorithm, and so it happens
with the type of the mesh. In consequence, it cannot be presented code fragments
regarding to the solver subroutine but the general resolution process with comments
about its implementation. Furthermore, the solver internal structure presents a stronger
interdependence between their elements, which also adds diﬃculty to the task of make
a detailed explanation.
Despite that, the general functioning of the code can be easily understood with the
comments and schemes here presented and the detailed functioning can be induced from
the complete scripts presented in Appendixes A, B, C, D and E, where the diﬀerent
versions of the software are included. Figure 9.6 shows the block diagram for the solver
subroutine of all of them and speciﬁes the main input and output parameters the solvers
internally works with.
Figure 9.6: Solver block diagram
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9.2.4.1 Resolution algorithm
Figure 9.7 shows the solver ﬂux diagram. First it is necessary to declare the initial
conditions in all the ﬁeld (a). Velocity (u, v) are input parameters that depend on the
value of the Mach and the angle of attack. Temperature (T ) and pressure (p) are also
input parameters. Density (ρ) and speciﬁc energy (e) are obtained from equations 8.3
and 8.4, respectively, that in the ﬂux diagram are identiﬁed as (b) and (c). The ﬁnal
step to deﬁne the initial conditions is to compute the vector of conservative variables (Q)
and ﬂuxes (E and F ), from equation 8.2, which is designed as (d) in the ﬂux diagram.
This has to be done for all the cells (i, j) in the mesh.
Once the initial conditions have been established, the time loop begins. This, however,
are two loops in fact, because each time step has four stages that correspond with the
Runge-Kutta stages speciﬁed in section 8.3.2. Within this latter loop, the ﬁrst step is
to integrate the ﬂuxes in order to obtain the vector of conservative variables in the next
Runge-Kutta stage (Qrks+1) using the equation 8.29, designed as (e) in the diagram.
With the new vector of conservative variables can be then be computed the density,
velocity and speciﬁc energy according to (d) and the temperature and pressure ﬁelds
following (c) and (b) respectively. Finally the vector ﬂuxes of the next Runge-Kutta
stage (Erks+1 and F rks+1) can be calculated from (d).
This procedure is done for all the cells i, j, applying the proper corrections due to
boundary conditions as it is explained in section 8.5, as many times as Runge-Kutta
stages has the method. The one used in this study only have four, thus four times this
is repeated. After them it is obtained the vectors Qt+1, Et+1 and F t+1, which are the
vectors of variables and ﬂuxes for the next time-step. With this ends the time loop,
hence at this point the code has to decide if a next time step has to be computed.
Before that, however, some additional computations are made. It is at this point where
the saving of the ﬁelds that will be later included in movie_data is done. Also the
calculation of the entropy and the aerodynamic coeﬃcients and other results. This is
done so because in the next time step the ﬁeld variables will be overwritten, hence any
information that will be later required has to be saved before. Saving all the information
in each node of the ﬁeld at any time step resulted to be impossible due to the great
amount of memory required.
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The ﬁve versions of the code, included in the annex, follow this very algorithm. The
diﬀerences between them are in the grid, which aﬀects the structure of the spatial loops
(the ones done to cover all the i, j cells) and on the type of scheme used, which aﬀects
the balance of ﬂuxes in each side of the cell (d) which is done according to what it is
stated on section 8.2.1 or 8.2.2. In case of using a second order centered scheme along
with artiﬁcial dissipation (Appendix E) this latter one is applied also when the ﬂows are
being integrated on each cell (e), according to what it is explained in section 8.3.
A preliminary auxiliary function, called integrate, was designed for the ﬁrst version on
the code that worked with second order centered schemes (Appendix A). The usefulness
of this function is very limited due to the computational power required and its low
eﬃciency, but has been included and explained in the section 9.2.4.3 because give an
example of how to computationally implement the integration of (e) and can be of some
help in future preliminary codes.
9.2.4.2 Final computations
Here are presented some of the most usual ﬁnal computations made after the compu-
tation of each time step. Regarding to the saving of the ﬁelds used for the creation of
movie ﬁles the code used is:
1 ! MOVIE SAVING
2 if (MOVIE_RECORDING ==. TRUE.) then
3 if (counter == save_steps) then
4 t_counter = t_counter +1
5 do j = 1, levels -1
6 do i = 1, level_points -1
7 rho_movie(i,j,t_counter) = rho_field(i,j)
8 u_movie(i,j,t_counter) = u_field(i,j)
9 v_movie(i,j,t_counter) = v_field(i,j)
10 p_movie(i,j,t_counter) = p_field(i,j)
11 T_movie(i,j,t_counter) = T_field(i,j)
12 end do
13 end do
14 counter = 0
15 end if
16 counter = counter +1
17 end if
As can be observed the variables are only saved after a number of time steps (save_steps),
deﬁned in module movie. The implementation of this computations it is relatively easy.
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Another interesting computation is the calculation of the entropy or Mach ﬁelds, which
depend on other variables. An example of the code used to compute them is:
1 ! ENTROPY
2 do j = 1, levels -1
3 do i = 1, level_points -1
4 s_field(i,j) = p_field(i,j)/( rho_field(i,j)**gamma)
5 end do
6 end do
7 ! MACH
8 do j = 1, levels -1
9 do i = 1, level_points -1
10 M_field(i,j) = u_field(i,j)*u_initial /(( T_field(i,j)*T_initial*R*gamma
)**0.5)
11 end do
12 end do
The computation of the aerodynamic forces show some variations in each code, but they
follow the same principle. The aerodynamic forces (lift L and drag D) are computed
using the pressure values (p_field(i, j)) on nodes of the ﬁrst level adjacent to the airfoil,
integrating their value along the proper side of the cell, summing the contributions of
all the cells and splitting their horizontal and vertical components. The aerodynamic
coeﬃcients are obtained from:
Cl =
L
1
2
ρU2b
Cd =
D
1
2
ρU2b
(9.9)
Some other calculations as the computation of errors or the pitching moment can be
also added in this part of the code. These latter ones, however, were not used in any of
the codes.
9.2.4.3 Function for integral calculation
Figure 9.8 shows a ﬁnite volume, in green, around its center point (i, j), in blue. Red
nodes are the adjacent nodes of (i, j) in the mesh of nodes. Note that there are two
staggered meshes, the one for the centered-nodes and the one to deﬁne the ﬁnite volume.
Both grids are geometrically deﬁned in Cartesian coordinates (x, y), however just the
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centered-nodes mesh has known values for the vectors Q, E and F of the Euler equation.
The aim of the present section is to describe the function who estimates the value of this
vectors in the sides 1, 2, 3 and 4 of the ﬁnite volume and estimates the integral 9.10,
which is necessary to use the solver equation for the Euler method (equation 8.24)
4∑
ν=0
nν ·
ˆ
ν
(E ,F )dl (9.10)
Consider now the side 2 of the ﬁnite volume, deﬁned by the green nodes C and D, its
normal unit vector n2 pointing outwards is:
n2 =
(Dy − Cy, −Dx + Cx)√
(Dx − Cx)2 + (Dy − Cy)2
(9.11)
Analogously to the procedure explained in previous sections to compute the height of a
triangle, one can ﬁnd the distance between points A and B to side 2 as follows:
dA2 =
| (Dy − Cy)(Ax − Cx)− (Dx − Cx)(Ay − Cy) |√
(Dx − Cx)2 + (Dy − Cy)2
(9.12)
d2B =
| (Dy − Cy)(Bx − Cx)− (Dx − Cx)(By − Cy) |√
(Dx − Cx)2 + (Dy − Cy)2
(9.13)
In order to estimate the values of the ﬂuxes E and F of the Euler equations on the sides
of the ﬁnite volume it was decided to do an interpolation between their values of their
adjacent nodes, which in this case are A and B, according to equations 8.12 and 8.13.
The value of the mentioned ﬂuxes on side 2 are then:
E2 = E(A) + dA2
E(B)− E(A)
dA2 + d2B
(9.14)
F2 = F (A) + dA2
F (B)− F (A)
dA2 + d2B
(9.15)
Then the calculation of the contour integral (equation 9.10) on side 2 is immediate,
n2 ·
ˆ
2
(E ,F )dl = n2 · (E2, F2) d2 (9.16)
Where d2 is the length of side 2:
d2 =
√
(Dx − Cx)2 + (Dy − Cy)2 (9.17)
The programmed function, integrate, computes the contour integral just for one side,
then needs as an input the Cartesian coordinates of points A and B of the centered-nodes
mesh and C and D of the ﬁnite-volume mesh, and the value of the ﬂuxes E and F on
points A and B, in return gives the value of the contour integral. This function is useful
for a preliminary design, because avoids implementation errors, but it is not an eﬀective
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choice for more advanced design because the distance between points in the grid, which
are constant, are calculated again each time, slowing down the software.
Next, the code for this function is presented. An example of its implementation can be
seen in Appendix A.
1 ! FUNCTION INTEGRATE
2 real function integrate (a,b,c,d,e,f) result (value)
3 implicit none
4 real , dimension (2), intent(in) :: a, b, c, d, e, f
5 real , save , dimension (2) :: g, n
6 real , save :: mod , d1, d2
7 mod = ((d(1)-c(1))**2+(d(2)-c(2))**2) **0.5
8 d1 = abs ((1/ mod)*((d(2)-c(2))*(a(1)-c(1)) -(d(1)-c(1))*(a(2)-c(2))))
9 d2 = abs ((1/ mod)*((d(2)-c(2))*(b(1)-c(1)) -(d(1)-c(1))*(b(2)-c(2))))
10 g(1) = e(1) + d1*(e(2)-e(1))/(d1+d2)
11 g(2) = f(1) + d1*(f(2)-f(1))/(d1+d2)
12 n(1) = d(2)-c(2)
13 n(2) = -(d(1)-c(1))
14 value = g(1)*n(1)+g(2)*n(2)
15 end function integrate
9.2.5 Printing results subroutine
Printing results subroutine block diagrams is shown in ﬁgure 9.9. This subroutine is
almost the same in all the codes. It writes the value of the computed variables in the ﬁle
meshing_results.m, solver_results.m and movie_data.m, depending on the subroutine
where they were calculated. After writing all the results on each ﬁle, the printing
subroutine also adds automatically some lines in MATLAB code in order to process the
results in this program and also obtain the graphic representations. With this method,
seeing the results on MATLAB is easier and faster, because only it is necessary to run
the produced ﬁles in this platform.
An example of how the variables, density in this case, is saved and processed to be
automatically printed in MATLAB is:
1 open (UNIT=4, FILE = 'solver_results.m', ACCESS = 'SEQUENTIAL ', STATUS =
'REPLACE ', form = 'FORMATTED ')
2 write (4,*) 'clear all; clc; close all;'
3 ! Finite volume nodes
4 write (4,*) 'fv_base = ['
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5 do j = 1, levels -1
6 do i = 1, level_points -1
7 write (4,*) fv_base(1,i,j), fv_base(2,i,j)
8 end do
9 end do
10 write (4,*) '];'
11 ! Rho_field
12 write (4,*) 'rho_field = ['
13 do j = 1, levels -1
14 do i = 1, level_points -1
15 write (4,'(1000 E15.8)') rho_field(i,j)
16 end do
17 end do
18 write (4,*) '];'
19 ! Rearranging tables
20 write (4,*) 'level_points = ', level_points -1, ';'
21 write (4,*) 'levels = ', levels -1, ';'
22 write (4,*) 'for i = 1:1: levels*level_points '
23 write (4,*) 'j = 1+ floor((i-1)/level_points);'
24 write (4,*) 'if i<= level_points '
25 write (4,*) 'i_local = i;'
26 write (4,*) 'end'
27 write (4,*) 'if i>level_points '
28 write (4,*) 'i_local = i-(j-1)*level_points;'
29 write (4,*) 'end'
30 write (4,*) 'fv_x(i_local ,j) = fv_base(i,1);'
31 write (4,*) 'fv_y(i_local ,j) = fv_base(i,2);'
32 write (4,*) 'rho_matrix(i_local ,j) = rho_field(i,1);'
33 write (4,*) 'end'
34 ! Contour plots for matlab
35 write (4,*) 'figure (1)'
36 write (4,*) 'hold on'
37 write (4,*) 'contourf(fv_x ,fv_y ,rho_matrix ,100);'
38 write (4,*) 'title(''\rho'');'
9.3 Input ﬁles
The designed software, as it has been explained in the previous sections, requires only
of an input ﬁle with the name airfoil_naca.dat. In this ﬁle is included the geometry of
an airfoil (it does not have to be a NACA airfoil), deﬁned by a series of points. The
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requirements for this ﬁle are the next:
 First row of the ﬁle will include the number of points that deﬁne the airfoil.
 The airfoil has to be deﬁned without angle of attack.
 The airfoil has to be aligned with the horizontal axis, i.e. the vertical coordinates
of the trailing and leading edge have to be zero.
 The airfoil has to have unitary chord.
 Each point will be written in a row, ﬁrst the horizontal Cartesian coordinate and
then the vertical Cartesian coordinate.
 The point have to be ordered as follows: ﬁrst point trailing edge, then the extrados
points, leading edge, intrados points and trailing edge again.
Any other input parameter has to be declared in the modules of the program script and
then compiled, because the designed software does not have any user interface, although
it will be considered its construction for future developments.
9.4 Output ﬁles
Although maybe its content may diﬀer, the output ﬁles are the same for all the de-
signed codes. Furthermore, all of them are written in order to be run in MATLAB and
automatically produce the graphic results, as it was explained in section 9.2.5. The
information of the three ﬁles is adimensionalized according to section 8.4.
The ﬁles are the next:
 meshing_results.m. Here are included the Cartesian coordinates of all the grid
elements, from the vertex cells to the nodes, including theta_vector, or the area
of the cells. The graphics produced when running the ﬁle at MATLAB are the
representation of the grid, theta_vector along the airfoil surface and the area of
each cell.
 solver_results.m. In this ﬁle are presented the ﬁelds of density, velocity, pressure,
temperature and entropy (and other variables depending on the version of the
code) for the last time step. The ﬁle includes also the geometry of the grid and the
proper lines in MATLAB language to print the mentioned variables into a contour
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graphic. Furthermore, when running at MATLAB it will be represented the time
evolution of the aerodynamic coeﬃcients and the arrow graphic representing the
velocity vector ﬁeld.
 movie_results.m. This ﬁle is similar to solver_results.m, because includes the
same ﬁeld variables. The diﬀerence is that this time is not only for the last time
step but for a bunch of them in order to make a movie ﬁle (.avi) where can be seen
the evolution of each variable in all the ﬁeld. As can be imagined, the size of this
ﬁle is far larger than the two previous ﬁles because it includes a lot of information,
sometimes too much than MATLAB can have problems dealing with them. On the
contrary of the two previous cases this ﬁle do not include any MATLAB instruction
to print the movies. This instructions are in another script, included in Appendix
F, called movie_instructions.m that has to be run after running movie_results.m.
Furthermore, the software print some messages on the console in order to give informa-
tion about the current state of the calculation. These messages inform of the process
that is taking place during the printing and meshing subroutines. During the solver
subroutine three numbers are written in the console . The ﬁrst one is the current time
step, the second one is the value of the alpha parameter of the wall boundary condition
(section 8.5.2) and the third one is the non-dimensional time increment (section 8.3.1).
9.5 Notes about software limitations
In this study some codes are developed in order to solve the compressible ﬂow around an
airfoil. Anything diﬀerent to this, included in section 2.2, is a limitation of the software.
Nonetheless some comments are required to enclose this limitations.
The ﬁrst limitation, and more evident, is the absence of an user interface. This was
not developed because this is an academic study and did not have as aim making the
software accessible to anyone but those who knew the fundamentals and functioning of
the code, or in other words, the construction of a commercial software.
Other limitations are associated to the problem geometry. As it will be explained in the
next chapter, each code could only solve a geometry (airfoil or cylinder).
Finally, there are some limitations regarding to the software eﬃciency and accuracy
derived from the methods used. This limitations are not known a priori, but when the
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results are obtained and some validation can be made. In that sense, an exhaustive
deduction and explanation of these limitations is made in chapter 10.
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Figure 9.7: Solver ﬂux diagram.
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Figure 9.8: Finite volume representation
Figure 9.9: Printing results block diagram
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Results
In this chapter are presented the results produced by the designed software. They are
obtained for diﬀerent conditions and geometries. It is compulsory to mention that in
order to analyze diﬀerent geometries it was necessary to create slightly diﬀerent versions
of the original code. Furthermore, each geometry and each code had its own goodness
and weaknesses and in order to solve the latter ones it was required of special numerical
recipes. Nonetheless, all these codes are included in the annexes, and any modiﬁcation
made in the code is speciﬁed in this chapter and follows the principles explained in
chapter 8.
The aim of making the analysis of diﬀerent geometries with diﬀerent modiﬁcations and
conditions is to to show all the evolution of the study along with the diﬀerences in the
results produced by the election of each scheme and each grid, giving then a global
idea of some of the problems that can appear when solving Euler equations throughout
time-marching methods and the meaning of its solutions.
First it was constructed a code to analyze cylinders using a second order centered scheme.
It was thought that this was a good idea because by analyzing a cylinder almost any
complication derived from the grid is abolished, therefore it is a good choice to begin.
However there are some complications derived to the blunt geometry of a cylinder and
the scheme used. To solve these problems it was created a second code to solve cylinders
but using a scheme of average values on vertex cells.
The second geometry was the so-called drop airfoil, a cylinder with a tail which could
be considered an intermediate geometry between a cylinder and a conventional airfoil.
Here, again some of the problems inherent to the scheme used were shown and again
the average value on vertex cell scheme was used. But results were not better.
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The last geometry analyzed was a conventional airfoil. This was computed with the ﬁnal
version of the code, which avoids the problems shown with the two previous examples
and was considered tough enough to solve most of the conventional airfoils for subsonic
Mach numbers.
Note that all present solutions are non-dimensional according to what is explained in
8.4. Besides, an ISA sea level atmosphere was used for all the computations.
Finally, due to form of the two ﬁrst geometries used (blunt bodies), the results in these
cases were produced only for low velocities, otherwise obtaining results would have
resulted impossible. Explicit time-marching methods, however, work better with high
Mach numbers, as shows the airfoil results, but these velocities were too high to analyze
a cylinder or a drop airfoil.
10.1 Cylinder
This problem has an analytical solution hence it allows to establish some comparisons
and validations in order to evaluate the goodness of the method. However, as later will
be seen, due to the numerical dissipation it is not possible to reach a stationary solution.
Nevertheless, it is presented here because it is a good option to make a ﬁrst approach
and shows clearly some of the problems that can appear when working with explicit
time-marching methods and have to be taken into account.
The C-type grid explained in 8.6.2 is not a good choice for this problem due to the axial
symmetry. Therefore, for this problem was chosen a radial grid, which is very easy to
build although only works well with cylinders.
It consist on deﬁning the cylinder (a circumference in two dimensions) by a group of
points and then copying them in the vertical levels following the radial direction, sepa-
rating each level a distance k(j). This vertical separation depends on the circumference
radius a, the number of vertical nodes Nj and the distance to the external boundary
conditions vd (the radial distance that covers the entire spatial discretization). The
relationship between these variables are problem dependent but bibliography suggests
[2]:
rj+1 = a·(vd)
j/Nj
k(j) = rj+1 − rj
(10.1)
For the present computations this was the relationship used. An example of the grid
obtained through this method is shown in ﬁgure 10.1.
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Figure 10.1: Cylinder grid (a) and detail (b).
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10.1.1 Cylinder with second order centered scheme
The cylinder airfoil was ﬁrst analyzed using a second order centered scheme (section
8.2.1) without introducing any artiﬁcial diﬀusion. Table 10.1 summarizes the parameters
used for the mesh and the solver in this case. Note that the low Mach number will make
the results close to the potential incompressible ﬂow.
The main variables used to control the convergence of the system were the lift and drag
coeﬃcients. Because we are dealing with a potential ﬂow with a very low Mach number
it is expected than the stationary solution had and almost non-existent drag. Besides,
due to the fact than it is a symmetric airfoil in a symmetric grid with symmetric initial
and boundary conditions, the lift has to be zero at any moment.
Furthermore, the analytic solution says that the velocity stationary solution not only
has to be symmetric in the direction of the inlet velocity but also in the perpendicular
axis, i.e. symmetry between the ﬁrst half of the cylinder and the second half.
However, it was not possible to reach these conditions completely. Figure 10.2(a) shows
the time evolution of the aerodynamic coeﬃcients. There is no lift at any moment, at
was expected, and after a transitory stage the drag seems to oscillate around the zero
characteristic of an incompressible potential ﬂow but it never reaches an static value. In
a ﬁrst moment this could seem acceptable, but the magnitude of the oscillations is too
high.
When one analyzes the velocity modulus shown in ﬁgure 10.3(a) one could also wrongly
think that the stationary solution has been reached, due to the double symmetry and
the non-variation of the velocities value. But a closer look in ﬁgure 10.3(b) shows certain
asymmetry. There are two points attached at the surface and at each side of the trailing
edge with a very low velocity.
In order to understand the phenomenon that produces this, one should look in ﬁgure
10.4(b). Near the trailing edge the ﬂow behaves in an irregular way that could remember
to a turbulence ﬂow, which is impossible for a potential ﬂow. Furthermore, between these
points and the trailing edge the ﬂow on the surface has an opposite sign, it comes back
to the points instead of going downstream.
This phenomenon is no more than the detachment of the ﬂow produced by the numerical
dissipation inherent to the method used. In chapter 8 it was explained that a second
order diﬀerences centered scheme has the property that does not introduce numerical
dissipation in the solver, which is true only for a rectangular grid with all the cells the
same size. But the combination of a non-uniform grid, the way of imposing the boundary
Miguel del Moral Cejudo 84
10.1. Cylinder
Meshing Parameter Value
Radius, (a) 1
Vertical nodes, (j) 130
Horizontal nodes, (i) 150
Distance to external boundary, (vd) 40
Solver Parameter value
Mach 0.1
CFL 0.5
time_steps 2500
t_trans 500
Table 10.1: Problem parameters for the cylinder using second order centered scheme.
conditions and even the very algorithm followed by the code usually introduces certain
numerical diﬀusion that is very diﬃcult to evaluate without a reference model. Therefore,
it is not always necessary to introduce artiﬁcial dissipation in order to have some of it.
The detachment to the ﬂow, at the same time, introduces perturbations in the tail.
These are not critical still, but will became it after a few time steps. They will propagate
in an odd-even way (remember the odd-even decoupling problem characteristic of the
second order centered diﬀerences scheme) feeding back in alternated cells. The numerical
dissipation is not high enough to dissipate the great perturbations consequence of the
detachment and hence the solver fails absolutely producing a ﬁeld with very high values
of alternated sign in adjacent cells. This failure is easier to be observed in the pressure
or temperature ﬁeld than in the modulus of the velocity, as shows ﬁgure 10.2(b) where
the ﬁrst alternated values can be observed, producing a sort of radial columns instead
of a smooth solution.
10.1.2 Cylinder with average values in cell vertex
In order to obtain a better behavior the cylinder was also analyzed using the scheme
of section 8.2.2. Remember that this scheme avoids the odd-even decoupling problem
and produces the solution faster by itself but also because does not require artiﬁcial
dissipation which slows down the software and helps the ﬂow detachment. Furthermore,
it has certain capability to deal with the vortex produced by the numerical dissipation.
Nevertheless, in return, there is no control in the numerical dissipation introduced in
the scheme and the discretization error is greater. This leaded to some strange results.
The grid was made following the same principles used with the previous code. However,
due to the characteristics of this solver, a denser mesh was needed, as shows table 10.2.
Although the great increase in the number of cells, this code was still faster in obtaining
the results. This was possible thanks to the absence of artiﬁcial dissipation and because
was not used the integrate function explained in section 9.2.4. This function is very
comfortable to implement but as it was observed, slowed down the code too much.
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Figure 10.2: Cylinder results for lift (blue) and drag (red) coeﬃcients (a) and pressure
ﬁeld (b) with second order centered scheme.
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Figure 10.3: Cylinder velocity results (a) and detail (b) with second order centered
scheme.
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Figure 10.4: Cylinder velocity vector ﬁeld near the leading edge (a) and the trailing edge
(b) with second order centered scheme.
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Meshing Parameter Value
Radius, (a) 1
Vertical nodes, (j) 400
Horizontal nodes, (i) 150
Distance to external boundary, (vd) 40
Solver Parameter value
Mach 0.1
CFL 0.5
time_steps 20000
t_trans 500
Table 10.2: Problem parameters for the cylinder using average value in cell vertex.
Note that in order to establish better similarities and diﬀerences between solutions all
parameters were maintained except the number of time steps. This number is greater
this time because the solver allows it. When the ﬂow detaches from the cylinder surfaces
produces a sort of vortex that this solver can work with instead of breaking, as happened
with code 1.
Figure 10.5 shows the time response of the aerodynamic coeﬃcients. After a drastic
transitory stage (with a peak far larger than before) the solution stabilizes in the equi-
librium state. The magnitude of this oscillation is also lower (with an amplitude around
0.04). The oscillations in the equilibrium state (which are mostly result of the recircula-
tion near the trailing edge) can be diminished reﬁning the mesh. This has been proved
by analyzing diﬀerent mesh densities.
However, the steady solution has not zero drag, as it should be expected from a potential
ﬂow, but a negative drag of value 0.1. This, as a physical meaning, do not have con-
sistency at all, but can occur with certain schemes, and it is indicative that something
does not work well. In this particular case it is blamed to be a consequence of a slightly
displacement forward of the point of maximum pressure, which can happen at low veloc-
ities specially with rough meshes. However, the mesh used cannot be considered rough
hence the cause of this is not clearly known.
Note that due to the ﬂow detachment the horizontal symmetry is destroyed (ﬁgure
10.6(a)) thus, even tough the maximum pressure point displacement did not occur, the
drag should not be zero. The detachment of the ﬂow and its reattachment can be
observed from ﬁgure 10.6(b).
Figure 10.7(b) shows how the entropy near the trailing edge increases. This is indicative
of the level of numerical dissipation in the scheme. As can be seen, the great entropy
production occurs just at the trailing edge where the ﬂow is detached.
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Figure 10.5: Cylinder aerodynamic coeﬃcients with average values in cell vertex (a) and
detail (b).
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Figure 10.6: Cylinder velocity modulus(a) and velocity vector ﬁeld near the trailing edge
(b) with average values in cell vertex.
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Figure 10.7: Cylinder pressure (a) and entropy (b) ﬁelds with average values in cell
vertex.
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Figure 10.8: Cylinder aerodynamic coeﬃcients (a) and velocity vectors near the trailing
edge (b) with average values in cell vertex and a rough grid .
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Figure 10.9: Cylinder velocity modulus(a) and pressure (b) ﬁelds with average values in
cell vertex and a rough grid.
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10.1.2.1 Cylinder with average values in cell vertex with rougher grid
In order to evaluate the weight of the grid in the results and in the numerical dissipation
with this scheme, the same cylinder was analyzed again for a rougher grid (100 vertical
elements). The rest of problem parameters where also maintained, except the number
of total steps that was reduced to 10000. It was necessary so because with this density
in the grid the vortex produced by numerical dissipation are quite large and the solver
is only able to deal with them some time, as shows ﬁgure 10.8(a).
For this mesh, drag coeﬃcient has an steady average value around -0.7 and its oscillations
have an amplitude peak value of 0.9, even greater than the average value. This is
produced by the recirculation at the trailing edge (ﬁgure 10.9(b)) which is more dramatic
than in the previous case.
The pressure ﬁeld of ﬁgure 10.9(b) shows a bigger alternation between levels, which
cannot be observed well with a ﬁner mesh although occurred the same. This behavior
is similar to the odd-even decoupling but occurs drastically in the pressure ﬁeld for
unknown reasons. Here, furthermore, can be observed clearly how the maximum pressure
point moves forward, making the drag turn negative.
10.2 Drop airfoil
One of the main problems that one can found when using these methods is the incapa-
bility to produce proper results when working with a rough or wrong built mesh. This,
in addition, can happen specially when analyzing airfoils with complex geometries such
as big curvatures or great angles of attack.
In order to avoid this kind of complications, the second analyzed airfoil was a modiﬁ-
cation of a simple cylinder. As it has been seen in the previous section, dealing with
blunt objects such as cylinders can lead to the detachment of the ﬂow even working with
Euler equations. Nonetheless, this problem can be prevented elongating the cylinder.
This increase in the distance between leading and trailing edge diminishes the value of
the pressure gradient along with the possibility of detachment.
In the present case, this was achieved by means of adding a triangular tail to the cylinder.
Because the form the cylinder acquires when adding this tail the airfoil has been called
drop airfoil. Figure 10.10 shows an example.
Note that at the joint between the circumference and the straight lines (indicated with
a red circle) both tangents are parallel, which is completely essential because any little
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discontinuity in the airfoil geometry requires of a reﬁnement of the mesh. As a con-
sequence of this continuity in the drop airfoil tangent, it can be completely deﬁned by
setting just two variables: the chord (b) and the angle β. Other parameters such as
the radius of the circumference (R) or the length of the straight line (L) are deducted
imposing the geometrical condition of parallel tangents, which leads to:
R = 11+cosβ+sinβtanβ
l = R·tanβ
(10.2)
The parameters of the drop airfoil analyzed are shown in table 10.3.
Parameter Value
Chord b 1
β 70º
Table 10.3: Parameters of the drop airfoil.
Figure 10.10: Drop airfoil geometry.
A drop airfoil is not very diﬀerent of a NACA airfoil: both are deﬁned analytically and
both can be analyzed with a C-type grid. In addition, the drop airfoil has a beneﬁt over
a conventional airfoil, and that is that the analytical expression is easier to handle, and
so the geometry and hence obtain a good grid requires less job.
The drop airfoil grid was constructed according to what has been explained in section
9.2.3 but maintaining the rule for the vertical separation of equation 10.1. The parame-
ters used for the design of the grid are shown on table 10.4. Figure 10.11 shows the grid
used for this geometry.
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Note that there are three zones where the geometry of the grid changes and hence can
became sources of error if the mesh is not ﬁne enough. These zones are the trailing
edge, the transition from straight line to circumference and the higher point of the
circumference when the vertical lines change from vertical to perpendicular.
10.2.1 Drop airfoil with second order centered scheme
As it was done with the cylinder, the drop airfoil geometry was ﬁrst analyzed using
a second order centered scheme. This time, however, the solver could add artiﬁcial
dissipation, though none was added. Because of this and the integrate function used
the developed code was very slow.
Table 10.4 shows the ﬁrst parameters used to analyze the drop airfoil. This time no
artiﬁcial diﬀusion was added in order the make easy to compare the results with the
obtained with the cylinder geometry. Note that the number of time steps is greater than
in the cylinder case. This was possible thanks to the tail of the airfoil, which helps to
avoid the ﬂow detachment that was the main responsible to limit the number of time
steps.
Velocity modulus and pressure ﬁelds are shown in ﬁgure 10.12. As can bee seen, the
response in velocity and pressure are more uniform than in the case of the cylinder.
In addition, as it was expected, there are no signs of detachment and the horizontal
symmetry is maintained. Nonetheless, there are some signs of alternation specially
nearly the leading edge.
Figure 10.13(a) shows the time response for the aerodynamic coeﬃcients. Lift is zero at
any moment, as it is common for symmetric airfoils, and drag, after a transitory stage
seems to go for the zero value but with some oscillations. Note also the diﬀerence in
the transitory stage respect with the cylinder. This is due completely to the geometry,
because both cases where analyzed with the same number of t_trans.
However, some oscillations around the equilibrium state are normal, but in this case there
are two oscillations. A ﬁrst one of lower order around the equilibrium, and another one
of greater order.
Looking at ﬁgure 10.13(b) one can get an idea of the main problem: the odd-even decou-
pling. Velocity vector near the leading edge alternates between imposed wall condition
and the incoming ﬂow direction. This behavior could seem strange because the odd-
even decoupling should be more notable between rows instead of columns as the wall
boundary condition is imposed in the ﬁrst row. But, the gradual imposition of the wall
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Figure 10.11: Drop airfoil grid (a) and detail (b).
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Meshing Parameter Value
levels (j) 200
airfoil_points (i) 200
vertical_size 10
wake_points 30
wake_size 10
wake_order 0.8
Solver Parameter value
Mach 0.1
CFL 0.5
time_steps 5000
t_trans 500
Table 10.4: Problem parameters for the drop airfoil.
condition along with the non-uniform square grid (which makes the odd-even decoupling
a partial problem) makes this kind of behavior normal. In addition, due to the subsonic
ﬂow, part of the odd-even decoupling can be feed from downstream, where there is the
tail and trailing edge perturbation.
This alternation is also reﬂected in ﬁgure 10.14, where entropy and temperature show
drastic alternated changes near the leading edge. This problem will propagate to all the
ﬁeld and ﬁnally make the solver crack.
10.2.2 Drop airfoil with average values in cell vertex
In order to analyze the compatibility with the average values in cell vertex scheme
with other geometries and also to try to ﬁnd an alternative solution to the odd-even
decoupling, the drop airfoil geometry was analyzed using the same parameters of table
10.3. Remember that with this scheme there is not artiﬁcial dissipation introduced.
Figure 10.15 shows the velocity modulus (a) and pressure (b) ﬁelds. Velocity modulus
can seem ﬁne but a closer look shows a strange behavior after the point of maximum
velocity. This seems a detachment of the ﬂow but in comparison with the cylinder occurs
too early hence probably was due to an error propagation or the increase in the numerical
dissipation caused by the grid. Note that near the point of maximum velocity there are
two drastic changes in the geometry and the grid that produce a sudden variation in
the cell geometry. These changes are inevitable because the geometry of the airfoil and
because it is being used a C-type grid.
These hypothesis are backed up by the pressure ﬁeld ﬁgure, where a clear alternation
in adjacent cells is shown. These cannot be labeled directly as an odd-even decou-
pling because the scheme used avoids, at least partially, this problem. Nonetheless, the
propagation of an error is not uniform and could lead to similar results.
On ﬁgure 10.16 one can observe the aerodynamic coeﬃcients. Again lift remains zero
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Figure 10.12: Drop airfoil velocity modulus (a) and pressure (b) ﬁelds with second order
centered scheme.
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Figure 10.13: Drop airfoil aerodynamic coeﬃcients (a) and velocity vector ﬁeld (b) with
second order centered scheme.
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Figure 10.14: Drop airfoil entropy (a) and temperature (b) ﬁelds with second order
centered scheme.
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Figure 10.15: Drop airfoil velocity modulus (a) and pressure (b) ﬁelds with average
values in cell vertex.
103 Miguel del Moral Cejudo
Chapter 10. Results
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
−0.5
0
0.5
1
1.5
2
t
CL and CD
 
 
CL
CD
(a)
−0.15 −0.1 −0.05 0 0.05 0.1 0.15
−0.15
−0.1
−0.05
0
0.05
0.1
U
vec
(b)
Figure 10.16: Drop airfoil aerodynamic coeﬃcients (a) and velocity vector ﬁeld (b) with
average values in cell vertex.
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and drag in a relatively low value: an average value around -0.1 with an oscillation
amplitude close to 0.01. The negative quality of this result seems to suggest as cause
the same one that in the case of the cylinder, i.e. the movement forward of the point of
maximum pressure.
All these seems to point out diﬀerent causes and diﬀerent problems: the quality of the
grid, the detachment of the ﬂow, the propagation of errors or some odd-even decoupling
remembering can be aﬀecting. Therefore it was concluded that the compatibility of this
scheme with non-cylindrical geometries was dubious. Furthermore, due to the shadow of
a possible ﬂow detachment due to, at least partially, the blunt geometry it was though
that it was time to move to more aerodynamic geometries.
10.3 Generic airfoil: NACA 0012
Once analyzed the cylinder and the drop airfoil one has seen some of the problems
that have to be confronted with ﬁnite-volume time-marching methods with second order
centered schemes. Concretely the odd-even decoupling problem and the ﬂow detachment
result of the numerical dissipation. This later one can be diminished and even completely
avoided working with aerodynamic geometries such as airfoils. The odd-even decoupling,
however, cannot be omitted and is more detrimental when using high velocities.
With the cylinder and drop airfoil it was presented the average values in cell vertex
scheme as a possible solution to this problem, which worked well with the cylinder, but
it was probed to be quite inconsistent with other geometries. Furthermore, introduced
numerical dissipation without a clear control of it.
Therefore, in order to solve this problem it was required to turn to Jameson's artiﬁcial
dissipation method. This, whose simplicity and eﬀectiveness have been broadly probed,
uses a second and fourth order dissipation along with a limitator to switch them on, or
oﬀ. However, some preliminary codes made during the present study showed that by
using the complete Jameson model the code slowed down too much. A good velocity in
the obtaining of results was required in order to make quick validations and corrections,
besides fulﬁlling the project deadlines.
Because of that reason, it was used only the second order artiﬁcial dissipation of Jame-
son's model. It is not as formally proper as the complete model because the introduced
dissipation is present during all the calculations (and therefore the ﬁnal results shown
inevitably certain numerical viscosity) but is faster and works greatly. In addition,
by using only one of the dissipative coeﬃcients (α(2)) the complexity of chose a good
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Figure 10.17: NACA 0012 ﬁne grid example (350x400 nodes).
combination is avoided.
Regarding to the airfoil analyzed it was chosen NACA 0012. The reasons for this choice
are that it is a symmetric airfoil, hence one avoids complications in the grid formation,
and it has been widely used in the literature for subsonic compressible ﬂows thus compare
the results can be easier.
An example of the C-type grid used to analyze the airfoil is shown in ﬁgure 10.17.
10.3.1 Low velocity results
There is a very interesting point in analyze the airfoil ﬁrst at low velocities. As it has
been explained in previous chapters it is expected that the solver will behave better
within the compressible range of velocities, but within this margin the tools to validate
results are less accessible and more complex.
On the contrary, for low velocities results can be quickly obtained throughout potential
contour methods such as Panel Methods. There are diﬀerent free software, such as Xfoil,
that works with these methods and could have been used to compare results. However,
the author rely on a software developed by Temprano ([9]) based in a Bi-dimensional
Discrete Sources Panel Methods to obtain the pressure distribution along the chord and
compare the results with the ones obtained with the developed method.
The parameters used for the formation of the grid and the obtainment of results are
shown on table 10.5. Note that the CFL number is far larger than in the previous
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Meshing Parameter Value
levels (j) 400
airfoil_points (i) 150
vertical_size 10
wake_points 100
wake_size 10
wake_order 1.0
Solver Parameter value
Mach 0.1
Angle of attack 0
CFL 1.5
time_steps 5000
t_trans 50
α(2) 0.5
Table 10.5: Problem parameters for the NACA 0012 analysis at low velocity.
analysis because, as it could be expected, the addition of artiﬁcial dissipation make the
solver more stable.
Velocity and pressure ﬁelds obtained are shown in ﬁgure 10.5. As can be seen, the
addition of the artiﬁcial second order dissipation has make disappear any sign of the odd-
even decoupling, producing smooth results. Nonetheless, looking at the aerodynamic
coeﬃcients time evolution of ﬁgure 10.19(a) one can observe a negative drag in the
steady solution, clear indicative that something is not working as it should. The cause
of this phenomena is pointed out in 10.19(b). The point of maximum pressure, which
should correspond to the point of minimum velocity and it is located exactly on the
leading edge, has been moved forward. In consecuence, in the leading edge the pressure
is far lower to what should be and therefore the total horizontal contribution (or drag)
becames negative. A similar phenomena can be observed in ﬁgure 10.5(a), where the
points of maximum velocity do not correspond exactly with the points of minimum
pressure. The cause of this phenomena could not be clearly identiﬁed and it is not
very mentioned in the literature but some authors (Flores et al.) point out that it is a
common behavior when using rough grids and low incoming velocities.
Therefore, in order to obtain result with certain sense is completely necessary to use a
ﬁner mesh.
10.3.1.1 Results with ﬁner mesh
The results are computed again but this time it is used a number of vertical levels of
800. This is not the best way to reﬁne the mesh, because increasing only the number
of vertical points makes the x/y ratio in the cells to not be maintained. However, will
work this time.
Figure 10.20(a) shows the pressure ﬁeld near the leading edge. As it can be observed the
point of maximum pressure is still detached from the leading edge, but not so distant,
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Figure 10.18: NACA 0012 velocity modulus (a) and density (b) ﬁelds for Mach 0.1.
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Figure 10.19: NACA 0012 aerodynamic coeﬃcients (a) and entropy ﬁeld (b) for Mach
0.1.
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Figure 10.20: NACA 0012 pressure ﬁeld detail (a) and aerodynamic coeﬃcients (b)
obtained with a ﬁne mesh and Mach 0.1.
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Figure 10.21: NACA 0012 velocity ﬁeld (a) and pressure coeﬃcient distribution (b)
compared with the results obtained from a panel method (Mach 0.1).
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therefore the pressure ﬁeld is closer to what should be. This is backed up by Figure
10.20(b), where the drag is positive. As it has been seen in the cylinder analysis, the
drag should be zero with a second order centered scheme, but one cannot forget that in
order to avoid the odd-even decoupling it is being introduced artiﬁcial dissipation, and
this makes the solution close to the potential one but not completely inviscid.
Figure 10.21(a) shows the velocity ﬁeld. This time the maximum velocity is also closer
to the surface. Nonetheless, provably more accurate results could be obtained by using
an even ﬁner mesh. Despite that, this work do not show these results because the aim of
the work was to produce and analyze the solver results, neither the code for ﬁne meshes
production (which this study lacks of) nor the analysis of a particular airfoil.
A qualitative and fast analysis of the validity of the results obtained by this solver can
be made comparing the distribution of pressure with the one obtained from a Contour
Method. The author used a code based in a Bi-dimensional Discrete Sources Panel
Methods, developed by Temprano (similar methods can be found in[9]). This method is
a potential incompressible method but due to the low velocity used for the analysis both
solutions should be very similar. The panel method solution was obtained discretizing
the airfoil in 100 points, which probed to be enough for this airfoil. Comparison is shown
in 10.21(b).
As can be seen, two pressure distributions are very similar: the both of them have a peak
of a value around 0.4 after the leading edge, and decrease with the same slope. There is,
however a sort of oﬀset between the two of them, like if the solution obtained with the
designed software would have been displaced to the left. It is thought that the reason of
this disparity is the artiﬁcial dissipation added. Due to the perturbation produced by
the wall boundary condition, the vicinity of the airfoil is where the artiﬁcial dissipation
aﬀects more and hence the pressure coeﬃcient is moved backwards. This would explain
why the similarities are bigger near the leading edge, where less distance has been
gone through and so less numerical dissipation has been introduced, and greater later.
Another explanation is that this displacement is produced because the velocity at the
trailing edge is not zero, on the contrary to the results of Contour Methods.
Whatever of this two mentioned explanations was the right one, both are sustained by
the addition of artiﬁcial dissipation. Some comparisons between diﬀerent meshes where
made and it was observed a slightly improvement in the pressure distribution with ﬁner
meshes. However, this improvement is not enough to make the two results coincide
hence, if one pretends to achieve that, it is completely necessary to add the fourth order
dissipation to complete Jameson's model.
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10.3.2 High velocity results
In order to conﬁrm the better behavior in the compressible regime it is required to
obtain results for high velocities. Furthermore, NACA 0012 has been very studied
within this range of velocities and it is relatively easy to ﬁnd the solution to Euler
inviscid equations obtained through commercial software and these can help to give a
qualitative comparison between two results.
Table 10.6 show the parameters used to analyze the NACA 0012 airfoil within the
compressible range of velocities. It was also used an angle of attack (α) of 1.25º in order
to observe the solver behavior with non-symmetric problems.
Figure 10.22(a) and (b) show the Mach number and density ﬁeld, respectively. It can
be observed how the symmetry disappears. Also can be observed the signiﬁcant density
gradient, which did not appear at low velocities. The pressure ﬁeld is shown in ﬁgure
10.23. There one can see how the maximum pressure point is still detached but due to
the high velocity the pressure at the leading edge is high enough, on the contrary to
what happened with the same mesh but in the incompressible regime.
It is also interesting to observe the entropy ﬁeld of ﬁgure 10.24. The airfoil produces
a large wake that should not appear for potential ﬂows but, due to the numerical and
artiﬁcial dissipation, it is normal. It also appeared for low velocities but not at this
scale. This increasing can be caused by the compressibility eﬀects.
Later, on ﬁgure 10.25 (a) and (b)can be observed the temperature ﬁeld and the aerody-
namic coeﬃcients respectively.
Although the apparent good behavior of the solver one can see its weakness by comparing
the results with other authors ([8]). This high velocity, considered within the transonic
margins, along with some angle of attack could easy lead to reach Mach 1 at some points
and so it is shown by the results of these authors. In fact Mach numbers superior to one
can be observed on ﬁgure 10.22(a). This produces the apparition of shock waves and
discontinuities on the ﬁeld. These, nonetheless, will never appear using second order
artiﬁcial dissipation because the model itself it is built to soften the results.
Therefore it was concluded that, without using a complete Jameson model, the results
at transonic velocities have not enough accuracy.
10.3.3 Medium velocity results
Finally, NACA 0012 is analyzed with a medium velocity, out of the transonic margin,
and angle of attack of 1.25º. Table 10.7 shows the parameters used for this analysis.
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Figure 10.22: NACA 0012 Mach number (a) and density (b) ﬁelds at Mach 0.8 and
α = 1.25º.
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Figure 10.23: NACA 0012 pressure ﬁeld (a) and detail (b) at Mach 0.8 and α = 1.25º.
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Figure 10.24: NACA 0012 entropy ﬁeld (a) and detail (b) at Mach 0.8 and α = 1.25º.
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Figure 10.25: NACA 0012 temperature ﬁeld (a) and aerodynamic coeﬃcients evolution
(b) at Mach 0.8 and α = 1.25º.
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Meshing Parameter Value
levels (j) 400
airfoil_points (i) 150
vertical_size 10
wake_points 100
wake_size 10
wake_order 1.0
Solver Parameter value
Mach 0.8
Angle of attack 1.25
CFL 1.5
time_steps 30000
t_trans 50
α(2) 0.5
Table 10.6: Problem parameters for the NACA 0012 analysis at transonic velocity.
Meshing Parameter Value
levels (j) 800
airfoil_points (i) 150
vertical_size 10
wake_points 100
wake_size 10
wake_order 1.0
Solver Parameter value
Mach 0.5
Angle of attack 1.25
CFL 1.5
time_steps 15000
t_trans 50
α(2) 0.5
Table 10.7: Problem parameters for the NACA 0012 analysis at medium velocity.
This time the number of vertical nodes was substantially increased in order to minimize
the numerical dissipation and to avoid the problems observed at low velocities regarding
to the displacement of points of maximum pressure and velocity. Nonetheless, as can
be seen on ﬁgures 10.26 and 10.27, it was not possible to avoid completely those eﬀects,
especially on the velocity ﬁeld. Figure 10.28(a) shows the behavior of the density ﬁeld.
In ﬁgure 10.28(b) the evolution of the aerodynamic coeﬃcients is presented. The ﬁnal
lift and drag coeﬃcients are, respectively, 0.1436 and 0.02341.
These results can be compared with the ones obtained on [8], where the lift coeﬃcient has
a value close to 0.18 and a drag value of 0.0002. Although both results can be compared,
there is still some diﬀerence. The drag diﬀerence is mainly due to the artiﬁcial dissipation
introduced. The lift diﬀerence, on the contrary, although aﬀected by the numerical
dissipation, has its cause on the mesh. This problem used the greater number in vertical
points of all the study, but the number of horizontal points was not incremented. This
makes that the size ratio (x/y) of the cells to be very diﬀerent to 1 hence introduces
certain error. This can also feed, at the same time, the drag coeﬃcient.
Nonetheless, it was thought that the results were all close as they could be by using the
Jameson's artiﬁcial dissipation model simpliﬁed and the simple C-type grid programmed
function. Therefore, the study was concluded here.
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Figure 10.26: NACA 0012 Mach number ﬁeld (a) and detail (b) at Mach 0.5 and α =
1.25º.
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Figure 10.27: NACA 0012 pressure ﬁeld (a) and detail (b) at Mach 0.5 and α = 1.25º.
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Figure 10.28: NACA 0012 density ﬁeld (a) and aerodynamic coeﬃcients evolution (b)
at Mach 0.5 and α = 1.25º.
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Conclusions
In this study a ﬁnite-volume time-marching code for the Euler equations has been made.
In order to analyze diﬀerent geometries and use diﬀerent schemes, diﬀerent versions
were created. A ﬁrst one using a second order centered scheme, a second one using a
centered scheme with average values on the vertex cells and a ﬁnal one using second
order centered schemes along with a simpliﬁed version of Jameson's artiﬁcial dissipation
model. Furthermore, three geometries have been analyzed: a cylinder, the so-called drop
airfoil and the NACA 0012 airfoil.
The two ﬁrst geometries analyzed can be considered as preliminary problems. The aim
of analyzing them was two get an idea of the problems that appear when dealing with
Euler equations, try to ﬁnd diﬀerent solutions to solve them and evaluate the preliminary
codes to avoid mistakes in the resolution algorithm.
First, the cylinder using a second order centered scheme was analyzed. Here were ob-
served two problems: the odd-even decoupling which is inherent to this type of scheme
and the ﬂow detachment derived from the numerical dissipation and the blunt geometry.
Furthermore, the detachment made clear that the second order centered scheme, alone,
was probed to be a poor election, because its simplicity avoids any capability to deal
with the vortex and turbulence produced by the detachment of the ﬂow.
In order to solve both problems at the same time it was then introduced a scheme with
average values on vertex cells. This scheme averages the values of the characteristic
variables in the cell vertex with the values at the center of the four cells that share
each vertex. By doing this one avoids automatically the odd-even decoupling, but also
introduces a greater numerical dissipation. Furthermore, this scheme can deal with the
turbulence associated to the detachment until certain point. In consequence it was hoped
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to be a good choice, but results showed that the alternation between adjacent nodes was
not avoided, specially in the pressure ﬁeld. Also produced a forward displacement of
the point of maximum pressure, leading the drag to negative values. The causes of
these phenomena has not been clariﬁed. In addition, the scheme showed a great mesh
dependance, needing a very ﬁne mesh in order to work properly with the vortex derived
from the detachment.
Due to the problem of the ﬂow detachment and the dubious goodness of the results
with the average in vertex cell scheme, the study was moves to the drop airfoil. The
tail of this airfoil helped to avoid detachment while its cylindrical form helped in the
task of creating a ﬁne mesh. This geometry was ﬁrst analyzed with a second order
centered scheme and it was observed that the ﬂow remained attached, but the odd-even
decoupling persisted. In consequence was also analyzed througout the average in cell
vertex scheme but leaded to worse results. The changes in the cell size between the tail
and the cylindrical part aﬀected drastically to the resolution, pointing out again the
great dependance of the scheme to the grid uniformity. Furthermore, the problem of
the alternation in the pressure ﬁeld remained, making the drag coeﬃcient turn negative.
Due to this bad behavior it was considered that this second scheme was not consistent
enough to do further developments.
The ﬁnal solution to the odd-even decoupling was the Jameson's artiﬁcial dissipation
scheme, a method very used in the industry. However, this method can produce a very
slow code and in order to avoid this and produce a diﬀerent result it was decided to
use the Jameson's model but adding only second order dissipation. This makes the
algorithm more simple and faster, but introduces too much dissipation. Because of that
reason this method could not be aﬀordable to approach the cylinder, or even the drop
airfoil, geometries susceptible to ﬂow detachment.
Therefore the third geometry analyzed was the airfoil NACA 0012. It was chosen this
airfoil because of its symmetry, its good behavior at great velocities and because it is
relatively easy to ﬁnd studies of this geometry, which is a very important aspect in order
to validate results.
The results for this geometry were ﬁrst obtained for low Mach numbers in order to com-
pare the results with other potential methods as the Bi-dimmensional Discrete Source
Distribution Panel Method. Here the ﬁrst complications regarding to the ﬁnesse of the
grid were seen. It could be observed the displacement of the points of maximum pres-
sure and maximum velocity, which makes the results very distant to the incompressible
solution. After reﬁning the grid, the results showed a similar behavior, but still not
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exactly the same. This diﬀerence was attributed to the artiﬁcial dissipation introduced,
but probably an even ﬁner mesh would make the results still closer. But the meshing
function constructed did not allowed a better mesh design.
Then the NACA 0012 was analyzed for a transonic velocity. As it could be expected,
due to the Jameson's simpliﬁed model, the solver softens any discontinuity and so it
happened with the natural discontinuity that appear at this velocity. Therefore it was
concluded that the solver cannot predict shock waves and is not a good option to solve
transonic ﬂows.
Finally the NACA airfoil was analyzed at a subsonic velocity within the compressible
range. There the best results were shown, similar to the ones of other studies in the form
of the variables ﬁeld and in the values of the aerodynamic coeﬃcients. Nonetheless, the
similarity was not so great to label the designed code as of great accuracy. The fact that
it is being used a simpliﬁed model and a grid of dubious eﬃciency made these results
close, but just so. In order to obtain accurate results are necessary further developments,
specially regarding to the grid construction but also complete of Jameson's model.
As a ﬁnal conclusion for this ﬁnal year study I would like to remark the engineering
face of computational ﬂuid dynamics. Building a software to solve, in this case, Euler
equations requires of computational, mathematical, physical and, above all, numerical
knowledge and therefore it should be considered as a multidisciplinary ﬁeld, but what
makes it closer to engineering is that it requires compromise solutions. There is not any
unique and best solution to the problem but lots of them and most of the time each will
have its goodness and weaknesses. The task of the engineer is to weigh them and chose
the one closer to the requirements.
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Chapter 12
Future work
This study can be labeled as a ﬁrst incursion in the Computational Fluid Dynamics
world. Some good solutions for the construction of a solver and a simple structured
meshing tool were presented but still there is ahead a great universe full of options to
improve and complement.
The ﬁrst recommended step, and the one that could not me implemented in order to
fulﬁll the deadlines, was to use the complete Jameson's model. It is expected the results
to improve by using the fourth order artiﬁcial dissipation along with the limitators
switch.
Another interesting step would be an introductory but former study in structured airfoil
grids. This should include discretization errors estimation and a software easy to handle
and compatible with the solvers here presented. A further step would be to implement a
unstructured meshing function, taking advantage of its compatibility with ﬁnite-volume
methods, but this will require some changes in the solver structure. This study has
to include also some tool to obtain the geometry of an airfoil deﬁned by an arbitrary
number of points.
An alternative option would be to repeat this study but using ﬁnite elements instead in
order to make a comparison between the beneﬁts of this two methods. Or even could
be possible to change time-marching methods for an iterative method, though this later
option would not be interesting from a practical point of view.
Once the completion of the Jameson's model and the construction of tough meshing
tool is done, the next step is the extrapolation to three dimensions. This is a giant step
mainly because the computational power needed is far greater, hence one may need time
to build the code and validate its functioning.
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If, on the contrary, one wants to remain on the bi-dimensional space, there are also a
lot of options regarding the solver method. Jameson's model is within what is called an
scalar model, because dissipation is applied the same in the four conservative variables,
but there are other interesting methods. Within the so-called matrix methods, for
instance, one of the most popular is the Roe scheme. This uses the almost linear form of
the Euler equations, which allows to implement boundary conditions in a more accurate
way. Furthermore, Roe scheme allows more improvement that Jameson's, although it is
also more complex.
Regarding to the functionality of the code it could be also considered the construction of
a friendly software interface in order to make more comfortable its functioning. Further-
more, it could be also interesting to develop each function independently, for instance,
a ﬁne software for meshing, an a diﬀerent software for solving. This asks for a tougher
internal structure but leads to a software easy to handle and improve.
As one can see, there are plenty of methods, techniques and schemes that could lead to
similar or complementary studies. But the ﬁnal goal are the Navier-Stokes equations in
three dimensions. These, though, are a very high goal and require of a large preparation
and a great amount of knowledge before being tackled, and even with the knowledge
necessary there are many diﬀerent approaches.
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Appendix A
In this appendix it is presented the full developed code for the simulation of the ﬂow
around a cylinder using second order centered scheme. This was the code used to obtain
results of section 10.1.1. The code includes the reading of the cylinder points, the
creation of a mesh, the solver and the printing of results.
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Appendix B
In this appendix it is presented the full developed code for the simulation of the ﬂow
around a cylinder using average values in cell vertex scheme. This was the code used
to obtain results of section 10.1.2. The code includes the reading of the cylinder points,
the creation of a mesh, the solver and the printing of results.
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Appendix C
In this appendix it is presented the full developed code for the simulation of the ﬂow
around a drop airfoil using a second order centered scheme. This was the code used to
obtain results of section 10.2.1. The code includes the reading of the airfoil points, the
creation of a mesh, the solver and the printing of results.
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Appendix D
In this appendix it is presented the full developed code for the simulation of the ﬂow
around a drop airfoil using average value in cell vertex scheme. This was the code used
to obtain results of section 10.2.2. The code includes the reading of the airfoil points,
the creation of a mesh, the solver and the printing of results.
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Appendix E
In this appendix it is presented the full developed code for the simulation of the ﬂow
around a generic airfoil using second order scheme and the simpliﬁed Jameson's artiﬁcial
dissipation model. This was the code used to obtain results of section 10.3. The code
includes the reading of the airfoil points, the creation of a mesh, the solver and the
printing of results.
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Appendix F
In this appendix it is presented a MATLAB script developed to create a movie with the
movie_data.m ﬁle produced by the codes of Appendixes from A to E.
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