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Vorwort
Die Bescha¨ftigung mit dem Thema Farbe in der digitalen Bildverarbeitung hat den
Vorteil, dass immer bunte Bildchen gezeigt werden ko¨nnen, die dann auch helfen,
z.B. Farbe in einen Vortrag zu bringen. Andererseits ist das Thema vielschichtiger
als es zuna¨chst den Anschein hat, so dass die Gefahr droht, sich in einem Irrgarten
von Farbra¨umen zu verlaufen. Diese Erfahrung musste ich bereits vor Jahren machen,
als ich im Rahmen meiner Diplomarbeit das Thema Farbkonstanz bearbeitet habe.
Dennoch ist die Faszination dieses Themas fu¨r mich bis heute erhalten geblieben.
Deshalb bin ich auch froh, dass sich im Zuge der Projektarbeit als wissenschaftlicher
Angestellter im Institut fu¨r Medizinische Informatik der RWTH Aachen fu¨r das DFG-
gefo¨rderte Projekt Digitale Quantitative Laryngoskopie die Gelegenheit ergab, mit der
Charakterisierung von farbigen Texturen zwar ein ganz neues Gebiet zu erschließen,
aber trotzdem auf bereits studierten Sachverhalten aufsetzen zu ko¨nnen.
Eine solche Arbeit erfordert zwar ein hohes Maß an Eigenmotivation, ist aber
letztlich erst durch die Unterstu¨tzung zahlreicher Menschen im Umfeld mo¨glich, bei
denen ich mich an dieser Stelle bedanken mo¨chte. Da wa¨re zuna¨chst mein Kollege
Dr. Thomas M. Lehmann zu nennen, der mein wesentlicher fachlicher Mentor war und
von dem ich viel lernen konnte. Jo¨rg Bredno war in der letzten Zeit mein Bu¨ronachbar
und verstand es, mir die Absurdita¨ten dieser Welt plastisch vor Augen zu fu¨hren. Er
wird mir immer durch den Satz: ”Es ist mir schleierhaft, wie dieses Paper einen
Reviewprozess u¨berstehen konnte“ in Erinnerung bleiben. Volker Metzler war nicht
nur eine Zeit lang ein guter Kollege, sondern auch mein Kooperationspartner auf dem
Gebiet der Cooccurrence-Matrizen. Die Ergebnisse der Studienarbeiten von Oliver
Dieker und Daniel Keysers sind ebenso in diese Arbeit eingeflossen wie Teile der
Diplomarbeit von Benedikt Fischer. Nicht unwesentlich fu¨r diese Ausarbeitung waren
die fleißigen Korrekturleser Benedikt Fischer, Sabine Palm, Dr. Dirk Pawlowski und
Dr. Cord Sprekelsen.
Herrn Professor Spitzer danke ich nicht nur fu¨r die U¨bernahme des Referats,
sondern auch fu¨r die Freiheiten, die ich im Institut genießen durfte. Herr Professor
Oberschelp, der so freundlich war, das Koreferat zu u¨bernehmen, war fu¨r mich immer
ein wichtiger Ansprechpartner und Ru¨ckhalt. Dafu¨r und fu¨r die Zeit der intensiven
Diskussion sowie der gru¨ndlichen Begutachtung dieser Arbeit mo¨chte ich mich bei
ihm herzlich bedanken.
Diese Promotion wurde nur mo¨glich durch die finanzielle Unterstu¨tzung der DFG
fu¨r das oben genannte Projekt. In diesem Zusammenhang mo¨chte ich mich fu¨r die
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erfolgreiche Zusammenarbeit auch bei den Projektpartnern bedanken, insbesondere
bei Herrn Professor Klajman und Frau Professor Neuschaefer-Rube aus der Phonia-
trie und bei Herrn Professor Westhofen, Herrn Dr. Ilgner und Herrn Dr. Schu¨tz aus
der HNO des Klinikums Aachen. Herrn Professor Stolz aus Regensburg, Herrn PD
Dr. Horsch und Herrn Dr. Pompl aus Mu¨nchen mo¨chte ich fu¨r die Bereitstellung des
dermatoskopischen Bildmaterials danken. Der erfolgreiche Einsatz der hier entwickel-
ten Methoden auf diesem Gebiet geben Anlass zur Hoffnung, dass die Ergebnisse
dieser Arbeit nicht nur von akademischem Interesse sind.
Zum Schluß mo¨chte ich meiner Familie fu¨r ihre Unterstu¨tzung danken. Meine
Eltern ermo¨glichten und begleiteten meine akademische Ausbildung. Meine Frau Sa-
bine hat die Mehrarbeit an Abenden und Wochenenden klaglos mitgetragen, mich
aufgefangen in dunklen Zeiten, mich mit Schokoladenpaketen versorgt und mich mit
ihrer Liebe begleitet und unterstu¨tzt. Und mein Sohn Moritz hat mich mit seinen 19
Monaten la¨ngst gelehrt, dass Hunger ein fundamentaleres Problem ist als eine chro-
matische Fourier-Transformation und dass sein La¨cheln noch glu¨cklicher macht als
ein komplexer Farbraum.
Christoph Palm im Ma¨rz 2003
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viii INHALTSVERZEICHNIS
1 Einleitung
Bilder sind nicht erst heute, im Zeitalter von Fernsehen und Internet ein wichtiger In-
formationstra¨ger. Eine der wesentlichen Aufgaben der digitalen Bildverarbeitung ist
die rechnergestu¨tzte quantitative Extraktion dieser Bildinformationen. Ha¨ufig wird
dabei ein bildgebendes System als Messinstrument interpretiert, wobei die relevanten
Messwerte mit Hilfe von Bildverarbeitungsmethoden aus dem Bild bestimmt, aufbe-
reitet und ausgewertet werden. Die Anwendungsgebiete solcher Methoden sind breit
gestreut von der medizinischen Diagnostik [Hor98] u¨ber die industrielle Qualita¨tskon-
trolle [Fra98] bis hin zu biometrischen Sicherheitssystemen [Car90].
Aus historischen und methodischen Gru¨nden wird zwischen Grauwert- und Farb-
bildverarbeitung unterschieden. Historisch entwickelte sich die Grauwertbildverarbei-
tung etwa seit den 50er Jahren, wa¨hrend die Bedeutung der Farbbildverarbeitung
erst seit Anfang der 90er Jahre zunimmt [Sha97]. Die wachsende Zahl wissenschaft-
licher Konferenzen, die sich speziell mit Farbe in Bildverarbeitung und Bildgebung
auseinandersetzen, macht die zunehmende Bedeutung der digitalen Farbbildverarbei-
tung deutlich. Der 1993 erstmals durchgefu¨hrten ”Color Imaging Conference“(CIC)
folgte der ”Workshop Farbbildverarbeitung“1995 auf nationaler und 2000 die ”Inter-
national Conference on Graphics and Image Processing“(CGIP) auf internationaler
Ebene. Im Jahr 2002 wird mit der ”European Conference on Color in Graphics, Ima-
ging and Vision“(CGIV) eine speziell europa¨ische Konferenzreihe beginnen. Grund
fu¨r das wachsende Interesse ist insbesondere die technische Entwicklung mit verbes-
serten Farbkameras sowie gleichzeitiger Performanzsteigerung der Rechner.
Methodisch unterscheiden sich Grauwert- und Farbbildverarbeitung insbesondere
durch die skalare auf der einen und die vektorielle Repra¨sentation von Bildinformation
auf der anderen Seite.
Aufgabe der Farbbildverarbeitung ist
• die Lo¨sung von farbspezifischen Problemen, die in Grauwertbildern nicht auf-
treten (z.B. Farbkonstanz)
• die verbesserte oder erstmalige Lo¨sung von Aufgaben, die mit Hilfe von Metho-
den der Grauwertbildverarbeitung nur unzureichend (z.B. Texturanalyse) oder
gar nicht zu lo¨sen waren (z.B. Trennung von Oberfla¨chen- und Ko¨rperreflexion).
Der nachgewiesenen Verbesserung durch gezielte Nutzung von Farbe [Lak98] steht die
Notwendigkeit der Neu- und Weiterentwicklung skalarer Grauwertmethoden auf die
vektorielle Farbebene sowie der erho¨hte Rechenaufwand gegenu¨ber [Pla97]. Vielfach
wird daher die Farbe nur auf der Stufe der Pixel in Form des eindimensionalen Farb-
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histogramms als Erga¨nzung zu Grauwertmethoden auf ho¨heren Abstraktionsstufen
verwendet [Smi96, Bel98].
Die Texturanalyse zur mathematischen Modellierung strukturierter Gebiete ist be-
reits seit Anfang der 70er Jahre bis in die heutige Zeit Gegenstand der Forschung in
der Bildverarbeitung. Sie geho¨rt zum Komplex der im Grauwertbereich unvollsta¨ndig
gelo¨sten Problemen. Lange sind ausschließlich Grauwerttexturen betrachtet worden,
da weder die Bildgebung noch die Rechnerleistung fu¨r eine farbbasierte Texturaus-
wertung ausreichend war. Trotz der intensiven Auseinandersetzung mit dem Komplex
der Grauwerttexturen gibt es bislang keine einheitliche Theorie zur optimalen Para-
meterbestimmung. Als Folge bestehen unterschiedliche Modelle und Werkzeuge zur
Extraktion von Grauwerttexturinformation nebeneinander fort.
Die Entwicklung von farbbasierten Methoden zur Texturanalyse ist bislang wenig
verbreitet. Die Zahl der Vero¨ffentlichungen in diesem Bereich liegt weit unter der
zur Grauwerttexturanalyse. Mit dem Verweis auf getrennte Verarbeitungswege von
Farben und Mustern beim menschlichen visuellen System oder auch ohne Begru¨ndung
wird bisweilen sogar der Sinn integrativer Farbtexturmerkmale bestritten [Jol96]:
”(. . . ) we believe that there is no need to compute color texture features.“
Dem widersprechen einige Untersuchungen, die die Vorteile integrativer Farbtextur-
merkmale gegenu¨ber der getrennten Betrachtung beider Pha¨nomene belegen [Lak98].
Auch fu¨r die menschliche Wahrnehmung ist eine gegenseitige Beeinflussung von Farb-
und Musterwahrnehmung gezeigt worden [Poi93].
Die Aufgabe der vorliegenden Dissertation liegt darin, die Methoden zur Farb-
texturanalyse zu erweitern, indem neue integrative Merkmale entwickelt werden. Die
Qualita¨t dieser Merkmale ist insbesondere im Hinblick auf den zusa¨tzlichen Informa-
tionsgehalt im Vergleich zur getrennten Analyse von Farbe und Textur zu evaluieren.
Zur Einordnung der Ergebnisse wird ein Vergleich mit bereits bekannten Farbtex-
turmerkmalen vorgenommen. Aufgrund der vielfa¨ltigen Anwendungsgebiete wird die
Evaluation so gestaltet, dass sie zu mo¨glichst allgemein gu¨ltigen Aussagen fu¨hrt.
Diese Arbeit, deren Struktur in Abbildung 1.1 visualisiert wird, beginnt mit der
Definition des Begriff der Farbe und einer Einfu¨hrung in die Theorie der Farbra¨ume
(Kap. 2). Es folgt die Vorstellung der wichtigsten texturanalytischen Ansa¨tze aus der
Grauwertbildverarbeitung und der Konzepte zur gemeinsamen Analyse von Farbe und
Textur (Kap. 3). Da die Beurteilung der Gu¨te der Farbtexturparameter auf Basis ei-
nes Mustererkennungssystems erfolgt, werden die Grundlagen der Klassifikation und
daraus abzuleitende Qualita¨tsmaße vorgestellt (Kap. 4). Mit Cooccurrence-Matrizen
und Gabor-Filtern wird ein statistisches und ein signaltheoretisches Texturanalysever-
fahren zur Anwendung auf Farbbilder weiterentwickelt. Dabei werden mit dem RGB-
und dem LRzIz-Farbraum jeweils zwei Farbra¨ume beru¨cksichtigt (Kap. 5, Kap. 6). Im
Rahmen der umfangreichen experimentellen Evaluation werden verschiedene Aspek-
te der Farbtexturmerkmale auf Basis von drei Bilddatenbanken untersucht und ihre
Ergebnisse mit vero¨ffentlichten Resultaten anderer Autoren diskutiert (Kap. 7).
3Integrative
Farbtexturanalyse
einkanalig (Kap. 5.3)
mehrkanalig (Kap. 5.4)
Farb-Cooccurrence-Matrix (Kap. 5)
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 
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statistischer Test (Kap. 4.6)
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Kombination
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Abb. 1.1: Visualierung der Struktur der vorliegenden Arbeit. Ausgehend von Methoden zur
texturunabha¨ngigen Farbanalyse sowie zur grauwertigen Texturanalyse werden die Konzep-
te zur Kombination beider Pha¨nomene systematisiert. Mit Hilfe der Kolmogorov-Distanz ist
auch eine Messung des Zusammenhangs von Farbe und Textur mo¨glich. Es werden zwei inte-
grative Konzepte zur Farbtexturanalyse weiterverfolgt. Im Bereich der statistischen Verfahren
werden ein- und mehrkanalige Cooccurrence-Matrizen eingefu¨hrt, wa¨hrend Farb-Gabor-Filter
auf Basis der vektoriellen bzw. komplexen chromatischen DFT das Gebiet der signaltheoreti-
schen Verfahren abdecken. Beide Methoden werden mittels des Nearest-Neighbor Klassifika-
tors und statistischer Testverfahren experimentell evaluiert.
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2 Farbe in digitalen Bildern
2.1 Messung von Sinneseindru¨cken
Zur Beschreibung des Farbensehens sind unterschiedliche Bereiche wie Physiologie,
Psychologie und Physik miteinander zu verknu¨pfen. Schon im 17. und 18. Jahrhun-
dert gab es eine Kontroverse zwischen Newton und Goethe bezu¨glich der Frage, ob
die Farben bereits im weißen Licht enthalten seien oder erst im menschlichen Auge
entstu¨nden [Mar79]. Von Farbe spricht man strenggenommen erst dann, wenn elek-
tromagnetische Strahlung auf die Netzhaut eines menschlichen Beobachters trifft. Im
Wellenla¨ngenbereich zwischen 380nm und 760nm wird mit Hilfe der spektral empfind-
lichen Sinneszellen ein Reiz ausgelo¨st, der vom Gehirn als Farbeindruck verstanden
wird. In diesem Sinne ist Farbe eine subjektive Wahrnehmung, die nicht mit techni-
schen Gera¨ten zu erfassen und damit nicht objektiv messbar ist. Diese sehr strenge
psychophysiologische Farbdeutung wurde von Schuster verallgemeinert [Schu95]:
”Farbe ist diejenige Messung der einfallenden Energie durch einen geeig-
neten Empfa¨nger, durch die sich zwei aneinandergrenzende, strukturlose
Teile des Aufnahmebereichs mit unbewegtem Empfa¨nger allein unterschei-
den.“
Dabei wird zum einen die Bewertung der Strahlung einem geeigneten Empfa¨nger
u¨bertragen, also z.B. einer Farbkamera oder dem menschlichen Auge. Zum anderen
wird bereits die Messung der Energie als Farbe bezeichnet und nicht erst die nach-
gelagerte Interpretation. In dieser Arbeit wird unter Empfa¨nger oder Sensor in der
Regel ein technisches Gera¨t wie eine Farbkamera verstanden .
Im Gegensatz zur Farbe ist Textur eine globale Gebietseigenschaft von struktu-
rierten, vom Menschen aber als homogen empfundenen Bildteilen. Die empfundene
Homogenita¨t basiert z.B. auf Wiederholung von Musterelementen und ist als Eigen-
schaft einer Oberfla¨che zuzuordnen. Schubert charakterisiert das Pha¨nomen der
Textur mehr im Sinne mathematischer Beschreibbarkeit in Form von Messgro¨ßen
[Schu91]:
”Textur ist eine globale Eigenschaft eines Gebietes, die durch Zahlen –
die Texturparameter – gekennzeichnet wird. Die Texturparameter erfas-
sen Abha¨ngigkeiten der einzelnen Pixel von den Pixeln ihrer jeweiligen
Umgebung.“
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Die Texturdefinition betont den Nachbarschaftszusammenhang und macht ihn durch
Berechnung von Texturparametern der digitalen Bildverarbeitung zuga¨nglich. Sie
la¨sst offen, welche lokale Pixeleigenschaft, also Farbe oder Helligkeit, zu denen der
Umgebung in Beziehung gesetzt wird. Gerade im Hinblick der in dieser Arbeit un-
tersuchten Farbtexturen fa¨llt aber auf, dass Farbe u¨ber das Fehlen einer Textur bzw.
Struktur definiert und damit scheinbar eine strikte Trennung beider Pha¨nomene na-
he gelegt wird. Dabei wird hierdurch lediglich die Lokalita¨t der Farbe als Pixelei-
genschaft hervorgehoben. Es wird keine Aussage u¨ber die Gruppierung dieser lokalen
Farbauspra¨gungen zu Texturen getroffen. Vielmehr wird durch obige Definition erst
eine Farbbildverarbeitung mo¨glich, bei der die digitalen Messwerte rechnergestu¨tzt
ausgewertet und die Zusammenha¨nge zwischen Farbe und Textur untersucht werden
ko¨nnen.
2.2 Digitale Farbbilder
Im Folgenden wird eine Notation fu¨r digitale Grauwert- und Farbbilder nach [Leh97]
eingefu¨hrt. Das urspru¨nglich kontinuierliche Lichtspektrum und das Konzept der Drei-
bereichsfarbra¨ume wird in diese Notation eingebettet (Kap. 2.3).
Ein digitales Grauwertbild f ist die Abbildung des rechteckigen Gitters der Di-
mension (M ×N) in die endliche Grauwertmenge W :
f :M ×N −→W (2.1)
Die mit Unterstrichen gekennzeichneten endlichen Mengen sind Teilmengen der na-
tu¨rlichen Zahlen inklusive der Null: M,N,W ⊂ N0. Wa¨hrend die Ma¨chtigkeit der
Mengen M und N mit M,N ∈ N zusammen die Auflo¨sung des diskreten Pixelrasters
angeben, legt die Ma¨chtigkeit der Wertemenge W mit W ∈ N die Zahl der Quantisie-
rungsstufen des Grauwertbereichs fest. Die Quantisierung erfolgt durch einen Quan-
tisierungsoperator Q, der jeden positiven reellen Wert auf ein Element der endlichen
Menge W abbildet:
QW : R+ −→W = {0, 1, . . . ,W − 1} (2.2)
Mit m ∈ M = {0, 1, . . . ,M − 1} sowie n ∈ N = {0, 1, . . . , N − 1} und w ∈ W la¨sst
sich (2.1) auch formulieren als:
f(m,n) = w (2.3)
Ein digitales Farbbild f bildet jede Position des Pixelrasters der Dimension (M ×
N) auf einen K-dimensionalen Spaltenvektor ab:
f :M ×N −→W1×W2× . . .×WK f(m,n) =
(
f1(m,n), . . . , fK(m,n)
)tr
(2.4)
mit Wk = {0, 1, . . . ,Wk − 1}, k ∈ K = {1, 2, . . . ,K} und K ∈ N. Bei den typischen
Dreibereichssensoren, die z.B. in 3-Chip-CCD-Kameras oder dem menschlichen Auge
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auftreten, gilt K = 3, wa¨hrend Spektralkameras mit bis zu K = 70 eine exaktere
spektrale Abtastung erlauben. Ha¨ufig werden lediglich dreidimensionale Farbbilder
betrachtet. Diese Vorgehensweise kann durch Nachahmung des menschlichen Sehsys-
tems mit drei Zapfenarten motiviert werden, aber auch durch Untersuchungen u¨ber
den Rang natu¨rlich vorkommender Farben, der zwischen drei und fu¨nf liegt [Mal86].
Deshalb wird die vereinfachte Definition eines RGB-Bildes fRGB mit den intuitiven
Bezeichnern R (Rot), G (Gru¨n) und B (Blau) eingefu¨hrt:
fRGB(m,n) :=
 fR(m,n)fG(m,n)
fB(m,n)
 =
 f1(m,n)f2(m,n)
f3(m,n)
 (2.5)
Ist allgemein ein RGB-Farbvektor an einer beliebigen, aber festen Stelle (m,n) ge-
meint, so wird er mit:
fˆRGB :=
 RG
B
 =
 fˆRfˆG
fˆB
 (2.6)
notiert.
Ein mehrdimensionales Farbbild kann als Stapel korrespondierender Grauwertbil-
der interpretiert werden. Die Einzelbilder des Stapels werden als Kana¨le oder Ba¨nder
bezeichnet. Obwohl einige der Konzepte leicht auf ho¨here Dimensionen u¨bertragbar
sind, sollen innerhalb dieser Arbeit dreidimensionale Farbbilder im Vordergrund ste-
hen.
2.3 Farbra¨ume
Im Rahmen der dreidimensionalen Farbbildverarbeitung wurden zahlreiche Farbra¨u-
me definiert, die jeweils fu¨r unterschiedliche Zwecke geeignet sind. Bei der Farbmes-
sung spielen nur die additiven Farbra¨ume eine Rolle, bei denen verschiedene Spektren
durch additive U¨berlagerung zusammengesetzt werden. Additive Farbra¨ume werden
wie folgt charakterisiert:
• technisch-physikalisch
Der Farbraum wird vollsta¨ndig durch die Eigenschaften des Aufnahmesystems
definiert.
• wahrnehmungsorientiert
Die Farbachsen entsprechen der Denkweise des Menschen u¨ber Farbe. Die da-
bei verwendeten Kategorien Farbton, Sa¨ttigung und Helligkeit werden z.B. in
Bildbearbeitungsprogrammen zur Auswahl einer Farbe genutzt [Pla00].
• wahrnehmungsangepasst
Die Farbachsen werden indirekt u¨ber eine Metrik definiert, die den Abstand
zwischen zwei Farben angibt. Die Wahl des Farbraums erfolgt so, dass nach der
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Metrik gleichma¨ßig ansteigende Farbdifferenzen auch vom Menschen als linear
ansteigende Farbunterschiede wahrgenommen werden [Fol90].
Nur die fu¨r diese Arbeit wichtigen Farbra¨ume, na¨mlich der RGB-, der LUV-, der
HSL- und der LRzIz-Farbraum, werden hier vorgestellt.
2.3.1 RGB-Farbraum
Der technisch-physikalische RGB-Farbraum bildet das Bindeglied zwischen den dis-
kreten Elementen eines RGB-Farbvektors und dem kontinuierlichen Spektrum.
Ein Farbsensor filtert spezifische Anteile aus dem Spektrum des Eingangssignals
l(λ) heraus. Jeder Sensor k wird durch eine sogenannte Empfindlichkeitskurve rk(λ)
charakterisiert, die auf l(λ) wie ein Bandpass wirkt. Die spektrale Integration des
Multiplikationsergebnisses von rk(λ) und l(λ) liefert das Messergebnis sk des Sensors
k:
sk =
∫ ∞
−∞
rk(λ)l(λ)dλ k ∈ {1, 2, 3} sk ∈ R > 0 (2.7)
Lage und Form der Bandpa¨sse sind sensorspezifisch. Je schmaler ein Bandpass ist,
umso weniger weicht der Integrationswert vom Originalspektrum ab. Die Mittenfre-
quenz eines Bandpasses bestimmt den Spektralbereich, der in das Ergebnis einfließt.
Bei technischen Messsystemen wird mit geringen U¨berlappungen u¨ber den blauen
(380nm - 520nm), gru¨nen (500nm - 640nm) und roten (620nm - 760nm) Spektral-
bereich integriert, wa¨hrend beim menschlichen Sehapparat starke U¨berschneidungen
der Empfindlichkeitskurven auftreten. Die Sensoren verfu¨gen u¨ber eine begrenzte Auf-
nahmekapazita¨t, so dass sich fu¨r sk ein endlicher Wertebereich ergibt [Wys82].
Um die mathematische Handhabbarkeit zu vereinfachen, wird statt eines Mess-
ergebnisses seine Abbildung in einen Euklidischen Vektorraum verwendet. Der Vek-
torraum wird in der trichromatischen Farbentheorie durch drei linear unabha¨ngi-
ge Vektoren R, G und B, den Prima¨rfarben, aufgespannt. Sie leiten sich aus drei
sorgfa¨ltig auszuwa¨hlenden spektralen Verteilungen qj(λ) ab, die zusammen mit der
Filterbank der Sensoren rk(λ) nach (2.7) eine (3× 3) Matrix Q definieren [Jae97]:
Q(k, j) :=
∫ ∞
−∞
rk(λ)qj(λ)dλ k, j ∈ {1, 2, 3} (2.8)
Die Spalten von Q bilden die Prima¨rfarben:
R =
 Q(1, 1)Q(2, 1)
Q(3, 1)
 G =
 Q(1, 2)Q(2, 2)
Q(3, 2)
 B =
 Q(1, 3)Q(2, 3)
Q(3, 3)
 (2.9)
Die Spektren qj(λ) sind im Prinzip frei wa¨hlbar, die daraus abgeleiteten Prima¨rfar-
ben mu¨ssen aber ein Erzeugendensystem eines dreidimensionalen Euklidischen Vek-
torraumes bilden und damit orthogonal sein. Zur Vereinheitlichung hat die inter-
nationale Beleuchtungskommission Commission Internationale de l’E´clairage (CIE)
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1931 ein monochromatisches Prima¨rfarbsystem vorgegeben. Es definiert den RGB-
Farbraum mit den Basisvektoren R, G und B. Darin ist der Vektor der Sensormes-
sungen s = (s1, s2, s3)
tr als Linearkombination der Prima¨rfarbvektoren darstellbar:
s = R˜R+ G˜G+ B˜B R˜, G˜, B˜ ∈ R 0 ≤ R˜, G˜, B˜ ≤ 1 (2.10)
Die Gewichte R˜, G˜ und B˜ geben den Anteil der zugeho¨rigen Basisvektoren an und
lassen sich jeweils durch Einsatz des Quantisierungsoperators Q in die Menge der
natu¨rlichen Farbwertanteile WR, WG, WB = {0, . . . , 255} abbilden:
R := Q255(R˜) G := Q255(G˜) B := Q255(B˜) (2.11)
Der Farbvektor eines RGB-Bildes setzt sich damit aus den quantisierten Koeffizien-
ten der Linearkombination der Prima¨rfarben zusammen. Mit positiven Koeffizien-
ten lassen sich WR ·WG ·WB Farben darstellen. Die Wahl der monochromatischen
Prima¨rspektren erlaubt es allerdings nicht, alle mo¨glichen Farbmessungen mit posi-
tiven Koeffizienten abzubilden. Die darstellbaren Farbvektoren liegen innerhalb eines
Kubus, dessen Diagonale die sogenannte Unbunt- oder Grauwertachse mit R = G = B
bildet.
Durch die Darstellung eines Farbvektors als Element eines Euklidischen Vektor-
raums stehen alle Rechenoperationen auf Vektoren wie Addition, Subtraktion, Ska-
larprodukt zur Verfu¨gung. Allerdings kann der begrenzte Wertebereich durch diese
Operationen verlassen werden, was bei der Visualisierung entsprechend beru¨cksichtigt
werden muss.
Ein dreidimensionaler Vektor kann nicht nur durch seine drei Komponenten, son-
dern auch durch die La¨nge und zwei Raumwinkel eindeutig dargestellt werden. Dies
entspricht der gedanklichen Trennung von Intensita¨t und Farbe als Richtung im
Raum. Eine intensita¨tsunabha¨ngige Farbdefinition reduziert damit den dreidimensio-
nalen auf einen zweidimensionalen Raum, der als rg-Farbdiagramm bezeichnet wird:
r :=
R
R+G+B
g :=
G
R+G+B
b :=
B
R+G+B
0 ≤ r, g, b ≤ 1 (2.12)
Die Definition der Intensita¨t ist nicht eindeutig. In dieser Arbeit wird unter In-
tensita¨t oder Helligkeit der Mittelwert der RGB-Farbkana¨le verstanden und synonym
verwendet. Die La¨nge eines Farbvektors fˆRGB ist dagegen seine Euklidische Norm:∣∣∣fˆRGB∣∣∣ =√fˆ2R + fˆ2G + fˆ2B (2.13)
Anschaulich wird im RGB-Kubus ein gleichseitiges Dreieck gebildet, dessen Eckpunk-
te durch die Maximalwerte der Basisvektoren gegeben sind (Abb. 2.1). Die Fla¨che des
Dreiecks schneidet die Grauwertachse bei
(
255
3 ,
255
3 ,
255
3
)tr. Durch Normierung auf die
Helligkeit wird fˆRGB auf seinen Durchstoßpunkt fˆrgb := (r, g, b)tr durch das Dreieck
abgebildet.
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G
B
R
Abb. 2.1: Der RGB-Farbraum bildet einen Kubus.
Durch Verbindung der Prima¨rfarben entsteht ein zur
Grauwertachse orthogonales gleichseitiges Dreieck. Die
Normierung eines Farbvektors auf die Intensita¨t bedeu-
tet eine Verku¨rzung oder Verla¨ngerung des Vektors bis
zum Durchstoßpunkt in der Dreiecksfla¨che.
Die Transformation von fRGB in ein Grauwertbild fgray ist – wie der Begriff der
Helligkeit – ebenfalls nicht eindeutig definiert. Neben verschiedenen Normen aus der
Fernsehtechnik (PAL, NTSC), die durch eine normierte Linearkombination mit un-
terschiedlichen Gewichten fu¨r die einzelnen Farbkana¨le das menschliche Helligkeits-
empfinden zu simulieren versuchen, hat sich in der Farbbildverarbeitung die gleich-
gewichtete Linearkombination etabliert:
fgray (m,n) = Q255
(
1
3
(
fR (m,n) + fG (m,n) + fB (m,n)
))
(2.14)
2.3.2 LUV-Farbraum
Der Einfluss der Empfindlichkeitskurven des Sensors in (2.8) macht den RGB-Farb-
raum selbst bei Einhaltung der prima¨ren spektralen Verteilungen der CIE-Norm zu
einem sensorspezifischen Farbraum. Durch lineare Transformationen sind daraus vie-
le weitere Farbra¨ume abzuleiten. Unter diesen ist der LUV-Farbraum deshalb inter-
essant, weil in ihm die Kana¨le dekorreliert sind und er sowohl dem nicht-linearen
HSL-Farbraum (Kap. 2.3.3) als auch dem LRzIz-Farbraum (Kap. 2.4) a¨hnlich ist.
In natu¨rlichen Farbbildern sind die Kana¨le des RGB-Farbraums in der Regel kor-
reliert [Pra78, Wan95]. Daher ist eine Dekorrelation wu¨nschenswert, die mit Hilfe der
Hauptachsentransformation realisiert wird [Tan94]. Dabei wird eine Transformati-
onsmatrix H gesucht, die nach Links- und Rechtsmultiplikation die Kovarianzmatrix
Σ in eine Diagonalmatrix u¨berfu¨hrt. Diese setzt sich aus den Varianzen σ2k der k
Einzelkana¨le auf der Hauptdiagonalen und den jeweiligen Kovarianzen covk1k2 zwi-
schen den Kana¨len k1, k2 ∈ {1, 2, 3} auf den Nebendiagonalen zusammen, wobei gilt:
k1 6= k2. Die Lo¨sungsmatrix H dieser als spezielles Eigenwertproblem bekannten Auf-
gabe setzt sich aus den Eigenvektoren hk, von Σ zusammen und transformiert den
RGB-Farbraum in einen orthogonalen dekorrelierten Farbraum:
H ·Σ ·H = Λ (2.15)
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mit:
H =
(
h1 h2 h3
)
Σ =
 σ21 cov12 cov13cov12 σ22 cov23
cov13 cov23 σ23
 Λ =
 λ1 0 00 λ2 0
0 0 λ3

Dabei ist zu beachten, dass die tatsa¨chlichen Eintra¨ge der Kovarianzmatrix un-
bekannt und fu¨r ein konkretes Farbbild f oder eine Bildmenge als empirische Kova-
rianzmatrix zu scha¨tzen sind. Die Scha¨tzung erfolgt mit Hilfe des Farbhistogramms,
das in Kapitel 5.1 eingefu¨hrt wird. Unter der einschra¨nkenden Annahme einer fu¨r alle
Kana¨le gleichen Standardabweichung σ und einer bis auf einen konstanten Faktor
gleichen Kovarianz cov vereinfacht sich Σ zu:
Σ = σ2
 1 cov covcov 1 cov
cov cov 1
 (2.16)
Die Nullstellen des charakteristischen Polynoms zu Σ bilden die Eigenwerte:
λ1 = 1 + 2 · cov λ2 = λ3 = 1− cov
Die korrespondierenden Eigenvektoren zu λ2 und λ3, die (2.15) lo¨sen, sind nicht ein-
deutig bestimmt. Eine mo¨gliche und gleichzeitig orthonormierte Lo¨sung ist:
h1 =

1√
3
1√
3
1√
3
 h2 =

2√
6
− 1√
6
− 1√
6
 h3 =
 01√2
1
−√2
 (2.17)
Ein RGB-Vektor wird durch Multiplikation mit der Transponierten von H in den
LUV-Farbraum u¨berfu¨hrt: LU
V
 = Htr ·
 RG
B
 = 1√
6
 √2 √2 √22 −1 −1
0
√
3 −√3
 RG
B
 (2.18)
Der Farbraum besteht aus zwei helligkeitsnormierten Farbkana¨len U und V und ei-
nem Helligkeitskanal L. Die beiden Farbkana¨le spannen die zur Grauwertachse or-
thogonale Ebene auf, die in Kapitel 2.4 als komplexe Farbebene interpretiert wird.
Unter verschiedensten Bezeichnungen werden auch andere Eigenvektoren angegeben,
die ebenfalls die Ebene aufspannen und sich somit durch Drehung aus den Vektoren
U und V ergeben [Fre88, Tan94, Schu95, Haf97].
Unabha¨ngig von der hier vorgestellten mathematischen Eigenschaft des LUV-
Farbraums haben psychophysiologisch interessierte Wissenschaftler die Weiterverar-
beitung der RGB-Werte im menschlichen Gehirn untersucht und die Gegenfarben-
theorie entwickelt [Ric81].
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Dabei lassen sich antagonistische Farbpaare feststellen, die nie zusammen wahr-
genommen werden. So ko¨nnen Farben weder zugleich ro¨tlich und gru¨nlich, noch zu-
gleich bla¨ulich und gelblich sein. Der scheinbare Widerspruch zur trichromatischen
Farbentheorie nach Kapitel 2.3.1 wurde im 19. Jahrhundert zwischen Helmholtz
und Hering diskutiert. Er la¨sst sich durch die nachgelagerte Verschaltung der drei
Farbrezeptoren auflo¨sen. Die gemessenen Farbreize werden nicht direkt zum Gehirn
weitergeleitet, sondern durchlaufen mehrere Schichten. Dabei werden sie ra¨umlich zu
rezeptiven Feldern zusammengefasst, in denen die verschiedenen Sorten von Zapfen,
die auf unterschiedliche Wellenla¨ngenbereiche abgestimmt sind, gemischt auftreten.
Die rezeptiven Felder werden ihrerseits in die Bereiche Zentrum und Umfeld unterteilt
sind. Zentrum und Umfeld reagieren entgegengesetzt auf die Belichtung des gesam-
ten Feldes: entweder hemmt das Zentrum sein Umfeld (On-Zentrum) oder das Umfeld
hemmt das Zentrum (Off-Zentrum) in der Signalweiterleitung. Rezeptive Felder wer-
den nicht nur aus Sta¨bchen gebildet und reagieren damit auf Helligkeitsreize, sondern
auch auch aus Zapfen, die die Reizweiterleitung der Zapfen ihrer jeweiligen Gegen-
farbe hemmen [Leh97].
Die Gegenfarbentheorie liefert ebenfalls eine Dekorrelation und somit ein weiteres
Koordinatensystem, das dem LUV-Farbraum a¨hnlich ist [Mir00].
2.3.3 HSL-Farbraum
Der HSL-Farbraum geho¨rt zu den wahrnehmungsorientierten Farbra¨umen mit der
Darstellung einer Farbe durch Farbton H (Hue), Sa¨ttigung S (Saturation) und Hel-
ligkeit L (Lightness). In der Literatur werden verschiedene Bezeichnungen und De-
finitionen wahrnehmungsorientierter Farbra¨ume verwendet, die nicht standardisiert
sind. Nach [Lev93] sind sie aber u¨ber die Festlegung von L ineinander u¨berfu¨hrbar.
Die Achsen des HSL-Farbraums bilden keinen Euklidischen Vektorraum. Wa¨hrend
H eine Winkelkoordinate darstellt, sind S und L lineare Koordinaten. Anschaulich
S
L
H
Abb. 2.2: Der HSL-Farbraum wird durch die Winkel-
komponente H, und die beiden linearen Achsen S und L
gebildet. Dazu wird der RGB-Kubus so auf eine Spitze
gestellt, dass die Grauwertachse L nach oben weist.
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entspricht der Raum einem Doppelkegel, dessen Mittenachse die diagonal im RGB-
Kubus verlaufende Grauwertachse bildet (Abb. 2.2). Farbton und Sa¨ttigung bilden
zusammen Polarkoordinaten auf einer konstant angenommenen Helligkeitsstufe.
Sei P die Projektion eines dreidimensionalen Farbvektors fˆRGB auf eine von den
orthogonalen Einheitsvektoren e1, e2 ∈ R3 aufgespannte Ebene E:
P :W 1 ×W 2 ×W 3 −→ R× R P(fˆRGB) = fˆPRGB =
(
fˆP1 e1 + fˆ
P
2 e2
)
(2.19)
Sei weiter die Ebene E im Raum durch den Ursprung des Koordinatensystems und
den Normalenvektor n definiert, dann liegt:
E : n · x = e1 × e2 · x = 0 mit n :=
(
1√
3
,
1√
3
,
1√
3
)tr
n,x ∈ R3 (2.20)
parallel zum gleichseitigen Dreieck des rg-Farbdiagramms (Abb. 2.1), das entlang der
Grauwertachse zum Ursprung verschoben wird (Abb. 2.3). Mit der Nebenbedingung
der Orthogonalita¨t sind e1 und e2 innerhalb von E frei wa¨hlbar. Als e1 wird daher
der normierte Projektionsvektor von R in E festgelegt:
e′1 := R
P := R−nntrR, e1 := e
′
1
|e′1|
=
(
1
3
√
2
√
3,−1
6
√
2
√
3,−1
6
√
2
√
3
)tr
(2.21)
Der zweite Basisvektor der Ebene ist orthogonal zu e1 und n:
e′2 := e1 × n e2 :=
e′2
|e′2|
=
(
0,
1
2
√
2,−1
2
√
2
)tr
(2.22)
Die La¨ngen fˆP1 und fˆ
P
2 der Projektion eines beliebigen Vektors fˆRGB auf e1 bzw.
e2 werden zur Bestimmung des Winkels H beno¨tigt. Nach (2.23) ist fˆP1 gerade das
Skalarprodukt von fˆRGB und e1, wobei ν den Raumwinkel zwischen fˆRGB und e1
bildet:
fˆRGB · e1 = |fˆRGB| · |e1| · cos ν = |fˆRGB| fˆ
P
1
|fˆRGB|
= fˆP1 (2.23)
1e e2
R
G
B
e21
e
R
B
G
Abb. 2.3: Das ortho-
gonale Komplement zur
Grauwertachse wird durch
die Vektoren e1 und e2 ge-
bildet. Die so aufgespann-
te Ebene liegt parallel
zum gleichseitigen Dreieck
der auf die Helligkeit nor-
mierten Farbvektoren im
RGB-Kubus.
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Fu¨r fˆP2 gilt das analog. In Abbildung 2.3 ist die Lage der Basisvektoren, des gleich-
seitigen Dreiecks sowie der R-, G- und B-Achse zueinander aus zwei Perspektiven
skizziert. Der Farbtonwinkel (Buntton) H eines RGB-Vektors fˆRGB ergibt sich damit
bezu¨glich der Polarachse RP nach (2.23) aus den Skalarprodukten von fˆRGB mit e1
(2.21) bzw. e2 (2.22):
H := arctan
(
fˆRGB · e2
fˆRGB · e1
)
= arctan
(
1
2
√
2 ·G− 12
√
2 ·B
1
3
√
2
√
3 ·R− 16
√
2
√
3 ·G− 16
√
2
√
3 ·B
)
= arctan
(√
3 (G−B)
2R−G−B
)
(2.24)
Die Sa¨ttigung verha¨lt sich umgekehrt proportional zum Anteil der Weißbeimi-
schung in einer Farbe. Wa¨hrend gesa¨ttigte Farben einen kra¨ftigen Eindruck machen,
werden sie mit abnehmender Sa¨ttigung zunehmend pastellfarben. Im rg-Farbdia-
gramm (2.12) und damit auch in der parallelen Ebene E liegen die additiven Mi-
schungen zwischen einer maximal gesa¨ttigten Farbe f rgb und dem Grauwertvektor
auf einer Geraden, die die beiden zugeho¨rigen Punkte im Diagramm miteinander ver-
bindet. Daher ist es naheliegend, die La¨nge des Projektionsvektors und damit seinen
Abstand zum grauwertigen Ursprung als Sa¨ttigung zu definieren. Da die Vektoren in
E analog zum rg-Farbdiagramm ein gleichseitiges Dreieck mit seinem Schwerpunkt
als Ursprung beschreiben, ha¨tte die absolute La¨nge den Nachteil, dass auch Farben
ohne Weißbeimischung wie Gelb als Mischung aus Rot und Gru¨n oder Cyan als Mi-
schung aus Gru¨n und Blau eine geringere Sa¨ttigung zeigen wu¨rden als z.B. Rot selbst.
Daher wird die Sa¨ttigung S durch das Verha¨ltnis der La¨nge des Projektionsvektors
fˆPRGB zur maximal mo¨glichen La¨nge bezu¨glich eines Farbtonwinkels H bei konstanter
Helligkeit definiert.
Konstante Helligkeit wird von den Vektoren fˆrgb des Farbdiagramms nach (2.12)
gewa¨hrleistet. Zu einem beliebigen fˆrgb ist dann die Farbe mit minimaler Weißbeimi-
rgb
PB
e2
e1
f
γ D
C
A
α
β
Abb. 2.4: Zur Berechnung der Sa¨ttigung wird die
La¨nge des projizierten Farbvektors fˆrgb auf die La¨nge der
Strecke BD normiert. Dadurch ist gewa¨hrleistet, dass alle
Farben mit minimaler Weißbeimischung den Sa¨ttigungs-
wert 1 erhalten.
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schung f rgb zu finden, so dass die Sa¨ttigung S definiert wird durch:
S :=
|fˆPrgb|
|fPrgb|
=
√(
fˆP1
)2
+
(
fˆP2
)2
√(
f
P
1
)2
+
(
f
P
2
)2 (2.25)
Zur Bestimmung von
∣∣∣fPrgb∣∣∣ sind trigonometrische U¨berlegungen anhand von Abbil-
dung 2.4 hilfreich. Dargestellt wird E mit den Basisvektoren e1 und e2 und das gleich-
seitige Dreieck, das die projizierten Vektoren fˆPrgb beschreiben. Der Ursprung liegt im
Schwerpunkt des Dreiecks. Das Dreieck kann in sechs Teildreiecke unterteilt werden,
die jeweils durch eine Ecke, den Ursprung und den Mittelpunkt einer anliegenden
Seite gebildet werden. Ohne Beschra¨nkung der Allgemeinheit wird hier lediglich das
Dreieck ABC betrachtet. Die Ergebnisse sind auf alle U¨brigen u¨bertragbar. Durch
die Konstruktion des Dreiecks gelten folgende Beziehungen: α = pi6 , β = H, γ =
pi
2 .
Die La¨nge
∣∣AB∣∣ der Strecke AB entspricht der La¨nge der Projektion des Rotvektors
(1, 0, 0)tr in E: ∣∣AB∣∣ = (1, 0, 0) · e1 = √2√33 (2.26)
Zum Farbtonwinkel β mit β ∈ [0, 13pi], liefert die La¨nge der Strecke BD die gesuchte
La¨nge |fPrgb|. Sie kann im Dreieck ABD berechnet werden durch:
|fPrgb| =
∣∣AB∣∣ · sinα
sin
(
5
6pi − β
)
=
√
2
√
3
2 · 3
1
sin
(
5
6pi − β
)
=
√
2
√
3
2 · 3
(
1
2
cosβ +
1
2
√
3 sinβ
)−1
(2.27)
Mit den Beziehungen fu¨r cosβ und sinβ:
cosβ =
fˆP1√(
fˆP1
)2
+
(
fˆP2
)2 sinβ = fˆP2√(
fˆP1
)2
+
(
fˆP2
)2 (2.28)
vereinfacht sich die Berechnung der Sa¨ttigung in Gleichung (2.25) zu einer Minimums-
suche, einer Multiplikation und einer Subtraktion:
S =
2 · 3√
2
√
3
√(
fˆP1
)2
+
(
fˆP2
)212 fˆP1√(
fˆP1
)2
+
(
fˆP2
)2 + 12√3 fˆP2√(
fˆP1
)2
+
(
fˆP2
)2

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=
2 · 3√
2
√
3
(
1
2
fˆP1 +
1
2
√
3fˆP2
)
=
1
2
(
(2r − g − b) + (3g − 3b)
)
= 1− 3b = 1− 3 ·min {r, g, b} (2.29)
Die Helligkeit L wird als Mittelwert der drei Farbkana¨le definiert:
L :=
R+G+B
3
(2.30)
Der HSL-Farbraum liefert mit H und S zwei helligkeitsnormierte Farbkana¨le und
einen Helligkeitskanal L. In der Praxis werden die Werte gema¨ß der Charakteristik des
jeweiligen Kanals unterschiedlich quantisiert, so dass sich verschiedene Wertebereiche
ergeben: Q359(H) ∈ [0, 359] ,Q99(S) ∈ [0, 99] ,Q255(L) ∈ [0, 255].
Die Kana¨le des HSL-Farbraums sind nicht gleichma¨ßig belegt. Vielmehr bilden
sich Abha¨ngigkeiten zwischen den Kana¨len. So ko¨nnen gesa¨ttigte Farben nur eine be-
grenzte mittlere Helligkeit annehmen, ungesa¨ttigte Farben sind tendenziell sehr hell
oder dunkel. Außerdem ergeben sich auch bei homogener Verteilung der RGB-Werte
Lu¨cken und Ha¨ufungsbereiche im HSL-Farbraum. Diese sind auf die Quantisierung
der RGB-Werte zuru¨ckzufu¨hren, die bei Berechnung von H und S nur bestimmte
Werte zulassen [Fre88]. Bei Manipulationen im HSL-Farbraum kann nicht gewa¨hr-
leistet werden, dass sich die ru¨cktransformierten RGB-Werte wieder im Farbkubus
befinden. Im Nachhinein kann das durch Verminderung der Helligkeit und der Sa¨tti-
gung wieder behoben werden. In dieser Arbeit spielen solche Probleme jedoch keine
Rolle, da lediglich eine Transformation vom RGB- in den HSL-Farbraum vorgenom-
men wird, um die Werte dort zu analysieren. Die Ru¨cktransformation wird nur zur
Visualisierung beno¨tigt.
Offenbar mu¨ssen Farben auf der Grauwertachse gesondert behandelt werden, da
H bei S = 0 eine nicht hebbare Singularita¨t aufweist. Aber auch bei stark ungesa¨ttig-
ten Farben nimmt die Unsicherheit des Bunttons zu. Das bedeutet, dass bereits kleine
A¨nderungen der RGB-Werte zu großen Vera¨nderungen des Bunttons fu¨hren. Der HSL-
Farbraum ist damit anfa¨llig gegen Rauschen in den einzelnen R-, G- und B-Kana¨len.
Nachteilig ist weiterhin die Periodizita¨t des H-Kanals. Obwohl die kreisfo¨rmige An-
ordnung der Farben fu¨r den Menschen sehr anschaulich ist, gehen Segmentierungs-
oder Texturanalyseverfahren meist von einer linearen Anordnung aus. Zur Behebung
einiger dieser Nachteile wird hier das Konzept der komplexen Farben (Kap. 2.4) ein-
gefu¨hrt, das zwar von Frey bereits 1988 erwa¨hnt wurde, aber seither in der Literatur
kaum Beachtung gefunden hat [Fre88].
2.4 Komplexe Farben
Ausgehend vom HSL-Farbraum ist die komplexe Repra¨sentation keine weitere Farb-
raumtransformation, sondern eine vera¨nderte Sichtweise auf Farbtonwinkel und Sa¨tti-
gung. Ein komplexes Farbbild z(m,n) ∈ C setzt sich in der exponentiellen Notation
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aus der Sa¨ttigung S(m,n) als Betrag und dem Farbtonwinkel H(m,n) als Phase
zusammen:
z(m,n) = S(m,n) ·eiH(m,n) = S(m,n) ·
(
cos
(
H(m,n)
)
+ i · sin
(
H(m,n)
))
(2.31)
mit i2 = −1, sowie S(m,n) aus (2.25) und H(m,n) aus (2.24). Die Eulersche Formel
liefert den Realteil R{z} und den Imagina¨rteil I{z} einer komplexen Zahl z:
Rz := R{z} = S · cosH =
√(
fˆP1
)2
+
(
fˆP1
)2
|fPrgb|
· fˆ
P
1√(
fˆP1
)2
+
(
fˆP1
)2 = fˆP1|fPrgb| (2.32)
Iz := I{z} = S · sinH =
√(
fˆP1
)2
+
(
fˆP1
)2
|fPrgb|
· fˆ
P
2√(
fˆP1
)2
+
(
fˆP1
)2 = fˆP2|fPrgb| (2.33)
Nach (2.32) und (2.33) ergibt sich eine a¨quivalente algebraische Schreibweise fu¨r z:
z = Rz + i · Iz = fˆ
P
1
|fPrgb|
+ i · fˆ
P
2
|fPrgb|
= sin
(
5
6
pi − β
)(
2r − g − b+ i ·
√
3(g − b)
)
(2.34)
mit β =

|H|, falls −13pi < H ≤ 13pi
|H − 23pi|, falls −13pi < H ≤ pi
|H + 23pi|, falls −pi < H ≤ −13pi
Die komplexe Repra¨sentation z der sechs Farben aus den Ecken des RGB-Farb-
wu¨rfels sowie die Farben der reellen und imagina¨ren Farbachse werden in Tabelle 2.1
dargestellt. Analog zum HSL-Farbraum (Abb. 2.2) bilden diese Farben mit minimaler
Weißbeimischung einen Kreis mit |z| = 1 (Abb. 2.5).
In der komplexen Zahlenebene lassen sich die projizierten Achsen des RGB-
Farbraums, zR, zG und zB, als Lo¨sungen der dritten Wurzel aus zR bilden. Die Farben
auf den beiden orthogonalen Achsen der komplexen Ebene, zR, zG/Ge, zCy und zB/Ma
ko¨nnen als Lo¨sungen der vierten Wurzel aus zR hergeleitet werden. Die zu den di-
rekten Mischfarben der Prima¨rfarben korrespondierenden komplexen Zahlen zGe, zCy
und zMa ergeben sich als Lo¨sungen der sechsten Wurzel aus zR. U¨ber die konjugiert
komplexen Zahlen z∗ ergeben sich folgende Beziehungen:
z∗R = zR, z
∗
G = zB, z
∗
B = zG
z∗Cy = zCy, z
∗
Ge = zMa, z
∗
Ma = zGe
(2.35)
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Abb. 2.5: Die komplexe Farbebene wird durch die
Vektoren zR und zG/Ge aufgespannt. Sie entsprechen e1
und e2 nach (2.20) zur Definition von E. Die Nummern
der Farben in pi6 -Schritten werden spa¨ter als Kurzbezeich-
nung verwendet.
Beim Rechnen mit Farben im Raum der komplexen Zahlen folgen Addition und Sub-
traktion durch die Regeln der Vektorrechnung. Dadurch bleibt die Additivita¨t des
RGB-Ausgangsfarbraums erhalten.
2.4.1 LRzIz-Farbraum
Der LRzIz-Farbraum setzt sich aus der Helligkeit nach (2.30) und der komplexen
Farbrepra¨sentation zusammen. Durch die verschiedenen Notationen einer komplexen
Zahl in exponentieller, trigonometrischer (2.31) und algebraischer Form (2.34) kann
sowohl der Wechsel zwischen polaren und linearen Koordinaten als auch der zwischen
linearen und nichtlinearen Transformationen des RGB-Farbraums konsistent abgebil-
det werden. Mit Hilfe der hier eingefu¨hrten Notation wird ein enger Zusammenhang
des LRzIz-Farbraumes zum LUV- und HSL-Farbraum offengelegt und damit ein wich-
tiger Beitrag zur Vereinheitlichung nebeneinander existierender Farbraumkonzepte
geleistet.
Bezeichnung fˆrgb z
Rot (1, 0, 0)tr zR = 1 + i · 0
Gelb (12 ,
1
2 , 0)
tr zGe = 12 + i ·
√
3
2
Gru¨n/Gelb (13 ,
2
3 , 0)
tr zG/Ge = 0 + i · 1
Gru¨n (0, 1, 0)tr zG = −12 + i ·
√
3
2
Cyan (0, 12 ,
1
2)
tr zCy = −1 + i · 0
Blau (0, 0, 1)tr zB = 12 − i ·
√
3
2
Blau/Magenta (13 , 0,
2
3)
tr zB/Ma = 0− i · 1
Magenta (12 , 0,
1
2)
tr zGe = 12 − i ·
√
3
2
Tabelle 2.1: Die normierten Farben fˆrgb werden nach (2.34) in die komplexe Zahlenebene
abgebildet und hier als z in algebraischer Schreibweise notiert.
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Die exponentielle Repra¨sentation in (2.31) fu¨hrt direkt auf die Farbkomponen-
ten des HSL-Farbraums (Kap. 2.3.3). Durch die Interpretation der Sa¨ttigung S nach
(2.29) als Absolutbetrag einer komplexen Zahl kommt es zu einer Wichtung des Farb-
tonwinkels H nach (2.24) durch S. Der Absolutbetrag tra¨gt der Stabilita¨t von H
Rechnung, so dass der Winkel schwach gesa¨ttigter Farben einen geringeren Einfluß
erha¨lt als der gesa¨ttigter Farben. Die Singularia¨t bei S = 0 erfordert damit ebenfalls
keine Sonderbehandlung.
Die algebraische Form in (2.34) mit Real- und Imagina¨rteil ist bis auf den win-
kelabha¨ngigen Faktor als lineare Transformation des RGB-Farbraums zu verstehen.
Der Faktor ist ausschließlich auf die Normierung der Sa¨ttigung zuru¨ckzufu¨hren und
kann zur Vereinfachung ignoriert werden. In diesem Fall ergibt sich der in Kapitel
2.3.2 vorgestellte LUV-Farbraum. Wie zur Berechnung des Farbtonwinkels in Kapi-
tel 2.3.3 dargestellt, spannen die beiden Farbkana¨le U und V die zur Grauwertachse
orthogonale Ebene auf.
In beiden Fa¨llen werden die Helligkeitsinformation und der Farbanteil getrennt
betrachtet. Je nach Erfordernis der nachfolgenden Bildverarbeitungsverfahren kann
zwischen Polar- und linearen Koordinaten gewechselt werden. So sind zur Berechnung
von Cooccurrence-Matrizen lineare Koordinaten erforderlich, wa¨hrend die Polarkoor-
dinaten als Eingangssignal einer diskreten Fourier-Transformation verwendbar sind
(Kap. 6.1.2). So sind alle frequenzbasierten Bildverarbeitungsmethoden, und u¨ber das
Faltungstheorem auch die weit verbreiteten Filtertechniken, direkt vom Grauwert- in
den Farbbereich u¨bertragbar. Bislang wurde von dieser Mo¨glichkeit aber erst wenig
Gebrauch gemacht. Lediglich im Bereich der Bildregistrierung [Tho95, Tho98] und
der Kreuzkorrelation [McC00] sind erste Ansa¨tze bekannt. Im Bereich der Farbtextur-
analyse wird diese Art der komplexen Farb-Fourier-Transformation zur Berechnung
der Gabor-Transformierten auf Farbbildern eingesetzt [Pal00, Ver00, Pal02]. In die-
ser Arbeit werden erstmalig systematisch verschiedene Gabor-Filtervarianten sowie
farbspezifische Merkmale zur Farbtexturklassifikation untersucht (Kap. 6.4).
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3 Farbe und Textur
3.1 Konzepte zur Texturanalyse
Der Begriff Textur ist nicht eindeutig definiert. Die meisten Beschreibungen bezie-
hen sich auf den visuellen Eindruck des Menschen, der eine texturierte Fla¨che von
einer anderen unterscheiden kann. Beide Fla¨chen sind nicht homogen, sondern weisen
ein Muster oder eine Regelma¨ßigkeit auf, die den Menschen dazu befa¨higt, darin ein
Charakteristikum zu entdecken und gegenu¨ber anderen Mustern abzugrenzen. Mathe-
matisch ist die Beschaffenheit solcher inhomogener, pseudo-regelma¨ßiger Fla¨chen nur
sehr schwer zu charakterisieren. Fu¨r jedes mathematische Modell gibt es natu¨rliche
Beispiele, die damit genau zu beschreiben sind, aber auch Gegenbeispiele, bei denen
das Modell scheitert. Hieraus leitet sich die Existenzberechtigung verschiedenster tex-
turanalytischer Verfahren ab, die nebeneinander existieren und je nach Anwendung
ausgewa¨hlt werden mu¨ssen. Die Verfahren lassen sich grob drei Gruppen zuordnen,
den
• deterministischen,
• statistischen und
• signaltheoretischen
Ansa¨tzen [Ree93]. Deterministisch wird ein Verfahren dann genannt, wenn es auf
der Ermittlung von Texturprimitiven und ihrer Verteilung beruht. Solche Primitive
ko¨nnen in der geforderten Gleichfo¨rmigkeit allerdings nur von ku¨nstlich hergestellten
Oberfla¨chen erwartet werden. Da in dieser Arbeit keine artifiziellen sondern natu¨rlich
vorkommende Texturen behandelt werden, wird der deterministische Ansatz nicht
weiter verfolgt.
Eine Texturbeschreibung ist dann statistisch, wenn zur Charakterisierung eine
statistische Verteilung herangezogen wird, fu¨r die die konkret vorliegende Oberfla¨che
eine mo¨gliche Auspra¨gung ist. Die Parameter der Verteilung sind durch verschiedene
Texturen, die einer Klasse zuzuordnen sind, zu scha¨tzen [Har73, Got90].
Ein signaltheoretisches Verfahren zielt auf die Periodizita¨t einer Struktur ab, die
im Ortsfrequenzraum ada¨quat beschrieben wird [Fou97]. Innerhalb dieser Arbeit wird
je ein Beispiel einer statistischen und einer signaltheoretischen Methode herangezogen,
um die Mo¨glichkeiten einer Integration von Farbmerkmalen und Texturmerkmalen zu
studieren.
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3.2 Kombination von Farbe und Textur
In der digitalen Bildverarbeitung wurden Methoden zur Analyse von Farbe und Tex-
tur bis vor wenigen Jahren weitgehend getrennt voneinander entwickelt [Cae93]. Die
Ansa¨tze zur Kombination der Verfahren werden hier in Anlehnung an Begriffe aus
der Informatik je nach Art der Verzahnung beider Aspekte in parallele, sequenzielle
und integrative Konzepte eingeteilt. Innerhalb der integrativen Konzepte lassen sich
ein- und mehrkanalige Verfahren voneinander abgrenzen.
3.2.1 Parallele Farbtexturkonzepte
Hinter dem Ansatz der parallelen Betrachtung von Farbe und Textur steht die Vor-
stellung zweier isolierter Ebenen (Abb. 3.1). Die Farbebene wird mit Hilfe eines Farb-
histogramms (Abschn. 5.1) abgebildet. Textur wird als Helligkeitmuster interpretiert
und auf Basis eines Grauwertbildes untersucht. Zur Klassifikation von Bildern, die
sowohl farbig als auch texturiert sind, werden die Merkmalsvektoren beider Ebenen
konkateniert [Jol96]. Vorteilhaft an dieser Methode ist die hohe Geschwindigkeit, da
beide Ebenen parallel und nur einfach bearbeitet werden. Einen weiteren Vorteil bie-
tet die direkte Anwendbarkeit der bekannten Grauwerttexturanalyse. Allerdings ist
der Merkmalsraum weniger kompakt als bei der sequenziellen Konzeption. Nachteilig
ist außerdem die geringe Genauigkeit der Bildbeschreibung, bei der z.B. Farbmuster
mit konstanter Helligkeit nicht in die Texturanalyse eingehen. Dennoch ist das paral-
lele Farbtexturkonzept gerade zur schnellen aber groben Klassifizierung, wie sie beim
Bildretrieval in großen Datenbanken erforderlich ist, geeignet [Bel98].
Grauwertbild
Farbbild
Farbhistogramm
Merkmals-
analyse
Merkmals-
analyse
Abb. 3.1: Das parallele Konzept zur Farbtexturanalyse sieht eine isolierte Betrachtung von
Farbhistogramm einerseits und Grauwerttextur andererseits vor. Die Merkmale der Analyse
werden anschließend zusammengesetzt.
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3.2.2 Sequenzielle Farbtexturkonzepte
Die sequenzielle Bearbeitung von Farbe und Textur geht von einem Texturmodell aus,
das an das deterministisch-strukturelle Texturmodell aus dem Grauwertbereich erin-
nert. Es werden farbige Texturprimitive erwartet, die sich im Farbhistogrammraum
als abgrenzbare Cluster niederschlagen. Sie ko¨nnen z.B. mit Hilfe einer Clusteranaly-
se identifiziert und das Farbbild in ein grauwertiges Segmentbild transformiert wer-
den. Die Grauwerte entsprechen dann den Segmentindizes. Das anschließende Grau-
werttexturverfahren auf dem Segmentbild beschreibt Nachbarschaftsbeziehungen und
Regelma¨ßigkeiten der Segmente (Abb. 3.2) [Gal86, Scha94, Kit95, Lia00]. Hauta-
Kasari et al. verfolgen diesen Ansatz zur industiellen Qualita¨tskontrolle [Hau99],
Kukkonen et al. speziell zur Inspektion von Fliesen [Kuk01]. Die Farbsegmentierung
erfolgt auf Basis normierter Farbmittelwerte mit Hilfe einer Kohonen-Merkmalskarte.
Der Vorteil dabei ist, dass die A¨hnlichkeit von Segementindizes durch ihre ra¨umli-
che Na¨he auf der Merkmalskarte auch A¨hnlichkeiten im Farbraum widerspiegeln. Die
Textur des Segmentbildes wird anschließend mit einer Grauwert-Cooccurrence-Matrix
analysiert [Chi96].
Problematisch ist das sequenzielle Farbtexturkonzept aus zwei Gru¨nden. Zum
einen kann die Annahme von farbigen Texturprimitiven nicht verallgemeinert wer-
den. Zum anderen baut die Texturanalyse auf den Ergebnissen eines Segmentierungs-
schritts auf, der stark von Parametern abha¨ngt, deren optimale Wahl schwierig ist.
Ein anderes sequenzielles Farbtexturkonzept wird von Scharcanski et al. vorge-
schlagen [Scha92]. Dabei wird das Farbbild durch Anwendung eines Farbgradienten
zu einem Grauwertbild reduziert. Die Farbkanten werden anschließend zur Textur-
analyse weiterverarbeitet.
3.2.3 Integrative Farbtexturkonzepte
Im Gegensatz zum parallelen und zum sequenziellen Ansatz bildet das integrative
Farbtexturkonzept beide Aspekte, den der Farbe und den der Textur, in einem ein-
Segmentindizes
Merkmals-
analyse
Segmen-
tierung
Farbbild Farbhistogramm
Abb. 3.2: Im Konzept zur sequentiellen Farbtexturanalyse wird zuna¨chst eine Segmentie-
rung anhand des Farbhistogramms vorgenommen. Die Analyse der Struktur der so gefunde-
nen Farbsegmente erfolgt anschließend mit Hilfe von Grauwerttexturverfahren auf Basis des
Segmentbildes.
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heitlichen Modell ab. Je nach Verzahnung der Farbkana¨le in dem Modell spricht man
von ein- oder mehrkanaligen Verfahren (Abb. 3.3). Klassische Einkanalverfahren wen-
den die Grauwertmethodik zur Texturanalyse auf die separierten Farbkana¨le an. Da-
hinter steht die Annahme, dass in verschiedenen Frequenzbereichen unterschiedliche
Texturen auftreten ko¨nnen. Die Konkatenation der kanalspezifischen Texturparame-
ter gilt dann als charakteristisch fu¨r eine Klasse [Oja96, Fde98, Eom99, Set99, Pas00].
Diese auf den ersten Blick recht simple Vorgehensweise stellt implizit die klassischen
Meinung der Farbbildverarbeitung in Frage, die Verteilung der Werte der Farbkana¨le
z.B. im RGB-Farbraum seien im ho¨chsten Maße korreliert. Auf die Frage nach dem
Zusammenhang von Farbe und Textur fu¨hrt die Vorraussetzung der Kanalkorrelation
direkt auf das paralle Farbtexturkonzept (Abschn. 3.2.1). Obwohl eine solche Korre-
Farbkanäle
einkanalig
mehrkanalig
Farbbild
Merkmals-
analyse
Merkmals-
analyse
Merkmals-
analyse
Merkmals-
analyse
Merkmals-
analyse
Merkmals-
analyse
Abb. 3.3: Bei der integrativen Farbtexturanalyse ist das einkanalige Vorgehen von der
mehrkanaligen Betrachtung zu unterscheiden. Wa¨hrend die einkanalige Analyse die Farb-
kana¨len separat betrachtet, wird beim mehrkanaligen Verfahren die Korrelation zwischen
zwei Kana¨len modelliert.
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lation ha¨ufig zutrifft, bestehen im Detail doch so wesentliche Unterschiede zwischen
den Kana¨len, dass ein wesentlicher Informationsgewinn durch die Einzelbetrachtung
der Farbkana¨le erzielt werden kann.
Die Mehrkanalverfahren zur Farbtexturanalyse lo¨sen sich von der isolierten Be-
trachtung einzelner Farbkana¨le und modellieren neben der ra¨umlichen Relation gleich-
zeitig den Zusammenhang zwischen den Kana¨len als kombiniertes Farbtexturmerk-
mal. Statt einer skalaren Betrachtung beru¨cksichtigen die kanalu¨bergreifenden Merk-
male so die vektorielle Struktur des Farbraums. Die Mo¨glichkeit einer solchen ka-
nalu¨bergreifenden Methodik wurde schon 1982 von Rosenfeld et al. erwa¨hnt, sie
erschien aber als zu aufwendig [Ros82]. Inzwischen sind mehrkanalige Verfahren auf
Basis der Korrelation [Kon94, Hea95, Wan96, Lak98, Liz98, Pas98], der Markov-
Random-Fields [Pan95, Kat97, Din99, Pei99] sowie der Gabor- und Wavelet-Trans-
formation [Rag97, Wou97, Jai98, Wou99a, Pal00, Pal00a, Pal02] entwickelt worden.
In dieser Arbeit wird erstmalig ein Ansatz zur mehrkanaligen Erweiterung von
Cooccurrence-Matrizen vom Grauwert- in den Farbbereich (Kap. 5) sowie eine neue
Methodik zur Farb-Gabor-Filterung (Kap. 6) vorgestellt. Zuna¨chst erfolgt in Kapi-
tel 4 die Beschreibung des Aufbaus eines Mustererkennungssystems. Innerhalb dieser
Arbeit dient ein solches Klassifikationssystem zur Evaluation der Gu¨te der neu ent-
wickelten Merkmale.
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4 Grundlagen der
Klassifikation
Im Allgemeinen wird zur Evaluation von Texturparametern entweder die Texturge-
nerierung oder die -klassifikation eingesetzt. Bei der Evaluation durch Texturgene-
rierung werden aus den extrahierten Parametern mo¨glichst realistische Farbtextur-
bilder erzeugt [Cam00]. Aus zwei Gru¨nden scheint diese Methode aber dem Ziel,
neue und objektive Erkenntnisse u¨ber die innere Struktur farbiger und texturierter
Bilder zu gewinnen, weniger angemessen. Zum einen arbeitet die Texturgenerierung
mit iterativen, heuristischen Syntheseverfahren, die die Generalisierung der Ergeb-
nisse erschweren. Zum anderen sind die hier untersuchten natu¨rlichen Texturen nicht
statisch, sondern statistischen Variationen unterworfen. Als Abstandsmaß zwischen
der Original- und der generierten Textur, welches diesen Variationen Rechnung tra¨gt,
dient der Abstand der jeweiligen Farbtexturmerkmale. Dieser macht aber weniger
eine Aussage u¨ber die Merkmale selbst als vielmehr u¨ber die Qualita¨t des Synthe-
sealgorithmus. Meist wird daher die subjektive A¨hnlichkeit beider Texturen als Maß
verwendet. Demgegenu¨ber sind die Parameter eines Mustererkennungssystems besser
zu kontrollieren und mit der Fehlerrate steht ein objektives Gu¨tekriterium bezu¨glich
der Merkmale zur Verfu¨gung.
In dieser Arbeit wird die Farb- und Texturanalyse als Teil eines Mustererken-
nungsprozesses verstanden, dessen Ergebnis die Klassifikation von Bildern ist [Dud73,
Nie83]. Dabei sind die Begriffe Segmentierung und Klassifikation zu unterscheiden.
Allgemein versteht man unter Segmentierung die Unterteilung eines Bildes in zu-
sammenha¨ngende Regionen, die sich idealerweise als sinnvolle Objekte interpretieren
lassen. Die numerische Klassifikation bezieht sich allgemein auf einen Merkmalsvek-
tor. Wird jedem Bildpunkt ein eigener Vektor zugeordnet, so kann die Segmentierung
als pixelweise Klassifikation verstanden werden [Pel95]. Wird im Gegensatz dazu eine
Bildregion oder das ganze Bild zu einem Merkmalsvektor zusammengefasst, spricht
man von Klassifikation eines Bildes.
Bei der Evaluation durch Klassifikation dient die mit einem nichtparametrischen
Klassifikator erzielte Fehlerrate als Kriterium zur Bewertung der neu entwickelten
integrativen Farbtexturmerkmale. Statistische Testverfahren erlauben eine Untersu-
chung der Signifikanz der unterschiedlichen Fehlerraten bei verschiedenen Grauwert-
und Farbtexturvarianten.
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4.1 Grundlagen der Mustererkennung
Die Aufgabe der Mustererkennung ist die ada¨quate Aufbereitung eines Eingangs-
signals, so dass mit Hilfe einer Entscheidungsregel a¨hnliche und nichta¨hnliche Si-
gnale unterschieden werden ko¨nnen. Sie besteht insofern im wesentlichen aus zwei
Teilen: der Merkmalsextraktion und der Klassifikation (Abb. 4.1). Nach (2.4) dienen
als Eingangssignale farbige und texturierte Bilder f , die im Rahmen der Merkmal-
sextraktion mit Hilfe verschiedener texturanalytischer Verfahren zu Merkmalsvek-
toren m = [m1, . . . ,me, . . . ,mE ]
tr mit e,E ∈ N, komprimiert werden. Ein Merk-
malsvektor repra¨sentiert einen Punkt im E-dimensionalen Merkmalsraum und wird
hier synonym auch als Datum bezeichnet. Unter einem Merkmal me ∈ R wird der
Wert einer Komponente vonm verstanden. Die Kombination unterschiedlicher Merk-
malsra¨ume erfolgt in Form der Dimensionserweiterung als kartesisches Produkt zweier
Vektorra¨ume. Zur Notation wird ein Kombinations- bzw. Konkatenationsoperator unionmulti
fu¨r die Vektoren m̂ =
[
m̂1, . . . , m̂e, . . . , m̂Ê
]
und m˜ =
[
m˜1, . . . , m˜e, . . . , m˜E˜
]
ein-
gefu¨hrt:
unionmulti : RÊ × RE˜ → RÊ+E˜
m = m̂ unionmulti m˜ me :=
{
m̂e 0 < e ≤ Ê
m˜
e−Ê Ê < e ≤ Ê + E˜
(4.1)
Verfahren und Merkmale der Farb- und Texturanalyse werden in den Kapiteln 5
und 6 detailliert beschrieben. Im Folgenden wird von bereits berechneten Merkmalen
ausgegangen.
Die Klassifikation eines Bildes bedeutet die Zuordnung des korrespondierenden
Merkmalsvektors m zu fest vorgegebenen oder neu zu definierenden Klassen ωc mit
dem Klassenindex c ∈ C und C = {1, . . . , C}. Die Zuordnung erfolgt mit Hilfe ei-
nes Klassifikators nach einer Entscheidungsregel, in die Vorwissen u¨ber die Daten
einfließen kann. Eine Entscheidungsregel ist eine Funktion E , die zu einem m einen
Klassenindex c benennt. Der Vektor m wird in diesem Zusammenhang auch Testvek-
tor genannt:
E (m) = c (4.2)
Die Aufbereitung des Vorwissens ist als Training des Klassifikators der spa¨teren Klas-
Merkmalsextraktion KlassifikationSignal Merkmalsvektor Klasse
Abb. 4.1: Ein Mustererkennungssystem besteht aus Merkmalsextraktion und Klassifika-
tion und ordnet ein Signal einer Klasse zu.
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sifikation vorgeschaltet. Als Trainingsmaterial dienen in der Regel bereits klassifizierte
Merkmalsvektoren. Die Trainingsvektoren sind somit Zweiertupel der Form (ml, cl)
und als Elemente in der Trainingsmenge TR enthalten:
TR :=
{
(m1, c1) , . . . , (ml, cl) , . . . , (mM, cM)
}
(4.3)
mit l,M ∈ N. Ein Training mit Elementen wie in (4.3) wird auch u¨berwachtes Ler-
nen genannt. Die Klassenzugeho¨rigkeit der Trainingsvektoren kann z.B. durch Wissen
u¨ber die Bildakquisition oder durch Benutzervorgabe bekannt sein. Fu¨r medizinische
Bilder erfolgt diese Vorgabe meist durch die Diagnose eines Arztes. Ist dagegen die
Klassenzugeho¨rigkeit der Merkmalsvektoren beim Training nicht bekannt, so wird
das Verfahren als unu¨berwacht bezeichnet. Es wird immer dann verwendet, wenn
kein Wissen u¨ber die Klassen verfu¨gbar ist oder wenn unbekannte Daten zu struktu-
rieren sind. Die Gruppierung der Daten erfolgt nach zu definierenden Kriterien der
A¨hnlichkeit, wobei unter dem Stichwort Clusteranalyse ha¨ufig heuristische Metho-
den eingesetzt werden [Dud73]. Das fehlende Vorwissen erschwert eine Bewertung der
Klassifikation und macht sie zur Evaluation der Texturmerkmale ungeeignet. Inner-
halb dieser Arbeit wird daher ausschließlich u¨berwachtes Lernen eingesetzt.
4.2 Bayessche Entscheidungsregel
Innerhalb der statistischen Mustererkennung werden die Trainingsvektoren als Er-
gebnis klassenabha¨ngiger stochastischer Prozesse aufgefasst. Sind die Verteilungen
bekannt, die diesen Prozessen zugrunde liegen, so ko¨nnen auch neue Daten erkla¨rt
und einer Klasse zugeordnet werden. Die darauf basierende Entscheidungsregel ist
als Bayessche Entscheidungsregel bekannt. Die resultierende Bayessche Fehlerrate ist
gema¨ß eines Fehlerkriteriums minimal und dient somit als Messlatte fu¨r andere Klas-
sifikatoren.
Die Bayessche Formel setzt sich aus drei Wahrscheinlichkeiten zusammen:
• der a-priori-Wahrscheinlichkeit p(ωc) der Klasse ωc:
Dabei gibt p(ωc) die Wahrscheinlichkeit fu¨r die Zugeho¨rigkeit eines Vektors zur
Klasse ωc an. Mit Hilfe der a-priori-Wahrscheinlichkeit wird Vorwissen u¨ber die
Klassen selbst modelliert. Gerade im medizinischen Bereich ko¨nnen epidemio-
logische Studien u¨ber die Ha¨ufigkeit des Auftretens bestimmter Erkrankungen
in der Bevo¨lkerung hilfreich sein. Ohne Vorwissen wird die Gleichverteilung al-
ler Klassen angenommen oder die Verteilungen werden aus den Trainingsdaten
gescha¨tzt.
• der klassenbedingten Wahrscheinlichkeit p(m|ωc) der Klasse ωc:
Fu¨r ein festes ωc bezeichnet p(m|ωc) die Wahrscheinlichkeit fu¨r das Auftreten
eines Merkmalsvektors m, wenn die Klassenzugeho¨rigkeit bekannt ist. Auch
die klassenbedingte Wahrscheinlichkeit muss aus den Trainingsdaten gescha¨tzt
werden.
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• der Gesamtwahrscheinlichkeit p(m) fu¨r das Auftreten des Merkmalsvektors m:
p(m) =
C∑
c=1
(
p(m|ωc)p(ωc)
)
(4.4)
Dabei ist p(m) ein Normierungsfaktor, der von der Klassenzugeho¨rigkeit des
Vektors unabha¨ngig und damit fu¨r die Entscheidungsregel ohne Bedeutung ist.
Insgesamt ergibt sich dann die a-posteriori-Wahrscheinlichkeit p(ωc|m) aus:
p(ωc|m) = p(m|ωc)p(ωc)
p(m)
(4.5)
Die a-posteriori-Wahrscheinlichkeit ist fu¨r die Klassifikation die eigentlich relevante
Verteilung, da sie zu einem gegebenen Merkmalsvektor m, der dann als Testvektor
auftritt, die Wahrscheinlichkeit seiner Zugeho¨rigkeit zur jeweiligen Klasse angibt. Es
liegt nahe, eine Entscheidungsregel derart zu gestalten, dass ein Vektor m immer
der Klasse zugeordnet wird, in die er am wahrscheinlichsten geho¨rt, d.h. fu¨r die die
a-posteriori-Wahrscheinlichkeit maximal wird. Formal wird die Entscheidungsregel E
u¨ber eine Fehlerfunktion L hergeleitet, die die Zuordnung vonm in die falsche Klasse
bestraft. Za¨hlt jede Fehlklassifikation 1 und jede korrekte Klassifikation 0, so wird L
mit Hilfe einer diskreten Deltafunktion δ(l), l ∈ Z, definiert durch:
L(c, cˆ) := 1− δ(c− cˆ) mit δ (l) :=
{
1 fu¨r l = 0
0 sonst
(4.6)
Zur Klassifikation medizinischer Bilder sind aber auch andere Fehlerfunktionen vor-
stellbar. So mag das U¨bersehen einer vorhandenen Krankheit (falsch negative Diagno-
se) schwerwiegender sein als eine Krankheitsdiagnose, die sich spa¨ter als unbegru¨ndet
herausstellt (falsch positive Diagnose). Dennoch wird hier aus Gru¨nden der Vergleich-
barkeit medizinischer und nichtmedizinischer Datensa¨tze einheitlich eine Fehlerfunk-
tion nach (4.6) zugrundegelegt. Danach errechnet sich die Wahrscheinlichkeit eines
Fehlers cˆ bei Zuordnung von m zur Klassse ωcˆ durch:
p (cˆ|m) =
C∑
c=1
(
L(c, cˆ)p(ωc|m)
)
(4.7)
Einsetzen von L aus (4.6) fu¨hrt zu:
p (cˆ|m) =
C∑
c=1
((
1− δ (c− cˆ)
)
p(ωc|m)
)
= 1− p(ωcˆ|m) (4.8)
Erwartungsgema¨ß liefert die optimale Entscheidungsregel im Sinne der Fehlerfunktion
L (4.6) die Klasse ωcˆ zuru¨ck, fu¨r die p(ωcˆ|m) maximal wird. Unter Verwendung der
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Bayesschen Formel (4.5) folgt daraus die Bayessche Entscheidungsregel:
E(m) := argmax
c
{
p(ωc|m)
}
= argmax
c
{
p(m|ωc)p(ωc)
}
(4.9)
Der minimale Gesamtfehler p() des Systems ergibt sich aus der gewichteten Integra-
tion der maximalen a-posteriori-Wahrscheinlichkeiten u¨ber den Merkmalsraum:
p() =
∫
p(E(m)|m)p(m)dm
=
∫ (
1− p(ωE(m)|m)
)
p(m)dm
=
∫
p(m)− p(m|ωE(m))p(ωE(m))dm
= 1−
∫
p(m|ωE(m))p(ωE(m))dm (4.10)
Die Optimalita¨t der Bayesschen Entscheidungsregel fu¨hrt nicht zu einer fehlerfreien
Klassifikation mit p() = 0. Fehlklassifizierungen sind dann auf die unzureichende
Trennung der Vektoren verschiedener Klassen im Merkmalsraum zuru¨ckzufu¨hren. Ei-
ne Senkung der Fehlerrate ist nicht durch eine andere Entscheidungsregel, sondern
durch weitere oder andere Merkmale zu erreichen, die die Trennscha¨rfe zwischen den
Klassen verbessern.
4.3 Entwurf eines Klassifikators
Die Bayessche Entscheidungsregel hilft bei der praktischen Anwendung in einem Mu-
stererkennungssystem zum Design eines Klassifikators nur bedingt weiter. Ihre Opti-
malita¨t basiert auf der Kenntnis der a-posteriori-Verteilung bzw. der klassenbedingten
und der a-priori-Verteilung der Daten. Meist fehlt aber sowohl das Wissen u¨ber die
funktionale Form der Verteilungen als auch u¨ber ihre Parameter. Die einzig verfu¨gba-
re Information bezieht sich auf die Trainingsdaten TR selbst. Bei Annahmen u¨ber
die Verteilungsform werden diese Daten zur Scha¨tzung der Verteilungsparameter,
z.B. u¨ber einen Maximum-Likelihood-Ansatz genutzt [Dud73]. Diese Vorgehenswei-
se wird als parametrische Klassifikation bezeichnet. Wegen der vereinfachten Para-
meterscha¨tzung wird ha¨ufig eine multivariate Normalverteilung als Verteilungsform
angenommen. Eine realistischere Annahme ist dagegen die einer Mischverteilung als
gewichtete Summe von Normalverteilungen. Es kann gezeigt werden, dass sich jede
beliebige Verteilungsform als eine solche Mischverteilung darstellen la¨ßt, wenn die
Zahl der Summanden nicht beschra¨nkt wird. Problematisch ist dann allerdings die
Parameterscha¨tzung, die mit Hilfe des iterativen EM-Algorithmus vorgenommen wird
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[Dem77]. Dieser beno¨tigt fu¨r eine valide Scha¨tzung eine große Zahl von Trainingsda-
ten. Meist sind jedoch Trainingsdaten nicht in ausreichender Menge vorhanden.
Im Gegensatz zur parametrischen Klassifikation wird bei der nichtparametrischen
Klassifikation keine Verteilungsannahme getroffen. Vielmehr wird bei fester Klasse ωc
die Wahrscheinlichkeit p(m) fu¨r einen Merkmalsvektor m durch Beobachtung seiner
lokalen Umgebung im Merkmalsraum gescha¨tzt. SeienM klassifizierte Trainingsdaten
wie in (4.3) gegeben, wobeiMc zur Klasse ωc geho¨ren. Die Wahrscheinlichkeit dafu¨r,
dass von allen Trainingsdaten genauMVc mit Klassenzugeho¨rigkeit ωc innerhalb eines
Volumens V um m liegen, wird durch MVcM gescha¨tzt. Unter der Annahme der Kon-
tinuita¨t und nur geringer Variation von p(ωc,m) in V kann diese Wahrscheinlichkeit
als Scha¨tzer fu¨r p(ωc,m) dienen:
p(ωc,m) =
MVc
M (4.11)
Eine valide Scha¨tzung erfordert eine hohe Zahl von Daten, die in das Volumen V
fallen. Gleichzeitig ist zur Verminderung des Gla¨ttungseffekts V mo¨glichst klein zu
wa¨hlen. Fu¨r ein Mustererkennungssystem mit einer endlichen und festen ZahlM von
Trainingsdaten bieten sich zwei pragmatische Verfahren an:
• Wahl einer geeigneten Volumengro¨ße und Auswertung der Trainingsvektoren
innerhalb des Volumens.
Diese Methode ist als Parzen-Windows Ansatz bekannt, bei dem jedes Trai-
ningsdatum mit Hilfe einer Fensterfunktion Einfluss auf die Scha¨tzung der Ver-
teilungsfunktion innerhalb einer festen Umgebung V nimmt. Neben der Wahl
der Gro¨ße von V spielt auch die Festlegung der Fensterfunktion eine Rolle.
• Bestimmung von V durch Wahl einer festen Anzahl K =∑cMVc von Trainings-
daten, die in der Umgebung von m liegen mu¨ssen.
Hieraus folgt der K-Nearest-Neighbor Ansatz, der kurz auch als K-NN bezeich-
net wird.
4.4 K-Nearest-Neighbor Klassifikator
Zur Evaluation der Texturmerkmale wird in dieser Arbeit mit dem K-NN ein nicht-
parametrischer Klassifikator gewa¨hlt, weil durch diesen Ansatz
• keine Verteilungsannahme getroffen wird,
• nur wenige Parameter beno¨tigt werden,
• kaum Trainingsaufwand besteht und
• die theoretische Fehlerrate nahe der Bayesschen Fehlerrate liegt.
Ein Nachteil des K-NN Klassifikators ist die aufwendige Berechnung von Absta¨nden
zwischen den Trainingsmerkmalsvektoren.
4.4 K-Nearest-Neighbor Klassifikator 33
Grundlage der K-NN Klassifikation ist die Scha¨tzung von p(ωc|m) nach (4.5) aus
den Trainingsdaten der lokalen Umgebung um m. Die Gro¨ße der Umgebung wird
durch den Parameter K festgelegt, der die Zahl der beru¨cksichtigten benachbarten
Trainingsdaten bezeichnet. Die Scha¨tzung der Verbundwahrscheinlichkeit von ωc und
m (4.11), sowie die Bayessche Formel (4.5) fu¨hrt dann zu:
p(ωc|m) = p(ωc,m)
p(m)
=
p(ωc,m)∑C
cˆ=1 p(ωcˆ,m)
=
MVc
MV ·
MV∑C
cˆ=1MVcˆ
=
MVc
K (4.12)
Mit dieser Scha¨tzung der a-posteriori-Wahrscheinlichkeit kann zum Design des K-NN
Klassifikators direkt die Bayessche Entscheidungsregel (4.9) Anwendung finden:
E(m) = argmax
c
{
p(ωc|m)
}
= argmax
c
{
MVc
}
(4.13)
Fu¨r den K-NN Klassifikator vereinfacht sich die Bayessche Entscheidungsregel auf die
Zuweisung zu der Klasse, die bei den K na¨chsten Trainingsvektoren am ha¨ufigsten
vertreten ist.
4.4.1 Normierung
Die Betrachtung der benachbarten oder na¨chsten Trainingsdaten eines Vektors m
erfordert implizit einen metrischen Merkmalsraum. Eine Metrik wird durch ein Ab-
standsmaß zwischen zwei Vektorenm und m̂ im Merkmalraum definiert. Ha¨ufig wird
dazu der quadrierte Euklidische Abstand verwendet:
d¯ (m, m̂) :=
E∑
e=1
(me − m̂e)2 (4.14)
Dieser erfordert allerdings die Normierung des Merkmalsraums, so dass die Elemente
des Raumes vergleichbare Wertebereiche aufweisen. Andernfalls wu¨rde z.B. die Ska-
lierung eines Merkmals z.B. um den Faktor 100 den Gesamtabstand so dominieren,
dass andere Merkmale nahezu keine Bedeutung mehr haben. Drei Varianten bieten
sich zur Normierung an:
1. Mathematische Bestimmung der maximalen und minimalen Werte der Merk-
male. Diese Variante beru¨cksichtigt nicht die tatsa¨chlichen Verteilungen und
kann sich somit negativ auf die Separationsfa¨higkeit eines Merkmals auswirken.
Da die Normierung unabha¨ngig von den Trainingsdaten ist, kann sie im Rah-
men einer Vorverarbeitung einmalig fu¨r den gesamten Datensatz erfolgen. Das
ist insbesondere dann vorteilhaft, wenn ha¨ufige Klassifikationen mit wechseln-
den Trainingssa¨tzen wie beim Leaving-One-Out (Kap. 4.5) durchgefu¨hrt werden
mu¨ssen.
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2. Das Maximum emax und das Minimum emin des e-ten Merkmals wird aus den
Trainingsdaten TR ermittelt. Fu¨r ein neues Vektorelement me ergibt sich das
normierte Element m′e durch:
m′e :=
me − emin
emax − emin falls emax > emin (4.15)
Fu¨r emin ≤ me ≤ emax erfolgt die Normierung auf den Wertebereich [0..1].
Wegen des Bezugs zu den Trainingsdaten kann diese Variante ebenso wie die
dritte als adaptiv bezeichnet werden. Bei Vera¨nderung des Trainingssatzes mu¨s-
sen alle Daten neu normiert werden.
3. Ein anderes adaptives Vorgehen trifft mit der Normalverteilung eine Annahme
u¨ber die Verteilung der Daten bezu¨glich einer Dimension des Merkmalsraums.
Die getrennte Behandlung der Merkmale setzt implizit deren stochastische Un-
abha¨ngigkeit voraus. Die Normierung von me erfolgt dann u¨ber Mittelwert µe
und Standardabweichung σe als Scha¨tzwerte der Verteilungsparameter:
m′e =
me − µe
σe
(4.16)
mit
µe =
1
M
∑
m∈TR
me σe =
√
1
M− 1
∑
m∈TR
(me − µe)2
Die Normierung kann auch in die Berechnung des Abstandsmaßes integriert
werden. Aus (4.14) wird dann:
d¯ (m, m̂) =
E∑
e=1
1
σ2e
(
(me − µe)− (m̂e − µe)
)2
= (m− m̂)tr Σdiag (m− m̂) (4.17)
mit der Diagonalmatrix
Σdiag =

σ21 0 0 . . . 0
0 σ22 0 . . . 0
...
. . . . . . . . .
...
0 . . . 0 σ2E−1 0
0 . . . 0 0 σ2E

Der Ausdruck (4.17) entspricht der Mahalanobis-Distanz mit diagonaler Ko-
varianzmatrix. Obwohl die Annahme der stochastischen Unabha¨ngigkeit der
Merkmale ebenso wie die einer Normalverteilung selten zutrifft, wird diese Art
der Normierung in der Literatur nahezu ausschließlich und mit guten Ergeb-
nissen verwendet [Lak98, Wou99a]. Auch in dieser Arbeit wird die Normierung
aus (4.17) eingesetzt.
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4.4.2 K-NN Fehlerrate
Nach (4.13) basiert der K-NN Klassifikator auf der Bayesschen Entscheidungsregel,
ist aber als nichtparametrisches Verfahren unabha¨ngig von Verteilungsscha¨tzungen
und leicht anzuwenden. Fukunaga konnte zeigen, dass der Gesamtfehler pNN() des
Systems bei Verwendung von 1-NN den Bayesschen Fehler p() (4.10) um weniger als
das Doppelte u¨bersteigt [Fuk73]:
p() ≤ pNN() < 2p() (4.18)
Dieses Ergebnis gilt allerdings lediglich im asymptotischen Fall, d.h. wenn die Zahl
der Trainingsdaten unendlich groß wird: M → ∞. Angesichts der Voraussetzungen
zum Erreichen von p() mit genauer Kenntnis der Verteilungsformen und -parameter
eines Bayesschen Klassifikators ist die theoretische obere Schranke fu¨r ein einfaches
Verfahren wie K-NN sehr niedrig [Loi87].
In der Praxis ist die Zahl der Trainingsdaten beschra¨nkt und la¨ßt den Fehler an-
steigen. Die Differenz zwischen dem minimalen Fehler im asymptotischen Fall und
dem empirisch ermittelten Fehler ha¨ngt nicht von der Verteilung der Daten sondern
nur von der Dimensionalita¨t und der Anzahl der Trainingsdaten ab. Zwar verringert
sich diese Differenz mit steigender Datenanzahl, allerdings wird der Anteil der Fehler-
senkung durch Hinzunahme einer festen Anzahl neuer Trainingsdaten bei steigender
Dimensionalita¨t geringer [Fuk73]. Die Dimension des Klassifikationsproblems bezieht
sich allerdings nicht auf die Dimension des Merkmalsraums insgesamt, sondern auf
die lokale Dimension, die die lokalen Eigenschaften der Verteilung der Trainingsdaten
beschreibt.
Das Pha¨nomen der abnehmenden Effizienz der Fehlersenkung durch Hinzunahme
von Trainingsdaten bei steigender lokaler Dimensionalita¨t wird auch als Fluch der
Dimensionalita¨t bezeichnet [Dud73]. Wird die Dimension des Merkmalsraums bei fe-
ster Zahl der Trainingsdaten erho¨ht, so ist damit nicht automatisch eine bessere oder
zumindest gleichbleibende Fehlerrate (Kap. 4.5) verbunden. Erho¨ht sich dadurch bei-
spielsweise die lokale Dimension, so steigt der Gesamtfehler an. Dieser Anstieg kann
die gleichzeitige Senkung des theoretisch geringstmo¨glichen Bayesschen Fehlers u¨ber-
kompensieren und so insgesamt zu einem Anstieg des Fehlers fu¨hren. Sinkt der Fehler
dagegen, so ist der Effekt der neu hinzugefu¨gten Merkmale auf den Bayesfehler gro¨ßer
als der eines eventuellen Anstiegs der lokalen Dimension. Insofern ist eine theoreti-
sche Betrachtung des mo¨glichen Gesamtfehlers auch fu¨r die Praxis zur Deutung der
erzielten Ergebnisse von Nutzen.
Dennoch ist vor allem die Leistung eines Klassifikationssystems in der praktischen
Anwendung von Bedeutung. Neben einer Evaluation der Leistung des Gesamtsystems
steht in dieser Arbeit besonders der Vergleich verschiedener Merkmalssa¨tze im Mittel-
punkt. In Kapitel 4.5 werden Qualita¨tsmaße zur Messung der Klassifikationsleistung
und zur Unterstu¨tzung eines solchen Vergleichs eingefu¨hrt.
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4.5 Qualita¨tsmaße
Da der tatsa¨chliche Gesamtfehler des Klassifikationssystems aus (4.10) und (4.18)
und damit die Gu¨te der Merkmale wegen unbekannter Verteilungen und endlicher
Zahl an Trainingsdaten nicht zu ermitteln ist, wird ein experimentelles Vorgehen zur
Evaluation unumga¨nglich. Es wird dazu von einem festen vorhandenen Datensatz DS
ausgegangen, der mangels einer Generierungsvorschrift nicht ohne weiteres durch neue
Daten erga¨nzt werden kann. Deshalb wird DS in zwei disjunkte Mengen aufgeteilt,
den Test (TD)- und den Trainingsdatensatz (TR).
Es gibt verschiedene Mo¨glichkeiten der Mengenaufteilung. Wichtig ist dabei, dass
die Testdaten sowohl in ihrer Menge als auch ihrer Art repra¨sentativ fu¨r den Gesamt-
bestand sind. Eine systematische Methode ist das Leaving-one-out. Dazu wird ein
einzelnes Element m aus DS als Testvektor verwendet, so dass gilt: TD = {m}. Die
gesamten Restdaten dienen als TR. Nach der Klassifikation des Testvektors wird die-
ser TR hinzugefu¨gt und ein anderer Vektor tritt als Testdatum auf. Es kommt somit
zu |DS| Mengenaufteilungen. Vorteil des Leaving-one-out ist zum einen die Fairness,
weil jeder Vektor des Datensatzes einmal klassifiziert wird. Zum anderen wird die
Gro¨ße der Trainingsmenge maximal gehalten.
In [Fuk73] wird auf das Problem der Paarungsbildung hingewiesen. Das bedeutet,
dass Merkmalskombinationen denkbar sind, fu¨r die immer zwei Daten einer Klasse
sehr a¨hnlich sind, obwohl insgesamt eine große Varianz innerhalb der Klasse vorhan-
den ist. Trotz der dem Problem eigentlich nicht angemessenen Merkmale wu¨rde beim
Leaving-one-out immer der a¨hnliche Partner gefunden und somit die Fehlerrate sehr
klein werden. Das Sinken der Fehlerrate kann aber bei Verwendung des K-NN mit
K > 1 gemildert werden.
Nachdem der Klassifikator mit Hilfe der Trainingsdaten eingestellt wurde, werden
die Elemente der Testmenge nach der Entscheidungsregel des Klassifikators den Klas-
sen zugewiesen. Da die korrekte Klassenzugeho¨rigkeit der Daten bekannt ist, wird der
Fehler durch Vergleich der zugewiesenen mit der korrekten Klasse ermittelt. Sei t (c, cˆ)
die Zahl der Testvektoren, die zur Klasse ωc geho¨ren und der Klasse ωcˆ zugeordnet
werden, sowie L, δ nach (4.6):
t (c, cˆ) =
∑
mm∈TD
(
δ (cm − c) · δ (E(mm)− cˆ)
)
(4.19)
Durch Kombination der Klassenindizes c und cˆ definieren die Elemente t (c, cˆ) die
Kontingenztafel T:
T =

t(1, 1) t(1, 2) . . . t(1, C)
t(2, 1) t(2, 2) . . . t(2, C)
...
...
. . .
...
t(C, 1) t(C, 2) . . . t(C,C)
 (4.20)
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Wa¨hrend die Diagonalelemente von T die klassenspezifisch korrekt klassifizierten Da-
ten repra¨sentieren, stellen die Elemente t(c, cˆ) mit c 6= cˆ Fehlklassifikationen dar. T
dient als Grundlage zur Berechnung verschiedener Fehlermaße, die sich an Unter-
suchungen von Egmont-Peterson zur Performanz neuronaler Netze [Egm94] und
von Horsch zum Vergleich verschiedener Klassifikatoren [Hor98] anlehnen. Aller-
dings wird hier gema¨ß der Entscheidungsregel (4.13) vereinfachend davon ausgegan-
gen, dass jeder Testvektor tatsa¨chlich einer Klasse zugeordnet wird, es also keine
Ru¨ckweisungsklasse gibt.
Zuna¨chst lassen sich die Qualita¨tsmaße des Klassifikationssystems gliedern in
• Qualita¨t des Erfolgs
• Qualita¨t des Misserfolgs
Wa¨hrend sich die Qualita¨tsmaße des Erfolgs unterteilen in Korrektheit, Streuung der
Korrektheit und Genauigkeit, reduziert sich die Untersuchung des Misserfolgs auf die
empirische Fehlerrate.
Korrektheit und Fehlerrate
Sei T die Gesamtzahl der evaluierten Daten, die Zeilensumme T zc in T die Zahl der
Daten, die aus Klasse ωc stammen und die Spaltensumme T scˆ die Zahl der Testvek-
toren, die der Klasse ωcˆ vom Klassifikator zugeordnet wurden:
T :=
C∑
c=1
C∑
cˆ=1
t (c, cˆ) (4.21)
T zc :=
C∑
cˆ=1
t (c, cˆ) (4.22)
T scˆ :=
C∑
c=1
t (c, cˆ) (4.23)
Dann bezeichnet die Summe der Diagonalelemente vonT, bezogen auf die Gesamtzahl
der Daten, die Korrektheit κ des Gesamtsystems:
κ :=
1
T
C∑
c=1
t (c, c) (4.24)
Da κ vom C-Klassenproblem abstrahiert und das Verha¨ltnis der richtig zu den falsch
klassifizierten Testvektoren angibt, kann die Klassifikation als Bernoulli-Experiment
modelliert werden. Dabei entspricht T der Zahl der Experimente mit bina¨rem Aus-
gang und κ dem Scha¨tzer der Erfolgswahrscheinlichkeit eines Experiments:
pT,κ(Tk) =
(
T
Tk
)
κTk(1− κ)T−Tk (4.25)
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Die Binomialverteilung pT,κ(Tk) gibt die Wahrscheinlichkeit fu¨r Tk korrekte Klassifika-
tionen an. Sie dient als Basis der statistischen Evaluation der Klassifikationsergebnisse
(Abschn. 4.6).
Analog zu κ definieren sich je nach Normierung auf die Zeilen- oder Spaltensumme
in T zwei klassenbedingte Korrektheitsmaße κzc und κ
s
c:
κzc :=
1
T zc
t (c, c) κsc :=
1
T sc
t (c, c) (4.26)
Wa¨hrend sich κzc auf die Vektoren bezieht, die der Klasse ωc angeho¨ren, ist κ
s
c als die
Korrektheit bezu¨glich der Testdaten zu sehen, die der Klasse ωc zugewiesen wurden.
Im medizinischen Umfeld haben sich die beiden Qualita¨tsmaße Sensitivia¨t und
Spezifita¨t fu¨r 2-Klassen-Probleme etabliert. Sie sind ebenfalls mit Hilfe der klassen-
bedingten Korrektheitsmaße zu definieren. Sei ω1 die Klasse aller Tumorpatienten in
der Datenbank und ω2 die der gesunden Probanden. Dann bezeichnet die Sensitivita¨t
die klassenbedingte Korrektheit κz1 fu¨r ω1. Das System reagiert also empfindlich auf
die Tumorpatienten, d.h. die Zahl der nicht erkannten Tumore (falsch-negative Dia-
gnose) ist bei hoher Sensitivia¨t gering. Die Spezifita¨t bezieht sich dagegen auf die
physiologischen Befunde. Hohe Spezifita¨t bedeutet, dass immer dann, wenn kein Tu-
mor diagnostiziert wird, diese Diagnose auch mit hoher Wahrscheinlichkeit korrekt
ist, d.h. dass falsch positive Befunde selten sind. In der Notation der klassenbedingten
Korrektheit entspricht die Spezifita¨t κz2. Die Parameter κ
z
1 und κ
z
2 sind gegenla¨ufig,
so dass die Steigerung der Sensitivita¨t gleichzeitig die Senkung der Spezifita¨t nach
sich zieht und umgekehrt.
Die Fehlerrate ist ein inverses Maß zur Korrektheit. Im Gegensatz zur Bayesschen
Fehlerrate p(ε) nach (4.10) bezeichnet man die experimentell ermittelte Fehlerrate
pe(ε) auch als empirische Fehlerrate:
pe(ε) := 1− κ (4.27)
Streuung der Korrektheit
Die Streuung σκ der Korrektheit wird definiert durch:
σκ :=
1
C − 1
C∑
c=1
(κzc − κ)2 (4.28)
Sie ist ein Maß der Ausgeglichenheit der κzc . Eine hohe Streuung der Korrektheit be-
deutet, dass die Klassifikationsleistung fu¨r die einzelnen Klassen sehr unterschiedlich
ausfa¨llt. U¨ber die Qualita¨t der Klassifikation wird dagegen keine Aussage gemacht.
Deshalb ist κ der entscheidende Parameter zur Untersuchung der Gu¨te einer Merk-
malskombination.
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Genauigkeit
Die Genauigkeit γκ setzt κ in Beziehung zur Wahrscheinlichkeit einer zufa¨llig richti-
gen Klassenzuordnung:
γκ :=
κ− κˆ
1− κˆ κˆ :=
1
T 2
C∑
c=1
(
T zc · T sc
)
(4.29)
Enthalten alle Klassen dieselbe Anzahl Merkmalsvektoren, so liegt die erwartete Kor-
rektheit κˆ bei 1C . In diesem Fall ha¨ngt γκ nur von κ und C ab und ist bei festem κ
umso gro¨ßer, je mehr Klassen in das Problem involviert sind. Bei medizinischen Fra-
gestellungen kommen ha¨ufig ungleiche Klassengro¨ßen vor, da in der Regel mehr ge-
sunde als kranke Probanden in eine Studie einbezogen werden ko¨nnen. In diesem Fall
kommt γκ eine besondere Bedeutung zu, da es denjenigen Anteil von κ bezeichnet,
der u¨ber die zufa¨llige Verteilung der Testdaten aufgrund der Klassengro¨ße hinausgeht
[Hor98]. Unabha¨ngig von der Mustererkennung ist γκ nach 4.29 in der Statistik auch
als Kappa-Koeffizient von Cohen bekannt [Bor98].
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Die vorgestellten Qualita¨tsmaße dienen der Beurteilung der Gu¨te einer Merkmalskom-
bination zur Beschreibung der Farbtexturen. Unterscheiden sich die κ-Werte bezu¨glich
zweier Merkmale, so ergibt sich daraus direkt eine Rangordnung der Merkmale nach
ihrer Qualita¨t. Um eine solche Rangordnung zu untermauern, bieten sich statistische
Testverfahren an [Har98]. Dabei wird untersucht, ob die beobachtete Verbesserung der
Korrektheit aus einer zufa¨llen Abweichung resultiert oder nicht. Zur Durchfu¨hrung
der Signifikanztests werden zwei sich gegenseitig ausschließende Hypothesen formu-
liert, die Nullhypothese H0 und die Alternativhypothese H1. Statistische Tests folgen
dem Prinzip des Beweises durch Widerspruch, indem als H0 das Gegenteil dessen an-
genommen wird, was gezeigt werden soll. Hier wird der spezielle Fall zweier Klassifika-
tionsergebnisse κ1 und κ2 mit κ2 > κ1 zu zwei verschiedenen Merkmalskombinationen
betrachtet. Daraus ergeben sich die Hypothesen:
H0 : κ2 ≤ κ1 H1 : κ2 > κ1 (4.30)
Nach (4.25) ist κ binomialverteilt bei T klassifizierten Testvektoren. Die Scha¨tzer fu¨r
Mittelwert µκ und Varianz σ2κ sind gegeben durch:
µκ = T · κ σ2κ = T · κ · (1− κ) (4.31)
Die Binomialverteilung la¨ßt sich nach der integralen Na¨herungsformel von de Moi-
vre und Laplace durch eine Normalverteilung anna¨hern, wenn gilt: σ2κ ≥ 10 [Fis93].
Gesucht ist dann die minimale Zahl der korrekten Klassifikationen Tκ, so dass die
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Nullhypothese mit einer Irrtumswahrscheinlichkeit von ρ abgelehnt werden kann (Si-
gnifikanzniveau). Fu¨r eine beliebige Verteilungsfunktion P bedeutet das, dass die
Teststatistik Tκ−µκσκ u¨ber dem ρ-Quantil u1−ρ liegen muss:
P
(
Tκ − µκ
σκ
> u1−ρ
)
= 1− ρ (4.32)
Die Wahl von ρ ist willku¨rlich. Je kleiner ρ gewa¨hlt wird, umso gro¨ßer ist die Wahr-
scheinlichkeit, H0 nicht irrtu¨mlich zu verwerfen. Ohne inhaltliche Grundlage hat sich
in der Literatur ρ = 5% durchgesetzt, das in dieser Arbeit aus Gru¨nden der Ver-
gleichbarkeit ebenfalls verwendet wird.
Fu¨r den Fall einer Normalverteilung und eines Signifikanzniveaus von ρ = 5%
kann u1−ρ aus den tabellierten Werten der Verteilungsfunktion der Standardnormal-
verteilung ermittelt werden: u1−5% = 1,65. Damit wird Tκ bestimmt durch:
Tκ ≥ 1,65 · σκ + µκ (4.33)
Die Hypothese H0 kann auf 5%-Niveau abgelehnt werden, wenn κ2 > TκT , d.h. κ2 ist
statistisch signifikant besser als κ1. Bildet wie hier das kleinere Ergebnis die Test-
grundlage, so spricht man von einem rechtsseitigen, anderenfalls von einem linkssei-
tigen Test.
Grundsa¨tzlich du¨rfen Daten immer nur einmal zu statistischen Tests herangezo-
gen werden, da sie als Stichprobe einer unbekannten Zufallsvariablen gelten. Multiple
Tests sind nur nach Adjustierung des Signifikanzniveaus zula¨ssig. In [Bec99] wurden
multiple Tests ohne Adjustierung an dem anschaulichen Beispiel eines Bergsteigers
demonstriert, der sich ein Bergsteigerseil aus mehreren Stu¨cken zusammenknotet. Die
Wahrscheinlichkeit dafu¨r, dass ein Knoten ha¨lt, liegt bei 95%. Obwohl die Absturz-
wahrscheinlichkeit bei einem Knoten recht niedrig ist, steigt sie bei Θ Knoten deutlich
an: 1− (0,95)Θ.
U¨bertragen auf die statistische Tests bedeutet der Absturz das Auftreten einer
zufallsbedingten Signifikanz. Diese steigt offenbar, je mehr Tests mit denselben Da-
ten durchgefu¨hrt werden. Entsprechend wird bei mehreren Tests auf denselben Daten
eine Adjustierung vorgenommen. In dieser Arbeit wird die Adjustierung nach Bon-
ferroni durchgefu¨hrt [Hor95]. Man spricht dabei fu¨r das Gesamtexperiment immer
noch von einem Test auf Niveau ρ, testet aber bei Θ einzelnen Tests derselben Daten
auf ρΘ . Im Sinne der Testtheorie erscheint es nicht angebracht, die Zahl der Tests
soweit zu erho¨hen, dass die Signifikanzschwelle kaum mehr zu u¨berschreiten ist. Des-
halb werden in dieser Arbeit Klassifikationsergebnisse nur dann getestet, wenn sie
wesentliche Aussagen betreffen, die es zu validieren gilt.
5 Farb-Cooccurrence-Matrizen
Cooccurrence-Matrizen (CM) geho¨ren zu den bekanntesten statistischen Hilfsmit-
teln zur Texturanalyse. Bislang sind sie nur im Grauwertbereich oder als sequen-
tielle Farbtexturvariante angewendet worden [Hau96]. In Anlehnung an integrative
Ansa¨tze zur Autokovarianz [Lak98], Korrelation [Kon94] oder zu Markov-Random-
Fields [Pei97, Pei99] bieten auch CM Mo¨glichkeiten zur integrativen Verwendung von
Farbe und Textur, die hier neu entwickelt und evaluiert werden.
In den folgenden Abschnitten werden zuna¨chst Grauwerthistogramme und ver-
schiedene Varianten von Farbhistogrammen als Statistiken erster Ordnung eingefu¨hrt
(Kap. 5.1), um dann zur Theorie und Notation der Cooccurrence-Matrizen als Stati-
stiken zweiter Ordnung u¨berzuleiten (Kap. 5.2). Nach den bekannten Matrizen fu¨r die
Grauwertbildverarbeitung werden mit Farb-Cooccurrence-Matrizen (Farb-CM) inte-
grative Farbtexturmerkmale vorgestellt und diese in verschiedenen Farbra¨umen unter-
sucht (Kap. 5.3 und 5.4). Zugleich werden die zweidimensionalen Farbhistogramme in
die Notation der CM eingebettet. Unter Anwendung des Kolmogorov-Distanzmaßes
nach [Kol68] wird hierdurch eine neuartige quantitative Beschreibung des Zusammen-
hangs von Farbe und Textur ermo¨glicht (Kap. 5.5).
Die entsprechenden Matrizen werden am Beispiel dreier Farbbilder (Abb. 5.1) aus
der VisTex-Datenbank erla¨utert. Eine Beschreibung dieser und anderer Datenbanken,
die hier zur Evaluation verwendet werden, findet sich in Kapitel 7. Die Bilder zeigen
unterschiedliche Texturcharakteristika. Bild 1 entha¨lt nur wenige Farben und zeigt
Abb. 5.1: Drei Bilder werden als Beispiele unterschiedlicher Farbtexturen ausgewertet.
Das linke Bild wird zuku¨nftig nur Bild 1, das mittlere Bild 2 und das rechte Bild 3 genannt.
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großfla¨chige Farbbereiche sowie regelma¨ßige Intensita¨tskanten. Bild 2 wird durch den
hochfrequenten Wechsel vieler unterschiedlicher Farben gekennzeichnet. Bild 3 zeigt
eine inhomogen beleuchtete und gerichtete Textur. Bild 1 dient als Standardreferenz,
Bild 2 und Bild 3 werden bei Bedarf zur Visualisierung spezieller Eigenschaften der
CM eingesetzt.
5.1 Histogramme
Statistiken erster Ordnung lassen sich aus einem normierten Grauwerthistogramm
h(w) ohne Beru¨cksichtigung der Nachbarschaftsbeziehungen berechnen. Dabei wird
h(w) mit w ∈W nach [Leh97] mit Hilfe von δ(·) nach (4.6) definiert durch:
P (w) := h(w) :=
1
MN
M−1∑
m=0
N−1∑
n=0
δ
(
f(m,n)− w
)
(5.1)
Die normierten Werte h(w) sind die relativen Ha¨ufigkeiten der Grauwerte w und
werden als Wahrscheinlichkeiten P (w) interpretiert. Sie bilden die Basis der gela¨ufigen
statistischen Maße erster Ordnung in (5.2): Mittelwert µ(h), Varianz σ(h), Energie
eng(h) und Entropie ent(h):
µ(h) :=
W−1∑
w=0
(
w · h(w)
)
eng(h) :=
W−1∑
w=0
(
h(w)
)2
σ(h) :=
W−1∑
w=0
((
w − µ(h)
)2 · h(w))
ent(h) := −
W−1∑
w=0
(
h(w) · lnh(w)
) (5.2)
Im Gegensatz zu Grauwerthistogrammen sind Farbhistogramme z.B. im RGB-
Farbraum skalare Funktionen u¨ber einem dreidimensionalen Wertebereich. Ein Farb-
histogramm hf gibt die Ha¨ufigkeit des Farbvektors (w1, w2, w3)
tr mit wk ∈ W k an,
wobei k die Farbkana¨le bezeichnet (2.4). Es wird definiert durch:
hf (w1, w2, w3) :=
1
MN
M−1∑
m=0
N−1∑
n=0
δ
(
f1(m,n)−w1
)
·δ
(
f2(m,n)−w2
)
·δ
(
f3(m,n)−w3
)
(5.3)
Bei Farbbildern, die u¨blicherweise mit 24 Bit kodiert werden, ergibt sich ein Farbhis-
togramm der Gro¨sse 2563 = 16.777.216. Da Bilder der Dimension 1.024×512 als groß
gelten und selbst hier maximal 524.288 verschiedene Farben gleichzeitig auftreten
ko¨nnen (weniger als 4% der mo¨glichen Farben), sind Farbhistogramme offenbar du¨nn
besetzt. Die Berechnung eines Farbhistogramms zeichnet sich entweder durch eine ho-
he Raumkomplexita¨t (bei statischer Speicherung) oder eine hohe Zeitkomplexita¨t (bei
dynamischer Verkettung) aus. Eine Reduktion der Dimension des Farbhistogramms
ist also von großem praktischen Nutzen. Allerdings ist die Besetzung im Allgemeinen
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nicht gleichverteilt, sondern weist charakteristische Formen und Ha¨ufungen auf. So
ist das Histogramm einer einfarbigen, spiegelnden Oberfla¨che mit einer T-Form zu
vergleichen, in der sich zwei geradenfo¨rmige Cluster dort kreuzen, wo Oberfla¨chen-
und Ko¨rperreflexion zusammentreffen [Sha85]. Bei einfachem Bildinhalt kann ein sol-
ches Histogramm zur Glanzlichtdetektion und zur Segmentierung verwendet werden
[Kli93]. Treten mehrere Zentren im Histogramm auf, so werden vielfach Mischvertei-
lungen als Summe von unimodalen Gauß-Verteilungen zur Modellierung eingesetzt
[Schu95]. Eine Dimensionsreduktion unter Beru¨cksichtigung der Verteilungszentren
(dynamisches Farbhistogramm) ist von Lakmann erfolgreich zur Farbtextursynthe-
se verwendet worden [Lak98]. Da die Bestimmung der Zentren bildabha¨ngig ist, ist
die Verwendung von dynamischen Farbhistogrammen im Rahmen einer Klassifikati-
on nicht sinnvoll. Die Beru¨cksichtigung des gesamten Trainingssatzes zur Bildung der
Zentren schra¨nkt die Generalisierungsfa¨higkeit ein, d.h. die Anwendbarkeit auf die
im Training nicht gesehenen Daten ist nicht im vollem Umfang gewa¨hrleistet. Daher
muss hier auf statische Histogrammreduktion zuru¨ckgegriffen werden. Dabei sind zwei
Methoden zu unterscheiden: Quantisierungsreduktion und Dimensionsreduktion.
Bei der Quantisierungsreduktion bleibt die Dreidimensionalita¨t des Farbhisto-
gramms bestehen. Die Auflo¨sung der Wertebereiche W k wird durch Reduktion der
Ma¨chtigkeitWk eingeschra¨nkt. Das entspricht der gleichma¨ßigen Einteilung des RGB-
Kubus in Wu¨rfel, wobei die Seitenla¨nge der Wu¨rfel durch die Zahl der Intensita¨tsstu-
fen pro Farbkanal festgelegt wird. Die Zahl der Intensita¨tstufen wird u¨ber die Zahl
der relevanten Bits definiert, die bei 256 Stufen 8, bei 128 Stufen 7, usw. betra¨gt.
Ziel der Dimensionsreduktion ist dagegen die Approximation des dreidimensio-
nalen Histogramms durch Betrachtung von drei ein- oder zweidimensionalen Histo-
grammen. Mit analog zu (5.3) definierten zweidimensionalen Farbhistogrammen:
hfk1 ,fk2 (wk1 , wk2) :=
1
MN
M−1∑
m=0
N−1∑
n=0
δ
(
fk1(m,n)− wk1
)
· δ
(
fk2(m,n)− wk2
)
(5.4)
k1, k2 ∈ {1, 2, 3}, erfolgt die zweidimensionale Approximation durch Multiplikation
der Histogramme hfk1 ,fk2 unter Normierung durch die eindimensionalen Histogramme
hfk , die sich, a¨hnlich wie Grauwerthistogramme nach (5.1), auf die Intensita¨ten des
Kanals k beziehen:
hˆf (w1, w2, w3) :=
hf1,f2 (w1, w2) · hf1,f3 (w1, w3) · hf2,f3 (w2, w3)
hf1 (w1) · hf2 (w2) · hf3 (w3) (5.5)
Da ein Histogramm als Wahrscheinlichkeitsverteilung verstanden werden kann, ent-
spricht dies der Annahme der stochastischen Unabha¨ngigkeit von jeweils zwei Farb-
kana¨len vom dritten. Die eindimensionale Approximation impliziert dagegen die paar-
weise stochastische Unabha¨ngigkeit aller Farbkana¨le:
hˆf (w1, w2, w3) := hf1 (w1) · hf2 (w2) · hf3 (w3) (5.6)
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Insbesondere die eindimensionale Approximation wird wegen ihrer Einfachheit ha¨ufig
zur Segmentierung [Bel98], zur Archivanfrage [Pie96] oder zur Klassifikation von Farb-
texturen verwendet [Tan93, Tan94]. Da die Annahme der stochastischen Unabha¨ngig-
keit auf die Kana¨le des RGB-Farbraums meist nicht zutrifft, wird sowohl von Tan et
al. [Tan93, Tan94] als auch von Pietika¨inen et al. [Pie96] die Verwendung des LUV-
Farbraums vorgeschlagen, da dieser eine Approximation des RGB-Farbraums nach
Dekorrelation mit Hilfe der Karhunen-Loe`ve-Transformation darstellt (Kap. 2.3.2).
Allerdings ist die Unkorreliertheit zwar eine notwendige, nicht aber hinreichende Be-
dingung fu¨r stochastische Unabha¨ngigkeit.
Analog zu den Merkmalen aus Grauwerthistogrammen sind korrespondierende
Merkmale fu¨r die verschiedenen Varianten der Farbhistogramme zu bestimmen. Wa¨h-
rend die Gleichungen (5.2) fu¨r die eindimensionale Approximation vo¨llig identisch
bleiben und lediglich jeweils auf den drei Kana¨len unabha¨ngig berechnet werden,
mu¨ssen sie sowohl fu¨r die urspru¨nglichen dreidimensionalen Histogramme als auch
fu¨r deren zweidimensionale Approximation durch Kovarianzen zwischen jeweils zwei
Kana¨len erga¨nzt werden. Beispielhaft werden hier die Definitionen der Merkmale fu¨r
den 3D-Fall gezeigt, der 2D-Fall ergibt sich analog mit der Einschra¨nkung, dass nicht
nur eine Entropie und eine Energie bestimmt wird, die hier wie im 1D-Fall jeweils drei
fu¨r die verschiedenen Farbkanalkombinationen. Hier werden die vektoriellen Gro¨ßen
komponentenweise notiert:
µ(hf , k) :=
W1−1∑
w1=0
W2−1∑
w2=0
W3−1∑
w3=0
(
wk · hf (w1, w2, w3)
)
σ(hf , k) :=
W1−1∑
w1=0
W2−1∑
w2=0
W3−1∑
w3=0
((
wk − µ(hf , k)
)2 · hf (w1, w2, w3))
cov(hf , k1,2) :=
W1−1∑
w1=0
W2−1∑
w2=0
W3−1∑
w3=0
(
wk1 − µ(hf , k1)
)(
wk2 − µ(hf , k2)
)
hf (w1, w2, w3)
eng(hf ) :=
W1−1∑
w1=0
W2−1∑
w2=0
W3−1∑
w3=0
(
hf (w1, w2, w3)
)2
ent(hf ) := −
W1−1∑
w1=0
W2−1∑
w2=0
W3−1∑
w3=0
(
hf (w1, w2, w3) · ln
(
hf (w1, w2, w3)
))
(5.7)
5.2 Cooccurrence-Matrizen fu¨r Grauwertbilder
Ein Histogramm erfasst keine Beziehung eines Pixels zu seinen Nachbarn, so dass
zur Texturbeschreibung Cooccurrence-Matrizen Cd definiert werden mu¨ssen [Har73].
Seien p1 = (m1, n1) und p2 = (m2, n2) zwei Punkte mit dem Distanzvektor d =
(d1, d2) und d1, d2 ∈ Z auf der Bildebene, dann gibt der Eintrag in Cd an der Stelle
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(w1, w2) die Wahrscheinlichkeit P fu¨r das gemeinsame Auftreten der Grauwerte w1
und w2 bezu¨glich des Abstandsvektors d an:
Cd (w1, w2) := P
(
f (p1) = w1 ∧ f (p2) = w2
∣∣∣p1 − p2 = d) (5.8)
A¨hnlich wie das normierte Grauwerthistogramm (5.1) wird die Berechnung der Wahr-
scheinlichkeit P u¨ber die Deltafunktion δ(·) nach (4.6) formalisiert. Bei der Bestim-
mung der Anzahl der mo¨glichen Paare zur Normierung ist zu beru¨cksichtigen, dass
Nachbarschaften außerhalb des Bildbereichs nicht mo¨glich sind.
Die Summenindizes in (5.9) gelten nur fu¨r d1, d2 > 0 mit M ′ = M − d1 und
N ′ = N − d2. Fu¨r andere d1, d2 gilt (5.9) entsprechend:
Cd (w1, w2) =
1
M ′N ′
M ′−1∑
m=0
N ′−1∑
n=0
δ
(
f(m,n)− w1
)
· δ
(
f(m+ d1, n+ d2)− w2
)
(5.9)
Bei der CM handelt es sich insofern um ein zweidimensionales Histogramm der Dimen-
sion (W ×W ) in Abha¨ngigkeit von d (Abb. 5.2). Ha¨ufig wird d in Polarkoordinaten
angegeben. Die La¨nge d¯ von d wird zu ganzzahligen Werten d quantisiert und der
Richtungswinkel %′ in acht Hauptrichtungen aufgeteilt: d ∈ N, %′ ∈ {0, 1, . . . , 7}. Da
in dieser Arbeit die Farbtexturmerkmale zu Distanzen bis zu 20 untersucht werden
sollen, erscheint gerade auf der diskreten Pixelebene die Ermittlung des (weit ent-
fernten) Vergleichspixels instabil. Desweiteren nimmt mit zunehmender Distanz die
Zahl der nicht beru¨cksichtigten Pixel auf einem gedachten Kreis mit Radius d um
das aktuell betrachtete Pixel zu. Daher wird in dieser Arbeit die Unterteilung in
niedrig
SkalaOrtsraum
hoch
Cooccurrence Matrix
x MN WxW
w
pp
w2
1
1 2
d
Abb. 5.2: Im Ortsraum werden zu Pixelpaaren (p1,p2) bezu¨glich des Distanzvektors d
korrespondierende Wertepaare (w1, w2) geza¨hlt (links) und der normierte Histogrammwert in
die CM (Mitte) eingetragen. In dieser Arbeit wird der Histogrammwert nach der Skala (rechts)
grauwertkodiert dargestellt, d.h. hohe Werte sind dunkel, niedrige hell. Vor der Darstellung
wurden die Werte der hier gezeigten CM logarithmiert.
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die Hauptrichtungen u¨ber Mittelung der CM eines Viertels eines Bresenham-Kreises
verwirklicht. D liefert die gerundete Euklidische Distanz:
D : N2 −→ N d := D (d) =
⌊√
d21 + d
2
2 + 0.5
⌋
(5.10)
und ∠ die Winkelfunktion fu¨r d 6= 0:
∠(d) = %′ falls pi
8
(2%′ − 1) ≤ arccos d1|d| ≤
pi
8
(2%′ + 1) (5.11)
Dann ergibt sich C in Abha¨ngigkeit von d und %′ aus der Normierung von C˜d,%′ :
C˜d,%′ (w1, w2) :=
∑
d=D(d),%′=∠(d)
Cd (w1, w2)
Cd,%′ (w1, w2) :=
C˜d,%′ (w1, w2)∑W
w′1=0
∑W
w′2=0
C˜d,%′ (w′1, w′2)
(5.12)
Durch die Normierung betra¨gt die Summe aller Eintra¨ge in Cd,%′ genau Eins. Die
Eintra¨ge Cd,%′(w1, w2) sind somit wiederum als Wahrscheinlichkeit zu interpretieren.
Zu jeder Distanz d existieren acht nichtsymmetrische Matrizen Cd,%′ der Dimension
(W ×W ), fu¨r die gilt:
Ctrd,%′ = Cd,(%′+4)mod 8 (5.13)
Zur Reduktion dieser Redundanz werden jeweils zwei Matrizen, deren Distanzvekto-
ren in entgegengesetzte Richtungen weisen, zu einer symmetrischen Matrix zusam-
mengefasst:
SCd,% (w1, w2) :=
1
2
(
Cd,% (w1, w2) +Cd,%+4 (w1, w2)
)
% ∈ {0, 1, 2, 3} (5.14)
5.2.1 Texturmaße aus Cooccurrence-Matrizen
Bereits bei der Vorstellung der CM durch Haralick et al. sind zur Klassifikation
nicht die Matrizen selbst, sondern beschreibende Maße eingesetzt worden, die sich als
Haralick-Maße etabliert haben [Har73]. Die urspru¨nglichen 14 Maße lassen sich teils
auf optische Merkmale der Textur beziehen, teils aber auch statistisch begru¨nden.
Vielfach wird in der Literatur diskutiert, dass einige der Haralick-Maße redundant
sind. Die Bewertung ihrer Diskriminierungsfa¨higkeit erfolgt anwendungsspezifisch und
meist heuristisch [Got90]. Folgerichtig differieren die Aussagen verschiedener Autoren,
welche Maße zur Texturtrennung erforderlich sind. Um nicht wesentliche Informatio-
nen aus den CM zu verlieren, wird hier ein pragmatischer Ansatz gewa¨hlt, bei dem
alle Maße verschiedener Autoren [Got90, Pel95, Bra95] beru¨cksichtigt werden. Auf
diese Weise wird eine Reduktion der zur Klassifikation verwendeten Merkmale auf
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acht erreicht, wobei nur auf solche Merkmale verzichtet wird, u¨ber deren Verzicht-
barkeit offensichtlich Einigkeit besteht. Die Untersuchung der Redundanz einzelner
Haralick-Maße ist nicht Gegenstand der vorliegenden Arbeit. Vielmehr werden neuar-
tige Farbtexturmerkmale entwickelt und ihre Bedeutung im Vergleich zu Texturmaßen
auf Grauwertbasis analysiert.
Die verwendeten Haralick-Maße werden im folgenden kurz erla¨utert. Sie bewerten
die pra¨genden Strukturen der Matrix sehr umfassend. Je nachdem, ob die Punktwolke
eher geradenfo¨rmig mit unterschiedlicher Orientierung ist oder ein kompaktes oder
gestreutes Cluster bildet, na¨hern sich die unterschiedlichen Maße ihren Extrema. Sie
lassen sich somit unabha¨ngig von U¨berlegungen u¨ber das Aussehen der korrespondie-
renden Textur nach dem Erscheinungsbild der Matrizen kategorisieren:
• Abstand zur Hauptdiagonalen
1. Kontrast (minimal bei Werten auf der Hauptdiagonalen): con(Cd,%)
2. inverses Differenzenmoment
(maximal bei Werten auf der Hauptdiagonalen): idm(Cd,%)
3. Varianz (Grad der Streuung bezogen auf den Gesamtmittelwert): σ(Cd,%)
• Existenz dominanter Zentren
4. Entropie (maximal bei Gleichverteilung): ent(Cd,%)
5. Homogenita¨t (minimal bei Gleichverteilung): hom(Cd,%)
• Geradenform
6. Korrelation
(positiv/negativ fu¨r Werte auf der Haupt-/Gegendiagonalen): cor(Cd,%)
7. Korrelation I (Bewertung der Parallelita¨t zur Hauptdiagonalen): cor1(Cd,%)
8. Korrelation II (groß bei horizontalen und vertikalen Geraden): cor2(Cd,%)
Mit den Hilfsgro¨ßen:
sx (w2) :=
W−1∑
w1=0
SCd,% (w1, w2)
µx :=
1
W
W−1∑
w1=0
(
w1 · sx (w1)
)
σx :=
1
W − 1
W−1∑
w1=0
(
w1 − µx
)2
µ(Cd,%) :=
W−1∑
w1=0
sy (w1)
sy (w1) :=
W−1∑
w2=0
SCd,% (w1, w2)
µy :=
1
W
W−1∑
w2=0
(
w2 · sy (w2)
)
σy :=
1
W − 1
W−1∑
w2=0
(
w2 − µy
)2
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h1 := −
W−1∑
w1=0
W−1∑
w2=0
(
SCd,% (w1, w2) · log
(
sx (w1) sy (w2)
))
h2 := −
W−1∑
w1=0
W−1∑
w2=0
(
sx (w1) sy (w2) log
(
sx (w1) sy (w2)
))
sind die acht Haralick-Maße wie folgt definiert [Har73]:
1.
2.
3.
4.
5.
6.
7.
8.
con(Cd,%) :=
W−1∑
w1=0
W−1∑
w2=0
(
(w1 − w2)2 · SCd,% (w1, w2)
)
(5.15)
idm(Cd,%) :=
W−1∑
w1=0
W−1∑
w2=0
SCd,% (w1, w2)
1 + (w1 − w2)2
(5.16)
σ(Cd,%) :=
W−1∑
w1=0
W−1∑
w2=0
((
w1 − µ(Cd,%)
)2 · SCd,% (w1, w2)) (5.17)
ent(Cd,%) := −
W−1∑
w1=0
W−1∑
w2=0
(
SCd,% (w1, w2) · log
(
SCd,% (w1, w2)
))
(5.18)
hom(Cd,%) :=
W−1∑
w1=0
W−1∑
w2=0
(
SCd,% (w1, w2)
)2
(5.19)
cor(Cd,%) :=
1
σxσy
(
W−1∑
w1=0
W−1∑
w2=0
(
w1 · w2 · SCd,% (w1, w2)
)
− µxµy
)
(5.20)
cor1(Cd,%) :=
ent(Cd,%)− h1
min
{∑
w1
sx (w1) log sx (w1) ,
∑
w2
sy (w1) log sy (w2)
}(5.21)
cor2(Cd,%) :=
√
1− e−2(h22−ent(Cd,%)) (5.22)
Rotationsinvarianz
Die Haralick-Maße (5.15)–(5.22) beziehen sich auf ein festes Distanz- und Rotations-
paar (d, %). Im medizinischen Umfeld ist die damit verbundene Richtungsabha¨ngigkeit
problematisch, da nur bei wenigen bildgebenden Verfahren eine feste Aufnahmegeo-
metrie garantiert werden kann. Insbesondere bei den hier beru¨cksichtigten Beispie-
len aus der Dermatoskopie (Kap. 7.1) ist die Variabilita¨t der Bildorientierung sehr
hoch. Deshalb sind hier rotationsinvariante Texturmerkmale erforderlich. Um nicht
die gesamte Information aus der richtungsabha¨ngigen Messung zu verlieren, werden
zu den Haralick-Maßen bei festem d u¨ber % jeweils Mittelwert und Varianz bestimmt.
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Gegenu¨ber den rotationsvarianten Merkmalen erho¨ht sich damit der Berechnungs-
aufwand, weil weiterhin alle Merkmale ermittelt werden mu¨ssen. Dagegen wu¨rde der
Aufwand bei einem Verfahren nach [Got90] mit einer Mittelung der Matrizen selbst
und anschließender einmaliger Berechnung der Haralick-Maße betra¨chtlich sinken.
Dennoch wird in U¨bereinstimmung mit Haralick hier eine nachgeordnete Mitte-
lung durchgefu¨hrt, weil sich durch Nichtlinearita¨ten einiger Maße die Charakteristik
der Summen- gegenu¨ber den Einzelmatrizen a¨ndern wu¨rde [Har73]. In dieser Arbeit
besteht damit ein Merkmalsvektor, der sich auf Haralick-Maße bezieht, aus je acht
Merkmalsmittelwerten und -varianzen zu (5.15)–(5.22).
5.3 Einkanalige Farb-Cooccurrence-Matrizen
Einkanalige Cooccurrence-Matrizen ECkd fu¨r ein Farbbild f ergeben sich direkt aus
den Grauwert-CM Cd durch Anwendung auf den isolierten Farbkana¨len k. So ergibt
sich analog zu (5.8) die Wahrscheinlichkeit fu¨r das gemeinsame Auftreten der Werte
w1 und w2 im Farbkanal k, in der diskreten Pixelebene getrennt durch d, aus:
P
(
w1 → w2
)
:= P
(
fk (p1) = w1 ∧ fk (p2) = w2
∣∣∣p1 − p2 = d)
ECkd (w1, w2) := P
(
w1 → w2
)
(5.23)
mit w1, w2 ∈ W k [Die98, Pal99, Pal00a, Ilg03]. Die Pfeilnotation P (w1 → w2) sym-
bolisiert die Nachbarschaftsbeziehung bezu¨glich desselben Farbkanals.
Analog zur Grauwert-CM sind symmetrische und nichtsymmetrische Matrizen zu
definieren, die von quantisierten Polarkoordinaten (d, %′) bzw. (d, %) abha¨ngen:
E˜C
k
d,%′ (w1, w2) :=
∑
d=D(d),%′=∠(d)
ECkd (w1, w2)
ECkd,%′ (w1, w2) :=
E˜C
k
d,%′ (w1, w2)∑Wk−1
w′1=0
∑Wk−1
w′2=0
E˜C
k
d,%′ (w′1, w′2)
(5.24)
SECkd,% (w1, w2) :=
1
2
(
ECkd,% (w1, w2) +EC
k
d,%+4 (w1, w2)
)
(5.25)
Die Definition einer Einkanal-CM erlaubt ihre Anwendung auf Farbbilder in jedem
Farbraum ebenso wie auf Multispektralbildern mit K > 3.
5.3.1 RGB-Farbraum
Die Interpretation des kartesischen RGB-Farbraums als Zusammensetzung aus drei
Grauwertebenen vereinfacht sowohl Anwendung als auch Interpretation der Einkanal-
CM. Abbildung 5.3 zeigt die Matrizen fu¨r Bild 1 bezu¨glich des Rot-, Gru¨n- und
Blaukanals. Die Wahrscheinlichkeiten entlang der Diagonalen sind hoch, weil ha¨ufig
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Abb. 5.3: Das Maximum der MatrizenECR1,0 (links),EC
G
1,0 (Mitte),EC
B
1,0 (rechts) fu¨r Bild
1 liegt auf der Hauptdiagonalen. Wa¨hrend insbesondere Streuung und Form der Punktwolke
Aufschluss u¨ber die Textur gibt, zeigt die Lage ihres Schwerpunktes die mittlere Farbe des
Bildes an.
a¨hnliche Werte innerhalb eines Kanals benachbart sind. Ein Vergleich der drei kanal-
spezifischen Matrizen zeigt nicht nur eine Verschiebung des Schwerpunktes, der bei
farbigen Bildern erwartet werden kann, sondern auch eine Vera¨nderung der Form.
Unterschiedliche Spektralbereiche weisen also unterschiedliche Helligkeitsvariationen
auf. Diese Beobachtung ist deshalb bedeutsam, weil die zweifellos vorhandene Korre-
lation der Farbkana¨le offenbar nicht dazu fu¨hrt, dass die kanalspezifischen Texturen
gleich sind. Eine ausschließlich auf Grauwertbasis erfolgte Texturanalyse la¨sst da-
mit die Information, die sich aus den Unterschieden zwischen den Kana¨len ergeben,
ungenutzt. Die experimentelle Evaluation (Kap. 7) stu¨tzt diese These.
Die Farbtexturmerkmale aus diesen Matrizen definieren sich analog zu (5.15)–
(5.22). Es ergeben sich somit drei 16-dimensionale Merkmalsvektoren, die zur Klas-
sifikation konkateniert werden.
Die Interpretation der CM als Wahrscheinlichkeitsverteilung erlaubt die quan-
titative Bestimmung des Informationsgewinns einer CM gegenu¨ber dem korrespon-
dierenden Histogramm. Sie basiert auf der Messung des Grades der stochastischen
Abha¨ngigkeit (d, %)-benachbarter Werte eines Kanals. Dazu wird hier mit der Kol-
mogorov-Distanz ein aus der Statistik bekanntes Abstandsmaß zur Analyse von CM
adaptiert. Dieses Konzept der Informationsgewinnmessung wird in Abschnitt 5.5 zur
analytischen Beschreibung des Zusammenhangs von Farbe und Textur erweitert. Das
eindimensionale Histogramm P (w) nach (5.1) bezu¨glich des Kanals k la¨sst sich aus
SECkd,% ermitteln, indem fu¨r einen festen Wert w die Nachbarschaftswahrscheinlich-
keiten bezu¨glich beliebiger Zielwerte w′′ summiert werden:
P (w) =
Wk−1∑
w′′=0
SECkd,%(w,w
′′) (5.26)
Das Histogramm P (w′) wird analog berechnet, so dass gilt: P (w) = P (w′). Dann
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bezeichnet P̂ (w → w′) die Verbundwahrscheinlichkeit, die sich bei stochastischer Un-
abha¨ngigkeit der (d, %)-Nachbarn allein aus den Ha¨ufigkeiten P (w) und P (w′) ergibt:
P̂ (w → w′) = P (w) · P (w′) (5.27)
Die tatsa¨chliche Ha¨ufigkeit der Nachbarschaft (w → w′) entspricht der bedingten
Wahrscheinlichkeit:
P (w → w′) = P (w|w′) · P (w′) (5.28)
Die Differenz der Wahrscheinlichkeit einer zufa¨lligen P̂ (w → w′) und der tatsa¨chlichen
Nachbarschaft P (w → w′) ist ein Maß fu¨r den Grad der Abha¨ngigkeit von w und w′:
DK
(
ECkd,%
)
=
1
2
Wk−1∑
w=0
Wk−1∑
w′=0
∣∣∣P (w → w′)− P̂ (w → w′)∣∣∣ (5.29)
Der Abstand DK
(
ECkd,%
)
zwischen zwei Wahrscheinlichkeitsverteilungen P und P̂
geht auf Kolmogorov zuru¨ck, so dass (5.29) Kolmogorov-Abstand oder -Abha¨ngig-
keit genannt wird [Kol68]. Sie wird in [Vil73, Kit75] als Kriterium zur Merkmalsse-
lektion in hochdimensionalen Merkmalsra¨umen eingesetzt und hier zur Messung der
Information in CM adaptiert.
Die Abha¨ngigkeit DK
(
ECkd,%
)
gibt den Informationsgewinn an, der aus der Tex-
turbetrachtung durch CM u¨ber die Information des eindimensionalen Histogramms
hinaus entsteht. Es wird jedoch nicht der absolute Informationsgehalt von P (w → w′)
gemessen. Da aus P (w → w′) nach (5.26) auch P (w) bestimmt werden kann, ist der
absolute Informationsgehalt einer CM immer mindestens so hoch wie der eines eindi-
mensionalen Histogramms.
Fu¨r das Beispiel eines konstanten Kanals ohne Helligkeitsvariation stimmen beide
Informationen u¨berein, so dass der Informationsgewinn durch die CM Null betra¨gt
und P (w) von P (w′) stochastisch unabha¨ngig ist. Dagegen steigt die Abha¨ngigkeit
bei einem Kanal mit normalverteiltem Histogramm und zufa¨lligen Nachbarschaften.
Abbildung 5.4 zeigt normalverteiltes Rauschen (links) sowie die korrespondierende
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Abb. 5.4:
Links: Gaußsches Rau-
schen mit Mittelwert
128 und Varianz 1.000,
rechts: Grauwert-CM zum
Gaußschen Rauschen. Die
Kolmogorov-Abha¨ngigkeit
betra¨gt 0,447.
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Abb. 5.5: Links: DK
(
ECk1,0
)
, rechts: DK
(
ECk5,0
)
fu¨r 30 Bilder der VisTex-Datenbank.
Die Werte fu¨r k = 1 sind weiß, fu¨r k = 2 schwarz und fu¨r k = 3 grau dargestellt. Die Reihen-
folge der Messwerte richtet sich nach steigender Abha¨ngigkeit (d, %)-benachbarter Werte im
Gru¨nkanal (k = 2).
CM (rechts). Da es sehr viele Mo¨glichkeiten gibt, ein Bild mit normalverteiltem His-
togramm zu generieren, ist der Informationsgewinn durch die CM zur Beschreibung
des vorliegenden Bildes hoch. Entsprechend steigt DK
(
ECkd,%
)
mit steigender Stan-
dardabweichung der angenommenen Normalverteilung, weil auch die Mo¨glichkeiten
unterschiedlicher Nachbarn zunehmen.
Abbildung 5.5 zeigt DK
(
ECkd,%
)
fu¨r 30 Bilder der VisTex-Datenbank (Kap. 7.1).
Dabei variiert die Abha¨ngigkeit des gru¨nen Referenzkanals (schwarze Punkte) fu¨r
d = 1 von ca. 0,3 bis 0,7 und fu¨r d = 5 von ca. 0,1 bis 0,5. In den Bildern der
Datenbank spielt die Nachbarschaftsbeziehung offenbar eine unterschiedliche Rolle.
Generell ist die Abha¨ngigkeit fu¨r d = 1 gro¨ßer als fu¨r d = 5, d.h. der Informations-
gewinn durch die CM ist fu¨r kleine Absta¨nde ho¨her. Das Ergebnis korreliert mit der
Klassifikationsrate bezu¨glich der VisTex-Datenbank (Kap. 7). Diese Korrelation darf
nicht u¨berinterpretiert werden, da DK
(
ECkd%
)
weder eine Aussage u¨ber den absoluten
Informationsgehalt einer CM, noch u¨ber die Trennfa¨higkeit von Klassen Aufschluss
gibt. Vielmehr ist aus DK
(
ECkd%
)
abzuleiten, inwieweit der Mehraufwand der Textur-
analyse gegenu¨ber einer histogrammbasierten Beschreibung eines Bildes gerechtfertigt
ist.
Der Vergleich der Kolmogorov-Abha¨ngigkeiten zum Rot-, Gru¨n- und Blaukanal in
Abbildung 5.5 zeigt in den meisten Fa¨llen a¨hnliche, nie aber gleiche Werte, so dass der
Informationsgewinn einer einkanaligen CM kanalspezifisch ist. Dieses Ergebnis deckt
sich mit der punktuellen Beobachtung a¨hnlicher aber ungleicher kanalspezifischer CM
in Abbildung 5.3.
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5.3.2 LRzIz-Farbraum
Obwohl die Methode der einkanaligen Farb-CM vom Farbraum unabha¨ngig ist, muss
das Ergebnis immer bezu¨glich eines festen Farbraums interpretiert werden. Dabei ist
der HSL-Farbraum als exponentielle Variante des LRzIz-Farbraums (Kap. 2.4) pro-
blematisch, da als Wertemenge W k der CM eine total geordnete Menge mit einem
kleinsten und einem gro¨ßten Element erwartet wird. Dies ist weniger eine Frage der
Definition als der spa¨teren Interpretation bzw. Klassifikation. Fu¨r die quantisierten
Werte einer Winkelkoordinate wie dem Farbton H des HSL-Farbraums gibt es zwar
eine Ordnungsrelation, es existiert jedoch kein echtes kleinstes oder gro¨ßtes Element.
Die Folge ist, dass gerade in den Bereichen, wo der willku¨rliche Anfangs- und End-
punkt gesetzt wird (im HSL-Farbraum bei der Farbe Rot), das Aussehen der Matrix
instabil bei kleinen, rauschbedingten Sto¨rungen wird.
Intuitiv sollten z.B. Addition und Subtraktion einer Konstanten auf alle Werte
eines Kanals k in ECkd,% in beiden Fa¨llen lediglich eine Verschiebung entlang der
H
H
-
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a b
cd
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H
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a
Abb. 5.6: Obere Zeile: Rotation des H-Kanals von Bild 1 um − pi10 , untere Zeile: Rotation
des H-Kanals um + pi10 . Links: Farbbild, Mitte: H-Kanal, rechts: EC
H
1,0. Wa¨hrend die Ecken
(a,b,c,d) der CM nach negativer Rotation besetzt sind (rechts oben), fu¨hrt eine positive
Rotation (rechts unten) zu einer kompakten Punktwolke (a). Die schwarzen Pixel in den
Farbbildern zeigen die nicht in den RGB-Farbraum ru¨cktransformierbaren Farben nach der
Operation auf dem H-Kanal an.
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Hauptdiagonalen zur Folge haben, soweit der Wertebereich nicht verlassen wird. Bei
einer Winkelkoordinate ist das im Allgemeinen nicht der Fall: es kann zu einer grund-
legenden Vera¨nderung der Form kommen, weil im Rotbereich die Zahl der Spru¨nge
u¨ber und unter die Polarachse bei a¨hnlichen Farben groß ist und so neben der Haupt-
diagonalen auch die Ecken der Matrix besetzt werden.
Abbildung 5.6 verdeutlicht diese Wirkung. Die Farbbilder zeigen Bild 1 mit ei-
nem um − pi10 (links oben) bzw. + pi10 (links unten) rotiertem H-Kanal. Wa¨hrend die
positive Rotation zu einer Verschiebung in den Gelbbereich fu¨hrt und gerade in der
Bildmitte nur geringe Unterschiede der H-Werte zeigt (Mitte unten), fu¨hrt die nega-
tive Rotation zu einer Verschiebung in Richtung Polarachse und zu hochfrequenten
Wechseln von hohen und niedrigen H-Werten (Mitte oben). Diese wirken sich in der
korrespondierenden CM durch Besetzung der Ecken aus, die in Abbildung 5.6 (rechts
oben) mit a, b, c, d gekennzeichnet sind. Dagegen besteht die CM ohne solche Ar-
tefakte (rechts unten) im Wesentlichen aus einem kompakten Cluster. In Kapitel 7
wird untersucht, ob die konzeptionellen Probleme des HSL-Farbraums auch fu¨r die
Klassifikation relevant sind.
Der erstmalig zur statistischen Texturanalyse verwendete komplexe LRzIz-Farb-
raum behebt in seiner algebraischen Notation diese konzeptionellen Probleme. So wer-
den nicht Farbton, Sa¨ttigung und Helligkeit, sondern Real- und Imagina¨rteil der kom-
plexen Farbe sowie die Helligkeit zur Texturanalyse herangezogen. Wie in Abschnitt
2.4 dargestellt, entspricht dies approximativ der Verwendung des LUV-Farbraums.
Das Auftreten von negativen Werten wird durch Verschiebung des Ursprungs des
Koordinatensystems verhindert. Um diskrete Matrixeintra¨ge zu ermo¨glichen, wird
anschließend eine Quantisierung vorgenommen.
In Abbildung 5.7 sind die einkanaligen Matrizen fu¨r Bild 1 im LRzIz-Farbraum
dargestellt. Wa¨hrend ECL1,0 eine reine Helligkeitsvariation modelliert, beziehen sich
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Abb. 5.7: Wa¨hrend die Matrix zur Helligkeit ECL1,0 (links) identisch einer Grauwert-CM
ist, zeigen die beiden Matrizen zur realen EC
Rz
1,0 (Mitte) und imagina¨ren Farbachse EC
Iz
1,0
(rechts) reine Farbabha¨ngigkeiten.
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EC
Rz
1,0 und EC
Iz
1,0 auf Texturen bezu¨glich der Farbachsen. Da
Rz und Iz lediglich or-
thogonale Projektionsachsen der komplexen Farben in Polarkoordinaten darstellen,
bilden die korrespondierenden einkanaligen CM sowohl Variationen des Farbtonwin-
kels als auch der Sa¨ttigung ab (vgl. Seite 19 und Seite 79). Bezogen auf diese Farbei-
genschaften wird daher die Interpretation der Matrizen schwieriger. Sie kann letztlich
nur bei gleichzeitiger Betrachtung beider Matrizen erfolgen.
Abbildung 5.8 skizziert eine mo¨gliche Deutung der Matrizen, indem entweder ein
beliebiger, aber fester Farbtonwinkel (obere Zeile) oder konstante Sa¨ttigung (untere
Zeile) angenommen wird. Die beiden linken Darstellungen beziehen sich auf EC
Rz
d,%,
die beiden rechten auf EC
Iz
d,%. Die Nummern, mit denen die Matrixfelder beschriftet
sind, korrespondieren mit den Bezeichnungen der komplexen Farben in Abbildung 2.5
auf Seite 18, wa¨hrend das Pfeilsymbol eine Nachbarschaftsbeziehung dieser Farben
ausdru¨ckt. So bezeichnet beispielsweise 0 → 6 die (d, %)-Nachbarschaft von zR und
zCy.
Bei reiner Variation der Sa¨ttigung und konstantem Farbwinkel ergibt sich eine Ein-
teilung der Matrix in vier Felder. Von der Mitte aus steigt die Sa¨ttigung nach links
und rechts bzw. nach oben und unten an. Die Quadranten sind mit den Farbnachbar-
schaften bezeichnet, fu¨r die eine maximale Sa¨ttigung die maximale Ausdehnung in
der Matrix zeigen wu¨rde. Da die Werte auf der Rz- und Iz-Achse als Orthogonalpro-
jektion einer komplexen Farbe entstehen, ergibt sich bei konstanter Farbe die jeweils
maximale Ausdehnung fu¨r die Farben auf den Achsen selbst. In einem solchen Fall
kann nur der erste und dritte Quadrant besetzt sein.
Nimmt man dagegen die Sa¨ttigung als konstant an, so werden Variationen auf der
Rz- und Iz-Achse durch Vera¨nderung des Farbwinkels hervorgerufen. Diese Situation
ist in der unteren Zeile in Abbildung 5.8 skizziert. Die Winkelvariation innerhalb
einer Matrix verla¨uft u¨ber einen Halbkreis, wobei bei Einzelbetrachtung der Matrix
EC
Rz nicht eindeutig zuzuordnen ist, ob es sich um den Bereich [0, pi] oder [pi, 2pi]
handelt. Fu¨r EC
Iz gilt das analog fu¨r den Bereich [pi2 ,
3pi
2 ] und [−pi2 , pi2 ]. U¨blicherweise
kommt es aber zu Mischformen beider Varianten. In Abbildung 5.8 (untere Zeile) ist
beispielhaft der Bereich [0, pi] fu¨r den Rz- und [−pi2 , pi2 ] fu¨r den Iz-Kanal bei konstant
hoher Sa¨ttigung dargestellt. Die Variation der Winkel ist nach der Quantisierung in
pi
180 -Schritten mo¨glich. Die gezeigte Achtelung stellt die Farbnachbarschaften jeweils
in den Ecken und auf den Seitenhalbierenden der Matrix dar. Die Farben reichen
in EC
Rz (von links nach rechts bzw. von unten nach oben) von zCy u¨ber zG/Ge
bis zR mit zG/Ge als Matrixmitte und in EC
Iz von zG/Ge u¨ber zR bis zB/Ma mit
zR als Mittelpunkt. Die eindeutige Abbildung eines CM-Wertes auf zwei benachbarte
Farben im Bild ist selbst bei gleichzeitiger Betrachtung beider Einkanalmatrizen nicht
mo¨glich, da in einem solchen Nachbarschaftshistogramm eine eindeutige Trennung der
Histogrammwerte im Nachhinein nicht mo¨glich ist. Trotz dieser Schwierigkeit soll eine
mo¨gliche Interpretation der beiden einkanaligen Farbmatrizen im LRzIz-Farbraum am
Beispiel der Abbildung 5.7 demonstriert werden.
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Die Matrix EC
Rz
1,0 zeigt eine geradenfo¨rmige Struktur entlang der Hauptachse, die
etwa in der Matrixmitte beginnt und sich nach oben hin u¨ber ein Viertel der Diagona-
len erstreckt. Bei isolierter Betrachtung und vereinfachter Darstellung ist diese Form
unter der Annahme einer Sa¨ttigungs- bzw. einer reinen Farbtontextur unterschied-
lich zu interpretieren. Bei einer Sa¨ttigungstextur (Abb. 5.8, oben links) weist der
Beginn der geradenfo¨rmigen Punktwolke im Mittelpunkt auf minimale Sa¨ttigung hin.
Das Ende der Punktwolke entsteht durch zunehmende Sa¨ttigung bei Nachbarschaft
zR → zR. Fu¨r die Annahme einer reinen Farbtontextur bei maximaler Sa¨ttigung
(Abb. 5.8, unten links) wird der Beginn der Punktwolke in der Matrixmitte mit der
Farbnachbarschaft zG/Ge → zG/Ge oder zB/Ma → zB/Ma assoziiert, die sich zum En-
de in Richtung Nachbarschaft zR → zR verschiebt. Diese Varianten ko¨nnen unter
Hinzunahme von EC
Iz
1,0 u¨berpru¨ft werden.
Die Werte in EC
Iz
1,0 stellen ein kompaktes Cluster in der Na¨he der Matrixmitte
dar. Hier treten bei hoher Sa¨ttigung Kombinationen zR → zR oder zCy → zCy auf. Die
Farbnachbarschaften von Cyan ko¨nnen aufgrund der Voru¨berlegungen ausgeschlossen
werden, so dass insgesamt hauptsa¨chlich eine Texturierung mit nur leicht variierten
Rotto¨nen im Sa¨ttigungskanal angenommen werden kann. Diese Deutung ist auch
vereinbar mit der Matrix ECH1,0 in Abbildung 5.6 (links), die ein ebenfalls kompaktes
Cluster im Rotbereich zeigt.
Die Annahme konstanter Farbe oder konstanter Sa¨ttigung trifft bei natu¨rlichen
Farbtexturen nicht zu, so dass die Interpretation dieser Matrizen zusa¨tzlich erschwert
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Abb. 5.8: Skizze zur In-
terpretation der einkanaligen
CM zum Rz- (links) und
Iz-Kanal (rechts) bezu¨glich
der Merkmale Sa¨ttigung und
Farbwinkel. Die obere Zei-
le zeigt die mo¨gliche Deu-
tung als Sa¨ttigungstextur bei
einer als fest angenomme-
nen Farbe, die untere Zei-
le als Farbwinkeltextur (hier
eingeschra¨nkt auf den Be-
reich [0, pi2 ] und [−pi2 , pi2 ]) bei
maximaler Sa¨ttigung. Die
Deutung dieser Matrizen ist
schwierig, weil beide Merk-
male gemeinsam auftreten.
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wird. Als Beobachtung bleibt festzuhalten, dass die einkanaligen Matrizen des LRzIz-
Farbraums bereits Nachbarschaften verschiedener Farben abbilden, wa¨hrend die des
RGB-Farbraums reine Helligkeitsstrukturen eines Spektralbereiches darstellen.
Obwohl sich die Interpretation der Farb-CM ECk des LRzIz-Farbraums und mit-
unter auch ihr Aussehen sehr von den einkanaligen Matrizen im RGB-Farbraum un-
terscheidet, sind auch sie mit Hilfe der fu¨r Grauwertmatrizen definierten Haralick-
Maße (5.15)–(5.22) zu beschreiben. Diese beziehen sich auf charakteristische Merk-
male der Matrizen (Kap. 5.2.1), die auch fu¨r einkanalige CM im LRzIz-Farbraum
wichtig sind: Kompaktheit, Geradenform, Streuung, etc. Eine Namensgebung dieser
Maße fu¨r Farbbilder im Sinne Begriffe menschlicher Wahrnehmung wie Farbenvielfalt
oder Homogenita¨t erscheint aber nicht sinnvoll.
Auch fu¨r die CM des LRzIz-Farbraums la¨sst sich der Informationsgewinn an-
hand der Kolmogorov-Abha¨ngigkeit nach (5.29) untersuchen. Abbildung 5.9 zeigt die
Kolmogorov-Abha¨ngigkeit DK
(
ECkd,%
)
der 30 VisTex-Klassen.
Beim Vergleich der Abha¨ngigkeiten innerhalb der Einzelkana¨le des LRzIz-Farb-
raums fa¨llt auf, dass DK
(
ECLd,%
)
meist ho¨her ist als DK
(
EC
Rz
d,%
)
und DK
(
EC
Iz
d,%
)
.
Damit ist der Informationsgewinn durch Texturbetrachtung gegenu¨ber der reinen
Histogrammanalyse auf dem Helligkeitskanal ausgepra¨gter als in den Farbkana¨len.
Dennoch sind die Werte auch fu¨r Rz und Iz fu¨r alle Bilder deutlich von Null verschie-
den, so dass auch hier Textur als charakteristische Eigenschaft auftritt. Anders als
die Abha¨ngigkeitskurven der Einzelkana¨le des RGB-Farbraums (Abb. 5.5) ist keine
Korrelation zwischen der Kolmogorov-Abha¨ngigkeit des L-Kanals zu Rz und Iz er-
kennbar. Dagegen treten DK
(
EC
Rz
d,%
)
und DK
(
EC
Iz
d,%
)
ha¨ufig als a¨hnliche Paare auf,
was den bereits bei der Interpretation betonten engen Zusammenhang dieser beiden
Farb-CM unterstreicht.
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Abb. 5.9: Kolmogorov-Abha¨ngigkeit DK
(
ECk1,0
)
benachbarter Werte im LRzIz-
Farbraum. Die 30 Bilder der VisTex-Datenbank wurden nach aufsteigender Kolmogorov-
Abha¨ngigkeit bezu¨glich der Helligkeit DK
(
ECL1,0
)
sortiert, um das Pha¨nomen visuell
versta¨ndlich zu machen.
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Die Kurven fu¨r DK
(
ECL1,0
)
und DK
(
ECL5,0
)
sind den Abha¨ngigkeitskurven der
einkanaligen CM des RGB-Farbraums (Abb. 5.5) sehr a¨hnlich. Diese Beobachtung
entspricht der Erwartung, denn in beiden Fa¨llen werden Helligkeitsmuster analysiert.
A¨hnlich dem RGB-Farbraum sinkt auch im LRzIz-Farbraum der Informationsgewinn
der einkanaligen CM fu¨r die VisTex-Datenbank mit steigendem d. Dieses Ergebnis ist
abha¨ngig vom Datensatz und la¨sst sich somit nicht verallgemeinern.
5.4 Mehrkanalige Farb-Cooccurrence-Matrizen
Die Modellierung des Zusammenhangs zwischen zwei Farbebenen ist angesichts der
vektoriellen Farbdefinition unabha¨ngig vom konkreten Farbraum naheliegend. Im fol-
genden werden dazu mehrkanalige CM MCk1,k2d,%′ eingesetzt, die im Rahmen dieser
Arbeit neu entwickelt wurden. Sie erweitern das Konzept der CM dahingehend, dass
nicht mehr die Farbkana¨le einzeln und letztlich als separate Grauwertbilder betrachtet
werden. Vielmehr wird innerhalb einer Matrix die ra¨umliche Struktur kanalu¨bergrei-
fend fu¨r k1 und k2 abgebildet, so dass mehrkanalige CM die integrative Kombination
von Farbe und Textur widerspiegeln [Die98, Pal99, Pal00a].
Der Eintrag an der Stelle (w1, w2) gibt die Wahrscheinlichkeit fu¨r das gemeinsame
Auftreten der Werte w1 im Kanal k1 und w2 im Kanal k2 an. Die Differenz der
Bildkoordinaten ist durch den Vektor d festgelegt:
P
(
w1 ↘ w2
)
:= P
(
fk1 (p1) = w1 ∧ fk2 (p2) = w2
∣∣∣p1 − p2 = d)
MCk1,k2d (w1, w2) := P
(
w1 ↘ w2
)
(5.30)
mit k1 6= k2. Die Notation P (w1 ↘ w2) deutet die Nachbarschaftsbeziehung auf
unterschiedlichen Farbkana¨len an.
Analog zu (5.24) lassen sich auch die mehrkanaligen Matrizen in Abha¨ngigkeit
von den quantisierten Polarkoordinaten (d, %′) von d ausdru¨cken:
M˜C
k1,k2
d,%′ (w1, w2) =
∑
d=D(d),%′=∠(d)
MCk1,k2d (w1, w2)
MCk1,k2d,%′ (w1, w2) =
M˜C
k1,k2
d,%′ (w1, w2)∑Wk1−1
w′1=0
∑Wk2−1
w′2=0
M˜C
k1,k2
d,%′ (w′1, w′2)
(5.31)
Beim Vergleich der Definition fu¨r zweidimensionale Farbhistogramme hfk1 ,fk2 in
(5.4), der allgemeinen Definition fu¨r Cd,% mit Hilfe der diskreten Deltafunktion in
(5.9) mit denen der mehrkanaligen Matrizen MCk1,k2d,%′ nach (5.30) fa¨llt auf, dass die
zweidimensionale Approximation des Farbhistogramms mit d = 0 := (0, 0)tr als Spe-
zialfall in die Notation der mehrkanaligen Farb-CM eingebettet werden kann. Eine
solche Histogramm-CM gibt die Wahrscheinlichkeit des gleichzeitigen Auftretens zwei-
er Werte w1 und w2 an derselben Pixelposition, aber auf unterschiedlichen Kana¨len k1
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und k2, an. Sie wird in der Pfeilnotion durch P (w1 l w2) symbolisiert. In diesem Fall
entfa¨llt die Analyse der ra¨umlichen Struktur, so dass MCk1,k20 reine Farbinformation
entha¨lt:
P
(
w1 l w2
)
= P
(
fk1 (p1) = w1 ∧ fk2 (p2) = w2
∣∣∣p1 = p2)
MCk1,k20 (w1, w2) = P
(
w1 l w2
)
(5.32)
Auch die neue Histogramm-CM wird mit Hilfe der Haralick-Maße charakterisiert, was
erst durch die Integration der reinen Farbbetrachtung in die Texturanalyse durch CM
mo¨glich wird. Die Haralick-Maße stellen eine umfassendere Beschreibung eines solchen
Farbhistogramms dar, als die in Kapitel 5.1 aufgefu¨hrten mittelwert- und varianzba-
sierten Merkmale. Im Rahmen der experimentellen Evaluation (Kap. 7) werden die
verschiedenen Varianten der Farbhistogramme im Hinblick auf ihre Klassifikationslei-
stung verglichen. Die hier erstmals eingefu¨hrte integrative Repra¨sentation fu¨r reine
Farbbetrachtung auf der einen und reine Texturanalyse auf der anderen Seite sowie
die Kombination aus beiden ist nicht nur aus systematischen Gru¨nden wu¨nschenswert,
sondern verhilft auch zu neuen Mo¨glichkeiten der Untersuchung des Zusammenhangs
beider Pha¨nomene. Diese werden in Kapitel 5.5 erla¨utert.
Zuna¨chst werden analog zu den einkanaligen Matrizen nach (5.25) fu¨r d 6= 0
mehrkanalige CM mit symmetrischer Blickrichtung SMCk1,k2d,% definiert:
SMCk1,k2d,% (w1, w2) :=
1
2
(
MCk1,k2d,% (w1, w2) +MC
k1,k2
d,%+4 (w1, w2)
)
(5.33)
Trotz der symmetrischen Blickrichtung sind die Matrizen selbst wegen des Kanal-
wechsels nicht mehr symmetrisch. Kombinatorisch lassen sich bei festem (d, %) genau
K2−K Matrizen SMCk1,k2d,% unterscheiden. Allerdings ist die Ha¨lfte davon redundant,
da gilt: (
SMCk1,k2d,%
)tr
= SMCk2,k1d,%
Folgerichtig sind wiederum diese Redundanzen Motivation zur Definition einer dop-
pelt symmetrischen Mehrkanal-Cooccurrence-Matrix SSMCk1,k2d,% :
SSMCk1,k2d,% (w1, w2) :=
1
2
(
SMCk1,k2d,% (w1, w2) +
SMCk2,k1d,% (w1, w2)
)
(5.34)
Die Matrix SSMCk1,k2d,% ist insofern doppelt symmetrisch, als sich die Symmetrie sowohl
auf die Richtung von d, als auch auf die Wechselwirkung der Farbba¨nder bezieht.
5.4.1 RGB-Farbraum
Zuna¨chst wird eine Histogramm-CM als Spezialfall der mehrkanaligen CM mit d = 0
betrachtet. Die MatrixMCR,G0 (Abb. 5.10, links) stellt auf der Abszisse den Rotkanal
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Abb. 5.10: Die zweidimensionalen FarbhistogrammeMCR,G0 (links),MC
R,B
0 (Mitte) und
MCG,B0 (rechts) ko¨nnen in der Notation der mehrkanaligen CM dargestellt werden.
und auf der Ordinate den Gru¨nkanal dar. Im Vergleich zu den Einkanalmatrizen
ECR1,0 und EC
G
1,0 (Abb. 5.3, links und Mitte) entspricht die Abszisse vonMC
R,G
0 der
Abszisse von ECR1,0, wa¨hrend die Ordinate von MC
R,G
0 mit der Abszisse von EC
G
1,0
korrespondiert.
Fu¨r MCR,G0 (Abb. 5.10, links) ergibt sich eine geneigte S-Form, die teilweise auf
der Hauptachse liegt, teilweise nach rechts verschoben ist. Punkte auf der Haupt-
achse deuten auf grauwertige Pixel im Bild hin. Da aber lediglich zwei Farbkana¨le
gleichzeitig betrachtet werden, ist erst bei Beru¨cksichtigung mindestens einer weite-
ren Histogramm-Matrix, die den fehlenden Kanal einbezieht und Werte an derselben
Position auf der Hauptachse aufweist, der Ru¨ckschluss auf Grauwerte im Bild zula¨ssig.
Bei solchen U¨berlegungen ist immer zu bedenken, dass die Ortsinformation nicht
mehr in den CM enthalten ist und daher keine direkte Korrespondenz z.B. zwischen
Werten von MCR,G0 und MC
R,B
0 mo¨glich ist. Aus der Korrelation der Farbkana¨le
natu¨rlicher Farbtexturen im Ortsraum ist aber die Konstruktion wahrscheinlicher
Korrespondenzen dominanter Strukturen dennoch legitim.
Geradenfo¨rmige Punktwolken der Histogramm-CM lassen auf proportionale Ver-
a¨nderungen der Werte unterschiedlicher Kana¨le schließen. Dieser Fall tritt bei kon-
stanten Raumwinkeln und variierender La¨nge eines Farbvektors auf. Kompakte Zen-
tren deuten dagegen auf unterscheidbare Farbklassen hin, die in sich eine geringe
Varianz aufweisen. In solchen Fa¨llen ist auch eine sequenzielle Texturanalyse anwend-
bar, bei der zuna¨chst diese Farbklassen segmentiert und dann die Textur bezu¨glich
der Klassenindizes untersucht wird.
Die mehrkanaligen Matrizen zu Bild 1 mit d 6= 0 (Abb. 5.11) beru¨cksichtigen mit
der ra¨umlichen Struktur auch den Zusammenhang von jeweils zwei Farbkana¨len. Beim
Vergleich mit den Histogramm-CM (Abb. 5.10) wird eine a¨hnliche Verteilungsform
deutlich, wobei der Einfluss der Textur zu einer sta¨rkeren Streuung fu¨hrt.
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Abb. 5.11: Die Matrizen MCR,G1,0 (links), MC
R,B
1,0 (Mitte) und MC
G,B
1,0 (rechts) weisen
eine sta¨rkere Streuung auf als die Histogramm-Matrizen (Abb. 5.10).
5.4.2 LRzIz-Farbraum
Bereits in Kapitel 5.3.2 wurde der enge Zusammenhang zwischen den einkanaligen
Farb-CM EC
Rz und EC
Iz im LRzIz-Farbraum herausgestellt, die beide Farb- und
Sa¨ttigungstexturen kombinieren. Diese beiden Matrizen, die Nachbarschaften allein
in der komplexen Farbebene modellieren, werden durchMC
Rz,Iz erga¨nzt. Zusammen
stellen sie eine helligkeitsunabha¨ngige Texturrepra¨sentation dar.
Die mehrkanalige Matrix MC
Rz,Iz
d,% bildet die komplexe Ebene ab. Der Ursprung
befindet sich in der Matrixmitte, wa¨hrend die Abszisse den Realteil bzw. die Rz-
Achse, und die Ordinate den Imagina¨rteil bzw. die Iz-Achse repra¨sentiert. Abbildung
5.12 (rechts) zeigtMC
Rz,Iz
0 fu¨r Bild 1. Die Verteilung deckt nur einen kleinen Teil der
Ebene ab. Der gro¨ßte Teil befindet sich im ersten Quadranten und verla¨uft vom Mit-
telpunkt nach außen, d.h. von ungesa¨ttigten Farben hin zu gesa¨ttigten. Eine Textur
der Sa¨ttigung in Bild 1 fu¨r wenige Farben im Rotbereich wurde bereits durch gemein-
same Analyse von EC
Rz und EC
Iz festgestellt (Kap. 5.3.2). Eine solche Analyse wird
hier durch die vollsta¨ndige Abbildung der Ebene in einer Matrix deutlich vereinfacht.
Die beiden mehrkanaligen Histogramm-MatrizenMCL,
Rz
0 undMC
L,Iz
0 (Abb. 5.12,
links und Mitte) stellen den Zusammenhang zwischen Helligkeit (Abszisse) und je-
weils einer Farbachse (Ordinate) dar. Wegen der Form des LRzIz-Farbraums mit dem
Ursprung der komplexen Farbebene in deren Mitte, befindet sich der Nullpunkt der
Farbachse in der Mitte der Ordinate, die minimale Helligkeit dagegen links im Ko-
ordinatenursprung. Beide Verteilungen unterscheiden sich deutlich. Das Cluster in
Abbildung 5.12 (links) stellt sich als Punktwolke ohne dominantes Zentrum und ohne
dominante Richtung dar, was auf eine geringe Korrelation zwischen Helligkeit und
Farbe hindeutet. Weil sich die Farben hauptsa¨chlich im Rotbereich bewegen, befindet
sich der Schwerpunkt in der oberen Ha¨lfte der Matrix.
Die Verteilung in Abbildung 5.12 (Mitte) ist zeigt eine geringe Ausdehnung be-
zu¨glich der Iz-Achse, was mit Abbildung 5.12 (rechts) korrespondiert und die unter-
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Abb. 5.12: Die zweidimensionalen FarbhistogrammeMCL,
Rz
0 (links),MC
L,Iz
0 (Mitte) und
MC
Rz,iz
0 (rechts) ko¨nnen in der Notation der mehrkanaligen CM dargestellt werden.
geordnete Bedeutung des Iz-Kanals dieses Bildes unterstreicht. Die Na¨he des Schwer-
punktes der Punktwolke zur Matrixmitte zeigt in Kombination mit der Lage des
Clusters in MCL,
Rz
0 die insgesamt geringe Sa¨ttigung. Dennoch deutet die Richtung
der Punktwolke auf zunehmende Helligkeit bei zunehmender Sa¨ttigung hin.
Die korrespondierenden Textur-CM MCL,
Rz
1,0 , MC
L,Iz
1,0 und MC
Rz,Iz
1,0 (Abb. 5.13)
weisen wiederum eine versta¨rkte Streuung auf, die aber im Vergleich zu den Matrizen
im RGB-Farbraum deutlich geringer ausfa¨llt. Offenbar ist der Einfluss der Textur
fu¨r Bild 1 besser im RGB-Farbraum zu beobachten. Die mehrkanaligen CM zu Bild 2
zeigen aufgrund des gro¨ßeren Farbkontrastes und der ha¨ufigen Farbwechsel eine vo¨llig
andere Charakteristik. Die helligkeitsunabha¨ngige Farbmatrix MC
Rz,Iz
0 (Abb. 5.14,
rechts) u¨berdeckt die komplexe Farbebene weitgehend, wobei mehrere abgrenzbare
Zentren auszumachen sind. Dabei wird die kreisfo¨rmige Struktur (Abb. 2.5) im Ansatz
deutlich. Auch die helligkeitsabha¨ngigen Matrizen MCL,
Rz
0 (Abb. 5.14, links) und
Rz
L
-
6 Iz
L
-
6 Iz
Rz
-
6
Abb. 5.13: Die Matrizen MCL,
Rz
1,0 (links), MC
L,Iz
1,0 (Mitte) und MC
Rz,Iz
1,0 (rechts) weisen
eine sta¨rkere Streuung als die Histogramm-Matrizen (Abb. 5.10) auf.
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Abb. 5.14: Die Matrizen MCL,
Rz
0 (links), MC
L,Iz
0 (Mitte) zu Bild 2 zeigen im oberen
Helligkeitsbereich eine starke Korrelation zwischen Helligkeit und Farbe. MC
Rz,Iz
0 (rechts)
ist helligkeitsunabha¨ngig.
MCL,
Iz
0 (Abb. 5.14, Mitte) weisen jeweils eine starke Streuung auf. Die maximale
Helligkeit tritt in der Mitte der Ordinate auf, d.h. bei minimaler Sa¨ttigung. Grund fu¨r
diese zwangsla¨ufige Korrelation zwischen Sa¨ttigung und Helligkeit ist die nach oben
und unten spitz zulaufende doppelte Kegelform des HSL-Farbraums (Abb. 2.2).
Neben dem Pha¨nomen der zwingenden Sa¨ttigungsreduktion bei steigender Hel-
ligkeit ist mit Color Clipping ein weiterer Farbeffekt in MCL,
Rz
0 und MC
L,Iz
0 zu
beobachten. Die geradenfo¨rmige Struktur (a) in MCL,
Rz
0 (Abb. 5.14, links) sowie der
geradenfo¨rmige Abschluss (a, b) der Punktwolke in MCL,
Iz
0 (Abb. 5.14, Mitte) ist
auf eine starke Korrelation von Helligkeit und Farbe im oberen Helligkeitsbereich
zuru¨ckzufu¨hren, die durch Farbfehler bei U¨berbelichtung entstehen [Kli93]. Erreicht
der Farbsensor k1 seine Aufnahmekapazita¨t, so liefert er auch bei weiter steigender
Helligkeit konstant den maximal mo¨glichen Wert (Kap. 2.3). Die Messwerte sk2 und
sk3 der Sensoren k2 und k3 steigen dagegen linear an. Die gleichma¨ßige Farba¨nderung
stellt sich in allen mehrkanaligen Matrizen zum LRzIz-Farbraum als Gerade dar, die
den Weißpunkt (maximale Helligkeit, minimale Sa¨ttigung) mit dem letzten validen
Farbwert verbindet.
5.5 Zusammenhang von Farbe und Textur
Zum Zusammenhang von Farbe und Textur werden in der Literatur zwei gegensa¨tz-
liche Positionen vertreten, die entweder diesen Zusammenhang ignorieren [Mur95,
Jol96] oder ihn fu¨r unumga¨nglich [Cae93] halten. In diesem Kapitel wird dieser Zusam-
menhang nach wahrscheinlichkeitstheoretischen Gesichtspunkten, bei der Evaluation
der Texturmerkmale (Kap. 7) aus Sicht der Mustererkennung untersucht. Die Inte-
gration der 2D-Approximation der Farbhistogramme in die Notation mehrkanaliger
CM erlaubt erstmals eine analytische Untersuchung der stochastischen Unabha¨ngig-
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keit von Farbe als Pixelcharakteristik und Textur als Helligkeitsdifferenz zwischen
Nachbarpixeln.
Zuna¨chst wird der RGB-Farbraum betrachtet. Hier repra¨sentiert ECkd,% in der Ma-
trixnotation bzw. P (w → w′) nach (5.23) in der Notation einer Wahrscheinlichkeits-
verteilung die Textur bezu¨glich des festen Farbkanals k, wa¨hrend die Farbe durch die
mehrkanalige Histogramm-CMMCk1,k20 bzw. P (w l w′) nach (5.32) beschrieben wird.
Die Kombination wird mit Hilfe der Mehrkanalmatrizen MCk1,k2d,% bzw. P (w ↘ w′)
nach (5.30) mit d > 0 modelliert.
Seien w1 und w2 benachbarte Werte auf dem Rotkanal und w3 und w4 benachbarte
Werte auf dem Gru¨nkanal (Abb. 5.15), dann bezeichnet P (w1 ↘ w4) nach (5.30) die
Verbundwahrscheinlichkeit dafu¨r, dass gleichzeitig die Werte w1 und w3 an derselben
Bildposition unterschiedlicher Kana¨le vorkommen, und dass w3 und w4 auf demselben
Kanal benachbart sind, summiert u¨ber alle mo¨glichen Werte w3. Nach dem Satz von
der totalen Wahrscheinlichkeit ergibt sich damit P (w1 ↘ w4) durch Summation von
P (w1 l w3 ∧ w3 → w4) u¨ber die Ereignisse w3:
P
(
w1 ↘ w4
)
=
∑
w3
P
(
w1 l w3 ∧ w3 → w4
) 1
P (w3)
(5.35)
falls P (w3) > 0. Die Division durch P (w3) in (5.36) ist wegen des doppelten Auf-
tretens von w3 innerhalb der Verbundwahrscheinlichkeit aus Normierungsgru¨nden
erforderlich.
Die Verbundwahrscheinlichkeit P
(
w1 l w3 ∧ w3 → w4
)
in (5.35) la¨sst sich auch
in Form einer bedingten Wahrscheinlichkeit schreiben:
P
(
w1 ↘ w4
)
=
∑
w3
1
P (w3)
· P
(
w1 l w3
∣∣∣w3 → w4) · P(w3 → w4) (5.36)
Unter der Annahme der stochastischen Unabha¨ngigkeit von P (w1 l w3) und P (w3 →
w4) reduziert sich (5.36) zum Produkt beider Einzelwahrscheinlichkeiten, normiert
auf P (w3):
P̂
(
w1 ↘ w4
)
=
∑
w3
1
P (w3)
· P
(
w1 l w3
)
· P
(
w3 → w4
)
(5.37)
G - Kanal
R - Kanal
w
ww
w
4
1 2
3
Abb. 5.15: Die Wer-
te w1 und w2 sind auf
dem Rotkanal, w3 und w4
auf dem Gru¨nkanal be-
nachbart.
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Alle Einzelwahrscheinlichkeiten in (5.37) lassen sich mit Hilfe ein- und mehrkana-
liger CM berechnen. Damit wird die gescha¨tzte Verbundwahrscheinlichkeit P̂ (w1 ↘
w4) unter Annahme der stochastischen Unabha¨ngigkeit des Farbereignisses w1 l
w3 und des Texturereignisses w3 → w4 bezu¨glich der Farbkana¨le k1 und k2 durch
M̂C
k1,k2
d (w1, w4) repra¨sentiert:
M̂C
k1,k2
d (w1, w4) =
Wk2−1∑
k=0
1∑Wk2−1
k′=0 EC
k2
d (wk′ , wk)
·MCk1,k20 (w1, wk) ·ECk2d (wk, w4)
(5.38)
Die zu Bild 1 generierten M̂C
k1,k2
d (w1, w4) in Abbildung 5.16 zeigen ein a¨hnliches Aus-
sehen wie die tatsa¨chlichen mehrkanaligen Matrizen MCk1,k2d (w1, w4) in Abbildung
5.11. Die Differenz beider Matrizen entspricht der Differenz der Scha¨tzung und der
tatsa¨chlichen Verbundwahrscheinlichkeit P (w1 → w4). Sie fu¨hrt analog zu (5.29) auf
die Kolmogorov-Abha¨ngigkeit DK
(
MCk1,k2d,%
)
als Maß fu¨r den Grad der Abha¨ngigkeit
der Zufallsprozesse Farbe und Textur:
DK
(
MCk1,k2d,%
)
=
1
2
Wk1−1∑
w=0
Wk2−1∑
w′=0
∣∣∣P(w ↘ w′)− P̂(w ↘ w′)∣∣∣
=
1
2
Wk1−1∑
w=0
Wk2−1∑
w′=0
Wk2−1∑
w′′
1
P (w′′)
· P (w′′ → w′)
·
(∣∣∣P(w l w′′)− P (w l w′′∣∣∣w′′ → w′)∣∣∣) (5.39)
Damit ist DK
(
MCk1,k2d,%
)
ein Maß fu¨r den Informationsgehalt der mehrkanaligen Tex-
G
R
-
6 B
R
-
6 B
G
-
6
Abb. 5.16: Darstellung der Matrizen M̂C
R,G
1,0 , M̂C
R,B
1,0 und M̂C
G,B
1,0 zu Bild 1 unter Annah-
me der stochastischen Unabha¨ngigkeit von einkanaligen Matrizen und Farbhistogramm. Sie
sind den tatsa¨chlichen mehrkanaligen Matrizen (Abb. 5.11) zwar a¨hnlich, aber nicht gleich.
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Abb. 5.17: Links: DK
(
MCk1,k21,0
)
, rechts: DK
(
MCk1,k25,0
)
fu¨r 30 Bilder der VisTex-
Datenbank. Die Werte fu¨r (k1, k2) = (R,G) sind weiß, fu¨r (k1, k2) = (R,B) schwarz und
fu¨r (k1, k2) = (G,B) grau dargestellt. Die Reihenfolge der Messwerte richtet sich nach stei-
gender Abha¨ngigkeit (d, %)-benachbarter Werte im Rot- und Blaukanal.
turanalyse, der u¨ber die Farb- und Texturanalyse hinausgeht.
Stochastische Unabha¨ngigkeit von Farbe und Textur wird von einem texturierten
Grauwertbild mit fR(m,n) = fG(m,n) = fB(m,n) sowie einem konstanten Farbbild
erreicht, wobei w1 6= w2 6= w3 beliebig, aber fest sind:
fR(m,n) = w1 fG(m,n) = w2 fB(m,n) = w3 (5.40)
Im Falle des texturierten Grauwertbildes ist nur die Hauptdiagonale der Histo-
gramm-CM besetzt, so dass sich in Verbindung mit der Kenntnis der einkanaligen CM
kein Informationsgewinn aus der mehrkanaligen Analyse ableiten la¨sst. Die mehrka-
nalige CM ist in diesem Fall mit der einkanaligen CM identisch. Analog gilt diese
U¨berlegung fu¨r ein konstantes Farbbild, bei dem die einkanaligen CM jeweils nur
einen Wert gro¨ßer Null aufweisen und somit die mehrkanalige CM mit der Histo-
gramm-CM identisch ist.
Abbildung 5.17 stellt die Kolmogorov-Abha¨ngigkeit DK
(
MCk1,k20,1
)
fu¨r die je-
weiligen Farbkanalkombinationen dar. Die Kurven fu¨r die Kombination Rot/Gru¨n
(weiß), Rot/Blau (schwarz) und Gru¨n/Blau (grau) verlaufen sehr a¨hnlich. Sie liegen
im Bereich von 0,1 bis 0,7 und unterscheiden sich fu¨r verschiedene Bilder deutlich. Ins-
gesamt kann damit aus der mehrkanalige Texturanalyse und somit dem integrativen
Farbtexturansatz in unterschiedlichem Maße zusa¨tzliche Information zur Bildcharak-
terisierung gewonnen werden. Die Kurven fu¨r d = 1 und d = 5 unterscheiden sich
kaum. Die Abha¨ngigkeit von Farbe und Textur ist damit ein globales Bildmerkmal
und weitgehend unabha¨ngig von der Auflo¨sung der Textur.
Die Abha¨ngigkeitskurven zum LRzIz-Farbraum (Abb. 5.18) zeigen gravierende
Unterschiede der helligkeitsabha¨ngigen und der helligkeitsunabha¨ngigen mehrkana-
ligen Merkmale. Wa¨hrend die helligkeitsunabha¨ngige Kombination DK
(
MC
Iz,Rz
0,1
)
,
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Abb. 5.18: Links: DK
(
MCk1,k21,0
)
, rechts: DK
(
MCk1,k25,0
)
fu¨r 30 Bilder der VisTex-
Datenbank. Die Werte fu¨r (k1, k2) = (L, Iz) sind weiß fu¨r (k1, k2) = (L, Iz) grau und fu¨r
(k1, k2) = (Rz, Iz) schwarz dargestellt. Die Reihenfolge der Messwerte richtet sich nach stei-
gender Abha¨ngigkeit (d, %)-benachbarter Werte im Rz- und Iz-Kanal.
aufgetragen in schwarz, zwischen 0,7 und 1,0 liegt und sich somit aus der Matrix
MC
Iz,Rz
d,% ein hoher Informationsgewinn erzielen la¨sst, zeigt die Kombination von L
mit einem der beiden Farbkana¨le Rz (weiß) und Iz (grau) eine geringere Abha¨ngig-
keit zwischen 0,4 und 0,05. Die Kurven DK
(
MCL,
Rz
0,1
)
und DK
(
MCL,
Iz
0,1
)
verlaufen
zueinander sehr a¨hnlich, sind aber offenbar nicht mit DK
(
MC
Iz,Rz
0,1
)
korreliert.
Mit der Adaption der Kolmogorov-Abha¨ngigkeit zur Untersuchung des Zusam-
menhangs von Farbe und Textur kann hier erstmals ein quantitatives Maß pra¨sen-
tiert werden, mit dem die Bedeutung der integrativen Farbtexturanalyse individuell
fu¨r jedes Bild messbar wird.
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6 Farb-Gabor-Filter
Die in Kapitel 5 eingefu¨hrten Cooccurrence-Matrizen (CM) modellieren eine Textur
als stochastischen Prozess, dessen Parameter mit Hilfe der Texturanalyse zu extra-
hieren sind. Demgegenu¨ber wird in diesem Kapitel mit den Gabor-Filtern eine sig-
naltheoretische Sichtweise verfolgt. Dabei wird eine Textur als Linearkombination
elementarer Sinus- und Kosinusfunktionen interpretiert, deren Anteile lokal in ihrer
Amplitude, Ausbreitungsrichtung und Frequenz variieren ko¨nnen. Gabor-Filter stel-
len ein geeignetes Mittel zur Bestimmung solcher Parameter dar.
Neben den bekannten Energiemerkmalen auf Basis der Amplituden der Gabor-
Koeffizienten wird hier erstmals ein phasenbasiertes Energiemaß sowie eine Textur-
und Skalenbeschreibung der lokalen Amplituden mit Hilfe von CM eingesetzt. Auf
der Grundlage dieser Gabor-Texturmerkmale werden verschiedene Ansa¨tze zur Farb-
texturanalyse mit Gabor-Filtern vorgestellt. Neben einer sequentiellen Filterung der
Farbebenen wird ein Analyseverfahren fu¨r Farbtexturen auf Basis der komplexen
Farben (Kap. 2.4) vorgestellt, das hier neu entwickelt wurde. Dabei erfolgt die Kom-
bination von Farbkana¨len vor der Berechnung der Merkmale schon bei der Fourier-
Transformation, was eine kompakte Farbtexturdarstellung ermo¨glicht [Pal00, Pal00a,
Pal02]. Beide Ansa¨tze werden einem Verfahren aus der Gegenfarbentheorie nach
[Jai98] gegenu¨bergestellt.
Zuna¨chst wird in Abschnitt 6.1 die diskrete Fourier-Transformation fu¨r Grauwert-
bilder als Grundlage fu¨r das Konzept der Gabor-Filterung erla¨utert. Verschiedene
Mo¨glichkeiten der Frequenzmessung in Farbbildern (Kap. 6.1.2) fu¨hren spa¨ter zu den
Varianten der Farbtexturmerkmale auf Basis von Gabor-Filtern. Es folgt in Abschnitt
6.2 eine allgemeine Einfu¨hrung der Gabor-Filter fu¨r den Grauwertbereich mit De-
signvarianten fu¨r Gabor-Filterba¨nke. Die Texturmerkmale aus Gabor-Koeffizienten
in Abschnitt 6.3 gelten zuna¨chst fu¨r die grauwertige Texturanalyse. Sie werden in
Abschnitt 6.4 fu¨r den Farbbereich adaptiert und erweitert.
6.1 Fourier-Transformation
6.1.1 Fourier-Transformation fu¨r Grauwertbilder
Ausgangspunkt der signaltheoretischen Texturanalyse ist die Fourier-Transformation.
Sie zerlegt ein Signal in eine gewichtete Summe von Sinus- und Kosinusfunktionen. In
Kapitel 2.2 wurde ein Bild als zweidimensionales, reelles und diskretes Signal f(m,n)
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eingefu¨hrt. Deshalb wird hier die diskrete Variante der Fourier-Transformation (DFT)
betrachtet:
F : f (m,n)→ F (u, v)
F (u, v) =
1
MN
M−1∑
m=0
N−1∑
n=0
(
f (m,n) e−
2piimu
M e−
2piinv
N
)
(6.1)
mit u ∈ U = {−M2 , . . . , M2 } , v ∈ V = {−N2 , . . . , N2 } und F (u, v) ∈ C. Die Trans-
formation F wird auch mit ◦−−• symbolisiert. U¨ber die Euler-Relation ergibt sich die
DFT in trigonometrischer Schreibweise:
F (u, v) =
1
MN
M−1∑
m=0
N−1∑
n=0
f (m,n)
(
cos
(
2pi
(mu
M
+
nv
N
))
−i sin
(
2pi
(mu
M
+
nv
N
)))
(6.2)
Die Ergebnisse der Transformation F (u, v) werden als Fourier-Koeffizienten bezeich-
net. Zur Vereinfachung wird angenommen, dass M und N Zweierpotenzen sind. Dies
ermo¨glicht die Anwendung der schnellen Fourier-Transformation (FFT), durch die
sich die Berechnungskomplexita¨t der DFT auf O
(
(M logM) · (N logN)
)
reduzieren
la¨sst [Lue99].
Nach (6.1) u¨berfu¨hrt die DFT ein Bild aus dem Ortsraum in den komplexen
Fourier-Raum F (u, v), den Ortsfrequenzraum. Die Amplitude |F (u, v)| gibt die In-
tensita¨t an, in der die Schwingung mit der Ortsfrequenz (u, v) im Bild vorkommt. Die
Phase Φ (u, v) entspricht dem Offset, mit dem die Schwingung einsetzt:∣∣∣F (u, v) ∣∣∣ = √RF (u, v)2 + IF (u, v)2 (6.3)
Φ (u, v) = arctan
( IF (u, v)
RF (u, v)
)
(6.4)
Die Notation R· fu¨r den Real- und I· fu¨r den Imagina¨rteil wurde bereits eingefu¨hrt
(Abschn. 2.4, Seite 17)
Die Gesamtheit aller Amplituden des Fourier-Raumes bilden das Amplitudenspek-
trum, wa¨hrend das Power-Spektrum aus ihrer Quadrierung |F (u, v)|2 hervorgeht.
Die DFT in (6.1) ist separierbar, d.h. es kann zuna¨chst die vertikale, dann die
horizontale Richtung transformiert werden [Leh97]:
F (u, v) =
1
M
M−1∑
m=0
((
1
N
N−1∑
n=0
(
f (m,n) e−
2piinv
N
))
e−
2piimu
M
)
(6.5)
Aus der Symmetrie der Kosinus- und der Antisymmetrie der Sinusfunktion in (6.2)
folgt, dass F (−u,−v) und F (u, v) dann zueinander konjugiert komplex sind, wenn
das Bild reell ist (hermitesche Symmetrie):
F (−u,−v) = F ∗(u, v) (6.6)
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Nach (6.6) sind sowohl das Amplituden- als auch das Power-Spektrum reeller Bilder
punktsymmetrisch zum Nullpunkt.
Die DFT ist invertierbar, so dass f(m,n) mit Hilfe der Fourier-Koeffizienten
F (u, v) wieder rekonstruiert werden kann:
F−1 : F (u, v)→ f (m,n)
f (m,n) =
M
2∑
u=−M
2
N
2∑
v=−N
2
(
F (u, v) e
2piimu
M e
2piinv
N
)
(6.7)
Zur kontinuierlichen Fourier-Transformation gibt es eine Reihe von Theoremen, die
das Verhalten der transformierten Funktion bei Vera¨nderung der Eingangsfunktion
beschreiben. Aufgrund von Diskretisierungsfehlern gelten diese Theoreme fu¨r die DFT
nur approximativ. Zum Versta¨ndnis der Gabor-Filter sind das Verschiebungs-, das
A¨hnlichkeits- und das Rotationstheorem relevant.
• Verschiebungstheorem:
Die periodische Verschiebung von f(m,n) um den Vektor (γm, γn) resultiert in
der Verlagerung der Phase:
f(m− γm, n− γn) ◦−−•F (u, v)e−2pii(
uγm
M
+ vγn
N ) (6.8)
• A¨hnlichkeitstheorem:
Die Skalierung von f(m,n) zu f (m · βm, n · βn) im Ortsraum bedeutet eine in-
verse Skalierung im Ortsfrequenzraum, wobei die Signalenergie erhalten bleibt:
f(m · βm, n · βn) ◦−−• 1|βmβn|F
( u
βm
,
v
βn
)
(6.9)
• Rotationstheorem:
Die Fourier-Transformation eines um den Drehwinkel α rotierten Bildes ist eben-
falls um α gedreht (Rotationsvarianz):
f
(
(m,n) ·Aα
)
◦−−•F
(
(u, v) ·Aα
)
Aα =
(
cos (α) sin (α)
− sin (α) cos (α)
)
(6.10)
Die Periodizita¨t der Exponentialfunktionen mit imagina¨rem Argument in (6.1) er-
fordert die ku¨nstliche Fortsetzung von f(m,n) sowohl in horizontaler als auch in
vertikaler Richtung. Im Allgemeinen ist diese Fortsetzung nicht stetig und fu¨hrt zu
typischen Artefakten im Fourier-Bereich. Diese sind durch eine Fenstertransformati-
on W zu vermeiden, bei der das Bild pixelweise mit einer diskreten Fensterfunktion
multipliziert wird. Die Fensterfunktion w(m,n) geht zum Rand hin gegen Null und
vermeidet somit nichtstetige U¨berga¨nge (Abb. 6.1):
W : f(m,n)→ Wf(m,n)
Wf(m,n) := f(m,n) · w(m−m0, n− n0) (6.11)
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Breite M und Ho¨he N von Bild- und Fensterfunktion werden jeweils als gleich an-
genommen. Der Vektor (m0, n0) ∈ N2 gibt den Wert an, um den w(m,n) in der
Bildebene vom Nullpunkt verschoben wird. Bei Verschiebung u¨ber den Rand des Bil-
des hinaus wird f(m,n) als periodisch fortgesetzt betrachtet. Als Fensterfunktion
eignet sich z.B. die diskrete Gauß-, Hamming- oder Kaiser-Bessel-Funktion [Leh97].
Da die Gauß-Funktion auch bei der Entwicklung der Gabor-Filter eine wesentliche
Rolle spielt, wird hier als Fensterfunktion eine Gauß-Funktion (6.12) verwendet:
w(m,n) :=
1
2piσ2m¯σ2n¯
e
− 1
2
m2
σ2m¯ e
− 1
2
n2
σ2n¯ (6.12)
U¨blicherweise werden Fensterfunktionen symmetrisch zum Ursprung definiert, so dass
gilt: m ∈ {−M2 , . . . , M2 }, n ∈ {−N2 , . . . , N2 }. Dabei bezeichnen σm¯ und σn¯ die Varian-
zen in m- bzw. n-Richtung.
Zur Vermeidung der Artefakte bei der DFT wird (m0, n0) = (M2 ,
N
2 ) und σm¯ = σn¯
eingesetzt. Abbildung 6.1 verdeutlicht die Wirkung der Fenstertransformation am
Beispiel des nach (2.14) zu einem Grauwertbild reduzierten Bildes 3 aus Abbildung
5.1. Die deutliche Betonung der Frequenzen in horizontaler Richtung (Abb. 6.1, Mit-
te) kommt durch die Helligkeitsunterschiede zwischen linkem und rechtem Bildrand
zustande. Gleichzeitige Unterschiede zwischen oberem und unterem Rand wu¨rden zu
einem sogenannten Fensterkreuz fu¨hren. Diese Artefakte werden durch die Fensterung
des Bildes (Abb. 6.1, links) eliminiert (Abb. 6.1, rechts).
Zur Charakterisierung der Form einer Fensterfunktion wird mit Nw (f) die Ni-
veaulinie eines Bildes f zum Niveau w als die Menge der Punkte mit gleichem Funk-
Abb. 6.1: Links: gefenstertes Bild 3, Mitte: Amplitudenspektrum
∣∣Fgray (u, v)∣∣2 des un-
gefensterten Grauwertbildes, rechts:
∣∣Fgray (u, v)∣∣2 des gefensterten Bildes. Zur Darstellung
wurden die Histogramme beider Amplitudenspektren auf den maximalen Grauwertbereich
gespreizt. Die horizontale Linie im mittleren Bild stellt ein Artefakt aus der periodischen
Fortsetzung bei der DFT dar. Die Fenstertransformation bewirkt den Abfall der Bildwerte
auf Null zu den Ra¨ndern hin (links) und verhindert solche Fehler (rechts).
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tionswert w eingefu¨hrt:
Nw (f) :=
{
(m,n) |f (m,n) = w
}
(6.13)
Fu¨r eine beliebige Funktion f (m,n) stellt Nw (f) eine Punktmenge dar, die im
Allgemeinen keine Linienform hat. Wird fu¨r f (m,n) allerdings die Fensterfunkti-
on w(m,n) nach (6.12) eingesetzt, so ergeben sich elliptisch aussehende Niveaulinien,
deren Hauptachsen parallel zu den Koordinatenachsen verlaufen und deren La¨nge sich
proportional zu σm¯ bzw. σn¯ verha¨lt. Bei gleichen Varianzen bilden sich kreisfo¨rmig
aussehende Niveaulinien.
6.1.2 Fourier-Transformation fu¨r Farbbilder
Zur Anwendung der Fourier-Transformation auf Farbbilder sind drei Ansa¨tze aus der
Literatur bekannt:
• dimensionserweiterte chromatische DFT (DCDFT) [Nic00]
• vektorielle chromatische DFT (VCDFT) [Pla00]
• komplexe chromatische DFT (KCDFT) [Fre88, Tho95, McC00]
Nicht jede dieser Methoden ist zur Entwicklung von Gabor-Filtern fu¨r Farbbilder glei-
chermaßen geeignet. Sie mu¨ssen vor allem in einen Zusammenhang zu den Kana¨len
der Farbra¨ume gebracht werden ko¨nnen, um die Interpretationsmo¨glichkeit der ge-
messenen Frequenzen zu gewa¨hrleisten.
Dimensionserweiterte chromatische DFT
Die Dimensionserweiterung stellt eine Konsequenz der Separierbarkeit der DFT (6.5)
dar. Analog ist auch eine Erweiterung auf Farbbilder denkbar, die die Farbkana¨le als
dritte Dimension interpretieren:
FDCDFT : f (m,n)→ F (u, v, u¯)
F (u, v, u¯) =
1
K
K−1∑
k=0
(
1
MN
M−1∑
m=0
N−1∑
n=0
fk (m,n) e−2pii(
mu
M
+nv
N )
)
e−2pii
ku¯
K (6.14)
wobei k ∈ K einen Farbkanal und u¯ ∈ U¯ = {−1, 0, 1} den Frequenzanteil in Richtung
der k-Achse darstellt.
Der Vorschlag von Nicolas et al. einer DCDFT erscheint schon angesichts der
Gro¨ßendifferenzen zwischen Breite und Ho¨he (M,N) auf der einen und der Zahl
der Farbkana¨le K auf der anderen Seite als nicht sinnvoll [Nic00]. Die notwendige
Fenstertransformation (6.11) wu¨rde bei K = 3 das Farbbild fRGB im Wesentlichen
auf den mittleren Farbkanal reduzieren. Zusa¨tzlich ist auch die Interpretation der
Schwingungen in Kanalrichtung bei nur drei Abtastwerten unklar. Der Ansatz der
DCDFT ist daher zur Fourier-Transformation von Farbbildern ungeeignet.
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Vektorielle chromatische DFT
Die vektorielle chromatische DFT entspricht einer reellen DFT nach (6.1), die jeweils
auf dieK Farbkana¨le getrennt angewendet wird. Es ergeben sich somitK unabha¨ngige
Spektren. Die einzelnen Fourier-Koeffizienten lassen sich zu Vektoren zusammenset-
zen, so dass sich als Ergebnis der VCDFT K-dimensionale, komplexwertige Koeffi-
zientenvektoren ergeben:
FVCDFT : f (m,n)→ F (u, v)
Fk (u, v) =
1
MN
M−1∑
m=0
N−1∑
n=0
fk (m,n) e−
2piimu
M e−
2piinv
N (6.15)
mit Fk (u, v) ∈ C.
Zur Visualisierung sollen hier beispielhaft die Schwingungen, auf die die VCDFT
abgestimmt ist, an einem Spektrum mit nur einem Frequenzanteil ungleich Null dar-
gestellt werden:
Fk (u, v) =

RFk (u, v) + i · IFk (u, v) fu¨r (u, v) = (2, 0)
RFk (u, v)− i · IFk (u, v) fu¨r (u, v) = (−2, 0)
0 sonst.
(6.16)
Ein rein reeller Frequenzanteil bezu¨glich des Rotkanals fu¨hrt dort zu einer Helligkeits-
schwingung, wa¨hrend Gru¨n- und Blaukanal konstant bleiben (Abb. 6.2, links):(RFR (u, v) , IFR (u, v)) = (1000, 0)(RFG (u, v) , IFG (u, v)) = (RFB (u, v) , IFB (u, v)) = (0, 0)
Dabei ist zu beachten, dass mit der Helligkeitsa¨nderung gleichzeitig eine Sa¨ttigungs-
schwingung entsteht. Zur Erla¨uterung ist ein Ru¨ckgriff auf die Begriffe des HSL-
Farbraums no¨tig, in dem die Sa¨ttigung definiert ist. Das beschriebene Pha¨nomen gilt
Abb. 6.2: Die Ebenen des vektoriellen Spektrums der VCDFT sprechen im Wesentlichen
auf Helligkeitsschwingungen im Rot- (links), Gru¨n- (Mitte) und Blaukanal (rechts) an. Die
Schwingungen korrespondieren mit einem reellen Frequenzanteil in horizontaler Richtung.
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aber fu¨r den RGB-Farbraum ebenfalls. Die Sa¨ttigungsschwingung entsteht durch die
konische Form des HSL-Farbraums, die eine maximale Sa¨ttigung nur bei mittlerer
Helligkeit zula¨sst (Abb. 2.2). Die Helligkeits- und Sa¨ttigungsschwingungen bezu¨glich
des Gru¨n- bzw. des Blaukanals in Abbildung 6.2 (Mitte und links), ergeben sich ana-
log.
Die VCDFT ist nicht auf den RGB-Farbraum beschra¨nkt, sondern la¨sst sich
z.B. auch auf den LRzIz-Farbraum anwenden. Sie wird vor allem zur Bildkompression
[Pla00], aber auch zur Kontrastverbesserung von Farbbildern eingesetzt [Myl95].
Eine andere Art der vektoriellen DFT, die keine Trennung der Farbkana¨le und
damit eine getrennte Transformation vornimmt, verwendet quaternionische Zahlen q.
Sie bestehen aus einer reellen und drei imagina¨ren Komponenten, wobei i1, i2 und i3
unabha¨ngige imagina¨re Einheiten im Sinne eines Orthonormalsystems sind:
q = q1 + i1q2 + i2q3 + i3q4 mit i21 = i
2
2 = i
2
3 = i1i2i3 = −1
Ein Farbbild wird derart in diese Struktur integriert, dass die drei Farbkana¨le die
imagina¨ren Anteile bilden, wa¨hrend der reelle Anteil Null bleibt [San96, San97]. Die
quaternionische DFT (QDFT) ist dann definiert durch:
FQDFT : q (m,n)→ Q (u, v)
Q (u, v) =
1
MN
M−1∑
m=0
N−1∑
n=0
e−
2pii2mu
M q (m,n) e−
2pii3nv
N (6.17)
Die QDFT ist mathematisch problematisch, weil die Gu¨ltigkeit der notwendigen
Euler-Relation bislang nicht fu¨r quaternionische Zahlen bewiesen wurde [Gas98]. Den-
noch wurden von Sangwine Anwendungen im Bereich der Kantendetektion und der
Autokorrelation entwickelt [San00]. Dabei ist allerdings die fehlende Kommutativita¨t
der Multiplikation zu beru¨cksichtigen, so dass Methoden auf Basis der DFT nicht ohne
expliziten Gu¨ltigkeitsbeweis auf die QDFT zu u¨bertragen sind. So berichtet Sang-
wine selbst u¨ber Probleme beim Einsatz der QDFT zur Phasenkorrelation [San97].
Neben den theoretischen und praktischen Problemen steht eine schlu¨ssige Interpre-
tation der quaternionischen Fourier-Koeffizienten im Sinne der Farbbildverarbeitung
noch aus. Innerhalb dieser Arbeit wird daher nur die VCDFT als vektorielle Variante
der DFT betrachtet.
Komplexe chromatische DFT
Die KCDFT basiert auf den komplexen Farben, die in Abschnitt 2.4 eingefu¨hrt wur-
den. Die komplexe Farbebene stellt das orthogonale Komplement zur Grauwertachse
des RGB-Farbraums dar. Komplexe Farben z sind in (2.31) aus dem HSL-Farbraum
heraus entwickelt worden und bilden gleichzeitig eine Verbindung zum LRzIz-Farb-
raum. Da die DFT nach (6.1) nicht nur fu¨r reelle, sondern auch fu¨r komplexe Ein-
gangssignale definiert ist, ist ihre direkte Anwendung auf komplexe Farben z(m,n)
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nach (2.34) mo¨glich:
FKCDFT : z (m,n)→ Z (u, v)
Z (u, v) =
1
MN
M−1∑
m=0
N−1∑
n=0
z (m,n) e−
2piimu
M e−
2piinv
N (6.18)
z (m,n) =
M
2∑
u=−M
2
N
2∑
v=−N
2
Z (u, v) e
2piimu
M e
2piinv
N (6.19)
mit z (m,n) ∈ C und Z (u, v) ∈ C. Es ist zu beachten, dass z nicht die volle Informa-
tion des dreidimensionalen Farbbildes entha¨lt. Deshalb ist mit der inversen KCDFT
nach (6.19) auch lediglich die helligkeitsunabha¨ngige Farbinformation, nicht aber die
Helligkeit selbst und damit auch nicht das urspru¨ngliche Farbbild zu rekonstruieren.
Wa¨hrend die einzelnen Ebenen der Koeffizientenvektoren der VCDFT auf reellen
Eingangsdaten beruhen und daher die Eigenschaften der DFT fu¨r Grauwertbilder be-
halten, geht durch das komplexwertige Eingangsbild bei der KCDFT die Symmetrie
des Amplituden- und des Power-Spektrums verloren. Zur Visualisierung des Symme-
trieverlustes betrachtet man die Differenz D(u, v) aus dem Amplitudenspektrum und
dem mittels Api nach (6.10) um pi rotierten Power-Spektrum:
D (u, v) =
∣∣∣Z (u, v) ∣∣∣2 − ∣∣∣Z((u, v) ·Api)∣∣∣2 (6.20)
Bei reellen Eingangsbildern ergibt D(u, v) Null fu¨r alle (u, v). Dagegen zeigt D(u, v)
fu¨r |Z (u, v)|2 (Abb. 6.3, links) des komplexen Farbbildes zu Bild 1 ein deutlich von
Null verschiedenes Rauschbild (Abb. 6.3, rechts).
Zum Versta¨ndnis der Art der Schwingungen, die mit der KCDFT gemessen wer-
den, ist ein Phasendiagramm hilfreich (Abb. 6.4). Das Phasendiagramm nach [McC00]
visualisiert die Fourier-Transformation als rotierenden Vektor um den Mittelpunkt ei-
ner komplexen Ebene. Der Rotationsvektor wird durch einen Winkel bezu¨glich der
reellen Achse sowie seine Lnge beschrieben. Die Rotation wiederum wird durch die
Abb. 6.3:
Links: |Z (u, v)|2 des kom-
plexwertigen Farbbildes zu
Bild 1, rechts: Differenz-
bild D (u, v) nach (6.20).
Das Rauschen in D(u, v)
entsteht durch den Sym-
metrieverlust des Power-
Spektrums bei komplexen
Eingangsbildern.
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Abb. 6.4: Phasendia-
gramm mit Ergebnis der
Vektoraddition der Rota-
tionsvektoren zu positiven
und negativen Frequenzen
als Ru¨cktransformierte der
Fourier-Transformation
(braun). Links: reelles
Signal, rechts: komplexes
Signal.
Festlegung der Rotationsrichtung und die Anzahl der Rotationen charakterisiert. Be-
trachten wir das Beispiel der Ru¨cktransformation eines eindimensionalen Spektrums
F (u) zum eindimensionalen Bild f(m).
Der Startpunkt des Rotationsvektors wird durch den Winkel arctan
( IF (u)
RF (u)
)
be-
stimmt. Fu¨r ein relles Spektrum liegt dieser Winkel bei 0 und der Startpunkt auf
der reellen Achse. Fu¨r ein rein imagina¨res Spektrum ergibt sich ein Winkel von pi2 .
Der Startpunkt liegt damit auf der imagina¨ren Achse. Die La¨nge des Rotationsvek-
tors wird durch die Amplitude von F (u) bestimmt. Die Rotation erfolgt fu¨r positive
Frequenzkoordinaten in positiver, fu¨r negative Koordinaten in negativer Richtung.
Das Ergebnis der Ru¨cktransformation ergibt sich dann aus der Vektoraddition beider
Rotationsvektoren. Ist das Spektrum hermitesch symmetrisch, so liegt das Ergebnis
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z
z
z
B
G
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Abb. 6.5: Skizze der Startpunkte (grauer Punkt) und Richtung der Rotation (weißer Pfeil)
in der komplexen Ebene: reeller (links), imagina¨rer (Mitte) und komplexer Frequenzanteil
(Real- und Imagina¨rteil gleich) (rechts). Mit zR, zG, zB wird die komplexe Repra¨sentation
von R, G und B bezeichnet.
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(a) (b) (c)
Abb. 6.6: Die Spalten beziehen sich auf die Rotation in der komplexen Ebene bei reellem
(a), imagina¨rem (b) und komplexem Frequenzanteil (Real- und Imagina¨rteil gleich) (c) nach
der Skizze in Abbildung 6.5.
Erste Zeile: Positive Frequenzkoordinaten resultieren in der Schwingung Rot-Gru¨n-Blau-Rot.
Die Startpunkte der Schwingung wechseln in Abha¨ngigkeit vom Frequenzsignal.
Zweite Zeile: Durch negative Frequenzkoordinaten kommt es zu einem Wechsel der Drehrich-
tung (math. negativ) bei gleichen Startpunkten.
Dritte Zeile: Bei positiven und negativen Frequenzkoordinaten liegt das Ergebnis durch vek-
torielle Addition auf der reellen (a) oder imagina¨ren Achse (b) bzw. der Diagonalen (c).
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der Vektoraddition immer auf der reellen Achse, d.h. die Ru¨cktransformation ist reell
(Abb. 6.4, links). Verliert das Spektrum dagegen durch Transformation komplexer
Farben seine Symmetrieeigenschaften, so ergibt sich eine komplexe Ru¨cktransforma-
tion, die dem Verlauf einer elliptisch aussehenden Kurve folgt (Abb. 6.4, rechts).
Startpunkt und Rotationsrichtung sind in Abbildung 6.5 fu¨r reelle (links), ima-
gina¨re (Mitte) und komplexe Frequenzanteile (rechts) in den Phasendiagrammen als
weißer Pfeil markiert. Das Ergebnis der Ru¨cktransformation ergibt sich aus der Vek-
toraddition der Rotationsvektoren zu F (u) und F (−u). Im zweidimensionalen Fall
werden Frequenzkoordinaten (u, v) dann als positiv bezeichnet, wenn gilt:
0 ≤ arctan
(v
u
)
< pi (6.21)
Zur Interpretation der KCDFT wird die komplexe Ebene der Ru¨cktransformierten
mit der komplexen Farbebene identifiziert. Abbildung 6.6 zeigt beispielhaft verschie-
dene Regenbogenschwingungen, in die ein Farbbild durch die KCDFT zerlegt wird.
Der Startpunkt der Rotation auf der komplexen Farbebene bezu¨glich eines rein re-
ellen Frequenzsignals liegt bei zR auf der reellen Achse (Abb. 6.5, links), bezu¨glich
eines rein imagina¨ren Frequenzsignals bei zG/Ge auf der imagina¨ren Achse (Abb. 6.5,
Mitte) und bei gleichem reellem und imagina¨rem Anteil bei zGe (Abb. 6.5, rechts) zwi-
schen der reellen und imagina¨ren Achse. Der Wechsel der Rotation in Abha¨ngigkeit
von positiven oder negativen Frequenzkoordinaten kommt in der Reihenfolge der Far-
ben einer Schwingung zum Ausdruck. Wa¨hrend ein rein reeller oder rein imagina¨rer
Frequenzanteil in Regenbogenschwingungen resultiert (Abb. 6.6, obere bzw. mittle-
re Reihe), bleiben die Farben bei reellem und imagina¨rem Frequenzanteil auf einer
Geraden, die durch die reelle (Abb. 6.6, unten links), die imagina¨re (Abb. 6.6, unten
Mitte) oder die Diagonale (Abb. 6.6, unten rechts) gebildet wird. Damit kommt es
gleichzeitig zu einer Farb- und Sa¨ttigungsschwingung.
Die KCDFT wurde erstmals 1988 von Frey erwa¨hnt [Fre88], 1995 vonThornton
et al. zur Registrierung von Farbbildern mit Cepstrum-Techniken [Tho95] und in
ju¨ngster Zeit von McCabe et al. zur Bestimmung der Kreuzkorrelation zwischen
Farbbildern wieder aufgenommen [McC00]. In dieser Arbeit wird sie fu¨r den Bereich
der Farbtexturanalyse adaptiert.
6.2 Gabor-Filter fu¨r Grauwertbilder
Nachteil der Fourier-Transformation ist die mangelnde Lokalisation der Schwingungs-
anteile im Ortsraum. Die Fourier-Koeffizienten geben lediglich an, mit welcher Inten-
sita¨t und Phasenverschiebung eine Frequenz im Bild vorkommt. Sie erlauben aber
keinen Ru¨ckschluss darauf, an welcher Stelle im Ortsbereich diese Frequenzen auftre-
ten. Bei inhomogenen Texturen, die in natu¨rlichem Bildmaterial die Regel sind, ist
eine solche lokale Frequenzinformation von großer Bedeutung. Dies gilt insbesondere
zur Segmentierung von Bildern im Sinne einer pixelbasierten Klassifikation (Kap. 4.1).
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Mit der Gabor-Transformation als spezieller Form der gefensterten Fourier-Trans-
formation ko¨nnen lokale Frequenzinformationen ermittelt werden. Im Ergebnis steht
an jeder Pixelposition ein Amplituden- und Phasenwert in Abha¨ngigkeit vom Fil-
ter zur Verfu¨gung. Es handelt sich somit um eine Kombination aus ra¨umlicher und
spektraler Information. In der Konsequenz ergeben sich zwei Varianten von Textur-
merkmalen: die frequenz- und die ortsraumbasierten Merkmale. Im Abschnitt 6.3
werden Mo¨glichkeiten zu ihrer Modellierung vorgestellt. Wa¨hrend die frequenzba-
sierten Merkmale in der Literatur weithin verwendet werden [Ran94, Fou97], ist die
ra¨umliche Modellierung unu¨blich.
6.2.1 Gefensterte DFT
Die gefensterte DFT basiert auf der Idee, eine lokale Frequenzinformation zu gewin-
nen, indem nicht das ganze Bild der Fourier-Transformation unterzogen wird, sondern
nur ein Bildausschnitt. Im Ergebnis erha¨lt man ein Spektrum, das sich genau auf die-
sen Bildausschnitt bezieht. Die Wahl des ra¨umlichen Ausschnitts erfolgt u¨ber eine
Fenstertransformation (6.11), deren Fenster w(m,n) im Zentrum des Bildausschnitts
sein Maximum erreicht und zum Rand hin auf Null abfa¨llt. Nach (6.1) und (6.11)
ergibt sich die gefensterte DFT durch:
WFu0,v0 (m0, n0) :=
1
MN
M−1∑
m=0
N−1∑
n=0
(
f (m,n) · w (m−m0, n− n0) · e−
2piimu0
M e−
2piinv0
N
)
(6.22)
Als Ergebnis der Fensterung ist in WFu0,v0 (m0, n0) mit den Parametern (m0, n0)
Ortsinformation und mit (u0, v0) Frequenzinformation enthalten. Man spricht deshalb
auch von einer Transformation in den Orts/Ortsfrequenzraum.
6.2.2 Gabor-Transformation
Die Gabor-Transformation ist eine gefensterte Fourier-Transformation, bei der die
Gauß-Funktion als Fensterfunktion eingesetzt wird. Durch Verwendung der Gauß-
Funktion kann die Unscha¨rfe, die Heisenberg in Bezug auf die Messung physikali-
scher Eigenschaften eines Objektes formuliert hat [Hei27], minimiert werden. Da die
Messung einer Eigenschaft die Eigenschaft selbst vera¨ndert, ist die Messgenauigkeit
in jedem Fall beschra¨nkt. Schon Heisenberg nutzt zum Beweis der Unscha¨rferela-
tion die Eigenschaften der Fourier-Transformation mit Gaußkern. Fu¨r die Fourier-
Transformierte einer Gauß-Funktion gilt, dass die funktionale Form erhalten bleibt,
wa¨hrend sich die jeweiligen Stadardabweichungen in Orts- und Frequenzraum nach
dem A¨hnlichkeitstheorem (6.9) reziprok zueinander verhalten. Eine exakte Ortsanga-
be der Frequenzen eines Spektrums bedingt die Fensterung mit einer mo¨glichst gering
ausgedehnten Fensterfunktion im Ortsraum. Die Fourier-Transformierte eines solchen
kompakten Fensters ist im Ortsfrequenzraum dann sehr ausgedehnt und fu¨hrt damit
zu starken Verschmierungen und Ungenauigkeiten der Frequenzanalyse. Eine exakte
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Frequenzbestimmung fu¨hrt umgekehrt zum Verlust der Ortsinformation wie bei der
DFT selbst (6.1). Gabor zeigte, dass das Produkt der Standardabweichung des Orts-
und der des Ortsfrequenzraums fu¨r eindimensionale Gauß-Funktionen gerade den mi-
nimal mo¨glichen Wert ergibt [Gab46]. Nach Daugmann bleibt die Optimalita¨t auch
im zweidimensionalen Fall erhalten [Dau85].
Mit der Gauß-Funktion (6.12) als Fensterfunktion ergibt sich die Gabor-Transfor-
mierte GFu0,v0 (m0, n0) aus (6.22) durch:
GFu0,v0 (m0, n0) =
1
MN
M−1∑
m=0
N−1∑
n=0
f (m,n) · w(mϕ0 −m0, nϕ0 − n0) · e−2pii(
mu0
M
+
nv0
N )
(6.23)
Die Koordinaten (mϕ0 , nϕ0) ergeben sich aus der Drehung von (m,n)
tr mit Hilfe von
Aϕ0 (6.10): (
mϕ0
nϕ0
)
= Aϕ0 ·
(
m
n
)
(6.24)
Der Rotationswinkel ϕ0 legt die Orientierung des Gauß-Fensters fest. Die Symmetrie
der Fensterfunktion mit w(mϕ0 −m0, nϕ0 − n0) = w(m0−mϕ0 , n0− nϕ0) erlaubt die
Darstellung von (6.23) als Faltung im Ortsraum:
GFu0,v0 (m0, n0) = f (m0, n0) ∗ gu0,v0,ϕ0 (m0, n0) (6.25)
Die Faltungsmaske gu0,v0,ϕ0 (m,n) mit:
gu0,v0,ϕ0 (m,n) =
1
2piσ2m¯σ2n¯
e
− 1
2
((
mϕ0
σm¯
)2
+
(
nϕ0
σn¯
)2)
· e2pii(mu0M +nv0N ) (6.26)
wird als Gabor-Filter bezeichnet, der auf die Ortsfrequenz (u0, v0)
tr abgestimmt ist.
Er zeigt die Form einer komplex sinoidal modulierten Fensterfunktion. Abbildung 6.7
zeigt links den Real- und rechts den Imagina¨rteil eines Gabor-Filters. U¨blicherweise
wird die Orientierung ϕ0 des Gauß-Fensters der Richtung der komplexen Schwingung
gleichgesetzt, die sich aus (u0, v0) bei positivem v0 ergibt aus:
ϕ0 =

arctan
(
v0
u0
)
falls u0 > 0∧ v0 > 0
pi
2 , falls u0 = 0 ∧ v0 > 0
− arctan
(
v0
u0
)
falls u0 < 0∧ v0 > 0
(6.27)
Fu¨r negatives v0 berechnet sich ϕ0 analog (um pi inkrementiert). Durch die U¨ber-
einstimmung der Orientierungen von Gaußfenster und Schwingung eru¨brigt sich der
Parameter ϕ0 in (6.25). Der Notation von Bovik et al. folgend, werden die Varian-
zen σm¯ und σn¯ zu einer achsenunabha¨ngigen Varianz σ und einem Verha¨ltniswert τ
verknu¨pft [Bov90]:
σ = σn¯ τ =
σm¯
σn¯
(6.28)
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Insgesamt ergibt sich der Gabor-Filter gu0,v0 (m,n) aus (6.25), (6.27) und (6.28) zu:
gu0,v0 (m,n) =
1
2piσ2τ
e
− 1
2σ2
(
m2ϕ0
τ2
+n2ϕ0
)
· e2pii(mu0M +nv0N ) (6.29)
Nach dem Faltungstheorem ist die Faltung eines Bildes mit einem Filter im Orts-
raum durch eine Multiplikation im Fourier-Raum und anschließende Ru¨cktransforma-
tion realisierbar [Leh97]. Neben dem Effizienzgewinn vereinfacht sich das Filterdesign
durch die Betrachtung der U¨bertragungsfunktion Gu0,v0 (u, v) im Ortsfrequenzraum:
Gu0,v0 (u, v) = e
−2pi2σ2
[
(uϕ0−(u0)ϕ0)
2
τ2+(vϕ0−(v0)ϕ0)
2]
(6.30)
wobei (uϕ0 , vϕ0) bzw.
(
(u0)ϕ0 , (v0)ϕ0
)
analog zu (6.24) aus (u, v) bzw. (u0, v0) ent-
stehen.
Die funktionale Form von Gu0,v0 (u, v) entspricht der einer diskreten Gauß-Funk-
tion, wobei wegen des A¨hnlichkeitstheorems (6.9) sowohl σ als auch τ reziprok zum
Ortsraum eingehen. Aufgrund der approximativen Rotationsvarianz der DFT (6.10)
bleibt die Orientierung von Gu0,v0 (u, v) erhalten. Die Vera¨nderung der Schwingungs-
periode im Ortsraum durch (u0, v0) resultiert nach dem Verschiebungstheorem (6.8)
in einer Translation der U¨bertragungsfunktion des Filters.
Die Skizze in Abbildung 6.8 verdeutlicht den Zusammenhang zwischen dem Ga-
bor-Filter im Orts- und im Ortsfrequenzraum fu¨r den eindimensionalen Fall. Dabei
wird das Faltungstheorem in umgekehrter Richtung verwendet, was aufgrund der
Symmetrie der Fourier-Transformation zula¨ssig ist. Danach kann eine Multiplikation
im Ortsraum auch als Faltung im Frequenzraum mit anschließender Ru¨cktransforma-
tion implementiert werden. Die Multiplikation einer Gauß-Funktion und einer Kosi-
nusschwingung ergibt im Ortsraum eine modulierte Kosinusschwingung, die zu zwei
symmetrischen, verschobenen und gestauchten Gauß-Funktionen im Ortsfrequenz-
raum transformieren. Die Skizze zeigt mit der Kosinusschwingung lediglich den gera-
den Anteil des Filters. Die Hinzunahme des ungeraden Anteils fu¨hrt zur Elimination
der Gauß-Funktion im negativen Spektralbereich.
Abb. 6.7: Ein Gabor-
Filter zeigt im Ortsraum
eine komplex modulierte
Schwingung. Links: Real-
teil, rechts: Imagina¨rteil.
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Mit Hilfe von Gu0,v0 (u, v) la¨sst sich die Gabor-Transformation nach (6.25) als
Multiplikation mit der Fourier-Transformierten des Bildes und anschließender Ru¨ck-
transformation realisieren:
GFu0,v0(m,n) = F−1
(
F (u, v) ·Gu0,v0(u, v)
)
(6.31)
Der Realteil Rgu0,v0 (m0, n0) und der Imagina¨rteil Igu0,v0 (m0, n0) des Gabor-Fil-
ters bilden na¨herungsweise ein Quadraturfilterpaar [Bov90, Jae97]. Fu¨r den verein-
fachten eindimensionalen Fall wird unter einem Quadraturfilter qf(m) ein Filter ver-
standen, der negative Frequenzen unterdru¨ckt. Fu¨r seine Fourier-Transformierte QF
gilt dann:
QF(u) =
{
2 · h¯(u) u > 0
0 sonst
(6.32)
wobei h¯(u) eine beliebige reellwertige Funktion darstellt. Die reelle Fourier-Transfor-
mierte des Quadraturfilters fu¨hrt zu einem komplexen Filter im Ortsraum. Dieser ist
einen geraden qf+ und einen ungeraden Anteil qf− zu zerlegen: qf(m) = qf+(m) +
* =
=.
0
1
m
0
m
0
1
m
0
1
m
0
1
m
0
1
m
1
Abb. 6.8: Skizze eines Gabor-Filters im Orts- (oben) und Ortsfrequenzraum (unten).
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qf−(m). Im Ortsfrequenzraum erfolgt analog eine Zerlegung in einen geraden Real-
und einen ungeraden Imagina¨rteil:
QF(u) =
1
2
(
QF(u) +QF(−u)
)
+
i
2
(
QF(u)−QF(−u)
)
=
1
2
QF+(u) + i ·
1
2
QF−(u)
(6.33)
Das Filterpaar qf+ und qf− weist eine um
pi
2 gegeneinander verschobene Phasenlage
auf.
Real- und Imagina¨rteil eines Gabor-Filters gu0,v0 (m,n) entsprechen deshalb nur
na¨herungsweise einem Quadraturfilterpaar, weil die eingesetzte Gauß-Funktion im
Endlichen den Wert Null nicht erreicht und somit keine vollsta¨ndige Ausblendung
negativer Frequenzen gewa¨hrleistet ist. Der Abfall der Gauß-Funktion gegen Null
ist andererseits sehr schnell, so dass nach [Bov90, Jae97] dennoch approximativ ein
Gabor-Quadraturfilterpaar vorliegt.
Vorteil eines solchen Filterpaares ist insbesondere die Mo¨glichkeit der Berechnung
der lokalen Amplitude und Phase eines Bildes aus dem Faltungsresultat. So ergibt
die Faltung eines Bildes mit gu0,v0 (m,n) ein komplexes Ergebnis mit der lokalen
Amplitude GAu0,v0 und der lokale Phase GΦu0,v0 an jeder Pixelposition (m,n):
GAu0,v0 (m,n) =
√
R
(
GFu0,v0 (m,n)
)2
+ I
(
GFu0,v0 (m,n)
)2
(6.34)
GΦu0,v0 (m,n) = arctan
 I
(
GFu0,v0 (m,n)
)
R
(
GFu0,v0 (m,n)
)
 (6.35)
Zur Texturanalyse eines Bildes wird nicht nur ein einziger Gabor-Filter einge-
setzt. Vielmehr wird einerseits die vollsta¨ndige, andererseits die redundanzarme U¨ber-
deckung des Ortsfrequenzraumes durch die U¨bertragungsfunktionen mehrerer Filter
angestrebt. Wegen der hermiteschen Eigenschaft (6.6) des Ortsfrequenzraumes bei
reellen Bildern reicht dabei die Betrachtung des halben Fourier-Raumes aus. Im
na¨chsten Abschnitt werden drei Lo¨sungsmo¨glichkeiten zum Design solcher Gabor-
Filterba¨nke vorgestellt.
6.2.3 Gabor-Filterbank
Eine Gabor-Filterbank wird sowohl durch die Form als auch durch die Lage der
U¨bertragungsfunktionen der Gabor-Filter im Ortsfrequenzraum charakterisiert. Da-
bei spielt im Wesentlichen die Wahl der vier Parameter in (6.29) ein Rolle: σ, τ ,
u0, v0. Im Rahmen der Texturanalyse erscheint eine hohe Auflo¨sung des Ortsraumes
sinnvoll, so dass fu¨r (m0, n0) der gesamte Ortsraum betrachtet wird.
Die a¨quidistante Abtastung des Fourier-Raumes mit Gabor-Filtern wird vorwie-
gend in den fru¨hen Vero¨ffentlichungen zur Gabor-Transformation verwendet und ba-
siert direkt auf dem Formelpaar (6.29) und (6.30) mit einer linearen Skala der Fre-
quenzachsen u und v. A¨quidistante Gabor-Filter nutzen isotrope Fensterfunktionen
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(τ = 1) mit konstantem σ, so dass die Frequenz der modulierten Schwingung in
(6.29) nicht in die Filterdefinition einfließt. Wegen der Unscha¨rferelation stellt aber
die adaptive Anpassung der Fensterbreite an die Ortsfrequenz eine Bedingung fu¨r
eine sowohl im Orts- als auch im Ortsfrequenzraum optimal auflo¨sende Filterbank
dar.
Diese Argumentation dient ha¨ufig zur Motivation der Wavelet-Transformation
[Pel95, Leh97]. Den verschiedenen Varianten der Wavelet-Transformation ist dabei
die Skalierungseigenschaft gemeinsam, bei der eine Frequenzerho¨hung mit einer Fen-
sterverkleinerung einhergeht. Alternativ zur Wavelet-Transformation ist die Skalie-
rungseigenschaft auch durch Modifikation der Gabor-Transformation zu erreichen. In
der Literatur sind dazu zwei Ansa¨tze zu finden:
• Gabor-Wavelets [Bov90, Jai91, Ng92, Ran94, Man96, Tai96, Chi99]
• Log-polare Gabor-Filter [Hal99, Sme00a, Sme00b]
Unterschiede ergeben sich durch die Form der Filter, ihre Verteilung im Ortsfrequenz-
raum und die Wahl der Parameter. Die Gabor-Wavelets haben in der Anwendung die
a¨quidistanten Gabor-Filter inzwischen abgelo¨st. Dagegen sind die log-polaren Gabor-
Filter weniger gela¨ufig. Beide Verfahren werden zur Farbtexturanalyse herangezogen.
Gabor-Wavelets
Im Gegensatz zu den a¨quidistanten Gabor-Filtern nutzen Gabor-Wavelets das Filter-
paar (6.29) und (6.30) in ihrer polaren Form. Dazu ersetzen die Zentralfrequenz ζ0 und
der Winkel ϕ0 nach (6.27) die Positionsparameter (u0, v0) der U¨bertragungsfunktion.
(6.36) gibt den polaren Gabor-Filter im Orts- (gζ0,ϕ0) sowie im Ortsfrequenzraum
(Gζ0,ϕ0) an:
gζ0,ϕ0 (m,n) =
1
2piσ2τ
e
− 1
2σ2
(
m2ϕ0
τ2
+n2ϕ0
)
· e2piiζ0
mϕ0
M
Gζ0,ϕ0 (u, v) = e
−2pi2σ2
[
(uϕ0−ζ0)
2
τ2+v2ϕ0
]
(6.36)
mit σ und τ nach (6.28). Die Verteilung der polaren Gabor-Filter im Ortsfrequenz-
raum erfolgt bezu¨glich ζ0 in Oktaven und bezu¨glich ϕ0 im Winkelmaß. In Analogie
zum Begriff der direkten Nachbarschaft auf der diskreten Pixelebene [Leh97] besitzt
jeder Filter Gζ0i,ϕ0j vier Nachbarn in einer Filterbank: Gζ0(i−1),ϕ0j und Gu0(i+1),v0j
in ζ- und Gζ0i,ϕ0(j−1) sowie Gζ0i,ϕ0(j+1) in ϕ-Richtung. Das Kriterium einer optima-
len Filterbank als die vollsta¨ndige und gleichzeitig redundanzarme U¨berdeckung des
Ortsfrequenzraumes wird formalisiert durch die Forderung einer tangentialen Lage
der Niveaulinien direkt benachbarter Filter. Zwei Niveaulinien ζ-benachbarter Filter
sind dann tangential, wenn gilt:∣∣∣N0,5(Gζ0i,ϕ0j) ∩N0,5(Gζ0(i−1),ϕ0j)∣∣∣ = 1 (6.37)
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Fu¨r die ϕ-Nachbarn gilt (6.37) analog.
Zur Definition der Gabor-Filterbank gibt der Benutzer zuna¨chst mit ζ00 die klein-
ste mo¨gliche Filterfrequenz, mit Nϕ die Zahl der Orientierungen auf dem Einheitskreis
und mit einer induktiven Berechnungsvorschrift die Position (ζ0i, ϕ0i) der Nachbar-
filter von Gζ0(i−1),ϕ0(i−1) an:
ζ00 =
√
2
ζ0i = 2i · ζ00 (6.38)
ϕ0i = i · 2pi
Nϕ
Die formgebenden Parameter σ und τ ergeben sich dann aus der funktionalen Form
der Filter, der Position ihrer U¨bertragungsfunktionen und der Forderung nach tan-
gentialer Lage der Niveaulinien ζ-benachbarter Filter nach (6.37).
Der wesentliche Unterschied der Gabor-Wavelets zu den a¨quidistanten Gabor-
Filtern ist die dynamische Anpassung der Fensterbreite und damit von σ an die Fre-
quenz der modulierten Schwingung. Zur Bestimmung von σ werden die Beru¨hrungs-
punkte (u˜1, 0) und (u˜2, 0) der Niveaulinien zum Niveau 0,5 zweier ζ-benachbarter Fil-
ter ermittelt. Zur Vereinfachung werden die Filter betrachtet, fu¨r die die Koordinaten
der Zentralfrequenz auf der u-Achse liegen. Damit ergibt sich die Zentralfrequenz in
Polarkoordinaten zu (ζ0, 0). Die Koordinaten u˜1,2 resultieren dann aus:
Gζ0,0 (u˜, 0) =
1
2
⇔ u˜1,2 =
piστζ0 ±
√
ln 2
2
piστ
(6.39)
Aus u˜1,2 la¨ßt sich die Halbwertsbreite B, gemessen in Oktaven, ermitteln:
B = log2 (u˜1)− log2 (u˜2) = log2
piστζ0 +
√
ln 2
2
piστζ0 −
√
ln 2
2
 (6.40)
Analog erfolgt die Bestimmung der Beru¨hrungspunkte ϕ-benachbarter Filter (ζ0, v˜1)
und (ζ0, v˜2):
Gζ0,0 (ζ0, v˜) =
1
2 ⇔ 2pi2σ2v˜2 = ln 2
⇔ v˜1,2 = ± 1piσ
√
ln 2
2
(6.41)
Der Halbwertswinkel Ω ist dann definiert als der Winkel zwischen den Geraden, die
durch die Punkte (ζ0, v˜1) bzw. (ζ0, v˜2) und den Ursprung definiert sind (Abb. 6.9):
Ω = arctan
(
v˜1
ζ0
)
+ arctan
(
v˜2
ζ0
)
= 2arctan

√
ln 2
2
piσζ0
 (6.42)
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Die Varianz σ ergibt sich direkt aus der Winkelabtastung des Fourier-Raumes nach
(6.38) und Ω nach (6.42):
2pi
Nϕ
= 2arctan

√
ln 2
2
piσζ0
 ⇔ σ = 1
ζ0pi tan
(
pi
Nϕ
)√ ln 2
2
(6.43)
Wird σ in (6.40) eingesetzt, so ist aus der Halbwertsbreite der Verha¨ltniswert τ durch
Betrachtung des Filters mit der niedrigsten Frequenz zu berechnen:
ζ00 = 2
B
2 ⇔ τ = 3 tan
(
pi
Nϕ
)
(6.44)
Die Bezeichnung Gabor-Wavelet fu¨r derart definierte Filter hat sich wegen ih-
rer Na¨he zur Wavelet-Transformation durchgesetzt. Bei der Wavelet-Transformation
wird ein Bild mit Hilfe von verschobenen und skalierten Versionen einer Grundfunk-
tion (Mother-Wavelet) zerlegt. Je nach Anwendung werden an die Grundfunktion
verschiedene Anforderungen wie Orthogonalita¨t oder endliche Ausdehnung gestellt.
Sie wird in vielen Anwendungsgebieten von der Gesichtserkennung [Gar00], der Bild-
kompression [Wel99] bis hin zur Texturanalyse eingesetzt [Jin98, Hye99, Shi00].
In der Terminologie der Wavelet-Transformation handelt es sich bei Gζ00,0 (u, v)
um das Mother-Wavelet. Ein ganz a¨hnliches Wavelet wurde in den 80er Jahren von
Morlet definiert [Dau92]. Die Translation dieser Grundfunktion erfolgt in Oktaven
auf der ζ-Achse. Eine gleichzeitige Skalierung in Abha¨ngigkeit von der Zentralfrequenz
ergibt sich aus der Definition von σ (6.43). Hier geht ζ0 in den Nenner ein, so dass fu¨r
niedrige Frequenzen eine große, fu¨r hohe Frequenzen eine kleine Standardabweichung
generiert wird. Eine kleine Standardabweichung fu¨hrt zu einem schmalen Filter im
Ortsraum. Abbildung 6.10 zeigt Beispiele von Gabor-Wavelets im Ortsfrequenzraum
verschiedener Orientierung und Zentralfrequenz und visualisiert die Skalierungseigen-
schaft der Filter.
Gabor-Wavelets sind wegen ihrer U¨berschneidung im Ortsfrequenzraum nicht or-
thogonal. Im Gegensatz zur Bildkompression, die eine bestmo¨gliche Rekonstruktion
100
x
0-100 100
-100
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Ω
Abb. 6.9: Skizze zur Beschreibung von Lage und
Form eines Gabor-Wavelets im Ortsfrequenzraum. (u0, v0)
gibt die Position des Zentrums mit den Polarkoordinaten
(ζ0, ϕ0) an, Ω bezeichnet den Halbwertswinkel.
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Abb. 6.10: Beispiele fu¨r Gabor-Wavelets mit Nζ = 8 und Nϕ = 4. Die Filtergo¨ße wird
adaptiv an die Zentralfrequenz ζ0 angepasst. Links: Gζ05,ϕ00 , Mitte: Gζ06,ϕ01 , rechts: Gζ07,ϕ02 .
des Originals bei minimaler Redundanz zum Ziel hat, fu¨hrt aber eine begrenzte Red-
undanz in der Texturanalyse zu robusteren Merkmalen [Ran94, Ran99]. Desweiteren
sind Gabor-Filter prinzipiell unendlich ausgedehnt, so dass die praktische Anwendung
auf einem endlichen Filterausschnitt basiert. Allerdings fa¨llt die Gauß-Funktion vom
Zentrum sehr schnell ab, so dass der Fehler hieraus vernachla¨ssigbar ist [Bov90].
Vergleichende Analysen zwischen Gabor-Wavelets und anderen bekannten Wave-
lets z.B. von Daubechies [Dau92] haben teilweise a¨hnliche Ergebnisse [Lai93], meist
aber Vorteile der Gabor-Wavelets ergeben [Wou98, Ran99].
Log-polare Gabor-Filter
Wie die Gabor-Wavelets basieren auch log-polare Gabor-Filter auf der polaren De-
finition der Gabor-Transformation nach (6.36). Statt einer frequenzabha¨ngigen De-
finition der Filterbreite, gegeben durch σ (6.43), auf einer linearen Skala ζ, erfolgt
die Anpassung von σ an die Zentralfrequenz durch Verwendung einer logarithmischen
Skala. Durch Transformation von u und v in ihre Polarkoordinaten (ζ, ϕ) wird dazu
(6.36) so umgeformt, dass die winkelabha¨ngigen und die frequenzabha¨ngigen Terme
innerhalb der Exponentialfunktion separiert werden:
Gζ0,ϕ0 (u, v) = e
−2pi2σ2
[
(ζ−ζ0)
2
τ2+(ζ sinϕ cosϕ0−ζ sinϕ0 cosϕ)
2
]
= e
−2pi2σ2
[
(ζ−ζ0)
2
τ2+(ζ sin(ϕ−ϕ0))
2
]
(6.45)
Aus (6.45) ergibt sich dann der log-polare Gabor-Filter durch Logarithmierung der
ζ-Achse:
Gζ0,ϕ0 (ζ, ϕ) = e
−2pi2σ2[(ln(ζ)−ln(ζ0))2τ2+(ln(ζ) sin(ϕ−ϕ0))2] (6.46)
Wie bei den Gabor-Wavelets muss die niedrigste Zentralfrequenz ζ00 und die Zahl
Nϕ der Winkelabtastungen auf dem Einheitskreis festgelegt werden. Die Logarith-
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mierung der ζ-Achse erfolgt durch die Neudefinition der U¨bertragungsfunktion des
Filters (6.46), so dass die Berechnungsvorschrift der log-polaren Gabor-Filter denen
der polaren in (6.38) entspricht.
Die Halbwertsbreite B log-polarer Gabor-Filter ist allerdings neu zu bestimmen.
Wie im vorangegangenen Abschnitt wird sie u¨ber die Berechnung der Beru¨hrungs-
punkte ζ˜1,2 der Niveaulinien ζ-benachbarter Filter ermittelt:
Gζ0,0
(
ζ˜, 0
)
=
1
2
⇔ ζ˜1,2 = e
1
piστ
(
piστ ln(ζ0)±
√
ln 2
2
)
(6.47)
Aus (6.47) ergibt sich B durch:
B = log2
(
ζ˜1
)
− log2
(
ζ˜2
)
=
2
piστ ln 2
√
ln 2
2
(6.48)
Da die Definition der U¨bertragungsfunktion log-polarer Gabor-Filter in (6.46) aus-
schließlich unter Verwendung von Polarkoordinaten erfolgt, ist es nun auch mo¨glich,
die Tangentialpunkte ϕ˜1,2 im Winkelmaß zu bestimmen:
Gζ0,0
(
ζ0, ϕ˜
)
=
1
2
(6.49)
Einsetzen der Gabor-Filterfunktion nach (6.46) und Logarithmieren beider Seiten in
(6.49) fu¨hrt zu:
2pi2σ2
(
ln (ζ0) sin (ϕ˜− ϕ0)
)2
= ln 2
⇔ sin (ϕ˜1,2 − ϕ0) = ± 1piσ log2(ζ0)
√
ln 2
2
⇔ ϕ˜1,2 = ± arcsin
(
1
piσ log2(ζ0)
√
ln 2
2
)
+ ϕ0
(6.50)
Aus ϕ˜1,2 ist dann der Halbwertswinkel Ω zu errechnen:
Ω = ϕ˜1 − ϕ˜2 = 2arcsin
(
1
piσ log2 (ζ0)
√
ln 2
2
)
(6.51)
Mit Hilfe von Ω ist nun der Parameter σ festgelegt:
2pi
Nϕ
= 2arcsin
(
1
piσ ln (ζ0)
√
ln 2
2
)
⇔ σ = 1
ln (ζ0)pi sin
(
pi
Nϕ
)√ ln 2
2
(6.52)
Schließlich ist aus σ nach (6.52), B nach (6.48) und der Berechnungsvorschrift log-
polarer Gabor-Filter (6.38) der Verha¨ltniswert τ zu berechnen:
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B = log2
(
ζ0(i+1)
)− log2 (ζ0i)
⇔ 1piστ ln 2
√
ln 2
2 = 1
⇔ τ = 2 ln(ζ0) sin
(
pi
Nϕ
)
ln 2
√
ln 2
2
(6.53)
Nach (6.52) ist der Parameter σ der log-polaren Gabor-Filter ebenso von ζ0 abha¨ngig
wie σ der Gabor-Wavelets in (6.43). Allerdings wird σ fu¨r den ersten Term inner-
halb der Exponentialfunktion (6.46) durch die zusa¨tzliche Abha¨ngigkeit von τ wieder
aufgehoben. Die den log-polaren Gabor-Filtern ebenfalls eigene Skalierungsfa¨higkeit
wird somit vorwiegend durch die Logarithmierung der ζ-Achse erreicht.
Die Logarithmierung wirkt sich also nicht nur auf die Position der Filter aus, son-
dern auch auf ihre Form. Im Gegensatz zu den Gabor-Wavelets, die sich symmetrisch
bezu¨glich ihrer Hauptachsen darstellen, weisen die log-polaren Gabor-Filter eine Ver-
schiebung des Maximums vom Schwerpunkt in Richtung niedriger Frequenzen und
einer ”abgeflachten“ niederfrequenten Seite. Die Winkelnotation der Ortsfrequenzko-
ordinaten fu¨hrt zu einer leichten Kru¨mmung der Filter, die zu einer polaren Abtastung
des Fourier-Raumes fu¨hrt. Abbildung 6.11 zeigt Beispiele log-polarer Gabor-Filter.
Die unterschiedliche U¨berdeckung des Ortsfrequenzraumes mit Hilfe der a¨quidi-
stanten Gabor-Filter sowie der hier pra¨sentierten Gabor-Wavelets und log-polaren
Gabor-Filter wird in Abbildung 6.12 verdeutlicht. Die obere Zeile zeigt die Sum-
me der U¨bertragungsfunktionen der verschiedenen Filterarten fu¨r eine Ha¨lfte des
Fourier-Raumes. Dabei wurden fu¨r die a¨quidistanten Gabor-Filter acht Filter jeweils
fu¨r die horizontale und vertikale Frequenzachse generiert, fu¨r die Gabor-Wavelets
und log-polaren Gabor-Filter einheitlich vier Orientierungen und acht Positionen auf
der ζ-Achse. Allerdings werden zur besseren U¨bersicht nur die vier hochfrequenten
Filter gezeigt. In allen Fa¨llen kommt es nicht zu einer vollsta¨ndig gleichma¨ßigen U¨ber-
deckung. Vielmehr sind Grenzen der Filter zu erkennen, die sich durch die Form der
Abb. 6.11: Beispiele log-polarer Gabor-Filter fu¨r Nζ = 8 und Nϕ = 4. Durch die lo-
garithmische Skala wird wie bei Gabor-Wavelets die Filtergro¨ße an die Zentralfrequenz ζ0
angepasst. Links: Gζ05,ϕ00 , Mitte: Gζ06,ϕ01 , rechts: Gζ07,ϕ02 .
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Gauß-Funktion ergeben. Die Beru¨hrung der Filter an der Stelle ihrer jeweiligen Halb-
wertsbreite bzw. ihres Halbwertswinkels fu¨hrt nicht dazu, dass die Summe zweier
benachbarter Filter an jeder Stelle mit Eins gerade das Maximum eines Einzelfilters
ergibt. Die untere Zeile der Abbildung 6.12 visualisiert die Niveaulinien der Filter
zum Niveau 0,5. Dabei wird neben der fehlenden Skalierungseigenschaft a¨quidistan-
ter Gabor-Filter der Unterschied zwischen Gabor-Wavelets und log-polaren Gabor-
Filtern in Bezug auf ihre Symmetrieeigenschaften deutlich.
Seit Anfang der 90er Jahre haben sich Gabor-Wavelets als Standard zur Erzeu-
gung von Filterba¨nken mit Gabor-Filtern gegen die a¨quidistanten Gabor-Filter, denen
die Anpassungsfa¨higkeit der Filtergro¨sse an die zu messende Frequenz fehlt, durch-
gesetzt. Erst in ju¨ngster Zeit kommen log-polare Gabor-Filter mit a¨hnlichen Eigen-
schaften hinzu. Im Rahmen der experimentellen Evaluation der Farbtexturmerkmale
auf Basis von Gabor-Filtern werden beide Konzepte analysiert.
0-100 100
-100
100
v
u
0-100 100
-100
100
v
u
0-100 100
-100
100
v
u
(a) (b) (c)
Abb. 6.12: Designvarianten einer Gabor-Filterbank: a¨quidistante Gabor-Filter (a), Gabor-
Wavelets (b) und log-polare Gabor-Filter (c). Die obere Zeile zeigt die Summierung der ein-
zelnen Filter im Ortsfrequenzraum, die untere Zeile verdeutlicht die Lage der Niveaulinien
zum Niveau 0,5. Vorteil der Gabor-Wavelets und der log-polaren Gabor-Filter gegenu¨ber den
a¨quidistanten Gabor-Filtern ist ihre Skalierungsfa¨higkeit.
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6.3 Texturmerkmale durch Gabor-Filterung
Zur Modellierung und spa¨teren Klassifikation der Texturinformation mittels Gabor-
Filterba¨nken werden nicht die Gabor-Koeffizienten direkt eingesetzt, da die vollsta¨ndi-
ge Betrachtung des transformierten Ortsraumes redundant und die Dimensionalita¨t
des Merkmalsraums zur Klassifikation zu groß ist. So entstehen fu¨r das Beispiel eines
Bildes der Gro¨ße 256×256, das mit Hilfe einer Gabor-Filterbank aus (Nζ , Nϕ) = (3, 4)
Filtern transformiert wird, genau 786.432 komplexe Gabor-Koeffizienten.
Die Texturmerkmale aus komplexen Gabor-Koeffizienten basieren auf der loka-
len Amplitude GAζ0,ϕ0 nach (6.34) und lokalen Phase GΦζ0,ϕ0 nach (6.35). Innerhalb
dieser Arbeit wird neben reinen Energiemaßen auch eine Textur- und Skalenmodel-
lierung der Gabor-Amplituden zur Charakterisierung der Information aus der Gabor-
Transformation eingesetzt. Im einzelnen werden folgende Ansa¨tze zur Merkmalsex-
traktion aus Gabor-Koeffizienten untersucht:
• Energie der lokalen Amplitude
• Textur der lokalen Amplitude
• Skalenverhalten der lokalen Amplitude
• Energie der lokalen Phase
U¨ber diese zur Analyse von Grauwerttexturen geeigneten Methoden hinaus werden
in Kapitel 6.4 spezielle Merkmale zur Farbtexturanalyse vorgestellt.
6.3.1 Energie der lokalen Amplitude
Die lokale Frequenzinformation aus der Gabor-Filterung geht vorwiegend in Form der
Energiemessung des durch die U¨bertragungsfunktion des Filters abgedeckten Bereichs
des Ortsfrequenzraumes in die Klassifikation ein. Der Energiebegriff ist mit (5.2)
bereits im Rahmen der Statistiken erster Ordnung eingefu¨hrt worden. Analog ergibt
sich die Energie eng
(
GAζ0,ϕ0
)
eines Bildes f(m,n), das mit dem Gabor-Filter gζ0,ϕ0
gefiltert worden ist:
eng
(
GAζ0,ϕ0
)
=
M−1∑
m=0
N−1∑
n=0
(
|f(m,n) ∗ gζ0,ϕ0(m,n)|
)2
=
M−1∑
m=0
N−1∑
n=0
(
GAζ0,ϕ0(m,n)
)2
(6.54)
Nach dem Parseval-Theorem kann die Energie eines Bildes sowohl im Orts- als auch
im Ortsfrequenzraum berechnet werden [Lue99]. Hier bezieht sich die Berechnung
allerdings auf den Ortsraum der Gabor-Koeffizienten, weil damit Teilbereiche eines
Bildes von der Texturanalyse ausgenommen werden ko¨nnen. Insgesamt ergibt sich
fu¨r jeden Parametersatz (ζ0, ϕ0) der Gabor-Filterbank ein Energiewert. Die Dimen-
sion des zusammengesetzten Merkmalsvektors richtet sich damit nach der Zahl der
Orientierungen und Skalen der Filter der Gabor-Filterbank: Nζ ·Nϕ. Ein solcher Vek-
tor aus Energiemerkmalen ist rotationsvariant. Analog zu den rotationsinvarianten
Merkmalen der CM (Kap. 5.2.1) werden die Energiemaße bezu¨glich festem ζ0 u¨ber
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ϕ0 gemittelt. Mit Mittelwert µ
(
eng(GAζ0)
)
und Varianz σ
(
eng(GAζ0)
)
werden 2 ·Nζ
rotationsinvariante Energiemerkmale der lokalen Amplitude gewonnen:
µ
(
eng
(
GAζ0
))
=
1
Nϕ
∑
ϕ0
eng
(
GAζ0,ϕ0
)
(6.55)
σ
(
eng
(
GAζ0
))
=
1
Nϕ − 1
∑
ϕ0
(
eng
(
GAζ0,ϕ0
)
− µ
(
eng
(
GAζ0
)))2
(6.56)
Die ausschließliche Nutzung des Energiemerkmals einer Gabor-Filterung reduziert die
Transformation damit auf die mit translatierten Gauß-Funktionen gewichtete Sum-
mierung des Amplitudenspektrums eines Bildes.
6.3.2 Textur der lokalen Amplitude
Zusa¨tzlich zur Energie als reiner Frequenzinformation, bei der der ra¨umliche Aspekt
des Orts/Ortsfrequenzraumes außer Acht gelassen wird, kann die Verteilung der
Gabor-Koeffizienten als weiteres Kriterium zur Differenzierung verschiedener Textu-
ren dienen. In Kapitel 5 wurden CM zur statistischen Modellierung einer ra¨umlichen
Werteverteilung vorgestellt, die auch zur Beschreibung von Gabor-Koeffizienten her-
angezogen werden ko¨nnen. Der durch die Gabor-Filterbank aufgespannte Orts/Orts-
frequenzraum wird dazu in Ebenen unterteilt, die durch Faltung des Bildes mit jeweils
einem Filter generiert werden. Cooccurrence-Matrizen bezu¨glich der lokalen Ampli-
tuden dieser Gabor-Ebenen (Amplituden-CM) stellen statistische Merkmale zweiter
Ordnung zum Auftreten der Gabor-Koeffizienten im Ortsraum dar. Neben den Ener-
giemerkmalen als rein signaltheortischer Texturanalyse mit Gabor-Filtern, kommt
es durch den Einsatz von Amplituden-CM zu einer Kombination von signaltheo-
retischen und statistischen Texturmerkmalen. Wa¨hrend die Texturmodellierung der
lokalen Amplitude fu¨r Gabor-Koeffizienten in dieser Arbeit erstmalig verwendet wird,
ist ein a¨hnlicher Ansatz zur Modellierung von Wavelet-Koeffizienten in [Por99a] und
[Wou99a] vorgeschlagen worden.
Zur Bestimmung der CM wird eine endliche und diskrete Wertemenge vorausge-
setzt, so dass die reellen GAζ0,ϕ0(m,n) auf die Wertemenge W = {0, . . . ,W − 1} mit
W = 16 innerhalb des Intervalls [Amin, Amax] quantisiert werden. Die Bestimmung
des Amplitudenminimums Amin und -maximums Amax ist bildspezifisch und bezieht
sich somit auf alle Gabor-Ebenen gleichzeitig:
Amin = min
0 < i ≤ Nζ
0 < j ≤ Nϕ
m,n
{
Aζ0i,ϕ0j (m,n)
}
Amax = max
0 < i ≤ Nζ
0 < j ≤ Nϕ
m,n
{
Aζ0i,ϕ0j (m,n)
}
(6.57)
Die Quantisierung wird mit dem in Kapitel 2.2 eingefu¨hrten Quantisierungsoperator
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Q (2.2) kenntlich gemacht:
QAζ0,ϕ0(m,n) =
Aζ0,ϕ0(m,n)−Amin
Amax
· (W − 1) (6.58)
Gerade fu¨r hohe Zentralfrequenzen, die fu¨r die Texturanalyse bedeutsam sind, stellt
die Gabor-Filterung fu¨r Filter mit hoher Zentralfrequenz einen Hochpass und somit
eine Art gerichteten Kantenfilter in mehreren Skalen dar [Bar99, Ang00]. In der Rich-
tung des Kantenfilters sind Kanten schmale, grata¨hnliche Strukturen. Deshalb ist die
Blickrichtung orthogonal zur Richtung des Kantenfilters entscheidend. Dabei geht
insbesondere die La¨nge der Kante ein, also die Wahrscheinlichkeit, dass der Nachbar
eines Kantenpixels wieder ein Kantenpixel ist [Dav79, Dye80]. Es werden somit nur
solche Winkelindizes in der Menge % betrachtet, fu¨r die gilt:
% =
{
%′, (%′ + 4) mod 8
∣∣∣ pi
8
(2%′ − 1) ≤ ϕ0 + pi2 ≤
pi
8
(2%′ + 1)
}
fu¨r %′ ∈ {0, 1, . . . , 7}
(6.59)
Damit wird die zum Filter gζ0,ϕ0 geho¨rige Amplituden-CM AC
ζ0,ϕ0
d definiert durch:
ACζ0,ϕ0d (w1, w2) :=
1∑
%∈% 1
∑
%∈%
ACζ0,ϕ0d,% (w1, w2) (6.60)
mit:
ACζ0,ϕ0d,% (w1, w2)
= P
(
QAζ0,ϕ0(p1) = w1 ∧ QAζ0,ϕ0(p2) = w2
∣∣ d = D (p1 − p2) , % = ∠ (p1 − p2))
und D nach (5.10) sowie ∠ nach (5.11). BeiNζ Zentralfrequenzen undNϕ Orientierun-
gen der Filter in der Gabor-Filterbank ergeben sich Nζ ·Nϕ Matrizen. Trotz der Re-
duktion des Wertebereichs und damit auch der Gro¨ße der einzelnen CM, wa¨chst schon
wegen der großen Zahl der Matrizen selbst die Datenmenge stark an. Deshalb wer-
den die acht Haralick-Maße (5.15)–(5.22) zur Datenreduktion verwendet. Allerdings
fu¨hrt die einfache Konkatenation der Merkmale wegen der Orientierungsselektivita¨t
der Gabor-Filterung zur Richtungsabha¨ngigkeit des Merkmalsvektors. Unabha¨ngig-
keit von der Orientierung des Bildes wird analog zur Amplitudenenergie nach (6.55)
und (6.56) durch Zusammenfassung der Merkmale zu Matrizen gleicher Zentralfre-
quenz, aber unterschiedlicher Richtung erreicht. Zur spa¨teren Klassifikation werden
nur noch Mittelwert und Varianz der Merkmale herangezogen.
6.3.3 Skalenverhalten der lokalen Amplitude
Sowohl die Amplitudenenergie nach (6.54) als auch die Amplituden-CM nach (6.60)
bewegen sich zur Berechnung der einzelnen Texturmerkmale jeweils getrennt auf
den Ebenen, die durch filterspezifische Gabor-Koeffizienten gebildet werden. Dabei
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wird die Multiskaleneigenschaft des Orts/Ortsfrequenzraumes nur unzureichend ab-
gebildet. Die Multiskaleneigenschaft spiegelt sich insbesondere darin wider, dass bei
konstanter Orientierung eines Filters einige Koeffizienten u¨ber mehrere Skalen erhal-
ten bleiben, wa¨hrend andere verschwinden. Die Beobachtung der Gabor-Koeffizienten
u¨ber mehrere Skalen hinweg kann ein wichtiges Unterscheidungsmerkmal verschiede-
ner Texturen sein. Sie wird z.B. von Angel et al. zur Trennung von innerer Textur
und Außenkanten bei elektronenmikroskopischen Aufnahmen von Insekten verwendet
[Ang00]. Fu¨r das verwandte Gebiet der Wavelet-Transformation gibt es erste Ansa¨tze
zur statistischen Modellierung des Multiskalenverhaltens. Baraniuk berichtet von
guten Ergebnissen mit einer statistischen Baumstruktur, deren A¨ste mit Hilfe einer
reduzierten Form eines Markov-Random-Fields beschrieben werden [Bar99]. Trotz
einiger Vereinfachungen bereitet dabei allerdings die große Zahl zu scha¨tzender Pa-
rameter noch Probleme.
In [Pal99], [Met00] und [Met02] sind erste Erfahrungen mit der Modellierung
von Multiskalenra¨umen durch CM gemacht worden. In der Notation aus Kapitel 5
handelt es sich dabei um mehrkanalige Matrizen mit d = 0, die jeweils auf das
Originalbild und ein Filterergebnis, z.B. mit einem Gauß- oder einem morphologischen
Filter, angewendet werden. Dieses Konzept wird hier auf die Amplituden von Gabor-
Koeffizienten u¨bertragen.
Skalenu¨bergreifende Merkmale ergeben sich aus den quantisierten Gabor-Ampli-
tuden fu¨r Filter steigender Zentralfrequenz ζ0i bezu¨glich der kleinsten Zentralfrequenz
ζ00 bei fester Orientierung ϕ0. Die Skalen-CM SC
ζ0i,ϕ0
0 (w1, w2) entspricht dann der
Wahrscheinlichkeit, dass sich ein Amplitudenwert w1 zum Filter gζ00,ϕ0 an einer Ko-
ordinatenposition p1 bei Filterung des Bildes mit gζ0i,ϕ0 an derselben Position zu w2
vera¨ndert:
SCζ0i,ϕ00 (w1, w2) = P
(
QAζ00,ϕ0(p1) = w1 ∧ QAζ0i,ϕ0(p2) = w2
∣∣ p1 = p2, i > 0)
(6.61)
Insgesamt ergeben sich Nϕ · (Nζ − 1) Skalen-CM. Statt der Matrizen selbst werden
auch hier die Haralick-Maße nach (5.15)–(5.22) ausgewertet. Analog zur Amplitu-
denenergie nach (6.55) und (6.56) werden Mittelwert und Varianz der Haralick-Maße
von Skalen-CM verschiedener Orientierung und gleicher Zentralfrequenz ζ0i zu einem
Merkmalsvektor der Dimension 16 · (Nζ − 1) verknu¨pft.
6.3.4 Energie der lokalen Phase
Die bisherigen Merkmale stu¨tzen sich ausschließlich auf die lokale Amplitude. Die
lokale Phase GΦζ0,ϕ0 selbst ist als charakteristisches Texturmerkmal ungeeignet, da
neben der Rotations- auch die Translationsinvarianz ein unverzichtbares Kriterium
der Texturklassifikation darstellt. Allerdings ko¨nnen Phasenwechsel texturcharakte-
ristisch sein und als weiteres Merkmal herangezogen werden. Phasenwechsel werden
vor allem zur Textursegmentierung verwendet, weil an der Grenzlinie zwischen zwei
unterschiedlichen Texturen ein Phasenwechsel erwartet werden kann [Bov90].
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Die Detektion eines Phasenwechsels fu¨r GΦζ0,ϕ0 nach (6.35) ist problematisch, weil
sich aus den Eigenschaften des Arkustangens zwangsla¨ufig Unstetigkeiten im Pha-
sensignal ergeben. Der Wertebereich des Arkustangens ist auf das Intervall
]−pi2 , pi2 [
beschra¨nkt, so dass bei pi2 und −pi2 Spru¨nge im Phasensignal entstehen. Abbildung
6.13 (links) zeigt ein Bild, das aus zwei vertikalen Sinusfunktionen zusammengesetzt
ist. In der Bildmitte sind die Funktionen unstetig verbunden. Das Phasensignal nach
(6.35) der Gabor-Koeffizienten eines entsprechend abgestimmten Gabor-Filters zeigt
regelma¨ßige Diskontinuita¨ten (Abb. 6.13, Mitte). Um texturbedingte Phasenwechsel
von solchen funktionsbedingten Unstetigkeiten unterscheiden zu ko¨nnen, wird nicht
der Gradient des Phasensignals selbst bestimmt, sondern u¨ber die Richtungsablei-
tungen des Real- und Imagina¨rteils zusammengesetzt [Bov90, Jae97]. Die Richtung
der Ableitung entspricht der Orientierung ϕ0 des Gabor-Filters. Mit dem Richtungs-
vektor r = (cosϕ0, sinϕ0)
tr ∈ R2 ergibt sich dann der Phasengradient ∂GΦζ0,ϕ0∂r unter
Anwendung der Sa¨tze u¨ber differenzierbare Funktionen zu:
∂GΦζ0,ϕ0
∂r
=
∂
∂r
arctan
 I
(
GFζ0,ϕ0
)
R
(
GFζ0,ϕ0
)

=
∂R(GFζ0,ϕ0)
∂r I
(
GFζ0,ϕ0
)
− ∂I(
GFζ0,ϕ0)
∂r R
(
GFζ0,ϕ0
)
R
(
GFζ0,ϕ0
)2
+ I
(
GFζ0,ϕ0
)2 (6.62)
Die Richtungsableitung nach (6.62) kann in der diskreten Pixelebene bekanntlich
durch einen Differenzenfilter [Jae97] realisiert werden. Wir schließen uns dem hier an.
Die Position des Phasenwechsels ergibt sich aus den lokalen Maxima von ∂
GΦζ0,ϕ0
∂r .
Abbildung 6.13 (rechts) zeigt die lokalen Maxima der vertikalen Richtungsableitung
nach (6.62). Die Unstetigkeitslinie zwischen beiden Schwingungen wird detektiert.
Abb. 6.13: Links: unstetig verknu¨pfte Sinusfunktionen, Mitte: GΦζ0,ϕ0 mit ζ0 = 2
√
2 und
ϕ0 = pi2 , rechts: lokale Maxima des Phasengradienten.
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Als phasenbasiertes Texturmerkmal wird die Energie der lokalen Maxima des Pha-
senkantenbildes eingesetzt. Darin kommt die Ha¨ufigkeit von Phasenwechseln in einer
Textur zum Ausdruck. Wie die Amplitudenenergie in (6.55) und (6.56) wird auch die
Phasenenergie eng(GΦζ0,ϕ0) durch Bestimmung von Mittelwert und Varianz u¨ber die
Energiewerte der Ebenen bei festem ζ0 zur Klassifikation rotationsinvariant verwen-
det. Damit ergeben sich 2 ·Nζ Merkmale.
6.4 Gabor-Filter fu¨r Farbbilder
Die Ansa¨tze zur Adaption der Gabor-Transformation vom Grauwert- auf den Farb-
bereich orientieren sich an den Varianten zur DFT auf Farbbildern (Kap. 6.1.2). Die
vektorielle chromatische DFT (VCDFT) bildet die Grundlage der vektoriellen Gabor-
Filterung des RGB-Farbraumes, bei der die einzelnen Farbkana¨le als Grauwertbil-
der interpretiert werden. Deshalb ist eine direkte U¨bertragung der grauwertbasierten
Texturmerkmale (Kap. 6.3) auf Farbtexturen mo¨glich. Aus den einkanaligen Gabor-
Koeffizienten lassen sich mehrkanalige Korrelationsmerkmale ableiten. Der LRzIz-
Farbraum erlaubt die Anwendung der komplexen chromatischen DFT (KCDFT), bei
der die beiden helligkeitsunabha¨ngigen Farbkana¨le gleichzeitig transformiert werden.
Der Verlust der hermiteschen Symmetrie des Frequenzraumes erfordert die Adap-
tion der Gabor-Filter. Die resultierenden Gabor-Koeffizienten sind dann mit Hilfe
der grauwertbasierten Texturmerkmale zu beschreiben.
6.4.1 Gabor-Filter im RGB-Farbraum
Die VCDFT nach (6.15) unterteilt ein Farbbild f in K Kana¨le fk und transformiert
jeden Kanal getrennt. Analog dazu erfolgt auch die Gabor-Transformation von f
auf jedem Kanal getrennt. Wie bei der skalaren Gabor-Transformation nach (6.31)
entstehen damit die Gabor-Koeffizienten GF kζ0,ϕ0 zum Kanal k durch inverse DFT:
GF kζ0,ϕ0(m,n) = F−1
(
Fk(u, v) ·Gζ0,ϕ0(u, v)
)
(6.63)
mit Fk(u, v) nach (6.15) und Gζ0,ϕ0(u, v) nach (6.36) fu¨r Gabor-Wavelets. Fu¨r log-
polare Gabor-Filter nach (6.46) gilt (6.63) analog. Aus GF kζ0,ϕ0 ergibt sich analog zu
(6.34) die kanalspezifische lokale Amplitude GAkζ0,ϕ0 und analog zu (6.35) die kanalspe-
zifische lokale Phase GΦkζ0,ϕ0 . Die kanalspezifische Gabor-Transformation geho¨rt nach
der Gliederung in Kapitel 3.2 zu den einkanaligen integrativen Farbtexturkonzepten.
Abbildung 6.14 stellt zu Bild 1 die kanalspezifischen Gabor-Amplituden eines hori-
zontalen und eines vertikalen Filters fu¨r die Kana¨le R, G und B gegenu¨ber. Aufgrund
der Richtungsselektivita¨t werden insbesondere die markanten Fugen der Mauer in der
jeweiligen Richtung extrahiert.
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(a) (b) (c)
Abb. 6.14: Gabor-Amplituden zum Bild 1. Obere Zeile, (a) GAR
6
√
2,0
, (b) GAG
6
√
2,0
, (c)
GAB
6
√
2,0
. Untere Zeile, (a) GAR
5
√
2,0
, (b) GAG
5
√
2,0
, (c) GAB
5
√
2,0
.
Die lokalen Amplituden des Rot-, Gru¨n- und Blaukanals unterscheiden sich bei einem Filter
mit kleinem, auf niedrige Frequenzen abgestimmten ζ0 sichtbar (unten). Dagegen sind bei
großem ζ0 und hohen Frequenzen durch die in allen Kana¨len dominanten Mauerfugen kaum
Unterschiede auszumachen (oben).
Einkanalige Texturmerkmale
Der Vorteil der kanalspezifischen Gabor-Transformation liegt in der direkten U¨ber-
tragbarkeit der Gabor-Texturmerkmale des Grauwertbereichs. Allerdings ist bislang
nur die Amplitudenenergie zur Texturklassifikation eingesetzt worden, mit der ge-
genu¨ber der Amplitudenenergie der korrespondierenden Grauwertbilder eine Ergeb-
nisverbesserung erzielt worden ist [Set99]. In dieser Arbeit werden neben der Ampli-
tudenenergie alle in Kapitel 6.3 vorgestellten Texturmerkmale in die Untersuchung
einbezogen. Dabei erho¨ht sich die Zahl der Merkmale gegenu¨ber der Transformation
eines Grauwertbildes um den Faktor K.
6.4 Gabor-Filter fu¨r Farbbilder 99
Mehrkanalige Texturmerkmale
Neben den einkanaligen Texturmerkmalen als direkte Adaption aus der Grauwerttex-
turanalyse sind auch bei der Gabor-Transformation mehrkanalige Texturmerkmale
denkbar. Sie wurden in Form von mehrkanaliger Korrelation von Jain et al. vorgestellt
und u¨ber die Na¨he zum menschlichen visuellen Apparat und die Gegenfarbentheorie
(Abschn. 2.3.2) motiviert [Jai98]. A¨hnliche Korrelationsmerkmale wurden spa¨ter von
Wouver et al., allerdings ohne Motivation u¨ber die Gegenfarbentheorie, auch fu¨r
Wavelet-Koeffizienten eingesetzt [Wou99a]. Unabha¨ngig davon sind in dieser Arbeit
mehrkanalige Texturmerkmale auch fu¨r den Bereich der statistischen Texturanalyse
mit CM entwickelt und erfolgreich zur Klassifikation eingesetzt worden.
Nach [Jai98] la¨sst sich das Konzept der rezeptiven Felder (Abschn. 2.3.2) auf die
Gabor-Transformation u¨bertragen. Dabei wird eine Analogie zwischen der Gabor-
Filterung und der Signalmessung in der Retina gebildet, die als Verbindung von ma-
schinellem und menschlichem Sehen inzwischen allgemein anerkannt ist [Sme00a].
Die rezeptiven Felder sind mehrkanalig, so dass die GAk1ζ0i,ϕ0 des Kanals k1 die Rolle
des Off-Zentrums einnehmen, wa¨hrend die GAk2ζ0i′ ,ϕ0 des Kanals k2 als Umfeld hem-
mend wirken. Die mathematische Umsetzung eines solchen rezeptiven Feldes erfolgt
als Energiemaß aus der Differenz der Gabor-Amplituden des Zentrums und des Um-
feldes. Da die Amplituden proportional zur Energie der jeweiligen Gabor-Ebene sind,
erfolgt eine Normierung bezu¨glich eng
(
GAk1ζ0i,ϕ0
)
oder eng
(
GAk2ζ0i′,ϕ0
)
nach (6.54) um
ihre Vergleichbarkeit zu sichern:
c˜or
(
GAk1,k2ζ0i,ζ0i′ ,ϕ0
)
=
M−1∑
m=0
N−1∑
n=0
GAk1ζ0i,ϕ0 (m,n)
eng
(
GAk1ζ0i,ϕ0
) − GAk2ζ0i′ ,ϕ0 (m,n)
eng
(
GAk2ζ0i′ ,ϕ0
)
2
=
∑
m
∑
n
(
GAk1ζ0i,ϕ0 (m,n)
)2
eng
(
GAk1ζ0i,ϕ0
) + ∑m∑n
(
GAk2ζ0i′ ,ϕ0 (m,n)
)2
eng
(
GAk2ζ0i′ ,ϕ0
)
−2
M−1∑
m=0
N−1∑
n=0
GAk1ζ0i,ϕ0 (m,n) · GA
k2
ζ0i′ ,ϕ0
(m,n)
eng
(
GAk1ζ0i,ϕ0
)
· eng
(
GAk2ζ0i′ ,ϕ0
)
= 2− 2
M−1∑
m=0
N−1∑
n=0
GAk1ζ0i,ϕ0 (m,n) · GA
k2
ζ0i′ ,ϕ0
(m,n)
eng
(
GAk1ζ0i,ϕ0
)
· eng
(
GAk2ζ0i′ ,ϕ0
) (6.64)
Ohne den zur Klassifikation redundanten konstanten Summanden und die Skalierung
in (6.64) ergeben sich die Korrelationsmerkmale zu k1 und k2, k1 6= k2, aus:
cor
(
GAk1,k2ζ0i,ζ0i′ ,ϕ0
)
=
M−1∑
m=0
N−1∑
n=0
GAk1ζ0i,ϕ0 (m,n) · GA
k2
ζ0i′ ,ϕ0
(m,n)
eng
(
GAk1ζ0i,ϕ0
)
· eng
(
GAk2ζ0i′,ϕ0
) (6.65)
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Aus (6.65) lassen sich u¨ber die Wahl von ζ0i′ zwei Arten von Merkmalen ablei-
ten, die fu¨r ζ0i′ = ζ0i dasselbe oder fu¨r ζ0i′ = ζ0(i+1) ein benachbartes Frequenzband
des anderen Farbkanals in Betracht ziehen. Bei einer Gabor-Filterbank mit Nζ Ska-
len und Nϕ Orientierungen und K Kana¨len ergeben sich fu¨r ζ0i′ = ζ0i insgesamt
1
2
(
K2 −K) ·Nζ ·Nϕ und fu¨r ζ0i′ = ζ0(i+1) insgesamt (K2 −K) · (Nζ − 1) ·Nϕ Merk-
male. Analog zu grauwertigen Texturmerkmalen auf Energiebasis sind diese Korrela-
tionsmerkmale rotationsvariant, da sie sich auf eine feste Orientierung ϕ0 beziehen.
Wie in (6.55) und (6.56) ist Invarianz gegen Drehung des Bildes durch Mittelwert- und
Varianzberechnung u¨ber die Filterorientierungen zu erreichen. Entsprechend reduziert
sich die Zahl der Merkmale fu¨r ζ0i′ = ζ0i auf
(
K2 −K) ·Nζ und fu¨r ζ0i′ = ζ0(i+1) auf
2 · (K2 −K) · (Nζ − 1).
6.4.2 Gabor-Filter im LRzIz-Farbraum
Wie im RGB-Farbraum ist eine vektorielle Gabor-Filterung prinzipiell auch im HSL-
bzw. LRzIz-Farbraum durchfu¨hrbar. Allerdings ist sie wie bei den CM im HSL-
Farbraum aufgrund der Polarkoordinate H problematisch. Relativ homogene Fla¨chen
im Bereich der Polarachse des H-Kanals ko¨nnen zu Farbkanten und damit zu hohen
Frequenzen im Fourier-Raum fu¨hren, die nicht aus dem Bildinhalt, sondern aus der
Besonderheit des HSL-Farbraumes herru¨hren. Abbildung 6.15 zeigt links den Orts-
frequenzraum des um − pi10 und rechts den des um pi10 rotierten H-Kanals fu¨r Bild 1
(Abb. 5.6, Mitte). Bei einer Rotation um − pi10 werden homogene Farbbereiche in Rich-
tung Polarachse verschoben, so dass es zu vielen artifiziellen Farbkanten kommt. Die
Rotation um denselben Betrag in entgegengesetzer Richtung hat nicht diese Wirkung.
Deshalb unterscheiden sich die korrespondierenden Gabor-Amplituden fu¨r beide Bil-
der betra¨chtlich, obwohl sie bei der Addition eines konstanten Offsets gleich sein
sollten.
Diese Probleme werden mit Hilfe der KCDFT (Abschn. 6.1.2) vermieden, die die
ada¨quate Behandlung der beiden Farbachsen S und H als Betrag und Phase einer
komplexen Zahl erlauben [Pal00, Ver00, Pal02]. Damit wird nicht nur das Problem
Abb. 6.15: Bei Gabor-
Filterung des H-Kanals
fu¨hrt ein additiver Off-
set (Rotation H-Kanal)
zu vera¨nderten Gabor-
Koeffizienten. Links:
GAH
6
√
2,0
(Offset: − pi10 )
von Bild 1 (Abb. 5.6,
Seite 53, Mitte oben),
rechts: GAH
6
√
2,0
(Offset: pi10 )
(Abb. 5.6, Mitte unten).
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der Winkelkoordinate gelo¨st, sondern auch die mangelnde Stabilita¨t in der Na¨he der
Grauwertachse beru¨cksichtigt [Key99]. Die komplexen Farben wurden in Kapitel 2.4
ausfu¨hrlich ero¨rtert. Im Gegensatz zur VCDFT analysiert die KCDFT keine rein
roten, gru¨nen oder blauen Helligkeitsschwingungen, sondern zerlegt die helligkeitsun-
abha¨ngigen Farben in Regenbogenschwingungen (Abb. 6.6).
Eine Gabor-Transformation auf Basis der KCDFT unterscheidet sich von der re-
ellen und der vektoriellen Gabor-Transformation darin, dass wegen der fehlenden
hermiteschen Symmetrie (Abb. 6.3) nicht der halbe, sondern der vollsta¨ndige Fre-
quenzraum analysiert werden muss. Da sich die Zahl der Orientierungen Nϕ einer
Gabor-Filterbank auf den halben Frequenzraum bezieht, besteht die korrespondie-
rende Filterbank auf Basis der KCDFT aus 2 ·Nζ ·Nϕ Filtern. Die Filter Gζ0,ϕ0 , die
der reellen Gabor-Transformation entsprechen, weisen positive Zentralfrequenzkoor-
dinaten (u0, v0) nach (6.21) auf und beziehen sich damit auf den oberen Bereich des
Fourier-Raumes (Abb. 6.12). Zur komplexen Gabor-Transformation werden zusa¨tzlich
die Filter Gζ0,ϕ0+pi beno¨tigt, die eine Abtastung des Fourier-Raumes mit negativen
Frequenzkoordinaten darstellen. Der wesentliche Unterschied von Gζ0,ϕ0 und Gζ0,ϕ0+pi
besteht in der Art der Regenbogenschwingung, auf die die Filter abgestimmt sind.
Wa¨hrend die Reihenfolge der Farben bei Gζ0,ϕ0 durch positive Rotation auf dem Ein-
heitskreis der komplexen Farbebene bestimmt wird, ergibt sie sich fu¨r Gζ0,ϕ0+pi durch
negative Rotation. Damit messen beide Filter qualitativ unterschiedliche Schwingun-
gen. Deshalb werden auch die resultierenden Gabor-Koeffizienten GZ1ζ0,ϕ0 zu Gζ0,ϕ0
und GZ2ζ0,ϕ0 zu Gζ0,ϕ0+pi unterschieden:
GZ1ζ0,ϕ0 = F−1KCDFT
(
Z(u, v) ·Gζ0,ϕ0(u, v)
)
GZ2ζ0,ϕ0 = F−1KCDFT
(
Z(u, v) ·Gζ0,ϕ0+pi(u, v)
)
(6.66)
Abb. 6.16: Die Gabor-Amplituden bezu¨glich der komplexen Farbebene bei Filtern un-
terschiedlicher Orientierung sind auf andere Regenbogenschwingungen abgestimmt. Links:
GAz
5
√
2,0
von Bild 1, Mitte: GAz
5
√
2,pi
, rechts: Differenzbild GAz
5
√
2,0
- GAz
5
√
2,pi
. Der weiße Pfeil
(rechts) markiert beispielhaft eine Stelle hoher Differenz.
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Abb. 6.17: Die Gabor-
Amplituden bezu¨glich des
L-Kanals (vgl. Abb. 6.16).
Links: GAL
6
√
2,0
von Bild 1,
rechts: Gabor-Amplitude
des zu niedrigeren Fre-
quenzen abgestimmten
Filters, GAL
5
√
2,0
.
mit Z(u, v) nach (6.18) und Gζ0,ϕ0(u, v) nach (6.36) fu¨r Gabor-Wavelets. Fu¨r log-
polare Gabor-Filter nach (6.46) gilt (6.66) analog.
Abbildung 6.16 zeigt die Gabor-Amplituden zu Bild 1 fu¨r positive (links) und ne-
gative Zentralfrequenzkoordinaten (Mitte). Das Differenzbild macht die Unterschiede
zwischen den Filterresultaten deutlich. Die Amplituden der Regenbogenschwingung
sind von der Farbabfolge im Bild abha¨ngig. An einer Stelle besonders hoher Differenz
(weißer Pfeil) findet sich im Bild die Farbabfolge Rot-Gelb-Blau. Damit ergeben sich
bei Filterung mit G5√2,0 hohe Amplitudenwerte. Eine reine Regenbogenschwingung,
die sich in positiven Frequenzkoordinaten widerspiegelt, ist in Abbildung 6.6 in der
oberen Zeile dargestellt. Die gespiegelte Farbreihenfolge Blau-Gelb-Rot tritt an dieser
Stelle nicht im Bild auf, so dass sich bei Filterung mit G5√2,pi niedrige Amplituden-
werte ergeben.
Der Vergleich von GAz
5
√
2,0
mit GAL
5
√
2,0
macht deutlich, dass die komplexen Farb-
Gabor-Koeffizienten vo¨llig andere Bildeigenschaften charakterisieren als die Gabor-
Koeffizienten des Intensita¨tskanals. Die Amplitudenbilder des L-Kanals zu zwei ver-
schiedenen Skalen (Abb. 6.17) beschreiben im Wesentlichen die regelma¨ßigen Inten-
sita¨tsspru¨nge, die an den Fugen der Mauer entstehen. Dagegen zeigen die Werte
GAz
5
√
2,0
(Abb. 6.16, links) zur selben Skala wie GAL
5
√
2,0
(Abb. 6.17, rechts) eine ande-
re Charakteristik.
In dieser Arbeit werden erstmals die Klassifikationseigenschaften der Gabor-Trans-
formation auf Basis des RGB- und des komplexen LRzIz-Farbraums systematisch
verglichen und bewertet. Insbesondere sind mit Hilfe der komplexen Repra¨sentati-
on echte Farbschwingungen messbar und somit helligkeitsunabha¨ngige Farbtexturen
beschreibbar.
7 Experimentelle Evaluation
Die neu entwickelten Farbtexturmaße aus den Kapiteln 5 und 6 werden anhand von
Klassifikationsergebnissen evaluiert. Um allgemeingu¨ltige Aussagen u¨ber die Gu¨te der
Merkmale treffen zu ko¨nnen, bezieht sich die empirische Bewertung auf unterschied-
liche Problemstellungen mit breiter Streuung der Anwendungsgebiete, die sich in den
Datensa¨tzen DS1–DS3 widerspiegeln. Die Darstellung der Ergebnisse orientiert sich
an den Bewertungskriterien fu¨r Klassifikationen aus Kapitel 4.
7.1 Bildmaterial
Die Testdatensa¨tze VisTex, Baumrinden und Melanome beinhalten farbige und textu-
rierte Bilder aus dem medizinischen und nichtmedizinischen Bereich. Die Auswahl ist
vor allem nach dem Prinzip der Vergleichbarkeit mit den Ergebnissen anderer Autoren
erfolgt. Dadurch wird u¨ber den internen Vergleich verschiedener Merkmalsvarianten
hinaus auch die Einordnung in den allgemeinen Zusammenhang der Farbtexturana-
lyse mo¨glich.
Datensatz VisTex
Der als DS1 bezeichnete VisTex-Datensatz wird vom Massachusetts Institute of Tech-
nology (MIT) zum Vergleich verschiedener Texturmerkmale allgemein verfu¨gbar ge-
macht [Vis95]. Er besteht aus insgesamt 100 Bildern der Gro¨ße (512×512). Die Bilder
zeigen jeweils eine natu¨rliche, frontal aufgenommene Textur. Einzelheiten zur Bild-
aufnahme und Digitalisierung sind nicht bekannt. Die Texturen sind bildfu¨llend, so
dass sich die Texturanalyse jeweils auf das ganze Bild bezieht. Aufgrund der Bildgro¨ße
definiert jedes Bild durch disjunkte Zerlegung eine Klasse. Die Variation innerhalb
einer Klasse entspricht somit den lokalen Unterschieden innerhalb des Bildes.
Eine Klasse in DS1 entsteht durch Aufteilung eines Bildes in 64 disjunkte Teil-
bilder der Gro¨ße (64 × 64). Die Experimente beziehen sich auf die 30 Klassen, die
auch Wouver verwendet hat [Wou99a]. Tabelle 7.1 gibt die Zuordnung der Bilder
des VisTex-Datensatzes zu den Klassenindizes an. Insgesamt besteht DS1 damit aus
64 · 30 = 1920 Bildern.
103
104 7 Experimentelle Evaluation
ωc Mc Bez. ωc Mc Bez. ωc Mc Bez.
1 64 Bark0 11 64 Fabric7 21 64 Food8
2 64 Bark4 12 64 Fabric9 22 64 Grass1
3 64 Bark6 13 64 Fabric11 23 64 Sand0
4 64 Bark8 14 64 Fabric13 24 64 Stone4
5 64 Bark9 15 64 Fabric16 25 64 Tile1
6 64 Brick1 16 64 Fabric17 26 64 Tile3
7 64 Brick4 17 64 Fabric18 27 64 Tile7
8 64 Brick5 18 64 Food0 28 64 Water6
9 64 Fabric0 19 64 Food2 29 64 Wood1
10 64 Fabric4 20 64 Food5 30 64 Wood2
Tabelle 7.1: Zuordnung der Bilder des Datensatzes DS1 (VisTex) zu den Klassenindizes
Datensatz Baumrinden
Der zweite nichtmedizinische Datensatz DS2 besteht aus Aufnahmen der Rinden
verschiedener Ba¨ume, wobei jedes Bild genau ein Rindenmuster darstellt. Die Bilder
einer Klasse beziehen sich auf eine Baumart. Da keine zwei Bilder denselben Baum
zeigen, erho¨ht sich die Interklassenvarianz, so dass die Klassifikationsaufgabe im Ver-
gleich zu den lediglich lokalen Unterschieden jeweils eines Objektes in DS1 erschwert
wird. Die Bilder sind in sechs Klassen unterteilt, wobei jede Klasse 68 Aufnahmen der
Gro¨ße (384× 256) entha¨lt (Tab. 7.2). DS2 besteht somit insgesamt aus 68 · 6 = 408
Bildern. Der unterschiedliche Durchmesser der Ba¨ume fu¨hrt in einigen Klassen zu
Hintergrundbereichen am Bildrand, die von der Klassifikation auszuschließen sind.
Wie in [Lak98] wurden Bildbereiche der Gro¨ße (300× 200) maskiert, so dass sich die
Merkmalsberechnung auf den maskierten Bereich beschra¨nkt.
Auch dieser Datensatz ist zu Forschungszwecken allgemein verfu¨gbar [Bau98] und
wurde im Rahmen der Dissertation von Lakmann erstellt [Lak98]. Die Aufnahmen
entstanden zuna¨chst analog mit Hilfe einer Spiegelreflexkamera (Canon EOS 500) als
Diapositiv (Fuji Sensia 100) und wurden spa¨ter mit 24 Bit Farbtiefe digitalisiert. Der
Abstand zwischen Kamera und Objekt wurde konstant gehalten. Zur Beleuchtung
wurde keine zusa¨tzliche Lichtquelle und eine lange Belichtungszeit benutzt.
Allerdings wird durch die Abkehr von einer standardisierten Beleuchtung das Pro-
blem der Farbkonstanz evident. Die Farben im Bild sind vom Spektrum der Licht-
ωc Mc Bez. ωc Mc Bez.
1 68 Birke 4 68 Kiefer
2 68 Buche 5 68 Eiche
3 68 Fichte 6 68 Robinie
Tabelle 7.2: Zuordnung der Bilder des Datensatzes DS2 (Baumrinden) zu den Klassenindizes
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quelle abha¨ngig, das im Fall der Baumrinden vom Lichteinfall, des Tages und der
Wetterbedingungen beeinflusst wird. Ziel der zahlreichen Farbkonstanzalgorithmen
ist die beleuchtungsunabha¨ngige Farbrekonstruktion. Grundsa¨tzlich ist das Farbkon-
stanzproblem unterbestimmt, so dass sich Lo¨sungsansa¨tze z.B. vereinfachter Reflexi-
onsmodelle bedienen [Tom90] oder die Scha¨tzung der Lichtquellenfarbe vornehmen
[Pal97, Pal99a, Leh01]. Allerdings sind diese Methoden trotz zahlreicher Bemu¨hungen
noch unausgereift und greifen insbesondere bei komplexem Bildmaterial mit textu-
rierten Oberfla¨chen nicht. Erste Ansa¨tze zum Umgang mit texturierten Oberfla¨chen
schra¨nken den Bildinhalt z.B. bezu¨glich der Objektkru¨mmung stark ein [Leh01] und
sind auf das vorliegende Bildmaterial nicht anwendbar. Beleuchtungsbedingte Farb-
schwankungen sind daher im Datensatz DS2 weiterhin vorhanden und tragen zur
Erho¨hung der Klassenvariabilita¨t und damit zur Schwierigkeit des Klassifikationspro-
blems bei.
Datensatz: Melanome
Der als DS3 bezeichnete Datensatz Melanome entstand im Rahmen des MELDOQ-
Projektes an der TU Mu¨nchen, an der Universita¨t Regensburg und am Max-Planck-
Institut fu¨r extraterrestrische Physik, Garching. Die Bilder sind Eigentum von Prof. Stolz
von der Klinik und Poliklinik fu¨r Dermatologie, Universita¨t Regensburg, und wurden
dem Autor freundlicherweise fu¨r die Untersuchungen in dieser Arbeit zur Verfu¨gung
gestellt. Ziel des Projektes war die Umsetzung der semiquantitativen dermatoskopi-
schen ABCD-Regel in eine rechnergestu¨tzte Analyse zur Unterscheidung von malignen
Melanomen und benignen melanozyta¨ren Hautvera¨nderungen (Na¨vi). Die ABCD-
Merkmale erfassen Asymmetrie (A), Begrenzung (B), Farbto¨ne (C) und Differenzi-
alstruktur (D) der La¨sion. Allein durch die systematische Anwendung der ABCD-
Regel durch einen dermatoskopischen Experten kann die diagnostische Genauigkeit
zur Fru¨herkennung eines malignen Melonoms von 75% auf 90% zu gesteigert wer-
den [Sto98]. Allerdings fu¨hrt die fehlerhafte Anwendung der Regel sogar zu einer
Verschlechterung der Diagnostik [Kop97]. Daraus ergibt sich die Motivation eines
computergestu¨tzten ”Zweitgutachters“, der sowohl die Diagnosegenauigkeit eines Ex-
perten zeigen, als auch eine objektiv quantifizierbare Auswertung der La¨sion liefern
sollte. Die Ergebnisse des Projektes sind in der Habilitationsschrift von Horsch und
in der Dissertation von Pompl nachzulesen [Hor98, Pom00]. Sie werden inzwischen
industriell weiterverwertet.
Die dermatoskopischen Bilder wurden mit Hilfe einer 3-Chip-CCD-Kamera (XC-
ωc Mc Diagnose
1 560 Na¨vi
2 189 maligne Melanome
Tabelle 7.3: Zuordnung der Bilder des Datensatzes DS3 (Melanome) zu den Klassenindizes
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007P Sony, Tokyo, Japan) digital aufgenommen. Ein Objektiv (Brennweite 25mm,
Lichtsta¨rke 1:1,4) und ein Objektivvorsatz erlauben einen konstanten Kamera-Ob-
jekt-Abstand und eine Standardvergro¨ßerung von 1:10. Eine weitere Verbesserung der
Farb- und Texturdetails erfolgte mit Hilfe einer Glasplatte in Verbindung mit einer
Kontaktflu¨ssigkeit. Die Ausleuchtung des Hautareals wurde u¨ber eine Halogenlampe
in Verbindung mit einem Glasfaserbu¨ndel realisiert. Ta¨glicher Weißabgleich sorgte
fu¨r die Standardisierung der Farb- und Helligkeitswiedergabe.
Die diagnostischen Kriterien Farbe und Struktur (Textur) motivieren die Auswer-
tung mittels integrativer Farbtexturmerkmale. Dazu wurden von Horsch und Pom-
pl 189 Bilder maligner Melanome und 560 Bilder von Na¨vi der Gro¨ße (512 × 512)
bereitgestellt (Tab. 7.3), also insgesamt eine Gesamtzahl von 749 Bildern. Sie bil-
den auch die Grundlage der Merkmalsuntersuchungen in [Pom00]. Teils automatisch,
teils halbautomatisch generierte Maskenbilder erlauben den Ausschluss nichtbetrof-
fener Hautareale. Die hier berechneten Texturmerkmale beziehen sich somit nur auf
den maskierten Bildbereich. Die Klassenzugeho¨rigkeit aller La¨sionen ist histologisch
abgesichert.
7.2 Durchfu¨hrung der Experimente
Die folgenden Klassifikationsergebnisse greifen auf den K-NN Klassifikator (Kap. 4.4)
mit einer Normierung durch die Mahalanobis-Distanz nach (4.17) zuru¨ck. In Vor-
untersuchungen sind fu¨r K Werte aus {1, 3, . . . , 9} getestet worden. Dabei sind die
besten Ergebnisse fu¨r K = 3 und K = 5 erzielt worden. Die Wahl von K stellt einen
Kompromiss zwischen dem Ziel einer robusten Scha¨tzung mit vielen Daten und der
erwarteten lokalen Homogenita¨t bei wenigen Daten dar (Kap. 4.3). Sie ist von Art
und Umfang der Trainingsdaten abha¨ngig und daher nicht verallgemeinerbar. Fu¨r die
folgenden Versuche wird durchga¨ngig K = 5 verwendet.
Die Trennung in einen Test- und einen Trainingsdatensatz erfolgt nach dem Leaving-
one-out-Prinzip (Kap. 4.5). Zur Bestimmung einer Klassifikationsrate sind also genau-
so viele Bilder zu klassifizieren wie insgesamt im Datensatz enthalten sind. Fu¨r die
drei Datensa¨tze ergeben sich damit zusammen mehr als 3000 Klassifikationen zum
Test einer Merkmalskombination. Dabei ist zu beachten, dass beim Leaving-one-out
fu¨r jede dieser Klassifikationen eine erneute Normierung der Trainingsdaten erforder-
lich ist.
7.2.1 Parametrierung
Parameter der CM sind Abstand, Orientierung und Zahl der Quantisierungsstufen.
Die Experimente basieren auf CM mit 256 Quantisierungsstufen. Alle Matrizen wur-
den zu einem festen Abstand in vier Orientierungen bestimmt, um anschließend fu¨r
die Haralick-Maße in Form von Mittelwert und Varianz u¨ber die Orientierungen Rota-
tionsinvarianz zu erzielen. Der optimale Abstand einer CM ist von der Auflo¨sung der
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Textur abha¨ngig. Zur Bestimmung dieses optimalen Abstands wurde von Zucker et
al. eine auf statistischen Tests basierende Methode vorgestellt [Zuc80].
Allerdings bezieht sich dieser Abstand nur auf eine Textur und auf ein model-
liertes Merkmal (z.B. den Grauwert) und kann im gu¨nstigsten Fall auf eine Textur-
klasse u¨bertragen werden. Im Rahmen eines Mustererkennungssystems spielen aber
unterschiedliche Klassen mit im Allgemeinen unterschiedlichen Auflo¨sungen eine Rol-
le. Zusa¨tzlich werden gerade bei der Farbtexturanalyse bei unterschiedlichen Farb-
kana¨len verschiedene Merkmale modelliert, so dass ein optimaler Abstand einheitlich
fu¨r die Texturen aller Klassen und aller Merkmale nicht festgelegt werden kann. Ei-
ne Testtextur ist daher mit CM unterschiedlicher Absta¨nde zu untersuchen. Um eine
Vergleichbarkeit zwischen den Datenbanken zu gewa¨hrleisten, werden die Experimen-
te zum großen Teil fu¨r alle Absta¨nde von 1 bis 20 durchgefu¨hrt. Davon wird aufgrund
der Datenmenge hier mit den Absta¨nden 1, 10 und 20 ein repra¨sentativer Ausschnitt
pra¨sentiert (vgl. ab Tab. 7.7).
Zur Definition der Gabor-Filter mu¨ssen die Zahl der Skalen und die der Orien-
tierungen bestimmt werden. Der Abstand der Zentralfrequenz der kleinsten Skala
vom Ursprung wird mit
√
2, die Zahl der Orientierungen auf vier festgelegt. Um
insbesondere die hochfrequenten Anteile einer Textur modellieren zu ko¨nnen, werden
nur die Gabor-Filter mit hoher Zentralfrequenz verwendet.
Da die Bilder der drei Datensa¨tze unterschiedliche Gro¨ße besitzen, wird aus Gru¨n-
den der Vergleichbarkeit fu¨r die Anzahl der Skalen Nζ eine einheitliche, aber gro¨ßen-
abha¨ngige Regel gewa¨hlt, die sich in Voruntersuchungen als sinnvoll herausgestellt
hat. Sei M eine Zweierpotenz und mit M ≥ N die la¨ngere Seite eines Bildes, dann
wird die ku¨rzere Seite mit Null aufgefu¨llt (Zero padding), so dass sich die Bilddimen-
sion M ×M ergibt. Falls M keine Zweierpotenz ist, erfolgt bis zur na¨chst gro¨ßeren
Zweierpotenz M˜ auch fu¨r M eine Erweiterung mit Null. Fu¨r die in dieser Arbeit un-
tersuchten Datensa¨tze ist ein Auffu¨llen mit Null nur fu¨r DS2 erforderlich. Da gleich-
zeitig ein Maskenbild verwendet wird, das die Bewertung der Gabor-Koeffizienten
ausserhalb unterdru¨ckt, wirkt sich die Bildvergro¨ßerung nicht negativ auf die lokale
Frequenzmessung aus. Die Zahl der Skalen Nζ wird bestimmt durch:
Nζ =
⌊
M˜
2
⌋
(7.1)
Fu¨r DS1 gilt: Nζ = 3, und fu¨r DS2–DS3 gilt: Nζ = 4.
7.3 Evaluation von Farbtexturmerkmalen
aus Cooccurrence-Matrizen
In Kapitel 5 sind neuartige Cooccurrence-Matrizen zur Anwendung auf Farbbildern
vorgestellt worden. Die Interpretation dieser CM wurde fu¨r den RGB- und LRzIz-
Farbraum erla¨utert und ihre Bedeutung zur Farb- und Texturanalyse mit Hilfe des
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Konzepts der Kolmogorov-Abha¨ngigkeiten analysiert. Die experimentelle Evaluation
erfolgt durch Klassifikation, sowohl bezogen auf die einzelnen Merkmale, als auch auf
Merkmalskombinationen. Dabei bezieht sich im Folgenden der Begriff Einzelmerkmal
nicht auf die Haralick-Maße (5.15) – (5.22), sondern auf die Kombination der acht
Maße bezu¨glich einer CM. Die Abku¨rzungen der in diesem Sinne atomaren Merkmale
sind Tabelle 7.4 zu entnehmen.
Zur Berechnung des grauwertigen Einzelmerkmals m(L) wird fRGB in fgray(m,n)
nach (2.14) transformiert. Der Vektor m(L) stellt eine Besonderheit dar, weil er
einerseits ein farbunabha¨ngiges Texturmerkmal repra¨sentiert und somit auch kei-
nem Farbraum zugeordnet werden kann. Andererseits wird die Grauwertachse bei
der Transformation in den LRzIz-Farbraum zu einem ”Farbkanal“ und damit dem
LRzIz-Farbraum zugeho¨rig. Zur vergleichenden Analyse wird m(L) sowohl im RGB-
als auch im LRzIz-Farbraum herangezogen.
Die Einzelmerkmale des RGB-Farbraums erfordern keine weitere Transformation,
da die Bilder im RGB-Format vorliegen. Dagegen setzen die Rz- und Rz-basierten
Einzelmerkmale die Transformation in den komplexen Farbraum nach (2.32) und
(2.33) voraus. Die fu¨r diese Arbeit relevanten Merkmalskombinationen sind in Tabelle
7.5 zusammengestellt.
Die Darstellung der experimentellen Ergebnisse erfolgt vorzugsweise in Tabellen-
form, wobei sich jeweils drei Zeilen auf einen Datensatz beziehen. Jede Zeile referen-
ziert das Ergebnis zu einem der CM-Absta¨nde d = 1, 10 und 20, die zur Datenre-
duktion beispielhaft gezeigt werden. Eine Ausnahme besteht fu¨r die Darstellung der
Histogramm-CM-Ergebnisse (Tab. 7.7), die sich auf d = 0 beziehen. Als wichtigstes
Bewertungskriterium dient die mittlere Korrektheit u¨ber alle Klassen κ (Performanz).
Zusa¨tzlich werden die Standardabweichung u¨ber die klassenbedingten Korrektheiten
Einzelmerkmal Farbr. Abku¨rzung Def. CM E
CM fu¨r Grauwertbild grau m(L) (5.14) 16
einkanalige CM RGB m(R), m(G), m(B) (5.25) 16
mehrkanalige CM RGB m(RG), m(RB), m(GB) (5.33) 16
2D-Histogrammappr. RGB m(RG0), m(RB0), m(GB0) (5.32) 8
einkanalige CM LRzIz m(L), m(Rz), m(Iz) (5.25) 16
mehrkanalige CM LRzIz m(LRz), m(LIz), m(RzIz) (5.33) 16
2D-Histogrammappr. LRzIz m(LRz0), m(LIz0), m(RzIz0) (5.32) 8
einkanalige CM HSL m(H), m(S) (5.25) 16
mehrkanalige CM HSL m(HS) (5.33) 16
Tabelle 7.4: Als Einzelmerkmal wird jeweils die Kombination aus acht Haralick-Maßen nach
(5.15) – (5.22) verstanden. Deshalb wird bei den Abku¨rzungen eine vektorielle Schreibwei-
se m(·) verwendet. Die Merkmale beziehen sich auf eine CM, deren farbraumunabha¨ngige
Definition referenziert wird (Def. CM). Innerhalb der Klammer werden die Bezeichner der
Farbkana¨le, die in die Berechnung der CM einfließen, vermerkt. Mit E wird die Dimension
des Merkmalsraums bezeichnet.
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σκ und die Genauigkeit γκ angegeben. Der γκ-Wert ist immer dann wichtig, wenn
die relativen Ha¨ufigkeiten der Klassen stark differieren. Unter den hier untersuchten
Datensa¨tzen trifft das auf DS3 zu. Auf σκ und γκ wird im Text nur dann explizit
Kombination Farbr. Einzelmerkmale Abku¨rzung E
eink. CM RGB m(R) unionmultim(G) unionmultim(B) m(RGBEC) 48
mehrk. CM RGB m(RG) unionmultim(RB) unionmultim(GB) m(RGBMC) 48
eink. + RGB m(RGBEC) unionmultim(L) m(RGBEC, L) 64
grauwertige CM
mehrk. + RGB m(RGBMC) unionmultim(L) m(RGBMC, L) 64
grauwertige CM
Histogramm RGB m(RG0) unionmultim(RB0) unionmultim(GB0) m(RGB0) 24
Histogramm + RGB m(RGB0) unionmultim(L) m(RGB0, L) 72
grauwertige CM
Histogramm + RGB m(RGB0) unionmultim(RGBEC) m(RGB0,EC) 72
eink. CM
Histogramm + RGB m(RGB0) unionmultim(RGBMC) m(RGB0,MC) 96
mehrk. CM
eink. + RGB m(RGBEC) unionmultim(RGBMC) m(RGBEC,MC) 96
mehrk. CM
helligkeitsun. CM LRzIz m(Rz) unionmultim(Iz) unionmultim(RzIz) m(RzIzHU) 48
helligkeitsabh. CM LRzIz m(LRz) unionmultim(LIz) m(LRzIzHA) 32
helligkeitsun. + LRzIz m(RzIzHU) unionmultim(L) m(RzIzHU, L) 64
grauwertige CM
helligkeitsabh. + LRzIz m(LRzIzHA) unionmultim(L) m(LRzIzHA, L) 48
grauwertige CM
Histogramm LRzIz m(LRz0) unionmultim(LIz0) unionmultim(RzIz0) m(LRzIz0) 24
Histogramm + LRzIz m(LRzIz0) unionmultim(L) m(LRzIz0, L) 40
grauwertige CM
Histogramm + LRzIz m(LRzIz0) unionmultim(RzIzHU) m(LRzIz0,HU) 72
helligkeitsun. CM
Histogramm + LRzIz m(LRzIz0) unionmultim(LRzIzHA) m(LRzIz0,HA) 56
helligkeitsabh. CM
helligkeitsun. + LRzIz m(RzIzHU) unionmultim(LRzIzHA) m(LRzIzHU,HA) 80
helligkeitsabh. CM
helligkeitsabh.+ LRzIz m(LRzIzHU,HA) unionmultim(L) m(LRzIzHU,HA, L) 96
helligkeitsunabh.+
grauwertige CM
Tabelle 7.5: Die Kombination der Einzelmerkmale aus Tabelle 7.4 wird mit Hilfe des Kom-
binationsoperators unionmulti nach 4.1 realisiert. In den nachfolgenden Ergebnisbeschreibungen wird
jeweils die abgeku¨rzte Notation verwendet.
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Bezug genommen, wenn sich besondere Auffa¨lligkeiten ergeben.
Im Folgenden werden zuna¨chst Farbhistogramme als texturunabha¨ngige Farb-
merkmale sowie Grauwert-CM als farbunabha¨ngige Texturmerkmale analysiert. Die
Untersuchung der integrativen Farbtexturmerkmale erfolgt separat fu¨r den RGB- und
den LRzIz-Farbraum. Dabei werden neben der Gu¨te der Einzelmerkmale und ihrer
Kombination untereinander auch Kombinationen mit grauwertigen Texturmerkmalen
und Farbhistogrammen diskutiert. Damit werden erstmals die konkurrierenden par-
allelen und integrativen Farbtexturansa¨tze (Kap. 3) gemeinsam betrachtet und ver-
glichen. Zusa¨tzlich zu dieser generellen Betrachtung werden mit der Logarithmierung
der CM und einem Vergleich mit Merkmalen bzgl. des HSV-Farbraums spezifische
Teilaspekte der Cooccurrence-Methodik in die Untersuchung eingeschlossen.
7.3.1 Farbhistogramme und Grauwerttexturanalyse
Die Klassifikationsleistung von Farbhistogrammen und Grauwert-CM dient als Ver-
gleichsreferenz zur Bewertung der Ergebnisse aus der integrativen Farbtexturanalyse.
In Kapitel 5 wurden mit der Quantisierungs- und der Dimensionsreduktion verschie-
dene Mo¨glichkeiten der Farbhistogrammberechnung vorgestellt. Die Histogramm-CM
nach (5.32) sind nach dieser Kategorisierung als Dimensionsreduktion zu verstehen.
Zum Vergleich dieser Histogrammvarianten wurden die korrespondierenden Merkmale
extrahiert und zur Klassifikation verwendet:
• 3D-Farbhistogramm in 24, 21 und 18 Bit Auflo¨sung mit 11 Merkmalen:
3 Mittelwerte, 3 Varianzen, 3 Kovarianzen, 1 Entropiewert, 1 Energiewert nach
(5.7)
• drei 2D-Farbhistogramme in 16 Bit Auflo¨sung mit 15 Merkmalen: 3 Mittelwerte,
3 Varianzen, 3 Kovarianzen, 3 Entropiewerte, 3 Energiewerte nach (5.7)
• drei Histogramm-CM in 16 Bit Auflo¨sung mit 24 Merkmalen: Haralick-Maße
nach (5.15)–(5.22), entsprechend der Vektoren m(RGB0) bzw. m(LRzIz0) aus
Tabelle 7.5
• drei 1D-Farbhistogramme in 8 Bit Auflo¨sung mit 12 Merkmalen: 3 Mittelwerte,
3 Varianzen, 3 Entropiewerte, 3 Energiewerte nach (5.2)
In Tabelle 7.6 sind die Ergebnisse fu¨r den RGB- und LRzIz-Farbraum zusammen-
gestellt. Die Quantisierungsreduktion des 3D-Histogramms hat fu¨r alle Datensa¨tze
sowohl hinsichtlich des RGB- als auch des LRzIz-Farbraums nur geringe Auswirkun-
gen auf die Klassifikationsrate. Die maximale Differenz zwischen dem besten und
schlechtesten Ergebnis eines Datensatzes zu einem Farbraum liegt bei nur 2,1%. Fu¨r
DS1 im RGB- und fu¨r DS2 und DS3 im LRzIz-Farbraum steigt κ bei niedrigerer
Farbtiefe sogar an. Die besten histogrammbasierten Ergebnisse werden fu¨r alle Da-
tensa¨tze nicht durch Quantisierungs-, sondern durch Dimensionsreduktion erreicht.
Im RGB-Farbraum zeigen sich die Haralick-Maße in Form des Vektors m(RGB0)
zur Charakterisierung des Histogramms den einfachen statistischen Maßen u¨berlegen
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Tabelle 7.6: Einzelergebnisse verschiedener Varianten der Farbhistogrammmerkmale fu¨r den
RGB- und den LRzIz-Farbraum. Die mit 3D bezeichneten Merkmale entsprechen bei 24 Bit
dem Originalhistogramm und bei 21 Bit und 18 Bit zwei Quantisierungsreduktionen. Fu¨r den
2D-Fall werden mit Standardmerkmalen und Haralickmaßen (CM) zwei Varianten, fu¨r den
1D-Fall eine Variante untersucht. Die Haralickmaße der CM entsprechen den in Tabelle 7.5
als m(RGB0) bzw. m(LRzIz0) notierten Merkmalsvektoren. Die jeweils besten κ-Werte eines
Datensatzes innerhalb dieser Tabelle sind markiert.
RGB LRzIz
κ σκ γκ κ σκ γκ
3D (24 Bit) 0,864 0,017 0,859 0,954 0,004 0,952
3D (21 Bit) 0,867 0,016 0,862 0,960 0,003 0,959
DS1 3D (18 Bit) 0,879 0,012 0,875 0,956 0,003 0,955
2D (16 Bit) 0,896 0,011 0,892 0,965 0,002 0,964
CM (16 Bit) 0,938 0,005 0,935 0,941 0,004 0,939
1D (8 Bit) 0,885 0,018 0,881 0,951 0,004 0,949
3D (24 Bit) 0,647 0,084 0,576 0,684 0,074 0,621
3D (21 Bit) 0,647 0,081 0,576 0,684 0,073 0,621
DS2 3D (18 Bit) 0,645 0,072 0,574 0,699 0,059 0,638
2D (16 Bit) 0,654 0,066 0,585 0,721 0,049 0,665
CM (16 Bit) 0,654 0,052 0,585 0,674 0,080 0,609
1D (8 Bit) 0,647 0,067 0,576 0,664 0,064 0,597
3D (24 Bit) 0,860 0,062 0,603 0,854 0,083 0,578
3D (21 Bit) 0,860 0,059 0,604 0,853 0,085 0,573
DS3 3D (18 Bit) 0,858 0,064 0,599 0,858 0,085 0,587
2D (16 Bit) 0,883 0,074 0,656 0,848 0,079 0,563
CM (16 Bit) 0,892 0,044 0,695 0,850 0,083 0,567
1D (8 Bit) 0,801 0,177 0,391 0,826 0,141 0,476
oder gleichwertig. So wird fu¨r DS1 mit κ = 0,938, fu¨r DS2 mit κ = 0,654 und fu¨r
DS3 mit κ = 0,892 die jeweils beste RGB-basierte Korrektheit erzielt. Dagegen sinkt
sie fu¨r die eindimensionale Histogrammapproximation wieder ab. Die Steigerung der
Korrektheit bei gleichzeitig gestiegener Dimension des Merkmalsraums auf 24 gibt
einen Hinweis auf die Sta¨rke der Haralick-Maße zur Beschreibung der mehrkanaligen
Farb-CM.
Im LRzIz-Farbraum werden in zwei von drei Fa¨llen die besten Ergebnisse wie-
derum durch die zweidimensionale Approximation erreicht, im Gegensatz zum RGB-
Farbraum aber hier durch die einfachen statistischen Maße. Mit κ = 0,965 fu¨r DS1
und κ = 0,721 fu¨r DS2 liegen sie u¨ber den Resultaten der Quantisierungsreduktion,
wa¨hrend das Ergebniss fu¨r DS3 mit κ = 0,848 unterhalb liegt.
Die besten histogrammbasierten Resultate eines Datensatzes u¨ber die Farbra¨ume
hinweg wird fu¨r DS1 und DS2 im LRzIz-Farbraum und fu¨r DS3 im RGB-Farbraum
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Tabelle 7.7: Einzelergebnisse der grauwertigen Texturanalyse: m(L).
m(L)
κ σκ γκ
d = 1 0,855 0,033 0,850
DS1 d = 10 0,544 0,125 0,528
d = 20 0,518 0,142 0,501
d = 1 0,721 0,048 0,660
DS2 d = 10 0,742 0,036 0,691
d = 20 0,637 0,065 0,565
d = 1 0,788 0,214 0,336
DS3 d = 10 0,801 0,133 0,414
d = 20 0,698 0,004 0,388
erzielt. Die absolute Ho¨he der Klassifikationsrate und damit die Bedeutung der Farbe
ist vom Datensatz abha¨ngig. Wa¨hrend die Bilder in DS1 bereits ohne Beru¨cksichti-
gung der Textur in den meisten Fa¨llen der korrekten Klasse zugewiesen werden, ist
die Klassifikationsrate fu¨r DS2 wegen des geringen Farbunterschieds zwischen den
Baumarten und der hohen klasseninternen Varianz aufgrund der ungelo¨sten Farbkon-
stanzproblematik geringer. Fu¨r DS3 kommt in der hohen Klassifikationsrate die große
Bedeutung der Farbcharakteristik fu¨r die Unterscheidung von malignen Melanomen
und Na¨vi zum Ausdruck.
Die Performanz der grauwertigen Texturanalyse im Vergleich zu den CM-Farbhis-
togrammen zeigt ein uneinheitliches Bild. Wa¨hrend die Texturinformation fu¨r DS1
und DS3 weniger relevant ist als die Farbinformation, ist sie fu¨r DS2 wichtiger
(Tab. 7.7). Die Ergebnisse bezu¨glich m(L) sind von d abha¨ngig. Fu¨r DS1 erreicht
κ den Ho¨chstwert bei d = 1 mit κ = 0, 855, fu¨r die u¨brigen Datensa¨tze ergibt sich ein
Maximum bei d = 10 mit κ = 0, 742 (DS2) und κ = 0, 801 (DS3).
Fazit
Die Histogrammmerkmale auf der einen und die grauwertigen Einzelmerkmale auf der
anderen Seite stellen eine besondere Art der Farbtexturmerkmale dar. Wa¨hrend die
grauwertigen Merkmale eine Basislinie der ”reinen“ Texturanalyse liefern, bei der die
Farbinformation ignoriert wird, stellt die Histogrammapproximation das gegenteilige
Extrem einer ”reinen“ Farbanalyse ohne Beru¨cksichtigung der Texturinformation dar.
Die Ergebnisse aus den Histogrammmerkmalen zeigen deutliche Vorteile der zwei-
dimensionalen Approximation. Dabei schneidet die hier vorgestellte Farbbeschreibung
mit Hilfe der CM im RGB-Farbraum in allen Fa¨llen besser, im LRzIz-Farbraum u¨ber-
wiegend schlechter ab, als die einfachen statistischen Maße. Vorteil der CM-Merkmale
im Zusammenhang mit der statistischen Texturanalyse ist die Mo¨glichkeit, die ver-
schiedenen in der Literatur vorgeschlagenen Konzepte zum Umgang mit Farbe und
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Textur in einer einheitlichen Notation und damit gleichberechtigt zu diskutieren.
Anders als von Tan et al. fu¨r ihren Datensatz konstatiert, kann aus der um-
fangreichen Untersuchung verschiedenster Datensa¨tze in dieser Arbeit keine generelle
Verbesserung aus der Dekorrelation der Farbkana¨le des LRzIz-Farbraums abgeleitet
werden [Tan93].
Die Bedeutung der Textur- gegenu¨ber der Farbinformation ist vom Datensatz ab-
ha¨ngig. Aus der Einzelklassifikation der Histogramm-CM und der Grauwert-CM wird
deutlich, dass in den Experimenten dieser Arbeit sowohl Datensa¨tze mit Farb- als
auch solche mit Texturschwerpunkt verwendet werden. Die spa¨ter darzustellenden
Ergebnisse der integrativen Farbtexturanalyse sind insofern generalisierungsfa¨hig.
7.3.2 Einzelmerkmale im RGB-Farbraum
Merkmale aus einkanaligen Cooccurrence-Matrizen
Die Ergebnisse zu den einkanaligen Einzelmerkmalen des RGB-Farbraums sind in
Tabelle 7.8 zusammengestellt. Erwartungsgema¨ß wird der jeweils beste κ-Wert eines
Datensatzes von unterschiedlichen Kana¨len erreicht, so dass kein generell optimaler
Farbkanal angegeben werden kann. Die Gro¨ßenordnung der besten Korrektheit ist
problemspezifisch und reicht von κ = 0,750 fu¨r m(B) (DS2) u¨ber κ = 0,821 fu¨r
m(R) (DS3) bis zu κ = 0,896 fu¨r m(B) (DS1).
Das optimale d wird analog zu den Ergebnissen von m(L) (Tab. 7.7) fu¨r DS1 bei
d = 1 und fu¨r DS2 sowie DS3 fu¨r d = 10 erreicht. Allerdings ist bemerkenswert, dass
der optimale Abstand fu¨r einzelne Farbkana¨le eines Datensatzes unterschiedlich ist.
So liegt er zum Beispiel fu¨r DS2 bezu¨glich m(R) bei d = 1, wa¨hrend das Optimum
bezu¨glich m(B) bei d = 10 erreicht wird. Nur fu¨r DS1 sinkt die Klassifikationsrate
mit steigendem d.
Wegen der unterschiedlichen Datenzahl der einzelnen Klassen ist γκ insbesondere
m(R) m(G) m(B)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,868 0,028 0,863 0,869 0,029 0,865 0,896 0,012 0,892
DS1 d = 10 0,726 0,066 0,717 0,697 0,065 0,687 0,738 0,052 0,729
d = 20 0,691 0,064 0,680 0,677 0,073 0,665 0,704 0,060 0,693
d = 1 0,723 0,048 0,661 0,745 0,031 0,694 0,740 0,025 0,690
DS2 d = 10 0,708 0.051 0,648 0,740 0,040 0,689 0,750 0,046 0,696
d = 20 0,639 0,054 0,567 0,627 0,065 0,552 0,708 0,045 0,649
d = 1 0,820 0,124 0,467 0,774 0,182 0,320 0,761 0,235 0,256
DS3 d = 10 0,821 0,113 0,476 0,784 0,140 0,367 0,753 0,227 0,240
d = 20 0,698 0,011 0,385 0,661 0,004 0,314 0,635 0,004 0,261
Tabelle 7.8: Einzelergebnisse der Merkmale m(R), m(G), m(B). Die jeweils besten κ-Werte
eines Datensatzes innerhalb dieser Tabelle sind markiert.
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fu¨r DS3 von Bedeutung. Der absolute Wert von γκ wird von der Zahl der Klassen
sowie den klassenbedingten Korrektheiten in Bezug auf die relativen Ha¨ufigkeiten
der Klassen beeinflußt. Aufgrund dieser Abha¨ngigkeiten kann das maximale γκ von
DS3 mit γκ = 0,476 als 2-Klassen-Problem nicht direkt mit γκ = 0,892 von DS1
als 30-Klassen-Problem verglichen werden. Der im Vergleich zu den κ-Werten gerin-
ge γκ-Wert bei DS3 ist auf die bessere Klassifikationsleistung der Klasse der Na¨vi
gegenu¨ber der der Melanome zuru¨ckzufu¨hren. Damit ist hier die Spezifita¨t ho¨her als
die Sensitivita¨t. Dennoch sind die γκ-Werte deutlich von Null, d.h. von einer rein
zufa¨lligen Verteilung nach der relativen Ha¨ufigkeit, verschieden.
Merkmale aus mehrkanaligen Cooccurrence-Matrizen
Analog zu den einkanaligen kann auch bei mehrkanaligen CM keine generell bevor-
zugte Kanalkombination festgestellt werden. Die besten Ergebnisse werden fu¨r DS1
mit κ = 0,937 und fu¨r DS2 mit κ = 0,753 bezu¨glich m(GB) sowie fu¨r DS3 mit κ =
0,891 bezu¨glich m(RB) erzielt. Die beste kanalu¨bergreifende Matrix entha¨lt immer
den jeweils besten Einzelkanal der einkanaligen Matrizen des jeweiligen Datensatzes.
Innerhalb dieser Gruppe der Einzelmerkmale zeigt sich durchga¨ngig eine sinkende
Korrektheit mit steigendem d.
Fu¨r alle Datensa¨tze liegt die maximale Performanz der mehrkanaligen u¨ber der
der einkanaligen Merkmale. Besonders auffa¨llig ist die Steigerung der γκ-Werte bei
DS3. Wa¨hrend κ lediglich von 0,821 auf 0,891 um 8,5% steigt, erho¨ht sich γκ um
45,8% von 0,476 auf 0,694. Diese u¨berproportionale Verbesserung der Genauigkeit
beruht im Wesentlichen auf einer Verbesserung der Korrektheit der Melanom-Klasse.
Die klassenbedingte Korrektheit der Na¨vi-Klasse bleibt nahzu konstant.
m(RG) m(RB) m(GB)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,916 0,012 0,913 0,916 0,013 0,913 0,937 0,006 0,935
DS1 d = 10 0,780 0,053 0,773 0,817 0,035 0,811 0,807 0,039 0,801
d = 20 0,778 0,047 0,771 0,809 0,041 0,802 0,807 0,034 0,800
d = 1 0,706 0,058 0,648 0,745 0,037 0,693 0,753 0,040 0,701
DS2 d = 10 0,679 0,053 0,615 0,694 0,032 0,632 0,701 0,035 0,641
d = 20 0,635 0,047 0,562 0,676 0,037 0,612 0,652 0,057 0,583
d = 1 0,880 0,037 0,668 0,891 0,039 0,694 0,838 0,096 0,530
DS3 d = 10 0,814 0,161 0,434 0,858 0,085 0,587 0,801 0,103 0,432
d = 20 0,686 0,016 0,353 0,721 0,001 0,437 0,668 0,001 0,332
Tabelle 7.9: Einzelergebnisse der Merkmale m(RG), m(RB), m(GB) aus mehrkanaligen
CM des RGB-Farbraums.
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Grauwert-CM versus Farb-CM
Der Vergleich der grauwertigen Einzelmerkmale m(L) (Tab. 7.7) mit der kanalweisen
Texturanalyse (Tab. 7.8) zeigt, dass in den meisten Fa¨llen die besten kanalweisen Ein-
zelmerkmale den Merkmalen m(L) u¨berlegen sind. Eine bessere Performanz ergibt
sich fu¨r DS1 ausm(R),m(G) undm(B), fu¨r DS2 ausm(G) undm(B) und fu¨r DS3
aus m(R). Damit la¨sst sich unabha¨ngig davon, ob fu¨r einen Datensatz der Farb- oder
der Texturaspekt die gro¨ßere Bedeutung hat, durch die Beru¨cksichtigung der Farbe al-
lein aus der kanalweisen Texturbetrachtung gegenu¨ber der isolierten Grauwertanalyse
eine Verbesserung der Klassifikation erzielen. Die unterschiedlichen Klassifikationser-
gebnisse bezu¨glich der einzelnen Farbkana¨le und insbesondere die unterschiedliche
Position des optimalen d deuten darauf hin, dass die Texturen der jeweiligen Farb-
kana¨le unterschiedliche Auflo¨sungen zeigen und somit nicht so stark korrelieren, dass
die kanalspezifischen Merkmale redundant sind. Eine weitere Analyse des Zusammen-
hangs von Grauwert- und Farbtexturmerkmalen erfolgt anhand ihrer Kombinationen
in Abschnitt 7.3.3.
Fazit
Die grauwertige Texturanalyse wird bis heute in einer Vielzahl von Vero¨ffentlichun-
gen [Han98, Lia00] favorisiert. Die Begru¨ndung einer starken Korrelation der Textu-
ren der Farbkana¨le scheint dies durch eine rein visuelle Begutachtung zu besta¨tigen.
Die Textur der einzelnen Farbkana¨le erscheint gleichartig bei vera¨nderter mittlerer
Helligkeit. Dem widerspricht das Ergebnis der Evaluation der Einzelmerkmale. Her-
vorzuheben sind insbesondere die Unterschiede der Klassifikationsergebnisse und der
jeweils optimalen Auflo¨sung d bezu¨glich verschiedener Farbkana¨le. Sie zeigen somit
zwar a¨hnliche, aber doch im Detail verschiedene Texturen. Dabei liefert kein Kanal
generell die besten Ergebnisse.
Bei der Mittelung eines Farbbildes zum Grauwertbild gehen offenbar wichtige Teile
der Texturinformation aus den Einzelkana¨len verloren. Deshalb u¨bertreffen die mei-
sten Einzelergebnisse einkanaliger Farb-CM die der Grauwert-CM. Die Mittelung der
Kana¨le zum Grauwertbild fu¨hrt zu einer ”Durchschnittstextur“ mit mittlerer Perfor-
manz, bei der die kanalspezifischen Texturbesonderheiten, die zur Klassentrennung
wichtig sind, verloren gehen. Damit zeigt sich die Farbtexturbetrachtung schon in
der einfachsten Form, na¨mlich der separaten und einkanaligen Texturanalyse ohne
Merkmalskombination der grauwertigen Texturanalyse u¨berlegen.
Die gemeinsame Betrachtung mehrerer Farbkana¨le in Form der in dieser Arbeit
neu entwickelten, kanalu¨bergreifenden Merkmale bringen generell eine Verbesserung
gegenu¨ber den einkanaligen Merkmalen. Demzufolge wird auch der Abstand zwischen
der farb- und der grauwertbasierten Texturanalyse weiter vergro¨ßert. Besonders her-
vorzuheben ist die Steigerung der Spezifita¨t fu¨r DS3, die aus dem u¨berproportionalen
Anstieg der Klassifikationsgenauigkeit hervorgeht.
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Tabelle 7.10: Ergebnisse nach Kombination von Merkmalen zu ein- und mehrkanaligen CM
des RGB-Farbraums (links und Mitte) und die Kombination beider gruppenspezifisch kom-
binierten Merkmalsra¨ume (rechts).
m(RGBEC) m(RGBMC) m(RGBEC,MC)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,951 0,006 0,949 0,960 0,003 0,959 0,971 0,002 0,970
DS1 d = 10 0,826 0,037 0,820 0,862 0,033 0,857 0,887 0,024 0,883
d = 20 0,793 0,046 0,786 0,864 0,026 0,859 0,869 0,03 0,865
d = 1 0,787 0,033 0,745 0,807 0,025 0,769 0,809 0,028 0,770
DS2 d = 10 0,784 0,033 0,743 0,747 0,028 0,700 0,789 0,027 0,747
d = 20 0,666 0,069 0,599 0,738 0,028 0,679 0,746 0,041 0,695
d = 1 0,813 0,160 0,431 0,899 0,032 0,718 0,910 0,028 0,751
DS3 d = 10 0,810 0,145 0,432 0,845 0,097 0,547 0,850 0,108 0,555
d = 20 0,771 0,007 0,534 0,787 0,020 0,580 0,835 0,008 0,672
7.3.3 Kombination von ein- und mehrkanaligen Merkmalen
im RGB-Farbraum
Die Konkatenation der einkanaligen CM-Merkmale zu m(RGBEC) (Tab. 7.10) resul-
tiert fu¨r die DS1 und DS2 in einer Steigerung der Korrektheit gegenu¨ber den besten
Einzelergebnissen der einkanaligen CM (Tab. 7.8). So steigt fu¨r DS1 der beste Wert
von κ = 0, 896 auf κ = 0, 951 und fu¨r DS2 von 0, 750 auf 0, 787. Fu¨r DS3 sinkt κ
zwar von κ = 0, 821 auf κ = 0, 813, auf der anderen Seite steigt γκ von γκ = 0, 476
auf γκ = 0, 534.
Die Kombination der mehrkanaligen CM-Merkmale zu m(RGBMC) (Tab. 7.10)
ergibt im Vergleich zu den korrespondierenden Einzelmerkmalen (Tab. 7.9) fu¨r die
drei Datensa¨tze ebenfalls eine Steigerung der Klassifikationsrate. Fu¨r DS1 steigt sie
von κ = 0, 937 auf κ = 0, 960, fu¨r DS2 von κ = 0, 753 auf κ = 0, 807 und fu¨r DS3
von κ = 0, 891 auf κ = 0, 899.
Abbildung 7.1 macht die Abha¨ngigkeit der Performanz der Texturklassifikation
von d deutlich. Die κ-Kurve der grauwertigen Texturanalyse (schwarz) zu DS1 (oben)
fa¨llt vom Maximalwert bei d = 1 bis zu d = 9 stark ab und stagniert auf niedrigem
Niveau. Auch die κ-Kurve zum(RGBEC) (weiß) erreicht bei d = 1 ihr Maximum und
fa¨llt mit steigendem Abstand ab. Allerdings ist der Ru¨ckgang der Performanz deutlich
geringer als der zu m(L). Die κ-Kurve zu m(RGBMC) (grau) verla¨uft auf a¨hnlichem
Niveau zur Leistungskurve der einkanaligen CM-Merkmale. Nachdem fu¨r den u¨ber-
wiegenden Teil der Ergebnisse bis d = 8 leicht bessere Resultate fu¨r m(RGBEC) zu
beobachten sind, wechselt dieses Verha¨ltnis fu¨r die Ergebnisse zu d > 8.
Das Verha¨ltnis der κ-Kurven untereinander stellt sich fu¨r DS2 (Abb. 7.1, unten
links) a¨hnlich dar. Die Performanz der grauwertigen Texturmerkmale liegt bis auf
einen Wert bei d = 8 unter der beider Farbvarianten. Dabei wird das Maximum bei
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Abb. 7.1: Die Kurven zeigen die Vera¨nderung von κ bei steigendem d fu¨r DS1 (oben),
DS2 (unten links) und DS3 (unten rechts). Die Ergebnisse zu m(L) sind schwarz, die zu
m(RGBMC) grau und die zu m(RGBEC) weiß angegeben.
d = 3 erreicht und der Leistungsabfall fa¨llt deutlich geringer aus als bei DS1. Die Er-
gebnisse zum(RGBEC) sind fu¨r den Bereich 1 < d < 12 besser als die zum(RGBMC).
Kennzeichnend fu¨r die κ-Kurve zu m(RGBMC) ist wiederum die Robustheit gegen
die Vera¨nderung von d bei gleichzeitig hoher Klassifikationsrate.
Bezu¨glichDS3 (Abb. 7.1, unten rechts) sind sowohl fu¨r die grauwertigen Merkmale
(schwarz) als auch fu¨r die beiden Farbtexturvarianten (grau und weiß) nur geringe
Unterschiede bei vera¨ndertem d zu beobachten. Allerdings liegt das Maximum fu¨r
m(RGBMC) bei d = 1, wa¨hrend es fu¨r m(RGBEC) bei d = 7 und fu¨r m(L) bei d = 4
liegt. Die κ-Kurve zum(RGBMC) ist durchga¨ngig besser als die zum(RGBEC). Diese
liegt wiederum fu¨r alle d u¨ber der Kurve zu m(L).
Bei isolierter Betrachtung der besten Ergebnisse hinsichtlich der Kombinatio-
nen m(RGBEC) und m(RGBMC) zeigt die mehrkanalige gegenu¨ber der einkanaligen
Kombination fu¨r DS1, DS2 und DS3 bessere Klassifikationsraten. Damit setzt sich
die Tendenz der Einzelergebnisse fort.
Im Vergleich der kombinierten Betrachtung von Farbe und Textur in Form der
Vektoren m(RGBMC) (Tab. 7.10) mit der reinen Farbbetrachtung durch die Histo-
gramm-CM (Tab. 7.6) ergibt sich fu¨r alle Datensa¨tze eine Verbesserung der Klassifi-
kationsrate.
Eine weitere Steigerung der Klassifikationsleistung wird durch die Gesamtkom-
bination m(RGBEC,MC) erzielt. U¨berraschend ist diese Verbesserung insbesondere
vor dem Hintergrund der starken Dimensionserho¨hung. Wa¨hrend die Einzelmerkma-
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Tabelle 7.11: Die Signifikanztests erfolgen auf Basis der jeweils maximalen κ-Werte eines
Merkmals bzgl. eines festen Datensatzes. Die Ergebnisse der gegeneinander getesteten Merk-
male (Merkmal 1, Merkmal 2) sind der referenzierten Tabelle (Tab.) zu entnehmen. Die Null-
hypothese auf Gleichheit der Ergebnisse von Merkmal 1 und Merkmal 2 kann zu einem Niveau
von ρ, adjustiert auf Θ Tests, verworfen (Sign. ja) oder nicht verworfen werden (Sign. nein).
Merkmal 1 d Tab. Merkmal 2 d Tab. Sign. ρ Θ Richt.
DS1 m(B) 1 7.8 m(RGBEC) 1 7.10 ja 5% 1 r
DS2 m(B) 1 7.8 m(RGBEC) 1 7.10 ja 5% 1 r
DS3 m(R) 1 7.8 m(RGBEC) 1 7.10 ja 5% 1 r
DS1 m(GB) 1 7.9 m(RGBMC) 1 7.10 ja 5% 1 r
DS2 m(GB) 1 7.9 m(RGBMC) 1 7.10 ja 5% 1 r
DS3 m(RB) 1 7.9 m(RGBMC) 1 7.10 nein 5% 1 r
le bereits einen Merkmalsvektor der La¨nge 16 repra¨sentieren, bilden die Vektoren
m(RGBEC,MC) bereits einen 96-dimensionalen Merkmalsraum. Die zu erwartende
Verschlechterung der Klassifikation wird durch die Qualita¨t der neuen Merkmale u¨ber-
kompensiert. Die Performanz steigt sie fu¨r DS1 auf κ = 0,971, fu¨r DS2 auf κ = 0,809
und fu¨r DS3 auf κ = 0,910. Mit κ erho¨ht sich gerade fu¨r DS3 auch γκ auf γκ = 0,751.
Zur Validierung werden diese Ergebnisse im Hinblick auf ihre statistische Signi-
fikanz untersucht. Dabei steht vor allem die Frage im Mittelpunkt, ob die jeweils
ein- und mehrkanalige Kombination eine bessere Performanz als das beste korrespon-
dierende Einzelmerkmal zeigt. Wie bereits in Kapitel 4.6 kommt ein rechtsseitiger
Mittelwertstest zur Anwendung, d.h. fu¨r den jeweils kleineren κ-Wert wird die Null-
hypothese der Gleichheit mit dem gro¨ßeren Wert gepru¨ft. Das Signifikanzniveau wird
auf ρ = 5% festgelegt und gegebenenfalls bei multiplem Test auf Θ adjustiert. Es
werden immer die besten Ergebnisse eines Datensatzes und einer Kategorie gegen-
einander getestet. In Tabelle 7.11 werden die getesteten Merkmale und das Resultat
angegeben.
Durchga¨ngig fu¨r alle getesteten Datensa¨tze ist die Kombination der einkanaligen
Merkmale signifikant besser als das beste Einzelmerkmal selbst. Fu¨r die Kombination
der mehrkanaligen Merkmale kann die Nullhypthese der Gleichheit nur fu¨r DS3 nicht
zuru¨ckgewiesen werden. Damit ist die Redundanz der Merkmale verschiedener Kana¨le
und Kanalkombinationen geringer als der Informationsgewinn.
Fazit
Die signifikante Verbesserung der Ergebnisse durch Kombination der ein- bzw. mehr-
kanaligen Merkmale stu¨tzt die These der Unterschiedlichkeit kanalspezifischer Tex-
turen. Durch gegenseitige Erga¨nzung wird die Trennscha¨rfe der Merkmale gesteigert.
Eine weitere Verbesserung, durchga¨ngig fu¨r alle Datensa¨tze, ergibt sich aus der Ge-
samtkombination aller ein- und mehrkanaligen Einzelmerkmale. Offenbar modellie-
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ren die mehrkanaligen Merkmale andere Texturcharakteristika als die einkanaligen
CM, so dass trotz der zu erwartenden Redundanz innerhalb der Kombination beider
Merkmalsgruppen dennoch eine verbesserte Klassentrennung erreicht werden kann.
Die Ho¨he des in der Mehrkanal-CM enthaltenen Informationsgewinns, der u¨ber die
Information der Einkanal-CM hinaus geht, wurde in Kapitel 5.5 u¨ber die Kolmogorov-
Abha¨ngigkeit quantifiziert. Die Experimente zeigen, dass sich dieser Informationsge-
winn auch in der Klassifikation nachweisen la¨ßt.
Die Wahl des CM-Abstandes d hat fu¨r beide Merkmalskombinationen Einfluß
auf κ. Insbesondere bei hohen Absta¨nden sinkt tendenziell die Klassifikationsrate,
da mit der Entfernung vom optimalen d die Nachbarschaften zufa¨llig sind und sich
die Information der CM dem reinen Histogramm anna¨hert. Dieser Zusammenhang
konnte anhand der Kolmogorov-Abha¨ngigkeitD(ECkd,%) in Kapitel 5.3.1 nachgewiesen
werden. Allerdings zeigt sich die mehrkanalige Kombination etwas robuster gegen
steigendes d.
Ein Grund hierfu¨r ist der gleichzeitige Einfluß der Farbe, die in Form des Farbhi-
stogramms unabha¨ngig vom Abstand ist. Wa¨hrend die Nachbarrelation bei großem
d an Bedeutung verliert, bleibt die Farbinformation selbst erhalten. Allerdings ergibt
sich aus der Mehrkanal-CM mit d > 0 nicht eine Histogramm-CM. Vielmehr konkur-
rieren beide Anteile, so dass die Streuung mit steigendem d steigt (Abb. 5.11). Die
Klassifikationsrate der Mehrkanal-CM mit d = 20 liegt daher unter der mit d = 0,
aber u¨ber der Einkanal-CM mit d = 20.
7.3.4 Kombination mit Histogramm-CM
und grauwertigen Texturmerkmalen
Die Ergebnisse der Kombination aus Farbhistogramm und Texturparametern wer-
den in Tabelle 7.12 dargestellt. Dabei entspricht m(RGB0, L) der separaten Be-
trachtung von Farbe und Textur, wa¨hrend in den Kombinationen m(RGB0,EC) und
m(RGB0,MC) der Anteil der zusa¨tzlichen Information aus den ein- und mehrkanali-
gen integrativen Farbtexturmerkmalen zum Farbhistogramm untersucht wird.
Fu¨r alle Texturkombinationen mit dem Farbhistogramm wird das reine Farber-
gebnis zu RGB0 (Tab. 7.6) verbessert. Der Unterschied zwischen den kombinierten
Merkmalen selbst ist dagegen gering. Fu¨r DS1 und DS2 wird das beste Resultat
bezu¨glich m(RGB0, L) erzielt, fu¨r DS3 bezu¨glich m(RGB0,MC). Das Ausmaß der
Verbesserung ist von der Gu¨te des Farbhistogramms abha¨ngig. Wa¨hrend der Anstieg
fu¨r DS1 von κ = 0,938 auf κ = 0,977 um 4,2% und fu¨r DS3 von κ = 0,892 auf
κ = 0,912 um 2,2% nur gering ausfa¨llt, ergibt sich fu¨r DS2 ein deutlicher Anstieg
von κ = 0,654 auf κ = 0,831 um 27,1%. Alle Differenzen zwischen Histogramm und
Merkmalskombination sind statistisch signifikant (Tab. 7.13).
Nach der Analyse der ein- und mehrkanaligen Merkmale in Kombination mit dem
Farbhistogramm erfolgt mit den Kombinationen m(RGBEC, L), m(RGBMC, L) und
m(RGBEC,MC, L) (Tab. 7.14) eine analoge Untersuchung u¨ber ihren Zusammenhang
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zur der grauwertigen Texturanalyse m(L) (Tab. 7.7). Trotz der mit der Kombina-
tion verbundenen Dimensionserho¨hung kommt es sowohl bezu¨glich m(RGBEC, L)
als auch bezu¨glich m(RGBMC, L) zu einer Verbesserung der Klassifikationsrate ge-
genu¨ber der zu m(L). Wie fu¨r die Einzelmerkmale m(RGBEC) und m(RGBMC)
ist die mehrkanalige Kombination m(RGBEC,MC, L) fu¨r DS1, DS2 und DS3 besser
als m(RGBEC, L). Die Steigerung der Performanz bei Gruppierung der integrativen
Merkmale mit reinen Texturmerkmalen ist statistisch signifikant (Tab. 7.13).
Ein Vergleich der Kombination m(RGBEC, L) mit m(RGBEC) (Tab. 7.10) ergibt
fu¨r DS1 eine Verminderung der Korrektheit von κ = 0,951 auf κ = 0,946 und fu¨r DS2
von κ = 0,787 auf κ = 0,784. Fu¨r DS3 wird mit κ = 0,814 in etwa dasselbe Ergebnis
erzielt. Damit bringt die gleichzeitige einkanalige und grauwertige Texturanalyse in
den meisten Fa¨llen keinen Gewinn, was die Redundanz der Vektoren m(L) innerhalb
der Kombination m(RGBEC) zeigt.
Die Kombination m(RGBMC, L) zeigt dagegen fu¨r DS1, DS2 geringfu¨gig besse-
re Resultate gegenu¨ber dem Einzelmerkmal m(RGBMC) (Tab. 7.10). So steigt fu¨r
DS1 die Korrektheit von κ = 0,960 auf κ = 0,966 und fu¨r DS2 von κ = 0,807 auf
κ = 0,809. Dagegen sinkt die Performanz fu¨r DS3 von κ = 0,899 auf κ = 0,895.
Da bereits die Erga¨nzungsfa¨higkeit fu¨r ein- und mehrkanalige Farbtexturmerkma-
le gezeigt wurde, konnte hier ebenfalls eine Erga¨nzungsfa¨higkeit erwartet werden.
Allerdings ko¨nnen die Ergebnisse der Kombination m(RGBEC,MC) außer fu¨r DS2
nicht durchm(RGBMC, L) erreicht werden. Offenbar wird die Intensita¨tstextur durch
m(RGBEC) detaillierter modelliert als durch m(L).
Die besten Resultate innerhalb der Kombinationen von integrativen Farb- und
Grauwerttexturmerkmalen werden durch die Gesamtkombination m(RGBEC,MC, L)
erreicht. Die Ergebnisse liegen aber fu¨r alle Datensa¨tze unterhalb der κ-Werte bezu¨g-
lich m(RGBEC,MC), d.h. unter Ausschluss von m(L).
m(RGB0, L) m(RGB0,EC) m(RGB0,MC)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,977 0,001 0,977 0,974 0,001 0,974 0,972 0,002 0,971
DS1 d = 10 0,929 0,009 0,927 0,928 0,012 0,925 0,920 0,008 0,917
d = 20 0,928 0,036 0,925 0,913 0,014 0,909 0,926 0,008 0,924
d = 1 0,831 0,014 0,797 0,826 0,023 0,791 0,812 0,027 0,774
DS2 d = 10 0,814 0,024 0,776 0,806 0,025 0,768 0,759 0,036 0,711
d = 20 0,767 0,027 0,721 0,779 0,027 0,735 0,746 0,028 0,695
d = 1 0,899 0,052 0,709 0,899 0,051 0,702 0,912 0,029 0,754
DS3 d = 10 0,880 0,070 0,651 0,876 0,073 0,639 0,880 0,067 0,652
d = 20 0,797 0,004 0,589 0,817 0,005 0,629 0,869 0,006 0,739
Tabelle 7.12: Kombination der 2D-Approximation des RGB-Farbhistogramms mit (links)
grauwertigen CM-Merkmalen, (Mitte) Merkmalen aus einkanaligen CM und (rechts) Merk-
malen aus mehrkanaligen CM.
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Tabelle 7.13: Die Signifikanztests erfolgen auf Basis der jeweils maximalen κ-Werte eines
Merkmals bzgl. eines festen Datensatzes. Die Ergebnisse der gegeneinander getesteten Merk-
male (Merkmal 1, Merkmal 2) sind der referenzierten Tabelle (Tab.) zu entnehmen.
Merkmal 1 d Tab. Merkmal 2 d Tab. Sign. ρ Θ Richt.
DS1 m(RGB0) 0 7.7 m(RGB0, L) 1 7.12 ja 5% 1 r
DS2 m(RGB0) 0 7.7 m(RGB0, L) 1 7.12 ja 5% 1 r
DS3 m(RGB0) 0 7.7 m(RGB0,MC) 1 7.12 ja 5% 1 r
DS1 m(L) 1 7.7 m(RGBMC, L) 1 7.14 ja 5% 2 r
DS2 m(L) 10 7.7 m(RGBMC, L) 1 7.14 ja 5% 2 r
DS3 m(L) 10 7.7 m(RGBMC, L) 1 7.14 ja 5% 2 r
Fazit
Die integrative Sichtweise, die Farbe und Textur miteinander verbindet, ist in den
meisten Fa¨llen der reinen Farbbetrachtung u¨berlegen. Der Anstieg der Klassifikati-
onsleistung durch Kombination der reinen Farbbetrachtung in Form des Histogramms
mit verschiedenen Varianten der Texturanalyse zeigt in allen Fa¨llen die sinnvolle
Erga¨nzbarkeit von Farb- und Texturinformation. Trotz der schlechten Performanz
der grauwertigen Einzelergebnisse erweist sich ihre Kombination mit dem Farbhisto-
gramm fu¨r zwei Datensa¨tze als gleichwertig zu anderen Kombinationen mit integra-
tiven Farbtexturmerkmalen. Dabei spielen zwei Aspekte eine Rolle. Zum einen ist
zu erwarten, dass die reine Farb- und die reine Texturbetrachtung nur eine geringe
Redundanz aufweist. Zum anderen ergibt sich aus den integrativen Merkmalen eine
u¨berproportionale Dimensionserho¨hung. Wa¨hrend der Vektor m(RGB0, L) in einem
Merkmalsraum der Dimension 3∗16+8 = 56 liegt, gilt fu¨r die Vektorenm(RGB0,EC)
m(RGBEC, L) m(RGBMC, L) m(RGBEC,MC, L)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,946 0,007 0,945 0,966 0,002 0,965 0,968 0,002 0,967
DS1 d = 10 0,821 0,041 0,815 0,865 0,027 0,860 0,905 0,017 0,902
d = 20 0,804 0,064 0,797 0,882 0,053 0,878 0,879 0,056 0,875
d = 1 0,777 0,034 0,732 0,809 0,026 0,770 0,804 0,032 0,766
DS2 d = 10 0,784 0,030 0,742 0,767 0,001 0,772 0,772 0,028 0,727
d = 20 0,668 0,057 0,602 0,733 0,041 0,673 0,768 0,038 0,722
d = 1 0,814 0,148 0,441 0,895 0,038 0,704 0,904 0,042 0,727
DS3 d = 10 0,812 0,146 0,435 0,850 0,090 0,564 0,849 0,114 0,549
d = 20 0,744 0,008 0,480 0,808 0,016 0,620 0,852 0,022 0,709
Tabelle 7.14: Gruppenweise Kombination des grauwertigen Merkmals mit den Merkmalen
aus ein- und mehrkanaligen CM als Farbvarianten (links, Mitte), (rechts) Kombination aller
ein- und mehrkanaligen Merkmale mit grauwertbasierten Merkmalen
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undm(RGBMC) eine Dimensionsgro¨ße von 3∗16+3∗16 = 96. Damit wird der Vorteil
aus den ein- und mehrkanaligen Merkmalen gegenu¨ber den grauwertigen Merkmalen
zum Teil wieder kompensiert.
Die Kombination m(RGB0, L) entspricht einer in der Literatur ha¨ufig gewa¨hl-
ten Variante der Trennung von Farbe und Textur, deren Anwendung durch die hier
pra¨sentierten Ergebnisse gerechtfertigt wird. Allerdings wird in einem Fall durch
die zusa¨tzliche Einbeziehung mehrkanaliger Farbtexturmerkmale eine Steigerung der
Klassifikationsleistung erzielt. Dagegen zeigt die Kombination m(RGB0,EC) fu¨r al-
le Datensa¨tze gleichermaßen gute Ergebnisse, wenngleich sie immer unterhalb des
jeweils mo¨glichen Optimums liegen. Sie ist deshalb die universellere Methode zur
Analyse farbiger und texturierter Bilder.
Aus der Verschlechterung der Klassifikationsrate fu¨r die Kombination der einka-
naligen Merkmale mit den grauwertigen Merkmalen kann deren Redundanz gefolgert
werden. In Kombination mit mehrkanaligen Merkmalen entha¨ltm(L) dagegen zusa¨tz-
liche Informationen zu Klassentrennung, die die Klassifikationsrate statistisch signi-
fikant gegenu¨ber der Grauwerttexturanalyse verbessert. Keine der hier untersuchten
Kombinationen zeigt eine bessere Leistungsfa¨higkeit als die ein- und mehrkanalige
Kombination m(RGBEC,MC) (Abschn. 7.3.3), die damit eine umfassende Farbtex-
turbeschreibung liefert.
7.3.5 Logarithmierung von Cooccurrence-Matrizen
Bereits bei der Einfu¨hrung des Texturbegriffs in Kapitel 3.1 konnte keine einheitli-
che Texturdefinition angegeben werden. So kann eine homogene Fla¨che genauso als
Textur bezeichnet werden wie z.B. eine Gitterstruktur. Diese Sichtweise ist mit der
Farbdefinition vergleichbar (Kap. 2), bei der Grauwerte als besondere Form der Far-
be subsumiert werden. Charakteristisch fu¨r eine reale Textur ist aber vor allem der
hochfrequente Anteil eines Bildes und damit der regelma¨ßige Wechsel von kleinen
homogenen Bereichen. Selbst bei kleinen Fla¨chen sind die Nachbarschaften mit glei-
chen Grauwerten den Schnittstellenpixeln in ihrer Anzahl u¨berlegen. In einer CM
spiegelt sich das in hohen Werten auf der Hauptdiagonalen und kleinen Nebendia-
gonalwerten wider. Zur Darstellung einer CM ist es daher seit langem u¨blich, deren
Werte zu logarithmieren, um die wichtigen Nebenwerte zu betonen. In [Bre01] wird
die Logarithmierung nicht zur Darstellung, sondern zur verbesserten Auswertung von
CM im Zusammenhang des Image-Retrievals vorgeschlagen. In dieser Arbeit wird die
Auswirkung einer solchen Logarithmierung erstmals zur Klassifikation von Texturen
in die Untersuchung der Farb-CM einbezogen.
Stellvertretend fu¨r die verschiedenen Merkmalskombinationen zur Texturanalyse
werden in Tabelle 7.15 die Ergebnisse zur Grauwert-CM und zu den ein- und mehr-
kanaligen Gruppenkombinationen aufgefu¨hrt. Die Merkmalsvektoren
m
(
log(L)
)
m
(
log(RGBEC)
)
m
(
log(RGBMC)
)
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Tabelle 7.15: Vor der Merkmalsberechnung wurden die CM jeweils logarithmiert, um kleine
Nebenwerte zu betonen.
m
(
log(L)
)
m
(
log(RGBEC)
)
m
(
log(RGBMC)
)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,881 0,024 0,877 0,957 0,004 0,955 0,965 0,003 0,964
DS1 d = 10 0,544 0,131 0,529 0,834 0,034 0,829 0,861 0,030 0,856
d = 20 0,523 0,146 0,506 0,796 0,042 0,789 0,872 0,024 0,867
d = 1 0,757 0,047 0,706 0,797 0,026 0,756 0,796 0,028 0,754
DS2 d = 10 0,730 0,038 0,676 0,782 0,034 0,750 0,749 0,031 0,696
d = 20 0,640 0,062 0,568 0,669 0,075 0,603 0,723 0,035 0,660
d = 1 0,797 0,174 0,382 0,834 0,127 0,504 0,905 0,034 0,734
DS3 d = 10 0,812 0,114 0,452 0,830 0,126 0,487 0,844 0,093 0,545
d = 20 0,813 0,147 0,437 0,840 0,143 0,510 0,840 0,147 0,508
entstehen aus der Berechnung der Haralick-Maße nach der Logarithmierung der ent-
sprechenden Matrix. Im Vergleich zu den Ergebnissen der korrespondierenden nicht-
logarithmierten Matrizen in den Tabellen 7.7 und 7.10 ergibt sich aus der Logarith-
mierung eine Steigerung der Klassifikationsleistung. Bezu¨glich m(L) steigt κ fu¨r DS1
von κ = 0,855 auf κ = 0,881, fu¨r DS2 von κ = 0,742 auf κ = 0,757 und fu¨r DS3 von
κ = 0,801 auf κ = 0,813.
Die Ergebnisse bezu¨glichm
(
log(RGBEC)
)
zeigen gegenu¨berm(RGBEC) fu¨r alle
drei Datensa¨tze ebenfalls bessere Klassentrennungseigenschaften. Hier steigt die Kor-
rektheit fu¨r DS1 von κ = 0,951 auf κ = 0,957, fu¨r DS2 von κ = 0,787 auf κ = 0,797
und fu¨r DS3 von κ = 0,813 auf κ = 0,840. Auch die Ergebnisse der mehrkanaligen
Kombination m(RGBMC) lassen sich fu¨r zwei der drei Datensa¨tze durch Logarith-
mierung verbessern. Fu¨r DS1 steigt κ von κ = 0,960 auf κ = 0,965 und fu¨r DS3 von
κ = 0,899 auf κ = 0,905. Dagegen sinkt κ fu¨r DS2 von κ = 0,807 auf κ = 0,796.
Aus der detaillierten Analyse der Kontingenztafeln geht hervor, dass nicht alle
Klassen gleichermaßen von der Logarithmierung profitieren. Es stellt sich heraus,
dass nur die Korrektheiten der Klassen gesteigert werden, die ohne Logarithmierung
eine besonders geringe Klassifikationsrate aufweisen. Hier kann aus der Hervorhebung
von Nebenwerten eine zusa¨tzliche diskriminierende Information gewonnen werden.
Wa¨hrend die nichtlogarithmierte Matrix (Abb. 7.2, links oben) auf wenige Werte der
Hauptdiagonalen reduziert werden kann, zeigt die Matrix nach der Logarithmierung
mehr Struktur, die zur Unterscheidung von a¨hnlichen Matrizen genutzt werden kann
(Abb. 7.2, links unten).
Die Texturen der Klassen, die bereits ohne Logarithmierung gut von anderen zu
unterscheiden sind, profitieren zwar nicht von der Logarithmierung, verlieren aber
meist auch nichts. Diese Regel trifft fu¨r DS1 nur im Fall der Klassen 18 und 19 nicht
zu, deren Textur sehr a¨hnlich wirkt und deren Unterscheidung somit schwierig ist.
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Abbildung 7.2: Beispiele nichtlogarithmierter (obere Zeile) und logarithmierter (untere Zei-
le) CM. Wa¨hrend in den meisten Fa¨llen durch die Betonung der Nebenwerte eine robustere
Scha¨tzung der Texturinformation erfolgt (links), kann es in Ausnahmefa¨llen zu einer Ver-
schmierung der CM-Charakteristik und damit zu einer erschwerten Klassentrennung kommen
(Mitte, rechts). Die unvollsta¨ndige Ausnutzung des mo¨glichen Wertebereichs bei der Bildauf-
nahme fu¨hrt dazu, dass im Bereich des Matrixursprunges (insbesondere Mitte und rechts)
keine Eintra¨ge in der CM zu finden sind.
Die beiden einkanaligen CM des Rotkanals (Abb. 7.2, Mitte und rechts oben) weisen
in beiden Fa¨llen eine starke Streuung auf, allerdings ist in einem Fall ein deutlicheres
Zentrum und ein leicht verschobener Schwerpunkt auszumachen. Durch diese Unter-
schiede werden fu¨r m(RGBEC) nur sechs der 64 Bilder aus Klasse 19 der Klasse 18
zugeordnet. Dagegen verschmieren diese geringen Differenzen durch die Logarithmie-
rung, die Matrizen werden sich a¨hnlicher (Abb. 7.2, Mitte und rechts unten). Das
fu¨hrt zu einem Anstieg der Fehlklassifikationen auf 13 bezu¨glich m
(
log(RGBEC)
)
.
Fazit
Bei allen hier betrachteten Texturmerkmalen und fu¨r die Mehrzahl der Datensa¨tze
steigert die Logarithmierung der Matrixeintra¨ge die Unterscheidbarkeit zwischen den
Matrizen und fu¨hrt damit zu einer Verbesserung der Klassifikationsrate. Allerdings
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ist die Verbesserung mit etwa 3% in den meisten Fa¨llen nur gering. Deshalb muss der
zusa¨tzliche Aufwand fu¨r die ”teure“ Berechnung des Logarithmus gegen den mo¨gli-
chen Gewinn abgewogen werden. In jedem Fall sollte die Logarithmierung als Mo¨glich-
keit der Leistungssteigerung in jede CM-basierte Texturanalyse einbezogen werden.
7.3.6 Einzelmerkmale im LRzIz-Farbraum
Anders als im RGB-Farbraum sind die Kana¨le des LRzIz-Farbraums nicht gleich-
berechtigt, sondern repra¨sentieren mit L die Helligkeit und davon separiert mit Rz
und Iz helligkeitsunabha¨ngige Farbmerkmale (Kap. 2.4). Nach Kapitel 5.3.2 stellen
bereits die helligkeitsunabha¨ngigen, einkanaligen CM eine kombinierte Betrachtung
einer Sa¨ttigungs- und/oder Farbtextur entlang definierter Farbachsen innerhalb der
komplexen Farbebene dar. Der Merkmalsvektor m(RzIz) zur ebenfalls helligkeitsun-
abha¨ngigen, aber mehrkanaligen CM bildet die Textur entlang einer dritten Farbachse
ab und steht deshalb analytisch auf einer Stufe mit Rz und Iz. Dieser Zusammenhang
wird bei der Zusammenstellung der Tabellen 7.16 und 7.17 beru¨cksichtigt. Sie sind
nicht nach dem Gesichtspunkt der ein- und mehrkanaligen CM, sondern nach den
Kategorien helligkeitsunabha¨ngiger und -abha¨ngiger CM sortiert.
Merkmale aus helligkeitsunabha¨ngigen Cooccurrence-Matrizen
Beim direkten Vergleich der helligkeitsunabha¨ngigen Farbmerkmale m(Rz), m(Iz)
und m(RzIz) ist kein fu¨r alle Datensa¨tze gleichermaßen pra¨ferierter Kanal herauszu-
stellen. Die maximale Korrektheit wird fu¨r DS1 sowie DS3 mit dem Einzelmerkmal
m(RzIz) fu¨r DS2 mit m(Rz) erreicht (Tab.7.16). Das Verha¨ltnis der Kana¨le unterein-
ander ist vom Datensatz abha¨ngig. Fu¨r DS1 differiert das Resultat des schlechtesten
Einzelmerkmals m(Iz) mit κ = 0,856 nur um 4,1% vom besten Einzelergebnis mit
m(Rz) m(Iz) m(RzIz)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,886 0,015 0,881 0,856 0,034 0,851 0,891 0,013 0,887
DS1 d = 10 0,666 0,067 0,655 0,592 0,077 0,578 0,795 0,036 0,788
d = 20 0,595 0,065 0,581 0,535 0,077 0,519 0,661 0,028 0,626
d = 1 0,658 0,031 0,589 0,653 0,017 0,583 0,532 0,098 0,427
DS2 d = 10 0,714 0,031 0,657 0,597 0,031 0,516 0,484 0,058 0,378
d = 20 0,595 0,037 0,514 0,548 0,024 0,458 0,453 0,046 0,344
d = 1 0,812 0,099 0,460 0,782 0,123 0,374 0,852 0,063 0,582
DS3 d = 10 0,809 0,108 0,448 0,803 0,097 0,441 0,822 0,067 0,506
d = 20 0,829 0,097 0,505 0,804 0,091 0,446 0,915 0,336 0,401
Tabelle 7.16: Einzelergebnisse der helligkeitsunabha¨ngigen Merkmale m(Rz), m(Iz) und
m(Rz, Iz). Das Einzelergebnis bzgl. der L-Achse ist Tabelle 7.7 zu entnehmen.
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Tabelle 7.17: Einzelergebnisse der helligkeitsabha¨ngigen Merkmale m(LRz) und m(LIz)
m(LRz) m(LIz)
κ σκ γκ κ σκ γκ
d = 1 0,871 0,030 0,867 0,802 0,047 0,795
DS1 d = 10 0,784 0,045 0,777 0,719 0,071 0,710
d = 20 0,552 0,039 0,512 0,497 0,043 0,446
d = 1 0,556 0,064 0,464 0,610 0,085 0,534
DS2 d = 10 0,528 0,030 0,422 0,500 0,054 0,391
d = 20 0,442 0,037 0,331 0,456 0,051 0,348
d = 1 0,873 0,043 0,647 0,865 0,051 0,630
DS3 d = 10 0,861 0,062 0,606 0,825 0,094 0,497
d = 20 0,773 0,307 0,184 0,894 0,643 0,118
κ = 0,891, so dass die Texturinformation von allen Kana¨len in a¨hnlicher Qualita¨t
erfasst wird. Eingeschra¨nkt gilt das auch fu¨r DS3, bei dem das Maximum bezu¨glich
m(RzIz) mit κ = 0,915 um 13,8% vom schlechtesten Ergebnis mit κ = 0,804 zum(Iz)
differiert.
Dagegen liegt fu¨r DS2 das schlechteste Einzelmerkmal m(RzIz) mit κ = 0,532
um 25,5% unter dem Maximum mit κ = 0,714. Bei einer solchen Differenz kann von
einem Vorzugsfarbkanal der Textur gesprochen werden, dessen Leistung deutlich u¨ber
der der anderen Kana¨le liegt. Entgegen der Erwartung ist dieser Vorzugskanal fu¨r den
Baumrinden-Datensatz DS2 nicht Iz, der den Gru¨n-Braun-Bereich abdeckt und der
fu¨r alle Bilder dominierend ist, sondern der orthogonale Rz-Kanal. Die Dominanz
eines Farbkanals kann also dazu fu¨hren, dass sich die Klassen gerade dort nur wenig
unterscheiden.
Die Position des jeweils maximalen κ liegt fu¨r DS1 bei d = 1, fu¨r DS2 bei d = 10
und fu¨r DS3 bei d = 20. Außer fu¨r DS3 korrespondieren diese optimalen Absta¨nde
mit den einkanaligen Einzelergebnissen zum RGB-Farbraum (Tab. 7.8). Die maximale
Klassifikationsleistung der helligkeitsunabha¨ngigen CM des LRzIz-Farbraums liegt fu¨r
DS1 und DS2 unter und fu¨r DS3 u¨ber dem besten Ergebnis der Einzelmerkmale des
RGB-Farbraums. Damit ist eine Tendenz zu besseren Resultaten im RGB-Farbraum
erkennbar. Sie ist aber nicht uneingeschra¨nkt verallgemeinerbar.
Merkmale aus helligkeitsabha¨ngigen Cooccurrence-Matrizen
Die mehrkanaligen Einzelmerkmalem(LRz) undm(LIz) kombinieren die Betrachtung
der Helligkeit mit einem der Farbmerkmale (Tab. 7.17) in einer CM. Im Vergleich zu
den helligkeitsunabha¨ngigen CM sinkt das maximale κ fu¨r DS1 auf κ = 0,871, fu¨r
DS2 auf κ = 0,610 und fu¨r DS3 auf κ = 0,894. Damit ist die gleichzeitige Analyse von
Helligkeit und Farbe im LRzIz-Farbraum in allen Fa¨llen den helligkeitsunabha¨ngigen
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CM unterlegen. Im Gegensatz dazu konnte im RGB-Farbraum durch gemeinsame
Analyse zweier Farbkana¨le die Klassifikationsrate gesteigert werden. Offenbar ver-
ringert sich mit der Dekorrelation der Farbkana¨le beim U¨bergang vom RGB- zum
LRzIz-Farbraum auch der Zusammenhang der Texturen auf den einzelnen Kana¨len,
der mit der mehrkanaligen CM modelliert wird.
Grauwert-CM versus Farb-CM
Im direkten Vergleich dieser CM-Varianten auf Basis des LRzIz-Farbraums mit den
Einzelergebnissen des L-Kanals (Tab. 7.7) ergibt sich sowohl fu¨r die helligkeitsun-
abha¨ngigen als auch fu¨r die -abha¨ngigen Farb-CM fu¨r DS1 und DS3 eine Verbesse-
rung der maximalen Klassifikationsleistung. Dagegen sinkt die Korrektheit fu¨r DS2.
Anders als im RGB-Farbraum kann im LRzIz-Farbraum keine generelle Verbesserung
der Klassifikation durch die Verwendung der integrativen CM-Merkmale festgestellt
werden. Auf der anderen Seite belegen die großen Unterschiede der Klassifikations-
leistung der Grauwert- und Farbmerkmale bei gleichzeitig uneinheitlicher Tendenz
bezu¨glich verschiedener Datensa¨tze, dass sich die Texturen, die auf den Farbachsen
Rz und Iz modelliert werden, fundamental von der Intensita¨tstextur unterscheiden.
Eine entsprechend geringe Redundanz la¨ßt eine gute Kombinierbarkeit beider CM-
Varianten erwarten.
Fazit
Wie im RGB-Farbraum kann auch im LRzIz-Farbraum kein genereller Vorzugskanal
fu¨r die unterschiedlichen Texturdatensa¨tze festgestellt werden. Wegen des geringen
Informationsgehaltes der kombinierten Intensita¨ts- und Farbbetrachtung in Form der
helligkeitsabha¨ngigen CM ist die Performanz der helligkeitsunabha¨ngigen Matrizen
generell ho¨her. Allerdings erreicht sie selten die Gro¨ßenordnung der Einzelmerkmale
im RGB-Farbraum. Ebenso wie die Histogrammrepra¨sentation des LRzIz-Farbraums
(Kap. 7.3.1) gewinnt auch die Farbtexturanalyse nicht in jedem Fall von der Dekor-
relation der Kana¨le des RGB-Farbraums.
Wa¨hrend die Kana¨le des RGB-Farbraums weiterhin (kanalspezifische) Intensi-
ta¨tstexturen modellieren, bilden die helligkeitsunabha¨ngigen Farb-CM auf Basis der
beiden Farbkomponenten des LRzIz-Farbraums reine Farbnachbarschaften ab. Die
Unterschiedlichkeit beider Varianten konnte experimentell untermauert werden. Da-
mit lassen sich mit ein- und mehrkanaligen Matrizen im komplexen Farbraum Farb-
muster mit konstanter Helligkeit charakterisieren, die bislang als untexturiert galten.
Insgesamt ist aber keine abschließende Wertung bezu¨glich der Leistungsfa¨higkeit hel-
ligkeitsabha¨ngiger und helligkeitsunabha¨ngiger Farbtexturmodellierung mo¨glich, da
keine einheitliche Tendenz fu¨r alle Datensa¨tze erkennbar ist. Es ist aber zu beobach-
ten, dass die Farb-CM genau fu¨r die beiden Datensa¨tze gegenu¨ber der grauwertigen
Analyse von Vorteil ist, fu¨r die das Farbhistogramm besonders gute Ergebnisse ge-
zeigt hat. Somit kann ein Zusammenhang zwischen der Bedeutung der Farbe und der
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der Farbtextur vermutet werden.
7.3.7 Merkmalskombination im LRzIz-Farbraum
Kombination von helligkeitsunabha¨ngigen und -abha¨ngigen Merkmalen
Wie bei den Kombinationsmerkmalen des RGB-Farbraums ist auch bezu¨glich des
LRzIz-Farbraums durch reine Kombination der Einzelmerkmale fu¨r alle untersuchten
Datensa¨tze eine Steigerung der Korrektheit gegenu¨ber der der korrespondierenden
Einzelmerkmale zu verzeichnen (Tab. 7.18). Innerhalb der Gruppe der helligkeitsun-
abha¨ngigen Merkmale m(RzIzHU) steigt κ fu¨r DS1 von 0,891 zu m(RzIz) auf 0,969,
fu¨r DS2 von 0,714 zu m(Iz) auf 0,759 und fu¨r DS3 von 0,915 zu m(RzIz) auf 0,919.
Die Konkatenationm(LRzIzHA) der beiden helligkeitsabha¨ngigen Merkmale fu¨hrt
ebenfalls zu einer Erho¨hung der Klassifikationsrate der korrespondierenden Einzel-
merkmale fu¨r die drei Datensa¨tze. Fu¨r DS1 steigt κ von 0,871 zu m(LRz) auf 0,905,
fu¨r DS2 von 0,610 zum(LIz) auf 0,672, fu¨r DS3 von 0,894 zum(LRz) auf 0,908. Ins-
gesamt kann damit eine generelle Verbesserung der Klassifikation durch Kombination
festgestellt werden. Die Steigerung der Korrektheit ist sowohl fu¨r die helligkeitsun-
abha¨ngigen als auch fu¨r die -abha¨ngigen Merkmale bezu¨glichDS1 undDS2 statistisch
signifikant auf 5%-Niveau (Tab. 7.19). Nur fu¨r DS3 kann die Hypothese der gleichen
Performanz von Einzelmerkmalen und kombinierten Merkmalen nicht zuru¨ckgewiesen
werden.
Der Vergleich der helligkeitsunabha¨ngigen und -abha¨ngigen MerkmaleM(RzIzHU)
undm(LRzIzHA) fa¨llt durchga¨ngig fu¨r alle Datensa¨tze zugunsten vonm(RzIzHU) aus.
Der ho¨here Informationsgehalt der helligkeitsunabha¨ngigen CM wurde bereits bei
der Analyse der Einzelmerkmale festgestellt. Nach der Gruppierung beider Varianten
bleibt diese Tendenz erhalten.
m(RzIzHU) m(LRzIzHA) m(LRzIzHU,HA)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,969 0,003 0,968 0,905 0,013 0,902 0,983 0,001 0,982
DS1 d = 10 0,867 0,017 0,862 0,829 0,036 0,823 0,912 0,012 0,909
d = 20 0,843 0,022 0,838 0,827 0,027 0,821 0,916 0,010 0,913
d = 1 0,756 0,018 0,707 0,672 0,048 0,606 0,769 0,021 0,723
DS2 d = 10 0,759 0,033 0,711 0,526 0,049 0,431 0,716 0,059 0,659
d = 20 0,729 0,013 0,675 0,499 0,036 0,399 0,734 0,014 0,680
d = 1 0,852 0,060 0,583 0,879 0,043 0,661 0,884 0,036 0,678
DS3 d = 10 0,887 0,071 0,607 0,841 0,101 0,534 0,906 0,042 0,679
d = 20 0,919 0,442 0,359 0,908 0,640 0,176 0,916 0,505 0,305
Tabelle 7.18: Ergebnisse nach Kombination von Merkmalen zu ein- und mehrkanaligen CM
des LRzIz-Farbraums (links und Mitte). Kombination beider kombinierten Merkmalsra¨ume
(rechts).
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Tabelle 7.19: Die Verbesserung der Korrektheit durch Konkatenation der helligkeitsun-
abha¨ngigen bzw. -abha¨ngigen Einzelmerkmale ist fu¨r zwei der drei getesteten Datensa¨tze
statistisch signifikant. Der Test wird bezu¨glich der helligkeitsunabha¨ngigen Einzelmerkmale
auf 2 adjustiert, weil die Daten im Rahmen des Vergleichs mit dem HSL-Farbraum erneut
herangezogen werden.
Merkmal 1 d Tab. Merkmal 2 d Tab. Sign. ρ Θ Richt.
DS1 m(RzIz) 1 7.16 m(RzIzHU) 1 7.18 ja 5% 2 r
DS2 m(Rz) 10 7.16 m(RzIzHU) 10 7.18 ja 5% 2 r
DS3 m(RzIz) 20 7.16 m(RzIzHU) 20 7.18 nein 5% 2 r
DS1 m(LRz) 1 7.17 m(LRzIzHA) 1 7.18 ja 5% 1 r
DS2 m(LIz) 1 7.17 m(LRzIzHA) 1 7.18 ja 5% 1 r
DS3 m(LIz) 20 7.17 m(LRzIzHA) 20 7.18 nein 5% 1 r
Durch die Kombinationm(RzIzHU) undm(LRzIzHA) zum Vektorm(LRzIzHU,HA)
kann fu¨r DS1 und DS2 eine weitere Verbesserung des Klassifikationsergebnisses er-
reicht werden. Dabei steigt κ fu¨r DS1 auf 0,983 und fu¨r DS2 auf 0,769, wa¨hrend
mit κ = 0,916 fu¨r DS3 ein ungefa¨hr gleichbleibendes Ergebnis gegenu¨ber dem besten
Gruppenmerkmal m(RzIzHU) erzielt wird.
Kombination mit Histogramm-CM und grauwertigen Texturmerkmalen
Im Vergleich zu den Ergebnissen des LRzIz-basierten Histogramms (Tab. 7.6) er-
gibt sich aus der Kombination mit den verschiedenen Texturvarianten in allen Fa¨llen
eine Steigerung der Klassifikationsrate. Dabei werden die jeweils besten Resultate
eines Datensatzes durch die Kombination der helligkeitsunabha¨ngigen Texturmerk-
m(LRzIz0, L) m(LRzIz0,HU) m(LRzIz0,HA)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,967 0,002 0,966 0,986 0,000 0,985 0,948 0,005 0,946
DS1 d = 10 0,919 0,013 0,917 0,956 0,003 0,954 0,917 0,011 0,914
d = 20 0,924 0,038 0,921 0,952 0,003 0,951 0,914 0,011 0,911
d = 1 0,823 0,019 0,789 0,825 0,019 0,790 0,739 0,044 0,687
DS2 d = 10 0,819 0,021 0,782 0,820 0,031 0,783 0,711 0,043 0,654
d = 20 0,772 0,023 0,726 0,777 0,007 0,733 0,676 0,039 0,611
d = 1 0,861 0,081 0,611 0,868 0,064 0,624 0,876 0,044 0,653
DS3 d = 10 0,869 0,076 0,620 0,905 0,036 0,683 0,864 0,076 0,606
d = 20 0,878 0,072 0,646 0,916 0,483 0,319 0,916 0,577 0,257
Tabelle 7.20: Kombination der 2D-Approximation des LRzIz-Farbhistogramms mit (links)
grauwertigen CM-Merkmalen, (Mitte) Merkmalen aus helligkeitsunabha¨ngigen CM und
(rechts) Merkmalen aus helligkeitsabha¨ngigen CM.
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Tabelle 7.21: Kombination des grauwertigen Merkmals mit den helligkeitsunabha¨ngigen
bzw. -abha¨ngigen Merkmalsgruppen. Das Einzelergebnis des Merkmals m(L) ist Tabelle 7.7
zu entnehmen.
m(RzIzHU, L) m(LRzIzHA, L) m(LRzIzHU,HA, L)
κ σκ γκ κ σκ γκ
d = 1 0,982 0,001 0,981 0,948 0,007 0,946 0,986 0,001 0,986
DS1 d = 10 0,902 0,012 0,898 0,870 0,027 0,866 0,923 0,010 0,920
d = 20 0,891 0,041 0,887 0,863 0,051 0,858 0,922 0,038 0,919
d = 1 0,822 0,019 0,787 0,786 0,051 0,781 0,863 0,015 0,836
DS2 d = 10 0,821 0,027 0,785 0,694 0,058 0,574 0,836 0,023 0,804
d = 20 0,776 0,010 0,731 0,673 0,022 0,607 0,786 0,020 0,744
d = 1 0,850 0,083 0,567 0,880 0,051 0,660 0,889 0,038 0,691
DS3 d = 10 0,889 0,081 0,610 0,876 0,070 0,640 0,917 0,034 0,719
d = 20 0,860 0,079 0,602 0,871 0,054 0,623 0,879 0,038 0,675
male mit dem Farbhistogramm m(LRzIz0,HU) erzielt (Tab. 7.20). Sie liegen u¨ber den
Ergebnissen der klassischen Kombination aus Farbhistogramm und Grauwerttextur-
merkmalen m(LRzIz0, L) sowie der Kombination m(LRzIz0,HA). Insbesondere ist die
Steigerung der Korrektheit gegenu¨ber der reinen Histogrammklassifikation statistisch
signifikant (Tab. 7.22). Die gute Performanz von m(LRzIz0,HU) ist vor dem Hinter-
grund der Tendenz zu besseren Ergebnissen bei kleiner Dimension des Merkmalsraums
(Kap. 4.4.2) besonders zu betonen, da sie mit 96 deutlich u¨ber der des Merkmals-
raums zu m(LRzIz0, L) mit 64 liegt. In m(LRzIz0,HU) ist die Helligkeit nur in Form
des Histogramms und damit texturunabha¨ngig enthalten. Die maximalen Klassifika-
tionsraten bezu¨glich m(LRzIz0,HU) werden fu¨r DS1 mit κ = 0,986, fu¨r DS2 mit κ =
0,825 und fu¨r DS3 mit κ = 0,916 erzielt.
Bei der Verbindung der Merkmalsgruppe m(RzIzHU) mit m(L) werden zwei Vari-
anten der Texturbeschreibung miteinander verknu¨pft: Farbtextur- und Grauwerttex-
turmerkmale. Dabei ergibt sich fu¨r alle Datensa¨tze eine verbesserte Klassifikations-
leistung in Bezug auf m(L) (Tab. 7.21). So steigt die Korrektheit fu¨r DS1 auf κ =
0,982, fu¨r DS2 auf κ = 0,822 und fu¨r DS3 auf κ = 0,889. Gegenu¨ber m(RzIzHU)
stellen diese Ergebnisse fu¨r DS1 und DS2 ebenfalls eine Verbesserung dar. Fu¨r DS3
ist zwar die Korrektheit geringer, allerdings steigt das fu¨r DS3 wichtige Qualita¨tsmaß
γκ auf γκ = 0,610.
Trotz einer Erho¨hung der Dimensionalita¨t des Merkmalsraums auf 122 bei der
Gesamtkombination aller Texturmerkmale des LRzIz-Farbraums m(LRzIzHU,HA, L)
wird damit die beste Klassifikationsrate erzielt. Sie liegt fu¨r DS1 bei κ = 0,986, fu¨r
DS2 bei κ = 0,863 und fu¨r DS3 bei κ = 0,917. Insgesamt verbessert die zusa¨tz-
liche Texturanalyse damit die reine Grauwerttexturanalyse signifikant (Tab. 7.22).
Daru¨berhinaus liegen alle Ergebnisse bezu¨glich m(LRzIzHU,HA, L) u¨ber der korre-
spondierenden Kombination m(RGBEC,MC, L) im RGB-Farbraum. Die Farb- und
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Tabelle 7.22: Die Signifikanztests erfolgen auf Basis der jeweils maximalen κ-Werte eines
Merkmals bzgl. eines festen Datensatzes. Die Ergebnisse der gegeneinander getesteten Merk-
male (Merkmal 1, Merkmal 2) sind der referenzierten Tabelle (Tab.) zu entnehmen.
Merkmal 1 d Tab. Merkmal 2 d Tab. Sign. ρ Θ Richt.
DS1 m(LRzIz0) 0 7.7 m(LRzIz0,HU) 1 7.20 ja 5% 1 r
DS2 m(LRzIz0) 0 7.7 m(LRzIz0,HU) 1 7.20 ja 5% 1 r
DS3 m(LRzIz0) 0 7.7 m(LRzIz0,HU) 20 7.20 ja 5% 1 r
DS1 m(L) 1 7.7 m(RzIzHU, L) 1 7.21 ja 5% 2 r
DS2 m(L) 10 7.7 m(RzIzHU, L) 1 7.21 ja 5% 2 r
DS3 m(L) 10 7.7 m(RzIzHU, L) 10 7.21 ja 5% 2 r
die Grauwerttexturanalyse zeigen also im LRzIz-Farbraum geringere Redundanz als
im RGB-Farbraum.
Fazit
Entgegen der Erwartung, dass Textur insbesondere auf Helligkeitsmuster zuru¨ck-
zufu¨hren ist und erst in zweiter Linie auf die Farbe Einfluss nimmt, zeigt die Gruppe
der helligkeitsunabha¨ngigen CM-Merkmale ein trennscha¨rferes Klassifikationsverhal-
ten als die Gruppe der helligkeitsabha¨ngigen Texturmerkmale. Fu¨r beide Gruppen
konnten durch die Konkatenation der korrespondierenden Einzelmerkmale signifikan-
te Steigerungen der Klassifikationsleistung nachgewiesen werden. Den Ergebnissen des
RGB-Farbraums vergleichbar deutet diese Verbesserung auf die gleichzeitige Existenz
verschiedenartiger Texturen hin, die durch die separate Betrachtung der Farbkana¨le
modelliert werden und die sich im Hinblick auf die Klassentrennung erga¨nzen.
Die Verbesserung der Gruppenresultate fu¨r die Gruppe der helligkeitsunabha¨ngi-
gen bzw. -abha¨ngigen Merkmale durch die Gesamtkombination aller integrativen
Farbtexturmerkmale des LRzIz-Farbraums fu¨r zwei der drei Datensa¨tze zeigt die
mo¨gliche Erga¨nzungsfa¨higkeit beider Gruppen. Allerdings sind die Steigerungen der
Korrektheit meist nur gering, fu¨r einen Datensatz kommt es sogar zu einem leichten
Ru¨ckgang. Insgesamt spielen die mehrkanaligen und helligkeitsabha¨ngigen Textur-
merkmale im LRzIz-Farbraum eine geringe Rolle. Allerdings reicht die Leistung der
verbleibenden helligkeitsunabha¨ngigen Modellierung nicht an die der ein- oder mehr-
kanaligen Gruppenmerkmale des RGB-Farbraums heran.
Die Kombination des LRzIz-Farbhistogramms mit einer der Grauwert- oder Farb-
texturvarianten zeigt die besten Ergebnisse fu¨r die Kombination mit helligkeitsun-
abha¨ngigen Texturmerkmalen. Dieses Ergebnis ist deshalb u¨berraschend, weil in die-
ser Gruppe in keiner Form eine Helligkeitstextur beru¨cksichtigt wird. Die Verbesse-
rung der Klassifikationsrate gegenu¨ber der reinen Farbhistogrammbetrachtung macht
deutlich, dass aus der Charakterisierung der Textur der Farbe ein echter Informati-
onsgewinn zu erzielen ist und es sich hierbei nicht um eine andere Form des Farbhisto-
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gramms handelt. Die ha¨ufig propagierte Form der parallelen Auswertung von Farbe
und Textur durch Farbhistogramm und Grauwerttextur schneidet fu¨r alle Datensa¨tze
schlechter ab.
Die Steigerung der Performanz der Farbtexturmerkmale durch die Kombination
mit grauwertigen Merkmalen ist ein weiterer Beleg fu¨r die Existenz von weitgehend
helligkeitsunabha¨ngigen Farbtexturen. Die beste Klassentrennung wird unter Beach-
tung beider Aspekte erzielt. Die fu¨r alle Datensa¨tze durchga¨ngig besten Ergebnisse
im Vergleich zu allen anderen Kombinationen wird durch die Kombination aller far-
bigen und grauwertigen Texturmerkmale des LRzIz-Farbraums erreicht. Diese global
besten Ergebnisse liegen auch u¨ber den besten des RGB-Farbraums.
7.3.8 LRzIz versus HSL-Farbraum
Der LRzIz-Farbraum ist eng verwandt mit dem HSL-Farbraum. Der wesentliche Un-
terschied zwischen beiden liegt in der Darstellung der beiden helligkeitsunabha¨ngigen
Farbkomponenten, die zusammen eine Ebene aufspannen (Kap. 2.4). Wa¨hrend die
komplexen Anteile Rz und Iz beide linear und orthogonal zueinander sind, handelt
es sich bei der H-Achse um eine Winkelkomponente, die durch die lineare S-Achse
erga¨nzt wird. Die konzeptionellen Probleme durch die H-Achse wurden in Abschnitt
5.3.2 ero¨rtert. Hier soll nun am Beispiel der Klassifikationsraten der Einzelmerkmale
m(H), m(S) und m(HS) untersucht werden, ob diese Probleme auch bei der empiri-
schen Evaluation nachzuvollziehen sind.
Die jeweils besten Ergebnisse der Einzelmerkmale des HSL-Farbraums (Tab. 7.23)
ergeben sich fu¨r DS1 mit κ = 0, 886 ausm(S), fu¨r DS2 mit κ = 0, 700 ausm(H) und
fu¨r DS3 mit 0, 829 aus m(S) oder m(HS). Fu¨r alle drei Datensa¨tze sind diese Resul-
tate geringer als die der korrespondierenden helligkeitsunabha¨ngigen Einzelmerkmale
m(Rz),m(Iz) undm(RzIz) des LRzIz-Farbraums (Tab. 7.16). Allerdings sind die Un-
terschiede nicht statistisch signifikant (Tab. 7.24). Die Hypothese von zufa¨llig besseren
m(H) m(S) m(HS)
κ σκ γκ κ σκ γκ κ σκ γκ
d = 1 0,849 0,020 0,844 0,886 0,023 0,865 0,835 0,017 0,830
DS1 d = 10 0,622 0,060 0,608 0,697 0,068 0,686 0,760 0,034 0,752
d = 20 0,569 0,064 0,554 0,648 0,065 0,636 0,776 0,039 0,768
d = 1 0,700 0,031 0,648 0,631 0,031 0,560 0,575 0,053 0,490
DS2 d = 10 0,683 0,038 0,620 0,587 0,026 0,505 0,506 0,027 0,397
d = 20 0,620 0,041 0,543 0,553 0,027 0,463 0,511 0,024 0,401
d = 1 0,805 0,105 0,440 0,805 0,104 0,440 0,829 0,087 0,511
DS3 d = 10 0,789 0,088 0,412 0,801 0,110 0,427 0,810 0,072 0,474
d = 20 0,793 0,094 0,418 0,829 0,100 0,503 0,819 0,072 0,486
Tabelle 7.23: Einzelergebnisse der helligkeitsunabha¨ngigen Merkmale des HSL-Farbraums.
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Tabelle 7.24: Die Nullhypothese der Gleichheit der jeweils besten helligkeitsunabha¨ngigen
Einzelergebnisse des LRzIz- und des HSL-Farbraums kann in keinem der drei Fa¨lle zuru¨ckge-
wiesen werden.
Merkmal 1 d Tab. Merkmal 2 d Tab. Sign. ρ Θ Richt.
DS1 m(S) 1 7.23 m(RzIz) 1 7.16 nein 5% 2 r
DS2 m(H) 1 7.23 m(Rz) 10 7.16 nein 5% 2 r
DS3 m(HS) 1 7.23 m(RzIz) 20 7.16 nein 5% 2 r
Resultaten kann damit nicht verworfen werden.
Fazit
Offenbar werden die Farbtexturen der in dieser Arbeit eingesetzten Datensa¨tze hinrei-
chend im LRzIz-Farbraum charakterisiert. Ein auffa¨lliger oder sogar statistisch signi-
fikanter Ru¨ckgang der Klassifikationsrate insbesondere fu¨r den H-Kanal ist allerdings
nicht zu beobachten.
Obwohl im HSL-Farbraum fu¨r DS1–DS3 keine Verbesserung zu erzielen ist und
schon aus konzeptionellen Gru¨nden der LRzIz-Farbraum zu empfehlen ist, kann er
fu¨r andere Datensa¨tze dennoch hilfreich sein. Da die Rz- und die Iz-Achse jeweils eine
Kombination aus der Farbton- und der Sa¨ttigungseigenschaft einer Farbe abbilden,
ko¨nnte eine reine Sa¨ttigungstextur daher mit Hilfe des S-Kanals optimal analysiert
werden. Bei Farben außerhalb des Rotbereichs kann auch der H-Kanal zur Textur-
analyse genutzt werden. Die integrativen Farbtexturmerkmale sind allgemein definiert
und ohne Weiteres auf den HSL-Farbraum anwendbar.
7.3.9 Zusammenfassung
Die Evaluation der CM-Merkmale weist eine signifikante Verbesserung der Klassifi-
kationsrate durch die in dieser Arbeit entwickelten integrativen Farbtexturmerkma-
le gegenu¨ber klassischen Ansa¨tzen wie der parallelen Farbtexturanalyse nach. Eine
sinnvolle Erga¨nzung stellt die Logarithmierung der CM dar, durch die ein weiterer
Performanzgewinn erzielt wird.
Schon die meisten der einkanaligen RGB-Einzelergebnisse zeigen bessere Klassifi-
kationsraten als die korrespondierenden grauwertbasierten Resultate. Die Kombina-
tion kanalspezifischer Farbtexturmerkmale u¨bersteigt die jeweils besten Einzelergeb-
nisse signifikant. Insgesamt kann damit die Ergebnisverbesserung gegenu¨ber der rein
grauwertigen Texturanalyse nachgewiesen werden.
Die hier erstmals vorgestellten mehrkanaligen Merkmale des RGB-Farbraums stel-
len eine kompakte Repra¨sentation des Farb- und Helligkeitsaspekts dar. Sie ergeben
sowohl gegenu¨ber den einkanaligen als auch den grauwertbasierten Merkmalen eine
weitere Verbesserung der Korrektheit.
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Im LRzIz-Farbraum kommt es insbesondere bezu¨glich der helligkeitsunabha¨ngi-
gen Farbkana¨le zu guten Klassifikationsergebnissen. Neben der vor allem im RGB-
Farbraum modellierbaren Helligkeitstextur existiert damit auch eine von der Hellig-
keit unabha¨ngige Farbtextur.
Unter den beiden untersuchten Farbra¨umen RGB und LRzIz kann kein Farbraum
zur Farbtexturanalyse favorisiert werden. Wa¨hrend die meisten Einzel- und Kombi-
nationsresultate bessere Ergebnisse des RGB-Farbraums zeigen, werden die u¨ber alle
durchgefu¨hrten CM-Tests hinweg maximalen Klassifikationsraten im LRzIz-Farbraum
erreicht.
7.4 Evaluation von Farbtexturmerkmalen
aus Gabor-Filtern
In Analogie zu den statistischen Texturmerkmalen durch CM werden nun die in
Kapitel 6 vorgestellten Texturmerkmale durch Gabor-Filterung anhand ihrer em-
pirischen Klassifikationsergebnisse zu den Datensa¨tzen DS1–DS3 evaluiert. Fu¨r die
Texturanalyse auf Basis von Grauwertbildern wurden neben den meist verwendeten
Einzelmerkm. Farbr. Abku¨rzung Def. E
Energie GA grau m(LengA) (6.54) 2 ·Nζ
Energie GΦ grau m(LengP) (6.62) 2 ·Nζ
Textur GA grau m(Ltex) (6.60) 16 ·Nζ
Skalenverh. GA grau m(Lscale) (6.61) 16 · (Nζ − 1)
Energie GA RGB m(RengA), m(GengA), (6.54) 2 ·Nζ
m(BengA)
Energie GΦ RGB m(RengP), m(GengP), (6.62) 2 ·Nζ
m(BengP)
Textur GA RGB m(Rtex), m(Gtex), m(Btex) (6.60) 16 ·Nζ
Skalenverh. GA RGB m(Rscale), m(Gscale),
m(Bscale) (6.61) 16 · (Nζ − 1)
Korrelation GA RGB m(RGcorr), m(RBcorr),
m(GBcorr) (6.65) 6 ·Nζ − 4
Energie GA LRzIz m(z1engA), m(z
2
engA) (6.54) 2 ·Nζ
Energie GΦ LRzIz m(z1engP), m(z
2
engP) (6.62) 2 ·Nζ
Textur GA LRzIz m(z1tex), m(z2tex) (6.60) 2 ·Nζ
Skalenverh. GA LRzIz m(z1scale), m(z
2
scale) (6.61) 2 ·Nζ
Tabelle 7.25: Als Einzelmerkmal wird jeweils die Kombination aus den rotationsinvarianten
Merkmalen der Gabor-Koeffizientenbilder verstanden. Die farbraumunabha¨ngige Definition
der Merkmale wird referenziert (Def.). Mit E wird die Dimension des Merkmalsraums be-
zeichnet. Die hier eingefu¨hrte Notation ist fundamental fu¨r Tabelle 7.30.
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Tabelle 7.26: Es werden die Kurzschreibweisen der Merkmalskombination der grauwertba-
sierten Einzelmerkmale aus Tabelle 7.25 eingefu¨hrt, die in den nachfolgenden Ergebnisbe-
schreibungen verwendet werden.
Kombination Farbr. Einzelmerkmale Abku¨rzung E
Energie GF grau m(LengA) unionmultim(LengP) m(LengA, engP) 4 ·Nζ
Energie, Textur GA grau m(LengA) unionmultim(Ltex) m(LengA, tex) 8 ·Nζ
Energie, GA grau m(LengA) unionmultim(Lscale) m(LengA, scale) 8 ·Nζ
Skalenverh.
Gesamtkomb. GF grau m(LengA) unionmultim(LengP) m(Lges) 36 ·Nζ
unionmultim(Ltex) unionmultim(Lscale)
Gabor-Amplituden auch weniger bekannte Merkmale pra¨sentiert, die die Textur der
Gabor-Amplituden, das Skalenverhalten oder die Phase modellieren. Diese Merkmale
werden hier als Einzelmerkmale bezeichnet, obwohl sie wegen der einzeln fu¨r jede Ska-
la berechneten Werte bereits mehrelementige Vektoren darstellen (Tab. 7.25). Den-
noch beschreiben sie jeweils ein bestimmtes Texturcharakteristikum. Demgegenu¨ber
sind Kombinationsmerkmale zusammengesetzte Einzelmerkmale (Tab. 7.26). Die Er-
gebnisse der Klassifikation der kombinierten Merkmale zeigen die Redundanz oder
Erga¨nzungmo¨glichkeit der enthaltenen Einzelmerkmale.
Die hier pra¨sentierten Farb-Gabor-Filter fu¨r den RGB- und LRzIz-Farbraum er-
mo¨glichen die direkte U¨bertragung der Merkmale des Grauwertbereichs, da sich im
Ergebnis immer eine Menge von skalen- und rotationsabha¨ngigen Koeffizientenbildern
ergibt. Die Farbspezifika werden dagegen bereits bei der Gabor-Filterung beru¨cksich-
tigt. Lediglich die Korrelationsmerkmale (Abschn. 6.4.1) erga¨nzen die Grauwerttex-
turmerkmale um ein spezielles Farbmerkmal.
Mit Gabor-Wavelets (GW) und log-polaren Gabor-Filtern (LG) werden zwei ver-
schiedene Designvarianten einer Filterbank in die Untersuchung einbezogen. In 7.4.1
werden zuna¨chst die verschiedenen Einzelmerkmale und ihre Kombinationen auf Grau-
wertbasis untersucht. Anschließend erfolgt in 7.4.2 und 7.4.3 die Evaluation der Farb-
texturmerkmale separat fu¨r den RGB- und LRzIz-Farbraum. Dabei werden Grau-
wertmerkmale zum Vergleich herangezogen und in der Kombination mit den Farb-
texturmerkmalen getestet.
7.4.1 Grauwerttexturanalyse
Zur Evaluation der Gabor-Merkmale auf Grauwertbasis werden neben den Einzel-
merkmalen m(LengA), m(LengP), m(Ltex) und m(Lscale) auch verschiedene Merk-
malskombinationen analysiert. Dabei wird der in der Literatur verbreiteten These
von der Dominanz der Amplitudenenergie als gro¨ßtem Informationstra¨ger Rechnung
getragen, indem die Einzelmerkmale in der Kombination mit m(LengA) auf Redun-
danz oder Erga¨nzungsfa¨higkeit hin untersucht werden.
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In Tabelle 7.27 werden die empirischen Ergebnisse der Energiemaße von Amplitu-
de und Phase sowie deren Kombination gegenu¨bergestellt. Dabei schneidet m(LengP)
bei GW fu¨r alle Datensa¨tze besser ab als m(LengA). Dagegen ergibt sich bei LG das
gegenteilige Ergebnis mit generell besseren Resultaten fu¨rm(LengA). Insgesamt u¨ber-
steigt die Performanz der GW-Merkmale die der LG-Merkmale, so dass die besten
κ-Werte der energiebasierten Einzelmerkmale mit κ = 0, 838 (DS2) und κ = 0, 778
(DS3) der Phasenenergie zuzurechnen sind. Dagegen zeigt die Amplitudenenergie mit
κ = 0, 582 nur fu¨r DS1 eine ho¨here Klassifikationsrate.
Auffa¨llig ist der u¨berproportionale Ru¨ckgang der γκ-Werte zu m(LengP) fu¨r DS3
bezu¨glich der beiden Filterbankvarianten. Obwohl die Korrektheit fu¨r GW und LG
a¨hnlich ist, unterscheidet sich die Genauigkeit deutlich. Sie liegt fu¨r GW bei γκ =
0, 434 und fu¨r LG bei γκ = 0, 188. Gleichzeitig steigt die Varianz von σκ = 0, 028
(GW) auf σκ = 0, 167. Der Grund fu¨r das unterschiedliche Verhalten von κ und
γκ liegt in der starken Differenz der Gro¨ße der beiden Klassen von DS3. Wa¨hrend
das klassenbedingte Ergebnis der Klasse ω1 (Na¨vi) mit κz1 = 0, 832 fu¨r GW und κ
z
1 =
0, 846 fu¨r LG beinahe unvera¨ndert bleibt, sinkt es fu¨r die wesentlich kleinere Klasse ω2
(Melanome) von κz2 = 0, 619 fu¨r GW auf κ
z
2 = 0, 328 fu¨r LG stark ab. Der Ru¨ckgang
der klassenbedingten Korrektheit hat aber aufgrund der geringen Datenzahl in ω2 nur
geringe Auswirkungen auf κ. Dagegen ist das Qualita¨tsmaß γκ gerade so beschaffen,
dass eine Anna¨herung der klassenspezifischen Resultate an die Ha¨ufigkeitsverteilung
der Klassen zu einem sichtbaren Ru¨ckgang fu¨hrt. Der Unterschied der γκ-Performanz
der LG-Merkmale gegenu¨ber den GW-Merkmalen u¨bersteigt damit die Differenz der
κ-Werte erheblich.
Die Kombination beider Energiemaße ergibt fu¨r DS1 mit κ = 0, 759 und fu¨r
DS3 mit κ = 0, 806 eine Steigerung u¨ber die κ-Werte der Einzelmerkmale hinaus.
Dagegen sinken sie fu¨r DS2 auf κ = 0, 821. In Bezug auf die Erga¨nzungsfa¨higkeit
beider Merkmale ist deshalb keine allgemeingu¨ltige Aussage mo¨glich.
Mit Hilfe der Merkmale m(Ltex) und m(Lscale) werden Nachbarschaftsbeziehun-
gen von Gabor-Amplituden in Bezug auf den Orts- und den Skalenraum model-
liert. Tabelle 7.28 zeigt die Klassifikationsergebnisse der Einzelmerkmale. Dabei weist
Filter- m(LengA) m(LengP) m(LengA, engP)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,582 0,068 0,568 0,567 0,068 0,553 0,759 0,049 0,751
DS1 LG 0,578 0,068 0,564 0,459 0,072 0,440 0,679 0,067 0,668
GW 0,760 0,025 0,711 0,838 0,023 0,806 0,821 0,020 0,785
DS2 LG 0,777 0,029 0,732 0,676 0,015 0,612 0,821 0,023 0,785
GW 0,748 0,238 0,221 0,778 0,028 0,434 0,806 0,039 0,488
DS3 LG 0,733 0,239 0,184 0,716 0,167 0,188 0,733 0,118 0,261
Tabelle 7.27: Ergebnisse der Energiemerkmale m(LengA), m(LengP), m(LengA, engP). Die
jeweils besten κ-Werte eines Datensatzes innerhalb dieser Tabelle sind markiert.
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Tabelle 7.28: Ergebnisse der Energiemerkmale m(Ltex), m(Lscale).
Filter- m(Ltex) m(Lscale)
bank κ σκ γκ κ σκ γκ
GW 0,521 0,044 0,504 0,447 0,061 0,428
DS1 LG 0,567 0,050 0,552 0,423 0,065 0,403
GW 0,549 0,033 0,459 0,420 0,017 0,305
DS2 LG 0,451 0,012 0,341 0,517 0,010 0,421
GW 0,772 0,074 0,381 0,754 0,082 0,340
DS3 LG 0,766 0,101 0,350 0,741 0,100 0,291
m(Ltex) mit κ = 0,567 fu¨r DS1, κ = 0,549 fu¨r DS2 und κ = 0,772 fu¨r DS3 die besten
Ergebnisse auf. Die besten nachbarschaftsbasierten Merkmale liegen fu¨r alle drei Da-
tensa¨tze unter den jeweils besten energiebasierten Einzelmerkmalen (Tab. 7.27) und
fu¨r DS3 daru¨ber. Ingesamt kann kein bevorzugtes Einzelmerkmal festgestellt werden.
Allerdings ist die Amplitudenenergie das Merkmal mit der geringsten Berechnungs-
komplexita¨t, da sowohl die Berechnung eines Gradienten bei der Phasenenergie als
auch die Berechnung von CM zur Modellierung der Nachbarschaft entfa¨llt. Deshalb
ist bei gleicher Klassifikationsleistung das Merkmal m(LengA) vorzuziehen.
Anhand der Kombination verschiedener Einzelmerkmale kann deren Erga¨nzungs-
fa¨higkeit untersucht werden. Hier werden die Nachbarschaftsmerkmale m(Ltex) und
m(Lscale) in der Kombination mit m(LengA) analysiert. Die Ergebnisse der beiden
Kombinationen m(LengA,tex) und m(LengA,scale) sowie die der Gesamtkombination
aller grauwertbasierten Gabor-Texturmerkmale m(Lges) sind Tabelle 7.29 zu entneh-
men. Bezu¨glich m(LengA, tex) ergibt die Kombination im Vergleich zu den Einzel-
merkmalen fu¨r DS1 eine deutliche Verbesserung, wa¨hrend κ fu¨r DS2 und DS3 unter
der Gro¨ßenordnung des besten Einzelergebnisses liegt. Unter Beru¨cksichtigung der
mit der Kombination verbundenen Dimensionserho¨hung kann daher von einem nur
geringen Informationsgewinn ausgegangen werden.
Die Kombination m(LengA, scale) verbessert die Klassifikationsrate fu¨r DS1 und
DS3 bezu¨glich der Einzelmerkmale Skalenmaß und Amplitudenenergie. Fu¨r DS2 liegt
das Kombinationsresultat zwischen beiden Einzelergebnissen.
Auch fu¨r die Gesamtkombination m(Lges) der hier vorgestellten Einzelmerkmale
ergibt sich kein einheitliches Bild. Es ist zu beachten, dass angesichts einer Dimension
des Merkmalsraums von 36 · Nζ ein deutlicher Ru¨ckgang der Performanz zu erwar-
ten ist. Bezu¨glich κ ist ein solcher Ru¨ckgang nur bezu¨glich der besten Kombination
m(LengA,engP) zu verzeichnen. Dennoch liegt die Performanz von m(Lges) fu¨r zwei
Datensa¨tze oberhalb der Energie-Nachbarschafts-Kombinationen.
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Tabelle 7.29: Ergebnisse der Energiemerkmale m(LengA, tex), m(LengA, scale), m(Lges).
Filter- m(LengA, tex) m(LengA, scale) m(Lges)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,601 0,039 0,587 0,613 0,055 0,600 0,617 0,052 0,604
DS1 LG 0,642 0,045 0,629 0,593 0,058 0,579 0,651 0,050 0,639
GW 0,645 0,029 0,574 0,590 0,037 0,509 0,608 0,025 0,530
DS2 LG 0,598 0,040 0,518 0,544 0,048 0,453 0,586 0,037 0,504
GW 0,773 0,081 0,379 0,782 0,327 0,148 0,819 0,104 0,392
DS3 LG 0,753 0,102 0,318 0,792 0,327 0,171 0,804 0,131 0,331
Fazit
Neben der ha¨ufig verwendeten Amplitudenenergie zeigt insbesondere die Phasenener-
gie gute Klassifikationsergebnisse. Abha¨ngig vom Datensatz fu¨hrt auch die Kombina-
tion beider Energiemaße zu einer verbesserten Klassentrennung.
Obwohl die energiebasierten sowie die nachbarschaftsbasierten Merkmale sehr un-
terschiedliche Texturcharakteristika beschreiben, kommt es nicht in allen Fa¨llen zu
einer Verbesserung der Klassifikation durch ihre Kombination. Die Kombinierbarkeit
ist damit nicht allgemeingu¨ltig, sondern stark vom Datensatz abha¨ngig.
Dabei ist zu beachten, dass sich mit der Merkmalskombination auch die Dimen-
sion des Merkmalsraumes stark erho¨ht, so dass der Informationsgewinn durch eine
Erschwerung der Klassifikationsaufgabe u¨berlagert wird (Kap. 4). Das trifft insbe-
sondere auch fu¨r die Gesamtkombination aller Merkmale zu, die bezu¨glich γκ von
niederdimensionalen Merkmalssa¨tzen u¨bertroffen wird.
7.4.2 Farbtexturanalyse im RGB-Farbraum
Im RGB-Farbraum werden die Grauwertmerkmale kanalweise berechnet, so dass
ein direkter Vergleich der Performanz der Grauwert- und der Farbtexturmerkmale
mo¨glich wird. Die Einzelergebnisse der kanalspezifischen Texturklassifikation werden
beispielhaft fu¨r die Amplitudenenergie vorgestellt. Die Ergebnisse der anderen Merk-
male beschra¨nken sich auf die aus Einzelmerkmalen konkatenierten Vektoren. Die
relevanten Merkmalskombinationen bezu¨glich des RGB-Farbraums sind in Tabelle
7.30 aufgefu¨hrt.
Die Ergebnisse zu den Einzelmerkmalen m(RengA), m(GengA) und m(BengA) un-
terscheiden sich fu¨rDS1,DS2 undDS3 geringfu¨gig. Dabei liegt die Differenz zwischen
dem besten und schlechtesten Ergebnis fu¨r DS1 bei 2,6%, fu¨r DS2 bei 6,4% und fu¨r
DS3 bei 5,3% (Tab. 7.31). Die Differenzen der Einzelergebnisse der Farbkana¨le lassen
zwar den Schluss auf die Existenz wellenla¨ngenabha¨ngiger Texturen zu, die Unter-
schiede zwischen den kanalspezifischen Texturen sind aber gering.
Ein u¨ber alle Datensa¨tze hinweg bester Farbkanal kann erwartungsgema¨ß nicht
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festgestellt werden. Die jeweils besten Resultate werden mit κ = 0, 588 (DS1) von
m(RengA), κ = 0, 782 (DS2) von m(GengA) und κ = 0, 752 (DS3) von m(BengA)
erzielt. Sie liegen fu¨r alle Datensa¨tze u¨ber den Ergebnissen der grauwertbasierten
Amplitudenenergien. Allerdings ist die Verbesserung der Klassifikationsrate nur ge-
ring und statistisch nicht signifikant (Tab. 7.32).
Die Ergebnisse der Kombination der drei kanalspezifischen Energiemerkmale zur
Amplitudenenergie m(RGBengA) und Phasenenergie m(RGBengA) sowie das Resul-
tat aus der Konkatenation aller energiebasierten Farbtexturmerkmale des RGB-Farb-
raums sind in Tabelle 7.33 zusammengestellt. Dabei ko¨nnen fu¨r m(RGBengA) die
besten Einzelergebnisse bezu¨glich der Farbkana¨le (Tab. 7.31) fu¨r zwei der drei Da-
Kombination Farbr. Einzelmerkmale Abku¨rzung E
Energie GA RGB m(RengA) unionmultim(GengA) m(RGBengA) 6 ·Nζ
unionmultim(BengA)
Energie GΦ RGB m(RengP) unionmultim(GengP) m(RGBengP) 6 ·Nζ
unionmultim(BengP)
Energie GF RGB m(RGBengA) m(RGBengA, engP) 12 ·Nζ
unionmultim(RGBengP)
Textur GA RGB m(Rtex) unionmultim(Gtex) m(RGBtex) 48 ·Nζ
unionmultim(Btex)
Energie, Textur GA RGB m(RGBengA) m(RGBengA, tex) 54 ·Nζ
unionmultim(RGBtex)
Skalenverh. GA RGB m(Rscale) unionmultim(Gscale) m(RGBscale) 48 ·Nζ − 48
unionmultim(Bscale)
Energie, GA RGB m(RGBengA) m(RGBengA, scale) 54 ·Nζ − 48
Skalenverh. unionmultim(RGBscale)
Korrelation GA RGB m(RGcorr) unionmultim(RBkorr) m(RGBcorr) 18 ·Nζ − 12
unionmultim(GBkorr)
Energie, Korr. GA RGB m(RGBengA) m(RGBengA, korr) 24 ·Nζ − 12
unionmultim(RGBkorr)
Energie, Korr. GA RGB m(LengA) unionmultim(RGBkorr)m(LengA, RGBkorr) 20 ·Nζ − 12
Energie Farbe, GA RGB m(RGBengA) m(L,RGBengA) 8 ·Nζ
Energie Helligk. unionmultim(LengA)
Gesamtkomb. GF RGB m(RGBengA, engP) m(RGBges) 108 ·Nζ − 48
unionmultim(RGBtex)
unionmultim(RGBscale)
Tabelle 7.30: Die Kombination der farbbasierten Einzelmerkmale aus Tabelle 7.25 wird mit
Hilfe des Kombinationsoperators unionmulti nach 4.1 realisiert. In den nachfolgenden Ergebnisbeschrei-
bungen wird jeweils die abgeku¨rzte Notation verwendet.
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Tabelle 7.31: Ergebnisse der Einzelenergiemerkmale m(RengA), m(GengA), m(BengA).
Filter- m(RengA) m(GengA) m(BengA)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,582 0,065 0,567 0,577 0,074 0,563 0,583 0,070 0,569
DS1 LG 0,588 0,064 0,574 0,573 0,074 0,559 0,574 0,073 0,559
GW 0,740 0,033 0,688 0,782 0,036 0,738 0,762 0,020 0,715
DS2 LG 0,735 0,037 0,682 0,782 0,047 0,738 0,760 0,021 0,712
GW 0,718 0,257 0,137 0,737 0,227 0,201 0,748 0,182 0,254
DS3 LG 0,714 0,236 0,140 0,720 0,242 0,150 0,752 0,190 0,259
tensa¨tze weiter gesteigert werden. Sie erreichen ihr Maximum bei κ = 0,714 fu¨r DS1,
bei κ = 0,819 fu¨r DS2 und bei κ = 0,770 fu¨r DS3.
Diese Performanzsteigerung ist nur fu¨r DS1 statistisch signifikant (Tab. 7.32).
Dagegen ist sie fu¨r DS2 und DS3 aufgrund des kleineren Datensatzumfangs unter-
halb der Signifikanzschwelle. Der Unterschied ko¨nnte damit auch zufallsbedingt sein.
Allerdings ist die Erho¨hung der Merkmalsraumdimensionalita¨t mit zu beru¨cksichti-
gen, so dass insgesamt dennoch ein Informationsgewinn aus der Konkatenation der
kanalspezifischen Merkmale und damit verbunden von im Detail unterschiedlichen
Texturen der einzelnen Kana¨le zumindest plausibel ist.
In Analogie zu den Ergebnissen des Grauwertbereichs zeigt die Phasenenergie
m(RGBengP) fu¨r einen Datensatz ein ho¨heres κ als m(RGBengA). Fu¨r DS1 und DS3
geht allerdings die Performanz inbesondere bezu¨glich des γκ-Wertes zuru¨ck. Bemer-
kenswert ist die weitere Steigerung der Ergebnisse fu¨r zwei Datensa¨tze durch die
Kombination beider Energiemerkmale. Die maximale Korrektheit liegt fu¨r DS1 bei
κ = 0,856 und fu¨r DS2 bei κ = 0,826. Fu¨r DS3 wird das Maximum mit κ = 0,770
allerdings bezu¨glich m(RGBengA) erreicht.
Die zur Grauwerttexturanalyse vorgestellten, nachbarschaftsbasierten Merkmale
Merkmal 1 Tab. Merkmal 2 Tab. Sign. ρ Θ Richt.
DS1 m(LengA) GW 7.27 m(RengA) LG 7.33 nein 5% 2 r
DS2 m(LengA) LG 7.27 m(GengA) LG 7.33 nein 5% 2 r
DS3 m(LengA) GW 7.27 m(BengA) LG 7.33 nein 5% 2 r
DS1 m(RengA) LG 7.31 m(RGBengA) GW 7.33 ja 5% 1 r
DS2 m(GengA) LG 7.31 m(RGBengA) LG 7.33 nein 5% 1 r
DS3 m(BengA) LG 7.31 m(RGBengA) LG 7.33 nein 5% 1 r
Tabelle 7.32: Test auf statistische Signifikanz der Verbesserung der grauwertigen Amplitu-
denenergie durch kanalweise Energieberechnung (oben) und der Verbesserung der einkanaligen
Energiemerkmale durch ihre Konkatenation.
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Tabelle 7.33: Ergebnisse der kombinierten Energiemerkmale m(RGBengA), m(RGBengP),
m(RGBengA, engP).
Filter- m(RGBengA) m(RGBengP) m(RGBengA, engP)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,714 0,046 0,704 0,692 0,034 0,689 0,856 0,021 0,802
DS1 LG 0,713 0,046 0,703 0,701 0,022 0,691 0,831 0,023 0,797
GW 0,801 0,024 0,762 0,810 0,011 0,769 0,824 0,031 0,784
DS2 LG 0,819 0,023 0,782 0,820 0,008 0,780 0,826 0,051 0,786
GW 0,769 0,150 0,325 0,697 0,111 0,187 0,754 0,096 0,325
DS3 LG 0,770 0,115 0,350 0,700 0,149 0,164 0,744 0,118 0,286
werden im RGB-Farbraum kanalweise errechnet, zum(RGBtex) undm(RGBscale) zu-
sammengefasst und durch ein kanalu¨bergreifendes Korrelationsmerkmalm(RGBkorr)
erga¨nzt. Die Ergebnisse der Einzelklassifikation dieser Merkmale zeigt, dass die Nach-
barschaft auf Gabor-Ebene fu¨r alle drei Datensa¨tze zur Klassentrennung wichtiger
ist als die Modellierung des Skalenverhaltens und der Korrelation der Farbkana¨le
(Tab. 7.34). Diese Tendenz konnte bereits an den Ergebnissen zur Grauwerttextur-
analyse beobachtet werden (Tab. 7.28). Die jeweils besten Ergebnisse beider integra-
tiven Farbtexturmerkmale m(RGBtex) und m(RGBscale) liegen fu¨r alle Datensa¨tze
u¨ber den besten Resultaten der korrespondierenden Grauwertmerkmale m(Ltex) und
m(Lscale).
Allen Datensa¨tzen ist die schlechte Performanz von m(RGBkorr) gemeinsam. Fu¨r
DS1 und DS2 liegen die κ-Werte etwa ein Drittel unter den besten Ergebnissen
bezu¨glich m(RGBtex). Fu¨r DS3 ergibt sich bezu¨glich m(RGBkorr) zwar eine mit
anderen Einzelmerkmalen vergleichbare Korrektheit, allerdings liegt die Genauigkeit
von γκ = 0,235 bzw. γκ = 0,238 deutlich niedriger.
Nach der Untersuchung der nachbarschaftsbasierten Einzelmerkmale wird anhand
der Kombination mit der Amplitudenenergie die Erga¨nzungsfa¨higkeit beider Merk-
malsarten untersucht (Tab. 7.35). Beim internen Vergleich der Kombinationsergebnis-
Filter- m(RGBtex) m(RGBscale) m(RGBkorr)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,607 0,046 0,594 0,480 0,051 0,463 0,199 0,071 0,171
DS1 LG 0,583 0,047 0,568 0,455 0,059 0,436 0,190 0,066 0,162
GW 0,545 0,016 0,453 0,452 0,025 0,342 0,262 0,028 0,115
DS2 LG 0,620 0,017 0,544 0,378 0,049 0,356 0,257 0,019 0,109
GW 0,838 0,126 0,401 0,793 0,170 0,286 0,780 0,366 0,235
DS3 LG 0,862 0,136 0,468 0,817 0,210 0,309 0,773 0,325 0,238
Tabelle 7.34: Ergebnisse der Merkmale m(RGBtex), m(RGBscale), m(RGBkorr).
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Tabelle 7.35: Ergebnisse der Kombination der Amplitudenenergie mit anderen Merkmalen:
m(RGBengA, tex), m(RGBengA, scale), m(RGBengA, korr).
Filter- m(RGBengA, tex) m(RGBengA, scale) m(RGBengA, korr)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,662 0,033 0,651 0,590 0,044 0,576 0,592 0,078 0,578
DS1 LG 0,654 0,038 0,642 0,580 0,052 0,566 0,675 0,047 0,664
GW 0,660 0,012 0,592 0,585 0,048 0,502 0,591 0,030 0,509
DS2 LG 0,708 0,022 0,649 0,600 0,034 0,510 0,583 0,033 0,500
GW 0,851 0,142 0,425 0,811 0,170 0,330 0,804 0,166 0,404
DS3 LG 0,860 0,157 0,451 0,815 0,209 0,306 0,802 0,156 0,405
se setzt sich die bessere Performanz der Amplitudentextur gegenu¨ber den Skalen- und
Korrelationsmerkmalen aus den Einzelergebnissen (Tab. 7.34) nur fu¨r DS2 und DS3
fort. Dabei liegt die maximale Korrektheit fu¨r DS2 bei κ = 0,708 und fu¨r DS3 bei
κ = 0,860. Dagegen wird fu¨r DS1 das Maximum mit κ = 0,675 von m(RGBengA,korr)
erreicht.
Anders als im Grauwertbereich u¨bertreffen die besten Ergebnisse eines Daten-
satzes bezu¨glich der Merkmalskombinationen m(RGBengA, tex), m(RGBengA, scale)
und m(RGBengA, korr) nicht das jeweilige Ergebnis des besten der beteiligten Ein-
zelmerkmale (Tab. 7.33 und 7.34). Auch fu¨r die Kombination aller Farb-Gabor-
Texturmerkmale m(RGBges) des RGB-Farbraums werden fu¨r DS1 mit κ = 0,689
und fu¨r DS2 mit κ = 0,708 die besten Einzelresultate nicht erreicht (Tab. 7.36).
Trotz der hohen Dimension des Merkmalsraums ergibt sich fu¨r den medizinischen
Datensatz DS3 mit κ = 0,869 das beste Ergebnis aus der Gesamtkombination.
Mit Hilfe der Merkmalskombinationm(L,RGBengA) wird die Redundanz bzw. die
Erga¨nzungsfa¨higkeit ausschließlich intensita¨tsbasierter und der einkanaligen farbba-
sierten Texturanalyse untersucht (Tab. 7.36). Zum Vergleich werden die Ergebnis-
se der beteiligten Einzelmerkmale m(LengA) (Tab. 7.27) und m(LengA) (Tab. 7.33)
Filter- m(RGBges) m(L,RGBengA) m(LengA, RGBkorr)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,689 0,048 0,679 0,710 0,046 0,700 0,489 0,941 0,471
DS1 LG 0,663 0,048 0,651 0,704 0,049 0,693 0,561 0,059 0,546
GW 0,677 0,023 0,612 0,794 0,029 0,753 0,483 0,025 0,379
DS2 LG 0,708 0,052 0,649 0,806 0,025 0,768 0,502 0,024 0,403
GW 0,856 0,012 0,552 0,774 0,150 0,338 0,754 0,361 0,168
DS3 LG 0,869 0,021 0,573 0,770 0,142 0,333 0,776 0,291 0,264
Tabelle 7.36: Ergebnisse der Merkmalskombinationen m(RGBges), m(L,RGBengA),
m(LengA, RGBkorr).
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herangezogen. Fu¨r alle Datensa¨tze DS1–DS3 ergibt sich durch Hinzunahme farb-
basierter Merkmale eine Verbesserung der grauwertbasierten Merkmale. Anderer-
seits bewegen sich die Ergebnisse bezu¨glich m(L,RGBengA) auf dem Niveau von
m(RGBengA). Damit ist zum einen ein Informationsgewinn gegenu¨ber den Grauwert-
durch Hinzunahme der Farbmerkmale zu verzeichnen, auf der anderen Seite zeigen
sich die Grauwertmerkmale redundant in einem Merkmalssatz von Farb- und Grau-
wertmerkmalen.
Die Redundanz vonm(LengA) gegenu¨berm(RGBengA) la¨ßt bei einer Kombination
von m(LengA) und m(RGBkorr) eine schlechtere Performanz erwarten als die von
m(RGBengA, korr). Die Ergebnisse zu m(LengA, RGBkorr, ) in Tabelle 7.36 besta¨tigen
diese Erwartung u¨ber alle Datensa¨tze hinweg.
Fazit
Die Experimente mit Gabor-Texturmerkmalen des RGB-Farbraums geben analog zu
den CM-Experimenten Hinweise darauf, dass Texturen kanalspezifisch sind. Die Re-
dundanz ist so gering, dass sich durch die Kombination der kanalspezifischen Merk-
male eine Steigerung der Klassifikationsleistung ergibt. Allerdings manifestieren sich
die Texturunterschiede in den Gabor-Merkmalen weniger deutlich als in den CM-
Merkmalen, so dass ihre statistische Signifikanz in den meisten Fa¨llen nicht nachge-
wiesen werden kann.
Unter den farbbasierten Merkmalen fa¨llt die in [Jai98] propagierte mehrkanali-
ge Korrelation aufgrund ihrer schlechten Performanz aus dem Rahmen. Dagegen ist
unter den u¨brigen energie- und nachbarschaftsbasierten Merkmalen keine fu¨r alle Da-
tensa¨tze gleichermaßen wichtigste Textureigenschaft herauszustellen. Hervorzuheben
ist aber die gute Klassifikationsleistung der Phasenenergiemerkmale. Wie im Grau-
wertbereich zeigen sie sich nicht nur der Amplitudenenergie gleichwertig, sondern
erga¨nzen diese Merkmale zusa¨tzlich.
Anders als im Grauwertbereich erga¨nzen sich die energie- und nachbarschafts-
basierten Farbmerkmale dagegen nicht. Der Grund liegt in der Dimensionserho¨hung
durch die Konkatenation der Vektoren, die bei separater Betrachtung der Farbkana¨le
sta¨rkere Auswirkungen hat als noch fu¨r den Grauwertbereich. Der Informationsge-
winn durch Kombination wird damit u¨berkompensiert, so dass der Einsatz einer ge-
zielten Merkmalsselektionsstrategie eine deutliche Verbesserung der Klassifikations-
rate erwarten la¨ßt.
In Analogie zur statistischen Texturanalyse zeigen die Ergebnisse die Redundanz
der Grauwert- gegenu¨ber den Farbmerkmalen. Eine ausschließlich helligkeitsbasier-
te Merkmalsextraktion fu¨hrt damit nicht zu einer Versta¨rkung der Textur, sondern
gla¨ttet relevante Details.
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Tabelle 7.37: Die Kombination der farbbasierten Einzelmerkmale aus Tabelle 7.25 wird mit
Hilfe des Kombinationsoperators unionmulti nach 4.1 realisiert. In den nachfolgenden Ergebnisbeschrei-
bungen wird jeweils die abgeku¨rzte Notation verwendet.
Kombination Farbr. Einzelmerkmale Abku¨rzung E
Energie GA LRzIz m(z1engA) unionmultim(z2engA) m(RzIzengA) 4 ·Nζ
Energie GΦ LRzIz m(z1engP) unionmultim(z2engP) m(RzIzengP) 4 ·Nζ
Energie GZ LRzIz m(RzIzengA) m(RzIzengA, engP) 8 ·Nζ
unionmultim(RzIzengP)
Textur GA LRzIz m(z1tex) unionmultim(z2tex) m(RzIztex) 32 ·Nζ
Energie, Textur GA LRzIz m(RzIzengA) unionmultim(RzIztex) m(RzIzengA, tex) 36 ·Nζ
Skalenverh. GA LRzIz m(z1scale) unionmultim(z2scale) m(RzIzscale) 32 ·Nζ − 32
Energie, GA LRzIz m(RzIzengA) m(RzIzengA, scale) 36 ·Nζ − 32
Skalenverh. unionmultim(RzIzscale)
Energie Farbe, GA LRzIz m(RzIzengA) unionmultim(LengA) m(LRzIzengA) 6 ·Nζ
Energie Helligk.
Gesamtkomb. GZ LRzIz m(RzIzengA, engP) m(RzIzges) 68 ·Nζ − 32
unionmultim(RzIztex)
unionmultim(RzIzscale)
7.4.3 Farbtexturanalyse im LRzIz-Farbraum
Anders als im RGB-Farbraum wird die Gabor-Filterung im LRzIz-Farbraum nicht
sequentiell fu¨r die drei Farbkana¨le durchgefu¨hrt, sondern unter Verwendung der kom-
plexen Farben sequentiell fu¨r den Farbanteil z und den Helligkeitsanteil L. Die Er-
gebnisse der Texturklassifikation des L-Kanals wurden bereits in Abschnitt 7.4.1 als
Grauwerttexturanalyse vorgestellt. Der Schwerpunkt liegt deshalb nun auf der Tex-
turanalyse bezu¨glich z. Wie in Abschnitt 6.4.2 ero¨rtert, besteht zur Berechnung der
Texturmerkmale der wesentliche Unterschied in der vollsta¨ndigen Abtastung des Fre-
quenzraumes, so dass trotz einmaliger Anwendung der DFT die Zahl der Merkmale
doppelt so hoch ist als bei der grauwertbasierten Gabor-Transformation. Die hier
relevanten Merkmale und Merkmalskombinationen des LRzIz-Farbraums sowie die
Dimension des Merkmalsraums sind in Tabelle 7.37 zusammengefasst.
Nach den Einzelergebnissen bezu¨glich der z-basierten Amplituden- und Phasen-
energie in Tabelle 7.38 zeigt sich m(RzIzengP) in zwei von drei Fa¨llen besser als
m(RzIzengA). Nur fu¨r DS1 wird das beste Einzelergebnis mit κ = 0,702 (GW) von
m(RzIzengA) erreicht, wa¨hrend die jeweils besten Resultate der Datensa¨tze DS2 und
DS3 von m(RzIzengP) erzielt werden. Die Phasenenergie zeigt insbesondere zu DS3
mit κ = 0,910 einen besonders hohen Korrektheitswert bei gleichzeitig hoher Genau-
igkeit γκ = 0,782. Durch die Kombination beider Energiemaße ist in allen Fa¨llen eine
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Ergebnisverbesserung zu erzielen. Die besten Klassifikationsraten bezu¨glich der Ener-
giekombination m(RzIzengA, engP) liegen bei κ = 0,814 (DS1), κ = 0,745 (DS2) und
κ = 0,913 (DS3). Damit ist das kombinierte Energiemaß in jedem Fall dem Einzel-
merkmal vorzuziehen, wobei die Ho¨he der Differenz zu den jeweils besten Einzelresul-
taten vom Datensatz abha¨ngt. Sie ist nur fu¨r DS1 statistisch signifikant (Tab. 7.39).
Im Vergleich der Resultate bezu¨glichm(RzIzengA) mit denen des korrespondieren-
den L-basierten Vektorraumsm(LengA) (Tab. 7.27) ergibt sich fu¨r DS1 eine Verbesse-
rung, aber fu¨r DS2 und DS3 eine Verschlechterung der Klassifikationsrate. Der ana-
loge Vergleich vonm(RzIzengP) undm(LengP) fa¨llt dagegen zugunsten der z-basierten
Merkmale aus. Hier ist nur bei Verwendung von Gabor-Wavelets zu DS2 das Inten-
sita¨tsmerkmal vorzuziehen. Die uneinheitlichen Ergebnisse sind Ausdruck der unter-
schiedlichen Texturcharakteristika, die mit komplexen Farb- und reellen Intensita¨ts-
Gabor-Filtern modelliert werden. Darin liegt der wesentliche Unterschied zwischen
dem LRzIz- und dem RGB-Farbraum, bei dem auch die einzelnen Farbkana¨le Hellig-
keitstexturen zeigen und ein direkter Vergleich mit den Grauwertergebnissen sinnvoll
ist.
Im LRzIz-Farbraum ist die Erga¨nzungsfa¨higkeit der L- und der z-basierten Merk-
male von besonderer Bedeutung. Sie wird anhand der Kombinationm(LRzIzengA) un-
tersucht (Tab. 7.40). Dabei kommt es zu einer Steigerung der κ-Werte fu¨r DS1, DS2
und DS3 gegenu¨ber dem jeweils besten Ergebnis der Einzelkomponenten m(LengA)
(Tab. 7.27) und m(RzIzengA) (Tab. 7.38). Anders als im RGB-Farbraum, in dem die
Helligkeitstextur in der Kombination mit den kanalweisen Merkmalen redundant ist,
erga¨nzen sich die L- und die z-basierten Merkmale im LRzIz-Farbraum. Allerdings
sind die Steigerungen auf κ =0,805 fu¨r DS1, auf κ = 0,791 fu¨r DS2 und auf κ =
0,760 fu¨r DS3 nur fu¨r DS1 statistisch signifikant (Tab. 7.39). Die Klassifikationsrate
der Amplitudenenergie im LRzIz-Farbraum liegt fu¨r DS2 und DS3 unterhalb der des
RGB-Farbraums (Tab. 7.33).
Neben den Energiemerkmalen werden auch fu¨r die z-basierten Gabor-Koeffizien-
ten die nachbarschaftsorientierten Merkmalem(RzIztex) undm(RzIzscale) untersucht.
Filter- m(RzIzengA) m(RzIzengP) m(RzIzengA, engP)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,702 0,063 0,691 0,618 0,056 0,605 0,814 0,030 0,807
DS1 LG 0,701 0,064 0,691 0,589 0,071 0,575 0,777 0,043 0,770
GW 0,699 0,022 0,638 0,730 0,020 0,676 0,745 0,030 0,694
DS2 LG 0,676 0,034 0,612 0,713 0,032 0,656 0,745 0,030 0,694
GW 0,704 0,204 0,136 0,910 0,004 0,782 0,913 0,026 0,758
DS3 LG 0,717 0,223 0,155 0,765 0,067 0,371 0,758 0,037 0,382
Tabelle 7.38: Ergebnisse der kombinierten Energiemerkmale m(RzIzengA), m(RzIzengP),
m(RzIzengA, engP).
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Tabelle 7.39: Sowohl fu¨r die Kombination beider Energiemerkmale gegenu¨ber dem besten
Einzelmerkmal als auch fu¨r die Grauwert- und Farbtexturkombination gegenu¨ber der reinen
Grauwertanalyse ergibt sich nur fu¨r DS1 ein statistisch signifikanter Unterschied.
Merkmal 1 Tab. Merkmal 2 Tab. Sign. ρ Θ Richt.
DS1 m(RzIzengA) GW 7.38 m(RzIzengA, engP) GW 7.38 ja 5% 1 r
DS2 m(RzIzengP) GW 7.38 m(RzIzengA, engP) GW 7.38 nein 5% 1 r
DS3 m(RzIzengP) GW 7.38 m(RzIzengA, engP) GW 7.38 nein 5% 1 r
DS1 m(LengA) GW 7.27 m(LRzIzengA) GW 7.40 ja 5% 2 r
DS2 m(LengA) LG 7.27 m(LRzIzengA) GW 7.40 nein 5% 2 r
DS3 m(LengA) GW 7.27 m(LRzIzengA) GW 7.40 nein 5% 2 r
Je nach Datensatz unterscheiden sich die κ-Werte deutlich (Tab. 7.40). Das beste
Ergebnis zu DS1 wird mit κ = 0,568 von m(RzIzscale), zu DS2 mit κ = 0,447 von
m(RzIztex) und zu DS3 mit κ = 0,817 ebenfalls von m(RzIztex) erzielt. Damit kann
unter diesen beiden Merkmalen kein generell bestes festgestellt werden. Dagegen lie-
gen beide fu¨r alle Datensa¨tze unter dem jeweils besten energiebasierten Merkmal
(Tab. 7.38). Die Energie der Gabor-Koeffizienten leistet also zur Klassentrennung
den wichtigsten Beitrag.
Fu¨r DS3 erga¨nzen sich beide Merkmalsarten, so dass sich fu¨r die Kombinationen
m(RzIzengA, tex) und m(RzIzengA, scale) eine Klassifikationsrate ergibt, die u¨ber der
der besten Einzelklassifikation liegt (Tab. 7.41). Der Gewinn aus dieser Kombination
ist allerdings nicht so deutlich, dass er in jedem Fall die tendenziell sinkende Klassi-
fikationsrate bei erho¨hter Dimension des Merkmalsraums kompensiert. So kommt es
fu¨r DS1 und DS2 zu einem Absinken der Korrektheit.
Eine a¨hnliche Beobachtung trifft auf die Gesamtkombinationm(RzIzges) aller hel-
ligkeitsunabha¨ngigen Gabor-Texturmerkmale des RGB-Farbraums zu (Tab. 7.41).
Dabei tritt das Problem der Vektorraumdimension versta¨rkt auf. Das u¨ber alle hier
untersuchten Merkmale und ihrer Kombinationen beste Ergebnis wird nicht erreicht.
Dagegen entsteht es mit κ = 0,814 zu DS1 und κ = 0,913 zu DS3 zweimal aus der
Filter- m(LRzIzengA) m(RzIztex) m(RzIzscale)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,805 0,040 0,798 0,556 0,062 0,541 0,568 0,053 0,553
DS1 LG 0,803 0,038 0,796 0,538 0,063 0,522 0,378 0,049 0,356
GW 0,791 0,024 0,750 0,447 0,017 0,334 0,361 0,023 0,234
DS2 LG 0,784 0,029 0,741 0,429 0,013 0,314 0,350 0,007 0,220
GW 0,760 0,239 0,250 0,817 0,137 0,427 0,763 0,228 0,242
DS3 LG 0,753 0,272 0,215 0,759 0,203 0,249 0,775 0,114 0,370
Tabelle 7.40: Ergebnisse der Merkmale m(LRzIzengA), m(RzIztex), m(RzIzscale).
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Tabelle 7.41: Ergebnisse der Kombination der Amplitudenenergie mit anderen Merkmalen:
m(RzIzengA, tex), m(RzIzengA, scale), m(RzIzges).
Filter- m(RzIzengA, tex) m(RzIzengA, scale) m(RzIzges)
bank κ σκ γκ κ σκ γκ κ σκ γκ
GW 0,556 0,062 0,541 0,568 0,053 0,553 0,577 0,050 0,562
DS1 LG 0,637 0,051 0,625 0,547 0,056 0,531 0,637 0,057 0,624
GW 0,592 0,020 0,510 0,527 0,029 0,431 0,578 0,022 0,494
DS2 LG 0,560 0,031 0,471 0,543 0,034 0,451 0,503 0,036 0,403
GW 0,838 0,273 0,320 0,829 0,318 0,267 0,883 0,184 0,494
DS3 LG 0,834 0,285 0,299 0,823 0,227 0,321 0,851 0,214 0,397
Energiekombination m(RzIzengA, engP) und einmal aus m(LRzIzengA) mit κ = 0,791
zu DS2.
Fazit
Auch im LRzIz-Farbraum zeigen die Phasenenergiemerkmale eine gute Performanz,
die ha¨ufig u¨ber der der Amplitudenenergie liegt. Beide Merkmale erga¨nzen sich, so
dass die Ergebnisse ihrer Kombination besser als die der Einzelergebnisse sind. Damit
wird der bereits im Grauwertbereich und im RGB-Farbraum festgestellte Gewinn
durch eine zusa¨tzliche Phasenbetrachtung auch fu¨r den LRzIz-Farbraum besta¨tigt.
Im Gegensatz zum RGB-Farbraum sind die Grauwert- und Farbenergiemerkma-
le nicht redundant, sondern sprechen auf unterschiedliche Texturmerkmale an und
erga¨nzen sich im Hinblick auf die Klassentrennung. Die nachbarschaftsbasierten Merk-
male zeigen durchga¨ngig schlechtere Resultate als die energiebasierten Merkmale.
Die Erga¨nzungsfa¨higkeit beider Merkmalsvarianten ist zwar vorhanden, wird aber
teilweise durch die Dimensionserho¨hung des Merkmalsraums u¨berkompensiert, was
letztendlich zu sinkenden Klassifikationsraten fu¨hren kann.
Beim Vergleich beider Farbvarianten schneidet der LRzIz-Farbraum fu¨r die mei-
sten Einzelklassifikationen schlechter ab als der RGB-Farbraum. Allerdings werden die
u¨ber alle hier pra¨sentierten Experimente besten Ergebnisse fu¨r die beiden Datensa¨tze
DS1 und DS3 durch Merkmale des LRzIz-Farbraums erreicht. Die Entscheidung fu¨r
einen der Farbra¨ume ist also in Abha¨ngigkeit von der Problemstellung auf Basis einer
experimentellen Evaluation zu treffen.
7.4.4 Zusammenfassung
Die Evaluation der auf Gabor-Filtern aufbauenden Texturmerkmale wurde getrennt
im Grauwertbereich sowie im Farbbereich durchgefu¨hrt. Neben der bekannten Ampli-
tudenenergie kamen auch die Phasenenergie sowie zwei nachbarschaftsmodellierende
Texturparameter zum Einsatz.
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Die bessere Performanz der Phasen- gegenu¨ber der Amplitudenenergie steht im
Widerspruch zur ga¨ngigen Praxis, in der die Amplitudenenergie als einziges Merk-
mal pra¨feriert wird [Fou97]. Insbesondere in der Bildklassifikation findet die Phase
nur selten Beachtung. Bei der Textursegmentierung wird der Phasengradient nur zur
Detektion der Texturra¨nder verwendet, nicht aber zur Charakterisierung der Textur
selbst [Bov90]. Die hier pra¨sentierten Ergebnisse zeigen, dass die Phasenenergie ein
wichtiges Merkmal zur Beschreibung einer Textur ist. Abha¨ngig vom Datensatz fu¨hrt
die Kombination beider Energiemaße zu einer verbesserten Klassentrennung.
Dagegen konnten die anderen Merkmale auch wegen der u¨berproportional steigen-
den Vektorraumdimension nicht u¨berzeugen. Insbesondere ihre U¨bertragung in den
Farbbereich wird dadurch limitiert.
Insgesamt konnte bei der Evaluation der integrativen Farbtexturmerkmale im
RGB- und LRzIz-Farbraum eine Verbesserung der reinen Grauwerttexturanalyse er-
zielt werden. Grund hierfu¨r ist insbesondere die Erga¨nzungsfa¨higkeit kanalspezifischer
Texturmerkmale. Vor allem im dekorrelierten LRzIz-Farbraum ergibt sich trotz der
damit verbundenen Dimensionserho¨hung durch Merkmalkombination eine Verbesse-
rung der Klassifikationsrate. Die Auswahl des zur Klassifikation besten Farbraums ist
vom Datensatz abha¨ngig und kann nicht generell entschieden werden.
7.5 Diskussion und Bewertung der Ergebnisse
Nach der detaillierten Analyse der Farbtexturmerkmale in den Abschnitten 7.3 und
7.4 dient die Zusammenstellung der jeweils besten Ergebnisse eines Datensatzes und
eines Verfahrens bei festem Farbraum dem U¨berblick u¨ber die erreichbaren Ergebnisse
und dem Vergleich beider Verfahren (Tab. 7.42).
Im Grauwertbereich liegen die besten Ergebnisse der Gabor-Filter fu¨r DS2 und
Farb-CM Farb-Gabor-Filter
Farbr. κ E Merkmal Tab. κ E Merkmal Tab.
grau 0,855 16 m(L) 7.7 0,759 12 m(LengA, engP) 7.27
DS1 RGB 0,977 64 m(RGB0, L) 7.12 0,756 36 m(RGBengA, engP) 7.33
LRzIz 0,986 96 m(LRzIz0,HU) 7.20 0,814 24 m(RzIzengA, engP) 7.38
grau 0,742 16 m(L) 7.7 0,838 8 m(LengP) 7.27
DS2 RGB 0,831 64 m(RGB0, L) 7.12 0,826 48 m(RGBengA, engP) 7.33
LRzIz 0,863 96 m(LRzIzHU,HA, L) 7.21 0,791 24 m(RzIzengA) 7.40
grau 0,801 16 m(L) 7.7 0,819 144 m(Lges) 7.29
DS3 RGB 0,912 96 m(RGB0,MC) 7.12 0,869 384 m(RGBges) 7.36
LRzIz 0,919 48 m(RzIzHU) 7.18 0,913 32 m(RzIzengA, engP) 7.38
Tabelle 7.42: Zusammenstellung der jeweils besten Ergebnisse fu¨r ein Farbtexturverfahren
bezu¨glich eines Farbraums. Es wird neben κ und der Dimension E des Merkmalsraums auch
die Merkmalsbezeichnung sowie die Tabelle, in der das Ergebnis zu finden ist, angegeben.
7.5 Diskussion und Bewertung der Ergebnisse 149
DS3 u¨ber denen der CM. Dagegen zeigen sich die Farb-CM sowohl im RGB- als auch
im LRzIz-Farbraum durchga¨ngig den Farb-Gabor-Filtern u¨berlegen. Innerhalb der
Gruppe der CM schneidet der LRzIz-Farbraum am besten ab. Insgesamt wird damit
die ho¨chste Korrektheit fu¨r DS1 mit κ = 0,986, fu¨r DS2 mit κ = 0,863 und fu¨r DS3
mit κ = 0,919 durch Farb-CM im LRzIz-Farbraum erreicht.
Ein auf der Hauptachsentransformation basierender und damit dem LRzIz a¨hnli-
cher Farbraum (Kap. 2.3) wurde auch in [Wou99a] zur Farbtexturanalyse mit Hilfe
von Wavelets herangezogen. Er zeigte gegenu¨ber dem RGB-Farbraum eine deutlich
bessere Performanz. Fu¨r die CM kann damit diese Aussage damit besta¨tigt werden.
Innerhalb der Gruppe der Farb-Gabor-Merkmale ist dagegen keine Aussage zu-
gunsten eines Farbraums mo¨glich. Fu¨r DS1 und DS3 liegen wiederum die Ergebnisse
bezu¨glich des LRzIz- u¨ber denen des RGB-Farbraums, fu¨r DS2 schneidet der RGB-
Farbraum besser ab. Dabei hat das Design der Gabor-Filterbank teilweise erhebliche
Auswirkungen auf das Klassifikationsergebnis. Die in [Sme00a] auf hier nicht un-
tersuchten Daten erzielte Verbesserung der Korrektheit bei Verwendung log-polarer
Gabor-Filter gegenu¨ber Gabor-Wavelets kann nicht besta¨tigt werden. Vielmehr wur-
den in der u¨berwiegenden Zahl der Tests bessere Ergebnisse mit Gabor-Wavelets
erzielt.
Die Merkmalskombinationen, die jeweils die besten Ergebnisse erbringen, unter-
scheiden sich in allen Datensa¨tzen. Es kann deshalb keine Vorselektion getroffen
werden, welche der hier vorgestellten Merkmale zu bevorzugen sind. In jedem Fall
ko¨nnen die guten Resultate durch die Kombination m(LengA, RGBkorr) aus [Jai98]
nicht besta¨tigt werden. Auf den dortigen Daten ergaben sie eine Korrekteit von κ = 1.
Diese Studie zeigt, dass eine solche Kombination keineswegs optimal ist.
Zur systematischen Verkleinerung des Merkmalsraums wird ha¨ufig ein Verfahren
zur Selektion einzelner Merkmale oder zur Transformation des Merkmalsraums ein-
gesetzt. Die Selektion von Merkmalen ist ein komplexes Optimierungsproblem, da
aus der Einzelperformanz eines Merkmals nicht auf die Bedeutung des Merkmals
innerhalb einer Gruppe geschlossen werden kann. Es gibt verschiedene Ansa¨tze zur
automatischen Merkmalsselektion, die entweder anhand spezieller Evaluationsfunk-
tionen oder des Klassifikationsergebnisses bezu¨glich einer Merkmalskombination ei-
ne Strategie zur Suche der optimalen und kleinstmo¨glichen Kombination verfolgen
[Pud94, Whi94]. Die Anwendung solcher Selektionsverfahren auf Farbtexturmerkma-
le wurde von Fischer durchgefu¨hrt [Fis01, Fis02] und ist nicht mehr Gegenstand
dieser Arbeit.
Zur Einordnung der Ergebnisse bietet sich ein Vergleich mit den Resultaten ande-
rer Autoren an. Ziel eines solchen Vergleiches ist es, die Gu¨te der hier pra¨sentierten
Merkmale gegenu¨ber bereits existierenden Farbtexturmerkmalen abzuscha¨tzen. Vor-
raussetzung dafu¨r ist die Einheitlichkeit des Bildmaterials, der Gro¨ße des Merkmals-
raums, der Trainings- und Testdatenzerlegung sowie des Klassifikators. Zu jedem der
hier untersuchten Datensa¨tze ist eine Vero¨ffentlichung mit Klassifikationsergebnissen
zu finden, so dass mit identischem Bildmaterial die Basis fu¨r einen Vergleich vorliegt
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Tabelle 7.43: Es sind die Klassifikationsergebnisse κ anderer Autoren dargestellt, die diesel-
ben Bilddatenbanken verwenden, wie sie in dieser Arbeit eingesetzt wurden. Dennoch sind sie
im Vergleich mit den hier erzielten Ergebnissen mit Vorsicht zu interpretieren, weil neben den
Originalbildern und der Gu¨te der Merkmale auch die Anzahl der Merkmale, eventuelle Selek-
tionsverfahren, die Art der Trainings- und Testdatenzerlegung und die Wahl des Klassifikators
eine Rolle spielen.
Farbr. κ E Verfahren Ref.
grau 0,839 10 Wavelets - Energie
DS1 RGB 0,958 10 Wavelets - Energie, Korrelation [Wou99a]
LRzIz 0,975 10 Wavelets - Energie, Korrelation
DS2 grau 0,730 61 Autokovarianz [Lak98]
RGB 0,804 96 Farbkovarianz, Histogramm
DS3 HSL 0,930 6 Farbvielfalt und -asymmetrie, Kontur, [Pom00]
Strukturvielfalt und -asymmetrie, Gro¨ße
(Tab. 7.43). Allerdings unterscheiden sich die u¨brigen Nebenbedingungen im Detail
vom experimentellen Umfeld dieser Arbeit.
Fu¨r den Datensatz DS1 untersuchte Wouwer et al. einen waveletbasierten An-
satz zur Farbtexturanalyse [Wou99a]. Dabei erfolgt eine diskrete Wavelet-Transfor-
mation mit biorthogonalen Spline-Wavelets separat auf den drei Farbkana¨len. Ne-
ben Energiemerkmalen zu den Wavelet-Koeffizienten wird analog zu den Farbkorre-
lationsmerkmalen fu¨r Gabor-Filter nach [Jai98] eine nachverarbeitende Korrelation
der kanalspezifischen Wavelet-Koeffizienten durchgefu¨hrt. Die Klassifikation erfolgt
nach dem Leaving-one-out-Prinzip mit einem K-NN Klassifikator. Vor der Klassifika-
tion wurde mit Hilfe eines Floating-Ansatzes zur Merkmalsselektion nach [Pud94] die
Gro¨ße des Merkmalssatzes auf zehn reduziert. Neben grauwert- und RGB-basierten
Merkmalen wurde auch ein LRzIz-a¨hnlicher Farbraum analysiert (Tab. 7.43).
Obwohl die Dimension des Merkmalsraums der CM-basierten Merkmale deutlich
ho¨her liegt und keine Optimierungsstrategien eingesetzt wurden, liegen die Ergebnis-
se der CM-Farbmerkmale sowohl fu¨r die beiden Farbra¨ume als auch fu¨r den Grau-
wertbereich u¨ber den Resultaten in [Wou99a]. Dagegen zeigen die Gabor-Merkmale
durchga¨ngig eine schlechtere Leistung. Im Gegensatz zur Beobachtung in [Ran94,
Wou98] schneidet damit bei diesem Datensatz die hier untersuchte Gabor-Transfor-
mation schlechter ab als die in [Wou99a] eingesetzte Wavelet-Transformation.
Der Datensatz DS2 wurde von Lakmann mit Hilfe von Farbkovarianz- und Farb-
histogrammmerkmalen untersucht [Lak98]. Das Prinzip der Farbkovarianzmerkmale
entspricht dem der hier vorgestellten mehrkanaligen CM-Merkmale. In [Lak98] wur-
den neben grauwertigen Merkmalen nur der RGB-Farbraum in die Studie einbezo-
gen. Dazu kam ein K-NN Klassifikator zum Einsatz, wobei die Art der Trainings-
und Testdatenzerlegen unbekannt ist. Die Ergebnisse von Lakmann liegen sowohl
im Grauwert- als auch im Farbbereich unter denen der hier pra¨sentierten Verfahren
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(Tab. 7.43). Dabei liegt die Dimension der jeweiligen Merkmalsra¨ume in vergleichba-
rer Gro¨ßenordnung.
Die Bilder des Datensatzes DS3 wurden von Pompl zur Untersuchung von Merk-
malen zur Melanomerkennung verwendet [Pom00]. Obwohl ein Ergebnis der Studie
eine gute Performanz von Farb- und Strukturmerkmalen ergab, wurden dabei keine
Farbtexturmerkmale eingesetzt. Vielmehr stand die Orientierung an der menschli-
chen Wahrnehmung sowie die Visualisierungsmo¨glichkeit der Merkmale fu¨r den Arzt
im Vordergrund. Die Struktur wurde mit Hilfe von Skalierungsindizes erfasst und
in den Merkmalen Vielfalt und Asymmetrie modelliert. Zuvor wird ein Bild in den
Grauwertbereich u¨berfu¨hrt, so dass analog zu der Einteilung der Farbtexturverfah-
ren (Kap. 3) von einem parallelen Farbstrukturkonzept gesprochen werden kann. Der
Farbaspekt wird ebenfalls als Vielfalt und Asymmetrie modelliert. Dabei kommt je-
weils die globale oder lokale Entropie des HSL-Farbraums zum Einsatz. Diese farb-
und strukturbasierten Merkmale werden durch Kontur- und Fla¨chenmaße erga¨nzt.
Die Klassifikation erfolgte mit Hilfe einer linearen Diskriminanzfunktion, deren
Koeffizienten auf Basis eines separaten Trainingssatzes optimiert wurden. Die Kom-
bination der problemspezifisch optimierten Merkmale erzielt ein besseres Resultat als
die vorgestellten integrativen Farbtexturmerkmale (Tab. 7.43). Dennoch liegen die
hier erreichten Ergebnisse fu¨r DS3 mit einer Korrektheit von u¨ber 90% in einer a¨hn-
lichen Gro¨ßenordnung. Die Einschra¨nkung auf den Farb- und den Texturaspekt bei
gleichzeitig hoher Vektorraumdimension und fehlender Optimierung verdeutlicht die
Bedeutung der integrativen Merkmale auch fu¨r den medizinischen Anwendungsbe-
reich.
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8 Zusammenfassung
Der Bereich der Farbtexturanalyse stellt ein eng umgrenztes Forschungsgebiet der
Bildverarbeitung dar. Die gemeinsame Betrachtung von Farbe und Textur ist deshalb
schwierig, weil zum einen schon im Grauwertbereich eine große Zahl unterschiedlicher
Methoden zur Texturanalyse existieren und weil zum anderen die optimale Nutzung
der Farbinformation umstritten ist. Der U¨bergang von der Grauwert- zur Farbtex-
turanalyse ist deshalb noch lu¨ckenhaft und wenig verstanden.
In fru¨hen Arbeiten wurden integrative Konzepte zur Farbtexturanalyse entwickelt,
die durch Beru¨cksichtigung der vektoriellen Farbdarstellung Vorteile gegenu¨ber se-
quenziellen und parallelen Konzepten bieten. Allerdings stand eine solche integrative
Analyse fu¨r wesentliche, im Rahmen der Grauwerttexturanalyse erfolgreiche Verfah-
ren bislang aus.
In dieser Arbeit wurden integrative Methoden fu¨r Cooccurrence-Matrizen und
Gabor-Filter entwickelt und damit die Mo¨glichkeiten und Werkzeuge der Farbtex-
turanalyse sowohl im Teilgebiet der statistischen als auch in dem der signaltheoreti-
schen Texturanalyse entscheidend erweitert. Wa¨hrend im RGB-Farbraum kanalspezi-
fische Helligkeitsmuster modelliert wurden, integriert die Formulierung des komplexen
LRzIz-Farbraums nicht nur dekorrelierte und wahrnehmungsorientierte Farbra¨ume,
sondern dient auch der erstmaligen Beschreibung helligkeitsunabha¨ngiger Farbtextu-
ren.
Um applikationsunabha¨ngige Aussagen u¨ber die neu entwickelten Farbtextur-
merkmale treffen zu ko¨nnen, aber auch um einen tieferen Einblick in die Charak-
teristik natu¨rlicher Farbtexturen zu erhalten, erfolgte eine umfangreiche Evaluati-
on durch Klassifikationsexperimente auf Basis dreier Bilddatenbanken mit Hilfe ei-
nes Nearest-Neighbor-Klassifikators mit Leaving-One-Out. Diese decken ein breites
Spektrum farb- oder texturdominierter Oberfla¨chen ab und erlauben den Vergleich
mit vero¨ffentlichten Ergebnissen anderer Autoren. Zur Absicherung der wichtigsten
Aussagen wurden statistische Signifikanztests durchgefu¨hrt.
Integrative Farbtexturmerkmale sind in der Regel mit Mehraufwand fu¨r Berech-
nung, Speicherung und Klassifikation verbunden. Deshalb erfolgte im Rahmen der
Evaluation auch eine Abscha¨tzung des Informationsgewinns gegenu¨ber weniger auf-
wa¨ndigen Methoden der reinen Grauwert- und Farbanalyse.
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Methoden
Fu¨r den Bereich der Cooccurrence-Matrizen (CM) wurde die integrative Farbtextur-
analyse mittels ein- und mehrkanaliger CM unternommen. Dabei wurde eine Farb-
histogrammbeschreibung in der Notation der CM mo¨glich. In der Folge konnte der
Informationsgewinn der mehrkanaligen CM-Analyse gegenu¨ber herko¨mmlichen Kon-
zepten mit Hilfe der Kolmogorov-Distanz gemessen werden.
Zum Studium des Einflusses der Texturauflo¨sung wurden Nachbarschaften im Ab-
stand von einem bis zu 20 Pixeln untersucht. Desweiteren wurde die Logarithmierung
als Mo¨glichkeit zur Steigerung der Klassifikationsleistung genutzt.
Die Ausdehnung der Farbtexturmerkmale vom RGB- auf den LRzIz-Farbraum
erlaubt die Modellierung einer helligkeitsunabha¨ngigen Farbtextur. Zusa¨tzlich wurden
LRzIz- und HSL-basierte Farbtexturmerkmale im Hinblick auf Unterschiede in der
Klassifikationsleistung in die Evaluation einbezogen.
Fu¨r den Bereich der Gabor-Filter wurden sa¨mtliche Studien sowohl fu¨r Gabor-
Wavelets als auch fu¨r log-polare Gabor-Filter durchgefu¨hrt. Neben der meist verwen-
deten Amplitudenenergie der Gabor-Koeffizienten wurde mit der Phasenenergie und
anderen nachbarschaftsbasierten Merkmalen verschiedene Varianten der Auswertung
der Gabor-Koeffizienten schon fu¨r den Grauwertbereich vorgeschlagen.
Es folgte ihre Erweiterung auf den RGB-Farbraum durch Verwendung der vekto-
riellen Farb-Fourier-Transformation. Fu¨r den LRzIz-Farbraum wurde eine komplexe
Farb-Gabor-Transformation eingefu¨hrt, die die Farbeigenschaften Farbton und Sa¨tti-
gung schon bei der Fourier-Transformation beru¨cksichtigt. Damit wird auch bei der
Gabor-Transformation die Messung von helligkeitsunabha¨ngigen Farbtexturen erst-
mals mo¨glich.
Ergebnisse
Neben den verfahrensspezifischen Ergebnissen fu¨r CM auf der einen und fu¨r Gabor-
Filter auf der anderen Seite konnten in dieser Arbeit durch den Vergleich dieser
sehr unterschiedlichen Methoden auch allgemeine Aussagen u¨ber die Eigenschaften
natu¨rlicher, farbiger und texturierter Oberfla¨chen getroffen werden.
1. Trotz der zweifellos großen Korrelation zwischen Farbkana¨len des RGB-Farb-
raums kann von unterschiedlichen Helligkeitstexturen der Einzelkana¨le ausge-
gangen werden. Als Folge davon fu¨hrt die Konvertierung eines Farbbildes zum
Grauwertbild durch Mittelung der Kana¨le zur Verschmierung der kanalspezifi-
schen Texturcharakteristika. Damit sind die Ergebnisse zu nur einem der Farb-
kana¨le in der Regel besser als die des Grauwertbildes. Eine weitere Konsequenz
ist die Kombinierbarkeit der kanalspezifischen Texturmerkmale. Diese kanal-
weise Behandlung von Farbbildern fu¨hrt zu einer signifikanten Steigerung der
Klassifikationsleistung, ohne dass der grauwertbasierte Algorithmus dafu¨r zu
modifizieren wa¨re.
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2. Die Analyse des LRzIz-Farbraums belegt die Existenz helligkeitsunabha¨ngiger
Farbtexturen. Diese Aussage widerspricht klar der Einschra¨nkung des Textur-
begriffs auf Helligkeitsmuster und motiviert seine Ausdehnung auf Farbmuster.
Speziell fu¨r die CM-basierten Farbtexturmerkmale ko¨nnen folgende Hauptpunkte fest-
gehalten werden:
• Die mehrkanaligen CM-Merkmale sind robust gegen eine Vera¨nderung des Ab-
standes. Ihre Klassifikationsresultate sind insbesondere fu¨r kleine und große
Absta¨nde besser als die der einkanaligen Merkmale.
• Die Kombination von ein- und mehrkanaligen Merkmalen liefert die umfassend-
ste Farbtexturbeschreibung. Die Klassifikationsergebnisse sind nicht nur besser
als die der reinen Farbanalyse in Form von Farbhistogrammen und besser als
die der grauwertbasierten Texturanalyse, sie zeigen auch bessere Resultate als
die Kombination von beidem, was in dieser Ausarbeitung als paralleles Farb-
texturkonzept beschrieben worden ist.
• Durch Logarithmierung der CM kann in der Regel die Klassifikationsrate ge-
steigert werden.
• Die umfangreiche Untersuchung verschiedener Varianten von Farbhistogram-
men zeigt die besten Ergebnisse fu¨r die zweidimensionale Approximation. Als
Grund hierfu¨r ko¨nnen die Scha¨tzprobleme bezu¨glich des du¨nn besetzten dreidi-
mensionalen Histogramms auf der einen, und die Vernachla¨ssigung der Korre-
lation der Farbkana¨le bei der eindimensionalen Approximation auf der anderen
Seite vermutet werden.
Zu den Gabor-Filtern lassen sich folgende Punkte zusammenfassen:
• Unter den beiden Filterbankvarianten der Gabor-Wavelets und der log-polaren
Gabor-Filter kann keine favorisiert werden.
• Die energiebasierten Merkmale erwiesen sich sowohl im den Grauwert- als auch
im Farbbereich als besonders aussagekra¨ftig.
• Entgegen der in der Literatur vertretenen Dominanz der Amplitudenenergie
kann mit der Zahl der Phasenwechsel (Phasenenergie) ein weiteres, ebenso
trennscharfes Merkmal zur Texturcharakterisierung herausgestellt werden.
Schließlich fu¨hrt der Vergleich des statistischen gegenu¨ber dem signaltheoretischen
Verfahren zu folgender Schlussfolgerung:
• Die statistische Texturanalyse mit CM stellt sich gegenu¨ber der signaltheoreti-
schen Texturanalyse mit Gabor-Filtern, selbst bei Nutzung wiederum statisti-
scher Methoden zur Texturcharakterisierung im Frequenzraum, als u¨berlegen
dar.
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Ausblick
Das Hauptziel dieser Dissertation bestand in der Entwicklung neuer Farbtexturmerk-
male und ihrer Evaluation zum vertiefenden Einblick des Zusammenhangs von Farbe
und Textur. Dabei wurde das Augenmerk vor allem auf die Generalisierungsfa¨higkeit
der Aussagen u¨ber Farbtexturen gelegt. Die Parameter der Verfahren wurden des-
halb so ausgewa¨hlt, dass sie fu¨r alle drei Bilddatenbanken gleichermaßen verwendet
werden konnten.
Mit den neuen Werkzeugen und den generellen Hinweisen zu einer optimalen Aus-
wertung von Farbe und Textur kann nun fu¨r eine konkrete Fragestellung eine Opti-
mierung der Parameter erfolgen. Im Falle der CM bedeutet das zum Beispiel die
Optimierung des Abstandsparameters. Bei verschiedenen Texturauflo¨sungen in ei-
ner Datenbank ist auch die Kombinierung verschiedener Absta¨nde denkbar. Bei den
Gabor-Filtern lassen sich insbesondere die Zahl der Skalen und der Orientierungen
als Filterbankparameter variieren. Desweiteren kann die Berechnung der Merkmale
auf die optimalen Filter beschra¨nkt werden, die die maximale Filterantwort liefern
[Ran94]. Bekannte Verfahren zur Merkmalsselektion lassen sich zur Reduktion der
Gesamtzahl der beno¨tigten Merkmale einsetzen.
Die hier nachgewiesenen helligkeitsunabha¨ngigen Farbtexturen bedu¨rfen weiterer
Untersuchungen. Vor allem die bereits zur Farbtexturanalyse genutzten Verfahren
wie Markov-Random-Fields, Korrelationsanalyse und Wavelet-Transformation sind
zur Modellierung solcher Farbmuster fu¨r den LRzIz-Farbraum zu adaptieren.
A Mathematische
Formelzeichen und Notationen
Die folgende Auflistung entha¨lt neben den mathematischen Formelzeichen und No-
tationen jeweils eine kurze Beschreibung und die Seitenzahl des ersten Auftretens in
dieser Arbeit.
A
α, β, γ, ν Winkelmaße . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .15
ABC Dreieck mit den Eckpunkten A, B und C . . . . . . . . . . . . . . . . . 15
AB Strecke von Punkt A zu Punkt B . . . . . . . . . . . . . . . . . . . . . . . . .15
GA, GAk lokale Amplitude der Gabor-Koeffizienten (GA),
speziell fu¨r den k-ten Farbkanal (GAk). . . . . . . . . . . . . . . . . . . . 84
Amin, Amax Minimum bzw. Maximum der Gabor-Amplituden . . . . . . . . .93
Aα Rotationsmatrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
ACζ0,ϕ0d,% Cooccurrence-Matrizen der Gabor-Amplituden
zum Filter gζ0,ϕ0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
B
B Halbwertsbreite eines Gabor-Filters . . . . . . . . . . . . . . . . . . . . . . 86
βm, βn Faktoren zur Skalierung der m- und n-Achse . . . . . . . . . . . . . 71
C
C komplexe Zahlen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
C,C, c, cˆ Die Menge C entha¨lt die Klassenindizes c, cˆ ∈ {1, . . . , C} . 28
Cd Grauwert-CM zum Distanzvektor d . . . . . . . . . . . . . . . . . . . . . . 44
Cd,%′ , C˜d,%′ Normierte (Cd,%′) und unnormierte Grauwert-CM (C˜d,%′)
zu den quantisierten Polarkoordinaten d und % . . . . . . . . . . . 46
SCd,% Symmetrische Grauwert-CM, die zwei transponiert gleiche
Matrizen Cd,% und Cd,%+4 zusammenfasst . . . . . . . . . . . . . . . . 46
con(Cd,%) Kontrast der CM Cd,% . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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cor(Cd,%), Korrelationsmaße bezu¨glich der CM Cd,% . . . . . . . . . . . . . . . . . 47
cor1(Cd,%), cor2(Cd,%)
c˜or
(
GAk1,k2ζ0i,ϕ0
)
, Korrelationsmaße bezu¨glich Gabor-Koeffizienten . . . . . . . . . .99
cor
(
GAk1,k2ζ0i,ϕ0
)
cov Nebendiagonalelemente einer Kovarianzmatrix Σ . . . . . . . . . 11
cov(hf , k1,2) Kovarianz des Farbhistogramms hf bezu¨glich der Kana¨le
k1 und k2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
D
D(u, v) Differenzbild . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Dk Kolmogorov-Distanz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
δ(l) Diskrete Deltafunktion: δ(l) = 1, falls l = 0
und δ(l) = 0, sonst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
D Distanzoperator, der die gerundete La¨nge eines Vektors
d ∈ N2 liefert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
d, d1, d2 zweidimensionaler Abstandsvektor mit d = (d1, d2)tr . . . . . 44
d, d¯ Gerundete (d ∈ N) und nicht gerundete (d¯ ∈ R) Distanz . . 45
DS Datensatz zur Klassifikation, deren Elemente festen Klassen
zugeordnet sind . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
E
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B Bilder
Abb. B.1: Bilder des Datensatzes DS1. Die Klassen ω1 bis ω12 sind von links nach
rechts und von oben nach unten gema¨ß Nummerierung in Tabelle 7.1 dargestellt.
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Abb. B.2: Fortsetzung: Bilder des Datensatzes DS1. Die Klassen ω13 bis ω30 sind
von links nach rechts und von oben nach unten nummeriert (Tab. 7.1).
169
Abb. B.3: Bilder des Datensatzes DS2. Jede Zeile repra¨sentiert eine Klasse, so dass
hier einige der Bilder der Klassen ω1 bis ω3 dargestellt sind.
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Abb. B.4: Fortsetzung: Bilder des Datensatzes DS2. Jede Zeile repra¨sentiert eine
Klasse, so dass hier einige der Bilder der Klassen ω4 bis ω6 dargestellt sind.
171
Abb. B.5: Bilder des Datensatzes DS3. Die oberen drei Zeilen zeigen Bilder von
Na¨vi, die unteren drei Zeilen Bilder von Melanomen.
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Standardabweichung, 11, 34, 52, 80, 87,
108
statistische Texturanalyse, 21
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