Large-scale comparison of the similarities between two biological sequences is a major issue in computational biology; a fast method, the D 2 statistic, relies on the comparison of the ktuple content for both sequences. Although it has been known for some years that the D 2 statistic is not suitable for this task, as it tends to be dominated by single-sequence noise, to date no suitable adjustments have been proposed. In this article, we suggest two new variants of the D 2 word count statistic, which we call D 
INTRODUCTION C
omparison of the similarities between two segments of biological sequences using k-tuples (also called k-grams or k-words) arises from the need for rapid sequence comparison. Such methods are often employed in cDNA sequence comparisons. Today next-generation sequencing methods are producing unprecedented volumes of sequence data. Therefore, we expect that the use of k-tuples will play an increasingly important role for molecular sequence and genome comparisons in the current era. This article will explore in some detail the statistic which one of these methods is based upon, along with other substantially superior statistics.
One of the most widely used statistics for sequence comparison based on k-tuples is the so-called D 2 statistic, which is based on the joint k-tuple content in the two sequences. If two sequences are closely related, we would expect the k-tuple content of both sequences to be very similar.
More formally, suppose that two sequences, A ¼ A 1 A 2 . . . A n and B ¼ B 1 B 2 . . . B m , say, are composed of letters that are drawn from a finite alphabet A of size d. For a 2 A, let p a denote the probability of letter a. For w ¼ (w 1 , . . . , w k ) 2 A k , let
count the number of occurrences of w in A, and similarly, Y w counts the number of occurrences of w in B.
Here, n n ¼ n À k þ 1; similarly, we put for later use m m ¼ m À k þ 1. Then D 2 is defined by
The null model is typically chosen to be such that the letters are independent and identically distributed (i.i.d.) , and that the two sequences are independent. Using this model, Lippert et al. (2002) derived a Poisson approximation, a compound Poisson approximation, and a normal approximation for D 2 ; the normal approximation is only valid under the assumption that not all letters of the alphabet are equally likely. In the case that all letters are equally likely, the D 2 statistic looks asymptotically like the sum of products of independent normal variables. Lippert et al. (2002) also found that the D 2 statistic is dominated by background noise, in the nonuniform case.
In the work of Kantorovitz et al. (2007a) , it was shown that in the regime that all letters are equally likely, the standardized statistic
is asymptotically normally distributed when first sequence length and then word length tend to infinity, while the alphabet size stays fixed. In clustering some biologically related sequences, Kantorovitz et al. (2007b) found that D2z outperforms D 2 . The heuristic argument is that the background models for the two sequences may be different, and the D 2 statistic should hence be normalized to account for the different background distributions of the sequences. Yet in the nonuniform case the issue about the variability being dominated by the noise in the single sequences remains.
In this article, we propose a new statistic, which is a self-standardized version of D 2 . In general, Shepp (1964) observed that, if X and Y are independent mean zero normals, X with variance r 2 . For w ¼ w 1 . . . w k , p w ¼ Q k i ¼ 1 p w i is the probability of occurrence of w, and the centralized count variable is denoted as
We introduce the new count statistic as
Here we set 0 0 ¼ 0. The superscript ''S'' stands for ''Shepp,'' and also for ''self-standardized.'' We shall see that, under reasonable assumptions, D S 2 will be approximately normally distributed. In practice we shall usually have to replace p a , the (unobserved) letter probabilities, byp p(a), the relative count of letter a in the concatenation of the two sequences, based on the null hypothesis that the two sequences are independent and both are generated by i.i.d. letters from the same distribution. We then estimate the probability of occurrence of w ¼ w 1 . . .
In our simulations, we always estimate the letter probabilities, even when we assume that all letters are equally likely.
We also study the following version of the word count statistic: the variance is costly to compute, it is replaced by the estimated mean of the word occurrence across the two sequences when the probability of the word pattern is small; this approach can be justified by considering a Poisson approximation for the individual word counts. We justify in Section 2 that D viewed as the sum of the products of independent normal variables, and we suggest how to simulate from its asymptotic distribution, for which we do not have a closed-form expression.
To explain the problem with D 2 ,
Approximately, if n and m are large, under the null model,X X w should follow a mean zero normal distribution with variance of order n with respect to sequence length. The distribution of P w2A kX X wỸ Y w should be approximately, for large n and m, the distribution of the sum of products of pairs of independent mean zero normal variables with a variance of order O(nm).
If all letters are equally likely, then p w ¼ d Àk for all words w, and hence, P The asymptotic normality of D 2 for both nucleic acid and amino acid sequences has been studied empirically by Forêt et al. (2009) . However, no power study was undertaken; our argument shows that in the nonuniform case the asymptotic normality of D 2 only stems from the asymptotic normality of the underlying word counts in the respective sequences.
Even in the regime that all letters are equally likely, if we only leave the ''last'' word
, which is not constant. So even if we just leave one word out of the whole set of possible words, if the sequence lengths are large and all other parameters are fixed, then the variability, now in D À 2 , will be dominated by the variability in the single sequences. Hence, the D 2 statistic is, in general, not useful for assessing whether the two underlying sequences are related.
This article is structured as follows. In Section 2, we discuss the distribution of D S 2 and D Ã 2 under the null hypothesis that the two sequences are independent and both are generated by i.i.d. letters from the same distribution, and we shall present simulation results for testing the normality of D 2 , D The first scenario is that the two sequences contain a common motif, whereas the second scenario is a pattern transfer model; we pick a word in the first sequence and use it to replace a word in the second sequence. Our results illustrate not only the poor performance of D 2 , but also the encouraging performances of D There is a caveat-if the distribution on the alphabet is very close to uniform, and if some other conditions are satisfied which relate to having a large number of summands of products of pairs of independent normals, then D 2 will behave like the sum of products of normally distributed variables, similar to the uniform case; when the deviation from uniform increases, the asymptotic normality for D 2 holds. This phase transition is explored in Section 5.
We summarize our results in Section 6, and we briefly indicate generalizations to Markov chain models as well as to multiple sequence comparisons.
The proofs for Section 2 are presented in the Supplementary Material (see online supplementary material at www.liebertonline.com). The code for simulating from the distributions is available at www-rcf.usc.edu=*fsun=Programs=D2=d2-all.html Here the null model is that the letters are i.i.d. and the two sequences are independent. We assume, as in Huang (2002) , that k 5 1 2 min(n, m). For D 2 , Forêt et al. (2009) studied the empirical distribution via simulations, and they found that a gamma distribution outperforms the normal distribution in general. For longer sequences they showed that the normal approximation itself would be appropriate.
D S 2 and asymptotic normality
First, we focus on the word counts in a single sequence. Let
be the vector of centered word counts with the last word
can be recovered from the setX X d . Huang (2002) showed a multivariate normal approximation for the word count vector in a single sequence. The limiting covariance matrix C needs some notation; see section 12.1 in Waterman (1995) , with results derived by Lundstrom (1990) .
which is the probability that w occurs, given that
This overlap indicator equals 1 if the last k À j letters of u overlap exactly the first k À j letters of v. Then the approximating covariance matrix C is given by
A similar normal approximation is valid forỸ
As we assume that A and B have the same letter probability distribution, both have the same limiting covariance matrix C.
Thus, we obtain the following approximation for D S 2 (for the proof and the precise bounds, see online Supplementary Material at www.liebertonline.com). We use the abbreviation MVN(l, C) to denote a multivariate normal distribution with mean vector m and covariance matrix C. Also, a function h : R ! R is called Lipschitz, with Lipschitz constant 1, if for all real x and y, jh(x) À h(y)j jx À yj.
Theorem 2.1. Assume m ! n and k 5 n n
In analogy to Equation (4), put, for i ¼ 1, 2,
Then, D lim is mean zero normally distributed, and, for any function h which is bounded and Lipschitz with Lipschitz constant 1, as n ? ?
& The bound in Theorem 2.1 may not be optimal; indeed, it is based on a multivariate normal approximation for word counts, Corollary 6.1 (see online Supplementary Material at www.liebertonline.com), which is of order
2 ). The purpose of the bound is to illustrate the trade-off between alphabet size, word length, and sequence length. If d, the alphabet size, is very large, then even moderately long words will be rare unless the sequence is very long.
Because of the complicated dependence, we were not able to give a closed-form expression for the variance of D lim . Theorem 2.1, however, justifies using a z-test for the null model, based on the statistic D S 2 , using the estimated standard deviation.
D Ã 2 and the product of independent normals
The statistic D Ã 2 given in Equation (2) is motivated by estimating the standardized counts
by its mean n np w , with the argument that 1 À p w will be close to 1 when k is reasonably large and the word w is relatively rare. From Corollary 6.1 (see online Supplementary Material at www.liebertonline.com), we obtain a multivariate normal approximation for the standardized count vectors
Although the covariances within the vectors will not disappear, for each w, X 0 w and Y 0 w are independent and would be approximated by independent univariate standard normal variables. From the Stuart and Ord (1987) , we know the distribution of the product of two independent standard normal variables [see also Springer and Thompson (1966) ].
Lemma 2.1. Let X and Y be two independent standard normal random variables. Then the product W ¼ XY has probability density
2 dt denotes the modified Bessel function of the third kind.
Thus, the distribution of each summand X 0 w Y 0 w will approximately have density (6). The covariance structure will result in an approximation with a complicated distribution which would be easily assessed by simulation from many normal vectors with covariance matrix C given in Equation (5), standardizing and taking products.
The case that all letters are equally likely
In the case that all letters are equally likely, both Lippert et al. (2002) and Kantorovitz (2007) observed that D 2 will not follow a normal distribution. Kantorovitz et al. (2007a) showed that D2z ¼
is asymptotically normal, however, when first sequence length and then word length tend to infinity, while the alphabet size stays fixed. However, when the word length is fixed, D 2 , D2z, and D Ã 2 may not tend to normal as sequence length tends to infinity. Note that in the case that all letters are equally likely, all of D 2 , D2z, and D Ã 2 agree up to constants.
Simulations
To illustrate the quality of the normal approximation, we generate a pair of independent random sequences of length n under the null model, with i.i.d. letters. Throughout we restrict ourselves to the
ALIGNMENT-FREE SEQUENCE COMPARISON (I)
alphabet A ¼ fa, g, c, tg. We consider two types of distributions on the letters: the uniform distribution
); the latter distribution is the same as that used in Lippert et al. (2002) and Forêt et al. (2006) to study D 2 . Similar to Lippert et al. (2002) and Forêt et al. (2006) 
2 , where j ¼ 0, 1, . . . , 8, and for each k ¼ 2, . . . , 10, we compute the scores for each pair of sequences for the various statistics, where k is the word size for the count statistics. Forêt et al. (2006) found as optimal tuple length k ¼ 7, for n ¼ 800, 1600, and 3200; optimal in the sense that for this choice of k, the statistic D 2 will be closest to normal. All results are based on a sample size of 10,000; we use the same simulated sequences for all three scores, D 2 , D Ã 2 , and D S 2 . As D2z differs from D 2 only by an additive and a multiplicative constant, we do not include D2z in these simulations.
We then use the Lilliefors test (Lilliefors, 1967) to assess whether the distributions are close to normal. The Lilliefors test is a modification of the Kolmogorov-Smirnov goodness-of-fit test, which is implemented using the sample mean and standard deviation as the mean and standard deviation of the theoretical limiting normal distribution. In contrast to the Kolmogorov-Smirnov test, statistical significance is based on the Lilliefors distribution; see also Forêt et al. (2009) for a discussion why not to use an unmodified Kolmogorov-Smirnov test when the standard deviation is estimated. A p-value of less than 0.05 indicates that we would reject the null model at the 5% significance level. Under the null model, in 100 tests we would expect about five tests resulting in a p-value of less than 5%. Precision is up to four decimal places. For easier readability, a value of 0.0000 is recorded simply as 0.
We will first discuss the nonuniform case, when asymptotic normality has been shown to hold for all three statistics D 2 , D S 2 , and D Ã 2 , when first sequence length and then word length tend to infinity. For short words, only D S 2 has been shown to be approximately normal when sequence length tends to infinity. The regime of interest here is that words are not too rare; for long words, say k 4 2 log 1
a , a compound Poisson approximation is more appropriate (Lippert et al., 2002) .
2.4.1. The nonuniform case. In the nonuniform case, for all three statistics, the larger the sequence length and the smaller k, the closer the distribution is to normality; the performance is rather different though. Recall that the sequence length is 2 j Â100; for easier readability, we denote the 2 j Â100 column in the table just by the value for j. Table 1 shows that even for k ¼ 1 we would reject the hypothesis of normality at the 5% level as long as the sequence length is not at least 3200 bp (j ¼ 5). For k ! 2, the required sequence length would be around 25,600 bp (j ¼ 8).
Table 1 also shows that the statistic D Ã 2 would reject the hypothesis of normality not only for large k, but also for small k with large sequence length. This nonmonotonic behavior of D Ã 2 indicates that, to declare statistical significance, the statistic should not be compared with a normal distribution.
In contrast, Table 1 displays that D S 2 is reasonably close to normal even for a sequence of length 200 bp when k 4; for k ¼ 8 a sequence of length 1600 bp would already look reasonably normal. Moreover, the statistics stay close to normal, with increasing sequence length and with increasing word length, and it thus displays the monotonicity which makes the statistic safe to apply.
We repeated the simulations using the Kolmogorov-Smirnov test with the known mean and variances, based on Kantorovitz et al. (2007b) , instead of the Lilliefors test, for D 2 . Although the KolmogorovSmirnov test gave slightly larger p-values, thus indicating a slightly better fit to a normal distribution, the qualitative behavior remained (data not shown).
2.4.2. The uniform case. In the uniform case, our theoretical results predict that the limiting distribution of D 2 would only look normal when the sequence length is large and k is large also, or at least in a moderate range. In contrast, D S 2 would still be asymptotically normal even for small k when the sequence is large. Table 2 confirms this predicted behavior. Note that from Equation (3) we can see that, in the uniform case, both D Ã 2 and D2z are the same as D 2 up to a multiplicative constant and an additive constant. Table 2 shows that the statistics D 2 , D Ã 2 , and D2z do not monotonically approach the normal distribution. In contrast, we find that D S 2 is close to normal even for sequences of length 100 bp when k 3, and it gets closer to the normal distribution with both increasing sequence length and decreasing k.
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POWER STUDIES
In Section 2, we studied the distributions of D 2 , D Ã 2 , and D S 2 under the null model that the two sequences are i.i.d. having the same distribution. In this section, we will study the power of detecting the relationships between the two sequences under two alternative models for their relationships.
Note that as a result of estimating the mean, the term (X w À nc p w p w ) vanishes in the case when k ¼ 1 for D S 2 and D Ã 2 . So we chose k ! 2 for a fair comparison of our statistics. First, we generate a pair of independent random sequences of length n under the null model, with i.i.d. letters. Throughout we restrict ourselves to the alphabet A ¼ fa, g, c, tg. We consider the same two types of distributions on the letters as earlier:
2 , where j ¼ 0, 1, . . . , 8, and for each k ¼ 2, . . . , 10, we compute the scores for each pair of sequences for the various statistics, where k is the word size for the count statistics. All results are based on a sample size of 10,000.
The first alternative model renders the two sequences dependent through a common motif (W) which is randomly distributed across the two sequences. The second alternative model is inspired by horizontal gene transfer. We randomly choose a certain number of fragments in the first sequence and then replace the corresponding fragments (position-wise) in the second sequence by the letters in the first sequence. Again, as a consequence, the two sequences would no longer be independent. In more detail, the two models are chosen as follows:
The ''common motif'' model: A motif of length L ¼ 5 is chosen, say w ¼ agcca. Next, Bernoulli random variables Z 1 , Z 2 , . . . , with
We avoid overlap by moving on to Z i þ L , whenever Z i ¼ 1. We repeat the process for sequence 2. The scores of the various statistics are then computed using the ''newly'' generated pair of sequences.
The ''pattern transfer'' model: We first choose L ¼ 5 as the length of the segment to be ''transferred'' from sequence 1 to 2. Again, Bernoulli random variables Z 1 , Z 2 , . . . , with P(
with it. Again, we disallow overlaps. For this model, we compute the scores of all the statistics using sequence 1 and ''new'' sequence 2.
The procedure described above is repeated 10,000 times, and the statistics calculated to yield the empirical distributions of the various statistics for each triplet of (k, n, g). As g values for the Bernoulli variables we chose g ¼ 0.001, 0.005, 0.01, 0.05, and g ¼ 0.1.
For each statistic, we set a type I level of a ¼ 0.05. Using the empirical distribution S of the statistic under the null model we find s so that P(S ! s) ¼ a. For a given g value, the power of the statistics is then estimated by the proportion of times the score under the alternative model exceeds s.
We now consider the power curves of D 2 , D S 2 , and D Ã 2 for both models, as well as a comparison between these statistics. For alternative model 1, Figure 1 shows that for k ¼ 2, the power of D 2 is even smaller than 0.05, the type I error. Further, k ¼ 6 has the best power. for given k and g and the power increases as the length, n, of the sequences increases. Even for a small g, we are able to notice the difference in the power of the various statistics. We also note that here D2z has higher power than D 2 .
For alternative model 2, the picture changes. Figure 6 shows that the power of D 2 is poor for k ¼ 2, 4, 5, 6; but when increasing the parameter k to 10, far beyond the length of the tuple which we transfer, the power increases dramatically. 
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In contrast, Figure 7 shows that for D S 2 the power is moderate for all values of k in the plot, and it does not show a marked increase with sequence length. Using k ¼ 10, instead of k ¼ 6, seems to decrease the power slightly.
For D Ã 2 , Figure 8 shows that the power increases with k, and increasing sequence length slightly improves the power. For k ¼ 10, the power approaches 1 for long sequences. 
ALIGNMENT-FREE SEQUENCE COMPARISON (I)
For the alternative model 2, Figures 6-8 suggest that, under the gc-rich, nonuniform distribution, for D 2 and D S 2 , the greater the k value, the greater the power, even if this comes with a higher computational cost. We note that for k fixed, D 
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motif has a large contribution to the statistics. In the second model, however, the segment transferred from sequence 1 might be similar to the corresponding segment it replaces in sequence 2; hence, a greater g value is required before the sequences show similarity. Under the alternative model 2, we find that for k 9 and g 0.05, D 2 and D2z actually show a decrease in power as n increases, in certain intervals; this is illustrated in Figure 9 .
For k ¼ 10, D 2 has higher power than D 
S
Our findings suggest that D 2 is not desirable as a statistic for sequence comparison. We conjecture that this is due to the fact that D 2 is dominated by the normal components of the individual sequences and so is actually ''measuring the sum of the departure of each sequence from the background'' (Lippert et al., 2002) rather than the (dis)similarity between the two sequences. As n increases, D 2 loses its detecting power as the two sequences become more similar.
As an aside, under the uniform distribution, in the alternative model 2, all three statistics behave similarly for k ¼ 5, as expected, see Figure 10 . is normal with mean zero, and hence, testing is straightforward; only the standard deviation needs to be estimated.
USING
To illustrate the procedure, for fixed k and n, we generate 10,000 pairs of sequences under the gc-rich or uniform case and compute the D Again, for fixed k and n, we generate 2000 pairs of sequences under the null model of no relationship between the two sequences, in both the gc-rich and uniform case, and we compute the D S 2 score. Assuming asymptotic normality, we use a z-test to test the null hypothesis of no relationship, assuming mean zero and the estimated standard deviation.
Then we generate 2000 pairs of sequences from alternative model 1, with motif insertion probabilities g ¼ 0.001, 0.005, 0.01, 0.05, 0.1. The D S 2 statistic is computed, and we carry out a z-test, based on the asymptotic normality of D S 2 . We repeat the procedure for the pattern transfer model, alternative model 2. We choose k ¼ 4, 5, 6, because we know from our power simulations that D S 2 works best when the motif length is around 5.
We compare to the results that we obtain using the empirical distribution of D S 2 instead, where the empirical distribution function is based on 10,000 samples. In addition, we use the empirical distribution of D S 2 based on 100,000 samples. Tables 3 and 4 show the estimated type 1 and type 2 error rates in the gc-rich and uniform case; recall that the type 1 error is the probability to reject the null hypothesis although it is true. The type 2 error, the probability to accept the null hypothesis although false, is estimated under the alternative model 1 and under the alternative model 2, with motif insertion probability and pattern transfer probability g taking on the values g ¼ 0.005, 0.01, 0.05, 0.1. For each n and k, the first row gives the estimates from the z-test (abbreviated as z), and the second row gives the estimate from the empirical distribution function (abbreviated as e). Except for the puzzling case when n ¼ 3200 with k ¼ 6, the results are remarkably similar, and there is no clear advantage of using the empirical distribution function when based on a relatively small number of samples. The general observation is that the normal approximation for D S 2 gives a fast method for assessing statistical significance.
PHASE TRANSITION
In this section, we explore the effect of small deviation from the uniform distribution for the D 2 statistic only. We restrict attention to the alphabet A ¼ fa, g, c, tg and word size k ¼ 1; both sequences are of the same length n. Again p a denotes the probability of the letter a. Then the standardized counts
both tend to standard normal variables when n tends to infinity. With this notation and noting that E(D 2 ) ¼ n 2 P a2A p 2 a , we obtain
When the distribution of the alphabet is uniform, (p a , p c , p g , p t ) ¼ (
) the second term in Equation (7) vanishes,
and so it is asymptotically nonnormal (in fact, a sum of products of standard normal variables).
In the situation where (p a , p c , p g , p t ) 6 ¼ ( ) do not depend on n, the second term in Equation (7) dominates the first term; as
the scaled limit is a normal distribution. ''M1=M2'' refers to alternative model 1=2; ''g1=g2=g3=g4'' refers to the cases where g ¼ 0.005, 0.01, 0.05, 0.1, respectively, where g is the parameter of the Bernoulli random variable B. So ''M1g3'' means ''alternative model 1, g ¼ 0.05.'' The first row gives the estimates from the z-test (abbreviated as z), the second row gives the estimate from the empirical distribution function (abbreviated as e), both based on 10,000 samples. The third row, abbreviated as t, gives the estimate from the empirical distribution function based on 100,000 samples.
Next we assume that ( p a (n), p g (n), p c (n), p t (n)) changes with n in such a way that there exists a function f (n) ? 0 and constants
where g(n) ? 0 as n ? ? and Y( f (n)) indicates a term that has the same order as f (n). 
. When < 0, the second term in (8) will dominate and
will tend to a normal distribution. When > 0 the first term dominates and
n will tend to be nonnormal. Thus, we expect a phase transition from normal to nonnormal as changes from negative to positive. Intuitively, the ratio R n of the coefficient of the first term over the coefficient of the second term in Equation (8) can be thought of as a ''ratio of dominance'';
n : Table 5 shows the decrease of R n for increasing n (row labels) and decreasing (column labels).
To run simulations in the vicinity of this phase transition, we consider two types of probability vectors for the alphabet in A and f (n) ¼ 1=n 0.5 þ . The type I probability vector is chosen as
In the second scenario, type II, the probability vector perturbs all components,
Under the type I model, we can show that the variance of
3 . Thus, there exists Z n ? N(0, 1) as n tends to infinity such that
C aỸ Y a % 4 ffiffi ffi 3 p Z n (type I): Equation (8) can be rewritten as
Under the type II model, the variance of P a2A C aX X a þ P a2A C aỸ Y a is approximately Hence, under the type II model, Equation (8) can be rewritten as
The ratio of the coefficient of the first term over the coefficient of the second term in Equation (9) is ffiffi ffi 2 p -fold larger than that for Equation (10). Therefore, we expect that normality appears for relative small absolute values for the type II vector.
For given n and , we generate sequences of length n using both types of distribution vectors. The D 2 scores for word size k ¼ 1 are then tabulated. We use a Kolmogorov-Smirnov test to test the hypothesis that D 2 is normally distributed, and the corresponding p-value is obtained. Here again we use the Table 6 gives the p-values for different values of n and under the two models; again we report only the first four digits. Table 6 indicates that under the type II model the distribution of D 2 is not significantly different from normality when À0.05 and n ¼ 2 20 Â100, while significantly different from normality when ¼ À0.05 and n 2 15 Â100. On the other hand, under the type I model, the distribution of D 2 is significantly different from normality even when ¼ À0.05 and n ¼ 2 20 Â100. The simulation results are consistent with our intuition. As shown in Table 5 , the ratio R n of the coefficient of the first term over that of the second term in Equation (8) is less than 0.1 if < À0.10 when n ¼ 2 20 Â100. This can explain why normality of D 2 appears if < À0.10 when n ¼ 2 20 Â100 for both type I and II models. Further, as the ratio of the coefficient of the first term over the coefficient of the second term in Equation (9) is ffiffi 3 2 q -fold larger than that for Equation (10), normality of D 2 begins to appear when < À0.05 for the type II model.
DISCUSSION
The typically used statistic D 2 asymptotically ignores the joint word occurrences in two sequences unless all letters are almost equally likely. In the latter scenario, a phase transition occurs. Hence, the statistic is neither robust nor informative, under the normal regime. The main advantage of D 2 is that it is easy to compute. 
