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1. Introduction
Let Ω ⊂ R3 be a bounded domain with smooth boundary ∂Ω , and ν is the unit outward normal vector to ∂Ω . We
consider the following model of electrohydrodynamics inΩ × (0,∞) [1,2]:
∂tu+ u · ∇u+∇π −1u = 1φ∇φ, (1.1)
div u = 0, (1.2)
∂tn+ u · ∇n = ∇ · (ϵ∇n− n∇φ), (1.3)
∂tp+ u · ∇p = ∇ · (ϵ∇p+ p∇φ), (1.4)
−1φ = p− n,

Ω
φdx = 0, (1.5)
u = 0, n = p = 0, ∂φ
∂ν
= 0 on ∂Ω × (0,∞), (1.6)
(u, n, p)(x, 0) = (u0, n0, p0)(x), x ∈ Ω ⊂ R3. (1.7)
The unknowns u, π, φ, n and p denote the velocity, pressure, electric potential, anion concentration and cation concen-
tration, respectively. ϵ > 0 is the viscosity coefficient.
Eqs. (1.3)–(1.5) are known as the electro-chemical equations [3] or semiconductor equations [4,5], and electro-
rheological systems [2,6] when formally setting u = 0. (1.1) and (1.2) are Navier–Stokes equations with the Lorentz force
1φ∇φ.
Fan and Gao [7], Ryham [8] and Schmuck [9] proved the existence, uniqueness and regularity of global weak solutions
to system (1.1)–(1.7) in a bounded domain Ω . When Ω := Rd, Jerome [10] established the first existence result in Kato’s
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semigroup framework. Zhou and Fan [11] prove a weak–strong uniqueness result. Zhao et al. [12] obtained global well-
posedness for small initial data in negative Besov spaces. Li [13] studied the quasineutral limit of the problem (1.1)–(1.7).
Due to the scaling a small singular perturbation parameter ϵ occurs in (1.3) and (1.4), typical values are ϵ := 10−4–10−6.
When u = 0, the singular limit ϵ → 0 has been studied in [14] for the problem (1.3)–(1.5).
The aim of this paper is to study the vanishing viscosity limit ϵ → 0. We will prove the following.
Theorem 1.1. Let u0 ∈ W 2− 2q ,q(Ω) for some q > 3, div u0 = 0 in Ω, u0 = 0 on ∂Ω, (n0, p0) ∈ H10 ∩ H2, n0, p0 ≥ 0 in Ω .
Then there exist two positive constants T and C independent of ϵ such that
∥∂tuϵ∥L2(0,T ;Lq) + ∥uϵ∥L2(0,T ;W2,q) ≤ C,
∥∂t(nϵ, pϵ)∥L2(0,T ;L2) + ∥(nϵ, pϵ)∥L∞(0,T ;H2) ≤ C,
∥φϵ∥L∞(0,T ;H4) + ∥∂tφϵ∥L2(0,T ;H2) ≤ C,
(1.8)
which implies
(uϵ, nϵ, pϵ, φϵ)→ (u, n, p, φ) strongly in L2(0, T ;H1) when ϵ → 0. (1.9)
Here (u, n, p, φ) is the solution of the problem (1.1)–(1.7) with ϵ = 0, whose existence has been proved by Feireisl [15].
Before going to the proof, we introduce the following well-known Osgood lemma in [16], which will be used.
Lemma 1.2 (Osgood Lemma). Let y be ameasurable, positive function, f a positive, locally integrable function and g a continuous,
increasing function. Assume that, for a positive real number a, the function y satisfies
y(t) ≤ a+
 t
t0
f (s)g(y(s))ds.
If a is different from zero, then we have
−G(y(t))+ G(a) ≤
 t
t0
f (s)dx with G(s) :=
 1
s
dr
g(r)
.
If a is zero and g(s) satisfies
 1
0
dr
g(r) = +∞, then the function y is identically zero.
2. Proof of Theorem 1.1
Since (1.9) follows easily from (1.8) by the Aubin–Lions compactness principle, we only need to prove the a priori
estimates (1.8). From now on, we will drop the subscript ϵ and throughout this section C will be a constant independent of
ϵ > 0.
First, by the maximum principle, it is easy to prove that n ≥ 0 and p ≥ 0 inΩ × (0,∞).
Testing (1.3) by n and testing (1.4) by p, using (1.5), (1.2) and summing up the resulting equality, we see that
1
2

n2 + p2dx+
 T
0

ϵ|∇n|2 + ϵ|∇p|2 + 1
2
(n− p)2(n+ p)dxdt ≤ 1
2

n20 + p20dx. (2.1)
Testing (1.3) by nk−1 and testing (1.4) by pk−1, respectively, using (1.2), (1.5) and n, p ≥ 0, we get
nk + pkdx ≤

nk0 + pk0dx ≤

(n0 + p0)kdx,
which gives
∥n∥Lk ≤ ∥n0 + p0∥Lk ,
∥p∥Lk ≤ ∥n0 + p0∥Lk .
Taking k →∞, we find that
∥(n, p)∥L∞(0,T ;L∞) ≤ C . (2.2)
It follows from (1.5), (1.6) and (2.2) that
∥φ∥L∞(0,T ;W2,q˜) ≤ C (2.3)
for any q˜ ∈ (3,∞).
Testing (1.1) by u, using (1.2), (1.6) and (2.3), we infer that
1
2
d
dt

u2dx+

|∇u|2dx =

1φ∇φ · udx ≤ ∥1φ∥L4∥∇φ∥L4∥u∥L2 ≤ C∥u∥L2 ,
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which leads to
∥u∥L∞(0,T ;L2) + ∥u∥L2(0,T ;H1) ≤ C . (2.4)
Testing (1.1) by−1u+∇π , using (1.2), (1.6), (2.3) and (2.4), we have
1
2
d
dt

|∇u|2dx+ ∥ −1u+∇π∥2L2 = ∥1φ∇φ − u · ∇u∥L2∥ −1u+∇π∥L2
≤ (∥1φ∥L4∥∇φ∥L4 + ∥u∥L6∥∇u∥L3)∥ −1u+∇π∥L2
≤ C(1+ ∥∇u∥L2 · ∥∇u∥1/2L2 ∥u∥1/2H2 )∥ −1u+∇π∥L2
≤ 1
2
∥ −1u+∇π∥2L2 + C∥∇u∥6L2 + C,
which implies
∥u∥L∞(0,T1;H1) + ∥u∥L2(0,T1;H2) ≤ C (2.5)
for some T1 > 0 independent of ϵ > 0. Here we have used the Gagliardo–Nirenberg inequalities:
∥∇u∥2L3 ≤ C∥∇u∥L2∥u∥H2 ,
and the H2-theory of the Stokes system:
∥u∥H2 + ∥∇π∥L2 ≤ C∥ −1u+∇π∥L2 .
It follows from (2.3) and (2.5) that
∂tu−1u+∇π = f := 1φ∇φ − u · ∇u ∈ L2(0, T1; L3),
which implies
∥∂tu∥L2(0,T1;L3) + ∥u∥L2(0,T1;W2,3) ≤ C (2.6)
by the Lq-theory of the Stokes system.
By the Sobolev embedding theorem, (2.6) leads to
∥∇u∥L2(0,T1;Lm) ≤ C (2.7)
for anym ∈ (6,∞). Thus
f ∈ L2(0, T1; Lq) (2.8)
for some q ∈ (3,∞).
By the Lq-theory of the Stokes system again, we reach
∥∂tu∥L2(0,T1;Lq) + ∥u∥L2(0,T1;W2,q) ≤ C, (2.9)
∥∇u∥L2(0,T1;L∞) ≤ C . (2.10)
Let τ1, τ2 be two unit tangential vectors to ∂Ω(τ1 · τ2 = 0), using (1.6), we see that
∇n · ∇φ = ((∇n · τ1)τ1 + (∇n · τ2)τ2 + (∇n · ν)ν)∇φ = (∇n · ν)ν · ∇φ = 0 (2.11)
on ∂Ω × (0,∞).
It follows from (1.3), (1.6) and (2.11) that
1n = 0 on ∂Ω × (0,∞). (2.12)
Similar to (2.12), we have
1p = 0 on ∂Ω × (0,∞). (2.13)
Taking∆ to (1.3), testing by1n, using (1.2), (2.2), (2.12), the Hölder inequality and the Sobolev embedding theorem, we
have
1
2
d
dt

|1n|2dx+ ϵ

|∇1n|2dx
= −

(∆(u · ∇n)− u∇1n)1ndx−

∆(∇n∇φ) ·1ndx−

∆(n1φ) ·1ndx
≤ C(∥∇n∥
L
2q
q−2
∥1u∥Lq + ∥∇u∥L∞∥1n∥L2)∥1n∥L2 −

∇φ∇1n ·1ndx
+ C∥∇n∥L4∥∇1φ∥L4∥1n∥L2 + C∥1n∥2L2∥∇2φ∥L∞ + C∥n∥L∞∥∆2φ∥L2∥1n∥L2
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≤ C∥u∥W2,q∥n∥H2∥1n∥L2 + C∥∇2φ∥L∞∥1n∥2L2
+C∥∇n∥L4∥∇(n− p)∥L4∥1n∥L2 + C∥∆(n− p)∥L2∥1n∥L2
≤ C∥u∥W2,q(1+ ∥1n∥L2)∥1n∥L2 + C∥∇(n− p)∥L4∥1n∥2L2
+C∥∇(n, p)∥2L4∥1n∥L2 + C∥∆(n, p)∥2L2
≤ C∥u∥W2,q∥1n∥2L2 + C∥u∥2W2,q + C∥∆(n, p)∥3L2 + C
≤ C∥u∥2W2,q + C∥∆(n, p)∥4L2 + C . (2.14)
Similarly to (2.14) for the p-equation, we have
1
2
d
dt

|1p|2dx+ ϵ

|∇1p|2dx ≤ C∥u∥W2,q∥1p∥2L2 + C∥u∥2W2,q + C∥∆(n, p)∥3L2 + C
≤ C∥u∥2W2,q + C∥∆(n, p)∥4L2 + C . (2.15)
Combining (2.14) and (2.15), using (2.9) and the Osgood lemma we conclude that
y(t) :=

|∆(n, p)|2dx
≤

|∆(n0, p0)|2dx+ Ct + C
 t
0
∥u∥2W2,qds+ C
 t
0
∥∆(n, p)∥4L2ds
≤ C + C
 t
0
y2(s)ds,
which gives
∥(n, p)∥L∞(0,T ;H2) +
√
ϵ∥(n, p)∥L2(0,T ;H3) ≤ C (2.16)
for some T ≤ T1 independent of ϵ > 0.
It follows from (2.16) and (1.3)–(1.7) that
∥φ∥L∞(0,T ;H4) + ∥∂tφ∥L2(0,T ;H2) ≤ C,
∥∂t(n, p)∥L2(0,T ;L2) ≤ C .
This completes the proof. 
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