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Abstract
Various means of calculating the effect of changing the mass of a given atom upon a chemical process are reviewed. Of
particular interest is the deuterium isotope effect comparing the normal protium nucleus with its heavier deuterium congener.
The replacement of the bridging protium in a neutral hydrogen bond such as the water dimer by a deuterium strengthens the
interaction by a small amount via effects upon the vibrational energy. In an ionic H-bond such as the protonated water
dimer, on the other hand, the reverse trend is observed in that replacement of the bridging protium by dimer weakens the
interaction. In addition to the stability of a given complex, the rate at which a proton transfers from one group to another is
likewise affected by deuterium substitution, viz. kinetic isotope effects (KIEs). The KIE is enlarged as the temperature drops,
particularly so if the calculation of KIE includes proton tunneling. The KIE is also sensitive to any angular distortions or
stretches present in the H-bond of interest. KIEs can be computed either by the standard transition state theory which is
derived via only two points on the potential energy surface, or by more complete formalisms which take account of larger
swaths of the surface. While more time intensive, the latter can also be applied to provide insights important in interpretation
of experimental data. ß 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The fact that atoms come in more than one weight
has opened a window for researchers into the mech-
anisms of various chemical and biological processes.
Because they are chemically indistinguishable, the
various isotopes of a given atom obey the same
chemical principles: intrinsic bond strengths are the
same, as are the energies needed to stretch and oth-
erwise distort these bonds. On the other hand, their
di¡erent masses cause these isotopes to behave di¡er-
ently in a dynamic sense, in much the same way that
heavier objects tend to move more slowly than light-
er ones. Kinetic isotope e¡ects (KIEs), which refer to
the di¡erences in dynamic behavior between these
isotopes, can be measured experimentally and pro-
vide detailed information about the mechanism of
the reaction under investigation [1^3].
In its simplest manifestation, the manner in which
a heavier mass a¡ects a chemical reaction has to do
with nuclear vibrations. Even in its ground state, an
oscillator retains a certain amount of vibrational en-
ergy, commonly referred to as zero-point vibrational
energy (ZPVE). This quantity is sensitive to the mass
of the oscillator such that a lesser amount of ZPVE
will be associated with a heavier atom. This di¡er-
ence in ZPVE a¡ects the energy needed to climb to
the top of the barrier, and thus the rate of the reac-
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tion. Since the energy di¡erence is directly related to
the ratio of masses of the two pertinent isotopes, and
since the ratio is much greater for D/H than for any
other pair of isotopes, deuterium isotope e¡ects will
in general be much larger and hence more accurately
measurable than will be the case for say, 18O vs. 16O.
It is for this reason that the majority of isotope ef-
fects that have been studied compare the various
isotopes of hydrogen.
Unfortunately, the origin of isotope e¡ects is not
quite so simple. In the ¢rst place, there are other
factors that play a role, such as the partial occupa-
tion of excited vibrational states at physiological
temperatures. Another important point is that the
reaction coordinate is seldom so simple as to involve
the motion of only one atom. In other words, the
substituted isotope is not the only nucleus whose
mass contributes to the observed isotope e¡ect. In
an extreme case, it is possible that the rate-determin-
ing step of a proton transfer reaction may consist
primarily of the approach of the two heavy atoms,
i.e. the shortening of the hydrogen bond, so that the
mass of the transferring hydron is of little impor-
tance to the reaction rate.
The mass of a hydrogen (or deuterium) is small
enough that it is not necessary for the particle to
climb over the barrier. Instead, the nucleus may
pass from reactants to products, remaining below
the top of the barrier, in a process known as quan-
tum mechanical tunneling. The rate of tunneling is
very sensitive to the mass of the particle, but in a
di¡erent way than the classical rate of climbing over
the barrier. A great deal of work over the years,
some of it described below, has led to acceptance
of the fact that any quantitative understanding of
deuterium isotope e¡ects must include a reasonable
treatment of tunneling.
This review attempts to provide an overview of
various theoretical means of calculating isotope ef-
fects from ¢rst principles. After a brief introduction
of the basic theory, Section 2 describes how the sub-
stitution of a protium by a deuterium can a¡ect the
energetics of formation, the strength, of a hydrogen
bond. It discusses not only the normal H-bonds be-
tween neutral molecules, but also ionic variants
where one of the two partners bears an overall elec-
trical charge. Section 3 includes a discussion of a
means of computing isotope e¡ects upon the rate
of proton transfer. It begins with perhaps the sim-
plest treatment, transition state theory (TST), which
focuses on two particular nuclear con¢gurations, lo-
cated at the bottom of the well and the top of the
barrier. Section 4 takes the derivation a step further
by considering the entire reaction path between reac-
tants and transition state. A di¡erent approach en-
tirely is outlined in Section 5. All the atoms are
placed in a certain con¢guration approximating the
reactants. They are then each allowed to take small
steps along vectors that parallel the forces acting
upon them. By repeating this process, a trajectory
is generated in this molecular dynamics approach
which is capable of treating isotope e¡ects as are
the methods described in the preceding sections.
2. Hydrogen bond strength
A starting point for our understanding of isotope
e¡ects approximates the potential energy for the
stretching of a bond, V, as a simple harmonic func-
tion
V  1=2kr3ro2 1
where r represents the length of the bond and ro its
equilibrium value; k is a force constant related to the
‘sti¡ness’ of the bond. A simple quantum treatment
of this problem [4] leads to the well known solution
that the energy of the system depends upon a quan-
tum number v
Ev  v 12
 
h
2Z

k
W
s
2
where h refers to Planck’s constant and W is the re-
duced mass corresponding to the atoms involved in
the bond stretching motion. In the case where the
bond stretch involves the motion of a hydrogen
atom, W is commonly approximated simply by the
mass of the H. In most cases of biological interest,
the system is in its ground vibrational state, so v = 0.
But it is important to note that Ev does not equal
zero when v = 0. Thus, each bond stretch has associ-
ated with it a residual amount of vibrational energy,
even at 0 K, called the ZPVE. It is this ZPVE which
is at the heart of isotope e¡ects.
Since replacement of any atom such as hydrogen
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by an isotope does not a¡ect the electronic structure,
k is independent of isotopic substitution. Because the
mass appears in the denominator of Eq. 2, the heav-
ier isotope has associated with it a lesser amount of
ZPVE. This relationship is illustrated in Fig. 1 where
the ZPVE of bonds involving the H and D atoms is
indicated by the height of the vibrational energy level
within the parabola that represents the potential en-
ergy for bond stretching, Eq. 1.
The above description refers to a diatomic mole-
cule containing only one bond whereas most mole-
cules of interest contain many atoms and bonds. An
analysis of the multitude of forces between the N
atoms leads to a recombination of the various
bond stretches and bends into 3N-6 normal modes.
Each such mode is independent of the others, with its
own characteristic force constant k and reduced mass
W. Moreover, each normal mode re£ects the symme-
try of the entire molecule. In the case of water, for
example, the three normal modes are illustrated in
Fig. 2 where the two O^H stretches are recombined
into a symmetric stretch where both bonds elongate
simultaneously, and an antisymmetric stretch where
one elongates as the other contracts. The third mode
is a bend wherein the a(HOH) angle alternately be-
comes larger and then smaller than its equilibrium
value. Each of these three normal modes behaves
as described above, and each contains a certain
amount of ZPVE. In the case of HOH, an ab initio
computation provides an estimate of 14.16 kcal/mol
for the total ZPVE of these three modes [5].
Since each of the three modes involves the motion
of a H atom, replacement by the heavier deuterium
will reduce the ZPVE of each to a certain extent. In
sum, the total ZPVE, summed over all three modes,
of HOH su¡ers a decline of approximately 2 kcal/
mol for each HCD replacement. The ZPVE calcu-
lated for HOD is 12.25 kcal/mol; doubly deuterated
DOD has a ZPVE of 10.31 kcal/mol [5].
One of the important questions of biological sys-
tems concerns how the strength of a hydrogen bond
is a¡ected by deuteration. Before answering this
question, it must ¢rst be understood that the H-
bond energy refers to the stabilization that arises
when a pair of molecules like AH and B come to-
gether to form the interaction. In other words, the
H-bond energy can be de¢ned as the di¡erence in
energy between the two separated monomers, and
the resulting complex:
AH B! AHmB
EHB  EAHmB3EAH  EB
3
If one of the two molecules, say AH, is deuterated,
of course the ZPVE of this molecule is reduced. But
this reduction occurs in AH not only when it is iso-
lated, but also when it occurs as part of the AHmB
complex. The issue then becomes a matter of learn-
ing whether the ZPVE is reduced more in the former
or in the latter. In fact, the question is somewhat
more complicated. Once the complex has been
formed, the vibrational modes of the two subunits
‘mix’ to some extent. Hence, replacement of a H
atom by D in the AH part of the system a¡ects
not only AH modes, but also those within the part-
ner B subunit. Moreover, the formation of the com-
Fig. 1. ZPVEs associated with H and D nuclei.
Fig. 2. Normal vibrational modes of H2O molecule.
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plex leads to the presence of several new vibrational
modes, modes that were not present in either of the
isolated monomers. These intermolecular modes gen-
erally re£ect the motions of one entire subunit rela-
tive to the other, and can also be in£uenced by the
replacement of a H atom by a heavier D nucleus.
2.1. Neutral H-bonds
The above points can best be illustrated by a con-
crete example, for which we take the water dimer as
a model system. One can rewrite Eq. 3 for this case,
emphasizing that one molecule will be the proton
donor in the dimer, and the other the acceptor.
HOHOH2 ! HOHmOH2
EHB  EHOHmOH23EHOH  EOH2
4
As pointed out above, the total ZPVE of a single
water molecule has been calculated to be 14.16 kcal/
mol. Hence, the total of a pair of these isolated mol-
ecules, the last term in Eq. 4, is 28.32 kcal/mol. A
computation of the water dimer complex shows that
the six combined intramolecular modes, three in each
monomer, add up to 27.30 kcal/mol. The three inter-
molecular modes, absent in the monomers, sum to
2.44 kcal/mol. The combination yields a total of
29.74 kcal/mol, 1.42 kcal/mol more than the sum of
the isolated monomers. This rise in ZPVE in the
complex, compared to the sum of monomers, repre-
sents a bite out of the H-bond energy. That is, the
electronic contribution to the H-bond energy is 6.80
kcal/mol, which is reduced by 1.42 kcal/mol to an
e¡ective binding energy of 5.38 kcal/mol.
Let us now consider the situation when one of the
hydrogen atoms is replaced by D. In particular, we
choose the bridging atom of the complex. Whereas
the ZPVE of the unsubstituted OH2 molecule re-
mains at 14.16 kcal/mol, that of its HOD partner is
reduced to 12.25 kcal/mol, for a total of 26.41 kcal/
mol. The deuterosubstitution in the HODmOH2
complex a¡ects all the modes, yielding a total
ZPVE of 27.60 kcal/mol. The latter quantity is great-
er than the monomer sum by 1.19 kcal/mol. Note
that this di¡erence is less than the corresponding
value of 1.42 kcal/mol for the unsubstituted system.
As a result, when 1.19 is subtracted from the elec-
tronic contribution of 6.80 kcal/mol, the resulting
H-bond energy in HODmOH2 is greater than that
in HOHmOH2. In summary, then, the replacement
of the bridging hydrogen by a deuterium has
strengthened the H-bond by 0.23 kcal/mol.
Suppose, however, that the H chosen for replace-
ment is not the bridging atom, but is instead one of
the peripheral atoms, e.g. DOHmOH2 or HOH-
mOHD. Calculations reveal [5] that such a substitu-
tion lowers the ZPVE of the complex, and of the
monomer pair, by very nearly equal amounts. Con-
sequently, this peripheral deuterosubstitution has no
net e¡ect upon the H-bond energy. It is hence con-
cluded that replacement of hydrogen by deuterium
will strengthen the H-bond, by some 0.2 kcal/mol,
but only if it is the bridging hydrogen that is re-
placed. These computational ¢ndings are in conso-
nance with spectroscopic measurements in Kr matrix
[6].
The previous analysis refers speci¢cally to the
water dimer, with a single H-bond connecting a
pair of molecules. However, most of the water mol-
ecules that occur in biological systems, or in aqueous
solution, are involved in several H-bonds at once, in
both a donor and acceptor role simultaneously. Cal-
culations of the water trimer, where each molecule is
so engaged as both donor and acceptor [5], indicate
that the trends observed for the dimer emerge
unchanged in larger aggregates: replacement of
each bridging hydrogen by a deuterium nucleus
strengthens the corresponding H-bond by some
0.2 kcal/mol.
Of course, water is not the only molecule that in-
volves itself in hydrogen bonds, nor is its hydroxyl
the only group that forms such bonds. Calculations
of the type described above were extended to a range
of chemical groups that are commonly involved in
H-bonds [7]. The H-bond formed by a carboxyl
group was found to be strengthened by 0.10 kcal/
mol when the protium is replaced by deuterium.
The increase is slightly larger, 0.13^0.16 kcal/mol,
when the H/D exchange takes place at the NH of
an amide group. In summary, it appears that most
H-bonds are strengthened when the bridging hydro-
gen is replaced by deuterium. The amount is some-
what variable, but calculations estimate this strength-
ening to lie in the 0.1^0.2 kcal/mol range.
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2.2. Ionic H-bonds
The above discussion has been concerned with the
normal sorts of H-bonds that occur between pairs of
neutral molecules. However, when one of the part-
ners bears an electrical charge, the interaction is usu-
ally much stronger. For example, whereas the bind-
ing energy of a pair of neutral water molecules is 4^5
kcal/mol in the gas phase, the interaction of a neutral
water with either a (H3O) or OH3 ion is on the
order of 25^30 kcal/mol. These much stronger ionic
H-bonds often di¡er from their neutral counterparts
in a second important respect. In the neutral water
dimer, there is no question but that the bridging
hydrogen retains its covalent association with the
proton donor molecule in HOHmOH2. While the
covalent O^H bond might be stretched a small
amount, less than 0.01 Aî , it remains intact and is
much stronger than the intermolecular HmO con-
tact. The situation in an ionic system such as
H2OHmOH2 is quite di¡erent. The potential for
motion of the bridging hydrogen becomes much £at-
ter, allowing the proton to stretch far away from the
donor oxygen atom. In some cases, the minimum in
this potential shifts all the way to the center of the
OmO bond, yielding a symmetric single-well poten-
tial. Even when this does not occur, the barrier sep-
arating the H2OHmOH2 from the H2OmHOH2
minima is commonly quite small.
Regardless of whether the potential is formally of
single- or double-well type, the important fact is that
the proton transfer potential in the ionic system is
distinctly di¡erent than in the weaker H-bond con-
necting a pair of neutral molecules. It is this di¡er-
ence that leads to a reversal in the trends noted
above for normal H-bonds. Whereas the latter is
strengthened when the bridging H is replaced by D,
the opposite occurs in a ionic system. The
H2ODmOH2 system is hence bound 0.4 kcal/mol
more weakly than is H2OHmOH2 [5].
This perhaps surprising behavior can be under-
stood in terms of the very £at potential for proton
motion along the H-bond. The force constant k (see
Eq. 1) is fairly small in this case, leading to a low
ZPVE, as illustrated on the right side of Fig. 3. As a
result, there is not much di¡erence in ZPVE between
the case when the nucleus has a mass of 1 or 2, and
the vibrational energy is lowered by only a little
when H is replaced by D. This situation contrasts
with the case of the isolated monomers, prior to
formation of the H-bond, on the left side of Fig. 3.
The force constant for OH stretching in the (H3O)
unit is large, causing a much greater loss of vibra-
tional energy if H is replaced by the heavier D. As
illustrated in Fig. 3, then, both the H and D situa-
tions drop in vibrational energy, i.e. are stabilized, by
formation of the H-bond. However, this stabilization
is considerably smaller for the deuterium case, mak-
ing the D-bond weaker than the H-bond. This same
reasoning applies also to the anionic analogue
(HOHmOH)3, although the bond weakening caused
by the deuterosubstitution is estimated to be smaller
here, only about 0.1 kcal/mol [5].
The above concepts are not limited to the speci¢c
systems above, which were presented primarily for
illustrative purposes. For example, the preference of
the mixed (HF,HD) system to adopt the FDmFH
geometry over FHmFD has been understood for
some years [8,9], as has the analogous ClDmClH
system [10]. Other systems for which there is exper-
imental evidence of the preference of a D-bond over
a H-bond include combinations of water with ammo-
nia [11,12], formaldehyde and formamide [13], and
olevines [14]. The reversal in this trend that occurs
in ionic systems, i.e. the preference for a bridging
protium over deuterium, has also been con¢rmed
by other groups [15^18].
3. Proton transfer rates
3.1. TST
The simplest and perhaps most common means of
estimating reaction rates is based on Eyring’s TST
Fig. 3. Zero-point vibrational levels for H and D in the case of
an isolated species, on the left, and an ionic H-bond on the
right.
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wherein reactants proceed to products over an en-
ergy barrier of height EV [19^21]. At the top of the
barrier lies a con¢guration of atoms known as the
transition state, or activated complex, which is char-
acterized as a ¢rst-order stationary point on the po-
tential energy surface (PES). In other words, this
con¢guration is a minimum with respect to all nu-
clear motions except one, the reaction coordinate
which takes reactants to products. Included then
among its vibrational frequencies is one which is
mathematically imaginary since it corresponds to a
maximum rather than a minimum along this coordi-
nate. The reaction rate can be calculated as a func-
tion of the temperature T :
kTSTT  2:084U1010 s31 K31U TQV=QT
exp3EV=RT 5
Q refers to the total partition function of the re-
actants, including translational, vibrational and rota-
tional degrees of freedom. QV has the corresponding
meaning for the transition state, except that the
imaginary vibrational frequency is of course ex-
cluded. Since the process of interest here is proton
transfer, and because this particle is so light, it is
generally considered a poor approximation if no ac-
count is made for tunneling, i.e. the rate ought to
have some contribution from the transition of reac-
tants to products even where there is insu⁄cient en-
ergy to surmount the classical energy barrier. The
curvature at the maximum makes its appearance
within the quantity U(T) which allows for this tun-
neling. Perhaps the simplest and most common form
of this expression is attributed to Wigner [22].
U T  1 hX i=RT 2=24 6
wherein Xi refers to the imaginary frequency and h is
Planck’s constant.
Replacing the bridging proton by a deuteron will
a¡ect the various quantities in Eq. 5 di¡erently. The
e¡ect of deuterosubstitution on the rate is known as
the KIE and can be expressed [23] as follows.
KIE  kH=kD  U H=UDUMMIUEXCUZPE
7
U again refers to a tunneling correction, which may
take the form of Eq. 6, in which case the tunneling
contribution to the KIE will arise through the e¡ect
of deuterosubstitution upon the imaginary frequency
Xi. The MMI term encompasses the mass and mo-
ment of inertia, which originate in the translational
and rotational partition functions. The e¡ects of the
isotopic replacement upon the ZPVE are focused in
the ZPE term, whereas the e¡ects of population of
vibrational states above the ground state are associ-
ated with EXC.
The foregoing formulation is termed a canonical
treatment as it includes an averaging over the range
of di¡erent energies. One can evaluate microcanoni-
cal rate constants, each one pertinent to a particular
energy, in various ways, perhaps the most popular of
which has been given the RRKM acronym of four of
its developers [24^26]. When the energy of the system
lies below the transfer barrier, the RRKM formalism
would normally predict no reaction at all. In order to
allow for tunneling to occur in such a case, one can
compute a transmission coe⁄cient through the bar-
rier at each energy and include this tunneling term in
the rate expression [27]. These microcanonical rates
can then be summed over the full range of energies,
incorporating the density of states and a Boltzmann
term, to arrive at an RRKM equivalent of Eq. 5.
One advantage of this treatment over canonical
TST is the ability to evaluate the tunneling contribu-
tion separately for each energy, rather than a blanket
expression such as Eq. 6.
3.1.1. Bent H-bonds
As it is well known that hydrogen bonds in pro-
teins are seldom linear, proton transfers must often
occur across angularly distorted H-bonds. Computa-
tional evidence has mounted over the years that in-
creasing angular distortion leads to a progressively
higher energy barrier to the proton transfer [28^30].
Calculations were carried out to ascertain how these
angular deformations might a¡ect the isotope e¡ects
of the proton transfer occurring within them. In or-
der to model this situation, a trio of related
H2N(CH2)nNH3 systems were considered [31]. As
illustrated in Fig. 4, the n = 1, 2 and 3 systems di¡er
quite drastically in the characteristics of the intramo-
lecular NHmN hydrogen bond. These properties are
reported in Table 1 where it may be seen that the H-
bond is much longer for n = 2 and 3 than for n = 1.
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More importantly, the latter system is grossly dis-
torted from the optimal linear situation which would
have a(NHmN) = 180‡; the H-bonds are also bent
for n = 2 and 3 but not by as much. The last row
of Table 1 makes it clear that the highly distorted H-
bond for n = 1 has much the highest proton transfer
barrier, even though this is the shortest H-bond of
the three.
The KIEs of these three systems were evaluated
via Eqs. 5^7 and are illustrated as a function of the
reciprocal temperature as the solid curves in Fig. 5.
The two curves representing n = 1 and 2 are approx-
imately parallel in the temperature range under con-
sideration. For the high temperatures exceeding
1000 K on the left side of the ¢gure, the KIE ap-
proaches unity asymptotically as one might expect.
As the temperature drops, the KIE climbs, approach-
ing a value of 10 as T reaches 250 K. It should be
noted that the more strained H-bond, with its higher
transfer barrier, manifests a higher value of the KIE,
but not drastically so.
An alternate means of computing transfer rates,
and thence KIE, arises from the microcanonical
treatment. A primary di¡erence with the canonical
calculations above is the ability to vary the tunneling
contribution at each energy below the barrier. This
tunneling was calculated by ¢tting an Eckart poten-
tial to the transfer potential and computing the tun-
neling transmission coe⁄cient by an analytical
expression [27,31]. When averaged to provide canon-
ical rate constants, the KIEs of each system are illus-
trated by the broken curves in Fig. 5. A principal
di¡erence with the TST data is the much greater
temperature sensitivity of these broken curves. A sec-
ond prime distinction is the much larger discrepancy
between the n = 1 and n = 2 cases, i.e. the microca-
nonical treatment of tunneling makes the KIE much
more sensitive to the geometric aspects of the
H-bond. Note that in this framework, the KIE can
reach much larger values, as high as 104 for T = 250 K
for the highly strained n = 1 system.
The framework of Eq. 7 permits one to draw in-
ferences about the fundamental origin of the ob-
served KIE. While the Wigner tunneling contribution
(UH/UD) does show the same general behavior of an
inverse relationship with T, this term is rather small,
never climbing above two, even at low temperatures.
Rather, it is the zero-point energy that is the domi-
nant factor in the climb of KIE with diminishing
temperature. This observation can simply be under-
stood since the rate in Eq. 5 depends exponentially
upon the transfer barrier EV. The heavier D nucleus
lowers the ZPVE of the equilibrium geometry of the
Fig. 4. Geometries of H2N(CH2)nNH3 systems. Details of in-
tramolecular H-bonds are reported in Table 1.
Table 1
Geometric and energetic aspects of the intramolecular H-bond
in H2N(CH2)nNH3
n = 1 n = 2 n = 3
R(NWWN) (Aî ) 2.44 2.64 2.69
a(NHWWN) (‡) 81 125 149
r(NH) (Aî ) 1.009 1.030 1.053
EV (kcal/mol) 29.7 4.2 0.8
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reactants (see Fig. 1), leaving a higher climb to the
top of the barrier, and hence a larger EV. As the
temperature drops, this distinction in EV takes on
added mathematical impact in the exp(3EV/RT)
term of Eq. 5.
However, this conclusion must be placed within
the perspective of the microcanonical ¢ndings. Com-
parison of the solid and broken curves of Fig. 5
indicates that the Wigner correction severely under-
estimates the contribution of tunneling to the KIE. It
is only in this context that ZPE plays a dominant
role. When tunneling is more accurately included,
however, its importance to the KIE becomes readily
apparent [32]. Theoretical treatments of KIEs would
therefore seem to be heavily dependent on a realistic
treatment of tunneling.
3.1.2. E¡ect of barrier height
One can further probe the question of the in£u-
ence of the height of the energy barrier to proton
transfer upon the magnitude of the KIE. A micro-
canonical treatment permits a dissection of the rate
of the reaction into contributions from any given
energy level. This sort of data are illustrated in Fig.
6 for a prototype system wherein a proton is being
transferred between C atoms in a model system
(H3CWHWWCH3)3. The rates were calculated using
RRKM theory, and include a tunneling contribution
for energies lying below the top of the transfer bar-
rier [33]. Three di¡erent possibilities were considered
as transfer barriers, ranging between 12.1 and 23.2
kcal/mol, as indicated in the ¢gure. For each value of
the energy barrier, the rate was computed for both
(H3CWHWWCH3)3 and its perdeuterated analog
(D3CWDWWDH3)3.
These rates are presented as a function of energy
in Fig. 6 where the solid and broken curves refer
respectively to the protio and deutero situations.
Taking the undeuterated (H3CWHWWCH3)3 system,
with barrier 23.2 kcal/mol, as an example, the rate
is very small when the energy level E is below this
value since the transfer must take place via tunneling.
One may note from the ¢gure how precipitously this
tunneling rate drops as the energy level sinks further
and further below the top of the barrier at 23.2 kcal/
mol. If one is above this barrier, i.e. for Es 23.2,
transfer can take place via the classical process, so
the rate climbs more slowly as the temperature in-
creases, asymptotically approaching its in¢nite tem-
perature limit at the far right of the ¢gure. In the
more general case with no particular barrier speci-
¢ed, the rate constant spans many orders of magni-
tude lying in the approximate range of 106^108 s31 at
high energy but dropping below 1038 s31 as the en-
ergy drops. It is also apparent that the rate is quite
sensitive to activation energy, as higher values of EV
are associated with much lower rates.
Note that in each case, and for any energy consid-
ered, the system containing the lighter isotope has a
higher rate constant k. The discrepancy between the
H and D systems is fairly small at high energies but
becomes more pronounced as the energy diminishes.
Fig. 6. Microcanonical rate constants (s31) computed for
(H3CWHWWCH3)3 (solid curves) and its perdeuterated analog
(D3CWDWWDH3)3 (dashed curves) [33]. Numerical label on each
curve represents the height of the energy barrier to proton
transfer that is used to compute the rate constant.
Fig. 5. KIEs of H2N(CH2)nNH3 systems for (a) n = 1 and
(b) n = 2. Solid curves were computed by TST theory, with a
Wigner correction for tunneling. Broken curves correspond to
computation by microcanonical scheme (see text).
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The ratio between these two isotopic variants is illus-
trated as a function of temperature in Fig. 7. Also
included as the dashed curve for illustrative purposes
is the isotope e¡ect as computed by simple TST, with
no provision for tunneling. When the temperature
exceeds about 500 K, there is little discrepancy be-
tween the TST and other values; nor is the energy
barrier signi¢cant. The high-temperature asymptote
of kH/kD is 1.12. As the temperature declines below
500 K, most of the curves begin to rise rather steeply.
This temperature sensitivity is particularly large for
the higher transfer barriers. The KIE is predicted to
be capable of reaching very large values, in excess of
104. It is quite interesting to observe that as the tem-
perature drops into the 50^100 K range, the sharp
increase of kH/kD with diminishing T levels o¡. A
number of features of the solid curves in Fig. 7 are
consistent with various experimental observations
that reproduce the level behavior at low T, the steep
sensitivity to T in higher temperature ranges, and the
very high values that kH/kD can attain at low T [34^
41].
As mentioned above, the broken curve in Fig. 7
indicates the KIE that is computed for this same
system using conventional TST. This variant of the
canonical approach does not include a contribution
from tunneling. Note that at high temperatures, ex-
ceeding about 500 K, TST yields a KIE quite equiv-
alent to the microcanonical treatments which include
tunneling. It is only at lower temperatures that the
various approaches diverge. For most temperatures,
the TST isotope e¡ect is considerably lower than the
microcanonical estimates, suggesting the importance
of tunneling. It is particularly interesting, however,
to note that as the temperature drops further, below
100 K, the TST prediction of kH/kD begins to climb
dramatically, and does not level o¡ as do the micro-
canonical treatments with tunneling included.
3.1.3. Related systems
A similar sort of transition state approach has
been taken more recently for a series of hydrogen
transfer reactions, all involving the amino radical
NH2 [42]. The rates of the reactions were computed
using the standard TST approach with a Wigner
tunneling correction. The abstraction of a hydrogen
from H2 to form NH3 has been studied experimen-
tally [43^45], as has the reaction with D2, which pro-
vides a source of comparison. The theoretical rates
were found to be smaller than the experimental val-
ues for temperatures less than about 1000 K, using
quantum chemical data. This underestimate is not
surprising since the Wigner correction underesti-
mates tunneling contributions. Much better agree-
ment was found if the barrier was treated as an ad-
justable parameter, and was lowered by 1 or 2 kcal/
mol. The deuterium isotope e¡ect for the NH2+D2
reaction, relative to NH2+H2, was computed to be
2.6 at 740 K and 2.0 at 1140 K, less than experimen-
tal measurements of 3.3 and 2.4 at the same two
temperatures [42].
The reaction of NH2 with CH4 also has a solid
base of experimental data [43,46,47]. The computed
rate constants fell generally within the error bars of
the various experimental rate constants, although it
was di⁄cult to obtain uniformly good descriptions
over the entire temperature range [42]. Deuterium
isotope e¡ects for this same reaction with CD4
were found to vary between 1.6 at 2000 K and 25.4
at 300 K. An inverse KIE, i.e. a faster reaction rate,
is obtained when it is the hydrogen acceptor NH2
which is deuterated; this secondary isotope e¡ect is
between 1.1 and 1.9.
In the case of the symmetric reaction involving
hydrogen exchange between NH3 and NH2, the au-
thors attempted to compute the isotope e¡ect in-
Fig. 7. KIEs for (H3CWHWWCH3)3 as a function of temperature
for three di¡erent assumed values of the energy barrier. The
dashed curve corresponds to kH/kD that would be calculated by
simple TST, with no provision for tunneling.
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volved in 15N substitution [42]. The resulting KIE
was very small, with the reaction being slowed
down by only 1^2% by the heavier nucleus. Primary
and secondary deuterium isotope e¡ects, monitoring
ND3+NH2 and NH3+ND2, were found to be quite
similar in magnitude to the results for NH2 with
CH4. Isotope e¡ects of a similar magnitude were
obtained as well for the reaction between NH2 and
H2O [42].
3.1.4. Larger model systems
A similar formalism may be applied to much larg-
er systems that more closely approximate biological
situations. For example, enzymatic catalysis by alco-
hol dehydrogenase shows isotope e¡ects that can be
successfully modeled. Rucker and Klinman [48] ap-
plied the Bigeleisen notions [23,49] to the reaction of
models of benzyl alcohol with NAD, the enzyme
cofactor. Rather than calculate the vibrational fre-
quencies by quantum chemistry, an empirical force
¢eld was employed. (This sort of approach can be
rather tenuous, particularly in attempts to estimate
force constants for a transition state [50]). Tunneling
was incorporated by a correction due to Bell [2],
which considers the barrier to have an inverted para-
bolic shape, and is a function of the curvature of the
barrier along the reaction coordinate, as well as the
temperature. A number of di¡erent parameter sets
were explored for their ability to reproduce experi-
mental isotope e¡ects, including a model similar to
that used earlier [51]. Some of the data were quite
good, mimicking experimental quantities rather
closely. The authors concluded that tunneling is
rather important, and can make the major contribu-
tion to the secondary KIE. This result con¢rms other
work by the same group [52^54].
There are other treatments which attempt to incor-
porate a more complete model in computing isotope
e¡ects [55]. The importance of tunneling has also
become evident in the enzymatic cleavage of a C^H
bond by the enzyme methylamine dehydrogenase
[56]. The large KIE of 17, and its independence
upon temperature, coupled with a temperature sensi-
tivity of the reaction rate, led the researchers to pro-
pose that the tunneling is driven by vibrational mo-
tions occurring within the entire protein. The results
led to questions about the suitability of TST to in-
vestigate systems of this type, even with some incor-
poration of tunneling e¡ects. The authors suggest
that the classical reaction path followed by TST is
not necessarily the proper route, and that the reac-
tion might in fact avoid climbing a static barrier
[57].
4. PES
The rate of a chemical reaction depends upon the
entire multidimensional PES that spans all of the
various nuclear motions. Conventional TST is hence
quite limited in the sense that information about the
reaction rate is derived exclusively from only two
points on the entire PES. In the case of proton trans-
fer reactions, the two pertinent nuclear con¢gura-
tions are the equilibrium geometry of the AHmB
complex and the transition state, with the proton
approximately midway between the donor and ac-
ceptor groups. One means of obtaining a more com-
plete assessment of a proton transfer reaction is by
following the process along the reaction path from
AHmB as a starting point, up the barrier to the
transition state AWWHWWB, and then back down to
product AmHB. One advantage of a ‘direct dynam-
ics’ treatment such as this is that it samples a larger
fraction of the PES, but it must be understood that
this sampling is by no means complete, con¢ning
itself primarily to the reaction path.
The path is de¢ned by ¢rst identifying the transi-
tion state for the process, the same transition state
geometry as is employed in the TST formalism [58].
An intrinsic reaction coordinate (IRC) is elucidated
[59,60] by following a minimum energy path, by a
steepest descent approach, down to the reactant
AHmB. At each point along this path, vibrational
frequencies are computed for the geometry in ques-
tion, and used to generate a vibrational partition
function. Adding this vibrational energy to the pure
electronic energy provides a ground state vibration-
ally adiabatic potential curve, with an e¡ective bar-
rier. The entire path can then be used to generate a
unimolecular canonical variational TST rate constant
[61,62]. Tunneling e¡ects can be included in several
ways. One approach involves a semiclassical adia-
batic ground state approximation along the mini-
mum energy path [63], and a Boltzmann average of
semiclassical probabilities. A second allows for a
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small degree of curvature which can cut corners from
the reaction path [64].
4.1. Small model systems
An analysis of the minimum energy path for the
transfer reaction in (H3CWHWWCH3)3 shows it to be
composed of several steps or phases, nearly separate
and distinct. In the initial phase of the reaction, the
two CH33 groups begin to approach one another,
shortening the H-bond distance R(CWWC). Only after
this bond has shortened does the bridging proton
begin to move appreciably away from the donor C
atom toward the center of the bond. Upon reaching
the transition state (H3CWWHWWCH3)3, the entire pro-
cess reverses itself. The proton continues to move
toward the acceptor carbon, followed then by a re-
elongation of R(CWWC), to eventually reach the prod-
uct (H3CmHCH3)3.
The rate constants computed for this process are
presented as an Arrhenius plot in Fig. 8 where CVT
serves as a reference point to conventional TST, with
no tunneling. It might be noted that this approach
leads to a linear relationship between log k and the
inverse of the temperature, the classical Arrhenius
behavior. As predicted by the methods described
above, tunneling becomes important for this reaction
as the temperature drops below 500 K. To the right
of this temperature in Fig. 8, the various schemes
that include tunneling diverge markedly from the
classical results, indicating that the process becomes
progressively more dominated by tunneling. Taking
300 K as one example, the CVT/MEPSAG rate con-
stant exceeds the non-tunneling CVT value by a fac-
tor of 11. This tunneling-induced magni¢cation
climbs to 250 at 200 K, and to as high as 108 at
100 K.
The previous means of computing reaction rates
lend themselves more readily to assessment of KIEs
than the present procedure which requires one to
follow the reaction path from reactants to transition
state. Since the various parameters of the PES are
scaled by atomic masses, computation of the rate
constant for an isotopically substituted variant of
(H3CWHWWCH3)3 requires more than a simple adjust-
ment of several parameters. Rather, a new reaction
path must be elucidated and followed for each par-
ticular isomer, along with the vibrational properties
along this new path.
A more recent calculation on a related transfer
process made use of a similar means of computing
the reaction rate. Masgrau et al. [65] considered the
transfer of a hydrogen from water to OH radical in
(HOHmOH) using a variational TST formalism.
Rather than following the IRC, the authors consid-
ered a so-called ‘distinguished’ reaction coordinate
wherein one particular parameter, say a bond length,
is arbitrarily chosen as reaction coordinate. This pa-
rameter is varied in uniform increments, and at each
point, all other geometrical parameters are opti-
mized, thereby tracing out the energy for this partic-
ular path. In the case of (HOHmOH), the distance
between the bridging hydrogen and one of the O
atoms was chosen as the reaction coordinate. Other
than this choice of reaction path, which di¡ers from
the true minimum energy path, the rate constant cal-
culation is very much like that discussed above. The
same quantity was calculated for isotopically substi-
tuted variants by assuming no change in the reaction
path, since the distinguished reaction path is in fact
independent of the atomic masses.
The energy barrier for the transfer of the H be-
tween the two O atoms in this system was computed
to be some 18^22 kcal/mol, depending upon the
Fig. 8. Rate constants (s31) computed for proton transfer in
(H3CWHWWCH3)3, plotted in an Arrhenius fashion. CVT refers to
conventional transition state approach. MEPSAG corresponds
to minimum energy path semiclassical ground state approxima-
tion to tunneling; the curvature-dominant small curvature tun-
neling approximation is represented by SCSAG.
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quantum chemical level of theory applied. The reac-
tion rates were computed over a range of temper-
atures between 200 K and 700 K, varying from
10315 at the higher temperature, down to 10318 at
200 K. The deuterium isotope e¡ects are illustrated
as an Arrhenius plot of log (KIE) versus the recip-
rocal temperature in Fig. 9. For double deuterosub-
stitution in DODWWOH, log (kH/kD) varies approxi-
mately linearly with 1/T, reaching a value of 100 at
200 K, as indicated by the upper curve in Fig. 9. This
behavior contrasts sharply with the broken curve
which represents the same quantity, but with tunnel-
ing neglected. The kH/kD ratio in this case is rather
static, remaining in the neighborhood of 1.5 through-
out the entire temperature range.
Also included in Fig. 9 are other patterns of iso-
topic substitution. Replacement of a peripheral H
atom, i.e. one that is not bridging, yields so-called
secondary KIEs of nearly unity. In fact, the KIE of
the HOHWWOD system diminishes as the temperature
drops, at least in the range examined by the authors.
This secondary KIE becomes less than one for low
temperatures, indicative of a faster reaction for deu-
terium than for protium.
Most studies of isotope e¡ects concern themselves
with the distinction between H and D. A principal
reason for this focus is that the masses of these two
isotopes di¡er by a factor of two, quite a large ratio.
In comparison, the mass ratio for oxygen, 18O/16O, is
only 1.11. This smaller ratio is expected to lead to
much smaller isotope e¡ects, perhaps too small to
measure accurately. Moreover, a heavy atom like O
will typically not be strongly involved in the nuclear
motion that produces the proton transfer. For these
reasons, the KIE for replacement of the oxygen atom
in a system like HOHWWOH is expected to be rather
small. Indeed, the lowest curve in Fig. 9 con¢rms this
expectation. Quite interesting is the ¢nding that log
(k16/k18) is negative; in other words, the rate of the
proton transfer reaction is slightly faster with the
heavier oxygen nucleus, in place of 16O. Such a result
is commonly termed an inverse isotope e¡ect.
4.2. Larger models
The variational TST formalism can be applied to
larger systems, better models of a full enzyme/sub-
strate. A recent paper provides such an example, the
conversion of 2-phospho-D-glycerate to phospho-
enolpyruvate by enolase [66]. In fact, these authors
concerned themselves with the initial step of the en-
zymatic cycle, a proton transfer reaction, for which a
kH/kD of 3.3 has been measured [67]. Due to the size
of the system, the PES was computed using a mixed
quantum mechanical/molecular mechanical approach
whereby the heart of the system, deemed most rele-
vant to the reaction at hand, is considered explicitly
by a quantum mechanical calculation, and the re-
mainder is treated by an empirical force ¢eld. In
this case, the full system consists of the entire protein
plus surrounding water molecules. The reactant and
saddle point geometries were determined by a classi-
cal mechanical dynamics trajectory. The barrier
height for the reaction was determined in this way
to be 17.0 kcal/mol; the reaction is endoergic by 2.6
kcal/mol. A variational transition state computation
followed, using a multidimensional tunneling ap-
proximation that accounts for small curvature of
the path [68].
The KIEs (kH/kD) for replacement of the primary
bridging hydrogen by deuterium were found to vary
between 1.3 and 4.7 at 300 K, depending upon the
Fig. 9. KIEs computed for proton transfer in (HOWHWWOH),
plotted as a function of reciprocal temperature. Each curve is
labeled with the particular isotopic substitution studied. The
broken curve represents the KIE in the absence of tunneling.
Rather than kH/kD, the property plotted for the 18O-substituted
system is k16/k18. Data taken from [65].
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particular level of theory employed. The classical
variant of TST leads to the lowest estimate, while
the quantum versions provide values quite close to
experiment, particularly when variational TST is
used. The authors went beyond the experimental
data and attempted to compute secondary KIE, re-
placing the H atoms that are not directly involved in
the proton transfer, those covalently bonded to N,
by deuterium. When quantum e¡ects are neglected,
no such secondary e¡ects could be detected, i.e. the
KIE is unity. Adding quantum e¡ects leads to a KIE
in the range of 0.89^0.96, depending upon whether
variational or conventional TST is used. The authors
continued by testing the rule of the geometric mean
developed by Bigeleisen [69] which predicts the com-
bination of primary and secondary KIE, and con-
cluded this rule is not satisfactory in this case.
5. Molecular dynamics
A very di¡erent way to theoretically study a chem-
ical reaction begins by placing all atoms in an initial
con¢guration. The forces on the atoms are deter-
mined by some quantum mechanical method. Alter-
natively, an empirical force ¢eld can be used for the
same purpose, evaluating the forces acting on each
atom, at any given nuclear con¢guration. The atoms
are then moved by some small increment along their
corresponding force vectors, creating a new nuclear
arrangement, and a new set of force vectors. By re-
peating these steps many times, a trajectory is traced
out in multidimensional phase space, that may lead
from reactants to products. By running a large num-
ber of trajectories and treating the results statistical-
ly, one is able to arrive at a valid estimate of reaction
rate constant. Of course this molecular dynamics
method is sensitive to the procedure used to assess
the forces acting on each atom. A second di⁄culty is
associated with time scales. Since the atoms are vi-
brating very rapidly indeed, the ¢lm frames must be
kept very close together if the entire movie is going
to be sensible. These snapshots must be on the order
of only femtoseconds apart. It thus becomes practi-
cally impossible to follow a trajectory that might
require seconds to pass from reactants to products;
picosecond and nanosecond trajectories are more the
rule. The process is further complicated by the fact
that atoms are not really balls that respond classi-
cally to forces. Rather, their light masses endow
them with a quantum behavior that is not easily
modeled by Newtonian physics.
As an example, a recent molecular dynamics cal-
culation attempted to study the transfer of a proton
between OH3 groups in the context of aqueous sol-
vent [70]. The HOHWWOH3 system was restrained in
the sense that the interoxygen distance was held ¢xed
(to 2.9 Aî ), and the bridging proton was constrained
to the OHWWO axis. This H-bond length leads to a
sizable proton transfer barrier, much larger than
would occur in the shorter R(OWWO) if the system
was left to vibrate freely. Solvent was incorporated
by surrounding the central HOHWWOH3 by 216 water
molecules.
The trajectory was followed over a period of 6 ps.
During that time period, the bridging proton typi-
cally oscillated back and forth within one of the
two wells in the proton transfer potential. On aver-
age, every 300 fs or so, the proton was found to hop
across to the other well, and remain there for a same
period of time until hopping back to the original
well. The solvent molecules were found to respond
rapidly to the proton’s change of position. That is,
the HOHWWOH3 con¢guration is stabilized by an ar-
rangement of waters that act as proton donors in
H-bonds to the righthand group with the negative
charge. Upon hopping of the central proton to
form the 3HOWWHOH geometry, the waters rearrange
themselves so as to form H-bonds with the group on
the left. These results support the general notion that
the proton transfer can be ‘catalyzed’ by solvent £uc-
tuations which might preferentially stabilize the mo-
tion of the proton [71^74].
Like the theoretical methods discussed above, mo-
lecular dynamics can also be applied to a larger bio-
logical system. To focus on one particular recent
example, Merz’s group considered the proton trans-
fer mechanism of human carbonic anhydrase II, con-
sidering it in its fully hydrated form [75]. Of partic-
ular interest was the nature of the bridge of water
molecules extending between the zinc atom and an
important histidine residue [76^78]. The atoms of the
enzyme and more than 10 000 surrounding waters
moved within the context of an all-atom force ¢eld,
with the groups directly involved in the proton trans-
fer treated by a quantum mechanical calculation.
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Time steps of 1.5 fs were taken to generate the tra-
jectories, that encompassed as long as 1 ns.
The simulations indicated that the pertinent H-
bond network remains largely intact throughout the
simulation, particularly for one particular con¢gura-
tion involving zinc and a neutral water molecule.
Their simulations suggested that a bridge containing
three water molecules was most common, although
there were periods when it contained anywhere be-
tween two and six such molecules. The experimental
dynamics of the proton shuttle process were ex-
plained to be consistent with the duration of bridges
that can span the two groups involved, usually less
than about 100 ps, but some as short as 1 ps. This
group suggested that the rate of proton shuttling is
controlled by the transfer of the ¢rst proton from the
zinc-bound water to the ¢rst bridging molecule to
form a zinc-bound hydroxide plus hydronium. As a
consequence, any deuterium isotope e¡ects that
might be detected in this system are probably due
to one particular proton transfer between the water
bound to the zinc and the ¢rst water molecule in the
bridge.
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