Asynchronous stochastic approximations are an important class of model-free algorithms that are readily applicable to multi-agent reinforcement learning (RL) and distributed control applications. When the system size is large, the aforementioned algorithms are used in conjunction with function approximations. In this paper, we present a complete analysis, including stability (almost sure boundedness) and convergence, of asynchronous stochastic approximations with asymptotically bounded biased errors, under easily verifiable sufficient conditions. As an application, we analyze the Policy Gradient algorithms and the more general Value Iteration based algorithms with noise. These are popular reinforcement learning algorithms due to their simplicity and effectiveness. Specifically, we analyze the asynchronous approximate counterpart of policy gradient (A2PG) and value iteration (A2VI) schemes. It is shown that the stability of these algorithms remains unaffected when the approximation errors are guaranteed to be asymptotically bounded, although possibly biased. Regarding convergence of A2VI, it is shown to converge to a fixed point of the perturbed Bellman operator when balanced step-sizes are used. Further, a relationship between these fixed points and the approximation errors is established. A similar analysis for A2PG is also presented.
Introduction
In recent years reinforcement learning and dynamic programming algorithms such as Q-learning, as well as other algorithms based on Value Iteration and Policy Gradient schemes have witnessed a colossal resurgence. Such reinforcement learning algorithms in conjunction with deep function approximators are used to solve many important problems, including but not limited to, autonomous driving in transportation, process optimization in industrial scenarios and efficient dispersal of health-care services. Reinforcement learning algorithms that use deep function approximators are popularly called DeepRL algorithms. Note that a deep function approximator is essentially a deep neural network (DNN) that is used for function approximations. A neural network with several hidden layers is called a deep neural network. The previously mentioned resurgence is partly owing to the effectiveness of deep neural networks for function approximation and feature extraction. Since the DeepRL literature is growing at an astounding rate it is impossible to list everything, interesting results include [13] , [14] and [22] among others. Function approximation is important, since many applications involving reinforcement learning and dynamic programming algorithms have large state and action spaces. Here one encounters Bellman's curse of dimensionality. An important drawback of using function approximation is that one can only expect to find suboptimal solutions. In such cases it is imperative to completely characterize the behavior of DeepRL algorithms, understand the effect of function approximation and provide guarantees on convergence and stability (almost sure boundedness of the algorithm).
While the theory to analyze traditional reinforcement learning algorithms is mature, there have not been many attempts to analyze DeepRL. Munos analyzed the approximate value and policy iteration algorithms, see [16] and [15] . However the assumptions in [16] and [15] are rather restrictive. These assumptions are significantly weakened in Ramaswamy and Bhatnagar [18] for the case of approximate value iteration schemes. We are interested in developing providing theoretical guarantees for the behavior of DeepRL algorithms within the setting of large-scale distributed multi-agent systems. These DeepRL algorithms are popularly known as deep multi-agent learning algorithms. They find applications in process-control of industries, distributed control of microgrids and decentralized resource allocation systems, among others. It may be noted that in the setting of distributed control and learning, the aforementioned curse of dimensionality problem is highly pronounced.
In a typical multi-agent setting there are agents that need to achieve a common goal in a cooperative manner. Cooperation is achieved by sharing knowledge over communication networks. The problem is more interesting and challenging when the communicating agents are geographically separated, as in many industrial process optimization applications. Further, there may be constraints on communication resources that may lead to delays and erroneous communications. In other words, multi-agent systems need to achieve a common goal using potentially old knowledge from other agents. Note that the delays in communications could be unbounded. The agents are fully asynchronous, in that each agent is governed by it's own local clock.
In this paper, we are interested in developing a framework which takes into account all of the above constraints. We want this framework to be a guideline for the development of algorithms and also provide theoretical guarantees for their behavior. To do this we use the lens of asynchronous stochastic approximation algorithms, see [11] and [1] . However, traditional asynchronous stochastic approximations cannot be used to analyze deep multi-agent learning algorithms, since they do not account for the use of function approximations. We extend the traditional asynchronous stochastic approximation framework to account for asymptotically bounded approximation errors. Further, these error random variables are allowed to be biased (have non-zero means). We demonstrate the applicability of our framework by analyzing the asynchronous approximate counterpart of value (A2VI) and policy gradient (A2PG) iterations. Note that our analysis relies on the theory of stochastic approximation algorithms [3] [5] [18] and viability theory [2] . In the next section, we briefly discuss the history, of the development, of asynchronous stochastic approximation algorithms.
Asynchronous stochastic approximations with asymptotically bounded errors
Stochastic approximation algorithms (SAAs) encompass a class of model-free algorithms that are iterative and typically simulation based in nature. They often find a sought value of a given function (maximum, minimum or root) through a series of successive approximations. The errors due to the aforementioned approximations vanish in the limit. In 1951 the first SAA was developed by Robbins and Monro [20] for finding a root of a given regression function. The theory of modern SAAs was developed by Benaïm [3] , Benaïm and Hirsch [4] and Borkar [10] . This theory was extended to SAAs with set-valued mean-fields by Benaïm, Hofbauer and Sorin [5] , Ramaswamy and Bhatnagar [19] and others. The reader is referred to books by Borkar [9] and Kushner and Yin [12] for a more detailed exposition on the topic. Although traditional SAAs can be used to develop and analyze many important algorithms arising in reinforcement learning and optimization, they do not encompass multi-agent and distributed scenarios. This problem was solved when Borkar [11] extended the analysis of traditional SAAs [3] to account for multiple interacting agents. These algorithms are popularly called asynchronous stochastic approximation algorithms. Many reinforcement learning algorithms such as Q-learning, value iteration and policy gradient methods have asynchronous counterparts [1] . These algorithms are designed using the framework developed by Borkar [11] . One drawback of [11] is the stability assumption, a hard assumption to verify. Bhatnagar [7] developed a unified set of sufficient conditions for stability and convergence of asynchronous SAAs. Thereby improving the applicability of [11] .
In deep multi-agent learning applications, in addition to distributed scenarios, one often uses function approximations to allow for large state and action spaces. It is unreasonable to expect these errors to vanish, see Remark 1 for details. To this end, we extend the framework of Borkar [11] and Bhatnagar [7] to account for approximation errors that are possibly non-diminishing and biased. This extension is a asynchronous stochastic approximation algorithm with asymptotically bounded, and possibly biased, errors. The reader is referred to equation (4) in Section 3 for the recursion. Note that we present assumptions for both stability and convergence of (4) . We use the aforementioned extension to analyze the asynchronous approximate counterpart of value (A2VI) and policy gradient (A2PG) iterations. These are two simple yet effective reinforcement learning algorithms which we briefly discuss in the next section.
Value and Policy gradient iteration for multi-agent settings
As stated earlier we are interested in an adaptation of value iteration to the multi-agent setting. It may be noted that many of our notations are from Abounadi, Bertsekas and Borkar [1] . Below we state this adaptation.
(i) d is the number of agents in the system. (ii) J n = (J n (1), . . . , J n (d)) for all n ≥ 0. The i is the above equation is the agent index and 1 ≤ i ≤ d.
(iii) Y n is a subset of {1, 2, . . . , d} for each n ≥ 0, and represents the number of agents that are active at time n. (iv) 0 ≤ τ ji (n) ≤ n is the stochastic delay experienced by agent i in receiving information from agent j at time n. In other words, the information obtained by agent i from agent j, at time n, is τ ji (n) time-steps old. (v) ν(n, i) is the number of times that agent i was active till time n. This quantity is necessary since our agents are truly asynchronous and run on their own local clocks. (vi) A is the approximation operator (deep neural network), {a(n)} n≥0 is the given step-size sequence and {M n+1 } n≥0 is the Martingale noise sequence.
We call recursion (1) asynchronous approximate value iteration (A2VI). If the optimal cost-to-go vector associated with agent-i is J * (i), then J * = (J * (1), . . . , J * (d)) is the optimal cost-to-go vector associated with the whole d-agent system. The objective is to find J * in an "asynchronous" manner. Although we assume that each agent runs on its own local clock, we require that the agents are updated, roughly, the same number of times. The reader is referred to assumption (S2) in Section 5.1 for details on the same. Recall that the agents exchange information with each other in order to achieve a common goal. At any step n, agent-i has information that is τ ji (n) steps old from agent-j. We allow this delay (random variable) to be unbounded. However, we impose certain standard restrictions on their moments, see (A2)(v) in Section 4.2. For a complete analysis of A2VI, the reader is referred to Section 6.1.
Note that we do not distinguish between stochastic shortest path and infinite horizon discounted cost problems. Only the definition of the Bellman operator changes accordingly.
Policy gradient is another important reinforcement learning algorithm developed by Sutton et al., [21] . This method assumes a parameterization θ of the policy space π. Finding an optimal policy reduces to finding aθ that locally minimizes the parameterized policy function π(· ). Again we are interested in adapting policy gradient to the multi-agent setting.
(2) θ is the parameterization of the policy space π and A is the approximation operator. There may be a multitude of reasons for using A. Most important among these is the possible non-availability of gradients, ∇ θ π(· ), at every step. This may in turn be a consequence of using gradient estimators or the nondifferentiability of π. In the latter case, one works with sub-gradients and it's approximations instead of gradients. Note that a slight visual inspection reveals the similarity in the forms of recursions (1) and (2) . We call (2) as asynchronous approximate policy gradient (A2PG). For a complete analysis of A2VI, the reader is referred to Section 6.2.
Organization
The organization of this paper is as follows. In the following section, we list the definitions and notations used herein. In Section 3 we present the assumptions involved in the analysis of the asynchronous stochastic approximation with asymptotically bounded, and possibly biased, errors, i.e., recursion (4). In Sections 4.1, 4.2 and 4.3, we present a convergence analysis of (4) under the assumptions presented in Section 3. The main result of this paper, Theorem 1, is presented in Section 4.2. This result is then moulded through the use of Borkar's balanced step-sizes [11] , into the desired result in Section 4.3. In Section 5 we show that the stability of the algorithm remains unaffected when the approximation errors are guaranteed to be asymptotically bounded (although possibly biased). In Section 6.1 we use our framework to understand the longterm behavior of A2VI. We show that A2VI converges to a fixed point of the perturbed Bellman operator, when Borkar's balanced step-sizes are utilized. We also establish a relationship between these fixed points and the approximation errors. Finally in Section 6.2 we show a similar analysis is possible for A2PG. We show that A2PG converges to a small neighborhood of a local minima, of the parameterized policy function π(· ). This neighborhood is shown to be related to the approximation errors. Finally, we summarize our contributions in Section 7.
Definitions and Notations
Below are the definitions and notations used in this paper.
[Upper-semicontinuous map] We say that H is upper-semicontinuous, if for given sequences {x n } n≥1 (in R n ) and {y n } n≥1 (in R m ) such that x n → x, y n → y and y n ∈ H(x n ), n ≥ 1, then we have y ∈ H(x).
[Marchaud Map] A set-valued map H : R n → {subsets of R m } is called Marchaud if it satisfies the following properties: (i) for each x ∈ R n , H(x) is convex and compact; (ii) (point-wise boundedness) for each x ∈ R n , sup
is guaranteed to have at least one solution that is absolutely continuous. The reader is referred to [2] for more details. We say that x ∈ if x is an absolutely continuous map that satisfies (3) . The set-valued semiflow
Note that the definition of invariant set used in this paper, is the same as that of positive invariant set in [5] and [9] .
[Distance between point and set] Given x ∈ R d and A ⊆ R d , the distance between x and A is given by:
[Internally chain transitive set] M ⊂ R d is said to be internally chain transitive if M is compact and for every x, y ∈ M , ǫ > 0 and T > 0 we have the following: There exists n and Φ 1 , . . . , Φ n that are n solutions to the differential inclusionẋ(t) ∈ H(x(t)), points x 1 (= x), . . . , x n+1 (= y) ∈ M and n real numbers t 1 , t 2 , . . . , t n greater than T such that:
[Attracting set & fundamental neighborhood] A ⊆ R d is attracting if it is compact and there exists a neighborhood U such that for any
[Attractor set] In addition to being compact if the attracting set is also invariant then it is called an attractor.
[B r (0) and B r (0)] The open ball of radius r around the origin is represented by B r (0), while the closed ball is represented by B r (0).
General recursion and associated assumptions
As previously stated, A2VI and A2PG can be viewed as asynchronous stochastic approximations with asymptotically bounded, and possibly biased, errors. This is because it is reasonable to expect the approximation errors to be bounded in an asymptotic sense. It is worth noting that these errors could be biased random variables (having non-zero means). In DeepRL, DNNs are used for function approximations due to their effectiveness in approximating a multitude of cost/reward functions. They are used to approximate the Bellman operator, Q-factor and policy gradient, among others. A given DNN cannot be expected to approximate a given objective function with arbitrary precision. However, since a DNN is continuously trained, it is reasonable to expect the approximation errors to diminish, although it may not vanish completely. To account for this, we present a natural extension of asynchronous stochastic approximations which allows for asymptotically bounded, and possibly biased, approximation errors. Below we state the aforementioned extension:
1.
3. 0 ≤ τ ij (n) ≤ n is the delay faced by agent j in receiving information from agent i at stage n. In other words, we allow for unbounded delays.
I(i ∈ Y m ) denotes the number of times that agent i has updated it's parameter components, i.e., has been active until stage n. Y n ⊆ {1, 2, . . . , d} denotes the subset of agents that are active at stage n.
5.
A is an approximation operator.
6. {a(n)} n≥0 is the given step-size sequence.
7. {M n+1 } n≥0 is a square integrable Martingale difference sequence, where
Below we present the assumptions used in the analysis of the long-term behavior of (4). These assumptions are adaptations of those found in [11] .
, where B ǫ (0) is a closed ball of radius ǫ centered at the origin. Here ǫ > 0 is a fixed upper bound on the norm of the approximation error, at each stage.
(A2) The step-size sequence {a(n)} n≥0 satisfies the following conditions:
(A5) {M n+1 } n≥0 is a square integrable martingale difference sequence such that
where
and K > 0 is some fixed constant.
In the following section, Section 4, we present the said analysis assuming stability, i.e., under (A4). In Section 5, we replace (A4) with a set of verifiable conditions which guarantee stability of (4). The analysis of Section 4 is divided into two stages. In the first stage, presented in Section 4.1, convergence is analyzed with an additional assumption that τ ij (n) = 0 for all i, j and n, i.e., where there are no communication delays. In the second stage, Section 4.2, we account for errors due to delays. For the remainder of this paper we make a realistic assumption that τ ii (n) = 0 for all i and n. This is natural, since one does not expect an agent to encounter delays in accessing its own local information.
Remark 1. As a consequence of (A1), we get that sup
s. The analysis presented in this paper will carry forth, verbatim, even under the weaker assumption that
Deep function approximators are typically trained in an online manner, in many RL applications. Initially they approximate poorly, but after sufficient training, they exhibit good empirical performance. The weakening of (A1), presented in this remark, is important since it accounts for the aforementioned online training process. This is also an important weakening as compared to traditional literature which requires:
The importance of weakening (5) stems from the fact that a function approximator (eg. DNN) cannot be expected to approximate an objective function arbitrarily well.
Convergence analysis
We begin the analysis of (4) under (A1)-(A5) and the additional assumption that there are no communication delays. In Section 4.2 we tackle errors due to delays, separately, using the tools of Borkar [11] .
Analysis with no delays
Since, for now, we do not have to bother ourselves with delays, we rewrite (4) as:
For n ≥ 0, we define a(n) := max i∈Yn a(ν(n, i)). It can be shown that
We may rewrite (6) as follows:
In the above equation, ǫ n = (ǫ n (1), . . . , ǫ n (d)) is the approximation error at stage n, i.e., ǫ n = Af (x n ) − f (x n ). It follows from (A1) that ǫ n ≤ ǫ for all n ≥ 0.
We use {a(n)} n≥0 to define a linearly interpolated trajectory as follows. Let
a(m) for n ≥ 1 and x(t) := x n for t ∈ [t(n), t(n + 1)).
Similarly, we define λ(t) := diag(q(n, 1), . . . , q(n, d)) and
Remark 2. Above, we have used {a(n)} n≥0 to divide the time-axis. The quan- The quantity q(m, · ) captures the relative frequency of the agent updates. For more details the reader is referred to Borkar [11] .
We work with the following equivalent of (6):
It follows from (A4), (A5) and
In other words, the quadratic variation process associated with
n ≥ 0, is bounded almost surely. From this we may conclude that the martingale noise sequence, {ξ n } n≥0 , is convergent almost surely. For a proof of the aforementioned, the reader is referred to Chapter 2 of Borkar [9] . In other words, the following lemma is immediate.
In other words, the martingale difference noise sequence is convergent.
For s ≥ 0, define
Then x s (· ) is a solution to the non-autonomous DIẋ(t) ∈ λ(t+s)f (x(t))+B ǫ (0), with x(s) as it's starting point. It follows from the definitions of x(· ), x s (· ), and from Lemma 1 that
For any fixed T > 0, the set {x In other words, to find any subsequential limit of {x(s+· ) | s ≥ 0}, we merely consider the corresponding subsequence in {x
Lemma 2. Almost surely any limit point of {x(s+·
with the coarsest topology that renders continuous, the maps
, is of the form:
where ǫ(· ) and Λ(· ) are the subsequential limits of {ǫ
Also note that Λ(· ) is the limit in V, equipped with the coarsest topology described above.
In the above lemma, we saw that the algorithm given by (4) tracks a solution to a non-autonomous DI given byẋ(t) ∈ Λ(t)f (x(t)) + B ǫ (0). We needed to associate a DI and not an o.d.e. since the algorithm allows for asymptotically biased approximation errors. The non-autonomous Λ(· ) is a consequence of asynchronicity. Λ(· ) captures the relative update frequencies of the various agents involved in a limiting sense.
Extension to account for delays
A methodology to deal with the effect of delays separately, was developed by Borkar in 1998, see [11] . We use the same techniques here. In order to avoid redundancies, we only provide additional details and a brief outline of the proof. The reader is referred to [11] or [9] for details. Recall that we have the following:
(9) As in Lemma 2 we show that (9) tracks a solution to the non-autonomous DI:
We need the following additional assumptions on the step-sizes and delays.
(A2)(iii) sup n≥0 a(n) ≤ 1.
(A2)(iv) For m ≤ n we have a(n) ≤ κa(m), where κ > 0.
(A2)(v) There exists η > 0 and a non-negative integer-valued random variable τ such that:
(ii) τ stochastically dominates all τ kl (n) and satisfies
To prove that (9) tracks (10), we show that the "effect" due to delays vanishes in the order of the step-size sequence, provided the above assumptions are satisfied.
To do this we consider the following quantity:
In the above, there are no error terms due to the approximation operator A, since they are already considered in the analysis presented in Section 4.1. Since f is Lipschitz continuous, it is enough to find bounds for a(ν(n, i)) x n (j) − x n−τji(n) (j) for every i and j.
Clearly, the above term can be bounded by a(ν(n, i))
Using (9) and the Lipschitz property of f , we get the following bound:
for some constant C > 0. Our task is now reduced to showing that a(ν(n, i))τ ji (n) = o(1), which in turn follows from
The above equation follows from (A2)(v) and the Borel-Cantelli lemma. The following theorem is an immediate consequence of the analysis done hitherto.
Theorem 1. Under assumptions (A1)-(A5)
, the asynchronous approximation algorithm given by (4) has the same limiting set as the non-autonomous DI given byẋ(t) ∈ Λ(t)f (x(t)) + B ǫ (0), where Λ(t) is some matrix-valued measurable process. Further, for every t ≥ 0, Λ(t) is a diagonal matrix with entries in [0, 1].
Balanced step-size sequences
A drawback in applying the above theorem to practical applications is the fact that the DI (10) is non-autonomous. Further, Λ(· ) is not exactly known. To overcome this problem, Borkar [11] introduced the use of a "balanced step-size sequence". When using this special step-size sequence, see Theorem 3.2 of [11] , one has Λ(t) = diag(1/d, . . . , 1/d) for all t ≥ 0. The tracking DI, (10), of Theorem 1 then becomeṡ
As noted in [1] , the qualitative behaviors ofẋ(
are similar since they only differ in scale. Further, it follows from the upper semicontinuity of chain recurrent sets that (11) will have a long-term behavior that is approximately similar to that ofẋ(t) = diag(1/d, . . . , 1/d)f (x(t)) for small enough ǫ. In other words, the long-term behavior of (11) approximates that oḟ
We have shown that asynchronous stochastic approximations with asymptotically bounded, and possibly biased, errors (given by (4)) track a solution to (11) . This is when balanced step-sizes are used. Recall that ǫ of (11) is the norm-bound on the approximation errors. The analysis hitherto presented required the iterates be bounded in the almost sure sense. This is a hard requirement to ensure. This requirement is particularly pertinent when function approximations are used. In the following section, we present a set of easily verifiable sufficient conditions for the stability of (4). It is well known that unbounded approximation errors can affect the stability of the algorithm, see [6] . In the next section, we will show that this is the only way to affect stability. In other words, we will show that asymptotically bounded approximation errors do not affect the stability of the algorithm.
Stability analysis
The use of Deep Neural Networks (DNNs) for function approximations within reinforcement learning has boosted the applicability of classical reinforcement learning algorithms, to solve a wider variety of problems effectively. As stated earlier, one problem in using function approximations is that only suboptimal policies may be found. Another problem is that the resulting approximate reinforcement learning or neuro-dynamic programming algorithm can be unstable. Before using DNNs for function approximations, the following question needs to be answered: what are the conditions under which a DeepRL algorithm is still stable? In this section, we show that the stability of the algorithm is unaffected by function approximations, provided the approximation errors are asymptotically bounded. Note that these errors could be biased. Below are the additional assumptions on the step-size sequence that are standard in literature, see [11] , [9] and [1] .
Additional assumptions for stability: (S1)-(S5)
Let us quickly define m T (· ) before stating the stability assumptions. Given n ≥ 0 and T > 0, m T (n) := max{m | m ≥ n, t(m) − t(n) ≤ T }.
(S1) (i) The step-size sequence is eventually decreasing.
(ii) lim (ii) lim
exists for all i, j. It is worth noting that the above assumption on noise, (S3), is stricter than the previously used (A5). In this section, we assume (S3) instead of (A5) and prove the stability of (4). This is purely for the sake of clarity in presentation. Once we prove stability, we will show that (A5) suffices in place of (S3).
(S4) Associated withẋ(t) = f (x(t)) is a compact set Λ, a bounded open neighborhood U Λ ⊆ U ⊆ R d and a function V : U → R + such that (i) ∀t ≥ 0 Φ t (U) ⊆ U i.e., U is strongly positively invariant.
(ii) V −1 (0) = Λ.
(iii) V is a continuous function such that for all x ∈ U \ Λ and y ∈ Φ t (x) we have V (x) > V (y), for any t > 0.
(S4a)Â is the global attractor ofẋ(t) = f (x(t)).
(S5) Let {x n } n≥0 and {x n } n≥0 be two sequences generated by (4) on a common probability space with the same noise sequence {M n+1 } n≥0 . Then sup
The key assumption that aids our stability analysis is (S4) or its variant (S4a). We have presented these two variants, since it may be easier to verify one over the other, depending on the application at hand. These conditions are overlapping yet qualitatively different, thereby covering a multitude of scenarios wherein these are applicable. It is worth noting that these Lyapunov-based stability conditions are devised based on the ones in [18] . Let us assume that (S4) is satisfied. It follows from Proposition 3.25 of Benaïm, Hofbauer and Sorin [5] thatẋ(t) = f (x(t)) has an attractor setÂ ⊆ Λ.
Also that V −1 ([0, r)) is a fundamental neighborhood ofÂ, for small values of r. Hence, we can find a small r such that both V −1 ([0, r)) and V −1 ([0, r]) are fundamental neighborhoods ofÂ. On the other hand, if (S4a) is satisfied, then any compact neighborhood ofÂ is a fundamental neighborhood of it. In both cases we can associate an attractor,Â, and its fundamental neighborhood, N , withẋ(t) = f (x(t)). Given δ > 0, ∃ǫ > 0 such that x(t) ∈ f (x(t))+B ǫ (0) has an attractor A ⊆ N δ (Â) with fundamental neighborhood as N itself. For a definition of N δ (· ) see Section 2. This is a consequence of the upper semicontinuity of attractor sets, see Benaïm and Hirsch [4] for details. We proceed by assuming that a δ was chosen based on the problem at hand. This automatically imposes a norm-bound of ǫ on the approximation errors, asymptotically speaking. This is because (4) tracks a solution to x(t) ∈ f (x(t)) + B ǫ (0) and ǫ is fixed as a consequence of choosing δ.
For the DIẋ(t) ∈ f (x(t)) + B ǫ (0) we associate a local Lyapunov function, As in [18] , to show the stability of (4), we analyze an associated projective scheme. This projective scheme, in turn, requires the construction of two bounded open sets B and C such that A ⊂ B ⊂ B ⊂ C. Recall that A is an attractor ofẋ(t) ∈ f (x(t))+B ǫ (0) constructed using the attractorÂ ofẋ(t) = f (x(t)), see (S4a). Further C is required to be an inward directing set. The definition of an inward directing set is stated below.
Inward directing sets [18] : Given a differential inclusionẋ(t) ∈ H(x(t)), an open set O is said to be an inward directing set with respect to the aforementioned differential inclusion, if Φ t (x) ⊆ O, t > 0, whenever x ∈ O. Specifically, any solution to the DI with starting point at the boundary of O is "directed inwards", into O.
We are now ready to define B and C. Define C := V r such that V r ⊂ U. This is possible for small values of r. Further, choose B such that B is open and A ⊂ B ⊂ B ⊂ C. This is possible since Λ is compact and C is open.
Proposition 2 (Proposition 2 of [18]
). C is an inward directing set associated withẋ(t) ∈ f (x(t)) + B ǫ (0).
Analysis of the projective scheme
We are ready to present and analyze the previously mentioned projective scheme. This analysis will facilitate in proving the stability of (4). We begin by defining the projection map, using the previously constructed sets B and C, as follows:
We analyze the following projective scheme associated with (6).
). Note that we have not accounted for delays in (12) , since the methodology to deal with delays is similar to the one presented in Section 4.2. As in Abounadi et al., [1] , for the sake of clarity, we make the simplifying assumption that all Y ′ n s are of cardinality one. We do not lose any generality with this assumption. This is because the agents being updated at time n can be viewed as being updated serially. In other words, Y n = {φ n } such that φ n ∈ {1, . . . , d} for all n ≥ 0. We may rewrite (12)as:
We need to define the following trajectories for our analysis:
We also need to define the following left-shifted trajectories:
Clearly, we may view {X
equipped with the Skorohod topology. In the following lemma, Lemma 3, we show that the aforementioned families of trajectories are relatively compact. As in Lemma 2 of [18] we only need to show that these families are point-wise bounded and that any two discontinuities are separated by at least ∆ > 0.
Before proceeding, we note that D n c (t)
, equipped with the Skorohod topology.
Proof. As stated earlier, we only need to show that the aforementioned families of trajectories are point-wise bounded and that any two discontinuities are separated by at least
We have the following:
for some 0 < C 2 < ∞ that is independent of n. Now that the point-wise boundedness property has been proven, it is left to show that any two discontinuities are separated by some ∆ > 0. Using arguments identical to the ones found in the proof of Lemma 2 of [18] , we can show that
Since T in the above lemma is arbitrary, the sets {X
Further, all the limits equal the constant 0 function. In other words, if we consider a subsequence of {X
Note that we have
Adding and subtracting
)ds in the above equation we get,
where Proof. For a proof of this lemma the reader is referred to the proof of Lemma 3 of [18] .
We are now ready to state the main result of this paper. Again let us suppose that balanced step-sizes are used.
Theorem 2. Under (A1)-(A3) and (S1)-(S5), the iteration given by (4) is stable (sup n≥0 x n < ∞ a.s.) and converges to a closed connected internally chain transitive invariant set associated withẋ(t) ∈ diag(µ * )f (x(t)) + B ǫ (0).
Proof. It follows from Lemma 5 that the associated projective iterates, say {x n } n≥0 , corresponding to {x n } n≥0 converge to A. In other words, there exists N , possibly sample path dependent, such thatx n ∈ C for n ≥ N . It follows from (A5) that sup n≥N x n < ∞ a.s.
The second part of the statement directly follows from Theorem 1.
Although Theorem 2 is proven under a rather strict assumption on noise, i.e., (S3), the same conclusions can also be drawn under the weaker assumption (A5). The details (in a related setup) involved can be found in Section 6 of [18] .
Here we merely present the steps involved without any proofs and refer the reader to Section 6 of [18] for details. The purpose of (S3) is to show that any two discontinuities of {X Lemma 6 (Lemma 5, [18] ). Let {t m(n) , t l(n) } n≥0 be such that t l(n) > t m(n) , t m(n+1) > t l(n) and lim n→∞ t l(n) − t m(n) = 0. Fix an arbitrary c > 0 and consider the following:
Then P ({ψ n > c} i.o.) = 0 within the context of the projective scheme given by (13) .
Colloquially, Lemma 6 states the following: After the lapse of considerable time there are no significant contributions to jumps in X n l (· ) or G n c (· ) from the Martingale difference noise sequence within shrinking time intervals. Suppose we are unable to find a separating ∆, then it can be shown that Lemma 6 is contradicted. In other words Theorem 2 is true under the standard, weak assumption on noise imposed by (A5). As a consequence, the following modification of Theorem 2 is immediate.
Theorem 3. Under (A1)-(A3), (A5) and (S1), (S2), (S4) and (S5), the iteration given by (4) is bounded almost surely (stable) and converges to a closed connected internally chain transitive invariant set associated withẋ(t) ∈ diag(µ * )f (x(t))+ B ǫ (0).
Applications
Reinforcement Learning and Dynamic programming, coupled with deep function approximations, constitute an important set of tools for solving many problems arising in optimization and learning. The effectiveness of popular reinforcement learning algorithms such as approximate value iteration, q-learning and policy gradient descent in solving problems with large state and action spaces, is largely owing to the effectiveness of deep neural networks as function approximators. Value iteration is an important numerical scheme for solving Markov decision processes. Noisy value iteration schemes with deep function approximations (approximate value iterations) have been analyzed by Ramaswamy and Bhatnagar [18] . In this section we extend [18] to the setting of large-scale multi-agent systems. These systems are frequently encountered in IoT (internet of things). Examples of such systems include smart grids, smart homes, intelligent cities, etc. In these multi-agent systems, a common goal needs to be achieved through co-operation. This co-operation is achieved through mutual exchange of information through communication channels that are prone to errors and (unbounded) delays. Hence an agent needs to take decisions based on information that is potentially old.
Abounadi, Bertsekas and Tsitsiklis [1] analyzed an asynchronous version of the Q-learning algorithm to solve the multi-agent learning and control problem. However [1] does not account for the utilization of function approximations. For the previously mentioned optimization problems arising in IoT we require algorithms that are both approximate and asynchronous. In the following section we present a complete analysis of asynchronous value iteration with deep function approximations. We call this algorithm, asynchronous approximate value iteration or A2VI. The analysis presented herein is an amalgamation of the analyses of Abounadi, Bertsekas and Borkar [1] as well as Ramaswamy and Bhatnagar [18] . In the last part of this section, we present an approximate asynchronous extension of the policy gradient algorithm called A2PG. Since the analysis of A2PG is similar to that of A2VI, we briefly point out the differences in analysis of the two algorithms. The only difference between (16) and (4) is that the approximation errors are bounded in the weighted max-norm sense. It is worth noting that the errors could be more generally bounded in the weighted p-norm ( · ω,p ) sense. However it can be easily shown that C l · ν ≤ · ω,p ≤ C u · ν , for some C l , C u > 0. Hence it is sufficient to work with errors that are bounded in the weighted max-norm sense. Further in (AV 3) we assume lim sup n→∞ ǫ n ν ≤ ǫ while in (A1) we assume ǫ n ≤ ǫ. Since B ǫ := {y | y ν ≤ ǫ} is a convex compact subset of R d (see Lemma 7.2 of [18] ), the analyses presented in Sections 4.1 through 5 carry forward verbatim, with B ǫ replacing B ǫ (0). It follows directly from (AV 2) that (S4a) is satisfied. If we show that (16) also satisfies (S5), then the previous analysis can be used to conclude that the iterates are stable and convergent. For this we compare the iterates {J n } n≥0 , from (16) , to their projective counterparts, say {Ĵ n } n≥0 . We can show that J n → A, where A is an attractor ofẋ(t) ∈ 1/d(T J(t) − J(t)) + B ǫ , contained within a small neighborhood of J * . This neighborhood is dependent on the approximation errors. SinceĴ n → A, ∃N , possibly sample path dependent, such thatĴ n ∈ C for all n ≥ N . Following the arguments presented in the proof of Theorem 3, [18] we can show that
where α is the "contraction constant" associated with the Bellman operator T . In other words, we get that (16) satisfies (S5). Supposing balanced step-sizes are used, the following theorem is immediate. Proof. From the above discussion, it is clear that A2VI is bounded a.s. (stable). Since balanced step-sizes are used, to study the long-term behavior of A2VI one needs to studyJ(t) ∈ (1/d)((T J)(t) − J(t)) + B ǫ . It follows from Theorem 2 of Chapter 6 in [2] that any solution to the aforementioned DI will converge to an equilibrium point of T (· ) + B dǫ , where
are qualitatively similar and only differ in scale. The equilibrium points of T + B dǫ are given by {J | T J − J ν ≤ dǫ}. For more details the reader is referred to Section 7 of [18] .
We have shown that A2VI is stable as long as the approximation errors are asymptotically bounded. We do not distinguish between biased and unbiased errors. Further, we show that A2VI converges to a fixed point of a scaling of the perturbed Bellman operator (1/d)T J + B ǫ . However, we assume that Borkar's balanced step-sizes are used.
Asynchronous approximate policy gradient iteration (A2PG)
Policy gradient method is an important reinforcement learning algorithm developed by Sutton et al., in 2000 [21] . This method relies on a parametrization of the policy space, say π(θ). This parameterization is typically through the use of a deep neural network. Once a parameterization is determined, one merely seeks out a local minimizerθ, in the parameter space, in order to find the optimal policy. However, there are several situations wherein one either cannot calculate or does not wish to calculate the exact gradient ∇ θ π(θ n ) at every stage. This could be due to the use of a non-differentiable activation function or it could be a consequence of using gradient estimators such as SP SA-C [17] (simultaneous perturbations stochastic approximations with constant sensitivity parameters) or other finite difference methods. In these cases, one has to deal with a policy gradient scheme with non-diminishing approximation errors. Here we are interested in policy gradient methods within the setting of large-scale distributed systems. A general form of approximate policy gradient methods which satisfy all these conditions is given below:
θ n+1 (i) = θ n (i)−a(ν(i, n))I{i ∈ Y n }× (A∇ θ π) i (θ n−τ1i(n) (1), . . . , θ n−τ di (n) (d)) + M n+1 (i) .
(17) We call the above scheme as asynchronous approximate policy gradient iteration or A2PG. As in Section 6.1, we can impose natural conditions on the gradient (∇π(· )), the noise and other parameters of (17) . Suppose the approximation errors are asymptotically bounded, then we may show that the iterates converge to a neighborhood of some local minimizerθ. Further, this neighborhood is a function of the approximation errors. For details on the relationship between the neighborhood and approximation errors, the reader is referred to [17] .
Summary of our contributions and conclusions
• In this paper, we considered a natural extension of asynchronous stochastic approximation algorithms that accommodates the use of function approximations. In other words, we considered asynchronous stochastic approximations with asymptotically bounded, and possibly biased, approximation errors.
• The assumptions and the analyses presented are motivated by the need to understand the current crop of deep reinforcement learning algorithms. We are particularly interested in these algorithms when used within the setting of multi-agent learning and control.
• Our framework allows for complete asynchronicity in that each agent is guided by its own local clock. Although the agents are fully asynchronous, we require that the agents are updated, roughly, the same number of times, in the long run.
• Our framework is used to analyze asynchronous approximate value iteration (A2VI). A2VI is an adaptation of regular value iteration with noise to the setting of large-scale multi-agent learning and control. We showed that A2VI converges to a fixed point of the perturbed Bellman operator when balanced step-sizes are used. We also established a relationship between these fixed points and the approximation errors.
• We also analyzed a similar adaptation, A2PG, of the classical policy gradient iteration to the multi-agent setting. We briefly discussed how A2PG converges to a small neighborhood of a local minima of the parameterized policy function. Again, this neighborhood is directly related to the approximation errors.
• An important consequence of our theory is the following: stability of the aforementioned algorithms remains unaffected when the approximation errors are asymptotically bounded, although possibly biased. Since a function approximator (eg. DNN) is continuously trained, it is reasonable to expect the errors to diminish asymptotically, even though they may not vanish completely.
• Finally, it is worth noting that ours is one of the first theoretical results that can be used to understand the long-term behavior of deep reinforcement learning algorithms within the setting of multi-agent learning and control.
• In the future, we want to make a two fold extension to our analysis: (i) Allow for multiple timescales (ii) allow for objective functions that are driven by controlled Markov processes. This will help us analyze other popular algorithms such as Deep Q-Network, deep temporal difference learning and DDPG (a popular actor-critic algorithm). When implementing DeepRL algorithms, the learning rate is generally fixed. To this end, we want to explore one and two timescale algorithms with constant step-sizes and function approximations.
