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This paper presents the potential use of revised multi-choice goal programming approach for modelling and solving economic-
environmental power generation and dispatch problems in a thermal power plant operation and planning horizon. In the proposed 
approach, the objective functions and certain constraints having the characteristics of nonlinear programming are first 
transformed into their equivalent linear forms to employ linear goal programming methodology in the process of solving the 
problem. Then, in the model formulation, the objectives with multiplicity of aspiration levels are converted into the standard form 
of goals in goal programming approach to arrive at a most satisfactory decision in the multiobjective decision making 
environment. In the solution process, minsum goal programming approach is addressed for achievement of objective goals within 
their tolerance ranges specified in the decision making context.  
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1. Introduction 
     The rapid growth of living standard in society owing to the welfare of technology, demand of electric power is 
increasing in an alarming rate in the recent years. It is worthy to mention here that thermal power plants, which are 
major establishments for supply of electricity, uses fossil-fuel as the main resource for power generation. The use of 
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coal as fossil-fuel to generate power discharges emissions to environments, where Carbon oxides (COx), Sulphur 
oxides (SOx) and the oxides of Nitrogen (NOx) are the most harmful gaseous pollutants. Pollution affects not only 
human, but also other life-forms on Earth.  
     In context to the above, managerial decision for optimal power generation by minimizing operational cost as well 
as environmental emissions need be essentially considered in a thermal power plant operational decision. Actually, 
thermal power generation decision problems are optimization problems, which involve a multiplicity of objectives 
and a set of system constraints to make decision concerning optimal power generation and dispatch (PGD). The 
mathematical programming (MP) model for optimal PGD was introduced by Dommel and Tinney [1] in 1968. The 
study on power dispatch models developed from 1960s to 1970s was first surveyed by Happ [2] in 1977. A 
constructive optimization model for thermal emission minimization problem was first studied by Gent and Lament 
[3]. Thereafter, various emission control models were studied by active researchers in this field.     
However, consideration of both the aspects of economic power generation and control of emissions in a 
framework of MP was first studied by Zahavi and Eisenberg [4] in 1975. A survey works of economic-
environmental PGD (EEPGD) problems studied during the time period 1977-88 was presented by Chowdhury and 
Rahman [5] in 1990.Then, different MP approaches have been studied [6-8] for efficient management of EEPGD 
problems.  
Now, with the consideration of 1990’s Clean Air Act Amendment [9], different multiobjective optimization 
methods for EEPGD problems have been developed [10-12] in the last twenty years and well documented [7] in the 
literature. Further, considering the inherent imprecision in model parameters as well imprecise in nature of human 
judgments, fuzzy programming (FP) approach [13] based on fuzzy set theory [14] to EEPGD problem has been 
studied [15] regarding minimization of both the fuel-cost and environmental-emission of power plant problems.  
     In the current decision situation, since most of the EEPGD problems involve multiplicity of objectives, goal 
programming (GP) [16] based on the satisficing philosophy [17] (coined by Noble Laureate H. A. Simon) as a 
robust and flexible tool for multiobjective decision analysis has been successfully implemented to power generation 
problems [18]. Interval Programming [19] as an extension of conventional GP has also been successfully 
implemented to EEPGD problem [20] in the recent past. But, the extensive study in the area is still at an early stage.  
However, in a conventional GP approach, a unique aspiration level is assigned to each of the goals in the model 
formulation of a problem. But, in some practical decision situations, it is to be observed that more than one 
aspiration level need be necessarily introduced to analyzing actual goal achievement in the decision situation. Here, 
considering this aspects of decision problems, multi-choice goal programming (MCGP) approach has been 
introduced by Chang [21], where a multiplicity of aspiration levels (i.e., mapping of one goal to many aspiration 
levels) is taken into account in a decision making context. Then, revised multi-choice goal programming (RMCGP) 
[22] as an extension of MCGP has been studied as a more realistic one and it has already been applied to a real-
world decision problem [23] in the recent past. However, the use of RMCGP approach to an EEPGD problem is yet 
to appear in the literature.   
In this article, RMCGP approach has been addressed for modelling and solving EEPGD problems. In the 
proposed approach, aspiration levels of the objectives are considered multi-valued and they are enclosed by 
specified intervals in the decision environment. In the model formulation, each multi-valued objective goals are 
transformed into the standard objective goals as in the conventional GP formulation by introducing a set of new 
variables with specified tolerance ranges and incorporating under- and over-deviational variables to each of them. 
Then, minsum GP [24] approach is addressed to construct the goal achievement function concerning achievement of 
aspired levels of goals on the basis of their relative weights of importance in the decision making situation. A case 
example of IEEE 6-Generator 30-Bus system is considered to illustrative the approach. The model solution is also 
compared with the approaches studied previously to expound the potential use of the approach.  
Now, formulation of a general RMCGP problem is discussed in section 2. 
2. RMCGP Problem Formulation 
In RMCGP approach, the following two types of modelling aspects (Case I and Case II) generally arise on the 
basis of needs and desires of decision maker (DM) for optimization of objectives in the decision situation. 
Case I: When the preference of DM is to achieve a goal value as close as possible to the upper limit of the specified 
range, i.e., the more the better notion is used for maximization of an objective function in the decision situation. 
Case II: When the preference of DM is to achieve a goal value as close as possible to the lower limit of the specified 
range, i.e., the less the better notion is used for maximization of an objective function in the decision situation. 
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The generic form of a RMCGP problem can be stated as [21]: 
Find X  so as to: 
Maximize min11 )( ii tXf t and miti ,...,2,1,
max
1  d    (adaptation of the more the better notion)                         (1) 
    Minimize min22 )( jj tXf t and njt j ,...,2,1,
max
2  d    (adaptation of the less the better notion)                       (2) 
subject to, ,cAX
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where X  is the vector of decision variables, A is a real matrix, c is a constant vector, [ min1it ,
max
1it ] and        
[ min2jt ,
max
2jt ] be the specified ranges of aspiration levels of the objectives 1if and 2jf respectively (i= 1, 2,...., m ; 
j=1, 2,…, n), and where ‘min’ and ‘max’ stand for maximum and minimum, respectively. 
2.1. RMCGP Model formulation  
To formulate the standard RMCGP model, the objectives with multiple aspiration levels are first transformed 
into standard form of goals in conventional GP by introducing new variables 1iy and 2jy , which represent 
individual aspiration levels as unique and new ones of the goals defined in (1) and (2), respectively,  where 
max
11
min
1 iii tyt dd  and .
max
22
min
2 jjj tyt dd  Again, in the sequel of formulating the model, 1iy and 2jy  are also 
considered goals by assigning  max1it and ,
min
2jt  respectively, as their aspiration levels to arrive at actual 
achievement levels of objective goals in the decision environment. Then, under- and over-deviational variables are 
introduced to each of the defined goals to solve the problem by employing GP methodology.   
     Then, the minsum GP approach [24], the most widely used technique as a simplest one for multiobjective 
decision analysis, is addressed to formulate the model of the problem. Using the notion of minsum GP formulation, 
the RMCGP model of the problem can be presented as follows. 
Find X so as to:  
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mityt iii ...,,2,1,
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11
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1  dd                                                                               (9) 
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22
min
2 jjj tyt dd ,  j=1,2,…,n                                                                                     (10) 
and the constraints given in (3) and (4),                                                                                                             (11) 
where ,d,d 1i1i
 ,, 1i1i
 GG ,, 22

jj dd

2jG and )0(2 t

jG represent the under-and over-deviational variables associated 
with respective goals, and where 211 ,, iii ww D and 2iD are the relative numerical weights of importance of 
minimizing the deviational variables regarding achievement of goals on the basis of needs and desires of DM in the 
decision making situation.  
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Now, the modelling aspect of EEPGD problem within the framework of the proposed approach is discussed in the 
following section 3. 
 
3. EEPGD Model Formulation 
The different types of decision variables and parameters involved with an EEPGD problem in a power generation 
system with generators Gk
x Decision variable 
 (k= 1, 2,…, N) and  l transmission lines (l=1, 2,…, L) are introduced as follows:  
kp  : Generation of power from the k-th generator Gk
lS
, k=1, 2,…, N. 
 : Active power flow through the l -th transmission line, l=1, 2,…, L. 
x Model parameters 
  
PD : Total demand of thermal power (in power unit (p.u.)). 
TL : Total transmission-loss (in p.u.) in the power generation system. 
max
lS  
: Maximum power flow capacity of the l-th transmission line, l=1, 2,…, L. 
Then, a general EEPGD problem is defined as follows. 
3.1 General EEPGD Problem  
A general EEPGD problem involves two types of objective functions and a set of system constraints in a decision 
situation.  
3.1.1 Definition of Objective Functions  
x Fuel-Cost Function  
The cost function associated with generation of power from all the generators is normally quadratic in nature. 
 The total fuel-cost ($/hr) function can be expressed as:  
¦
 
 
N
k
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1
2 )(                                                    (12) 
where ak, bk and ck are the estimated cost coefficients associated with the k-th generator Gk
x    Emission Function  
 . 
The total emission discharged to the environment is approximated to the sum of a quadratic function and an 
exponential function associated with power outputs.  
The function associated with discharge of total emission (ton/hr) can be expressed as:   
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1
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where Įk, ȕk, Ȗk, ȗk and Ȝk are the different emission coefficients associated with generation of power from the k-th   
generator Gk
x Power Balance Constraint  
, k=1, 2,…, N.   
3.1.2. Description of System Constraints 
The system constraints are defined as follows: 
The total power generated must cover the total demand (PD) and total transmission-loss (TL).
,
1
¦
 
 
N
k
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The power balance constraint takes the form: 
                (14) 
where TL is computed by using B-matrix loss formula [11] as: 
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where Bkq, B0k and B00  are Kron’s loss coefficients or B-coefficients [7] associated with transmission network 
system, and where the matrices Bkq, B0k
x Generation Capacity constraint  
 are of orders (N, N) and (1, N), respectively. 
Similar to the conventional PGD system, the constraints on the generator outputs are taken as: 
Nkppp kkk ,...,2,1,
maxmin  dd                  (16)           
x Security constraints 
To maintain the security of the system against any breakdown, transmission load Sl
LlSS ll ,...,2,1,
max  d
 on the l-th line is restricted to its 
upper limit.  
The security constraints appear as [25]: 
                                                        (17)           
Now, it is worthy to mention that, since both the objectives and the constraint in (15) of the problem are nonlinear in 
nature, computational complexity [26] arises in most of the practical decision situations with regard to arrive at the 
optimal solutions. To overcome the difficulty, the Taylor series approximation method [27] can simply be used here 
for linearization of the nonlinear functions.  
3. 2. Taylor Series Approximation Approach 
The Taylor series approximation of a nonlinear function F(X) is presented in the following simple steps [27]: 
x Step 1. Determine ),,...,,( **2
*
1
*
RxxxX   where 
*X indicates the initial solution as an approximate one and around 
which linear approximation of F(X) is taken into consideration. 
x Step 2. Transform the function F(X) by using first order of Taylor series expansion as: 
¦
 w
w
 
R
r r
rr x
XFxxXFXF
1
*
** )()()()(                        (18)           
Here, the expression in (18) represents the linear approximation of the function F(X). 
Now, effectiveness of the proposed approach is demonstrated via a case example presented in section 4. 
4. Formulation of EEPGD Problem 
The standard IEEE 6-Generator 30-Bus test system [25] is considered for modelling and solving the EEPGD 
problem in the framework of the proposed approach.  
The pictorial representation of single-line diagram of IEEE 30-Bus test system is depicted in the Fig. 1.  
 
Now, to adopt of the given system, PD
 
 =2.834 p.u. is
considered the base load. The economical and 
environmental parameter values of the models are listed in 
Table 1.  
Table 1. Data description of power generation cost coefficients and 
emission coefficients 
G G1 G2 G3  G4 G5 6 
Cost 
coefficient 
    
a 100 120 40 60 40 100 
b 200 150 180 100 180 150 
c 10 10 20 10 20 10 
Emission 
coefficient 
    
Į 6.490 5.638 4.586 3.380 4.586 5.151 
ȕ -5.554 -6.047 -5.094 -3.550 -5.094 -5.555 
Ȗ 4.091 2.543 4.258 5.326 4.258 6.131 
ȗ 2.0E-4 5.0E-4 1.0E-6 2.0E-3 1.0E-6 1.0E-5 
Ȝ 2.857 3.333 8.000 2.000 8.000 6.667 
 
 
Fig. 1.  Single-line diagram of IEEE 30-Bus test system 
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The power generation limits of the six generators and power flow capacities of the transmission lines are presented 
in Table 2 and Table 3, respectively. 
 Table 2. Data description of power generation limit 
Power ( in p.u) p p1 p2 p3 p4 p5 6 
Limit 
min
ip  
0.05 0.05 0.05 0.05 0.05 0.05 
max
ip  
0.50 0.60 1.00 1.20 1.00 0.60 
 
      Table 3.  Data description for maximum line flow 
Line   Line   Line   Line   Line   Line   Line   
1 0.20 7 0.10 13 0.30 19 0.50 25 0.20 31 0.20 37 0.50 
2 0.20 8 0.15 14 0.50 20 0.50 26 0.20 32 0.50 38 0.50 
3 0.20 9 0.15 15 0.50 21 0.50 27 0.20 33 0.50 39 0.50 
4 0.20 10 0.50 16 0.70 22 0.50 28 0.20 34 0.50 40 0.50 
5 0.20 11 0.50 17 0.50 23 0.50 29 0.20 35 0.15 41 0.50 
6 0.20 12 0.50 18 0.70 24 0.50 30 0.20 36 0.50   
The B-coefficients associated with the expression in (15) are presented as [18]:   
 > @ ,
0244.00005.00033.00066.00041.00008.0
0005.00109.00050.00066.00016.00010.0
0033.00050.00137.00070.00004.00022.0
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0041.00016.00004.00025.00487.00299.0
0008.00010.00022.00044.00299.01382.0
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Now, using data in Table 1 and following the expressions in (12) and (13), the objective functions of the problem 
can be obtained as:   
x Fuel-Cost Function   
2
6
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2
2
1654321 10040604012010015018010018015020080 ppppppppppppFC      (19) 
x  Emission Function 
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 (20) 
Then, using B-coefficients and the data in Table 2 and Table 3 successively, the power balance constraint, generator 
output constraints and security constraints are obtained as follows:  
x Power balance constraint 
Using the power demand data, the power balance constraint is obtained as:  
   
¦
 
 
N
k
k TLp
1
834.2
 
                          (21)
         
where TL can be obtained  as[15]:
 
4
654321656454
635343625242326151
413121
2
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2
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2
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2
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2
2
2
1
108573.90030.00002.00009.00017.00060.00107.00010.00066.0010.0
0132.00132.0140.00082.00032.00008.00050.00016.00020.0
0044.00088.00598.00244.00109.00137.00182.00487.01382.0


 
Xpppppppppppp
pppppppppppppppppp
ppppppppppppTL
(22) 
x Generator output constraints 
,50.105.0 1 dd p   ,50.105.0 2 dd p   ,50.105.0 3 dd p   
,50.105.0 4 dd p   ,50.105.0 5 dd p   .50.105.0 6 dd p                                     (23) 
max
lS
max
lS
max
lS
max
lS
max
lS maxlS
max
lS
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x Security constraints 
Following the expression in (17), the 41 security constraints can easily be successively obtained as:  
    ,20.0,20.0 21 dd SS and so on.                                            (24) 
 Now, following the procedure, linear form of the expressions in (19), (20) and (22) are determined as follows. 
 The individual best solutions of them as initial ones are successively found as: 
610.543), 0.28; 1, 0.05, 1, 0.05, (0.50, );,,,,,( 654321  FCpppppp
0.1957), 0.05; 0.05, 1.2, 1, 0.518, (0.050, );,,,,,( 654321  TEpppppp               
 and 
)0.02388 0.05; 0.51, 1.2, 1, 0.05, (0.05, );,,,,,( 654321  TLpppppp . 
Then, using the expression in (19), the linear equivalents of the nonlinear expressions are successively obtained as:  
    ,79.216206260106260162300 654321*  ppppppFC               (25)       
    )26()06059.05552.08956.00406.011106.00618.0(4881.0 654321
* ppppppTE  
  
 
where FC* ,  TE* and TL* 
76543.29990.098949.097497.098930.099412.099745.0 654321   pppppp
are the  linear forms of FC, TE and TL, respectively.  
Introducing the expression in (27) to the expression in (21), the executable linear form of the power balance 
constraint appears as:  
                (28)          
Now, in the present decision making situation, it is to be observed that the case of minimizing objectives is only 
involved here with the proposed problem. As such, the less the better notion is introduced to formulate the RMCGP 
model of the EEPGD problem. 
Following the procedure, the executable minsum GP model of the problem can be presented as:   
Find ),,,,,( 654321 ppppppX  so as to: 
Minimize Z= )()()()( 222222111111
  GGDGGD ddwddw  
and satisfy  
,79.216206260106260162300 111654321 yddpppppp  
  
,03.606111  
 GGy  
,)06059.05552.08956.00406.011106.00618.0(4881.0 222654321 yddpppppp  

,19418.0222  
 GGy  
 subject to  ,355.64603.606 1 dd y     ,2264.019418.0 2 dd y  
  and the system constraints defined in (23), (24) and (28),                                                       (29) 
where 1y and 2y are the new variables introduced for measuring the achievement of aspiration levels of the goals, 
and ,, 11
 dd ,, 11
 GG  222 ,, Gdd and ),0(2 t
G  represent the under- and over-deviational variables associated with 
the respective goals of the model in (29). 
For simplicity and without loss of generality, equal weights are given to the goals for minimizing their deviational 
variables in the goal achievement function (Z). 
The LINGO (ver. 12.0) solver (the permissible size of instance is 500 variables and 250 constraints) is used to solve 
the problem. The model (variable size 19, constraint size 23) is executed in Pentium IV CPU with 2.66 GHz Clock-
pulse and 2GB RAM. The required CPU time is 0.01 second.  The resulting model solution is presented in Table 4. 
Table 4. Model solution under the proposed approach 
Generator output (p.u) Fuel-cost  ($/hr) Emission (ton/hr) Total flow deviation (p.u.) p p1 p2 p3 p4 p5 6 
0.0858 0.9528 0.7530 0.15308 0.4015 0.4453 606.1201 0.1941 0.03245 
The result in Table 4 shows that a satisfactory decision is reached in the decision making environment with a view 
to balancing the objectives of minimizing both the power generation cost and environmental emission. 
To expound the effectiveness of the proposed RMCGP model of the EEPGD problem, the model solution is 
compared with the solutions obtained by using the approaches: Nondominated Stored Genetic Algorithm (NSGA) 
)27(02267.0001.001051.002503.00107.000588.000255.0 654321
*  ppppppTL
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[28], Multiobjective Particle Swarm Optimization (MOPSO) [25], Multiobjective differential Evolution Algorithm
(MODEA) [29], for minimizing power generation cost and environmental emission individually. 
The solutions achieved under the above approaches are presented in the Table 5 and Table 6.
Table 5. Solution achievement under different approaches for cost minimization
Approach Generator output (p1, p2, p3 , p4, p5, p6 Cost ($/hr)) Emission (ton/hr)
NSGA (0.145, 0.307, 0.549, 0.989, 0.524, 0.354) 607.980 0.219
 MOPSO (0.121, 0.313, 0.591, 0.977, 0.515, 0.350) 607.790 0.219
MODEA (0.133, 0.273, 0.602, 0.975, 0.515, 0.362) 606.126 0.220
Table 6. Solution achievement under different approaches for emission minimization
Approach Generator   output (p1, p2, p3, p4, p5, p6 Cost ($/hr)) Emission (ton/hr)
NSGA (0.405, 0.488, 0.525, 0.408, 0.539, 0.499) 644.230 0.1943
MOPSO (0.419, 0.459, 0.551, 0.3919, 0.541, 0.511) 644.738 0.1942
MODEA (0.393, 0.463, 0.563, 0.4031, 0.568, 0.478) 642.851 0.1940
The schematic presentations of total power generation cost and total emission obtained under the proposed approach
as well as other approaches are given individually in Fig. 2 and Fig. 3, respectively.
Fig. 2. Solution comparison for cost minimization under different 
approaches
Fig. 3. Solution comparison for emission minimization under 
different approaches
The comparisons show that the proposed approach is superior over the other approaches studies previously from the view 
point of making a proper power generation decision by balancing economic operation of power plant and control of 
environmental emission in the decision environment.  
5. Conclusion
The main advantage of the proposed approach is that different other objectives and constraints associated with a 
PGD can easily be accommodated under the flexible nature of the model presented here. Also, computational burden
with nonlinearity in objectives and constraints can easily be avoided here with the use of Taylor series
approximation technique. As an extension of the proposed approach, bilevel programming [30] formulation of an 
EEPGD problem in a hierarchical decision structure for optimization of objectives in a highly conflicting decision
situation may be a problem in future study. However, it is expected that the proposed approach may lead to future
research to meet energy needs in modern society as well as to control emissions discharged to the earth’s
environment in the current complex decision making world.
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