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INTRODUCTION 
En analyse complexe a 1 variable, une remarque fondamentale est que les 
fonctions harmoniques sont parties reelles de fonctions holomorphes et l’etude 
de l’analyse a 1 variable se ram&e souvent a la theorie du potentiel pour le 
laplacien usuel de C. En plusieurs variables, les parties reelles de fonctions 
holomorphes sont harmoniques pour tout laplacien d’une metrique kahle- 
rienne [8]; cette remarque a CtC utilisee systematiquement lorsque la metrique 
est la metrique euclidienne depuis Poincari: (oeuvres t. 4). En general, on fixe 
une metrique kahlerienne adaptee au probleme que l’on se propose d’aborder 
et on utilise les proprietes des problemes elliptiques associes. C’est ainsi qu’ont 
ett5 obtenus par P. Malliavin des renseignements sur les distributions de zeros 
et les valeurs frontier-es des fonctions de plusieurs variables dans certains 
domaines (voir [9] pour une discussion g&&ale). 
Dans [6], est envisagee une methode differente: pour Ctudier les solutions 
communes 5 deux equations semi elliptiques, on melange de facon aleatoire. 
les deux theories du potentiel de ces equations. 
Nous nous proposons, dans ce travail et sa suite, de montrer comment on peut 
resoudre certains problemes d’analyse complexe en considerant simultanement 
toutes les metriques kahleriennes. 
Ici nous envisageons le probleme de Dirichlet pour une equation de Monge 
Ampere complexe dans un domaine strictement pseudoconvexe de C”; certains 
resultats obtenus par Bedford et Taylor [l] sur ce probleme sont rappelees 
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dans 1. L’idCe de base est que le probleme est equivalent a un probleme de 
programmation dynamique de Bellman et done de controle optimal l’espace des 
parametres de controle &ant gross0 modo, I’espace des operateurs de type 
klhlerien (voir 2). La difficult6 provient du fait que sur l’espace de controle 
envisage, les operateurs ne sont pas uniformement elliptiques de sorte que les 
methodes classiques ne s’appliquent pas. La methode que nous utiliserons est 
la suivante; on introduit a priori la fonctionnelle dont le minimum u est la 
solution du probleme de controle. On montre que ce minimum est une fonction 
continue, plurisousharmonique dans le domaine de facon directe, saris chercher 
a montrer qu’elle est solution de l’equation de programmation dynamique (ce 
qui est en general tres difficile m&me dans le cas strictement elliptique); puis on 
montre que ce minimum est solution genCralisCe au sens de [I] du probleme de 
Monge Ampere envisage; le 7 r&out ensuite des equations avec second membre 
fonction de I’inconnue par une methode de linearisation partielle. 
La suite de ce travail qui est poursuivie en collaboration avec A. Debiard, 
appliquera cette methode a certains problemes d’algebres de fonctions (en 
particulier, classification des mesures de Jensen et construction d’enveloppes 
polynomialement convexes). 
Notons enfin que cette situation se retrouve chaque fois que l’on a un systeme 
differentiel du ler ordre; c’est le cas en particulier de la topologie algebrique 
a la quelle sera consacree un travail ulterieur. Ces resultats ont CtC annonces 
dans deux notes aux Comptes Rendus [4, 51. 
Je tiens a remercier Monsieur Paul Malliavin pour les entretiens que j’ai pu 
avoir avec lui sur les methodes employees ici, ainsi que Monsieur Eric Bedford 
pour les conversations que j’ai eues sur le probleme de Monge Ampere. 
Je suis heureux aussi de pouvoir remercier Monsieur AmCdCe Debiard et 
Monsieur Guy Laville pour toutes les discussions que nous avons eues ensemble. 
1. PR~LIMINAIRES SUR LE PROBLI~E DE MONGE AMPERE COMPLEXE 
Etant don& un domaine borne D de Q=*, une fonction f > 0 sur D et une 
fonction v sur aD, on cherche une fonction u plurisousharmonique dans D 
satisfaisant 
(a&p = f n dans D, 
U=p sur 30. 
Lorsque f = 0 ce probleme est le probleme introduit par Bremerman [2]; dans 
le cas general, ce probleme a CtC trait6 par Bedford et Taylor [l]. 
(1) Pour cela, on donne d’abord un sens ?I (i&u)+ pour toute fonction u 
plurisousharmonique continue sur D, ceci est une mesure 20. 
(2) Pour toute fonction u plurisousharmonique, on d&nit Q(u) = 
((~Y%?u)^~)rl~ lorsque u est de classe C2 et on etend la definition a toutes les 
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fonctions plurisousharmoniques, comme mesure 30. Nous nous servirons 
souvent du rCsultat suivant [l]: 
Si u est plurisousharmonique continue SW D, et si aiaiu = ‘pi7 dv f vii avec vzi 
e’trangkre ci dv et vii E L&e (dv &ant le volume euclidien de F), alors 
(*) Q(U) = (dCt(vl;)i,)l’n, 
(**) CD(u)” < (izi&)hn, 
(* * *) si u, est une suite de fonctions phrisousharmoniques C2 qui tend vers u 
telle que la suite (ia&)^n soit bornee au sens des mesures, alors @(uJ + Q(u). 
En particulier cela est vrai pour la suite regular&e C2 psh d’une fonction psh 
continue. 
(3) Pour traiter le probleme de Monge Ampere complexe, Bedford et 
Taylor gcneralisent la methode des enveloppes superieures de Bremermann 
de la facon suivante: ils introduisent la classe S?(f, v) des fonctions v plurisous- 
harmoniques sur D, telles que 
et ils demontrent que si la classe g(f, QI) n’est pas aide, si f E L1 et si le 
sup 9?(f, p) = w est continu, alors w est solution au sens genne’ralise du problkme 
de Mange Ampere, i.e., 
@(4 = f sur D, 
w=cp sur aD. 
2. PROBL~E DE CONTR~LE OPTIMAL ASSOCII? A UNE EQUATION 
DE MONGE AMPERE COMPLESE 
Nous partons initialement du lemme d’algkbre lineaire Clementaire suivant: 
LEMME 1. Soient A, B des matrices complexes n x n hermitiennes, positives, 
B e’tant Jixee. Alors on a: 
Inf Trace(AB) = ~(CX det B)lin (1) 
oti l’infimum Porte sur les matrices A satisfaisant la condition supplementaire 
dCt A >, 0~. 
Preuve. Diagonalisons B et posons ui = apzbii comme A et B sont hermi- 
tiennes positives, ui > 0 et on a 
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par 1’inCgalitC de la moyenne arithmetique et geometrique; pour voir que 
l’infimum est atteint il suffit de le voir par exemple si dCt B = 1 lorsque 
dCt B # 0. Prenons alors aii = b&G/n; et ai = 0. Alors cela donne exactement 
l’infimum et dCt A = 0~. Lorsque dCt B = 0, l’un des bi , disons 6, est 0. On 
peut prendre les arEi # it aussi petits que l’on veut et arm arbitrairement grand 
pour rendre dCt A > 0~. Alors Trace(ilB) est aussi petit qu’on veut. 
Nous allons maintenant montrer comment le lemme 1 reduit le probleme 
de Monge Ampere complexe a une equation de programmation dynamique. 
Pour toute matrice a = (aij(z))il complexe n x n, hermitienne et positive, 
considerons l’opt%ateztr k~hl&ien. 
(2) 
Si u est fonction C* plurisousharmonique, on a done Inf d,u = 
(n/2)(dCt@*u/&, &?3))‘/n oti l’infimum Porte sur l’ensemble des matrices 
(a,j(z)),j hermitiennes 30 avec d&t a > 1; cela est une reformulation dans notre 
contexte du lemme 1. Par suite un probleme de Monge Ampere 
dCt (-$&-) = (~3%)~~ = f n dans D, 
U=p sur aD, 
u plurisousharmonique, 
est formellement equivalent au probleme de programmation dynamique de 
Bellman. 
Inf d,u = (n/2)f dans D, 
U=tp sur aD, 
u plurisousharmonique, 
(3) 
l’infimum portant toujours sur la classe des matrices complexes n x 7t hermi- 
tiennes 20 avec d&t a > 1. Cet infimum est le mCme que celui obtenu en 
travaillant avec des matrices a, j constantes, toujours par le lemme 1, Cvidemment 
la matrice realisant l’infimum depend en general du point de D oti I’on se 
trouve. 
C’est maintenant le probEme de Bellman que nous allons Gsoudre. Nous 
voyons Cgalement pourquoi le probleme de Monge Ampere n’est pas un pro- 
bleme elliptique; dans la formulation de Bellman, nous devons prendre l’infimum 
sur les matrices de symbole principal de determinant 3 1. Le probl&ne de Bellman 
que MOUS awow n’est done pas elliptique. La methode que nous allons employer 
pour le resoudre sera done differente de celles utilisees habituellement puisque 
les hypotheses usuelles sur les equations de Bellman consistent a prendre un 
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infimum sur une classe d’ophateurs elliptiques dont on a & priori une borne 
inf&ure commune d’ellipticite (voir [3, lo]). 
Notons maintenant (b, ..a b,) le brownien standard de Cc”, issu de 0 et 
(Q, Bt , P) son espace de probabilites. Considerons l’espace K des matrices 
complexes hermitiennes n x n positives, R le sous espace de K des matrices 
0 = (~7~~)~~ avec
dCt uu* > 1 Oli &+ = to (4) 
et RN le sous espace de g des matrices a avec 
Notons &$N l’espace des applications 
(s, w) E Rf x Q -+ a(s, w) E ZZN 
qui sont non anticipantes par rapport au brownien. 
Notons enfin &? = UN $N ; 2 sera l’espace des contrdles KiihLSens. Pour 
u E x, existe l’integrale stochastique 
xjp*z’i = x”+ 1” ai3(s, co) db,(s) 
JO 
et c’est un processus stochastique a valeurs C” demarrant de z g t = 0. On ne 
r&out pas ici d’kquations intbggrales tochastiques. 
D &ant le domaine strictement pseudoconvexe de la section 1 notons &,,,,(w) 
le temps de sortie de X~~‘)(w) de D partant d’un point x E D; f Ctant une fonction 
mesurable sur D, et v sur 3D posons 
w(x, u) = E (~““‘” - f(XjO.‘)) dt + v(X&$j), 
u(z) = Inf w(z, a), (7) 
oh l’infimum Porte sur tous les controles kahleriens dans $. 
Remarque. Lorsque u est deux fois derivable et qu’il existe un controle 
kahlerien optimal independant de z, alors il est trivial de voir que 
Infd,u = f dans D, 
ll=y sur aD, 
(voir par exemple Fleming-Rishel [3] p our une telle derivation formelle) et 
par consequent par (3) on a resolu le probleme de Monge Ampere 
det ($&-) = f” dans D, 
u=v au bord de D. 
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Remarque. Jusqu’a present il n’etait pas necessaire de supposer D strictement 
pseudoconvexe. Cela va apparaitre dans les paragraphes suivants et ce sera la 
stricte pseudoconvexite et l’estimee d&t uu * > 1 qui vont jouer le role de stricte 
ellipticit dans un probleme qui ne l’est pas au sens classique du terme. 
3. PROPRIBT~S DE CONTINUITY DE LA FONCTION u 
Desormais, nous nous placons dans un domaine strictement pseudoconvexe 
D = {z E @“/p(z) < 0) oh p est fonction C2 et strictement plurisousharmonique 
au voisinage de D avec Vp # 0 sur aD. Notons D, = {z E c2/p(z) < e} et [lt!z, 
le temps de sortie du processus Xl”*‘) (5) de D, . 
LEMME 2. Ona 
%$!z,) G cc, - p(z)) (8) 
od C ne dipend que du domuine D. 
Preuve. Projettons le processus XL:;*) par la fonction p si u E SF, on note 
a = uu*. On a alors par la formule d’It6 
Prenons s = [i&, A n, prenons l’esperance; celle des martingales est 0. Prenons 
a la limite n + + co. 11 vient 
Mais par le lemme 1 et la normalisation de u puisque p est strictement pluri- 
sousharmonique prb de D on deduit (8) sous forme precisee 
LEMME 3. La fonction z -+ E(&,,,,) est continue SW D et vaut 0 SUY aD. De 
plus, on a 
-w(d) G cc-P(Z)) 
oti C est indt!pendant de u E 2 et pour tout domuine relativement compact 
D’ C D’ C D, elle est lipchitzienne avec constante de Lipchitz indbpendante de 
UEX. 
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Preuve. Le lemme 2 avec 6 = 0 donne la continuite au bord de D. Soit D, 
suite d’exhaustion de D par des ouverts relativement compacts de d, la distance 
de D, i aD. 
Soient zi , z,, E D, fixes. Si 1 z1 - z,, 1 > d,J2, Ccrivons simplement: 
Si / z1 - z, ( < d,/2, remarquons que 
et que 5b.,,) est le temps de sortie de X(o4 du domaine translate -zi + z,, + D 
et ce domaine translate contient D, et zi et z,, . De plus il existe une constante C, 
telle que pour E = C, 1 z, - z,, 1, aD et a( -z1 + z0 + D) = -zl + z. + aD 
soient contenus dans la couronne (-E < p(z) < 6) et D, C {p(z) < -6). Par 
consequent les temps {c,,,~, i = 0, 1 satisfont 
oh [- (resp. 5,) est le temps de sortie de X(a~Zo) de D-, (resp. D,,). Le lemme 
de It6 applique ?I p donne alors 
et done si 7 est temps d’arret de X(O~zo) avec [_ < T < CA 
d’ou 
E(T - 5,) < C,’ I 2, - “o 1 
E(I 5(,.,,, - h,.,,, I) < E(I kv,, - 5- I) + E(I L - 5co.z~ I) 
< 2G’ I Zl - zo I (10) 
ce qui acheve le lemme 3 par (9) et (IO). 
LEMM?Z 4. (1) s&t ZoE aD; On U 
pour z E D uvec C indipendante de z, E aD et de u E .$. 
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(2) Soit D’ C D’ C D domaine relativement compact de D; pow z1 , zO E D’, 
ona 
E(l x&$ - x$$ I) < C(o3 I Zl - zo v2 
air C(D’) ne depend que du domuine D’ et pas de u E 2. 
Preuve. (1) Soit z. E aD, z1 E D 
4 I x::::;, - z. I) < 1 z1 - z, 1 + (E (x 1 [‘“‘“” 7 & dbi (‘))“* 
I 
(12) 
(13) 
Mais on a 
< 1 z1 - z,, I + (E (~C’u’zl’ (Trace uu*)(s, w) ds))l”. 
-p(zl) = E ( ~c’utzl) C aij & ds) 3 C’E ([C’““” (Trace a) ~5) (14) 
puisque p est strictement psh d’oh par (13) et (14) le rbultat. 
(2) Soit D, comme au lemme 3, z, , z, E D, . Si I z1 - z, I > d,,/2, rien 
n’est h dkmontrer quitte B prendre une grande constante (dkpendant de n). Si 
1% - z, ( < &/2, recommencons le raisonnement du lemme 3 en posant 
To = 5c.z,, > 71 = 5b.z,, et en gardant les notations du lemme 3. 
E(J X;.ro) - X+) I) < E(I X$) - X$‘O) I) + 1 z, - z, 1, (15) 
E(I X%z~) _ XFzo) 7 1 ) = E (1 1 C Ii’ uij db, I’) 
P i c- 
Mais par It8 
2c 1 z1 - z, = 1 p(XjyJ) ) - P(X~“,.“~‘)I = E C i Jc’ nif & ds) 
i.i C- t 5 
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d’Oh 
(17) 
ce qui permet de conclure par (15)-(17). On a alors 
TH~ZOR~~ME 1. Soit f bornke uniformkment continue SW D, Cp son module de 
continuite’; soit F continue sur aD, # son module de continuite’. 
(1) Alors u est continue sur D et vaut F sur aD. 
(2) De plus, pour z, E aD, z E D, on a 
I u(z) - u(zo)l < WC’ I .z - %J P2) 
avec C et C’ ind+endants de x, z. . 
(3) D’ est ouvert relativement compact de D, si zO , z1 E D’, on a 
ori C et C’ ne dkpendent que de D’. 
Preuve. (1) On fixe (T E 3 et on va demontrer les inegalites analogues 
pour la fonction w(z, U) avec des constantes C, c’ independantes de (T E 2 et 
ne dependant dans le (2) que de D dans le (3) que de D’ C D’ C D. Le thCor&me 
se deduira immediatement par passage a I’infimum. 
(2) Etude au bard. Remarquons qu’on peut toujours supposer @ et 4 
concaves: on a 
d’ou la majoration par #(C 1 z - z. 11j2) par le lemme 4. De mZme 
1 E (j-c”.“f(X::‘) ds)t < llf lIr”cm EGA 
0 
et on con&t par le lemme 3. D’oti le (2). 
(3) Etude duns D, . 
et cela est trait6 par le lemme 4. 
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Le ler terme se controle par @(I a,, - a1 1) E(&v,,O)) uniformement borne par 
le lemme 2. Le 2eme terme se controle par l]f(lLm(o) E(I &,,,J - &,,,,J I) qui 
se controle par le lemme 3. 
Remarque. Dans [l], Bedford et Taylor demontrent des resultats analogues 
pour f et v hiildbriennes. Dans [ll], lorsque f E 0, on montre que la solution 
du problirme de Bremermann pose par v continue est continue saris specifier 
le module de continuite. 
4. PRINCIPE DE BELLMAN ET PLURISOUSHARMONICITI? DE u 
THBOR~ME 2. Supposons f 3 0 et f, 9) borties et telles que u soit continue 
sur B et w(z, CJ) continue sur D pour tout u E 2. Alors u est plurisoushusmonique 
dans D. 
Ce theoreme se deduit du theoreme suivant connu sous le nom de principe 
de Bellman qui est reellement une version integree de l’equation de program- 
mation dynamique. 
TH~ORJIME 3. Soit x E D, T le temps de sortie d’un domaine D’ contenant z 
(pour n’importe quel processus que nous considererons). Supposons f > 0, f, q~ 
bornies telles que u soit continue sur D et w(x, u) continue sur D pour tout (J E 2. 
Alors pour tout t, on a 
u(z) = Ini- E ( -/‘Atf(Xt$) ds + u(X$$,)). 
0 
Dt!duction du thkordme 2 h partir du thkorkme 3. Prenons D’ n’importe quel 
domaine contenant z E D et t = +oo dans la formule (18) du theoreme 3; 
comme f > 0, 
u(x) < E(u(X(“,z’)) 1.0 * 
Prenons pour o une matrice constante, comme u est continue, done scs, u est 
sousharmonique pour l’operateur A, ; ceci est vrai pour toute matrice a hermi- 
tienne 30 avec dCt a 3 1 done C a,,(a2u/&, Zj) 3 0 comme mesure. Cela 
implique aussitot que la matrice a*24/a,2, Zj est positive par un raisonnement 
par l’absurde. 
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Avant de demontrer le theoreme de Bellman, demontrons en nous inspirant 
de Krylov [7]. 
LEMME 5. Pour les hypothkses de continuite’ de II dans D pour u E ~8, alors 
s t%,,zl t-+- f(X:;?) ds +Ok$J ” (19) 
est une sous-martingale. 
Preuve. Fixons 8 < t3 + t deux temps certains et etudions 
E- 
( s 0 
(t+e)nc f(X,) ds + u(X,) / %wi) 
== -~eAcf(X,) ds -t E ( -c”‘AC f(X,) ds + u(X(t,& / %A$ (20) 
11 est clair qu’on peut supposer (3 CtagCe puis faire ensuite les passages a la limite 
usuels: il est alors clair aussi qu’on peut supposer 0 constante sur 
v * 5, (t + 0) * 5[ ‘g 1 e a e 5 u(19 A 5, w); il est enfin clair que l’esperance condi- 
tionnelle du 2eme membre de (20) est Cgale a 
AY, 4 = E (-fA’f(c4 + y) ds + u(h,< T y,) 
0 
(21) 
u = u(e A 5, q, 
y = x&z’, ) 
et done le ler membre de (20) est 
- 
I 
eAcf(X$z)) ds + x4(X@, u(0 A 1, w)). 
0 
A &ant dkfinie par l’identid (21). Le lemme 5 sera dCmontrC si l’on montre 
U(Y) f Jy, 0) vy’y, 0. (22) 
car alors I’esperance conditionnelle de ler membre de (20) sera 
s 
mt 
> - f(X$Z’) ds + u(Xki”‘) 
0 
ce qui est l’inCgalit6 des sous martingales. 
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Demontrons (22). Soit c; alors il existe uz E 9 tel que up u(z) < w(z, a,) < 
u(z) + 26. 
Mais tout est continu uniformement sur D. Done on peut recouvrir D par 
un nombre fini d’ouverts lJz, a*. Uz, tels que on ait pour 2’ E Uz, 
u(d) < w(z’, CT,*) < u(z’) + E. (23) 
Posons A, = U, 1 ... Ai = Uz, - Ai-, et definissons 
qu, w) = u si u < t, 
qu, w) = ep,‘(u - t, w) si u > t, 
(24) 
si y + ub, E Ai (e, est le shift temporel de t). Alors comme a,, < Ni Id, 
u < N Id, Z < sup(N, , N), et clairement dCt ZZ* 3 1 d’oh Z E 2 = UN yN . 
Alors 
la dernike inegalite a cause de (23) et de (24). Par suite, par definition de A. 
u(y) < E + A(y, u) puisque sur [0, t], Z = u. Ceci est vrai pour tout E d’oh (22). 
Remarque. Dans ce lemme 5, la continuite de u ne sert qu’a obtenir (23) 
avec un nombre fini de Uz, de facon a construire un controle kHhlCrien .Z qui 
soit dans yM pour M 6x6. 
On aurait pu aussi definir une autre fonction v par 
v(z) = Inf w(.z, u) 
w(z, u) donne par (6), mais I’infimum portant sur tous les controles kahleriens 
u avec dCt UU* > 1 (mais pas necessairement borne). Alors le theoreme de 3 
est encore vrai! (on n’a jamais utilise nulle part que a Ctait dans un yN , i.e., 
borne pour les estimees de 2-4); le theoreme de plurisousharmonicite, et le 
lemme 5 sont vrais saris hypothbe de continuite sur u. L’introduction de la 
classe 2 = u yN (plutot que de la classe de tous les controles kHhlCriens 
possibles) sera utilisee dans I’Ctude des equations de diffusion associees a l’equa- 
tion de Monge-Ampere. 
Fin du tht%.r&e 3. Pour T temps de sortie d’un domaine, t &ant fix& le 
lemme 5 dit que 
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on peut en effet stopper la sous martingale du lemme 5 car f et v sont bornees. 
On peut aussi stopper au temps d’arret. 
Maintenant pour avoir l’egalite, stopper la sous martingale du lemme 5 au 
temps d’arr&t T, = (T A t + n) A <,., . Alors 
u(z) < :I: E ( -jTn f (X?$) ds + u(X:.?)). 
0 
Faisons tendre n - fco, T,, + &,,,, et comme f > 0 le I er terme tend en 
decroissant vers E( -~~Oyz’ f (X:2)) ds). De plus u est continu et tend vers q 
au bord, done par convergence dominee le 2eme terme tend vers E(rp(Xg;fi,)) 
d’ou 
( I 
b..) 
u(.z) < Inf E - 
(I& 
f (X:2’) ds + ~(X’“*“’ 
0 
c,,,,,)) = 44 
d’oh I’CgalitC attendue par la propriete de sous-martingale du lemme 5 par 
rapport a la suite T, qui nous dit que 
E (-Lr”f(X;$) ds + u(Xk$)) 
est une suite croissante en n. 
5. RESOLUTION G~NI?RALIS~E DE L%QUATION DE MONGE AMPBRE 
TH~OR&ME 4. Supposons D strictement pseudoconvexe borne’ dt@ti par { p < O} 
air p est for&on C2 strictement plurisousharmonique dam D. Soit f bornt!e positive 
uniform&en t continue sur D, v continue SW aD. Alms la fonction u (donnee par 7) 
est fonction continue pour D plurisousharmonique dans D et est solution gt%ralist?e 
du probkme 
(ia&)-n = ((2/n) f )” sur D, 
(25) 
u=lp SUT ao. 
Preuve. La demonstration de ce theoreme utilise les resultats de Bedford et 
Taylor que nous avons rappel& au 1. Considerons la classe W,(f, v); rappelons 
que c’est la classe des fonctions v plurisousharmoniques continues dans D 
telles que: 
lf;oEff VW G dzo) sur aD, 
(26) 
@(v> b (2/n)f sur D, 
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avec la definition de @ rappelee au 1 (voir [l]) 
Soit w(z) = sup v(2) pour v E S,tf, 9~). (27) 
On a 
LEMME 6. On a u(z) dt@zipar (6) at Lgul ri w(z) d$inipar (27). 
Finissons a@ Ze th.4orkme 4. Elle est sembable B la preuve du dernier thee- 
r&me de Bedford et Taylor [l] (plus precisement, ils demontrent que si le 
supremum de la classe 9(f, q) est continu sur D et vaut v sur aD, alors ce 
supremum est solution de (25)). I ci nous ne regardons que la sous classe 
~3~(f, v) C 9Y(f, v) avec la propriete supplementaire de continuite. On va 
montrer que (a8w)An = ((2/n) f)” (8~)~~ a un sens car w = u par le lemme 6 -- 
et u est continu plurisousharmonique). Soit z0 E D 39(x,, , p) C D et v psh sur -- 
a(zO , p) continu sur 9J(z0 , p) avec 
v=w sur WG, P), 
@(v) = (2/n) f sur g(zo, P), 
(&%)An = ((2/n)f)” sur gh , Ph 
v existe car on sait resoudre le probleme de Monge Ampere pour le cas de la 
boule. Or w est continu psh, done @(w)~ < (aaw)^“, d’oh (8~)~” > ((2/r~)f)~ = 
(a&p sur g(zs, p). Par le principe du minimum pour l’equation de Monge 
Ampere dans la boule, w < v sur L@(z,, , p). Soit alors 
w=v sur g(zo , p), 
=w sur D - ~(zO , p). 
Alors W est continu sur D, psh. sur D, vaut v sur aD et Q(W) > (2/n) f, 
d’ou WE 9J,(f, CP) et done W < w. Or par construction et puisque v > w, 
W>w,d’oh W=wetdonc W=w=vsur99(z,,p),d’oh 
(a8w)^” = (a%)^” = ((2/n)f)n sur WG, P>. 
Montrons muintemunt le lemme 6. @ On va montrer que IL > w en montrant 
que si TI E 9!,(f, p), alors v < u dans D. Posons &Jjv = fir dv + vi, oti ai, est 
1 . Ctrangere a dv, fir EL:,,, et dv est le volume euclidien. D’aprb les rbultats 
rappel& au 1, on a 
Q(v) = dCt(fi,)ll” 
et de plus si o, est regularisee psh. C2 standard de er (dtfinie B priori dans D-J, 
on a 
@(VE> - w4 PP- 
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D’autre part, on a par ItB et pour tout u E S? 
et par le lemme 1 
puis par le lemme de Fatou si E + 0 
Mais Q(V) > (2/n)f et v a une lim sup au bord +I et XyVz’ est a trajectoires 
continues, d’oh 
Par suite v(z) < U(Z) par definition (6) de u. 
@ Montrons maintenant que u E BB,(f, p) ce qui mont_rera que u = w. 
Pour tout operateur kPhlCrien A, 8 coefficients constants a E TN , tout domaine 
B C D, notons GaB le potentiel de Green de A, relatif a B et comme u est psh 
ainsi que nous le savons, on peut Ccrire 
puisque u est sousharmonique pour A, . 
Maintenat soit z E D, B autour de z, 7 le temps de sortie de B et appliquons 
le principe de Bellman (18) en majorant l’infimum du membre de droite 
de (18) par le controle u = alI2 constant. Alors on obtient aussitot l’inegalite 
-G/pa < -G/f. (29) 
Ceci est vrai pour tout domaine aussi petit soit-il B; posons 
a,+ = vrr dv + oti 
FE1 l GCK! 9 v,, Ctrangere a dv. 
Alors 
(30) 
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oti va E I&, et w* est Ctrangere a dv. Nous deduisons alors du theoreme 5 suivant 
de (29) que 
&oh par (30) et le lemme 1 
Or comme u est continu psh, d’apres les rCsultats rappel& au 1, (dtt ~~,)~/~=@(a) 
d’oh a(u) > f. Comme on sait deja que u tend vers au bord de D, on a 
u E 93’,(f, p) ce qui acheve le lemme 6 et done le theoreme 4. 
I1 nous faut encore demontrer le theoreme 5 suivant que nous utiliserons 
pour dtduire (31) de (29). 
THBOR~ME 5. Soit’d, opkateur elliptique du 22me ordre h coejicients constants 
sur utt domaine D de Rn n 3 3. p une mew-e sur D de s&e quelconque; pour 
tout ouvert relativement compact de D, soit G. u le potentiel de Green de U relatif 
h A, (celui qui est surharmonique done ci noyau 20). 
Supposons que pour tout U relativement compact de D G,,“p 2 0. Alms la 
den& de ~1 par rapport d la mesure de Lebesgue st 20 pp. 
Preuve. D’abord on peut se restreindre an cas oh p est de masse totale finie 
quitte a regarder p ID, oh D, est suite d’ouverts relativement compacts qui croit 
vers D. Posons done 
dp =fdx+dv 
oh f ELI et dv est &rang&e a dx. D’autre part un changement de coordonnees 
nous ram&e aussitbt au cas du laplacien euclidien standard et done des potentiels 
de Green standard. 
LEMME 7. Supposons v ktrangkre h dx. Alors pour presque tout x E D, 
lim (cB’“‘“‘~)(X) = 0. 
v-0 T2 
Preuve. Soit E > 0. Pour presque tout x E D, il existe 6 tel que 
I 4% TN1 < Tc p our 0 < 7 < 8 (voir [12]). Posons &) = v(B(x,p)) et 
prenons r) < 6. Alors 
(GW(z.d) v)(x) = ln dy(P) (+ - +) = (n - 2) ln v(P) +i dP - 
D’ou pour tout E’ 
lim sup (GB'o."'~)(~) < E,. 
s-0 T2 
Changeant v en -v, on a lim inf ... > -6” d’oti le lemme. 
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LEMME 8. Soit f me fonction L’(D). Posons 
f&c) = $ (GE'-y)(x) d@nie SW D, oli C, = unpl i - t ( ) 
D,, = {z E D/d@, aD) > 7). Alors on a jl fn -f IJL, ---, 0 et done il existe me 
sous suite ys -+ 0 avec f,, -+ f presque partout. 
Preuve. Remarquons que 
(GB(Z.n’~B(xd~) = un-1 in (+ - -+) p”-‘dp. 
= c,q 
et done f,, &ant definie seulement sur D,, on a si 17 < n,, 
llf, - f IIL’(Dno) 
1 
:= i C I n’i Dno 
dx 1 GB(s,n’(f - f (x))(x)\ dx 
G&j-n dxI(+ 
0 
- +) 1 f @ - z, - f (X)bkI,a) b) dz 
G zE$&ll f (* - 4 - f (~>llCCO,,~ 9 
(**) et ceci tend vers 0 si 7 --t 0 puisque f E L’(D). 
Preuve du th6oorlme 5. On a par hypothbe pour tout x, tout 7 
(1 /C,$) GB(s~n)P > 0. Mais si 77 + 0 (l/~z)(GB~z~%)(~) + 0 pp et en prenant 
une sous suite ( 1/Clly2)(BB(z*n)f )(x) + f (x) d’oti f(x) > 0 pp. 
Remarques 2. (1) En fait dans le lemme 8, on a un theoreme de derivation 
de Lebesgue qui permet de dire que fn + f pp. 
(2) 11 est vraisemblable que GUp > 0 pour tout UC D implique p > 0 
(et pas seulement la partie B densitt de p) et cela doit pouvoir se voir par 
balayage. Cependant nous n’avons pas de preuves rigoureuses. 
Preuve de (**). Montrons que pour f continue a support compact dans D. 
Alors pour z E B(0, 7) assez petit le support de f (. - z) reste dans un compact 
donne de D et par continuite uniforme 1 f (. -- z) - f (.)I -+ 0 uniformement 
sur D,O (7,, Ctant fixe), d ‘oh SD,,, ( f (x - z) - f (x)1 dx + 0 uniformement si 
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1 z I -+ 0. Si f EU(D), soit E > 0 et f. a support compact dans D avec 
SD If -f. / dx < E. Alors 
Jb, If@ - 8 - f(x)1 dx G s,, If@ - 4 -f& - 41 dx 
0 II 
+ s,, If& - 4 -foWl dx 
Cl 
-i- / I f (4 - f&l dx. 
%J 
Mais .fDv, If@ - 4 -fob - 41 dx < J’D If (4 -fo(41 dx < E si I 2 I < 77 -C v. ; 
done le ler et le 3eme terme sont <E. Le 2eme terme est <E si 77 est assez petit 
a cause de la continuite de f. . 
De notre formule pour la resolution de (25) nous deduisons un principe de 
restriction qui s’tnonce ainsi: 
COROLLAIRE 1. Soit toujours D strictement pseudoconvexe, q~ continue sur aD, 
f borw’e uniformhnent continue sur D et w la solution du probhe (25). Soit 
D’ C D’ C D et soit le probkme 
(aS4p = f- dans D’, 
cww 
WI = w au bord de aD’. 
Alorsw,=w~,~. 
Preuve. Cela resulte de I’expression de w et wr comme solution du probleme 
de controle (7) et du principe de Bellman avec le temps d’arr&t 7 de sortie 
de D’: en effet on a pour s E D’ 
w(z) = Inf E (-L’f (Xi:;“) ds + w(Xp*'))) 
oh 0 E 2, ce qui exprime que w est solution dans D’ du probleme (25) et par 
unicite de ce probleme dans la classe des fonctions psh, w = wi . 
6. CAS DE LA BOULE; LA FONCTION DE SYNTHhE 
Considerons la classe &, des fonctions 
(avec det uu* > 1 et u < NId). 
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On peut alors risoudre l’equation stochastique suivante dans D 
et considerer 
(33) 
Clairement comme (s, W) -+ uz~(X~$) est d ans la classe de controle kahkien 
.FF’, on a 
u(z) < U@). (34) 
Supposons que la solution w du problbme de Monge Ampere existe et soit LzlOc 
(comme c’est le cas dans la boule si f et F sont Cz). Alors prenons pour 
oii = (a,~,w)““/(dCt(a,~jw))l’n; d’aprks Krylov [7] il existe une solution (peut 
etre plusieurs d’ailleurs) a (32). Mais clairement on voit que 
u(z) = w(z) = E (- r(‘“‘z’f(X~~z’) ds + v(Xt;;;,)) = u(z). 
‘0 
(C’est la definition m&me du probleme de Monge Ampere!!) 
Par suite dans cecas, on a un controle kahlerien optimal Q donnt par w elle- 
mCme par la formule precedente. 
7. RESOLUTION D'BQUATIONS DE MONGE AMPLE 
AVFX SECOND MEMBRE NON LINkAIRE 
Nous allons considerer dans ce paragraphe, des problemes du type suivant 
dans D, 
sur aD, 
(35) 
pour u psh. Sous des hypotheses supplementaires liant D, f, v, nous allons 
montrer que ce probleme a une solution psh continue en utilisant les theorltmes 
d’existence et d’estimation des paragraphes precedents. 
Notations et hypothkses. D est strictement pseudoconvexe de&i par 
{p(z) < 0). On pose 
M(D) = . maxid-P(4> 
mm,,,(dCt(EFp/%, a%- . (36) 
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On suppose que f est fonction definie sur D x R et uniformement continue 
sur D pour tout u E IT3 fix& On pose pour tout u E R 
llf II m,u = yg If(% a, 
vs[-u.+ul 
(37) 
llf II llp*u = ZFE, “.EpgL] 
If (z, 9) - f 6% a 
) v - 0’ ) 
. 
THI%O&ME 5. Supposons qu’il existe u E lR+ avec 
M(D) llf IL + II v llew < u, 
WD) Ilf Il1ip.u < 1. 
(38) 
Alon (35) a we solution uO psh SUY D continue sum D avec II u,, Ijop(D) < u. 
Preuve. Pour toute fonction v(z) E W(D), pour tout contrble kHhlCrien u E $, 
posons 
w(z, u, v) = E (-f-’ f(Xf*.’ v(X!$“)) ds + ~(X~;&)), 
(39) 
u(z, v) = InI w(z, a, v). 
Comme v est continu sur D, f (z, v(z)) est alors uniformement continu sur D, 
borne sur D et done u(z, v) est psh sur D, continu D et satisfait 
(a&q” = f (z, v(z)) dans D, 
u=qJ sur aD, 
a cause du theorbme 4. Considerons l’application v E V(D) -+ u(., v) E W(D) 
et montrons qu’elle a un point fixe ce qui achevera le theoreme. Or 
II 4.3 mm G II v Ilam + Ilf Ilm.llvll Wd. 
Mais le lemme 2 et (8) montre que E(&,.,,) < M(0) et done 
11 u( ., v)I1op(~) < M(D) It f Ilm.,,oll + 11 ‘p ht’(~D) . 
D’autre part si II v 11, IIv’ II < v,, 
I w(z, u’, v) - W(& 0, v’)l < Mm Ilf lIllP.VO II Z’ - v’ Ilvm 
et par suite cela passe a l’infimum avec la m&me constante de Lipchitz 
I 4zv 4 - 4z, 41 G M(D) Ilf IIm,,vo II 2’ - v’ /limo . (41) 
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Par consequent soit la boule de centre 0 et de rayon u dans ‘Z(D) avec u comme 
en (38). Alors par (40) et (41) l’application o E B(0, u) -+ u(., V) est contractante 
de la boule dans elle m&me, done par le theoreme de Picard elle a un point 
iixe u. ; on a 
d’oti u,, est solution de (35). 
EXEMPLE. Si D est boule de rayon R de centre 0, prenons p(z) = / z I2 - R2 
de sorte que max,(-p) = R2 et M(D) = R2. Prenons v = 0 par exemple. 
Alors (38) sera certainement realis pour R assez petit. 
Remarque. (1) Des applications du probleme (35) seront traitees ulterieure- 
ment; Bedford et Taylor traitent des problemes du type (35) avecf lipchitzienne 
convexe croissante en u saris hypothbe sur la taille de D. 
(2) Les equations de diffusion dans la classe des plurisousharmoniques 
et des equations de Monge Ampere de type plus general paraitront dans une 
publication uldrieure. 
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