Full waveform inversion of seismic data is often plagued by cycle skipping problems so that an iterative optimization method often gets stuck in a local minimum.
INTRODUCTION
Conventional FWI inverts for a velocity model by using an objective function that minimizes the L ଶ norm of the residuals between the predicted and the observed traces (Tarantola, 2005; Virieux and Operto, 2009) . However, such a misfit function is highly non-linear and the iterations often get stuck in local minima. In order to mitigate this problem, a skeletonized representation of the data such as first-arrival traveltimes (Luo and Schuster, 1991a,b; Woodward, 1992; Zhou et al., 1995) can be inverted to obtain the low-to-intermediate wavenumber details of the background velocity model. Using the wave equation to invert traveltimes is known as the wave equation traveltime inversion (WT) method where the misfit function is quasi-linear and enjoys better convergence properties than conventional full waveform inversion (FWI). For the traveltime and waveform inversion strategy (Zhou et al, 1995) , the early iterations use WT to estimate the low-wavenumber parts of the model, and then a waveform inversion method is used to estimate the detailed parts of the velocity model.
An example is shown in Figure 1 , where the waveform misfit function ζ is defined as the sum of the squared residuals where ΔPሺ, , tሻ = P ୭ୠୱ ሺ, , tሻ − Pሺ, , tሻ is the data residual. Here, P ୭ୠୱ ሺ, , tሻ and Pሺ, , tሻ represent the observed and the predicted traces for a point source at and a geophone at respectively, and the model in this example is a two-layer medium so that the scattered data contain both primaries and multiples from the reflector and free , ⑵ where α is the step length, mሺሻ is the model parameter at the ݇ ୲୦ iteration .
Unfortunately, the gradient method stops at the local minimum nearest to the starting model (rightmost red circle in Figure 1b ) and cannot proceed further unless special adjustments are made. To mitigate the local minima problem, we need to begin our iterations at a starting velocity model that is close to the true model at V = 1.0 km/s, which is often not
possible. An alternative is to simplify the misfit function to eliminate most of its bumpiness and avoid getting stuck far from the global minimum. One way to do this is to find the velocity model that minimizes the sum of the squared traveltimes as depicted in Figure 1c . Here there is only one simple traveltime for each trace, rather than thousands of amplitudes that need to be explained by the velocity model. In this case, the velocity model will be much simpler than the actual velocity model because it only has to explain traveltimes. Therefore, the complicated waveform misfit function in equation 1 . ⑷
There are no local minima in this case so a gradient optimization method will quickly converge to the global minima at V = 1.0 km/s. In fact, this inverted velocity model, also known as a velocity tomogram, can be used as a starting velocity model for FWI to mitigate the local minima problem. Another simplification, i.e. skeletonization, of the traces, is to low-pass filter the data as shown in Figure 1e . In this case the waveform misfit function in Figure 1f is much simpler than that for the original data in Figure 1b . We can also mute all but the early arrivals and get an even simpler misfit function. This strategy of simplifying the data (traveltime and /or early arrivals or lower frequencies) is defined as skeletonization or multiscaling of the data (Luo and Schuster, 1991a,b; Bunks et al., 1995) .
Previous to Luo and Schuster (1991) , the Fréchet derivative
could not be computed unless the high-frequency approximation of ray tracing was used.
This restriction was lifted by the implicit function theorem (Luo and Schuster, 1991a; Luo and Schuster, 1991b) which says
where Φ is the time derivative of the cross-correlation between the observed traces P ୭ୠୱ ሺ, , tሻ and the predicted traces Pሺ, , tሻ at the geophone position :
Φሺm, τሻ |தୀத = න dtPሺ, ‫,ݏ‬ tሻP ሶ ୭ୠୱ ሺ, , t + Δτሻ = Pሺ, , tሻ⨂P ሶ ୭ୠୱ ሺ, , tሻ |தୀத = 0, ⑹ where ⨂ denotes cross-correlation in time and τ is the time lag; here, the P ሶ ୭ୠୱ denotes differentiation of P with respect to the time variable. The cross-correlation function, also known as the connective function, achieves its maximum and its time derivative becomes zero at the time lag value τ = Δτ, which temporally aligns the predicted trace with the recorded trace. If the predicted velocity is wrong, then this lag value is non-zero because the arrival time of the predicted trace does not match the observed arrival time on the Interpretation   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 This paper presented here as accepted for publication in Interpretation prior to copyediting and composition. is the migration velocity and Δz is the depth shift in the migration image that is needed to align the events in the common image gather (CIG) with one another.
Wave-equation migration velocity analysis (WEMVA) (Biondi et al., 1999; Sava and Biondi, 2004; Shen and Symes, 2008) inverts for the migration velocity that maximizes the similarities of CIGs. If the migration velocity is incorrect, then the specified events will not be at the same depth in the CIG.
In the following two numerical examples, the CIGs are computed in the plane-wave domain using plane-wave migration (Whitemore, 1995; Duquet et al., 2001; Zhang et al., 2005; Liu et al., 2006) . The WEMVA method assumes that the correct migration velocity will lead to flat events in the plane-wave CIGs because the migrated events from the same reflection point are at the same depth for different angles of planewave incidence. On the other hand, for an inaccurate migration velocity, the events in the plane-wave CIGs will have depth shifts or residual moveouts Δz. The objective function of the velocity inversion method is defined as
where j denotes the plane-wave index, and the update formula is
, ⑾ is derived by defining a connective function (Luo and Schuster, 1991b) . In this case, the connective function is the z-directional derivative of the local cross-correlation between a plane-wave migration image m ୨ ሺሻ and a pilot image m ሺሻ:
Φሺ‫ݏ‬ሺ′ሻ, ‫ݖ‬ሻ |௭ ୀ௭ = ‫‬ ‫ݖ݀‬ ݉ ሺ‫,ݔ‬ ‫ݖ‬ሻmሶ ሺ‫,ݔ‬ ‫ݖ‬ + Δzሻ = 0, ⑿ where j denotes the plane-wave index, x and z are the horizontal and vertical coordinates of the image position , and ‫̃ݖ‬ is the space lag in the correlation. When ‫=̃ݖ‬ Δ‫ݖ‬ , which means the shift value aligns the migration traces to be at the same depth, the cross-correlation achieves the maximum value, and its z-directional derivative becomes zero. Figure 2 shows a synthetic result for WEMVA using plane-wave CIGs. Using the initial velocity model shown in Figure 2b , the plane-wave CIGs have strong residual moveouts as depicted in Figure 2d . After 10 iterations, the inverted velocity model in Figure 2c recovers most of the low-wavenumber components of the true velocity in Figure 2a and produces a more flattened CIGs as depicted in Figure 2e . Figure 3b . The plane-wave CIGs are more This paper presented here as accepted for publication in Interpretation prior to copyediting and composition. © 2017 Society of Exploration Geophysicists and American Association of Petroleum Geologists. where ‫ݏ‬ሺሻ represents the shear-slowness. In this case, the connective function is the derivative of the cross-correlation between the predicted spectrum Dሺκ, ωሻ and the conjugated observed spectrum Dሺκ, ωሻ * ୭ୠୱ in the κ − ω domain: This paper presented here as accepted for publication in Interpretation prior to copyediting and composition. © 2017 Society of Exploration Geophysicists and American Association of Petroleum Geologists. ; for notation simplicity, the shot variable is silent. Setting ߢ̃= Δߢ , says that the wavenumber shift aligns the predicted and observed spectra with one another for a specified ω; thus, the cross-correlation achieves the maximum value and its wavenumber derivative becomes zero. This method is denoted as skeletonized waveequation dispersion inversion (WD) (Li and Schuster, 2016; Li et al., 2017a) , and is less prone to the cycle skipping problems of full waveform inversion (FWI).
A 2D blind 1 model test is conducted to test the proposed idea. The synthetic data are generated by using a Ricker source wavelet with a 10-Hz peak frequency. There are 120 shot gathers, each with 120 receivers at a 5 m interval. Figure 1 The author was given the data to invert but did not know the velocity model at the time.
2 A common offset gather refers such a gather that all traces within it have the same source-receiver offset. The WD method is also applied to a near-surface field data recorded over the Qademah fault, which is shown in Figure 6 . We denote this as a possible fault because it is characterized by a low-velocity zone that linearly trends for many kilometers. A common offset gather (COG) is shown in Figure 7a with the sourcereceiver offset of 50 m. The dashed lines in Figure 7a indicates the location of the Qademah fault, which is consistent with the lateral velocity decrease in the P-wave velocity tomogram of Figure 7b . The P-wave velocity tomogram is computed by inverting the P-wave first-arrival traveltimes with a ray-based tomography method.
Then, all shot gathers are transformed into the κ − ω domain by a linear Radon transform (LRT) method and the maximum energy values of the dispersion curves are picked. Figure 7c shows the S-wave velocity tomogram obtained from 1D WD inversion (Li and Hanafy, 2016) , where the horizontal layered medium is assumed, which can be used to roughly estimate the position of the Qademah fault. The WD method does not require the horizontal layered medium assumption, and is used to invert the picked dispersion curves to give the 2D S-wave velocity tomogram shown in Figure 7d . It is obvious that there is a low-velocity zone on the downthrown side of the fault. This is consistent with the P-wave velocity tomogram in Figure 7b and the COG profile in Figure 7a for 150 m< x < 300 m (Li and Schuster, 2016) .
C) Wave equation traveltime inversion where Δτ Δτ and m vሺx, zሻ.
Here, v(x,z) is the P-wave velocity and Δτ is the residual between the predicted and observed first-arrival traveltimes of a shot gather. The first-arrival traveltimes are The WT method is applied to a field dataset from a Gulf of Aqaba experiment. A 2D resistivity profile was also acquired at the same location parallel to the seismic profile. Figure 11 shows COGs with different offsets, where a discontinuity appears at x = 145 m (the area indicated by the black dashed ellipse). The time delays of the surface waves in the distorted area (ellipse in Figure 11b ) implies that the shear velocity is slower, and suggests the location of a possible fault. Figure 12a shows the WT tomogram after 10 iterations with a gradient starting model. The pink ellipse area represents a laterally variable velocity, which might be interpreted as a colluvial wedge associated with the fault. The recorded resistivity data were inverted using where ߟሺሻ is the relaxation rate, and approximately equals to 1/ܳሺሻ for realistic geologic models (Li et al, 2017b) . The connective function is defined as the . When ݂ ሚ = Δ݂ , which means the frequency shift Δ݂ aligns the predicted and observed spectra with one another, the cross-correlation achieves the maximum value, and its frequency derivative becomes zero. Solutions to the viscoelastic wave-equation are used to compute the predicted Rayleigh-wave arrivals and the gradient at every iteration (Li et al, 2017b) .
A numerical example with a complex near-surface model is illustrated in Figure 14 .
The true V ୱ and Q models are shown in Figures 14a and 14b , respectively. The smoothed true S-wave velocity model shown in Figure 14c is used as the background velocity. The observed data are generated by 40 evenly distributed shots and 70 receivers at intervals of 2 m on the surface. The Q tomogram after 21 iterations is shown in Figure 14d , which roughly agrees with the true Q model in Figure 14b .
The proposed method is now tested on the same field data used in the WD section.
The starting Q model is homogeneous with Q = 1000 and the inverted Q tomogram is shown in Figure 15a . A geological relation between the S-wave velocity and the Q To check the feasibility of the inverted Q tomogram, it is compared to a common offset gather (COG) profile (Hanafy et al., 2015) . Examples of four types of skeletonization were presented, using both synthetic data and field data. For the synthetic cases, the inverted models closely resembled smoothed representations of the actual models. The field data results could not be compared to the actual models, but they provided models that were reasonably consistent with the data, e.g. COGs, or the known geology of the area. This suggests that the interpreter can identify portions ݀ ሚ of the data that are most sensitive to the model parameter ݉ of interest, and then use skeletonized inversion to invert ݀ ሚ for ݉. Some examples include AVO parameters and geometry attributes in the migration image.
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