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Abstract
The Wronski map is a finite, PGL2(C)-equivariant morphism from the
Grassmannian Gr(d, n) to a projective space (the projectivization of a vector
space of polynomials). We consider the following problem. If Cr ⊂ PGL2(C)
is a cyclic subgroup of order r, how may Cr-fixed points are in the in a fibre of
the Wronski map over a Cr-fixed point in the base?
In this paper, we compute a general answer in terms of r-ribbon tableaux.
When r = 2, this computation gives the number of real points in the fibre of
the Wronski map over a real polynomial with purely imaginary roots. More
generally, we can compute the number of real points in certain intersections of
Schubert varieties.
When r divides d(n − d) our main result says that the generic number
of Cr-fixed points in the fibre is the number of standard r-ribbon tableaux
rectangular shape (n−d)d. Computing by a different method, we show that the
answer in this case is also given by the number of of standard Young tableaux of
shape (n−d)d that are invariant under Nr iterations of jeu de taquin promotion.
Together, these two results give a new proof of Rhoades’ cyclic sieving theorem
for promotion on rectangular tableaux.
We prove analogous results for dihedral group actions.
1 Introduction
1.1 Wronskians
The Wronski map is a finite morphism from a Grassmannian to a projective space of
the same dimension, which is remarkably well-behaved. In this paper, we consider the
problem of counting points in a fibre of the Wronski map that are fixed by the action
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of a cyclic group. Our motivation comes from questions in real algebraic geometry
and combinatorics, which shall be discussed later in the introduction. We begin by
defining the Wronski map and recalling some of the of properties that make it an
interesting object of study in enumerative geometry.
For any non-negative integer m, let Cm[z] denote the vector space of polynomials
of degree at most m. Fix integers 0 < d < n, and let X := Gr(d,Cn−1[z]) denote the
Grassmannian of d-planes in the n-dimensional vector space Cn−1[z]. The dimension
of X is N := d(n− d).
If x ∈ X is spanned by polynomials f1(z), . . . , fd(z) ∈ Cn−1[z], we consider the
Wronskian
Wr(x; z) :=
∣∣∣∣∣∣∣∣∣
f1(z) · · · fd(z)
f ′1(z) · · · f
′
d(z)
...
...
...
, f
(d−1)
1 (z) · · · f
(d−1)
d (z)
∣∣∣∣∣∣∣∣∣ . (1.1)
It is easy to show that Wr(x; z) is a non-zero polynomial of degree at most N , and
different choices of basis for x give the same Wronskian up to a scalar multiple. Thus
Wr(x; z) determines a well-defined element of projective space P(CN [z]). We adopt
the convention that equations involving Wr(x; z) hold only up to a scalar multiple,
and should be properly interpreted in projective space. The morphism Wr : X →
P(CN [z]), x 7→ Wr(x; z) is called the Wronski map. There are many equivalent
formulations. For example, the map z 7→ [f1(z) : · · · : fd(z)] defines a rational curve
γ : CP1 → CPd−1; the roots Wr(x; z) are the ramification points of γ. We refer the
reader to the survey article [24] for a detailed background.
Eisenbud and Harris showed that the Wronski map is a finite morphism [5], of
degree is equal to the number of standard Young tableaux of rectangular shape ⊏⊐ =
(n−d)d. By studying the asymptotic behaviour of the fibres, Eremenko and Gabrielov
refined this result [2]. They described a bijection between the set SYT(⊏⊐) of all
standard Young tableaux of shape ⊏⊐, and points in the fibre X(h(z)) := Wr−1(h(z))
for certain polynomials h(z) ∈ P(CN [z]).
More generally, one can consider the restriction of the Wronski map to a Richard-
son variety. Let Λ denote the set of all partitions λ : λ1 ≥ λ2 ≥ · · · ≥ λd ≥ 0, with at
most d parts and λ1 ≤ n− d, and consider the complete flags
F• : F0 ⊂ F1 ⊂ · · · ⊂ Fn
Fi = z
n−iCi−1[z]
and
F˜• : F˜0 ⊂ F˜1 ⊂ · · · ⊂ F˜n
F˜i = Ci−1[z] .
For partitions λ ⊃ µ in Λ, the Richardson variety
Xλ/µ :=
{
x ∈ X
∣∣∣∣∣ dim(x ∩ Fn−d−µi+i) ≥ i anddim(x ∩ F˜λd−i+i) ≥ i, for i = 1, . . . , d
}
.
is the intersection of a Schubert variety (corresponding to µ) and and opposite Schu-
bert variety (corresponding to λ). We will say thatXλ/µ is compatible with a polyno-
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mial h(z) if |λ| = deg h(z) and |µ| = mindeg h(z) := max{m ≥ 0 | zm divides h(z)}.
This definition is motivated by the following fact.
Proposition 1.1 (See Section 4.1). Every point in X(h(z)) lies in a unique h(z)-
compatible Richardson variety.
If we restrict the Wronski map to any Richardson variety Xλ/µ, we obtain a fi-
nite morphism over the closure of of the space of compatible polynomials. These
restrictions interact nicely with the combinatorics of tableaux. The fibres are generi-
cally reduced, and the degree of this map is equal to the number of standard Young
tableaux of skew shape λ/µ. The correspondence of Eremenko and Gabrielov extends
to this situation, giving a bijection for specially chosen polynomials.
One of the most remarkable facts about the Wronski map is the reality theorem
of Mukhin, Tarasov and Varchenko (formerly the Shapiro-Shapiro conjecture). We
say that a point x ∈ X is real if the subspace of Cn−1[z] represented by x has a basis
f1(z), . . . , fd(z) ∈ Rn−1[z].
Theorem 1.2 (Mukhin-Tarasov-Varchenko [18, 19]). Let h(z) ∈ RN [z] be a poly-
nomial of degree N or N − 1 whose roots are distinct real numbers. Then the fibre
X(h(z)) is reduced and every point in the fibre is real.
Apart from being a very striking and surprising statement — one does not nor-
mally expect an algebraic system with real parameters to have only real solutions —
this theorem has interesting combinatorial consequences. For example, it can be used
to show that the correspondence of Eremenko and Gabrielov can be unambiguously
extended to polynomials with real roots. This extension is not continuous, however
it is discontinuous in an interesting way. In [20] we showed that the discontinuities
encode the jeu de taquin theory on tableaux. Many of the results and methods from
this previous work will be used in our present paper.
1.2 Cyclic group actions
The Mukhin-Tarasov-Varchenko theorem does not hold if h(z) ∈ RN [z] is a real
polynomial with complex roots. Computer experiments by Hauenstein, Hein, Mart´ın
del Campo and Sottile show that in general, the number of real points in X(h(z))
depends in a complicated way on the polynomial h(z), and not just on the number
of real roots [10]. However, there are other situations where the number of real
solutions is predictable. The work in this paper was originally motivated by the
following problem. Suppose h(z) ∈ RN [z] is a real polynomial of degree at most N
with only pure imaginary roots. How many real points are in the fibre X(h(z))?
Special cases of this problem were studied by Eremenko and Gabrielov, and used
to construct instances of the pole placement problem in control theory with no real
solutions [3].
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To answer this (and other related questions), it is helpful to observe that the
Wronski map is equivariant with respect to a PGL2(C)-action. The group SL2(C) acts
on each vector space Cm[z] by Mo¨bius transformations: If φ =
(
φ11 φ12
φ21 φ22
)
∈ SL2(C),
we let
φf(z) := (φ21z + φ11)
mf
(φ22z + φ12
φ21z + φ11
)
for f(z) ∈ Cm[z]. The action SL2(C) on Cn−1[z] and CN [z] induces an action
of PGL2(C) on X , and on P(CN [z]), and the Wronski map intertwines these two
PGL2(C)-actions.
The involution z 7→ −z is given by φ = (−1 00 1 ) ∈ PGL2(C), and (up to a sign) fixes
every real polynomial h(z) with only imaginary roots. Hence for these polynomials,
φ gives an involution on the fibre X(h(z)). One can then show, using the Mukhin-
Tarasov-Varchenko theorem, that the fixed points of this involution are exactly the
real points in the fibre. We are left with the problem of counting the number of
φ-fixed points in the fibre over a φ-fixed polynomial.
More generally, let Cr ⊂ PGL2(C) be a cyclic subgroup of order r. We can
consider the problem of counting Cr-fixed points in the fibre of a Cr-fixed polynomial
in P(CN [z]). As any two are of these cyclic subgroups are conjugate, we will generally
take
Cr :=
{(
eπij/r 0
0 e−πij/r
) ∣∣∣∣ j = 0, . . . , r − 1} .
Then, a polynomial h(z) is Cr-fixed as an element of P(CN [z]) if and only if it is of
the form
h(z) = zm(zr + h1)(z
r + h2) · · · (z
r + hℓ) . (1.2)
where h1, . . . , hℓ ∈ C×, m ≥ 0 and m + rℓ ≤ N . When we speak of a polynomial
being Cr-fixed, we will always mean that it is fixed as an element of the appropri-
ate projective space; indeed this is the only reasonable interpretation, since Cr is a
subgroup of PGL2(C), not of SL2(C).
Let Xr denote the Cr-fixed subscheme of X . For any h(z)-compatible Richardson
variety Xλ/µ, we consider
Xrλ/µ(h(z)) := Xλ/µ ∩X
r ∩X(h(z)) ,
the Cr-fixed points of the fibre of the Wronski map, that lie in the Richardson variety
Xλ/µ.
Our main result is a combinatorial formula for the number of points in Xrλ/µ(h(z)):
we show that there is a bijection between these points and the set of of standard r-
ribbon tableaux of shape λ/µ. When r = 1, these are just standard Young tableaux,
and the group is trivial; hence we recover the fact that Wr|Xλ/µ has degree |SYT(λ/µ)|.
The problem of counting real solutions when h(z) is a real polynomial with pure
imaginary roots corresponds to the special case of an involution, i.e. r = 2. In
the case where r divides N , mindeg h(z) = 0 and deg h(z) = N , we can determine
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1 1 1 3 3 5
1 1 2 3 3 5 5
2 2 2 3 5 5
2 4 4 4
4 4
Figure 1.1: A standard 5-ribbon tableau of skew shape 77542/1.
the answer in a second way — in terms of the jeu de taquin promotion operator on
rectangular tableaux — giving a non-trivial combinatorial identity. These results can
also be extend to dihedral group actions.
1.3 Ribbon tableaux
We now recall the definitions of the combinatorial objects that are relevant to the
statements of our results. We assume some basic familiarity here, and refer the reader
to [8, 25, 28] for a more thorough introduction.
Let λ, µ ∈ Λ be partitions, with λ ⊃ µ. By a tableau of shape λ/µ, we will
mean a filling of the boxes of the diagram of λ/µ with positive integer entries that
are weakly increasing along rows and down columns. A tableau of shape λ/µ is a
standard Young tableau if its entries are exactly the numbers 1, . . . , |λ/µ|. We
denote the set of all standard Young tableau of shape λ/µ by SYT(λ/µ).
More generally, suppose |λ/µ| = rℓ, and consider a tableau of shape λ/µ satisfying
the following conditions:
(1) The entries are 1, 2, . . . , ℓ.
(2) The shape determined by the entries labelled i is a (connected) r-ribbon; that
is, a connected skew shape with r boxes that does not contain a 2× 2 square.
Such a tableau is called a standard r-ribbon tableau (also called a standard r-
rim hook tableau). When r = 1, this definition coincides with the definition of a
standard Young tableaux. When r = 2, the entries labelled i must cover two adjacent
boxes, and hence standard 2-ribbon tableaux are often called domino tableaux. An
example for r = 5 is given in Figure 1.1. We denote by SRTr(λ/µ) the set of all
standard r-ribbon tableaux of shape λ/µ.
Ribbon tableaux have been well studied. There are several formulae for |SRTr(λ)|,
including hook-length formulae and character formulae (see [6] and the references
therein). Lascoux, Leclerc and Thibon showed that evaluations of Kostka-Foulkes
polynomials at roots of unity can be interpreted as enumerations of ribbon tableau.
In our case, the relevant Kostka-Foulkes polynomial is Kλ/µ,1k(q) (where k = |λ/µ|),
which is the generating function for SYT(λ/µ) with respect to the charge statistic.
The following is a special case of their result, which may be found in [15, Section 4].
5
T =
1 2 5
3 4 7
6 8 9
→
2 5
3 4 7
6 8 9
→
2 5
3 4 7
6 8 9
→
2 4 5
3 7
6 8 9
→
→
2 4 5
3 7
6 8 9
→
2 4 5
3 7 9
6 8
→
1 3 4
2 6 8
5 7 9
= j (T ) .
Figure 1.2: Promotion on a rectangular tableau T ∈ SYT(⊏⊐), with n = 6, d = 3.
Theorem 1.3 (Lascoux-Leclerc-Thibon). Suppose |λ/µ| = rℓ. Then
|SRTr(λ/µ)| = ±Kλ/µ,1rℓ
(
e2πi/r
)
.
In the case where λ/µ = ⊏⊐, the Kostka-Foulkes polynomial is up to a power of q
given by the q-analogue of the hook-length formula
K⊏⊐,1N (q) = q
N(d−1)/2 [N ]!q∏
α∈⊏⊐
[hα]q
,
and the sign appearing in Theorem 1.3 is (−1)N(d−1)/2.
These same numbers appear in another combinatorial context. For λ ∈ Λ, let
j : SYT(λ) → SYT(λ) be the jeu de taquin promotion operator. For T ∈ SYT(λ),
j (T ) is defined by performing the following steps:
(1) Delete the entry 1 from T , leaving an empty box in the northwest corner.
(2) Slide the empty box through the remaining entries of T . (The empty box
repeatedly swaps places with either its neighbour to the east or its neighbour
to the south, whichever is smaller, until neither exists.)
(3) Decrement all entries by 1 and place a new entry |λ| in the empty box. The
result is j (T ).
An example is given in Figure 1.2.
It is not hard to see that j : SYT(λ)→ SYT(λ) is invertible, and hence generates
a cyclic group action on SYT(λ). In the case where λ = ⊏⊐, this operator has
particularly nice properties. Haimain showed that jN (T ) = T for all T ∈ SYT(⊏⊐)
[9], hence we may think of this cyclic group as having order N . More generally,
Rhoades proved the following cyclic sieving theorem for the promotion operator on
SYT(⊏⊐) [23] (see also [26, 30]).
Theorem 1.4 (Rhoades). Suppose r divides N . Then the number of jN/r-fixed
tableaux in SYT(⊏⊐) is equal to (−1)N(d−1)/rK⊏⊐,1N (e2πi/r).
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When r = 1, the evaluation of the Kostka-Foulkes polynomial K⊏⊐,1N (1) is just the
ordinary Kostka number K⊏⊐,1N = |SYT(⊏⊐)|, and hence we recover Haiman’s result.
More generally this theorem gives a complete description of the orbit structure of
promotion on SYT(⊏⊐).
The proof of Theorem 1.4 is quite non-elementary. The idea is to show that the
long cycle acts by promotion on the Kazhdan-Lusztig basis of the representation of
the symmetric group SN associated to the partition ⊏⊐; hence the number of fixed
points is given as a character evaluation. In light of Theorem 1.3, Rhoades’ result is
equivalent to the following purely combinatorial theorem, for which there is no known
bijective proof.
Theorem 1.5. Suppose r divides N . The number of jN/r-fixed tableaux in SYT(⊏⊐)
is equal to the number of standard r-ribbon tableaux of shape ⊏⊐.
One consequence of our present work will be an alternate proof of Theorem 1.5.
Our proof is direct in the sense that it does not require any knowledge of represen-
tation theory, Kostka-Foulkes polynomials, their evaluations at roots of unity, or any
other algebraic formulae for the two quantities involved. On the other hand, the
proof does not give a direct bijection between the two sets, nor does it suggest how
to construct one (except in the r = 2 case, where a bijection is known [16]). From
our point of view, the two sets come from two different (and seemingly incompatible)
ways of thinking about the problem of counting Cr-fixed points in the fibre of the
Wronski map.
There is another operator on standard Young tableaux, closely related to promo-
tion. For λ ∈ Λ, the evacuation operator e : SYT(λ)→ SYT(λ) is
e := j 1 ◦ j 2 ◦ · · · ◦ j |λ| ,
where j i is the promotion operator restricted to the entries 1, . . . , i. In other words, to
compute e(T ), for T ∈ SYT(λ), we first apply the promotion operator j = j |λ| to T .
We then freeze the largest entry |λ| in j (T ), and apply promotion to the subtableau
of j (T ) consisting of entries 1, . . . , |λ|−1. At the next stage entries |λ| and |λ|−1 are
frozen, and we continue in this way until all entries are frozen. The result is e(T ).
The operator e is an involution on SYT(λ). In the case of a rectangular shape λ =
⊏⊐, there is a very simple description of this involution: it coincides with the operation
of rotating the tableau by 180◦ and reversing the order of the entries (replacing each
entry k by N+1−k). From here, it is easy to see that e ◦j ◦e = j −1, and hence e and
j generate a dihedral group DN of order 2N acting on SYT(⊏⊐). We may therefore
consider the problem of counting tableaux in SYT(⊏⊐) that are fixed by a dihedral
subgroup Dr ⊂ N of order 2r. If N is odd, every dihedral subgroup of order 2r is
conjugate, so we may take Dr to be generated by e and j
N/r. If N is even, there are
up to conjugacy two dihedral subgroups of order 2r: one is generated by e and jN/r,
the other by e ◦ j and jN/r.
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1 1 1 1 4 5
1 2 3 4 4 5
2 2 3 4 5 5
2 3 3 4 5 6
2 3 6 6 6 6
1 1 1 1 3 3
1 2 2 3 3 4
2 2 3 3 4 4
2 3 3 4 4 5
3 3 5 5 5 5
Figure 1.3: Examples of tableaux in RRT5(⊏⊐) and R̂RT5(⊏⊐), with n = 11, d = 5.
To answer this question in a manner analogous to Theorem 1.5, we consider two
special types of ribbon tableaux. For each λ ∈ Λ, let λ∨ ∈ Λ denote the dual partition:
(λ∨)i := n − d − λd+1−i for i = 1, . . . , d. We will say a tableau is rotationally-
invariant if it is fixed by the operation of rotating 180◦ inside the rectangle ⊏⊐, and
replacing each entry k by m+1−k, where m is the largest entry. For a tableau to be
rotationally-invariant, its shape must be of the form λ/λ∨, where λ ⊃ λ∨.
Suppose |λ/µ| = rℓ. We define RRTr(λ/µ) to be the set of all rotationally-
invariant standard r-ribbon tableaux (this is empty if µ 6= λ∨). If ℓ is even, we also de-
fine R̂RTr(λ/µ) be the set of rotationally-invariant tableaux with entries 1, 2, . . . , ℓ−1,
in which the entries not equal to ℓ
2
form r-ribbons, and the entries equal to ℓ
2
form a
2r-ribbon. Some examples are given in Figure 1.3. We note that R̂RTr(λ/µ) is always
empty if d and n are both even.
Theorem 1.6. Suppose r divides N .
(i) The number of tableaux in SYT(⊏⊐) fixed by both e and jN/r is equal to |RRTr(⊏⊐)|.
(ii) The number of tableaux in SYT(⊏⊐) fixed by both e ◦ j and jN/r is equal to
|RRTr(⊏⊐)| if N
r
is odd, and
∣∣R̂RTr(⊏⊐)∣∣ if N
r
is even.
In the r = 1 case we are computing the numbers of standard Young tableaux of
rectangular shape fixed by e, or e ◦ j , which were previously studied in [23, 29]. Since
these are involutions, the quantities involved are related to the r = 2 case of a cyclic
group action. The general case of Theorem 1.6 appears to be new, and follows from
dihedral group analogues of our main theorems.
1.4 Statements of results
Our main result relates the problem of counting Cr-fixed points in the fibre of the
Wronski map to enumeration of r-ribbon tableaux.
Theorem 1.7. Let h(z) be a generic Cr-fixed polynomial of the form (1.2). For any
h(z)-compatible Richardson variety Xλ/µ, X
r
λ/µ(h(z)) is a reduced finite scheme. The
number of points in Xrλ/µ(h(z)) is equal to the number of standard r-ribbon tableaux
of shape λ/µ.
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When N = rℓ, and
h(z) = (zr + h1)(z
r + h2) . . . (z
r + hℓ) (1.3)
where h1, . . . , hℓ ∈ C×, there is only one compatible Richardson variety, X = X⊏⊐
itself. In this case, we writeXr(h(z)) for the Cr-fixed points in the fibreX(h(z)). The-
orem 1.7 then states that Xr(h(z)) is generically reduced, of size equal to |SRTr(⊏⊐)|.
In this case, we will also show the following.
Theorem 1.8. Let h(z) be a generic polynomial of the form (1.3). The number of
points in Xr(h(z)) is equal to the number of jN/r-fixed tableaux in SYT(⊏⊐).
Putting Theorems 1.7 and 1.8 together, we deduce Theorem 1.5.
These two results are proved by considering the fibres over certain special classes
of polynomials. To prove Theorem 1.7, we change our field from the complex numbers
to a field of puiseux series F{{u}}, where F is an algebraically closed field containing C.
Since both fields are algebraically closed of characteristic zero, this does not change
the number of points. However, it allows us to make some non-algebraic assumptions
about the roots: specifically, we can consider polynomials Cr-fixed polynomials h(z),
where h1, . . . , hℓ have distinct valuations. In this case, we establish a bijection between
SRT
r(λ/µ) and Xrλ/µ(h(z)). These methods are related to the asymptotic approach
used by Eremenko and Gabrielov in [2], and build on the theory developed in [20].
To prove Theorem 1.8, we consider the case where all N roots of h(z) lie on
the unit circle. As the unit circle is PGL2(C)-equivalent to the real line, we can
apply methods based on Mukhin-Tarasov-Varchenko theorem. The proof is essentially
a straightforward interpretation of results proved in [20]. From this point of view
of this argument, it is clear why the tableau need to be of rectangular shape in
Theorem 1.4: points corresponding to non-rectangular shaped tableaux lie in some
proper Richardson variety of X ; the image under the Wronski map is a compatible
polynomial, which cannot have N roots on the unit circle.
The case of an involution is rather special. There are a number of interpretations
of the C2-fixed points in the fibre. For example, if we assume that h(z) is a real
polynomial with only pure imaginary roots, then the C2-fixed points are precisely
the real points in the fibre, and Theorem 1.7 states that the number of these in any
compatible Richardson variety Xλ/µ is equal to the number of domino tableaux of
shape λ/µ. Alternatively may assume that the roots of h(z) are all real, and thereby
deduce Theorem 1.7 directly from results in [20]. We can also describe what happens
when the roots of h(z) are not necessarily distinct.
Another consequence in real algebraic geometry concerns maximally inflected real
rational curves in projective space. Consider a real rational curve γ : RP1 → RPd−1,
z 7→ [f1(z) : · · · : fd(z)] where f1(z), . . . , fd(z) ∈ Rn−1[z] are linearly independent.
We say γ is maximally inflected if it has only simple, real ramification points.
Equivalently for the point x ∈ X spanned by f1(z), . . . , fd(z), Wr(x; z) has N or
N − 1 distinct roots, all of which are real. Consider the space R of all maximally
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inflected real rational curves γ : RP1 → RPd−1 of the above form. The results used to
prove Theorem 1.8 imply that the connected components of R are in a one-or-two-
to-one correspondence with the j -orbits on SYT(⊏⊐).
Theorem 1.9. Let S be the group of order two if d is even, or the trivial group if d
is odd, and let s ∈ S be the element of order |S|.
(i) The connected components of R are smooth, and are in bijection with the set
Orb(j, s) of orbits of (j, s) acting on SYT(⊏⊐)× S.
(ii) If θ ∈ PGLd(R) is a reflection, then the automorphism γ 7→ θ ◦ γ of R descends
to the action of (id, s) on Orb(j, s).
(iii) If ψ ∈ PGL2(R) is a reflection, then the automorphism γ 7→ γ ◦ψ of R descends
to the action of (e, s⌊d/2⌋) on Orb(j, s).
Both Theorems 1.7 and 1.8 have extensions to actions of a dihedral group. Let
Dr ⊂ PGL2(C) be the dihedral subgroup of order 2r generated by Cr and the reflection
( 0 11 0 ). A polynomial h(z) is Dr-fixed if it is of the form (1.2) where 2m + rℓ = N ,
and {h1, . . . , hℓ} is invariant under z 7→
1
z
. There are three distinct generic types:
(1) ℓ is odd, one of the hi is equal to ±1, and the rest form generic inverse pairs;
(2) ℓ is even, all of the hi form generic inverse pairs (none are equal to ±1);
(3) ℓ is even, one of the hi is equal to 1, another is equal to −1, and the rest form
generic inverse pairs.
Theorem 1.10. Let h(z) be a Dr-fixed polynomial of one the three generic types
above, and let Xλ/µ, be a compatible Richardson variety. Then X
r
λ/µ(h(z)) is a reduced
finite scheme. Moreover:
(i) If h(z) is of type (1) or (2), the number of Dr-fixed points in Xλ/µ(h(z)) is equal
to |RRTr(λ/µ)|.
(ii) If h(z) is of type (3), the number of Dr-fixed points in Xλ/µ(h(z)) is equal to∣∣R̂RTr(λ/µ)∣∣.
In the case where m = 0 (hence h(z) is of the form (1.3) and λ/µ = ⊏⊐), we also
prove:
Theorem 1.11. Let h(z) be a Dr-fixed polynomial of one of the three generic types,
with m = 0.
(i) If h(z) is of type (1) or (2), the number of Dr-fixed points in X(h(z)) is equal
to the number tableaux in SYT(⊏⊐) fixed by both e and jN/r.
(ii) If h(z) is of type (1) or (3), the number of Dr-fixed points in X(h(z)) is equal
to the number tableaux in SYT(⊏⊐) fixed by both e ◦ j and jN/r.
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Putting Theorems 1.10 and 1.11 together, we deduce Theorem 1.6.
The main idea behind the proof of Theorem 1.10 is to show that the action of
( 0 11 0 ) on the fibre models the action of 180
◦ rotation on tableaux. This follows fairly
readily from the results we use to study Cr-fixed points. In the type (3) case, a
small amount of additional analysis is needed, because we can’t choose the hi to have
distinct valuations. Theorem 1.11 uses essentially the same ideas as Theorem 1.8.
Remark 1.12. It is worth mentioning that every virtually every result in this paper
should have an analogue for the Orthogonal Grassmannian OG(n, 2n+1) that could
be proved similarly using the results of [20, 21]. In particular, Theorems 1.5 and 1.6
should have analogues where tableaux are replaced by shifted tableaux of staircase
shape. We have chosen not to check all of the details here. An open question is
whether it is possible to use our approach to prove analogues of Theorems 1.5 and 1.6
for semistandard tableaux, such as [23, Theorems 1.4 and 1.5]. The geometry of this
question is closely related the discussion in Section 3.2, where fibre of the Wronski
map is replaced by a Schubert intersection. A more ambitious problem is to generalize
Thereom 1.7 to counting Cr-fixed points of these Schubert intersections.
1.5 Outline
The paper is effectively divided into two parts, which can be read independently of
each other. The first part comprises Sections 2 and 3. In these two sections, we will
use arguments that apply in the case where h(z) has N roots that lie on a circle in
CP1. For such h(z), one can define a correspondence between SYT(⊏⊐) and points
in X(h(z)). We review the important properties of this correspondence in Section 2,
and use it to prove Theorems 1.8, 1.9 and 1.11. In Section 3, we consider the special
case of counting points in X(h(z)) that are fixed by an involution in PGL2(C). We
study this in a variety of ways, which include giving different interpretations of the
problem, and giving alternate proofs of some of our main results. More generally
we explain how to count involution-fixed points in certain intersections of Schubert
varieties.
Sections 4, 5 and 6 form the second part of the paper. The focus in these three
sections is on understanding the restriction of the Wronski map to the fixed point
scheme Xr, explicitly in terms of the Plu¨cker coordinates. In Section 4, we describe
the components of Xr, their coordinate rings in terms of Plu¨cker coordinates, and
their initial ideals with respect to certain weight functions. In Section 5, we describe
a very general way to associate a tableau to any point in X , working over a valuation
ring. Using this association, we prove Theorem 1.7. In Section 6, we extend our
results to dihedral group actions and prove Theorem 1.10.
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2 Roots on a circle
2.1 Lifting paths and jeu de taquin
In the case where the roots of h(z) all lie on a circle in CP1, points in the fibre of
the Wronski map X(h(z)) can be identified with standard Young tableaux of shape
⊏⊐. Moreover, any element of PGL2(C) that fixes h(z) can be identified with an
operator on SYT(⊏⊐). We begin with a review these results, wherein our circle is just
RP1 ⊂ CP1. The proofs may be found in [20], but our presentation here more closely
follows [22].
Let a = {a1, . . . , aN} be a multiset, where a1, . . . , aN ∈ RP
1. Following the
notation of [20], we will think of a polynomial in terms of its roots, and write X(a) :=
X(h(z)), where
h(z) =
∏
ai 6=∞
(z + ai) .
Suppose a is a set (i.e. ai 6= aj for i 6= j), and let x ∈ X(a). We wish to associate
to x, a tableau Tx ∈ SYT(⊏⊐). To accomplish this, we consider the total order  on
RP1, defined by a  b, if either a = b, |a| < |b|, or 0 < a = −b <∞. Since a is a set,
we may assume without loss of generality, that
a1 ≺ a2 ≺ · · · ≺ aN .
Now, for k = 0, . . . , N and t ∈ [0, 1], let
ak,t = {ta1, ta2, . . . , tak, ak+1, ak+2, . . . , aN} . (2.1)
For all t ∈ (0, 1], ak,t is a set and hence by Theorem 1.2, the fibres X(ak,t) are
reduced. It follows that there is unique (continuous) lifting of the path ak,t, t ∈ [0, 1]
to a path xk,t ∈ X(ak,t), where xk,1 = x. Now, since 0 ∈ ak,0 with multiplicity k,
and xk,0 ∈ X(ak,0) we have mindegWr(xk,0; z) = k. By Proposition 1.1, xk,0 lies in a
unique Richardson variety Xν/λk , where λk ⊢ k.
Theorem 2.1. The sequence λ0, λ1, . . . , λN is a chain of partitions
∅ = λ0 ( λ1 ( · · · ( λN = ⊏⊐ .
Moreover no two points of X(a) give rise to the same chain.
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We define Tx ∈ SYT(⊏⊐) to be the tableau that encodes the chain of partitions
λ0 ( λ1 ( · · · ( λN : Tx has entry k in the box corresponding to λk/λk−1.
Informally, we are defining Tx by moving the point x so that k smallest roots of
Wr(x; z) are sent to zero, and seeing where x ends up. Alternatively we can obtain
Tx by sending the N − k largest roots to ∞. For k = 0, . . . , N and t ∈ [0, 1], let
a′k,t = {a1, a2, . . . , ak, t
−1ak+1, t−1ak+2, . . . , t−1aN} . (2.2)
and lift to x′k,t ∈ X(a
′
k,t) where x
′
k,1 = x. In this case, since∞ ∈ ak,0 with multiplicity
N−k, we have degWr(x′k,0; z) = k, and hence x
′
k,0 lies in a unique Richardson variety
Xλ′k/µ, where λ
′
k ⊢ k. It turns out that λ
′
k is equal to the partition λk constructed
above, and hence both constructions yield the same tableau. (This can be seen from
a third construction in which one considers
a′′k,t = {ta1, ta2, . . . , tak, t
−1ak+1, t−1ak+2, . . . , t−1aN} .
The lifted path x′′k,t ∈ X(a
′′
k,t) (with x
′′
k,1 = x) is compatible with the previous two, in
that we must have x′′k,0 ∈ Xλ′k/λk . Hence this Richardson variety is non-empty, which
implies λ′k = λk. See [20, Section 6] for details.)
This definition of Tx was based on the idea of lifting a path of subsets of RP
1
to a path in X . More generally, if (a1)t, . . . , (aN)t, t ∈ [0, 1] are paths in in RP
1
and at = {(a1)t, . . . , (aN)t} has the property that X(at) is reduced for all t, we may
consider lifting at to a path xt ∈ X(at). We can understand such liftings in terms of
the associated tableaux.
In the case where (a1)t, . . . , (aN)t remain in the same -order, the tableau asso-
ciated to xt remains constant.
Theorem 2.2. Suppose (a1)t ≺ (a2)t ≺ · · · ≺ (aN )t for all t ∈ [0, 1]. If xt ∈ X(at) is
a lifting of at to X, then Tx0 = Tx1.
The relationship between Tx0 and Tx1 is more interesting if (a1)t, . . . , (aN)t do not
remain in the same -order. First note that by Theorem 1.2, the relation between x0
and x1 (and hence between Tx0 and Tx1) depends only on the homotopy class of the
path at. It suffices, therefore, to describe this relationship in the simplest possible
case:
(a1)t ≺ · · · ≺ (ak)t, (ak+1)t ≺ · · · ≺ (aN)t for all t ∈ [0, 1] ,
(ak)0 ≺ (ak+1)0 and (ak+1)1 ≺ (ak)1 .
(2.3)
Any path is homotopic to a concatenation of paths of the form (2.3), so the answer
in this simple case gives a complete description of the relationship between Tx0 and
Tx1 in general.
Theorem 2.3. Suppose that at is a path of the form (2.3), and xt ∈ X(at) is a lifting
to X.
(i) If (ak)0 and (ak+1)0 have the same sign, then Tx0 = Tx1.
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(ii) If k and k+1 are in the same row or column of Tx0 then Tx0 = Tx1.
(iii) If (ak)0 and (ak+1)0 have opposite signs, and k and k+1 are in different rows
and columns of Tx0, then Tx1 is obtained from Tx0 by switching the positions of
k and k+1.
We will mainly be interested in the case where (ak)0 and (ak+1)0 have opposite
signs. To see what is going on here, it is helpful to think of replacing the entries
1, . . . , N of the tableau associated to a point x ∈ X(a) with real entries from the
set a. Specifically, we will replace k by ak, where a1 ≺ a2 ≺ · · · ≺ aN . We refer to
the resulting object as a real valued tableau, and write Tx(a) for the real valued
tableau associated to x.
In case (ii), the tableau Tx does not change; hence in the real valued tableau
Txt(at) the relative -order of entries does not change. But since the relative order
of (ak)t and (ak+1)t does change, these must switch places in Txt(at). In case (iii), the
positions of k and k+1 are changing along with the relative order of (ak)t and (ak+1)t.
In the real valued tableau, these two changes nullify each other, and the entries (ak)t
and (ak+1)t remain where they are in Txt(at). In both cases, this is a very small
instance of a Schu¨tzenberger slide. The box containing entry (ak)t is sliding through
the subtableau consisting of the single box (ak+1)t. As the next example illustrates,
the big picture emerges by considering what happens when a negative number passes
by several positive numbers.
Example 2.4. Consider a path at = {(a1)t, 3, 8, 12, 19, 21, 27, 34, 39}, where (a1)0 =
0, (a1)1 =∞, and the path (a1)t traverses the negative real numbers. Let xt ∈ X(at)
be a lifting such that x0 is associated to the real valued tableau
Tx0(a0) =
0 3 19
8 12 27
21 34 39
.
As (a1)t passes each of the other entries, the two entries switch places if and only if
they are in the same row or column.
0 3 19
8 12 27
21 34 39
→
3 −5 19
8 12 27
21 34 39
→
3 −10 19
8 12 27
21 34 39
→
14
→3 12 19
8 −15 27
21 34 39
→
3 12 19
8 −20 27
21 34 39
→
3 12 19
8 −25 27
21 34 39
→
→
3 12 19
8 27 −30
21 34 39
→
3 12 19
8 27 −35
21 34 39
→
3 12 19
8 27 39
21 34 ∞
Comparing the steps here with the example in Figure 1.2, we see that Tx1 = j (Tx0),
where j is the promotion operator on tableaux.
In general, we can model both the promotion and evacuation operators on SYT(⊏⊐),
in terms of lifting a suitable path at that begins at a set of positive real numbers:
0 < (a1)0 < (a2)0 < · · · < (aN)0 <∞ .
We will describe promotion as the lifting of a loop at, t ∈ [0, 1]. Let (a1)t be a path
that first decreases from (a1)0 to 0, then moves along the negative real axis to∞, and
finally decreases from ∞ to the value (a1)1 = (aN)0. Meanwhile for k = 2, . . . , N ,
let (ak)t move monotonically from (ak)0 to (ak)1 = (ak−1)0. Thus at is a loop that
cyclically rotates the elements (a1)0, . . . , (aN )0. (See Figure 2.1.) In terms of the -
order, (a1)t is changing places with each of (ak)t, k ≥ 2, and doing so with opposite
signs. Thus, in the real valued tableau associated to a lifting, the box containing (a1)t
begins in the northwest corner, and slides through all the other entries, ending up in
the southeast corner. Hence we see that for any lifting xt ∈ X(at) of such a loop, we
have Tx1 = j (Tx0).
Evacuation, on the other hand, is described by lifting a path at, t ∈ [0, 1], for
which a1 = −a0. For k = 1, . . . , N , let (ak)t be a path that begins at (ak)0, decreases
to 0, and continues moving monotonically until it reaches (ak)1 = −(aN+1−k)0. (See
Figure 2.2.) This describes a unique homotopy class of paths. To show this homotopy
class models evacuation, it is convenient to consider a specific representative, which
we will describe by dividing up the interval [0, 1] into N subintervals [ i−1
N
, i
N
], i =
1, . . . , N . On the first interval [0, 1
N
], (a1)t moves monotonically to (a1)1/N = −(aN )0.
Meanwhile for k = 2, . . . , N , (ak)t moves monotonically to (ak)1/N = (ak−1)0. Hence
(a1)t has changed places in the -order with each of the other (ak)t, with opposite
signs; this models the promotion operator j = j N . On the next interval [
1
N
, 2
N
],
(a1)t = −(aN )0 remains constant, while (a2)t moves monotonically to −(aN−1)0, and
for k = 3, . . . , N , (ak)t moves monotonically to (ak−2)0. Hence (a2)t is changing
places in the -order, with each (ak)t, k ≥ 3, but does not pass (a1)t. This models
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Figure 2.1: A loop that models promotion. The circle is RP1, drawn with 0 south,
∞ north, 1 east, and −1 west.
❀
Figure 2.2: A path that models evacuation.
the promotion operator restricted to the N−1 smallest entries of the tableau, which is
jN−1. In general, on the i
th interval [ i−1
N
, i
N
], (a1)t, . . . , (ai−1)t have reached their final
positions, and (ai)t moves to −(aN+1−i)t, while (ak)t moves to (ak−i)0; this models j i.
Hence the complete path models e = j 1◦j 2◦. . . jN ; that is, for any lifting xt ∈ X(at),
we have Tx1 = e(Tx0).
From this perspective it is clear why e is an involution: if we reverse the roles of
the positive and negative real numbers, we see that the reverse of a path that models
e also models e , hence e = e−1.
2.2 The PGL2(R)-action on real valued tableaux
The group PGL2(C) acts on CP
1 by Mo¨bius transformations. If a ∈ CP1 and φ =(
φ11 φ12
φ21 φ22
)
, then
φ(a) :=
φ11a+ φ12
φ21a+ φ22
.
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This action restricts to an action of PGL2(R) on RP
1.
Let a = {a1, . . . , aN} be a subset of RP
1, let x ∈ X(a) and let φ ∈ PGL2(R).
Since the Wronski map is PGL2(C)-equivariant, we have φ(x) ∈ X(φ(a)), where
φ(a) = {φ(a1), . . . , φ(aN)} is also a subset of RP
1. This defines an action on real
valued tableaux. If T = Tx(a) is the real valued tableau associated to x, we define
φ(T ) := Tφ(x)(φ(a)) .
If φ is in the connected component of ( 1 00 1 ), we can compute this action explicitly,
using Theorem 2.3. Let φt, t ∈ [0, 1], be any path in PGL2(R) from φ0 = ( 1 00 1 ) to
φ1 = φ. Then xt = φt(x) is a lifting of the path φt(a). Theorem 2.3 therefore tells us
exactly how the tableau Tφ1(x)(φ1(a)) = φ(T ) is related to Tφ0(x)(φ0(a)) = T .
If φ is not in the connected component of the identity, then we can write φ =
( −1 00 1 )φ
′, or φ = ( 0 11 0 )φ
′′, where φ′, φ′′ are in the connected component of the identity
matrix. The next lemma tells us how to compute the actions of ( −1 00 1 ) and (
0 1
1 0 ).
Lemma 2.5. Suppose that
|a1| < |a2| < · · · < |aN | , (2.4)
and let T be a real valued tableau with entries from the set a.
(i) (−1 00 1 ) T = −T , where −T is obtained from T by replacing ak with −ak, for
k = 1, . . . , N .
(ii) ( 0 11 0 ) T = T
∨, where T∨ is obtained from T by rotating 180◦ and replacing ak
with 1
ak
, for k = 1, . . . , N .
If we have a set a for which ai = −aj for some i 6= j, then Lemma 2.5 cannot
be used directly. The problem is that if we replace (2.4) by the weaker condition
a1 ≺ a2 ≺ · · · ≺ aN , then −T and T
∨ may not be real valued tableaux: the operation
a 7→ −a is not -order preserving, and a 7→ 1
a
is not -order reversing. In this
case, we can still compute (−1 00 1 )T and (
0 1
1 0 )T , but we need to do so by perturbing
the point a, which introduces additional sliding. We consider examples of this in
Section 3.
Proof. Let x ∈ X(a), and xˆ = ( −1 00 1 ) x. Let aˆ = (
−1 0
0 1 )a = {−a1, . . . ,−aN}. Recall
from Section 2.1 that the tableaux Tx is computed by lifting a path ak,t (see (2.1))
to a path xk,t. Similarly the tableau Txˆ = (
−1 0
0 1 )Tx is computed by lifting a path
aˆk,t to a path xˆk,t. Now, since a1 ≺ a2 ≺ · · · ≺ aN and −a1 ≺ −a2 ≺ · · · ≺ −aN ,
aˆk,t = (
−1 0
0 1 ) ak,t for all k = 0, . . . , N , t ∈ [0, 1], and therefore xˆk,t = xk,t. Finally,
since ( −1 00 1 ) fixes every Richardson variety, xk,0 ∈ Xν,λk if and only if xˆk,0 ∈ Xν,λk ,
and we see that Tx = Txˆ, which is equivalent to (i).
For (ii), the argument is similar. This time, let xˆ = ( 0 11 0 ) x, and aˆ = (
0 1
1 0 ) a =
{ 1
a1
, . . . , 1
aN
}. Since, 1
aN
≺ 1
aN−1
≺ · · · ≺ 1
a1
, the path aˆN−k,t is equal to ( 0 11 0 )a
′
k,t, where
a′k,t is the path (2.1) that appears in the alternate definition of Tx. Thus we obtain
xˆN−k,t = ( 0 11 0 ) x
′
k,t, and deduce the result from the fact that (
0 1
1 0 )Xν/λk = Xλ∨k /ν∨ .
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Now suppose that φ(a) = a for some set a. In this case, the real valued tableau
φ(Tx(a)) has the same entries as Tx(a). By identifying real valued tableaux with
entries from the set a with SYT(⊏⊐), we can regard φ as an operator on SYT(⊏⊐).
We note that this identification is always defined with respect to a particular choice
of φ-fixed set a, and that changing this set will change the identification.
We now show that if a1, . . . , aN are positive real numbers, then the operator
defined by φ belongs to the dihedral subgroup D2N generated by the promotion and
evacuation operators j , e : SYT(⊏⊐) → SYT(⊏⊐). Moreover, for a suitable choice of
a, we will realize j and e by elements of PGL2(R). From here it will be a simple
matter to prove Theorems 1.8 and 1.11.
Lemma 2.6. Let φ ∈ PGL2(R), and suppose that φ(a) = a, where 0 < a1 < · · · <
aN <∞. If φ is in the connected component of ( 1 00 1 ) then the action of φ on SYT(⊏⊐)
coincides with j k for some integer k. If φ is not in the connected component of ( 1 00 1 ),
then the action of φ on SYT(⊏⊐) coincides with e ◦ j k, for some integer k.
Proof. If φ is in the connected component of the identity, then φ(T ) is defined by
lifting a path φt(a), t ∈ [0, 1]. Such a path must cyclically rotate the elements of a
by some amount; i.e. there is some k such that φ(ai) = ai+k (mod N). Then φt(a) is
homotopic to the path that models j k, and hence φ(T ) = j k(T ).
Now suppose φ is not in the connected component of the identity. Write φ =
( −1 00 1 )φ
′, and consider the action of φ′ on real valued tableau. The path φ′t(a) used
to define this action preserves cyclic order, and φ′(a) = ( −1 00 1 )a = {−a1, . . . ,−aN}.
Hence φ′t(a) must homotopic to a path that cyclically rotates the elements of a by
some amount, followed by a path that models evacuation. In other words, if Tx is the
tableau corresponding to a point x ∈ X(a), then the tableau corresponding to φ′(x)
is e ◦ j k(Tx), for some k. By Lemma 2.5(i), this is also the tableau corresponding to
φ(x).
In order to explicitly realize j and e by elements of PGL2(R) and relate these
to the statements of Theorems 1.8 and 1.11, it will be convenient work with the
unit circle S1 ⊂ CP1, rather than RP1. To relate the two, we will use a Mo¨bius
transformation that maps “most” of the unit circle to the positive real numbers. Let
η := eiε where 0 < ε < π
N
, and
ψ :=
(
1 + η −(1 + η)
1 + η −(1 + η)
)
.
Then ψ defines a Mo¨bius transformation which sends S1 to RP1, with ψ(η) = 0,
ψ(η) =∞ and ψ(−1) = 1. We let PGL2(S
1) := ψPGL2(R)ψ−1 denote the subgroup
of PGL2(C) that fixes the unit circle.
For k = 1, . . . , N , let ak = e
(2k−1)πi/N . Since a1, . . . , aN lie on the long arc of the
unit circle between η and η, we have
0 < ψ(a1) < ψ(a2) < · · · < ψ(aN) <∞ .
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For each point x ∈ X(a), we define the tableau Tx ∈ SYT(⊏⊐) associated to x to be
Tψ(x). Using this identification, any φ ∈ PGL2(S
1) that fixes a defines an operator
on SYT(⊏⊐).
Lemma 2.7. With a1, . . . , aN as above, the PGL2(S
1) group elements(
e−πi/N 0
0 eπi/N
)
and
(
0 1
1 0
)
fix a, and act on SYT(⊏⊐) as j and e respectively.
Together with Lemma 2.5(ii), Lemma 2.7 shows that for T ∈ SYT(⊏⊐), e(T ) is
the tableau obtained by rotating T by 180◦ and replacing each entry k by N+1−k.
This is well known, but not entirely obvious.
Proof. We argue as in the proof of Lemma 2.6. That both of these Mo¨bius trans-
formations fix a is easy to check. In particular,
(
e−πi/N 0
0 eπi/N
)
ai = ai+1(mod N), which
implies that φ acts as j 1. For the action of ( 0 11 0 ), note that (
0 1
1 0 ) commutes with
ψ, so it is enough to show that ( 0 11 0 ) acts as e on real valued tableaux with entries
ψ(a). But now, ( 0 11 0 ) = (
−1 0
0 1 ) (
0 −1
1 0 ), and the action of (
0 −1
1 0 ) on ψ(a) is computed
by lifting the path ( cos πt − sinπtsinπt cos πt ), t ∈ [0, 1], which models evacuation.
We are now in a position to prove Theorems 1.8 and 1.11.
Proof of Theorem 1.8. Let h(z) = (z + a1)(z + a2) · · · (z + aN ) = z
N + (−1)N . Then
h(z) is a Cr-fixed polynomial, and the fibre X(h(z)) = X(a) is reduced. Therefore
the number of Cr-fixed points in X(a) is the generic answer. A point x ∈ X(a) is
Cr-fixed, if and only if the corresponding tableau Tx is Cr-fixed; but by Lemma 2.7,
the generator of Cr acts as j
N/r on SYT(⊏⊐). Hence the Cr-fixed points in X(a) are
in bijection with jN/r-fixed tableaux in SYT(⊏⊐).
Proof of Theorem 1.11. Case (i) is similar to the proof of Theorem 1.8. The polyno-
mial h(z) = (z + a1)(z + a2) · · · (z + aN ) = z
N + (−1)N is fixed by Cr and also by
( 0 11 0 ). Moreover, h(−1) 6= 0, so h(z) is of type (1) or (2), depending on whether
N
r
is
odd or even. By Lemma 2.7, the generators of Dr act as j
N/r and e, and hence the
Dr-fixed points of X(a) are in bijection with tableaux in SYT(⊏⊐) fixed by j
N/r and
e.
For case (ii), we need to consider a different polynomial. Let h(z) = zN − (−1)N .
Since h(−1) = 0, this is of type (1) or (3), depending on whether N
r
is odd or even.
Let
φ =
(
e−πi/2N 0
0 eπi/2N
)
.
Then h(z) = (z + φ(a1))(z + φ(a2)) · · · (z + φ(aN)), so X(h(z)) = φ(X(a)). A point
x ∈ X(h(z)) is fixed by Dr if and only if φ
−1(x) ∈ X(a) is fixed by φ−1Drφ, i.e. by
φ−1
(
e−πi/r 0
0 eπi/r
)
φ =
(
e−πi/r 0
0 eπi/r
)
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and
φ−1
(
0 1
1 0
)
φ =
(
0 1
1 0
)(
e−πi/N 0
0 eπi/N
)
.
By Lemma 2.7, the tableaux corresponding to points φ−1(x) fixed by these two group
elements are those fixed by jN/r and e ◦ j .
2.3 Maximally inflected real rational curves
As an application of the results from this section, we will briefly discuss the classi-
fication of maximally inflected real rational curves. Let γ : RP1 → RPd−1 be a real
parameterized curve
γ : z 7→ [f1(z) : · · · : fd(z)] ,
with f1(z), . . . , fd(z) ∈ Rn−1[z] linearly independent. A ramification point of γ is a
point z ∈ RP1 at which γ(z), γ′(z), γ′′(z), . . . , γ(d−1)(z) do not span Rd. When d = 2,
a ramification point is a critical point of the rational function f1(z)
f2(z)
. When d = 3, γ is a
planar curve and the simplest example of a real ramification point of γ is an inflection
point. In general, if 〈γ〉 denotes the vector space spanned by f1(z), . . . , fd(z), it is not
hard to see that a ramification point of γ is a root of Wr(〈γ〉; z); hence γ can have
at most N real ramification points. The space R of maximally inflected real rational
curves is the algebraic set of all curves γ of this form with exactly N distinct, real
ramification points. These curves and their relationship to Theorem 1.2 were first
studied in [13].
One interpretation of Theorem 1.9 is that the different “types” of curves in R
correspond to the DN -orbits on SYT(⊏⊐), where DN is the dihedral group of order
2N generated by j and e . Here, two curves are of the same type if one is obtained
from the other by deforming continuously within R, and possibly composing with
a reflection of RP1 or RPd−1 (or both). The actual statement of Theorem 1.9 is
about a finer invariant than this notion of type, in which one does not identify curves
related by reflections. On the other hand, curves of different types are fundamentally
different because they degenerate in different ways when the ramification points collide
(see [13, 24]); hence the type of a curve is the coarsest invariant one wants for any
classification.
The analysis of the components of R is slightly different depending on whether d
is odd or even. This is because RPd−1 is orientable if d is even, and non-orientable if
d is odd. When d is even, we put S := {±1}, and s := −1. Let Wr(γ; z) denote the
right hand side of (1.1). Although the coordiates of γ(z) are only defined up to a real
scalar multiple, since d is even, the sign Wr(γ; z) is unchanged by any real rescaling
of [f1(z) : · · · : fd(z)]. We can therefore define the sign of γ to be
ǫγ := lim
z→0−
sign(Wr(γ, z)) .
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If Wr(γ; 0) 6= 0, then ǫγ is just the sign of Wr(γ; 0). When d is odd there is no well-
defined notion of the sign of a curve: we put S := {1}, s := 1, and ǫγ := 1 for every
γ ∈ R.
The group PGL2(R) acts on R: if φ ∈ PGL2(R), then φ(γ)(z) := [φ(f1)(z) : · · · :
φ(fd)(z)] is well-defined. Let PGL2(R)◦ ⊂ PGL2(R) denote the connected component
of the identity element. It is clear that if φ ∈ PGL2(R)◦ then γ and φ(γ) are in the
same connected component of R. We also have an action of PGLd(R) on R, given by
γ 7→ θ ◦γ for θ ∈ PGLd(R). If θ is in the connected component of the idenity element
then γ and θ ◦ γ are in the same component of R. Otherwise, we have 〈γ〉 = 〈θ ◦ γ〉
and ǫγ = s ǫθ◦γ.
We now associate to each γ ∈ R a discrete invariant Oγ , which will be a subset
of SYT(⊏⊐)× S. Let x = 〈γ〉, and
Mx := {φ ∈ PGL2(R)
◦ | φ(x) ∈ X(a) for a ⊂ R>0} .
We define Oγ to be the set of pairs
Oγ :=
{
(Tφ(x), ǫφ(γ))
∣∣ φ ∈Mx} .
Our next goal is to show that Oγ has the properties needed to prove Theorem 1.9.
Lemma 2.8. For every curve γ ∈ R, Oγ ∈ Orb(j, s); i.e. Oγ is an orbit of (j, s)
acting on SYT(⊏⊐)× S.
Proof. Let x = 〈γ〉, and φ ∈ Mx. Then φ(x) ∈ X(a), where a is a set of the form
a = {0 < a1 < . . . , aN < 0}. We must show that Oγ is equal to the (j , s)-orbit of
(Tφ(x), ǫφ(γ)).
For any other φ′ ∈ Mx, we can write φ′ = ψφ where ψ ∈ PGL2(R)◦. Since
φ′(x) ∈ X(ψ(a)) we must have
0 < ψ(ak) < ψ(ak+1) < · · · < ψ(aN ) < ψ(a1) < ψ(ak−1) <∞
for some integer k. As in the proof of Lemma 2.6, this implies that Tφ′(x) = Tψ(φ(x)) =
j k(Tφ(x)). If d is even, the sign of Wr(γ; z) changes each time we pass a root; hence
we also have ǫφ′(γ) = s
kǫφ(γ). Thus Oγ is contained in the (j , s)-orbit of (Tφ(x), ǫφ(γ)).
For the reverse inclusion, choose any ψ ∈ PGL2(R)◦ such that
0 < ψ(a2) < ψ(a3) < · · · < ψ(aN ) < ψ(a1) <∞ .
If φ′ = ψφ, then φ′ ∈Mx and (Tφ′(x), ǫφ′(γ)) = (j (Tφ(x)), s ǫφ(γ)). Thus Oγ contains the
(j , s)-orbit of (Tφ(x), ǫφ(γ)).
Lemma 2.9. For every orbit O ∈ Orb(j, s), there exists a curve γ such that Oγ = O.
Proof. Choose any (T, ǫ) ∈ O, any a = {0 < a1 < · · · < aN < ∞}, any x ∈ X(a)
such that Tx = T , and any γ such that 〈γ〉 = x. If ǫγ 6= ǫ, then replace γ by θ ◦ γ for
any reflection θ ∈ PGLd(R). Then (T, ǫ) ∈ Oγ , and thus by Lemma 2.8, Oγ = O.
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Lemma 2.10. Two curves γ and γ′ are in the same connected component of R if
and only if Oγ = Oγ′.
Proof. Suppose γ, γ′ are in the same connected component of R. Let γt, t ∈ [0, 1],
be a path in R from γ0 = γ to γ1 = γ
′. Let xt = 〈γt〉. There exists a continuous
path φt in PGL2(R)◦ such that φt ∈ Mxt . By Theorem 2.2, Tφt(xt) is constant for all
t ∈ [0, 1]. Since Wr(γt; 0) 6= 0 for all t ∈ [0, 1], ǫφt(γt) is also constant. Thus we have
(Tφ0(x0), ǫφ0(γ0)) = (Tφ1(x1), ǫφ1(γ1)) ∈ Oγ ∩ Oγ′ , which implies Oγ = Oγ′ .
Conversely, suppose that Oγ = Oγ′ . Let x = 〈γ〉, x
′ = 〈γ′〉. Choose any (T, ǫ) ∈
Oγ , and any φ ∈Mx, φ
′ ∈Mx′ , so that (T, ǫ) = (Tφ(x), ǫφ(γ)) = (Tφ′(x′), ǫφ′(γ′)) Choose
a path of sets at ⊂ R>0 such that φ(x) ∈ X(a0) φ′(x′) ∈ X(a1), and let xt ∈ X(at) be
a lifting of at such that x0 = φ(x). By Theorem 2.2, Tx0 = Tx1 = T , which shows that
x1 = φ
′(x′). Lifting xt to a path in R, it follows that φ(γ) is in the same component as
θ ◦ φ′(γ′) for some θ ∈ PGLd(R). But since ǫφ(γ) = ǫφ′(γ′), θ must be in the connected
component of the identity element. It follows that γ and γ′ are in the same connected
component of R.
Proof of Theorem 1.9. For (i), Lemmas 2.8, 2.9 and 2.10 imply that γ 7→ Oγ descends
to a bijection from the connected components of R to the set Orb(j , s). To see R
is smooth it is enough to show that {〈γ〉 | γ ∈ R} is smooth. But this follows from
the fact that X is smooth at x = 〈γ〉, and the fibre Wr−1(Wr(x)) is reduced. For any
reflection θ ∈ PGL2(R) we have ǫγ = s ǫθ◦γ and 〈γ〉 = 〈θ◦γ〉; statement (ii) follows. It
is enough to prove (iii) for the reflection ( 0 11 0 ) ∈ PGL2(R). Let γˆ = (
0 1
1 0 ) γ, xˆ = 〈γˆ〉.
If φ ∈ Mx, then φˆ = ( 0 11 0 )φ (
0 1
1 0 ) ∈ Mxˆ. By Lemma 2.5(i), Tφˆ(xˆ) = e(Tφ(x)). To
compute the sign ǫφˆ(γˆ), note that there is a path γt from φˆ(γˆ) to (
−1 0
0 1 )φ(γ) such that
Wr(γt; 0) 6= 0 for all t. Thus the sign of φˆ(γˆ) is the same as that of (
−1 0
0 1 )φ(γ), which
is s⌊d/2⌋ǫφ(γ). Thus Oγˆ = (e, s⌊d/2⌋) · Oγ, as required.
3 The case of an involution
3.1 The generic cases
Suppose φ ∈ PGL2(C) is an involution (other than the identity element) and let
h(z) ∈ P(CN [z]) be a φ-fixed polynomial. We now consider the problem of counting
the φ-fixed points in X(h(z)). This is, of course, a special case of our more general
problem; however, it is an interesting one because there are several interpretations of
its various ingredients. For example, special choices of h(z) and φ lead to different
interpretations of the problem. Also, φ generates a group of order 2, which we can
think of as either the cyclic group C2, or the dihedral group D1. Hence all four of our
theorems about fixed points (Theorems 1.7, 1.8, 1.10 and 1.11) will have something
to say about this case. Unlike the general case, we can explicitly see how the different
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combinatorial objects that arise are related to each other. Finally, our results for
involutions extend to the case where the roots of h(z) are non-distinct.
Before we begin our investigations, we should note that there will be different
cases to consider. Suppose h(z) =
∏
ai 6=∞(z + ai). For now we will assume that
a = {a1, . . . , aN} is subset of CP
1 such that φ(a) = a, and also that X(a) is reduced.
There are exactly two points in CP1 that are fixed by φ. The number of non-fixed
points of φ in a must be even. Thus we have three cases:
(1) N is odd, and the set a contains exactly one φ-fixed point of CP1.
(2) N is even, and the set a contains no φ-fixed points of CP1.
(3) N is even, and the set a contains both φ-fixed points CP1.
When φ = ( 0 11 0 ), these three cases correspond to the three generic types for h(z)
discussed in the introduction. They are fundamentally different, and we should expect
to see different behaviours in each one. On the other hand, the answer only depends
on which of the three cases we are in.
Lemma 3.1. For any a and φ as above, the number of φ-fixed points in X(a) depends
only on the number of φ-fixed elements of the set a.
Proof. Let P(CN [z])φ denote the φ-fixed polynomials in P(CN [z]). Let w1, w2 ∈ CP
1
denote the two φ-fixed points. The φ-fixed point scheme of X is flat and finite over
P(CN [z])φ. Hence the number of points in the reduced fibre X(a) depends only on
the component of of P(CN [z])φ that h(z) lies in.
It is not hard to see that P(CN [z])φ has two exactly components. If N is odd, one
component is the closure of the set of h(z) identified with {a | w1 ∈ a}; the other is
the closure of the set of all h(z) identified with {a | w2 ∈ a}. These two components
are isomorphic — any involution ψ commuting with φ such that ψ(w1) = w2 gives
an isomorphism — so we obtain the same answer for both components. If N is even,
the two components are non-isomorphic and correspond to cases (2) and (3).
We now describe a few of the different interpretations of the problem. Call x ∈ X
an even-odd point if x has a basis f1(z), . . . , fd(z) where each fi(z) is either an even
polynomial or an odd polynomial.
Proposition 3.2. Let h(z) be an even or an odd polynomial N with distinct roots.
The even-odd points in X(h(z)) are exactly the the ( −1 00 1 )-fixed points.
Proof. An even-odd point in X is clearly (−1 00 1 )-fixed. Conversely, any (
−1 0
0 1 )-fixed
subspace of Cn−1[z] has a basis of ( −1 00 1 )-eigenvectors, and hence is an even-odd
point.
Proposition 3.3. Let h(z) be a real polynomial whose roots are all pure imaginary
numbers. Then the real points in X(h(z)) are exactly the ( −1 00 1 )-fixed points.
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Proof. Let ψ = ( i 00 1 ) ∈ PGL2(C). We claim that x ∈ X(h(z)) is real point if and only
if ψ(x) is an even-odd point. The result then follows from the fact that ψ commutes
with ( −1 00 1 ).
The polynomial ψ(h(z)) = h(iz) has real roots, and hence by Theorem 1.2 ev-
ery point ψ(x) ∈ X(h(iz)) is real. Suppose ψ(x) has basis f1(z), . . . , fd(z) where
each fj(z) is either an even polynomial or an odd polynomial. Then x has basis
f1(iz), . . . , fd(iz), each of which is either real, or i times a real polynomial. Hence x
is a real point.
Conversely, suppose f1(iz), . . . , fd(iz) are real polynomials that form a basis for
x ∈ X(h(z)). Since f1(z), . . . , fd(z) span a real vector space ψ(x) ∈ X(h(iz)), so do
their complex conjugates. Since fj(iz) is real, fj(z) = fj(−z), and so we deduce that
f1(−z), . . . , fd(−z) span ψ(x). Thus ψ(x) is spanned by f1(z) ± f1(−z), . . . , fd(z) ±
fd(−z), which are odd or even polynomials, i.e. ψ(x) is an even-odd point.
Proposition 3.4. Let h(z) be a real polynomial with N roots lying on a circle O that
is symmetrical with respect to the real axis. There is an involution φ ∈ PGL2(C) that
restricts to complex conjugation on the circle O. The real points in X(h(z)) are the
φ-fixed points.
Hence, by Lemma 3.1 the number of real points in X(h(z)) depends only the
number of real roots of h(z). If O = S1 is the unit circle, then this involution is
φ = ( 0 11 0 ).
Proof. There is a Mo¨bius transformation ψ ∈ PGL2(R) that sends the imaginary line
to O. The involution φ = ψ ( −1 00 1 )ψ
−1 restricts to complex conjugation on O. Since
x ∈ X(h(z)) is real and φ-fixed if and only if ψ−1(x) is real and ( −1 00 1 )-fixed, this
result is equivalent to Proposition 3.3.
Proposition 3.5. Suppose N is even. Let h(z) be a real, even polynomial with N
distinct non-real roots on the unit circle. Then the number of even-odd points in
X(h(z)) is equal to the number of real points in X(h(z)).
Proof. We consider two involutions: ( −1 00 1 ), whose fixed points in CP
1 are 0, ∞, and
( 0 11 0 ), whose fixed points in CP
1 are ±1. If h(z) =
∏
ai 6=∞(z + ai) then the set a is
fixed by both (−1 00 1 ) and (
0 1
1 0 ), and none of the elements of a are fixed by either. It
follows from Lemma 3.1 that the number of ( −1 00 1 )-fixed points in X(h(z)) is equal to
the number ( 0 11 0 )-fixed points in X(h(z)). But the former are even-odd points, and
the latter are real points.
This last result has an interesting combinatorial interpretation. By Lemma 2.7 the
real points in X(h(z)) correspond to e-fixed tableaux in SYT(⊏⊐). Note that e-fixed
tableaux are rotationally-invariant tableaux, so this statement is in agreement with
both Theorems 1.10 and 1.11 (here we are considering the case where r = 1, and h(z)
is of type (2)). On the other hand, by Theorem 1.8, the odd-even points correspond
to jN/2-fixed tableaux. Hence from Proposition 3.5, we deduce:
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Corollary 3.6. If N is even, the number of e-fixed tableaux in SYT(⊏⊐) is equal to
the number the number of jN/2-fixed tableaux in SYT(⊏⊐).
The r = 2 case of Theorem 1.7 asserts that the fixed points of an involution are
also counted domino tableaux. We can prove the r = 2 case of Theorem 1.7 using
Lemma 2.7.
Theorem 3.7 (r = 2 case of Theorem 1.7). Let h(z) be an even or an odd polynomial
of degree N or N − 1, with distinct real roots. There is a unique h(z)-compatible
Richardson variety Xλ/µ, and the number of even-odd points in Xλ/µ(h(z)) is the
number of domino tableaux of shape λ/µ.
Here the involution we use is (−1 00 1 ), which is the generator for C2. The four
possibilities for λ/µ are: ⊏⊐ (if h(z) is even and N is even), ⊏⊐/1 (if h(z) is odd and
N is odd), 1∨ (if h(z) is even and N is odd), 1∨/1 (if h(z) is odd and N is even). The
two cases where N is odd give the same answer; here a contains either 0 or ∞, but
not both. When N is even and λ/µ = ⊏⊐, we are in the case where a contains neither
0 nor ∞. When N is even and λ/µ = 1∨/1, a contains both 0 and ∞. Hence these
cases correspond exactly to the different possibilities for the number of (−1 00 1 )-fixed
elements in a.
Proof. First, suppose that λ/µ = ⊏⊐. Then we can write a = {a1, . . . , aN}, where
0 < a1 < a3 < · · · < aN−1 < ∞, and a2k = −a2k−1 for all k. Let T = Tx(a) be the
real valued tableau associated to a point x ∈ X(a). To compute ( −1 00 1 ) Tx, we write(
−1 0
0 1
)
=
(
1 ε
0 1
)(
−1 0
0 1
)(
1 ε
0 1
)
where ε is a small positive real number. Then ( 1 ε0 1 )a = {a1 + ε, . . . , aN + ε}. Note
that
a1 ≺ a2 ≺ a3 ≺ a4 ≺ · · · ≺ aN−1 ≺ aN
a2 + ε ≺ a1 + ε ≺ a4 + ε ≺ a3 + ε ≺ · · · ≺ aN + ε ≺ aN−1 + ε
By Theorem 2.3, ( 1 ε0 1 ) T is obtained from T by switching the positions of a2k−1 and
a2k = −a2k−1 if they are in the same row and column; then adding ε to each of
the entries. The action of (−1 00 1 ) on the result simply negates each of the entries by
Lemma 2.5(i); finally acting by ( 1 ε0 1 ) the second time does not change the -order
of the entries, so we simply add ε to each entry. The net result is that (−1 00 1 ) T is
obtained from T by switching the positions of a2k−1 and a2k, whenever these are not
in the same row or column.
It follows that φ(x) = x if and only if the corresponding tableau Tx(a) has the
property that a2k−1 and a2k are in the same row or column for all k = 1, . . . , N2 . These
real valued tableaux are in bijection with domino tableaux of shape ⊏⊐.
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In the other three cases, a is of the form
{0, a1, . . . , aN−1} if λ/µ = ⊏⊐/1 ,
{a1, . . . , aN−1,∞} if λ/µ = 1∨ ,
or {0, a1, . . . , aN−2,∞} if λ/µ = 1∨/1 ,
where 0 < a2k−1 = −a2k <∞ for all k. A similar argument applies.
Corollary 3.8. If N is even, the number of rotationally-invariant tableaux in SYT(⊏⊐)
is equal to the number of domino tableaux of shape ⊏⊐.
A similar argument gives the r = 1 case of Theorem 1.10.
Theorem 3.9 (r = 1 case of Theorem 1.10). Let h(z) be polynomial of degree N ,
whose roots are distinct real numbers invariant under z 7→ 1
z
. If h(1) 6= 0 or h(−1) 6=
0, then the the number of ( 0 11 0 )-fixed points in X(h(z)) is the number of rotationally-
tableaux in SYT(⊏⊐). If h(1) = h(−1) = 0, then the number of ( 0 11 0 )-fixed points in
X(h(z)) is the number of rotationally-invariant tableaux in SYT(⊏⊐) where N
2
and
N
2
+1 are in the same row or column.
Proof. Write a = {a1, . . . , aN}, where a1 ≺ a2 ≺ · · · ≺ aN . Let x ∈ X(a), with
corresponding real valued tableau T = Tx(a) It is enough to prove this when h(z) is
generic, so that ai 6= −aj unless {ai, aj} = {1,−1}.
In the first case, when h(1) 6= 0 or h(−1) 6= 0, this implies that |a1| < |a2| <
· · · < |aN |. By Lemma 2.5(ii), ( 0 11 0 )T = T
∨. and so ( 0 11 0 ) x = x if and only if the
corresponding tableau is rotationally-invariant.
In the second case, when h(1) = h(−1) = 0, we write(
0 1
1 0
)
=
(
1 0
−ε 1
)(
0 1
1 0
)(
1 ε
0 1
)
,
where ε is a small positive real number. Arguing as in the proof of Theorem 3.7, we
see that ( 0 11 0 )T is obtained by rotating T by 180
◦, replacing each entry ak by 1ak ,
and switching the positions of 1 and −1 if and only if they are in the same row or
column. For T to be invariant under this operation, we require rotation-invariance of
Tx, and the entries aN/2 = 1 and a(N/2)+1 = −1 of Tx(a) must be in the same row or
column.
Corollaries 3.6 and 3.8 can also be proved bijectively. The bijection between e-
fixed and jN/2-fixed tableaux in SYT(⊏⊐) is given by the involution eN/2 : SYT(⊏⊐)→
SYT(⊏⊐), which is the evacuation operator restricted to the entries 1, . . . , N
2
.
Proposition 3.10. If N is even, we have
e ◦ eN/2 = eN/2 ◦ j
N/2 .
Hence eN/2 gives a bijection between e-fixed and j
N/2-fixed tableaux in SYT(⊏⊐).
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❀e
❀
jN/2
❀
e ′N/2
❀
eN/2
Figure 3.1: Homotopic paths that model e ′N/2 ◦ e (top) and eN/2 ◦ j
N/2 (bottom).
Proof. Let e ′N/2 := e ◦ eN/2 ◦ e. For T ∈ SYT(⊏⊐), one can think of e
′
N/2(T ) as
performing “reverse evacuation” on the largest N
2
entries of T . It is enough to show
that e ′N/2 ◦e = eN/2 ◦ j
N/2. But as shown in Figure 3.1 the two sides of this equation
are modelled by lifts of homotopic paths.
The bijection for Corollary 3.8 is a bit more involved. If T is a domino tableau
of shape ⊏⊐, there are two entries labelled k for each k = 1, . . . , N
2
. One of these is
closer to the northwest corner; colour this entry blue and the other one red. With
each k, starting at k = N
2
and descending to k = 1, slide the red k through the blue
entries k+1, . . . , N
2
, and then replace the red k by k+ N
2
. The result will be a standard
Young tableau of shape ⊏⊐. Finally apply eN/2 to this tableau, and denote the result
ϕ(T ).
Proposition 3.11. The map T 7→ ϕ(T ) gives a bijection between domino tableaux of
shape ⊏⊐ and rotationally-invariant tableaux in SYT(⊏⊐).
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❀
❀
Figure 3.2: A path that models the bijection between domino tableaux of shape ⊏⊐,
and rotationally invariant tableaux of shape ⊏⊐, when N is even.
Proof. Let a = {a1, . . . , aN}, where 0 < a1 < a3 < · · · < aN−1 < 1, and a2k = −a2k−1
for k = 1, . . . , N
2
. As we saw in the proof of Theorem 3.7, domino tableaux are in
bijection with real valued tableaux of shape ⊏⊐ with entries a, where a2k−1 and a2k
are in the same row or column, and these tableaux correspond to ( −1 00 1 )-fixed points
in X(a). In this set-up, the map ϕ is modelled by the path illustrated in Figure 3.2.
Let
φ =
(
1√
2
− 1√
2
1√
2
1√
2
)
.
When RP1 is drawn as a circle (as in Figure 2.1), φ ∈ PGL2(R) acts by rotating
the circle 90◦ clockwise. The path illustrated in Figure 3.2 is homotopic to a path
that computes the action of φ; hence under the identifications above, the action of φ
coincides with the map ϕ.
Let T = Tx(a) be the real valued tableau corresponding to a point x ∈ X(a).
Note that φ (−1 00 1 )φ
−1 = ( 0 11 0 ). Thus x is an (
−1 0
0 1 )-fixed point if and only if φ(x) is a
( 0 11 0 )-fixed point in X(φ(a)). By Lemma 2.5, the tableau corresponding to (
0 1
1 0 )φ(x)
is φ(T )∨; hence φ(T ) corresponds to a ( 0 11 0 )-fixed point if and only if φ(T ) = φ(T )
∨.
It follows that T is identified with a domino tableau if and only if φ(T ) is identified
with a rotationally invariant tableau, and the result follows.
Similar arguments can be used to establish explicit bijections between domino
tableaux and rotationally-invariant tableaux (of the appropriate type) in cases (1)
and (3). One can also show that the procedure used to define ϕ(T ) gives a bijection
28
between domino tableau of shape λ and the e-fixed tableaux in SYT(λ) for any
partition λ of even size. We leave the details of these generalizations to the reader.
3.2 Involutions and Schubert intersections
The correspondence between points in X(a) and tableaux can be extended to the
case where a is a multiset of points in RP1. In this more general situation, the
correspondence is no longer bijective. Nevertheless, we can still use it to obtain
generalizations of Theorems 3.7 and 3.9 to the case where a is a multiset fixed by
an involutions φ ∈ PGL2(C). Although the problem of counting φ-fixed points in
X(a) still makes some sense, the fibre X(a) is not necessarily reduced when a is a
multiset. We resolve this by refining our problem, and considering φ-fixed points in
an intersection of Schubert varieties.
For each a ∈ CP1, we define a flag in Cn−1[z]:
F•(a) : {0} = F0(a) ⊂ F1(a) ⊂ · · · ⊂ Fn−1(a) = Cn−1[z] .
If a ∈ C,
Fi(a) := (z + a)
n−iC[z] ∩ Cn−1[z] .
In particular F•(0) is the flag F• defined in the introduction. We also define F•(∞)
to be the flag F˜• (defined in the Section 1.1), which is equal to lima→∞ F•(a). For
every λ ∈ Λ, we have a Schubert variety in X relative to the flag F•(a):
Ωλ(a) := {x ∈ X | dim
(
x ∩ Fn−d−λi+i(a)
)
≥ i , for i = 1, . . . , d} .
The codimension of Ωλ(a) in X is |λ|.
Proposition 3.12. The Wronskian Wr(x; z) is divisible by (z+a)k if and only if x ∈
Ωλ(a) for some partition λ ⊢ k. Also, x ∈ Ωµ(∞) for some µ ⊢
(
N − degWr(x; z)
)
.
Hence every point in X(a) lies in some intersection of Schubert varieties relative
to the flags F•(ai). (We will not discuss the multiplicities of such points here, but
more information can be found in [20].) We will are left to consider the problem of
counting φ-fixed points in an intersection
Ωλ1(a1) ∩ · · · ∩ Ω
λs(as) , (3.1)
where a1, . . . , as are distinct, and |λ1| + · · · + |λs| = N . Mukhin, Tarasov and
Varchenko proved that if a is real, such intersections of Schubert varieties are al-
ways transverse [19].
Theorem 3.13. [Mukhin-Tarasov-Varchenko] If a1, . . . as ∈ RP
1 are distinct real
points, and λ1, . . . λs ∈ Λ are partitions with |λ1|+· · ·+|λs| = N , then the intersection
(3.1) is finite, transverse, and real.
29
Let us assume that a1, . . . , as are real, and a1 ≺ a2 ≺ · · · ≺ as. Let x be a
point in the intersection (3.1). Instead of associating a unique tableau to the point
x, we will associate a set of tableaux Tx ⊂ SYT(⊏⊐). We do this by the reverse of
the construction described in [22]. Let a denote the multiset containing a1, . . . , as
with multiplicities |λ1|, . . . , |λs| respectively, and let x ∈ X(a). Consider a path
at = {(a1)t  · · ·  (aN )t}, t ∈ [0, 1], starting at a0 = a, and ending at a set
a1. (Essentially we want to perturb a without changing the relative -order of the
entries.) For any lifting to a path xt ∈ X(at) with x0 = x, it is reasonable to think
of Tx1 as being a tableau associated to x. However, since a0 is a multiset, the fibre
X(a0) need not be reduced, and so there may be more than one such lifting. We
define
Tx := {Tx1 | xt ∈ X(at), x0 = x} , (3.2)
the set of tableaux coming all possible liftings of the path at.
The sets Tx that arise in this way are characterized in terms of Haiman’s dual
equivalence relation [9]. We will not review all the relevant definitions here but
refer the reader to [22, Section 2], where they may be found along with the proof
of Theorem 3.14, below. Let λ denote the sequence of partitions (λ1, . . . , λs). For
T ∈ SYT(⊏⊐), k = 1, . . . , s, let Tλ[k] be the subtableau of T consisting of entries
|λ1|+ · · ·+ |λk−1|+ 1 , |λ1|+ · · ·+ |λk−1|+ 2 , . . . , |λ1|+ · · ·+ |λk| .
Write T ∼∗
λ
T ′ if Tλ[k] is dual equivalent to T ′λ[k] for all k = 1, . . . , s. This is
an equivalence relation on SYT(⊏⊐). We will say that T has type λ if Tλ[k] has
rectification shape λk for all k. Note that if T has type λ and T ∼
∗
λ
T ′, then T ′ also
has type λ.
Theorem 3.14. For every point x ∈ X(a), the associated set of tableaux Tx is an
equivalence classes of the relation ∼∗
λ
. The point x is in the intersection (3.1) if and
only if T has type λ for some (equivalently for every) T ∈ Tx.
For T ∈ SYT(⊏⊐), switching the subtableaux Tλ[k] and Tλ[k+1] is the following
procedure (see e.g. [1]). First add |λk| to each of the entries of Tλ[k], and subtract
|λk| from each of the entries of Tλ[k+1]. Then, slide each of the boxes of Tλ[k], from
largest entry to smallest, through Tλ[k+1]. The result is a new tableau in SYT(⊏⊐).
Let switch(T, a) be the tableau obtained by switching Tλ[k] and Tλ[k+1] for each k
such that ak = −ak+1.
Theorem 3.15. Let x be a point in the intersection (3.1).
(i) The point (−1 00 1 ) x lies in the intersection
Ωλ1(−a1) ∩ · · · ∩ Ω
λs(−as) , (3.3)
and the associated set of tableaux is {switch(T, a) | T ∈ Tx}.
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(ii) The point ( 0 11 0 ) x lies in the intersection
Ωλ1(a−11 ) ∩ · · · ∩ Ω
λs(a−1s ) , (3.4)
and the associated set of tableaux is {switch(T, a)∨ | T ∈ Tx}.
Here T 7→ T∨ is the involution on SYT(⊏⊐) which rotates a tableau by 180◦ and
replaces each entry i by N+1−i.
Proof. We will prove (i), leaving (ii), which is similar, to the reader. Let aˆ = ( −1 00 1 ) a
and let xˆ = ( −1 00 1 )x. Call a path at = {(a1)t, . . . , (aN)t} short if (ak)t ∈ RP
1 is in
some sufficiently small neighbourhood of (ak)0, for all t ∈ [0, 1], k = 1, . . . , N .
The definition (3.2) of Tx requires us to consider a “suitable” path at, i.e. a path
at = {(a1)t  · · ·  (aN )t}, t ∈ [0, 1], where a0 = a and a1 is a set. It is possible to
choose this to be a short path, in which (ak)1 < (ak)0 for all k, and we will assume that
this is the case. This ensures that for any lifting xt ∈ X(at), the tableau associated
to ( −1 00 1 )x1 is just Tx1 (by Lemma 2.5(i)). Thus Tx is also obtained from all possible
liftings of the path (−1 00 1 ) at, starting at xˆ.
Similarly, to obtain Txˆ using (3.2) we need a suitable path aˆt = {(aˆ1)t, . . . , (aˆN )t},
t ∈ [0, 1]. Again, we assume this is a short path, and that (aˆk)1 < (aˆk)0 for all k.
Note that we have
(aˆk)1 < (aˆk)0 = −(ak)0 < −(ak)1 for k = 1, . . . , N . (3.5)
Now, any two short paths from aˆ to aˆ1 are homotopy equivalent to each other. In
particular, the path aˆt is homotopy equivalent to the concatenation of (
−1 0
0 1 ) at with
any short path of sets from ( −1 00 1 )a1 to aˆ1; hence we can compute Txˆ by lifting this
concatenation of paths, starting at xˆ. As noted above, the first part (lifting (−1 00 1 ) at
to a path starting at xˆ) gives us Tx. It follows that the relationship between Tx and Txˆ
is described by lifting a short path from (−1 00 1 ) a1 to aˆ1. From (3.5), we see that along
such a path the points close to ak must change places (in the -order) with points
close to ak+1, whenever ak+1 = −ak. By Theorem 2.3, the effect of this on a tableau
T ∈ Tx is to switch the subtableaux Tλ[k] and Tλ[k+1], and the result follows.
Theorem 3.15 gives us two ways of computing the number of fixed points of an
involution φ ∈ PGL2(C) in the intersection (3.1). First note, that for there to any
fixed points, the intersection itself must be φ-invariant, which is to say we must have{
(λ1, a1), . . . , (λs, as)
}
=
{
(λ1, φ(a1)), . . . , (λs, φ(as))
}
.
If we take φ = ( −1 00 1 ), the number of fixed points is the number of equivalence classes
of ∼∗
λ
of type λ that are invariant under T 7→ switch(T, a). If we take φ = ( 0 11 0 ), the
number of fixed points is the number of equivalence classes of ∼∗
λ
of type λ that are
invariant under T 7→ switch(T, a)∨.
We note that the equivalence classes of ∼∗
λ
are in bijection with sequences of
Littlewood-Richardson tableaux, which makes it quite manageable to compute mod-
erate sized examples by hand, by either method.
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1 2 7 8
3 5 9 11
4 6 10 12
1 2 4 5
3 6 8 11
7 9 10 12
1 2 4 5
3 7 8 11
6 9 10 12
1 2 5 8
3 4 6 11
7 9 10 12
1 2 5 7
3 4 9 10
6 8 11 12
1 2 5 9
3 6 7 10
4 8 11 12
1 2 5 9
3 4 7 10
6 8 11 12
1 2 5 7
3 6 9 10
4 8 11 12
Figure 3.3: Eight tableaux that are representatives of the eight ∼∗
λ
equivalence classes
of type λ = (21, 21, 21, 21), when d = 3, n = 7. The subtableaux Tλ[1], Tλ[2], Tλ[3]
and Tλ[4] consist of entries (1, 2, 3), (4, 5, 6), (7, 8, 9) and (10, 11, 12) respectively.
Example 3.16. Let d = 3, n = 7, and λ = 21. Suppose w1, w2 are distinct non-real
complex numbers. We consider the problem of counting the number of real points in
the intersection
Ωλ(w1) ∩ Ω
λ(w¯1) ∩ Ω
λ(w2) ∩ Ω
λ(w¯2) . (3.6)
The points w1, w¯1, w2, w¯2 lie on a circle in CP
1, so by Proposition 3.4, the real points
in (3.6) are the fixed points of an involution φ ∈ PGL2(C). Hence this problem is
equivalent to counting the (−1 00 1 )-fixed points in the intersection
Ωλ(a1) ∩ Ω
λ(−a1) ∩ Ω
λ(a2) ∩ Ω
λ(−a2) ,
where 0 < a1 < a2 < ∞. By Theorem 3.15(i), the number of these points is the
number of equivalence classes of ∼∗
λ
of type λ = (λ, λ, λ, λ) that are invariant under
T 7→ switch(T, a).
There are eight equivalence classes of ∼∗
λ
of type λ; representatives of these classes
are shown in Figure 3.3. To compute T 7→ switch(T, a), we switch Tλ[1] with Tλ[2],
and switch Tλ[3] with Tλ[4]. The four tableaux in the top row are invariant under
T 7→ switch(T, a); therefore so are the equivalence classes they represent. For each
tableaux T in the bottom row, one can check that T ≁∗
λ
switch(T, a). Thus, exactly
four of our equivalence classes are fixed by T 7→ switch(T, a), and hence there four real
points in the intersection (3.6). This answer agrees with the experimental calculation
in [10].
We can also obtain this answer by counting ( 0 11 0 )-fixed points in the intersection
Ωλ(a1) ∩ Ω
λ(a2) ∩ Ω
λ(a−12 ) ∩ Ω
λ(a−11 ) ,
where |a1| < |a2| < 1. By Theorem 3.15(ii), these are counted by equivalence classes
of ∼∗
λ
of type λ that are invariant under T 7→ switch(T∨, a) = T∨. The four tableaux
on the left side of Figure 3.3 are representatives of these invariant classes.
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4 Cr-fixed points of the Grassmannian
4.1 Plu¨cker coordinates
Virtually all of our calculations in the remaining sections of this paper will be done
using the Plu¨cker coordinates for the Grassmannian. Both the Richardson variety
Xλ/µ and the fixed point set X
r are characterized by the fact that certain Plu¨cker
coordinates are zero. In describing of the latter, we begin to see how r-ribbons and
r-ribbon tableaux fit into the picture.
There are several different ways to index Plu¨cker coordinates: we will use Λ as
our indexing set. For λ ∈ Λ, set
J(λ) := {i− 1 + λd+1−i | 1 ≤ i ≤ d} .
Suppose x ∈ X is the subspace spanned by polynomials f1(z), . . . , fd(z). Consider
the d×n matrix Aij := [z
j ]fi(z), whose entries are the coefficients of the polynomials
fi(z). Our convention will be that the rows of Aij are indexed by i = 1, . . . , d, while
the columns are indexed j = 0, . . . , n − 1. The Plu¨cker coordinates of a point
x ∈ X are [pλ(x)]λ∈Λ, where pλ(x) := AJ(λ) is the maximal minor of A with column
set J(λ). These are homogeneous coordinates: up to a scalar multiple, [pλ(x)]λ∈Λ
does not depend on the choice of basis.
We also define positive integer constants
qλ :=
∏
1≤i<j≤d
(j − i+ λd+1−j − λd+1−i) ,
for λ ∈ Λ. The Wronski map can be written explicitly in terms of the Plu¨cker
coordinates and the constants qλ.
Proposition 4.1 (See [20, Proposition 2.3]). For any point x ∈ X, the Wronskian
Wr(x; z) is given in terms of the Plu¨cker coordinates of x by
Wr(x; z) =
∑
λ∈Λ
qλpλ(x)z
|λ| . (4.1)
Both sides of (4.1) are only defined up to a scalar multiple, hence this should
rightly be interpreted as an equation in P(CN [z]).
We note a few useful results about the relationship between Plu¨cker coordinates
and Richardson varieties. The next two results are standard facts.
Proposition 4.2. Let x ∈ X. There is a unique maximal λ ∈ Λ such that pλ(x) 6= 0,
and a unique minimal µ ∈ Λ, such that pµ(x) 6= 0. For these partitions we have
x ∈ Xλ/µ.
Let Λλ/µ := {ν ∈ Λ | µ ⊆ ν ⊆ λ} denote the interval in the poset Λ between µ
and λ. The following theorem can be found in [11].
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Theorem 4.3. As a subscheme of X, Xλ/µ is defined by the the equations {pν = 0 |
ν /∈ Λλ/µ}. In particular, for any point x ∈ Xλ/µ, if pν(x) 6= 0 then ν ∈ Λλ/µ.
Proposition 4.4. If h(z) ∈ CN [z], and Xλ/µ is a compatible Richardson variety, then
for any point in x ∈ Xλ/µ(h(z)) := Xλ/µ ∩X(h(z)) we have pµ(x) 6= 0 and pλ(x) 6= 0.
Proof. Since Wr(x; z) = h(z), taking coefficients of z|µ| and z|λ| in (4.1), we have∑
|ν|=|µ|
qνpν(x) = [z
|µ|]h(z) and
∑
|ν|=|λ|
qνpν(x) = [z
|λ|]h(z) .
Since Xλ/µ is h(z)-compatible, the right hand sides are non-zero. Finally, for pν(x)
to be non-zero we must have ν ∈ Λλ/µ; hence the first sum is just qµpµ(x), and the
second is qλpλ(x). The result follows.
From these facts, we deduce Proposition 1.1.
Proof of Proposition 1.1. Let x ∈ X(h(z)). Let µ be the unique minimal partition
such that pµ(x) 6= 0, and let λ be the unique maximal partition such that pλ(x) 6=
0. Then x ∈ Xλ/µ. Moreover from (4.1), we have [x
k]h(z) = 0 for k > |λ| and
[x|λ|]h(z) = qλpλ(x) 6= 0. Thus deg h(z) = |λ|, and similarly mindeg h(z) = |µ|. Thus
x lies in some h(z)-compatible Richardson variety.
If x were in two h(z)-compatible Richardson varieties, x would lie in their inter-
section. This is a proper Richardson subvariety Xλ′/µ′ , where λ
′ ( λ, or µ′ ) µ. But
this contradicts Theorem 4.3, since pµ(x) 6= 0, and pλ(x) 6= 0.
4.2 Components of Xr
The key to adapting the methods of [20] to the proof of Theorem 1.7 is an under-
standing of the components of Xr. We first show that these components are naturally
indexed by two sets. The component of a point x ∈ Xr can be indexed by an integer
vector, determined by the eigenvalues of the Cr-action; it can also be indexed by an
r-core in Λ, determined by the non-vanishing Plu¨cker coordinates.
Let ζ = eπi/r, and let c =
( ζ 0
0 ζ−1
)
. Viewed as an element of PGL2(C), c is a
generator for the cyclic group Cr. However, viewed as an element of SL2(C), it acts
on the vector space Cn−1[z] as a semisimple operator. The monomials are a basis of
eigenvectors: the action of c on the polynomial zk ∈ Cn−1[z] is given by
czk = ζn−1−2kzk .
For k = 0, . . . , r− 1, let Mk denote ζ
n−1−2k-eigenspace for the action of c on Cn−1[z].
Thus Mk has a basis of monomials {z
k, zk+r, . . . , zk+(mk−1)r}, where mk := dimMk =
⌈n−k
r
⌉.
If x ∈ Xr, then the c action on Cn−1[z] restricts to the invariant subspace x.
Let specr(x) = (specr0(x), . . . , spec
r
r−1(x)), where spec
r
k(x) is the multiplicity of the
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eigenvalue ζn−1−2k for the action of c on x. Note that we have specrk(x) ≤ mk, and as
the action is semisimple, specr0(x)+· · ·+spec
r
r−1(x) = d. For any non-negative integer
vector s = (s0, . . . sr−1), with s0+ · · ·+ sr−1 = d and sk ≤ mk for k = 0, . . . , r− 1, let
Xs := {x ∈ Xr | specr(x) = s} .
Lemma 4.5. Let s be as above. Then Xs is naturally isomorphic to the product of
Grassmannians
∏r−1
k=0Gr(sk,Mk).
In particular Xs is irreducible, which shows that the eigenvalues of the action of
c distinguish the components of Xr.
Proof. Each x ∈ Xr decomposes as
x =
r−1⊕
k=0
(x ∩Mk) .
Now x ∈ Xs iff dim(x ∩Mk) = sk, k = 0, . . . , r − 1, hence we must have sk ≤ mk for
all k. In this case the r-tuple (x∩M0, . . . , x∩Mr−1) is a point in Gr(s0,M0)× · · · ×
Gr(sr−1,Mr−1). Conversely any point (x˜0, . . . , x˜r−1) in this product of Grassmannians
corresponds to the point x˜0 ⊕ x˜1 ⊕ · · · ⊕ x˜r−1 ∈ Xs.
A partition is called an r-core if its diagram does not have any hook lengths
equal to r. Equivalently κ is an r-core if there does not exist an r-ribbon tableau
of shape κ/µ for any µ ( κ. It is well known that if λ is any partition, there is a
unique r-core, corer(λ) ⊆ λ (called the r-core of λ), such that there exists an r-ribbon
tableau of shape λ/corer(λ). It can be obtained by successively deleting r-ribbons
from the shape λ until it is no longer possible to do so. From this description it is
not entirely obvious that corer(λ) is well defined; this will be more evident from the
alternate descriptions of r-cores that are given below.
Our next goal is to show that the components of Xr are in bijection with the
r-cores in Λ.
Example 4.6. Suppose n = 11, d = 5, and r = 3, and consider the component
X(0,3,2) of Xr. The points of this component are subspaces of C10[z] spanned by
3 polynomials of the form αz + βz4 + γz7 + δz10, and 2 polynomials of the form
αz2 + βz5 + γz8. The matrix Aij = [z
j ]fi(z), as in Section 4.1, is of the form
0 ∗ 0 0 ∗ 0 0 ∗ 0 0 ∗
0 ∗ 0 0 ∗ 0 0 ∗ 0 0 ∗
0 ∗ 0 0 ∗ 0 0 ∗ 0 0 ∗
0 0 ∗ 0 0 ∗ 0 0 ∗ 0 0
0 0 ∗ 0 0 ∗ 0 0 ∗ 0 0
 .
From this matrix, one can see that at most 12 of the 462 Plu¨cker coordinates of a
point x ∈ X(0,3,2) can be non-zero. The partitions indexing these Plu¨cker coordinates
all have 3-core equal to 32211.
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9 10 11 12
13
8
7
4 5
6
2
3
0
1
r ②✐1 r ②✐3
r r ②✐6 ②✐7
②✐8 r r r
r ②✐13 r r
r r r r
Figure 4.1: The partition 844421, and the corresponding 4-abacus. Here d = 6. The
positions of the beads correspond to the up-steps along the boundary of the partition.
The small dots in the abacus indicate positions without beads.
Lemma 4.7. Let Xs be a component of Xr. There is a unique r-core in κ ∈ Λ with
the following property: for every x ∈ Xs and every partition λ ∈ Λ whose r-core
is not equal to κ, the Plu¨cker coordinate pλ(x) is zero. Conversely, for every r-core
κ ∈ Λ, there is a unique component Xs ⊂ Xr whose associated r-core is κ.
Thus the partitions indexing non-zero Plu¨cker coordinates of a point x ∈ Xr all
have the same r-core, and this r-core determines the component of x. We will write
Xr,κ := Xs, if κ is the r-core corresponding to the component Xs.
To prove Lemma 4.7, we use the correspondence between partitions and abacus
diagrams. An r-abacus is a an arrangement of d beads inside an array with r
columns. The columns of this array are called runners, and are indexed 0, . . . , r −
1. The possible positions of the beads are indexed by non-negative integers, where
0, 1, . . . , r− 1 are the positions in the first row (from left to right), r, r+1, . . . , 2r− 1
are the positions in the second row, and so on. Thus the possible positions for beads
on the kth runner are congruent to k modulo r. The r-abacus associated to the
partition λ has beads in positions J(λ). An example is given in Figure 4.1.
It is not hard to show that deleting an r-ribbon from a partition corresponds to
sliding a bead up one position in the corresponding r-abacus (see [12]). From this it
follows that the r-core of a partition is determined by the number of beads on each
runner of the r-abacus. A partition is an r-core if the corresponding r-abacus has its
beads upwardly justified.
Proof. Let x ∈ Xr, and let λ ∈ Λ. Let sk be the number of beads on the k
th runner
of the r-abacus J(λ), k = 0, . . . , r − 1. We claim that if x /∈ Xs, then pλ(x) = 0.
Suppose x ∈ Xs
′
, and s′ 6= s. Then for some k, sk < s′k. Let f1(z), . . . , fd(z) be is
a basis of c-eigenvectors for x, where f1(z), . . . , fs′k(z) ∈Mk are ζ
n−1−2k-eigenvectors.
Then pλ(x) is given as the determinant of the minor of the matrix Aij as in Section 4.1
with columns J(λ). Consider the first s′k rows of this minor. There are at most sk
non-zero entries in each row — they are in columns corresponding to the beads on the
kth runner of the abacus. But since sk < s
′
k these rows cannot be linearly independent,
and so the Plu¨cker coordinate is pλ(x) zero.
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It follows that if x ∈ Xs, then the pλ(x) = 0 for every λ ∈ Λ that does not have sk
beads on the kth runner of the associated r-abacus. Let κ be the r-core corresponding
to r-abacus with sk upwardly justified beads on runner k. If core
r(λ) 6= κ, then the
r-abacus does not the correct number of beads on each runner, and so pλ(x) = 0, as
required.
Finally, let κ ∈ Λ be an r-core. The argument above shows that there there is
at most one component Xr,κ of Xr associated to the r-core κ. To see that such a
component is always non-empty, we note that there exists a point in x ∈ Xr whose
Plu¨cker coordinates are: pκ(x) = 1, pλ(x) = 0 for λ 6= κ. This x is necessarily in
Xr,κ.
Theorem 4.8. Let x ∈ X and let Px := {λ ∈ Λ | pλ(x) 6= 0}. Then x ∈ X
r,κ if and
only if all partitions in Px have r-core equal to κ.
Proof. We have already shown one direction in Lemma 4.7. It remains to show that
if every partition in Px has r-core κ, then x ∈ X
r,κ. The action of c on X is given in
Plucker coordinates by
pλ(cx) = ζ
−2|λ|pλ(x) for λ ∈ Λ .
If all partitions in Px have the same r-core κ, then for all λ ∈ Λ we have either
ζ2|λ| = ζ2|κ| (if corer(λ) = κ), or pλ(x) = 0 (otherwise). Thus [pλ(cx)]λ∈Λ is a scalar
multiple of [pλ(x)]λ∈Λ, i.e. cx = x. Finally, x ∈ Xr,κ, since pλ(x) 6= 0 for some
partition with corer(λ) = κ.
Without any further work, we can already deduce a few facts about fixed points
in the fibres of the Wronski map.
Corollary 4.9. Let h(z) be a Cr-fixed polynomial, and let Xλ/µ be a compatible
Richardson variety. Every point in Xrλ/µ(h(z)) lies in the same component of X
r.
Proof. Let x ∈ Xrλ/µ(h(z)). By Proposition 4.4, pµ(x) 6= 0, so x lies in the component
of Xr corresponding to the r-core of µ.
The next corollary is a special case of Theorem 1.7.
Corollary 4.10. Let h(z) be a Cr-fixed polynomial, and let Xλ/µ be a compatible
Richardson variety. If λ and µ do not have the same r-core, then the Xrλ/µ(h(z)) is
empty. In this case there are no standard r-ribbon tableaux of shape λ/µ.
Proof. If there exists a point x ∈ Xrλ/µ(h(z)) then pµ(x) 6= 0 and pλ(x) 6= 0, so µ and
λ must have the same r-core. Since the r-core is obtained by deleting r-ribbons, if
there exists an r-ribbon tableaux of shape λ/µ then µ and λ have the same r-core.
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4.3 Coordinate rings of components and their initial ideals
Let Λs denote the set of r-tuples of partitions (λ˜0, . . . , λ˜r−1), where λ˜k : λ˜0k ≥ · · · ≥ λ˜
sk
k
has at most sk parts and largest part at most mk − sk.
The r-abacus J(λ) can be encoded by a sequence of r partitions in Λs, where sk
is the number of beads on the kth runner [7, 12, 27]. We do this by encoding the
sequence of beads on each runner into a partition in the standard way, where the
positions of beads correspond to up-steps along walking along the boundary of the
partition. It is easier to state the reverse map, which sends
(λ˜0, . . . , λ˜r−1) ∈ Λs
to the abacus
J(λ) =
{
k + r
(
λ˜sk+1−ik + i− 1
) ∣∣ i = 1, . . . , sk, k = 0, . . . , r − 1} .
The r-tuple (λ˜0, . . . , λ˜r−1) is called the r-quotient of λ.
Let κ be the unique r-core whose abacus has sk beads on runner k. Let Λ
r,κ ⊂ Λ
be the set of all partitions with r-core κ. This is also the set of all partitions whose
r-abacus has sk beads on runner k. hence the The r-quotient construction gives a
bijection between Λr,κ and Λs. Moreover, sliding a bead up the kth runner of the
abacus corresponds to deleting a box from the partition λ˜k and to deleting a r-ribbon
from λ. It follows that λ 7→ (λ˜0, . . . , λ˜r−1) is an isomorphism of partially ordered sets
Λr,κ ≃ Λs. Since the latter is a distributive lattice, the former is too. (Note, however,
it is not a sublattice of Λ: the meet and join operations on Λr,κ do not coincide with
those of Λ).
The elements of Λr,κ index the non-zero Plu¨cker coordinates on Xr,κ = Xs, which
by Lemma 4.5 is naturally identified with the product of
∏r−1
k=0Gr(sk,Mk). The
r-quotient construction tells us how to identify the Plu¨cker coordinates pλ with coor-
dinates of the Segre embedding of this product of Grassmannians.
Let C[p] denote the polynomial ring generated by indeterminates {pλ}λ∈Λ. The
homogeneous coordinate ring of X is C[X ] = C[p]/I, where I is the Plu¨cker ideal. I
is generated by quadratics, and describes all relations among the Plu¨cker coordinates.
Similarly, we write C[Gr(sk,Mk)] = C[pk]/Ik for the homogeneous coordinate ring of
Gr(sk,Mk). The tensor product C[Gr(s0,M0)]⊗ · · · ⊗ C[Gr(sr−1,Mr−1)] is therefore
the multihomogeneous (Zr-graded) coordinate ring for
∏r−1
k=0Gr(sk,Mk). Abusing
notation slightly, we will write the multihomogeneous ideal for this product as
I0 + · · ·+ Ir−1 :=
(
I0 ⊗C[p1]⊗ · · · ⊗C[pr−1]
)
+ · · ·+
(
C[p0]⊗ · · · ⊗C[pr−2]⊗ Ir−1
)
.
There is a sign ǫλ ∈ {±1} associated to each partition λ ∈ Λ, which is easily
obtained from the r-abacus. First let π1(λ), . . . , πd(λ), be the sequence obtained by
listing the positions of the beads on runner 0 (in increasing order), followed by those
on runner 1, and so on. This list gives an ordering of the elements of J˜λ. We define
ǫλ to be the sign of the permutation that puts them in increasing order.
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Lemma 4.11. Consider the C-algebra homomorphism Φ : C[p] → C[p0] ⊗ · · · ⊗
C[pr−1] defined by
Φ(pλ) =
{
ǫλ pλ˜0 ⊗ · · · ⊗ pλ˜r−1 if λ ∈ Λ
r,κ with r-quotient (λ˜0, . . . , λ˜r−1)
0 if λ /∈ Λr,κ.
(4.2)
The homogeneous ideal of Xr,κ is Ir,κ := Φ−1(I0 + · · ·+ Ir−1) ⊂ C[p].
Thus Φ descends to a homomorphism
Φˆ : C[Xr,κ]→ C[Gr(s0,M0)]⊗ · · · ⊗ C[Gr(sr−1,Mr−1)]
from the homogeneous coordinate ring of Xr,κ to the multihomogeneous coordinate
ring of
∏r−1
k=0Gr(sk,Mk). Hence (4.2) identifies the coordinates of X
r,κ with the
coordinates of Segre embedding of
∏r−1
k=0Gr(sk,Mk).
Proof. Recall from the proof of Lemma 4.5 that the isomorphism
∏r−1
k=0Gr(sk,Mk) ≃
Xr,κ, is given by (x˜0, . . . , x˜r−1) 7→ x = x˜0 ⊕ · · · ⊕ x˜r−1, where x˜k = x ∩ Mk. We
must show that the Plu¨cker coordinates of x are (up to the specified sign) products
of Plu¨cker coordinates of x˜0, . . . , x˜r−1.
Let x ∈ Xr,κ = Xs. fk1(z), . . . , fksk(z) be a basis for x˜k = x ∩Mk. The Plu¨cker
coordinates of x ∩Mk are given indexed by partitions λ˜k with at most sk parts, and
largest part ≤ mk − sk. Let A˜
k
ij be the sk × n matrix with entries A˜
k
ij = [z
j ]fki(z).
Then pλ˜k(x˜k) is the minor of A˜
k
ij = [z
j ]fki(z) with columns specified by the positions
of the beads on runner k of the r-abacus J(λ).
On the other hand pλ(x) is computed as the minor of the matrix
A =
 A˜
0
...
A˜r−1

with column set J(λ). Suppose λ ∈ Λr,κ. If we take the columns of this minor in the
order π1(λ), . . . , πd(λ), we see that this is a block diagonal matrix with determinant
equal to
pλ˜0(x˜0)pλ˜1(x˜1) · · ·pλ˜r−1(x˜r−1) .
But reordering the columns in this way changes the sign of the minor by ǫλ, and thus
we have
pλ(x) =
{
ǫλ pλ˜0(x˜0)pλ˜1(x˜1) · · · pλ˜r−1(x˜r−1) if λ ∈ Λ
r,κ
0 otherwise.
Consider a Richardson variety Xλ/µ, where λ and µ both have r-core equal to κ.
Then the intersection Xr,κλ/µ := X
r,κ ∩ Xλ/µ is non-empty. Write I
r,κ
λ/µ ⊂ C[p] for the
homogeneous ideal of Xr,κλ/µ. Also put Λ
r,κ
λ/µ := Λ
r,κ ∩ Λλ/µ.
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Lemma 4.12. Suppose λ and µ have r-quotients (λ˜0, . . . λ˜r−1), and (µ˜0, . . . µ˜r−1) re-
spectively. Under the isomorphism Xr,κ ∼=
∏r−1
k=0Gr(sk,Mk), X
r,κ
λ/µ is identified with∏r−1
k=0 X˜λ˜k/µ˜k , where X˜λ˜k/µ˜k denotes the Richardson variety in Gr(sk,Mk) correspond-
ing to the skew shape λ˜k/µ˜k.
Proof. For k = 0, . . . , r − 1, let Iλ˜k/µ˜k ⊂ C[pk] denote the homogeneous ideal of the
Richardson variety X˜λ˜k/µ˜k . By Theorem 4.3, this is generated by Ik, together with
{pτ | τ + µ˜k or τ * λ˜k} . (4.3)
The ideal Ir,κλ/µ is generated by I
r,κ and {pν | ν /∈ Λλ/µ}.
We must show that
Ir,κλ/µ = Φ
−1(Iλ˜0/µ˜0 + · · ·+ Iλ˜r−1/µ˜r−1) . (4.4)
The right hand side of (4.4) is generated by Φ−1(I0 + · · ·+ Ir−1) = Ir,κ together with
all
{pν | Φ(pν) ∈ Iλ˜0/µ˜0 + · · ·+ Iλ˜r−1/µ˜r−1} .
By (4.2), pν is in this set if and only if ν /∈ Λ
r,κ or pν˜k is in the set (4.3) for some k.
The latter occurs when ν ∈ Λr,κ \ Λλ/µ. Thus the generators for the right hand side
of (4.4) are the same as the generators for the left hand side, as required.
We will need some facts about the initial ideal of Ir,κ — and more generally the
initial ideal of Ir,κλ/µ — for certain choices of weights on the Plu¨cker coordinates.
Let w = (wλ)λ∈Λ ∈ QΛ be a vector of rational numbers. The weight of a mono-
mial m(p) = c
∏
λ∈Λ p
kλ
λ ∈ C[p] with respect to w is
wtw(m) :=
∑
λ∈Λ
wλkλ .
If g(p) ∈ C[p], then the initial form of g with respect to w, denoted Inw(g), is the
sum of all monomial terms in g for which the weight of the term is minimized. The
initial ideal of an ideal H ⊂ C[p] with respect to w is the ideal
Inw(H) := {Inw(g) | g ∈ H} .
In this context, the vector w is called a weight vector.
The weight vectors of interest to us will be constructed in the following way. We
begin with an r-ribbon tableau T of shape λ/µ and a sequence of rational numbers
b1, . . . , bℓ, where rℓ = |λ/µ|.
Let ⊏⊐k := (mk−sk)
sk , so that (⊏⊐0, . . . ,⊏⊐r−1) is the maximal element in the lattice
Λs. For each i = 1, . . . , ℓ, the entries labelled i in T form a ribbon. This ribbon, under
the r-quotient correspondence, is identified with a single box in some ⊏⊐k. Put the
rational number bi in this box. We require our input data to be such that the following
condition holds.
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Condition 4.13. In the filling of ⊏⊐k, the entries are weakly decreasing along rows
and down columns, and no 2× 2 square has four equal entries.
In every case we will consider, b1, . . . , bℓ will be a weakly decreasing sequence in
which at most two of the bi are equal; this guarantees that Condition 4.13 will always
satisfied.
If not all the boxes of all ⊏⊐k are filled, we fill the remaining boxes with rational
numbers that are either less than b1 or greater than bℓ, so that Condition 4.13 is still
satisfied. For each partition ν˜k ⊂ ⊏⊐k, let w˜ν˜k be the sum of all entries in the filling
of ⊏⊐k that are outside the partition ν˜k. The weight vector we consider will be
wν =
{∑r−1
k=0(w˜ν˜k − w˜λ˜k) if ν ∈ Λ
r,κ with r-quotient (ν˜0, . . . , ν˜r−1)
0 if ν /∈ Λr,κ .
Example 4.14. Suppose r = 2, d = 3, n = 8. Let us construct a weight vector w
for the domino tableau
T =
2 3 4 4
1 2 3 6
1 5 5 6
.
and the decreasing sequence 9, 8, 7, 6, 5, 4. We start by placing these numbers in the
boxes of ⊏⊐0 and ⊏⊐1 corresponding to the ribbons in T :
⊏⊐0 : 9 8 ⊏⊐1 :
7 6
5 4
.
For the empty box we have a choice — we are allowed to fill it with any number less
than 4 — here we will choose to fill it with a 1. To determine any particular wν , say
for ν = 322, we shade the boxes corresponding to (ν˜0, ν˜1) = (1, 11),
⊏⊐0 : 9 8 1 ⊏⊐1 :
7 6
5 4
,
and sum the numbers outside of the shaded boxes: 8 + 1 + 6 + 4 = 19. We do the
same procedure for the partition λ = 544: in this case the sum is 1. Then w322 is the
difference of these two sums w322 = 19 − 1 = 18. Note that wλ is always 0, and the
choice of numbers that fill the empty boxes does affect wν if ν ∈ Λλ/µ.
For such a weight vector, the initial ideals of Ir,κ and Ir,κλ/µ are described by the
lattice structure of Λr,κ.
Lemma 4.15. For every weight vector w obtained from the process above, the initial
ideal Inw(I
r,κ) is generated by
{(ǫν∨σpν∨σ)(ǫν∧σpν∧σ)− (ǫνpν)(ǫσpσ) | ν, σ ∈ Λ
r,κ} ∪ {pν | ν /∈ Λ
r,κ} ,
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and the initial ideal Inw(I
r,κ
λ/µ) is generated by
{(ǫν∨σpν∨σ)(ǫν∧σpν∧σ)− (ǫνpν)(ǫσpσ) | ν, σ ∈ Λ
r,κ} ∪ {pν | ν /∈ Λ
r,κ
λ/µ} . (4.5)
Here ∧ and ∨ denote the meet and join operations on the lattice Λr,κ.
Proof. It is enough to prove the second statement, since Ir,κ = Ir,κλ/µ in the case where
µ = κ and λ is the largest partition in Λr,κ.
As in the proof of Lemma 4.12, let Iλ˜k/µ˜k ⊂ C[pk] denote the ideal of the Richard-
son variety X˜λ˜k/µ˜k . Each of the vectors w˜k :=
(
w˜λ˜k
)
λ˜k⊂⊏⊐k , k = 0, . . . , r − 1 defines
a weight vector for C[pk]. It is well known (see [17, Theorem 14.16]) that for these
weight vectors, if Condition 4.13 holds, the initial ideal Inw˜k(Ik) is generated by the
binomials
{pτ∨υpτ∧υ − pτpυ | τ, υ ⊆ ⊏⊐k} .
More generally, one can show (e.g. using [14, Theorem 7.1]) that Inw˜k(Iλ˜k/µ˜k) is
generated by
{pτ∨υpτ∧υ − pτpυ | τ, υ ⊂ ⊏⊐k} ∪ {pτ | τ + µ˜k or τ * λ˜k}
The initial ideal of Iλ˜0/µ˜0 + · · · + Iλ˜r−1/µ˜r−1 ⊂ C[p0] ⊗ · · · ⊗ C[pr−1] with respect to
the weight vector w˜ := (w˜0, . . . , w˜r−1) is then the sum of these: Inw˜(Iλ˜0/µ˜0 + · · · +
Iλ˜r−1/µ˜r−1) = Inw˜0(Iλ˜0/µ˜0)+ · · ·+Inw˜r−1(Iλ˜r−1/µ˜r−1). This is a basic fact about sums of
ideals in disjoint sets of variables, which follows readily from Buchburger’s criterion.
Now, for any g(p) ∈ C[p], Φ(Inw(g)) is either 0 or equal to Inw˜(Φ(g)). Moreover,
any w˜-initial form in the image of Φ is the image of some w-initial form in C[p]. It
follows that
Inw(I
r,κ
λ/µ) = Inw(Φ
−1(Iλ˜0/µ˜0 + · · ·+ Iλ˜r−1/µ˜r−1))
= Φ−1(Inw˜(Iλ˜0/µ˜0 + · · ·+ Iλ˜r−1/µ˜r−1))
= Φ−1(Inw˜0(Iλ˜0/µ˜0) + · · ·+ Inw˜r−1(Iλ˜r−1/µ˜r−1)) .
Since each of the initial ideals Inw˜k(Iλ˜k/µ˜k) is generated in degree 1 and 2, Inw(I
r,κ
λ/µ)
is generated by the Φ-preimage of the multihomogeneous elements of degree (1, 1, . . . 1)
and (2, 2, . . . , 2) in Inw˜0(Iλ˜0/µ˜0)+ · · ·+Inw˜r−1(Iλ˜r−1/µ˜r−1). Thus Inw(I
r,κ
λ/µ) is generated
by {pλ | λ /∈ Λ
r,κ
λ/µ} together with binomials of the form
(ǫν′pν′)(ǫσpσ′)− (ǫνpν)(ǫσpσ) (4.6)
where the r-quotients of ν, σ, ν ′ and σ′ satisfy
pν˜′kpσ˜′k − pν˜kpσ˜k ∈ Inw˜k(Ik) for k = 0, . . . , r − 1 . (4.7)
Among these are the binomials from (4.5), which arise when ν˜ ′k = ν˜k ∨ σ˜k and
σ˜′k = ν˜k ∧ σ˜k for all k. On the other hand, each binomial (4.6), is in the ideal
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generated by (4.5). Indeed, (4.7) implies that ν ′ ∨ σ′ = ν ∨ σ and ν ′ ∧ σ′ = ν ∧ σ, and
so (4.6) can be written as(
(ǫν∨σpν∨σ)(ǫν∧σpν∧σ)− (ǫνpν)(ǫσpσ)
)
−
(
(ǫν′∨σ′pν′∨σ′)(ǫν′∧σ′pν′∧σ′)− (ǫν′pν′)(ǫσ′pσ′)
)
Thus Inw(I
r,κ
λ/µ) is generated by (4.5), as required.
5 Fixed points of the fibre and ribbon tableaux
5.1 Fibres of the Wronski map over a field of Puiseux series
Let F be an algebraically closed field of characteristic zero containing C as a subfield.
Let K := F{{u}} =
⋃
n≥1 F((u
1
n )) be the field of Puiseux series over F. This is also al-
gebraically closed field of characteristic zero, which contains C as a subfield. As noted
in the introduction, it is enough to prove Theorem 1.7 working over any algebraically
closed field, and we will do so working over the field K. For most of our arguments it
will suffice to consider F = C, however, for others we will take F = C{{v}}, the field
of puiseux series over C.
From this point forward, all algebraic objects (X , Xλ/µ, Wr, etc.) will be consid-
ered over the field K, rather than over C. For example, X := Gr(d,Kn−1[z]) will be
the Grassmannian of d-planes in the vector space Kn−1[z] over K.
The advantage of working over K is that it is a complete valuation ring. If g =
cℓu
ℓ +
∑
k>ℓ cku
k ∈ K×, the valuation of g is defined to be
val(g) := ℓ .
The leading term LT(g) and leading coefficient LC(g) are
LT(g) := cℓu
ℓ LC(g) := [uℓ]g = cℓ .
Additionally, we set val(0) := +∞, val(∞) := −∞ and LT(0) := 0. Let K+ = {g ∈
K | val(g) ≥ 0}.
Let Xλ/µ be a Richardson variety in X . Let a1, a2, . . . , a|λ/µ| ∈ K× be non-zero
puiseux series, and put
h(z) = z|µ|
|λ/µ|∏
i=1
(z + ai) . (5.1)
It will be convenient to adopt the convention that a0 = 0, and a|λ/µ|+1 =∞. We will
assume in what follows that the Plu¨cker coordinates of a point x ∈ Xλ/µ(h(z)) are
normalized so that pλ(x) = 1.
In the case where a1, a2, . . . , a|λ/µ| have distinct valuations, the points in the fibre
of Xλ/µ(h(z)) can be identified with standard Young tableaux of shape λ/µ.
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Lemma 5.1. Suppose that
val(a1) > val(a2) > · · · > val(a|λ/µ|) .
For every point x ∈ Xλ/µ(h(z)), there is a unique chain of partitions µ = λ0 ( λ1 (
· · · ( λ|λ/µ| = λ with the property that
val(pλk(x)) =
|λ/µ|∑
i=k+1
val(ai) for k = 0, . . . , |λ/µ| . (5.2)
Moreover, for this chain we have
LT(pλk(x)) =
qλ
qλk
|λ/µ|∏
i=k+1
LT(ai) for k = 0, . . . , |λ/µ| . (5.3)
The chain of partitions λ0 ( λ1 ( · · · ( λ can be identified with a standard Young
tableaux in Tx ∈ SYT(λ/µ), obtained by placing entry k in the box λk/λk−1. Tx is
the tableau corresponding to the point x ∈ Xλ/µ(h(z)).
For any shape ν ∈ Λλ/µ, let Tx− ν denote the set of entries in Tx that are outside
the shape ν. Thus Tx − λk = {k+1, . . . , |λ/µ|}. The system (5.2) can be therefore
rewritten as val(pλk(x)) =
∑
i∈(Tx−λk) val(ai). In fact, when written this way, these
equations hold for all Plu¨cker coordinates of Xλ/µ, not just those in the chain.
Lemma 5.2. Suppose that
val(a1) > val(a2) > · · · > val(a|λ/µ|) .
If x ∈ Xλ/µ(h(z)), let T = Tx be the corresponding tableau, and let λ0 ( λ1 ( · · · ( λ
be the associated chain of partitions. We have
val(pν(x)) =
∑
i∈(T−ν)
val(ai) for ν ∈ Λλ/µ . (5.4)
In particular, pλk(x) has the unique minimal valuation among all Plu¨cker coordinates
of x indexed by partitions of size |λk|. That is, if ν ∈ Λ is any partition of size |λk|
but not equal to λk, we have val(pν(x)) > val(pλk(x)).
Proof of Lemmas 5.1 and 5.2. This proof is little more than a trivial modification of
the proof of [20, Corollary 4.4]. We sketch the main idea here, omitting several details
that are the same.
Since the number of points in Xλ/µ(h(z)) is exactly |SYT(λ/µ)|, it is enough to
show that for each tableau T ∈ SYT(λ/µ) encoding a chain of partitions µ = λ0 (
λ1 ( · · · ( λ, there exists a point x ∈ Xλ/µ(h(z)) such that (5.2), (5.3) and (5.4)
hold.
44
To do this, we use [20, Theorem 4.2], which tells us how to obtain such a point
from a solution to a certain system of equations. In our case, the system of equations
we need to solve is
qλiωi+1 · · ·ω|λ/µ| = qλLC(ai+1) · · ·LC(a|λ/µ|) i = 1, . . . , |λ/µ| , (5.5)
in complex variables ω1, . . . , ω|λ/µ|. This has the unique solution
ωi =
qλiLC(ai)
qλi−1
. (5.6)
According to [20, Theorem 4.2], every solution (ω1, . . . , ω|λ/µ|) of (5.5) gives rise to a
point x ∈ Xλ/µ(h(z)) satisfying
LT(pν(x)) =
 ∏
i∈(T−ν)
ωi
 u(∑i∈(T−ν) val(ai)) for ν ∈ Λλ/µ . (5.7)
Taking valuations of both sides of (5.7), we see that x satisfies (5.4). In the case
where ν = λk, we substitute the solution (5.6) into (5.7), giving
LT(pν(x)) =
 ∏
i∈(T−λk)
ωi
 u(∑i∈(T−λk) val(ai))
=
 |λ/µ|∏
i=k+1
qλiLC(ai)
qλi−1
 u(∑|λ/µ|i=k+1 val(ai))
=
qλ
qλk
|λ/µ|∏
i=k+1
LC(ai)u
val(ai)
which is equivalent to (5.3). This in turn implies (5.2).
Finally, we turn to the last statement of Lemma 5.2. Let ν ∈ Λ be any partition
of size |λk|. If ν ∈ Λλ/µ, then since val(a1) > · · · > val(a|λ/µ|),
val(pν(x)) =
∑
i∈(T−ν)
val(ai) ≥
|λ/µ|∑
i=k+1
val(ai) = val(pλk(x)) .
Equality occurs if and only if T − ν = {k+1, . . . , N}, i.e. ν = λk. If ν /∈ Λλ/µ then
by Theorem 4.3 val(pν(x)) = +∞ > val(pλk(x)).
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5.2 Beyond the generic case
For a polynomial h(z) of the form (1.2) with coefficients in K, the roots of h(z) do
not have distinct valuations. Thus Lemmas 5.1 and 5.2 cannot be used directly in
the case of interest to us. Nevertheless, some parts of these lemmas still hold when
the valuations of the roots are non-distinct.
Lemma 5.3. Suppose that
val(a1) ≥ val(a2) ≥ · · · ≥ val(a|λ/µ|) .
There exists a chain of partitions µ = λ0 ( λ1 ( · · · ( λ|λ/µ| = λ (not necessarily
unique) encoded by a tableau T ∈ SYT(λ/µ) with the following properties:
(1) For all ν ∈ Λλ/µ we have
val(pν(x)) ≥
∑
i∈(T−ν)
val(ai) . (5.8)
Equality holds if the leading coefficients of a1, . . . , a|λ/µ| are generic.
(2) If val(ak) > val(ak+1), then (5.2) and (5.3) hold.
(3) If val(ak) > val(ak+1), then pλk(x) has the unique minimal valuation among all
Plu¨cker coordinates of x indexed by partitions of size |λk|.
Proof. Fix a, and consider the family of finite F-schemes over (F×)|λ/µ|, whose fibre
at a point b = (b1, . . . , b|λ/µ|) is Xλ/µ(hb(z)), where
hb(z) := z
|µ|
|λ/µ∏
i=1
(z + aibi) .
For each component C of the total space, there is a unique vector (mλ)λ∈Λ, such that
val(pλ(x)) ≥ mλ for all x ∈ C, with equality on Zariski-dense subset of C.
We claim that there is a Zariski-dense subset U ⊂ (F×)|λ/µ| such that if b ∈ U ,
then for any x∗ ∈ Xλ/µ(hb(z)), (5.4) holds for the point x∗ and some tableau T ∈
SYT(λ/µ). This shows that the vector (mλ)λ∈Λ above is given by the right hand side
of (5.4), which implies (1). This claim will also be used in the proof of (2).
To prove the claim, we work over F = C{{v}}, though still assuming a1, . . . , a|λ/µ| ∈
C{{u}}. Consider the set
U = {(vγ1 , . . . , vγ|λ/µ|) | γk ∈ Z, γ1 > · · · > γ|λ/µ|}
which is Zariski-dense in F|λ/µ|. Fix b = (vγ1 , . . . , vγ|λ/µ|) ∈ U , and let ε > 0 be a
small positive rational number. Put
hˆ(z) := z|µ|
|λ/µ∏
i=1
(z + aˆi) .
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where aˆk = akv
γkuεγk . Since ε is assumed to be small, we have val(aˆ1) > · · · >
val(aˆ|λ/µ|), so for any point xˆ ∈ Xλ/µ(hˆ(z)), (5.4) holds: in particular, there is a
tableau T such that
val(pν(xˆ)) =
∑
i∈(T−ν)
val(aˆi)
=
∑
i∈(T−ν)
val(ai) +O(ε)
for ν ∈ Λλ/µ.
Now consider the substitution Σ : v 7→ vu−ε. Although this does not give a
well defined transformation from K to itself we do have Σ(pν(xˆ)) ∈ K, because the
valuations of the Plu¨cker coordinates of xˆ are uniformly bounded below for all positive
ε near 0. Thus we obtain a point
x∗ := Σ(xˆ) ∈ Xλ/µ(Σ(hˆ(z))) = Xλ/µ(hb(z)) ,
and every point in X(hb(z)) is of this form. The Plu¨cker coordinates of x
∗ satisfy
val(pν(x
∗)) = val(pν(xˆ)) +O(ε)
=
∑
i∈(T−ν)
val(ai) +O(ε)
for ν ∈ Λλ/µ. Since ε can be made arbitrarily small, we see that (5.4) holds for the
point x∗.
Next we prove (2). Since the right hand size of (5.3) is a continuous nowhere-
vanishing function of LT(a1), . . . , LT(a|λ/µ|), it is enough to prove this under the as-
sumption that the leading coefficients LC(a1), . . . LC(a|λ/µ|) are generic. Our claim
shows that in this case (5.4) holds for x and some tableau T ∈ SYT(λ/µ). Suppose
T encodes the chain of partitions µ = λ0 ( λ1 ( · · · ( λ|λ/µ| = λ. As in the proof of
Lemma 5.2, it follows that when val(ak) > val(ak+1), pλk(x) has the unique minimal
valuation among all Plu¨cker coordinates of x indexed by partitions of size |λk|.
Now h(z) = Wr(x; z), which we can rewrite using (4.1) as
qλz
|µ|
|λ/µ|∏
k=1
(z + ak) =
∑
ν∈Λ
qνpν(x)z
|ν| .
(Since the Plu¨cker coordinates are assumed to be normalized so that pλ(x) = 1, we
need the factor qλ on the left hand side to ensure that the coefficients of z
|λ| agree on
both sides.) Taking the coefficient of z|µ|+k on both sides, we see that
qλe|λ/µ|−k(a1, . . . , a|λ/µ|) =
∑
ν⊢|(µ|+k)
qνpν(x) ,
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where ei denotes the i
th elementary symmetric function. Now take the leading term
of both sides. In the case where val(ak) > val(ak+1), the leading term of the right
hand side is
qλkLT(pλk) , (5.9)
as all other monomials in the sum have strictly larger valuation. By similar reasoning,
the leading term of the left hand side is
qλLT(ak+1) · · ·LT(a|λ/µ|) . (5.10)
Equating (5.9) and (5.10), we obtain (5.3). Taking valuations of both sides gives
(5.2).
Finally, we use the last argument in the proof of Lemma 5.2 once more to deduce
(3) from (1) and (2).
The chain of partitions in Lemma 5.3 is not necessarily uniquely determined by
the point x. However if 0 = k0 < k1 < · · · < kℓ−1 < kℓ = |λ/µ| are the indices for
which val(aki) > val(aki+1), then the subchain
µ = λ0 ( λk1 ( · · · ( λkℓ = λ
is characterized by the property (3) in Lemma 5.3. Hence this particular subchain of
partitions is uniquely determined by x. We can encode this subchain into a tableau,
again denoted Tx, by placing entry i in each of the boxes of λki/λki−1.
In this way we can associate a tableau to every point x ∈ X . This is not always an
interesting tableau: for example if h(z) ∈ F[z], then all roots have the same valuation
and so Tx is the tableau in which every entry is 1. In particular, the reader should note
that this definition of Tx is not does not agree with the definition given in Section 2.
We now show that in the case of interest to us, when x is a generic Cr-fixed point,
this tableau is a standard r-ribbon tableau.
Lemma 5.4. Suppose that h(z) is Cr-fixed polynomial of the form (1.2), where
val(h1) > val(h2) > · · · > val(hℓ) .
Let Xλ/µ be an h(z)-compatible Richardson variety. If x ∈ X
r
λ/µ(h(z)), then the
corresponding tableau Tx is a standard r-ribbon tableau of shape λ/µ.
Proof. Rewrite h(z) in the form (5.1). Since each binomial (zr+hi) has r roots, each
with valuation 1
r
val(hi), we may assume that
val(a1) = · · · = val(ar) > val(ar+1) = · · · = val(a2r)
> val(a2r+1) = · · · = val(a3r)
...
> val(arℓ−r+1) = · · · = val(arℓ) .
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Thus the tableau Tx has entries 1, 2, . . . , ℓ, each appearing r times.
Let µ = λ0 ( λ1 ( · · · ( λℓ = λ be the chain of partitions associated to Tx. By
Lemma 5.3(2), each of Plu¨cker coordinates pλk(x) satisfies (5.3) and hence is non-zero,
for k = 0, . . . , ℓ. By Lemma 4.7, this implies that the each of the partitions in the
chain have the same r-core. In particular, λk+1/λk is a partition of size r where λk+1
and λk have the same r-core. Any such partition must be an r-ribbon, and the result
follows.
5.3 Existence and uniqueness
Suppose that h(z) is Cr-fixed polynomial of the form (1.2), where val(h1) > · · · >
val(hℓ). We have shown that every point x ∈ Xλ/µ(h(z)) has some associated tableau
Tx, and that for a point in X
r, this tableau is a standard r-ribbon tableau.
Now, fix T ∈ SRTr(λ/µ), and let µ = λ0 ( λ1 ( · · · ( λℓ = λ be the corresponding
chain of partitions. To complete the proof of Theorem 1.7, we need to prove that
there exists a unique point x ∈ Xrλ/µ(h(z)) such that Tx = T , and moreover that x is
a reduced point of Xrλ/µ(h(z)).
Suppose that such a point x exists. Then the following must be true:
(1) x ∈ Xrλ/µ; equivalently by Theorem 4.3 and Theorem 4.8, pν(x) = 0 for ν /∈ Λ
r,κ
λ/µ;
(2) by Lemma 5.3(2),
LT(pλk(x)) =
qλ
qλk
ℓ∏
i=k+1
LT(hi) for k = 0, . . . , ℓ . (5.11)
We will first show that there exists a point in Xrλ/µ satisfying these two conditions.
Then we will show that the additional condition Wr(x; z) = h(z) makes this point
unique and reduced in Xrλ/µ(h(z)).
Let w be a weight vector constructed (as in Section 4.3) from the tableau T and
the decreasing sequence of rational numbers val(h1), . . . , val(hℓ). Note that wλk =∑ℓ
i=k+1 val(hi). Let
Y := {x ∈ Xrλ/µ | val(pν(x)) = wν for all ν ∈ Λ
r,κ
λ,µ} . (5.12)
As we will see, the point x ∈ Xrλ/µ(h(z)) corresponding to T will be in Y . Consider
a vector α = (αν)ν∈Λ ∈ FΛ satisfying the following conditions:
αν = 0 if and only if ν /∈ Λ
r,κ
λ/µ , (5.13)
(ǫναν)(ǫσασ) = (ǫν∨σαν∨σ)(ǫν∧σαν∧σ) for ν, σ ∈ Λ
r,κ
λ/µ . (5.14)
Here ǫν = ±1 is the sign defined in Section 4.3. For any such α, let
Yα := {x ∈ Y | LT(pν(x)) = ανu
wν for all ν ∈ λ} . (5.15)
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Lemma 5.5. There for any sequence β0, . . . , βℓ ∈ F×, there is a unique vector α ∈ FΛ
satisfying (5.13), (5.14) and αλk = βk for k = 0, . . . , ℓ.
Proof. This follows from the fact that Λr,κλ/µ is a distributive lattice. Condition (5.13)
asserts that ν 7→ ǫναν is a modular function, and so this function is uniquely by its
values on the maximal chain λ0 ( · · · ( λℓ.
Lemma 5.6. If x ∈ Xrλ/µ is a point such that
LT(pλk(x)) = αλku
wλk for k = 0, . . . , ℓ , (5.16)
then x ∈ Yα.
Proof. Let α′ν = [u
wν ]pν(x). Since pν(x) = 0 for ν /∈ Λ
r,κ
λ/µ, it is enough to show that
LT(pν(x)) = ανu
wν for ν ∈ Λr,κλ/µ. Equivalently, we must show that val(pλ(x)) ≥ wν
and α′ν = αν 6= 0 for ν ∈ Λ
r,κ
λ/µ.
Note that α′ν = 0 for ν /∈ Λ
r,κ
λ/µ and α
′
λk
= αλk for k = 0, . . . , ℓ. By Lemma 5.3(1),
(5.8) holds, which can be re-expressed as
val(pν(x)) ≥ wν for all ν ∈ Λ .
Thus α′ν = pν(x)u
−wν |u=0. This implies that (α′ν)ν∈Λ is in the variety of the initial
ideal Inw(I
r,κ
λ/µ). By Lemma 4.15 we see that α
′ = (α′ν)ν∈Λ is a vector satisfying (5.13),
(5.14) and α′λk = αλk for k = 0, . . . , ℓ. By Lemma 5.5, we deduce that and we deduce
that α′ = α, as required.
Lemma 5.7. There exist local coordinates y1, . . . , yℓ on an open subset of X contain-
ing Y with the following properties:
(1) For each ν ∈ Λr,κλ/µ, there exists a polynomial Pν(y1, . . . , yℓ) ∈ K+[y1, . . . , yℓ] such
that pν(x) = u
wνPν(y1(x), . . . , yℓ(x)) for all x ∈ Y .
(2) LT(pλk(x)) = ǫλkLT(yk+1(x) . . . yℓ(x))u
wλk for all x ∈ Y .
(3) The map x 7→ (y1(x), . . . , yℓ(x)) gives a bijection
Yα ↔
{
(y1, . . . , yℓ) ∈ (K+)
ℓ
∣∣∣ LT(yk) = ǫλkαλkǫλk−1αλk−1 for k = 1, . . . , ℓ} .
In particular Yα is non-empty, and val(y1(x)) = · · · = val(yℓ(x)) = 0 for all
x ∈ Y .
Example 5.8. We illustrate the construction of the local coordinates y1, . . . , yℓ, in
the case where r = 1. Suppose d = 3, n = 7, and
T =
2 4 7
1 5 6 9
3 8
.
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For any point x ∈ Y , we can choose a basis for x so that the matrix Aij of Section 4.1
has the form
A =
 0 0 0 yˆ2yˆ4yˆ7 yˆ4yˆ7 yˆ7 10 yˆ1yˆ5yˆ6yˆ9 yˆ5yˆ6yˆ9 yˆ6yˆ9 yˆ9 1 0
yˆ3yˆ8 yˆ8 1 0 0 0 0
 ,
in which the entries are 0 or products of indeterminates:
Aij =
λi+i−d+1∏
m=j+i−d+1
yˆTim ,
where Tim denotes the entry of T in row i, column m. The coordinates y1, . . . , yℓ are
defined to be
yk(x) := u
−val(hk)yˆk for k = 1, . . . , ℓ .
The reader can check that for any h(z), with val(h1) > · · · > val(hℓ), properties
(1)–(3) of Lemma 5.7 are satisfied.
Proof. When r = 1, the construction of y1, . . . , yℓ is illustrated in Example 5.8. The
proof that properties (1)–(3) hold for this construction is routine. When r > 1, we
use the identification
Xr,κλ/µ
∼=
r−1∏
k=0
X˜λ˜k/µ˜k
of Lemma 4.12, and define y1, . . . , yℓ to be the local coordinates on appropriate subsets
of X˜λ˜0/µ˜0 , . . . , X˜λ˜r−1/µ˜r−1 . Specifically, if i1, . . . , im are the entries of T that correspond
to boxes of ⊏⊐k under the r-quotient construction, then yi1 , . . . , yim are the local
coordinates (defined as in the r = 1 case) on X˜λ˜k/µ˜k . We leave it to the reader to
verify that properties (1)–(3) can be deduced from the r = 1 case.
We note that Lemmas 5.5, 5.6 and 5.7 (and their proofs) are still valid under the
weaker condition val(h1) ≥ · · · ≥ val(hℓ), provided that Condition 4.13 is satisfied in
the construction of the weight vector w. We will need this fact in Section 6.
Lemma 5.9. If x ∈ Y , then Tx = T .
Proof. For x ∈ Y we have
val(pλk(x)) = wλk =
ℓ∑
i=k+1
val(hi) < wν = val(pν(x))
for every partition ν ∈ Λr,κλ/µ such that |ν| = |λk|, ν 6= λk. The inequality here follows
from the definition of w. This shows that Tx = T .
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Lemma 5.10. With h(z) as above, let Xλ/µ be a compatible Richardson variety. For
every T ∈ SRTr(λ/µ), there exists a unique point x ∈ Xrλ/µ(h(z)) whose corresponding
tableau is Tx = T . Moreover X
r
λ/µ(h(z)) is reduced.
Proof. By Lemma 5.5 there is a unique α ∈ FΛ satisfying (5.13), (5.14) and
αλk =
qλ
qλk
ℓ∏
i=k+1
LC(hi) for k = 0, . . . , ℓ . (5.17)
For this α, (5.11) is equivalent to (5.16). Thus if x ∈ Xrλ/µ(h(z)) is a point such that
Tx = T , then by Lemma 5.6 we must have x ∈ Yα. Conversely, by Lemma 5.9 for
every point x ∈ Yα we have Tx = T . It suffices therefore to show that there exists a
unique, reduced point in Yα ∩X
r
λ/µ(h(z)).
Let
H :=
{
g(z) ∈ KN [z]
∣∣ LT([zj ]g(z)) = LT([zj ]h(z)) for j = 0, . . . , N} .
We now show that Wr(Yα) ⊂ H . For any x ∈ Yα we have
LT
(
[zj ]Wr(x; z)
)
= 1
qλ
LT
(
[zj ]
∑
ν⊢j
qνpν(x)
)
=
{
qλk
qλ
LT(pλk(x)) if j = |λk| for some k
0 otherwise ,
since, in the first case, Tx = T , so pλk(x) has unique minimal valuation among all
Plu¨cker coordinates indexed by partitions of size j = |λk|. On the other hand, if
j = |λk|,
LT
(
[zj ]h(z)
)
=
ℓ∏
i=k+1
LT(hi)
=
qλk
qλ
αλku
wλk (5.18)
= qiλk
qλ
LT(pλk(x)) ,
and [zj ]h(z) = 0 otherwise. Thus Wr(x; z) ∈ H , for all x ∈ Yα. To finish, we show
that the map Wr : Yα → H is invertible. For this we write Wr(x; z) = h(z) as a system
of equations in the local coordinates y1, . . . , yℓ of Lemma 5.7, and use Hensel’s Lemma
(see e.g. [4, Exer. 7.25]), which is the analogue of the inverse function theorem for
valuation rings.
Comparing non-zero coefficients of both sides, Wr(x; z) = h(z) can be written as∑
ν⊢(|µ|+rk)
qνpν(x) = [z
|µ|+rk]h(z) for k = 0, . . . , ℓ . (5.19)
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By Lemma 5.7(2), the leading term of the left hand side of (5.19) is
qλkLT(pλk(x)) = qλkǫλkLT(yk+1(x) · · · yℓ(x))u
wλk . (5.20)
From (5.18), the leading term of the right hand side of (5.19) is
qλkαλku
wλk . (5.21)
Dividing both sides by ǫλkqλku
wλk , the system of equations (5.19) can be written as
yk+1 · · · yℓ = ǫλkαλk + u
δkGk(y1, . . . , yℓ) for k = 0, . . . ℓ , (5.22)
where δk > 0, and by Lemma 5.7(1) Gk(y0, . . . , yℓ) ∈ K+[y1, . . . , yℓ]. To apply Hensel’s
Lemma to the system (5.22), we need to check two things.
(1) Every x ∈ Yα is a first order solution to (5.22); that is, LT(yk+1(x) · · · yℓ(x)) =
ǫλkαλk for x ∈ Yα. This follows from Lemma 5.7(3).
(2) The Jacobian matrix
(
∂
∂yj
yi+1 · · · yℓ
)
i,j=1,...,ℓ
is invertible over K+, for x ∈ Yα.
This is true because the Jacobian matrix is upper-triangular, and the diagonal
entries are invertible by Lemma 5.7(3).
We deduce that the system (5.22) has a unique, reduced solution (y1, . . . , yℓ) ∈
(K+)ℓ+1. This solution gives the local coordinates of the point x ∈ Yα ∩Xrλ/µ(h(z)),
as required.
Lemma 5.10 is the final ingredient in the proof of Theorem 1.7.
Proof of Theorem 1.7. Since h(z) is assumed to be a generic polynomial of the form
(1.2), we may assume that val(h1) > · · · > val(hℓ). Lemmas 5.4 and 5.10 show that
in this case, x 7→ Tx gives a bijection between the reduced finite scheme X
r
λ/µ(h(z))
and SRTr(λ/µ).
Remark 5.11. Although Xrλ/µ(h(z)) is reduced, it is not always true that Xλ/µ(h(z))
is reduced when h(z) is a generic polynomial of the form (1.2). One can see this from
the combinatorics. For example, suppose r = 3, h(z) = z3 + 1 and λ/µ = 21. Then
|SYT(λ/µ)| = 2, and |SRT3(λ/µ)| = 1, which means thatXλ/µ(h(z)) is a finite scheme
of length 2, and C3 acts on it with exactly 1 fixed point. Since C3 cannot act on a set
of size 2 with only one fixed point, this shows that Xλ/µ(h(z)) is supported on a single
point, hence non-reduced. More generally, if r is prime and |SYT(λ/µ)| 6≡ |SRTr(λ/µ)|
(mod r), then for every Cr-fixed h(z) compatible with Xλ/µ, we have that Xλ/µ(h(z))
is non-reduced.
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6 Dihedral group actions
6.1 Dr-fixed points
Our final goal in this paper is to prove Theorem 1.10. We begin with some simple
observations about Dr-fixed points in X and Dr-fixed polynomials in P(KN [z]).
For any point x ∈ X , let x∨ := ( 0 11 0 ) x.
Proposition 6.1. The Plu¨cker coordinates of x∨ are
pλ(x
∨) = pλ∨(x) , λ ∈ Λ . (6.1)
We note once again, that the Plu¨cker coordinates are homogeneous coordinates,
and hence (6.1) must be viewed as a system of equations that holds up to a scalar
multiple.
Proof. The action of ( 0 11 0 ) on a polynomial Cn−1[z] is given by
( 0 11 0 ) (αn−1z
n−1 + αn−2zn−2 + · · ·+ α0) = α0zn−1 + · · ·+ αn−2z + αn−1 .
In terms of the matrix Aij used to defined the Plu¨cker coordinates (see Section 4.1),
the action of ( 0 11 0 ) simply reverses the order of the columns; hence the minor AJ(λ∨)
for x becomes (−1)d(d−1)/2AJ(λ) for x∨. These are the Plu¨cker coordinates pλ∨(x) and
pλ(x
∨) respectively. The sign is a constant scalar multiple, so it can be discarded.
Proposition 6.2. If x ∈ X is a Dr fixed point, and Xλ/µ is the minimal Richardson
variety containing x. Then µ = λ∨.
Proof. Since x = x∨ = ( 0 11 0 ) x, pν∨(x) = pν(x) for all ν ∈ Λ. In particular, if λ is the
maximal partition such that pλ(x) 6= 0, then λ
∨ is the minimal partition such that
pλ∨(x) 6= 0. By Proposition 4.2, we must have µ = λ
∨.
This establishes one easy special case of Theorem 1.10: if µ 6= λ∨, then there are no
Dr-fixed points in Xλ/µ(h(z)), and the combinatorial sets RRT
r(λ/µ) and R̂RTr(λ/µ)
are both empty.
Let h(z) ∈ P(KN [z]) be a Dr-fixed polynomial, and let Xλ/µ be a compatible
Richardson variety. Henceforth, we will assume that µ = λ∨. Working over the field
K, we will write h(z) in the form (1.2), where where m = µ, rℓ = |λ/µ|, and
val(h1) ≥ val(h2) ≥ · · · ≥ val(hℓ) .
The space of all h(z) that are compatible with Xλ/µ always has two components. If
ℓ is odd, the analysis will be the same for both components, and we treat them as
a single case. If ℓ is even, the analysis is different for the two components. Hence
will need to consider three different cases, corresponding to the three different generic
types of Dr-fixed polynomials described in the introduction.
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Type (1) Type (2) Type (3)
ℓ is odd ℓ is even ℓ is even
val(h1) > · · · > val(hℓ) val(h1) > · · · > val(hℓ) val(h1) > · · · > val(hℓ/2)
h(ℓ+1)/2 = ±1 hℓ/2, h(ℓ/2)+1 6= ±1 hℓ/2 = 1 and h(ℓ/2)+1 = −1
hℓ+1−k = (hk)−1
for k = 1, . . . , ℓ−1
2
hℓ+1−k = (hk)−1
for k = 1, . . . , ℓ
2
hℓ+1−k = (hk)−1
for k = 1, . . . , ℓ
2
− 1
Table 6.1: The three generic types of Dr-fixed polynomials over K.
In type (1), ℓ is odd, and we can assume the h1, . . . , hℓ have distinct valuations.
Since {h1, . . . , hℓ} is invariant under z 7→
1
z
, this implies that h(ℓ+1)/2 = ±1, and
hℓ+1−k = (hk)−1 for k = 1, . . . , ℓ−12 . Similarly in type (2), where ℓ is even, we may as-
sume that h1, . . . , hℓ have distinct valuations; hence hℓ+1−k = (hk)−1 for k = 1, . . . , ℓ2 ,
and none are equal to ±1. In type (3), ℓ is even, and we are required to have hℓ/2 = 1
and h(ℓ/2)+1 = −1, which both have valuation 0. The rest of the hi can be assumed to
have distinct valuations, and hence hℓ+1−k = (hk)−1, for k = 1, . . . , ℓ2−1. A summary
is given in Table 6.1.
Proposition 6.3. The Dr-fixed polynomials of types (1), (2) or (3) form a Zariski-
dense subset of all Dr-fixed polynomials in P(KN [z]) that are compatible with Xλ/µ.
Proof. Let h(z) ∈ P(KN [z]) be polynomial compatible with Xλ/µ. For a ∈ K, let
M(a) denote the largest integer for which (zr + a)M(a) divides h(z). If a 6= ±1 then
M(a) =M(a−1). It follows that ℓ−M(1)−M(−1) is even. There are four cases.
(1) If ℓ is odd, M(1) is odd, M(−1) is even, then h(z) is in the closure of the
polynomials of type (1) for which h(ℓ+1)/2 = 1.
(2) If ℓ is odd, M(1) is even, M(−1) is odd, then h(z) is in the closure of the
polynomials of type (1) for which h(ℓ+1)/2 = −1.
(3) If ℓ is even, M(1) is even, M(−1) is even, then h(z) is in the closure of the
polynomials of type (2).
(4) If ℓ is even, M(1) is odd, M(−1) is odd, then h(z) is in the closure of the
polynomials of type (3).
6.2 Reflection on the fibre models rotation of tableaux
We continue to assume that h(z) is a Dr-fixed polynomial, and Xλ/µ is a compatible
Richardson variety with µ = λ∨. For any tableau T of shape λ/µ, let T∨ denote
the tableau obtained by rotating T by 180◦, and replacing each entry k by m+1−k,
where m is the largest entry.
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Lemma 6.4. Let x ∈ X(h(z)) be any point, and Tx be the associated tableau, as in
Section 5.1. Then the tableau associated to x∨ is (Tx)∨.
Thus the action of ( 0 11 0 ) on the fibre X(h(z)) models the action of 180
◦ rotation
on tableaux. We note that this result does not require h(z) to be generic, of one of
the three types, though for our applications it will be.
Proof. Let λ0 ( λ1 ( · · · ( λℓ be the chain of partitions associated to Tx. Then
pλk(x) has unique minimal valuation among all Plu¨cker coordinates of x indexed by
partitions of size |λk|. By (6.1), pλ∨k (x
∨) has unique minimal valuation among all
Plu¨cker coordinates of x∨ indexed by partitions of size |λ∨k |. Thus λ
∨
ℓ ( λ
∨
ℓ−1 ( · · · (
λ∨0 encodes Tx∨, i.e. (Tx)
∨ = Tx∨ .
We immediately obtain the first case of Theorem 1.10.
Proof of Theorem 1.10(i). If h(z) is of type (1) or (2), then h1, . . . , hℓ have distinct
valuations, and hence by Lemma 5.10 we have a bijective correspondence between the
reduced finite scheme Xrλ/µ(h(z)) and SRT
r(λ/µ). For any x ∈ Xrλ/µ(h(z)), we have
x = x∨ iff Tx = Tx∨ = (Tx)∨, where the last equality is by Lemma 6.4. Hence ( 0 11 0 )-
fixed points in Xrλ/µ(h(z)) are in bijection with the set RRT
r(λ/µ) of rotationally-
invariant r-ribbon tableaux.
If h(z) is of type (3), then a bit more work is required, since hℓ/2 and h(ℓ/2)+1 have
the same valuation. In this case, the corresponding tableau is not a standard r-ribbon
tableau, but something close. Let T be a tableau of shape λ/µ, where |λ/µ| = rℓ and
ℓ is even. We say T is an almost-standard r-ribbon tableau if the entries of T not
equal to ℓ
2
form r-ribbons, and the entries equal to ℓ
2
form a skew shape with 2r-boxes
that supports an r-ribbon. We will write the chain of partitions corresponding to such
a tableau T as
µ = λ0 ( · · · ( λ(ℓ/2)−1 ( λ(ℓ/2)+1 ( · · · ( λℓ = λ . (6.2)
Lemma 6.5. Let x ∈ Xrλ/µ(h(z)) where h(z) is of type (3). Then the corresponding
Tx is an almost-standard r-ribbon tableau.
Proof. The argument is essentially the same as the proof of Lemma 5.4.
One possibility, if T is an almost-standard r-ribbon tableau of shape λ/µ, is that
the entries equal to ℓ
2
actually form a 2r-ribbon. In this case we say that T has a
long ribbon.
Lemma 6.6. Let T be an almost-standard r-ribbon tableau, and suppose h(z) is of
type (3).
(i) If T has a long ribbon, then there is exactly one point x ∈ Xrλ/µ(h(z)) such that
Tx = T ; moreover, x is a reduced point of X
r
λ/µ(h(z)).
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(ii) If T does not have a long ribbon, then there are at most two points in Xrλ/µ(h(z))
corresponding to T .
Proof. Consider a polynomial hb(z) of the form
hb(z) = z
|µ|
ℓ∏
i=1
(zr + bihi)
where b = (b1, . . . , bℓ) ∈ (F×)ℓ. We claim that if b1, . . . , bℓ are generic, then statements
(i) and (ii) are true with h(z) replaced by hb(z).
To prove the claim, we work over F = C{{v}}. Let
U = {(vγ1, . . . , vγℓ) | γk ∈ Z, γ1 > · · · > γℓ} .
Fix b = (vγ1 , . . . , vγℓ) ∈ U and a small positive rational number ε > 0. Put
hˆ(z) := z|µ|
ℓ∏
i=1
(zr + vγiuεγihi) .
Arguing as in the proof of Lemma 5.3, we see that for any point xˆ ∈ Xλ/µ(hˆ(z)) such
that
val(pλk(xˆ)) =
ℓ∑
i=k+1
val(hi) +O(ε) for k = 0, . . . ,
ℓ
2
−1, ℓ
2
+1, . . . , ℓ . (6.3)
there is a corresponding point x∗ := Σ(xˆ) such that Tx∗ = T . Conversely, if xˆ does
not satisfy (6.3), then Tx∗ 6= T . Points xˆ ∈ Xλ/µ(hˆ(z)) satisfying (6.3) are in bijection
with tableaux T ∈ SRTr(λ/µ) whose associated chain of partitions is of the form
µ = λ0 ( . . . λ(ℓ/2)−1 ( λℓ/2 ( λ(ℓ/2)+1 ( · · · ( λℓ = λ ,
for some λℓ/2; in other words, these points correspond to extensions of the chain (6.2)
to a maximal chain in Λr,κλ/µ. If T has a long ribbon, there is a unique way to extend
this chain, hence one point in Xrλ/µ(hb(z)) corresponding to T . If T does not have a
long ribbon, there are two ways to extend the chain, hence two corresponding points.
This proves the claim.
Now, if x∗ ∈ Xrλ/µ(hb(z)) is a point such that Tx∗ = T , then by Lemma 5.3(2), we
have
LT(pλk(x
∗)) =
qλ
qλk
ℓ∏
i=k+1
LT(bihi) for k = 0, . . . ,
ℓ
2
−1, ℓ
2
+1, . . . , ℓ . (6.4)
The right hand side of (6.4) is a nowhere-vanishing function of b1, . . . bℓ. This implies
that property (6.4) is preserved when we take the limit as b → (1, . . . , 1). Thus in
case (i) the limiting fibre Xrλ/µ(h(z)) contains exactly one reduced point x such that
Tx = T , which proves (i). In case (ii) the limiting fibre X
r
λ/µ(h(z)) contains either:
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(1) two distinct reduced points x, x′ such that Tx = Tx′ = T ; or
(2) a single point x of multiplicity two such that Tx = T ,
which proves (ii).
Lemma 6.7. Let T be an almost-standard r-ribbon tableau, and suppose h(z) is
of type (3). If T does not have a long ribbon, then there are exactly two points
x, x′ ∈ Xrλ/µ(h(z)) such that Tx = Tx′ = T , and both are reduced points of X
r
λ/µ(h(z)).
Proof. The proof uses essentially the same idea as the proof of Lemma 5.10. First,
we identify a vector α ∈ FΛ, such that one of the points will lie in Yα. Then we apply
Hensel’s Lemma, to show that the point exists and is unique.
Let λℓ/2, and λ
′
ℓ/2 denote the two partitions of size
N
2
that extend the chain (6.2)
to a maximal chain. Let T+ ∈ SRTr(λ/µ) be the tableau corresponding to the
extended chain of partitions λ0 ( · · · ( λℓ/2 ( · · · ( λℓ, and let w be a weight vector
obtained from T+ and the weakly decreasing sequence val(h1), . . . , val(hℓ). Then with
Y defined as in (5.12), we have Tx = T for every x ∈ Y : the proof is analogous to
that of Lemma 5.9.
By Lemma 5.5 there is a unique α ∈ FΛ satisfying (5.13), (5.14) and
αλk =
qλ
qλk
ℓ∏
i=k+1
LC(hi) for k = 0, . . . ,
ℓ
2
−1, ℓ
2
+1, . . . , ℓ (6.5)
αλℓ/2 = ǫ◦ qλ
(
qλ′
ℓ/2
qλ(ℓ/2)−1qλℓ/2qλ(ℓ/2)+1
) 1
2 ℓ∏
i= ℓ
2
+2
LC(hi) , (6.6)
where ǫ◦ = (ǫλ(ℓ/2)−1ǫλℓ/2ǫλ(ℓ/2)+1ǫλ′ℓ/2)
1/2; we may choose either square root.
Note that
λℓ/2 ∧ λ
′
ℓ/2 = λ(ℓ/2)−1 and λℓ/2 ∨ λ
′
ℓ/2 = λ(ℓ/2)+1 ,
so from (5.14) we have
αλ′
ℓ/2
= (ǫ◦)2
αλ(ℓ/2)−1αλ(ℓ/2)+1
αλℓ/2
= ǫ◦ qλ
(
qλℓ/2
qλ(ℓ/2)−1qλ′ℓ/2qλ(ℓ/2)+1
) 1
2 ℓ∏
i= ℓ
2
LC(hi) = −
qλℓ/2
qλ′
ℓ/2
αλℓ/2 ,
(6.7)
where the last step uses hℓ/2 = 1, h(ℓ/2)+1 = −1.
For j = 0, . . . , N , and g ∈ KN [z], let
Lj(g(z)) :=
{
LT
(
[zj ]g(z)
)
if j = |λk|, val
(
[zj ]g(z)
)
≤
∑ℓ
i=k+1 val(hi)
0 otherwise .
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Note that val
(
[z|λk |]h(z)
)
≥
∑ℓ
i=k+1 val(hi), with equality when k 6=
ℓ
2
. On the other
hand, there are two terms in the expansion of [zN/2]h(z) that have this minimal
valuation:[
u
∑ℓ
i=(ℓ/2)+1 val(hi)zN/2
]
h(z)
=
[
u
∑ℓ
i=(ℓ/2)+1 val(hi)]
((
hℓ/2h(ℓ/2)+2 · · ·hℓ
)
+
(
h(ℓ/2)+1h(ℓ/2)+2 · · ·hℓ
))
= 0 , (6.8)
and so we have
Lj(h(z)) =
{
LT
(
[zj ]h(z)
)
if j 6= N
2
0 if j = N
2
.
Define
H :=
{
g(z) ∈ KN [z]
∣∣ Lj(g(z)) = Lj(h(z)) for j = 0, . . . , N} .
We now show that the Wr(Yα) ⊂ H . Let x ∈ Yα. For j 6= N/2, we have
Lj(Wr(x; z)) = LT
(
[zj ]Wr(x; z)
)
= LT
(
[zj ]h(z)
)
= Lj(h(z)) ;
this is the same calculation as in the proof of Lemma 5.10. For j = N/2, we have
val(pλℓ/2(x)) = val(pλ′ℓ/2(x)) = wλℓ/2 = wλ′ℓ/2 =
ℓ∑
i= ℓ
2
+1
val(hi) ,
and all other Plu¨cker coordinates of x indexed by partitions of size N/2 have strictly
larger valuation. Thus we have
LN/2(Wr(x; z)) =
∑
ν⊢N
2
qν
[
u
∑ℓ
i=(ℓ/2)+1 val(hi)
]
pν(x)
= qλℓ/2
[
u
wλℓ/2
]
pλℓ/2(x) + qλ′ℓ/2
[
u
wλ′
ℓ/2
]
pλ′
ℓ/2
(x)
= qλℓ/2αλℓ/2(x) + qλ′ℓ/2αλ′ℓ/2(x) (by (5.15))
= 0 (by (6.7)) ,
and hence Wr(x; z) ∈ H .
To complete the proof, we use Hensel’s Lemma to show that Wr : Yα → H
is invertible. First, we write the system of equations (5.19) in terms of the local
coordinates y1, . . . , yℓ of Lemma 5.7.
For k 6= ℓ
2
, leading term of the left hand side and right hand side of (5.19) are
given by (5.20) and (5.21) respectively. When k = ℓ
2
, the leading term of the left
hand side is
qλℓ/2LT(pλℓ/2(x)) + qλ′ℓ/2LT(pλ′ℓ/2(x))
= qλℓ/2ǫλℓ/2LT(y(ℓ/2)+1(x)y(ℓ/2)+2(x) · · · yℓ(x))u
wλℓ/2
+ qλ′
ℓ/2
ǫλ′
ℓ/2
LT(y(ℓ/2)(x)y(ℓ/2)+2(x) · · · yℓ(x))u
wλ′
ℓ/2 . (6.9)
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(Here we have used LT(pλ′
ℓ/2
(x)) = ǫλ′
ℓ/2
LT(y(ℓ/2)(x)y(ℓ/2)+2(x) · · · yℓ(x))u
wλ′
ℓ/2 , which
comes from applying Lemma 5.7 with the chain of partitions
µ = λ0 ( · · · ( λ(ℓ/2)−1 ( λ′ℓ/2 ( λ(ℓ/2)+1 ( · · · ( λℓ = λ .
The local coordinates for this chain are the same as those for the chain λ0 ( · · · (
λℓ/2 ( · · · ( λℓ, but the roles of yℓ and yℓ/2 are reversed.) By (6.8), the right hand
side of (5.19) has valuation strictly greater than wλℓ/2 when k =
ℓ
2
. Thus we can write
the system (5.19) as:
yk+1 · · · yℓ = ǫλkαλk + u
δkGk(y1, . . . , yℓ) for k 6=
ℓ
2(
ǫλ′
ℓ/2
qλ′
ℓ/2
yℓ/2 + ǫλℓ/2qλℓ/2y(ℓ/2)+1
)
y(ℓ/2)+2 · · · yℓ = u
δℓ/2Gℓ/2(y1, . . . , yℓ)
(6.10)
where δk > 0, and Gk(y0, . . . , yℓ) ∈ K+[y1, . . . , yℓ], for k = 0, . . . , ℓ. Let
Fk(y1, . . . , yℓ) :=
{
yk+1 · · · yℓ if k 6=
ℓ
2(
ǫλ′
ℓ/2
qλ′
ℓ/2
yℓ/2 + ǫλℓ/2qλℓ/2y(ℓ/2)+1
)
y(ℓ/2)+2 · · · yℓ if k =
ℓ
2
.
We need to check two things.
(1) Every x ∈ Yα is a first order solution to (5.22); that is, for x ∈ Yα,
[u0]Fk(y1(x), · · · , yℓ(x)) =
{
αλk if k 6=
ℓ
2
0 if k = ℓ
2
.
For k 6= ℓ
2
, this follows from Lemma 5.7(3). For k = ℓ
2
, we calculate
LT
(
Fk(y1(x), . . . , yℓ(x))
)
= LT
(
qλℓ/2pλℓ/2(x)u
−wλℓ/2 + qλ′
ℓ/2
pλ′
ℓ/2
(x)u
−wλℓ/2
)
(by (6.9))
= LT
(
qλℓ/2αλℓ/2(x) + qλ′ℓ/2αλ′ℓ/2(x)
)
(by (5.15))
= 0 (by (6.7)) .
(2) The Jacobian matrix
(
∂
∂yj
Fi(y1, . . . , yℓ)
)
i,j=1,...,ℓ
is invertible over K+, for x ∈ Yα.
This is a block upper triangular matrix in which most of the diagonal blocks
are 1×1 blocks and are invertible by Lemma 5.7(3); however, there is one 2×2
diagonal block (in rows ℓ
2
, ℓ
2
+1), which is(
ǫλ′
ℓ/2
qλ′
ℓ/2
y(ℓ/2)+2 · · · yℓ ǫλℓ/2qλℓ/2y(ℓ/2)+2 · · · yℓ
y(ℓ/2)+1y(ℓ/2)+2 · · · yℓ yℓ/2y(ℓ/2)+2 · · · yℓ
)
.
This 2× 2 matrix is invertible over K+ if and only if
ǫλ′
ℓ/2
qλ′
ℓ/2
LC(yℓ/2) 6= ǫλℓ/2qλℓ/2LC(y(ℓ/2)+1)) .
60
But by Lemma 5.7(3), this is equivalent to
qλ′
ℓ/2
αλ′
ℓ/2
6= qλℓ/2αλℓ/2 ,
which follows from (6.7), as αλℓ/2 6= 0. Thus all diagonal blocks of the Jacobian
matrix are invertible over K+, as required.
Therefore, by Hensel’s Lemma the system (6.10) has a unique, reduced solution
(y1, . . . , yℓ) ∈ (K+)ℓ+1. This solution gives the local coordinates of a point x ∈
Yα ∩ X
r
λ/µ(h(z)); since x ∈ Y , we have Tx = T . We obtain the second point
x′ ∈ Xrλ/µ(h(z)), by replacing ǫ◦ by −ǫ◦ in the definition (6.6) of αλℓ/2 . This shows
that there are at least two reduced points in Xrλ/µ(h(z)) corresponding to T . By
Lemma 6.6(ii), these are the only such points.
Lemma 6.8. Let h(z) be a polynomial of type (3), and let x ∈ Xrλ/µ(h(z)). If x = x
∨
then Tx has a long ribbon.
Proof. Suppose to the contrary that x = x∨ but the tableau T = Tx does not have a
long ribbon. Let λ0, . . . , λℓ and α be as in the proof of Lemma 6.7. By Lemma 6.4
we must have T = T∨, so (λk)∨ = λℓ−k, for k 6= ℓ2 . It is not hard to see that we must
also have (λℓ/2)
∨ = λℓ/2. By (6.1), x = x∨ implies that
pλk(x)
p(λk)∨(x)
is constant for all k. In particular we must have
pλ(ℓ/2)−1(x)
p(λ(ℓ/2)+1(x)
=
pλℓ/2(x)
pλℓ/2(x)
= 1 .
But from (5.15) and (6.5), we have
LC
(
pλ(ℓ/2)−1(x)
p(λ(ℓ/2)+1(x)
)
=
αλ(ℓ/2)−1
α(λ(ℓ/2)+1
=
qλ(ℓ/2)+1LC(hℓ/2)LC(h(ℓ/2)+1)
qλ(ℓ/2)−1
< 0 ,
which gives a contradiction.
We now obtain the second case of Theorem 1.10.
Proof of Theorem 1.10(ii). If h(z) is of type (3), then Lemmas 6.6 and 6.7 show that
Xrλ/µ(h(z)) is reduced. Suppose x = x
∨. Then Tx must be an almost-standard ribbon
tableau (by Lemma 6.5) with a long ribbon (by Lemma 6.8), and be rotationally-
invariant (by Lemma 6.4). In other words, Tx ∈ R̂RT
r(λ/µ). Conversely, if Tx ∈
R̂RT
r(λ/µ), then Tx = (Tx)
∨ = Tx∨ . But by the uniqueness in Lemma 6.6(i) we have
x = x∨. Thus ( 0 11 0 )-fixed points in X
r
λ/µ(h(z)) are in bijection with R̂RT
r(λ/µ).
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