uncertainty means that the various parties to a decision do not know or cannot 38 agree on the system and its boundaries; the outcomes of interest and their 39 relative importance; the prior probability distribution for uncertain inputs to the 40 system (Lempert et al. 2003; Walker et al. 2013 ); or decisions are made over 41 time in dynamic interaction with the system and cannot be considered 42 independently Hallegatte et al. 2012) . From a decision 43 analytic point of view, this implies that there are a large number of plausible 44 alternative models, alternative sets of weights to assign to the different outcomes 45 of interest, different sets of inputs for the uncertain model parameters, and 46 different (sequences of) candidate solutions . 47 48 Decision-making under deep uncertainty is a particular type of wicked problem 49 (Rittel and Webber 1973) . Wicked problems are problems characterized by the 50 involvement of a variety of stakeholders and decision-makers with conflicting 51 values and diverging ideas for solutions (Churchman 1967) . What makes wicked 52 problems especially pernicious is that even the problem formulation itself is 53 contested (Rittel and Webber 1973) . System analytic approaches presuppose a 54 separation between the problem formulation and the solution. In wicked 55 problem situations this distinction breaks down. Solutions and problem 56 formulation are intertwined with each other. Depending on how a problem is 57 framed, alternative solutions come to the fore; and, vice versa, depending on the 58 available or preferred solutions, the problem can be framed differently. Even if 59 there is agreement on the difference between observed and desired outcomes, 60 rival explanations for the existence of this difference are available, and hence 61 different solutions can be preferred. An additional factor adding to the 62 wickedness is that decision-makers can ill afford to be wrong. The consequences 63 of any decision on wicked problems can be profound, difficult if not impossible 64 to reverse, and result in lock-ins for future decision-making. Planning and 65 decision-making in wicked problem situations should therefore be understood 66 as an argumentative process, where the problem formulation, a shared 67 understanding of system functioning and how this gives rise to the problem, and 68 the set of promising solutions, emerge gradually through debate among the 69 involved decision-makers and stakeholders (Dewulf et al. 2005) . 70
71
When even the problem formulation itself is uncertain and contested, planning 72 and decision-making requires an iterative approach that facilitates learning 73 across alternative framings of the problem, and learning about stakeholder 74 preferences and tradeoffs, all in pursuit of a collaborative process of discovering 75 what is possible (Herman et al. 2015) . Modeling and optimization can play a role 76 in facilitating this learning. They can help in discovering a set of possible actions 77 that is worth closer inspection, and make the tradeoffs among these actions 78 more transparent (Liebman 1976 question, we look at two exemplary approaches for supporting decision-making 100 under deep uncertainty -(multi-objective) robust decision-making and 101 dynamic adaptive policy pathways. We first briefly outline each approach, and 102 then discuss some of the ongoing scientific work aimed at integrating the two 103 approaches. This sets the stage for a critical discussion of these approaches and 104 how they touch on the key concerns of supporting decision-making in wicked 105 problem situations. 106 concern is with the development of a strategy that produces satisficing results in 112 as large a set of scenarios as possible. In RDM, the first step is a generic policy 113 analytic activity that aims at conceptualizing the system under study, the key 114 uncertainties pertaining to the system, the main policy levers, and the outcomes 115 of interest. The second step is case generation, or exploratory modeling (Bankes 116 et al. 2013) . In this step, the behavior of one or more models of the system under 117 study is systematically explored across the identified uncertainties, and the 118 performance of candidate strategies is assessed. The third step is scenario 119 discovery (Bryant and Lempert 2010) . Using statistical machine learning 120 algorithms, the results of the exploratory modeling are analyzed to reveal the 121 conditions under which strategies perform poorly. These conditions reveal 122 vulnerabilities of the strategies, in light of which they can be modified. The 123 fourth step is tradeoff analysis, in which the performance of the different 124 strategies are compared across the different outcome indicators, thus providing 125 an additional source of information that can be used in redesigning strategies. 126
Robust Decision-Making
The steps can be iterated until a satisficing robust strategy emerges. offer a clear answer. RDM starts from the idea of scoping a problem by defining a 254 system boundary and agreeing on outcomes of interest. Once these are set and 255 models are developed or tuned to fit with this scoping, it will be hard and often 256 expensive, although not impossible, to revise this in light of what is being 257 learned. That is, RDM assumes substantial consensus among decision-makers 258 and stakeholders on the system under study. It is therefore not surprising that 259 RDM practitioners often stress the importance of using existing models that are 260 accepted by the various decision-makers and stakeholders . 261
Another issue that is not extensively addressed in the RDM literature at present 262 is the fact that, in many complex wicked problem situations, decisions are largely 263 irreversible, there is no right to be wrong, and there is path dependency. RDM 264 helps in reducing the scenarios under which an action fails with its iterative 265 improvement of the robustness of candidate actions, but does not provide 266 detailed guidance on how to design plans that can be adapted over time, nor 267 does it offer support for analyzing path dependency and lock-ins. It is exactly 268 here that there exist complementarities with the DAPP approach, which focuses 269 more strongly on making the path dependency between actions, and the 270 presence or absence of lock-ins, more transparent. concern. Kwakkel et al. (2013), for example apply scenario discovery using two 316 models that represent substantially different conceptualizations of the system 317 under study. Similarly, Auping et al. (2015) explore the consequences of 318 alternative strategies for coping with societal aging using three distinct 319 conceptualizations of how public support for societal aging policies develop. 320
Pruyt and Kwakkel (2014) apply a similar multi-model approach to identify 321 effective policies for reducing homegrown terrorism, where the three models are 322 inspired by rival explanations for the emergence of homegrown terrorists. These 323 examples demonstrate that it is at least technically feasible to handle multiple 324 partially incommensurable system conceptualizations in a single exploratory 325 modeling approach. 326
