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This study presents new parameters for proton ionisation cross sections in guanine, adenine,
thymine, and cytosine based upon the semi-empirical Rudd model. The same model was used to
find differential electron cross sections considering a speed scaling procedure. To accelerate com-
putation, the total electron cross sections were obtained using the binary-encounter-Bethe approxi-
mation instead of the integrated Rudd formula. The cross sections were implemented in the Geant4
simulation toolkit as Geant4-DNA processes, and simulations were carried out measuring protons
lineal energies in spherical micrometric volumes filled with water, adenine, thymine, guanine, and
cytosine. Large differences were seen in the lineal energies evaluated for the different materials,
with the lineal energy measured in guanine being sometimes twice that of water. This suggests that
the cross sections developed here should be considered in biological simulations where cellular
substructures are modelled, in contrast to the current approach which approximates these volumes
as consisting of liquid water. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4990293]
I. INTRODUCTION
Monte Carlo track structure simulations are the only
known numerical method that can provide an accurate solu-
tion to the radiation transport equation. Only recently, how-
ever, have computational advances made them suitable for
complex applications such as studying the effects of ionising
particles on biological structures. Users now have access to a
variety of general purpose track structure simulation toolkits,
such as SHIELD-HIT (Gudowska et al., 2004 and Henkner
et al., 2009), PENELOPE (Baro et al., 1995), MCNP
(Briesmeister, 2000), and Geant4 (Agostinelli et al., 2003;
Allison et al., 2006; and Allison et al., 2016). Numerical
simulations are a relatively simple and economic analysis
tool though technical challenges are still encountered, usu-
ally due to the lengthy computing times that are sometimes
required to eliminate statistical fluctuations in the complex
applications. Studying the effects of radiation on cellular and
biological structures requires nanometre-scale step-by-step
track calculations which are computationally expensive as
they consider every single particle collision, whereas more
conventional condensed history codes treat the many tiny
energy depositions that occur at such small length scales con-
tinuously. In Geant4, a set of processes that are specifically
dedicated to nanometre scale simulations have been imple-
mented through the Geant4-DNA project (Incerti et al., 2010;
Francis et al., 2011b; 2011a; and Bernal et al., 2015a), keeping
full compatibility with the general structure of Geant4.
Previous nanometre scale studies have been conducted
using physical models that were developed mainly for water
targets (Dingfelder et al., 1998; Dingfelder et al., 2000;
Dingfelder et al., 2008; and Dingfelder et al., 2005) and these
have been extended to a variety of applications (Bousis et al.,
2008a; 2008b; Emfietzoglou et al., 2007; Nikjoo et al., 2001;
Lindborg and Nikjoo, 2011; and Emfietzoglou et al., 2003a).
This is mainly due to the availability of experimental data in
water (Heller et al., 1974 and Hayashi et al., 1998) which
permits the calculation and validation of cross sections.
Additionally, the relatively simple structure of the water mol-
ecule makes it easier to study than more complex biological
compounds. Consequently, only homogeneous water volumes
can be included in simulations and other biological materials
that may be of interest for radiobiology cannot be simulated.
For this reason, many published studies make the assumption
that cellular structures can be represented by small homoge-
neous water volumes, and the outcome of this approximate
consideration has led to reasonably satisfying results (Garty
et al., 2010; Francis et al., 2012; Francis et al., 2011c; Stewart
et al., 2002; and Ponomarev and Sachs, 1999), considering
that experimental cross sections for DNA components are
both scarce and difficult to determine.
Similarly, studies carried out using the Geant4-DNA pro-
cesses rely only on liquid water cross sections. These studies
include a comparison of various geometrical configurations of
DNA (Bernal et al., 2013 and Bernal et al., 2015b), investiga-
tion of the reactions and diffusion of chemical species in
water (Karamitros et al., 2014), and calculation of the DNA
damage using specific clustering algorithms (Francis et al.,
2012).
Recently, DNA related cross sections have become of
interest to the scientific community (Boudaiffa et al., 2000;
Bazin et al., 2010; Huels et al., 2003; and Sanche, 2005) in
an effort to improve the accuracy of the data of interactions
between ionising radiation and DNA. Comparisons made
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between the cross-sections of DNA constituent molecules
and those of water show non-negligible differences (Galassi
et al., 2012 and Bernhardt and Paretzke, 2003), that would
have a direct impact on the track structure calculation results
for radio-induced DNA damage.
In this work, cross sections of DNA bases (guanine, ade-
nine, thymine, and cytosine) were calculated using the semi-
empirical Rudd model (Plante and Cucinotta, 2008). The
model parameters were fit against experimental measure-
ments of the differential ionisation cross sections for the four
bases. The calculated cross sections were then implemented
as Geant4-DNA processes using the G4VEmModel class
interface, and the Geant4 version 10.1 was used throughout
this paper. Simulations were then carried out to estimate the
lineal energy of protons crossing micrometric spherical vol-
umes filled with each of the four base materials. The results
of these simulations are compared in order to show the dif-
ferences between the lineal energies obtained in liquid water
and DNA bases. The goal of this comparison is to provide an
estimation of the differences that arise when liquid water
cross sections are used instead of those of DNA materials in
step-by-step track structure studies at the micrometre scale.
II. MATERIALS AND METHODS
A. Differential and total ionisation cross sections
The Rudd model was first presented in Rudd (1990) for
differential and total cross sections of charged particles colli-
sions. Further details concerning the description of collisions
with molecules, e.g., diatomic molecules, CH4, and other
species have previously been compared favourably to other
models (Rudd et al., 1992). More recently, the model has
been extended to account for the relativistic behaviour of
high speed particles (Plante and Cucinotta, 2008). In this
work, we use this relativistic approach to derive water cross
sections, and we introduce new fitting parameters that are
adjusted so that the calculated single differential cross sec-
tions correspond to experimental data for collisions of pro-
tons with the four DNA bases. The data of Wilson and
Toburen (1975) provide cross sections for collisions of pro-
tons with hydrocarbon molecules; in this work, we normal-
ized the experimental hydrocarbon data by the number of
molecular electrons, and then, the cross sections were multi-
plied by the number of electrons in each of the DNA bases.
This procedure considers that the main interaction with the
target is not with the whole molecule but rather with one of
the orbiting electrons, ignoring mutual interactions between
the different orbiting electrons, and this approximation is
permitted as the Rudd model does not consider these interac-
tions. Since the data were obtained from hydrocarbons in the
vapour phase, the cross sections were multiplied by the den-
sity of the liquid phase DNA bases during Monte Carlo sim-
ulations. The binding energies and the kinetic energies of
the orbital electrons of each orbital for the four bases mole-
cules can be found in Mozejko and Sanche (2003) and the
occupation numbers were taken from Galassi et al. (2012).
Therefore, the differential cross section is obtained by the
following expression:
dri
dw
¼ Si
Ii
F1 vð Þ þ wF2 vð Þ
1þ wð Þ3 1þ exp a w wci=vð Þ½ 
  ; (1)
where Ii is the binding energy of the ith orbital, w ¼ W=Ii is
the reduced kinetic energy, and W is the kinetic energy of
the secondary electron. The numerator Si ¼ 4pa20NiðR=IiÞ2,
where a0 is the Bohr radius, R is the Rydberg energy, and Ni
is the number of electrons in the ith orbital. The scaled cut-
off energy term is wci ¼ 4v2  2v R=4Ii and the functions
F1ðvÞ and F2ðvÞ are defined by
F1ðvÞ ¼ L1 þ H1; (2)
F2 vð Þ ¼ L2H2
L2 þ H2 ; (3)
with
L1 ¼ C1v
D1
1þ E1vD1þ4 ; (4)
H1 ¼ A1ln 1þ v
2ð Þ
v2 þ B1
v2
; (5)
L2ðvÞ ¼ C2vD2 ; (6)
H2 ¼ A2
v2
þ B2
v4
: (7)
The parameters of the model were adjusted using a fitting
procedure applied to the experimentally measured cross sec-
tions of adenine for energy transfers between 10 eV and
1 keV. Each parameter was modified in order to find the
least-squared difference between the model calculations and
the experimental data (Wilson and Toburen, 1975). The
same parameters were then used for each of the four bases,
considering the relevant outer shells to be those with binding
energies ranging from 7 eV to 40 eV while the inner shells
were those having binding energies higher than 300 eV. The
fitting parameters are listed in Table I.
In this model, the same method is used to find both pro-
ton and electron cross-sections, which differ only by a speed
scaling. Using such a scaling approach, two particles of the
same charge, having the same velocity are considered to
have equal differential cross sections. This is based upon the
TABLE I. Rudd model parameters that were used to calculate the single dif-
ferential cross sections for charged particles collisions with DNA bases.
Fitting parameter Inner shells Outer shells
A1 1.25 1.18
B1 0.50 14.00
C1 1.00 0.36
D1 1.00 0.52
E1 3.00 3.00
A2 1.10 0.90
B2 1.30 4.30
C2 1.00 1.80
D2 0.00 1.40
a 0.66 0.61
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first Born approximation in which inelastic cross sections do
not depend directly on the projectile energy but on its speed.
According to this approximation, which applies to electro-
magnetic interactions, two particles with different masses
traveling at the same speed would have the same inelastic
cross section, despite their different kinetic energies. In our
case, this implies that a proton and an electron with the same
speed have the same differential cross section shape, the only
difference being the minimum and the maximum momentum
transfer values. This is due to the assumption that both elec-
trons and protons are singly charged particles and that they
produce similar perturbations when traveling at sufficiently
high speeds (more than a few hundred keVs for protons).
Therefore, for electron cross section calculations, the kinetic
energy is directly used in the calculations, but for protons, the
scaled energy T is used instead, where T ¼ Epðm=MpÞ, and m
is the mass of the electron. Mp and Ep are the mass and the
kinetic energy of the proton, respectively. In other words, T
represents the energy of an electron having the same velocity
as the incident proton. Thus, v ¼ ffiffiffiffiffiffiffiffiT=Iip is the scaled velocity
of the incident particle, which for relativistic energies is
replaced by the following expression:
v2 ¼ mc
2
2Ii
1 1
1þ T=mc2ð Þ2
" #
: (8)
The total ionisation cross section can be obtained for each
orbital by integrating the differential cross section between
the minimum and the maximum energy transfer (Plante and
Cucinotta, 2008). The total stopping power can be obtained
as the sum of the stopping powers of all orbitals. The stop-
ping power for the ith orbital can be calculated from the dif-
ferential cross section as follows:
SPi ¼
ðEmax
Emin
E
dri
dE
dE; (9)
where E represents the energy transfer in the collision and
Emin and Emax are the minimum and maximum energy trans-
fer limits for one collision. The minimum energy transfer
required to ionise an orbital was considered to be the binding
energy of that orbital Emin ¼ Ii, while Emax was obtained
according to the following expression:
Emax ¼ 2mc
2 c2  1
 
1þ 2c m=MPð Þ þ m=MPð Þ2
: (10)
An alternative approach that can be used for the calculation of
electron total cross sections, is the Binary Encounter Bethe
(BEB) approximation (Hwang et al., 1996 and Kim and
Rudd, 1994), which has previously been used to consider
DNA constituent molecules (Mozejko and Sanche, 2003). In
this case, the relativistic kinetic energy of the electron was
considered as relativistic effects begin to impact the total
cross section at energies above 100 keV (Kim et al., 2000).
Accordingly, the term b for the velocity needs to be calcu-
lated for each kinetic energy value, and the relativistic kinetic
energy is then obtained using the following expressions:
b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 1þ T=mc2ð Þ2
q
and Trelativistic ¼ mc
2b2
2
: (11)
Both the BEB approximation and the Rudd model give simi-
lar results for total cross sections of electrons with incident
energies above 500 eV. However, the relativistic BEB for-
mula is numerically faster to execute as integration is not
required. Therefore, for the simulations that will be pre-
sented in this work, the relativistic BEB model was used for
total electron cross sections.
B. Simulations of lineal energies
Calculating the differences of energy deposition patterns
in volumetric targets of different materials can be carried out
using the Monte-Carlo approach. The number of interactions
of each incident particle, its mean free path, the energy loss
per collision, and other parameters are stochastic in nature and
their cumulative averaged effect in a volume cannot be directly
estimated from the total or differential cross sections alone.
Rather, the total cross sections can show the relative energy
deposition tendency for a single collision. For a series of
events, however, and depending on the target size and geomet-
rical shape, the spatial distribution of occurring ionisations can
only be calculated numerically using the Monte-Carlo method.
The calculated cross sections were implemented into the
Geant4-DNA model library within the Geant4 Monte-Carlo
toolkit using the G4VEmModel interface (Incerti et al., 2010).
In Geant4’s step by step simulation mode, the tracked par-
ticle’s coordinates change each step, reflecting the particles
displacement in a certain direction. Therefore, the collisions
are separated by random distance values distributed around
the mean free path. The distance of each step is obtained via
the Monte-Carlo method. At each collision point, a random
sampling occurs which considers each shell’s specific cross
section in order to choose which orbiting electron will interact
with the incident particle. The kinetic energy of the ejected
electron is then sampled according to the differential cross
section of the target and the binding energy of the interacting
shell is considered to be a local energy deposition, which we
score in a separate file for our analysis.
For validation purposes, the stopping powers of protons
with energies ranging from 100keV to 108 keV were deter-
mined by simulation, using a beam crossing a thin homoge-
neous layer filled with the DNA base being considered. The
corresponding results were compared to our theoretical calcula-
tions following the Rudd model and to the values calculated by
Tan et al. (2006) and are shown and discussed in Sec. III and in
Figs. 3 and 4 for protons and electrons, respectively. It is worth
reiterating that all the cross sections were calculated using the
Rudd formula with the exception of the total cross section for
electrons that was obtained by the BEB approximation.
In order to assess the effect of the differences between
cross sections of water and DNA bases, at micrometre length
scales, the lineal energies for protons between 10MeV and
100MeV were calculated. The simulations included a spherical
target with a diameter of 3lm that is inside a 4 4 4lm3
cubic volume containing water. The size of the spherical target
was chosen based on our previous water calculations (Francis
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et al., 2011a) and the calculations of Palajova et al. (2006).
The simulations were repeated for the considered proton ener-
gies, for each of the different materials of interest: liquid water,
adenine, cytosine, thymine, and guanine. The source position
was a randomly chosen point on a circular surface located at
1.5lm from the centre of the spherical target.
The microdosimetry formalism was introduced and
detailed in the literature (Kellerer and Chmelevsky, 1975a;
1975b; Chmelevsky and Kellerer, 1977; and Kellerer and
Chmelevsky, 1975c). The lineal energy frequency is defined as
f(y) where the lineal energy is y ¼ e=hli. Here, e is the energy
deposited within the spherical target and hli is the mean chord
length of the particle tracks crossing the target volume. Since
each track crossing the sphere will deposit a different amount
of energy, e and y are stochastic variables. The mean value of y
is referred to as the “frequency-mean lineal energy” and it is
given by yF ¼
Ð
yf ðyÞdy. The dose lineal energy distribution is
defined as dðyÞ ¼ yf ðyÞ=yF from which the “dose-mean lineal
energy” can be obtained as yD ¼
Ð
yðdðyÞÞdy. These quantities
were calculated and compared all together with the water
results. The simulations were carried out on a single desktop
Personal Computer (PC) with an I7 Central Processing Unit
(CPU), using the multithreading feature of Geant4 over
8 threads; each simulation included 106 primary events in order
to ensure good statistical convergence.
III. RESULTS AND DISCUSSION
A. Validation of the cross sections
The proton ionisation differential cross sections obtained
using the Rudd formula for the DNA bases are shown in
Fig. 1. The results were compared to the experimental data of
Wilson and Toburen (1975) on hydrocarbon molecules that
were scaled, as described in Sec. IIA, in order to obtain an
experimental estimation of the four DNA bases. Also, the
data of Iriki et al. (2011a; 2011b) for adenine are shown in
the comparison. The experimental uncertainties are 20% as
reported by Wilson and Toburen (1975), and between 9% and
16% for the data provided by Iriki et al. (2011a; 2011b). The
proton incident energies were 300 keV, 500 keV, 1MeV, and
2MeV for adenine and 500 keV, 1MeV, and 2MeV for the
other 3 bases. The convergence of the model with the experi-
ments can be seen especially with the values of Wilson and
Toburen (1975). A divergence can be noticed for the energies
below 10 eV with the data of Iriki et al. (2011a; 2011b) for
adenine. Also, for 1 and 2MeV protons, these data show a
peak around 250–400 eV, as reported by Iriki et al. (2011b),
that is due to the Auger electron production which was not
taken into account in our model.
By integrating the differential cross sections between
the minimum and the maximum energy transfer, the total
ionisation cross sections were obtained for the four DNA
bases as shown in Fig. 2. The results were compared to
the available data from Wilson and Toburen (1975) and
Iriki et al. (2011a; 2011b), showing good agreement for
protons energies between 300 keV and 2MeV. The differ-
ences with the experimental values were evaluated reveal-
ing a minimum of 1.3% and reaching a maximum of 26%.
The relativistic effect can be seen for energies above
106 keV where the cross section becomes almost constant.
In fact, for relativistic energies, the second member in
the expression (8) tends towards unity and the speed
FIG. 1. Proton ionisation differential
cross sections for the four DNA bases
according to the Rudd model compared
to experimental data of Wilson and
Toburen (1975) and Iriki et al. (2011a;
2011b). Incident protons energies are
300 keV, 500 keV, 1MeV, and 2MeV
for adenine and 500 keV, 1MeV, and
2MeV for the other three bases.
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approaches the value of v2 ¼ mc2=2Ii which represents the
relativistic speed limit.
B. Validation of the stopping power
Figure 3 shows a comparison between the analytical cal-
culation of the stopping power using the Rudd model, our
Geant4 simulations based on the same model, and theoretical
calculations (Tan et al., 2006). The comparison between the
model’s analytical predictions and the Geant4 Monte-Carlo
results was carried out as a verification that the model had
been correctly implemented, a common test for scenarios
like this (Plante and Cucinotta, 2008). Statistical errors from
the simulation are not shown, as they are smaller than the
plotted symbols. In the study of Tan et al. (2006) the optical
energy loss function (OELF) was used with the dielectric
model (Dingfelder et al., 1998; Dingfelder et al., 2000; and
Emfietzoglou et al., 2003b), taking into account inelastic
energy exchange and orbital excitation collisions. Therefore,
differences are expected to be seen for low incident energies
since only ionisation is considered in our case. An acceptable
agreement is observed for adenine and cytosine with an aver-
age difference below 4%, a minimum difference of 2.8%,
and a maximum difference of 24%, near 100 eV. The stop-
ping power is underestimated for thymine with differences
ranging from 22% to 40% and overestimated for guanine
where the differences range from 6% to 24%. The precise
source of the differences between the data sets cannot be eas-
ily determined since the OELF is based on an experiment
(Emerson et al., 1975) where the energy range was restricted
between 2 and 82 eV, which excludes any impact core shells
may have on the OELF.
The stopping power of electrons obtained using the
newly implemented Geant4-DNA model is represented in
Fig. 4. The results were compared to the calculations of Akar
and G€um€us¸ (2005) based upon the Generalized Oscillator
Strength (GOS) where the Optical Oscillator Strength (OOS)
was calculated according to Fernandez-Varea et al. (1993).
The GOS calculations for electrons based on the first Born
approximation give reliable results for high incident energies
that exceed the kinetic energy of the target orbiting electron
(Dingfelder et al., 1998). Therefore, uncertainties become
more important at low incident energies, and differences can
be seen between our data and the mentioned calculations for
the low energy domain. We observe good agreement
between our model and the results of the NIST ESTAR data-
base (ESTAR, 2003) for the four molecules. For energies
above 5 keV, the relative differences between our simula-
tions and the GOS-based calculations (Akar and G€um€us¸,
2005) were below 2.5%, while the difference relative to the
ESTAR library was below 9%. This increases at low ener-
gies, with a divergence of up to 42% being seen around
100 eV. For guanine, data are also available from the calcula-
tions of Akkerman and Akkerman (1999) and from the
experiments published in the JOY database (Joy, 2001). For
energies higher than 100 eV, it can be noted that both the
GOS and the Rudd model results are slightly higher than the
JOY and Akkerman data, although the Rudd values seem to
be closer to the experiment. Below 100 eV the Rudd cross
section drops below the JOY database, and the differences
between the different data sets become too large to allow a
clear comparison between the GOS and the Rudd results.
However, it is important to note that the electronic excitation
FIG. 2. Proton total ionisation cross
sections in DNA bases compared to
experimental data of Wilson and
Toburen (1975) and Iriki et al. (2011a;
2011b).
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FIG. 3. Proton stopping power in DNA
bases obtained from the Rudd model,
the Geant4-DNA simulations, and the
theoretical study of Tan et al. (2006).
FIG. 4. Simulated electron stopping
power in DNA bases, compared to cal-
culations (Akar and G€um€us¸, 2005 and
Akkerman and Akkerman, 1999) and
experimental data (ESTAR, 2003 and
Joy, 2001).
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processes at these low energies become more important and
their contribution would definitely increase the stopping
power by a certain amount. Moreover, as it was mentioned
here, previously it is known that the GOS calculations are
not suitable for low incident energies, this is why in other
studies for liquid water (Dingfelder et al., 1998), empirical
corrections were introduced in order to obtain an agreement
between the calculations and the experimental data. The
GOS data of Akar and G€um€us¸ (2005) show a steep drop
below 100 eV while the Rudd model has a smoother behav-
iour that is closer to the slope described by the JOY data
between 10 eV and 100 eV.
C. Lineal energy comparisons
Lineal energy spectra were obtained for protons taking
into account all secondary electrons as described in Secs. II
and II. For the sake of comparison, the choice of the spheri-
cal target size was based on a previously published study for
water targets, using a compilation of processes mainly based
upon the first Born approximation (Francis et al., 2011a).
Figures 5 and 6 show a sample of the obtained lineal energy
and the dose-lineal energy spectra, respectively, for 10MeV
and 100MeV protons. The results are shown for the four
DNA bases and for water. A clear shift towards higher lineal
energies can be noticed following the molecule’s mass den-
sity. Densities considered in this study are 1.23 g/cm3 for
thymine, 1.55 g/cm3 for cytosine, 1.6 g/cm3 for adenine, and
2.2 g/cm3 for guanine. Although the densities do not interfere
directly in the previously mentioned models for molecular
cross sections, they are needed for the calculations of the inci-
dent particle’s mean free path in the simulations. Therefore,
higher densities would mean higher number of electrons per
unit volume and higher cross section values. Accordingly,
since both cytosine and adenine have very close density val-
ues, their respective spectra are also very similar. Moreover,
the total cross section is obtained as the sum of the partial
cross sections related to the molecule’s occupied shells. These
shells are also related to the total number of orbiting electrons,
and consequently to the mass and the density of the molecule.
In other words, heavier molecules tend to have more orbiting
electrons leading to higher interaction probabilities.
The simulations were repeated for different proton ener-
gies ranging from 10MeV to 100MeV, and the results of the
mean values for the frequency and the dose lineal energies
are reported in Fig. 7, showing the four DNA bases and liq-
uid water. The mean values agree with the observations men-
tioned in Figs. 5 and 6, where heavier molecules had higher
mean lineal energies. These results suggest that the energy
transfers that occur when protons traverse DNA-filled
regions are greater than those that take place when crossing
liquid water regions. The highest lineal energy difference is
seen between guanine and water and ranges between 48%
and 52%. The lowest difference was obtained for the thy-
mine molecule, ranging between 7% and 21%.
IV. CONCLUSION
The goal of this study was to investigate how micro-
metre level calculations change when cross sections of DNA
FIG. 6. Dose-lineal energy spectra for
10MeV and 100MeV protons crossing
spherical volumes of 3 lm diameter
with five different materials: adenine,
cytosine, guanine, thymine, and liquid
water.
FIG. 5. Lineal energy spectra for
10MeV and 100MeV protons crossing
spherical volumes of 3 lm diameter
with five different materials: adenine,
cytosine, guanine, thymine, and liquid
water.
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bases are used rather than those of liquid water in track struc-
ture simulations. This comparison revealed relatively impor-
tant differences for the four bases, especially in the case of
guanine where the mean lineal energy reaches almost double
the values obtained for water over a wide energy range of
incident protons. This leads to our first conclusion that differ-
ences are expected between energy depositions in water tar-
gets and those estimated in DNA targets. In the simulations
using the water approximation, the calculated DNA damage
yields are expected to be underestimated.
The results presented in this study, more specifically the
calculated lineal energies for the different materials consid-
ered, can be useful for other studies in the biological field
which rely on such microdosimetric quantities in order to
bridge the gap between nanometrical scale interactions and
the Relative Biological Effectiveness (RBE) that is observed
on the cellular level for different radiation types (Palmans
et al., 2015).
The advantage of using the Rudd model is related to
the model’s ease of use in numerical tools. Moreover, the
model’s versatility enables the user to extrapolate cross sec-
tions to different molecules of interest by replacing the mol-
ecule’s parameters, e.g., number of shells, binding energies,
and kinetic energies of orbiting electrons that is used in the
BEB approximation. The main difficulty that can be
encountered is related to the validation of the results, more
precisely to the lack of adequate experimental data, e.g., the
stopping power of particles, as shown in Fig. 3. Access to
differential cross sections database is a must as it facilitates
the initial fitting procedure for the user-defined constants of
the model.
The importance of using the cross sections of DNA
components can be seen from the comparisons with water
as shown in Sec. III. For detailed step by step simulations,
each energy deposition is designated by the corresponding
spatial coordinates and the value of the binding energy of
the ionised shell. This is due to the assumption that during
the ionisation process, a specific shell is randomly chosen
taking into account the shells’ cross sections. Therefore,
this enables Monte-Carlo users to extract the exact energy
deposition values that can be of necessity for different anal-
ysis methods, e.g., data mining and clustering algorithms
for DNA damage estimation (Francis et al., 2014; Francis
and Stypczynska, 2012; and Francis et al., 2011c).
Finally, in this work, we only considered the ionisation
process and the results cannot be automatically generalized
for a compilation of processes. A more complete study
would include the major contributing interactions; electronic,
vibrational, and rotational excitations and elastic collisions
for electrons, while for protons, the charge transfer, the elec-
tronic excitations, and the elastic collisions are needed.
However, at this point, the data needed to validate such pro-
cesses are not completely available.
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