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Abstract
Photovoltaic systems provide a solution for harnessing energy from the sun whilst reducing
global greenhouse gas emissions. Organic photovoltaics (OPV), based on blends of polymer
and fullerene materials, have recently received widespread interest within academia and
business due to its potential for low costs, minimum environmental impact and rapid roll-
to-roll manufacture. In addition, modules can be customised for flexibility, light-weight
and colour. However, OPV modules also show considerably lower efficiencies than mature
photovoltaic technologies, as well as much reduced lifetimes.
This thesis presents a framework for analysing of the potential for GHG mitigation
by assessing how unique characteristics of the technology may influence its GHG mitigation
potential. In the first instance, the extent to which OPV can realise the goal of low costs
and minimal environmental impact is assessed. This analysis shows that GHG emissions
from OPV manufacture are considerably lower than mature PV technologies. However, the
economic cost of OPV, whilst lower on the basis of capital costs, struggles to compete on a
levelised basis assuming current projections for lifetime, suggesting that the technology will
only have an impact on GHG mitigation outside conventional PV applications.
Two potential niche applications are analysed as case-studies. Analysis of using
OPV materials as a partially transparent coating in greenhouse structures concludes that
currently available OPV materials can provide significant power with minimal impact on
crop growth. However, partial coverage with opaque crystalline silicon modules can provide
more electricity with less impact on crops. The second case-study looks at the application of
OPV in providing off-grid lighting, assessing the emissions and costs associated with this ap-
plication as well as looking at the long term degradation of OPV in the harsh environments,
through a field trial of the technology in Southern Rwanda.
Finally, analysis of the transition to solar energy technology shows that OPV can
provide much more rapid emission reductions in comparison to mature technology, despite
higher levelised emissions.
This work concludes that organic photovoltaic technology may be limited to a
few niche applications where inferior performance does not present a challenge, or unique
properties are advantageous. However, the application case-studies presented in this thesis
show a large GHG mitigation potential from such applications, and analysis of the transition
to PV demonstrates the added advantage of OPV in realising rapid emission reductions.
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0.1 The Drive to Capture the Sun
Today, it is hard to remain unaware of the drive towards low carbon technologies in an effort
to prevent the damaging effects of greenhouse gasses (GHG) on our climate. Solar power is
often cited as one of the key components to delivering a low-carbon future. However, in the
course of the development of this technology, the reduction of GHG emissions has rarely
been on the list of objectives. Throughout the history of solar power, a variety of motivations
have provided the impetus for technical development. Resource scarcity, idealism, the desire
to impress, and the need for a reliable and maintenance free energy supply have all played
a role in the push for developing the means to harness the sun’s energy. However, today we
are asking more from solar energy; we are demanding this resource delivers more than just
energy, but clean, low-carbon energy, which will allow us to reduce or prevent the disastrous
consequences of climate change.1
This new demand for low-carbon power places a far more onerous task on pho-
tovoltaics. Photovoltaics must now, not only fill niche applications, but also be able to
effectively supply large scale power. This means not only being able to provide electricity at
a cost close to traditional alternatives, but also a form factor (i.e. with the characteristics
of size, shape, weight, etc.) to allow for large areas of capacity, close to demand centres
and a carbon footprint low enough to ensure that substantial GHG emission reductions are
realised on a global basis.
However, past development of the technology has never been driven by such goals,
but instead by a variety of demands put forth by the niche applications the technology
has been able to target over its history. In order to understand how the technology has
developed, the materials chosen and manufacturing processes and form factors favoured,
the following section investigates the history of solar power and the drivers behind its
development, focussing on photovoltaics, which have come to be the dominant technology
for solar powered electricity generation. In particular, this essay looks at how technology
developments have changed the Net Energy Ratio (NER) of solar power; the amount of
energy produced by a system when the energy required to build and operate it has been
accounted for, such that a positive NER indicates a system which provides additional energy
to society.
0.1.1 The Early Days of Solar
The idea of harnessing the power of the sun dates back to the Ancient Greeks whose stories
tell of Archimedes focusing the sun’s rays onto enemy ships to incinerate the Roman fleet
(Figure 0.1). The immense power of the sun has been known and explored since the very
earliest days of civilisation. The sun’s energy has been known to be the energy behind all
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life on earth within many cultures for thousands of years and capturing its energy has often
been seen as the ultimate source of power for civilisation. As such, the search for ways of
harnessing the sun’s energy has been an idealistic goal of many of the early investigations
into the technology, in order to demonstrate the scientific advance and power of society.
Figure 0.1 – Depiction of Archimedes burning mirror being used against the Roman fleet, on the
wall of the Galleria degli Uffizi in Florence2
However, whilst such fundamental investigations may have bought about the burn-
ing glass popular in both myth and science throughout the middle ages, major developments
in solar power required a stronger driver for the technology. When Greece, China and later
Rome, began to deforest vast areas of their surrounding lands, they turned to solar ar-
chitecture to reduce the energy needed to heat people’s homes. The development of solar
architecture also developed from an association of solar power with civilised society. As
the playwright Aeschylus put it; “only primitives and barbarians lack knowledge of houses
turned to face the Winter sun, dwelling beneath the ground like swarming ants in sunless
caves.”3 Within Rome, the wood shortages led to laws banning buildings being constructed
which would block others’ access to the winter sun, ensuring all could take advantage of
this precious resource.4 The shortage of fuel within these communities resulted in a large
body of knowledge of solar architecture, which was largely lost after the fall of Rome, but
can still be seen in the work the architect, Vitruvius.5
A revival in solar power came in the 1860s when the world again faced a lack
of conventional fuel. Europe was becoming worried over the future of their coal supplies,
which were powering the Industrial Revolution. In 1865, William Jevon’s published The
Coal Question warning of the rapidly approaching limit to the UK’s coal supply.6 An early
Swedish solar innovator, John Ericsson, worried intently of the foreseen shortage of coal,
suggesting; “only the development of solar will avert a global fuel crisis”.3 This concern
had led to Ericsson amongst others - including the Frenchman Augustin Mouchot who had
presented his creations at the 1878 Universal Exhibition in Paris (Figure 0.2) to develop solar
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fuelled steam engines, to provide power to the new factories springing up across Europe.
Figure 0.2 – Augustin Mouchot’s solar engine at the Univeral Exposition in Paris in 1878. Image
courtesy of Reference 7
Despite Jevon’s warnings and Ericsson’s concerns, it wasn’t until an immediate
problem needed solving that solar was given it’s first chance. Throughout the second half
of the nineteenth century, the French and English were both fixated by the huge potential
for colonial exploits which they felt lay in North Africa. However, a lack of a cheap source
of energy was proving to be a barrier to development in the region, particularly in pumping
water for agricultural irrigation. In 1908 an American, Frank Shuman incorporated the Sun
Power Company, to exploit this opportunity in Egypt.8 Bolstered by the technical success
of a number of prototypes built whilst in the USA, Shuman sailed to Alexandria in 1912
to prepare for the construction of a solar powered irrigation plant at Maadi. The new
design (similar to a modern day solar trough system, Figure 0.3), based on improvements
to Mouchot’s and Ericson’s early solar powered steam engines, was to be financed by the
new company, and predicted to be the start of what Shuman and his British backers hoped
would be a fruitful new industry.8
Whether Jevon’s concerns would have been placated by the arrival of these new
solar machines is unknown, but it seems unlikely. In North Africa, the principal need was
for energy in locations where fuel was expensive, rather than a positive Net Energy Ratio
(NER) . The solar machines of Shuman and Mouchot would have looked like attractive
options regardless of the energy required to build them, and so it’s unlikely that concepts
like NER would have been considered. The steel could easily be supplied by factories running
on cheap European coal, allowing for abundant energy in North Africa even if this meant
that building the solar machines would require more energy than the machines themselves
could ever produce. The ultimate goal was certainly to enable North Africa to develop
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Figure 0.3 – Frank Shuman’s solar powered irrigation system, 1913. One of the first commercial
solar power plants in the world. Image courtesy of Reference 9
economically on the basis of cheap and abundant energy, hence requiring a positive NER
from solar power in the long run. As Ericsson asserted; "Upper Egypt ... with her never
ceasing sun power, will invite the European manufacturer to remove his machinery and erect
his mills on the firm ground along the sides ... of the Nile."8 However, this was not required
in the early days of the Maadi plant.
The drive for solar power began to falter at the start of the 20th century. In 1914
war broke out across Europe and rapidly spread to its colonies in Africa. The Sun Power
Company’s operations in Egypt were severely disrupted and the irrigation plant at Maadi
was soon broken apart for scrap. War dominated the political agenda, and solar power’s
inability to power military operations such as ships, meant the drive for solar power had
vanished.8 But it was the arrival of a new fuel source which sealed solar’s fate. Oil derivatives
were gradually becoming prominent on the world energy scene, initially as an alternative to
whale oil for lighting, but increasingly as fuel oil in factories and ships. Winston Churchill’s
decision to switch the British Navy from coal to oil, providing the spark for the geopolitics
of global oil production, and committing Britain to an endless search for a secure supply,
meant that places where energy security was once a major concern, such as in North Africa
and the Middle East, rapidly became overwhelmed by cheap and abundant energy from the
oil which was now being pumped there.8 The need for solar in these locales had vanished.
These early developments in solar power saw the technology being tailored to solv-
ing the issues of remote power in Europe’s new colonies and the rural West of the United
States (at the turn of the 20th century the Solar Motor Company was building solar powered
irrigation systems similar to Mouchot’s design in California and Arizona).8 These applica-
tions demanded power in hard to reach places, but never required a positive NER. The
technology therefore never developed into a true source of power. In addition, with each re-
vival, solar power struggled to gain a foothold. The return of low cost fossil fuels repeatedly
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ended interest in solar power, preventing any major developments which could have allowed
large scale power from the sun.
0.1.2 The Arrival of Photovoltaics
Although first discovered by Edmund Becquerel in 1839,10 the photovoltaic effect was not
developed into something resembling a modern solar cell until Charles Fritts, working on
Selenium at his lab in New York, created the first photoelectric module in 1884.11 However,
Selenium proved to be a very inefficient material for solar power, and despite Fritts’ grand
claims; of solar power soon competing with the new technology of coal fired electricity
plants,12 the technology largely stagnated over the subsequent decades.
It was not until an accidental discovery at the Bell labs in New Jersey in the
early 1940s that photovoltaics got its second chance. Whilst working with a piece of mono-
crystalline silicon, Russell Ohl shone his torch on the silicon and noticed a remarkably high
voltage being created by the material.13 This work was soon noted by another group at the
Bell Labs working with Selenium solar cells. Daryl Chapin had been tasked with finding
alternatives to unreliable dry cell batteries used by the US army fighting in the hot and
humid climate of the Pacific during World War Two and the Korean war.14 Experiments
with Selenium cells had given poor results. However, the new investigations of silicon
proved promising and in 1954 Chapin, Fuller and Pearson developed a functional module
of 6% efficiency,15 capable of producing useful levels of power, evidenced through powering
a Ferris wheel at a public demonstration of the new technology.12
At the announcement of this new development, newspapers worldwide published
excited claims of an energy revolution. However, unlike previous innovations in solar, this
new development came at a relatively stable time in the world energy landscape. The nuclear
age had arrived and governments in Europe and the United States were anticipating nuclear
technologies which could bring along "electricity too cheap to meter".16 Therefore, this novel
experimental solar technology was of little interest for large scale power.
Yet the commercial world was not entirely discouraged. In 1955 National Fabri-
cated Products (NFP) took over activities started by Bell labs, and their subsidiary Western
Electric, to try to commercialise the technology. NFP saw an opportunity for photovoltaics,
not for large scale power, but to power hard to reach places, such as within the develop-
ing world.12 This meshed well with a new wave of thought in international development,
reflected in a speech by President Truman in 1949, where he called for “a bold new pro-
gram for making the benefits of our scientific advances and industrial progress available for
the improvement and growth of underdeveloped areas”.14 However, at $286/Wp, the cost
proved vastly more expensive than available alternatives, and photovoltaics for the devel-
oping world failed to materialise.12 This could have meant the end to the technology, if it
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had not coincided with a new frontier in exploration: Space.
0.1.3 Solar in the Space Race
In the 1950s and 60s the Space Race was in full swing, and powering satellites was one of
the biggest challenges being faced. Photovoltaics offered a maintenance and fuel free energy
source, ideally suited to Space, where high levels of solar radiation and low temperatures
allowed photovoltaic performance to excel. The developments at the Bell Labs quickly
sparked the interests of those within both the Russian and US Space programmes, and led
to photovoltaics being mounted on America’s second satellite, the Vanguard I, in March
1958, and on Russian’s Sputnik III satellite the same year.12 Over the following decade the
Americans poured $50 million into the R & D of solar cells for space applications, resulting
in 1000 solar powered satellites being launched into Space by the Americans and Russians
by 1972.12
Figure 0.4 – The SOLRAD I satellite, launched in June 1960. The photovoltaic power supply can
clearly be seen on each face of the satellite. Image courtesy of the U.S. Naval Research Laboratory
This new application of solar power required some extremely specific technical
developments. Room within the rockets taking satellites into Space was extremely limited
and the weight of all components had to be minimised. In addition, solar technology had
to withstand the harsh conditions of Space, with intense cosmic as well as solar radiation,
and extremely low temperatures. The principle objective within this application, where
maintenance is impossible and a failure of the power system can result in the failure of the
entire mission, is reliability, whilst the cost of power is an insignificant component in the
cost of a satellite. Therefore, the early days of photovoltaic development were driven by
demands for high efficiency and Space resilience. This resulted in research and development
of materials being focussed on the most efficient and reliable semiconductors, principally
crystalline silicon and gallium arsenide, rather than potentially cheaper but less reliable
materials such as the cadmium sulphide cells which were being investigated by the US Air
Force in the 1950s.
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0.1.4 Solar for Development and Navigation
The efforts in developing photovoltaics for the Space industry resulted in large amounts of
funding being poured into the R & D of PV, enabling the costs of the technology to fall
by 300% in the years from 1956 to 1971 to a cost of $100/Wp.12 This impressive progress
led to a revival in interest in what the original solar innovators had seen as a huge market
for the technology; isolated power systems. Companies such as Phillips and Sharp had
been installing such systems throughout the 1950s and 60s, however, high costs had hugely
limited their market to customers who prioritised maintenance and durability over price,
such as the military and navigation buoys in Japan and Chile.12 However, a huge market
lay beyond if only prices could be reduced, and this new market had different demands on
the technology.
In 1972, Elliot Berman, working with the support of Exxon Mobile, realised that
by simply using the same technology as the Space industry, but with worrying less about
efficiency and durability, costs could be massively decreased.12 The demand for lower costs
led to lower quality and lower efficiency modules, through: the use of the entire area of
wafer, including edges which often contained defects; lower purity silicon wafers; and new
encapsulation materials based on acrylic and silicone.12,17 These cost reductions spurred on
the solar industry and by 1979, the terrestrial market accounted for 64% of PV shipments
compared with just 4% in 1974.17 As well as reducing costs, this new market allowed
lifetime standards to drop from the 20 years demanded by the Space industry, to just 5
years (Figure 0.5). Much of the increase in lifetime in subsequent years was now driven by
the poor performance of PV in the hot and arid conditions of West Africa which led to new
forms of lamination of PV modules.14
Figure 0.5 – Lifetime of commercial PV modules from 1965 to 2000. Plot courtesy of Reference
17, with data from References 18–20
The market for off-grid photovoltaics required as low a cost of energy as possi-
ble to reach the largest market. Developments from Space meant that crystalline silicon
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photovoltaics were well understood and costs had already been greatly reduced. As such
this technology was the obvious starting point for the new off-grid PV industry, and led
the industry to focus almost exclusively on this technology throughout the 1970s and early
80s. As yet there was little consideration of whether PV could supply a net production
of electricity, and although some developments motivated by the search for reduced costs,
such as reduced silicon wastage, may have improved the energy balance of the technology,
other alterations, such as a dramatic decrease in lifetimes would have greatly reduced the
effectiveness of the technology in providing global environmental benefits.
0.1.5 Solar as a Net Source of Energy
The end of the 1960s saw developments in the academic world coincide with huge political
turmoil in the energy landscape. In the late 1960s and early 1970s, the production of oil in
many of the world’s major economies peaked, with Germany in 1966 and the US in 1970.
Although global oil production continued to increase, these events provided great concern
to a number of different groups. As with coal production during the 1860s the academic
world turned its attention to concerns of the implications of falling oil availability, sparking
interest in concepts such as Net Energy Analysis. Politicians were also extremely worried
about the idea of becoming reliant on imports from potentially unfriendly or unstable parts
of the world. These concerns were soon confirmed when in 1973 the Organization of Arab
Petroleum Exporting Countries announced an embargo on oil exports to the US, due to US
support of Israel in the Yom Kippur War, and again in 1979 when the Iranian revolution
dramatically reduced Iranian oil production.21
As with developments of solar within the US and Europe within the latter half
of the 19th century, energy security again provided the justification for a renewed effort
in developing solar power. Within the US, this lead to huge advances in the development
and demonstration of solar thermal power and further pushed research into photovoltaics.
The Solar Energy Research Institute, later evolving into the influential National Renewable
Energy Laboratory, was founded in 1974 in the US to lead R & D efforts and promote the
use of solar power. Across the US and Europe, large, government funded demonstration
projects constructed dozens of solar farms. However, PV companies could not rely on such
projects for their sales strategy, and although grid-connected PV capacity grew significantly
due to these projects, the market, and hence technology development remained driven by
off-grid applications.22
Simultaneous to these political developments, the academic world started to con-
sider the potential of solar power to provide a true source of energy for society. This was
sparked by a number of developments within academic thought. In 1972, the Club of Rome
published the influential book Limits to Growth, describing the implications of exponential
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economic and population growth in a world of finite resources.23 This generated intense
academic debate over the implications of finite fuels as well as the future energy sources and
technical advances which would allow the world to sustain such growth. This work greatly
increased awareness and understanding of the treatment of energy as a global, closed system.
The early 1970s also saw the formulation of early concepts behind an emerging
academic field, known as Biophysical Economics or Thermoeconomics. In the 1920s, an
early pioneer of this topic, Frederick Soddy, had turned away from his research on radioac-
tivity and started to study the implications of thermodynamic laws on the global economy.
Looking back on the financial crises of history, Soddy saw that markets always failed soon
after growing faster than their energy inputs. He suggested that a physical basis lay at
the heart of economics, which required energy and resources to be drawn from outside the
system. This argument went against the prevailing economic thought that believed infinite
wealth was possible, an idea which Soddy considered to be a perpetual motion machine.24
These ideas were further refined by a number of economists and ecologists, such as Nicholas
Georgescu-Roegen, who devised the analogy of the economy as a living ecosystem, drawing
in low entropy matter and energy, whilst emitting high entropy waste in its wake.25
However, such theories do not entirely exclude the possibility of economic growth,
provided society is able to move beyond the surplus energy which Soddy, and later Fred Cot-
trell, had seen as displacing human labour, allowing for unsustainable economic growth.24,26
The geologist, Earl Cook, argued that ongoing technological change would allow us to reduce
our reliance on such surplus energy and prevent resource related problems.27 However, this
idea required new analytical techniques to allow for energy accounting within this physical-
economic perspective, to ensure technical innovations could deliver.28 Early such analysis
considered the energy balance of the US economy, studying the inputs of the energy sys-
tem.29 However, it was not until the early 1970s that such energy balance or Net Energy
Analysis studies were applied to the emerging class of renewable energy technologies.
Application of this new discipline to future technical advances required new method-
ologies and metrics to allow for simple comparisons. Two Life Cycle Analysis (LCA) tech-
niques soon developed. Input-Output Life Cycle Analysis, first proposed in the mid-1970s,
takes a top down approach to account for both direct and indirect energy costs by analysing
financial flows associated with a technology. Process-based LCA built on the early methods
used in Net Energy Analysis and has become the dominant technique for analysing energy
technologies. This bottom-up approach, formalised in the 1980s, accounts for all material
and energy inputs required to manufacture and operate a technology, and determines the
environmental impact of each input. This is further discussed in Section 1.2.1.
Two of the most commonly used metrics which emerged at this time were the
Energy Payback Time (EPBT) and its reciprocal, incorporating the system lifetime, the
Energy Return on Investment (EROI = LifetimeEPBT ). The concept of EROI was first articu-
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lated by Charles Hall, a professor at the department of Zoology at the University of North
Carolina, whilst studying fish migration in a North Carolinian creek. His work showed that
fish migrating upstream - to take advantage of the richer food sources available upstream
during the spring - gained 25 times more energy than they expended in swimming upstream,
hence showing fish migration within the North Carolinian ecosystem had an EROI of 25.30
Within the human energy sector, early work on Net Energy Analysis focussed on
studying nuclear power which was often being cited as the answer to the world’s energy
problems.31–35 The attempts to include net energy analysis within public policy consider-
ations had some successes, with a number of these early studies being undertaken by the
International Energy Agency or national governments.32,34,35
In 1972, the first net energy analysis of solar photovoltaics was published by Martin
Wolf,36 a physicist who had also been involved in the first attempt to commercialise PV
back in the 1950s. Wolf 36 estimated that a terrestrial photovoltaic power plant would take
40 years to repay the energy required to manufacture it, whilst a PV module for satellite
power required just 4 years.37 Wolf soon updated his assumptions to revise these values to
20 years and 2 years respectively.38 Subsequent analysis by a number of authors39–44 gave
a large range of EPBT values from 4 to 44 years, largely due to different assumptions over
the yield of cell manufacture, and subsequently the efficiency of silicon usage.37 However,
by the early 1980s it had been established that photovoltaics could realise an EPBT of less
than 10 years.37
Alongside the development of concerns over net energy production, the 1970s also
saw the environmental agenda being used to motivate the push towards new technologies
such as solar power. Photographs of the earth from Space, such as those of the Earthrise
taken by the Apollo 8 mission (Figure 0.6), showed the public the true fragility of our earth
and led to great interest in the impacts global society was having on our environment.
Discussions of solar power therefore began to consider the potential for the technology to
not just reduce our reliance on a finite fuel source, but also to ease our burden on the planet
through reducing pollution from power plants. The mid 1970s saw the first association of
solar power with climate change mitigation, in outlets such as Frank von Hippel and Robert
Williams’ series of essays in the popular magazine, Bulletin of the Atomic Scientists, and
within the growing academic field of climate science.45–47
Modern society has historically been reliant on low cost energy to allow for eco-
nomic development. Therefore, the first step towards using solar power for environmentally
benign, net energy production, was to reduce the economic costs of the technology to levels
similar to the fossil fuels upon which the global economy relied. Low cost solar power was
seen as necessary in order to attract investment into the technology by households or busi-
nesses, and to ensure industry could be provided with low cost power to enable economic
growth. As such, research and demonstration projects focussed on the PV technology which
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Figure 0.6 – Earthrise as taken from the Apollo 8 mission on Christmas Eve 1968. Image courtesy
of the National Aeronautics and Space Administration48
had demonstrated the lowest costs to date, crystalline silicon, rather than the technology
with the lowest environmental impact. The suitability of crystalline silicon for remote ap-
plications, which still dominated the market, had allowed this technology to progress far
beyond any alternatives, and thus costs of this technology were considerably lower than
other thin-film technologies.
Throughout the solar revival of the 1970s and 80s, the market for photovoltaics
was still dominated by remote, off-grid applications (see Figure 0.7). The small number of
government funded demonstration projects, despite providing large increases in PV capacity,
were designed to make an environmental statement, rather than drive industry demand,
and therefore could not be used as reliable sales planning tool.22 The increased R & D
funds provided by governments to PV companies was therefore invested into developing the
technology for their target market. This focussed on the technical aims required for off-
grid applications, namely reliability, robustness and reduced costs, rather than on creating
modules with the highest NER or lowest environmental impact. This was despite NER
being a major motivation behind the renewed interest in solar power, as evidenced in the
demonstration projects of large scale solar power funded by governments such as the United
States in the early 1980s.
The 1980s saw oil prices fall due to declining consumption (partially resulting from
the previously high oil prices) and increased production outside the Middle East.52 This
greatly diminished interest in solar power technology. Although attention to the net energy
and environmental analysis of photovoltaics remained within academia during the 1980s,
the drive for large scale solar power was lost and thus development of the technology never
surpassed optimisation of PV for the remote off-grid applications which still dominated the
market. The technical development of PV therefore remained focussed on the same demands
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Figure 0.7 – Market share of off-grid and grid-connected PV installations from 1974 to 2013, from
References 17 and 22, and author’s own estimates, alongside total PV capacity (dotted line) from
References 49, 50 and 51
required of PV in the off-grid market, as before; increasing durability in harsh conditions
whilst reducing costs, rather than maximising the NER or minimising the environmental
impact of photovoltaics.
0.1.6 The Contemporary Solar Era
Developments in PV during the 1970s and 80s meant that by the late 1990’s, when new
concerns over energy security and climate change started to appear, the consequent revived
drive for photovoltaics no longer solely consisted of funding for R & D and occasional large
scale demonstration projects. The technology was starting to be seen as a viable significant
contributor to the future energy landscape. As such, and due to the greatly reduced cost of
PV, policies shifted to focussing on increasing deployment of the technology for large scale
power. These policies saw the first push for solar that was, at least at first glance, motivated
by a desire to produce clean energy rather than simply to further develop the technology
to a state where it might be viable for such an application, as had been the case during the
previous three decades.
One of the earliest countries to adopt this new generation of policies was Japan. In
1993 she implemented the “New Sunshine Project” aimed at expanding rooftop PV through
direct subsidy of systems. Issues of energy security were certainly prevalent at this time
in Japan, however, a major driver was the captive market that this program created for
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Japanese PV companies.22 Alloisio 53 has argued that the desire to become global leaders,
in what was seen as a technology with huge potential, and taking advantage of the already
powerful semiconductor industry, meant that the potential trade benefits of PV motivated
government policies in its support.
The case of Germany in the 1990s shows a similar desire for economic gain from
this new technology whilst reducing energy imports.54 In 1990, East and West Germany
reunited, resulting in a stark imbalance of economic prosperity between the two sides of the
country. In order to alleviate this situation, new industries needed to be found which could
spur economic growth within the former GDR. Funding for the redevelopment of the East
soon led to a booming semiconductor industry, and in the late 1990s photovoltaic industries
were seen as an ideal opportunity for extending this economic development. This led to
the creation of Solar Valley in Eastern Germany, a cluster of photovoltaic companies and
institutes which have been at the heart of innovations in PV technology.
The German case also highlights another key motivation, this time arising from
the general public, namely environmental concerns over nuclear and fossil fuel power. This
motivation is neatly captured in the popular “Smiling Sun” badge (Figure 0.8) which has
become a symbol of anti-nuclear campaigns since the mid-1970s. In 1987, the German
Chancellor warned of the “threat of grave climate change from the greenhouse effect” and
there were increasing concerns over acid rain, thought to be caused by coal power, as well
as the safety of nuclear power after the 1986 Chernobyl disaster.55 This led to Germany’s
first renewable energy law which introduced payments for solar photovoltaics in 1991.55
Figure 0.8 – The Smiling Sun badge®, used as a symbol of protest against nuclear power since 1975
©OOA Fonden - smilingsun.org
The contemporary solar era demonstrates a shift towards a desire for solar technol-
ogy that can realise both a net production of energy as well as low carbon electricity. The
Kyoto protocol, adopted in 1997, provided a new incentive for countries to push solar tech-
nology alongside other renewable technologies and nuclear power. GHG emission reduction
targets had been agreed to by many of the worlds most polluting nations and policies to
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implement these cuts quickly followed. Popp et al. 56 showed that ratification of the Kyoto
Protocol is the largest driver behind renewable energy investment. However, although cli-
mate change has become a significant driver behind global interest in PV, this is rarely the
sole motivation. Narbel 57 argues that the countries with the greatest efforts in renewables
are those reliant on large amounts of imported coal, and hence countries which can realise
the greatest impact on both energy security and climate change mitigation simultaneously.
The largest uptake of solar in recent years has been China, which has become the dominant
consumer of PV products in just a few years. Although air quality has become a major
issue for the country, another motivation has been the need to support a large domestic
solar industry post the collapse of EU incentives.
It seems likely that in pursuing goals of energy security, climate change and eco-
nomic growth through PV technology, cost has remained the principal driver behind tech-
nological innovations. Those investing in PV technology are often motivated by profits or
potential reductions to energy bills rather than environmental benefits.58 Incentives for PV
deployment have been designed to be phased out, to result in PV technology costs reducing
to a level where subsidies are no longer needed. This ensures that innovations drive down
costs of PV technology, but leads to entrenchment of the most dominant PV technology,
namely crystalline silicon (discussed further in Section 0.2). Such cost reductions often lead
to reductions in the energy and material demands of manufacture, but also move manu-
facture to the lowest cost location. Innovations such as increased efficiency and reduced
material usage act to both reduce economic and environmental costs, but manufacture will
often favour locations where electricity is cheapest and often more environmentally damag-
ing. Figure 0.9 shows the change over time in the GHG emissions of PV systems alongside
economic cost reductions.
Looking to the future, it seems that we are rapidly approaching the next turning
point in the motivation behind interest in PV technology. The success of historical subsidies
for the technology means that PV is rapidly approaching residential grid parity in many
locations, (Figure 0.10), meaning that PV electricity will be cheaper than any alternative
supply for individual householders. This will further cement the aphorism; "cost is king".
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Figure 0.9 – Historic GHG emissions and economic cost of a domestic (<10 kWp) PV system per
Wp. GHG emissions calculated in Chapter 5, and cost data from Reference 59
Figure 0.10 – Grid electricity price vs solar insolation in Europe (blue and brown bubbles), along
with price of PV electricity in 2016 (red and green lines). The size of bubble indicates the size of
the countries electricity demand. Courtesy of Reference 60
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0.2 Technology Choice
Despite the dominance of crystalline silicon technology throughout the history of solar
power, other PV technologies have been able to develop to a lesser extent. It had been
recognised as early as the 1960s that new methods for processing silicon, or using other
semiconductor materials, could provide lower cost solar cells. The cost of purifying silicon
has historically been a major barrier to lower cost solar cells. In addition, the high energy
intensity of manufacturing crystalline silicon cells had been recognised through a number of
studies in the 1970s and 80s (see Section 0.1.5).
In the 1960s and 70s research began exploring photovoltaic technologies based on
a variety of inorganic semiconductors, which had been identified as potentially promising
photovoltaic materials during the 1950s. These included: cadmium sulphide and cadmium
telluride (CdTe), both first reported in 195461,62; amorphous silicon (a-Si); and copper
indium selenide, sometimes along with gallium (CI(G)S). These thin-film technologies can
be deposited in very thin layers, due to high absorption coefficients which make thicker layers
unnecessary, and on low-cost substrates. With renewed interest in solar power during the
fuel crises of the 1970s (see Section 0.1.5), thin-films were being seen as the potential answer
to making solar power cheap enough for utility scale power. In addition, concepts which
could reduce the amount of expensive photovoltaic material required, through focussing light
onto solar cells (known as concentrated photovoltaics, CPV), were also being investigated
starting in the 1970s, most notably at the Sandia National Laboratory in the US.63
These newer technologies can provide higher NER’s and lower environmental im-
pacts (see Section 1.2.1 in Chapter 1), and huge progress was made towards their develop-
ment during the 1970s and early 80s. However, by the time government funding dried up for
solar power with the end of the fuel crisis, they had yet to reach costs low enough to compete
with fossil fuels for large scale power, or even with the much more mature crystalline silicon
technology.
Over successive years crystalline silicon technology continued to develop, supported
by off-grid markets, and the start of technology agnostic deployment subsidies which fo-
cussed on rooftop installations, notably Germany’s 1000 rooftop program and Japan’s ‘New
Sunshine Project". These markets were equally suitable for other flat-plate PV technologies
such as CdTe. However, with the vast majority of PV companies still focussing on crystalline
silicon (Figure 0.11), the new money coming into these companies, which rapidly comprised
the bulk of R & D in PV (Figure 0.12), was invested in the companies’ core technology,
thus further developing crystalline silicon technology instead of thin-films. With a handful
of notable exceptions (such as First Solar’s CdTe technology), these thin-film technologies
couldn’t outperform crystalline silicon on the key performance characteristic of these ap-
plications; cost. For CPV, these off-grid and rooftop applications were not suited to the
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technology due to the need for tracking and regular maintenance, as well as being limited
to desert regions with high direct irradiance and development of the technology slowed.63
Figure 0.11 – Market share of different PV technologies, based on data from Reference 64, alongside
total PV capacity (dotted line) from References 49, 50 and 51
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Figure 0.12 – R & D investment trends in photovoltaics, adapted from Reference 65
As a result, crystalline silicon has cemented its role as the dominant PV technology,
while thin-films have struggled to keep up with the rapid cost declines realised by huge R & D
efforts in, and the economies of scale achieved by, crystalline silicon PV.
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0.2.1 The Location of Manufacture and Use
The focus on reducing economic costs, and the disregard for the potential for carbon miti-
gation, has also been reflected in the locations where PV modules are manufactured (Figure
0.13). PV production started in countries which had developed the initial innovations for
the technology, namely Europe, the USA and Japan, all regions with a relatively low car-
bon electricity supply. In particular, the most energy intensive component of the PV supply
chain, the polysilicon raw material used to make silicon wafers, has historically been largely
manufactured in Europe, the USA and Japan,66 and in some cases, factories have been
powered by local hydropower sources.67 By 2012, 40% of production took place in China,68
a country with a very carbon intensive electricity supply, being powered largely by coal.
Figure 0.13 – Location of PV module manufacture, based on data from Reference 69
In addition, the introduction of policies to support PV globally have not favoured
locations which would yield the highest output from the technology. Instead, policies have
been introduced in those countries who felt they could benefit most from the technology in
terms of energy security and economic development (see Section 0.1.6).
Improvements in the efficiency of PV modules and reduced raw material usage in
their production, have been, to some extent, counteracted by developments in the location
of manufacture of modules and their raw materials (see Chapter 5). This has led to a PV
market optimised for cost, and targeted at a few specific countries, rather than maximising
global carbon mitigation. These factors have a large influence on the environmental benefit
of the technology. Figure 0.14 shows the difference in the GHG emissions associated with
PV modules manufactured and installed in different locations.
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Figure 0.14 – Comparison of the GHG emissions associated with producing PV modules in Norway
with production in China. Author’s own analysis based on data from Reference 70 using grid
emissions data from Reference 71
0.2.2 Research Today
Although crystalline silicon dominates PV technology today, the search for revolutionary
new PV materials and approaches is still strong. Concerns over climate change and the
increasing level of commitments which countries are making towards curbing their GHG
emissions has led to increased research funding into solar energy technologies in an attempt
to ease the transition to a low carbon future. Although commercial interests still largely
focus on crystalline silicon, academic research into photovoltaics has shifted towards not
just developing lower cost devices, but also towards lowering the environmental impact of
PV. Technologies which avoid the scarce or toxic materials found in more mature thin-film
technologies (such as indium, cadmium and tellurium, see Figure 0.15), as well as those
with lower GHG emissions associated with their manufacture, are being pushed. Environ-
mental assessment is now becoming a key component of EU research projects into new PV
technology. This, along with more recent developments in new materials and compounds,
such as semiconducting polymers, which won the Nobel Prize for chemistry in 2000, and
lately, perovskite crystals, have led to a new group of emerging photovoltaic technologies
which are hoped to allow solar power to provide low-cost and low-carbon electricity.
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0.3 Conclusion
The story of solar power illustrates the turbulent development of the technology. With
each revival of the technology, development was pushed and progress was made before
promptly being ended by the arrival of a new, cheap source of fossil fuels. Solar power
has only been able to survive in interim periods through finding niche applications; in
supplying power in isolated locations both terrestrial and extra-terrestrial. Throughout
most of photovoltaics’ history, development of the technology has been largely driven by
the needs of these applications for a reliable, maintenance free and low cost power supply.
Over the past 20 years, government support for solar power has been focussed on
reducing the costs of the technology to ensure an affordable solar energy supply is possible
in the future. This allowed the technology to develop with minimal consideration of its
environmental impacts or whether it was able to produce a positive NER. Although the
development of the technology has now enabled PV to provide large net energy returns, and
truly sustainable power, the market focus on crystalline silicon technology has not allowed
the minimisation of the environmental impacts of PV. Such impacts could be reduced by
as much as 80% through manufacture in locations with cleaner power sectors, and could be
further reduced with more wide-spread growth of thin-film technology (see Chapter 1).
It is understandable that recent policy around solar power has followed the maxim
that ‘cost is king’. Since low cost often leads to higher uptake with less cost to the gov-
ernment, such an approach can arguably result in the highest levels of GHG mitigation.
However, it is important to understand the potential for GHG mitigation of novel tech-
nologies, so that those which show huge promise can be pushed more strongly and allowed
to reach the level of maturity which would enable cost competitiveness with mature PV
technology.
The former oil minister of Saudi Arabia once supposed that “the stone age didn’t
end because we ran out of stone”. It seems likely that an analogous comment could be
made for climate change, in that; the Stone Age didn’t end because stone mining damaged
the environment. The expectation that the solar industry will move to lower-carbon PV
technologies simply because this will maximise carbon reductions is unrealistic. In order
to ensure that PV delivers its full GHG mitigation potential, we must ensure that we can
demonstrate that lower-carbon PV technologies can simply do the job better and at lower
cost.
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1.1 Emerging Photovoltaic Technology
The majority of photovoltaic systems in the world today are still based on crystalline silicon;
first generation technology. Thin-film materials (as discussed in Section 0.2) have resulted in
changes to the form of PV, away from cast crystalline wafers, to micrometre scale depositions
of semiconductors onto low cost substrates. However, thin-film PV often requires rare
materials, high temperatures and vacuum processing steps. Some emerging PV technologies
continue this trend away from cast crystalline wafers, utilising nanometre layers of solution
processable semiconductors on low cost substrates at low temperatures.
This thesis focusses on these pre-commercial, printable photovoltaic technologies,
and assesses their potential to provide a scalable GHG mitigation technology. Such emerg-
ing PV technologies include a variety of ever expanding materials and manufacturing ap-
proaches including organic and inorganic materials (and hybrid combinations of the two),
deposited through roll-to-roll (R2R) printing techniques or evaporation processes. How-
ever, the promise of all these technologies is the potential for very low cost PV modules
with minimal energy needed for manufacture and no requirement for rare or toxic materials.
The focus of this thesis is one particular emerging technology subset; organic poly-
mer:fullerene heterojunction photovoltaics (herein known as OPV). Such materials can be
solution processed, at low temperature, in ambient conditions, on low cost, flexible sub-
strates, and without requiring the use of toxic or rare materials (although toxic chlorinated
solvents and silver, a rare material, are frequently used in research, work is being done to
avoid their use73,74). The large range in available polymer semiconductors also allows for a
high degree of choice in the colour and level of transparency of the PV module.
In Chapter 5 and Part II of Chapter 4, OPV technology can be seen as representa-
tive of a range of similar technologies including organic small molecule devices, dye sensitised
solar cells, and perovskite photovoltaics. These technologies all share similar properties of
potentially very low cost, flexibility and light weight, but also the disadvantages of short
lifetimes and (with the exception of perovskites) considerably lower efficiencies than the
best performing mature technologies.
This chapter begins with a full description of OPV technology, the key materials
and processes used in it’s manufacture, and the properties which distinguish OPV from
mature PV technologies. Subsequently, Section 1.2 goes on to describe the methodologies
currently being used to assess GHG mitigation for energy technologies and the limitations
of these methodologies. Finally, this chapter ends with the presentation of the research
approach taken in this thesis and methodology which is developed and applied in subsequent
chapters.
Section 1.1
Emerging Photovoltaic Technology 49
1.1.1 Organic Photovoltaics
Organic photovoltaic devices consist of an active layer made from a blend of organic ma-
terials such as polymers and small molecules. In this work, I focus on devices using a
polymer:fullerene heterojunction. Polymer semiconductors have been studied for use in PV
devices since the 1980s75 and in 1993, Sariciftci et al. 76 reported the first device to con-
tain a heterojunction between a polymer and a fullerene. Such devices have since become
an extremely active area of research, with research into organic and polymer based photo-
voltaics, primarily based on polymer:fullerene blends, quickly overtaking research into all
other PV technologies (Figure 1.1). As a result, efficiencies have been rapidly improving
for both lab-scale devices (Figure 1.2) and modules. Toshiba have recently demonstrated a
large area module with an 8.7% efficiency,77 however, few research groups have developed
devices larger than a few square centimetres whilst maintaining efficiencies greater than 2%
or 3%.78
Figure 1.1 – Publications on different PV technologies as a percentage of all publications in the
field of photovotlaics, from a search of Web of Science79 using the following search terms: "Polymer
solar cell*" OR "organic solar cell*" OR "Polymer photovoltaic*" OR "Organic photovoltaic*"; a-Si
solar cell* OR "amorphous silicon solar cell*" OR "amorphous silicon photovoltaic*" OR "a-si photo-
voltaic*"; cadmium telluride solar cell* OR "cdte solar cell*" OR "cadmium telluride photovoltaic*"
OR "cdte photovoltaic*".
Operating Principles
The heterojunction between a semiconducting polymer and fullerene forms the basis of the
operation of an OPV device. These two materials are combined during processing to form
a composite film, known as a bulk heterojunction. Figure 1.3 shows a cartoon describing
the basic principle of such a device.
When a photon of light is absorbed by the donor material (often a polymer),
an exciton is created in the film. The exciton diffuses through the donor material before
reaching an interface with the acceptor material (often a fullerene derivative). At this point,
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Figure 1.2 – Research cell efficiency records for various PV technologies. Image courtesy of the
National Renewable Energy Laboratory, Golden, CO80
the exciton disassociates into an electron and hole. The electron transfers from the lowest
unoccupied molecular orbital (LUMO) of the donor, to the LUMO of the acceptor, and
travels to the anode of the device. simultaneously, the hole remains in the highest occupied
molecular orbital (HOMO) of the donor, and travels through the donor material to reach
the cathode.
The distance over which the exciton drifts, before it relaxes through a radiative
or non-radiative process (the diffusion length), is extremely short; in most semi-conducting
polymers it is only a few nanometres. Therefore, only material within a few nanometres of
an interface will contribute to the photocurrent. However, using a very thin layer of donor
material will result in very little light being absorbed. Blending the donor and acceptor
together (as seen in Figure 1.3) creates distributed interfaces thus allowing an optically
thick layer of material to generate photocurrent, maximising both light absorption and
charge generation.81 Duplicating the device architecture shown in Figure 1.3 allows a second
junction to absorb light not absorbed by the first layer, either by increasing the optical depth
of the device, or using a second material which absorbs at a different wavelength. Such a
device is known as a tandem OPV.
Polymer and fullerene materials must be chosen such that the difference in energy
levels provides the offset required for charge separation, thus encouraging the exciton to
dissociate at the interface. The electron and hole resulting from the dissociation of the
exciton are driven to the contacts by an internal electric field provided by the difference
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Figure 1.3 – A cartoon showing the traditional representation of the basic principle of a bulk-
heterojunction polymer:fullerene photovoltaic device. On the left, structures of commonly used
polymer (P3HT) and fullerene (PC60BM) molecules are shown, as an example of the active materials
between the work-function of the electrodes. Therefore, electrode materials must be carefully
chosen to maximise this internal field and selectively collect holes and electrons.81 Often
this involves using interlayers between the active layer and the electrode material in order
to modify the work function of the electrode. Figure 1.4 shows the energy levels through a
typical OPV device.
The Active Layer A blend of a donor and an acceptor material, a few hundred nanometres
thick, constitutes the active layer of the device. The donor material is usually the principal
material to absorb light which will contribute to photocurrent generation. There is a vast
range of polymer donor materials which can be used in OPV devices, with a variety of
optical and electrical characteristics. The finite absorption band of polymer materials can
be chosen to allow OPV devices to be designed to absorb specific wavelengths of light.
The choice of acceptor materials are more limited, as the majority of research has
focussed on using fullerene derivatives, although research is increasingly looking at non-
fullerene acceptor materials.82 A polymer used in a blend with a fullerene derivative, must
have a LUMO which provides an energy level off-set with the fullerene LUMO. This is
required to provide the charge separation energy. The limited choice of fullerene materials
which perform well in OPV devices means that there are few possibilities to alter the
LUMO of the fullerene. This places a maximum limit on the LUMO of the polymer which
presents a challenge to making high performance cells which absorb only in the infrared (see
Chapter 3).
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Figure 1.4 – Simplified energy level diagram of an OPV device
The Contacts The anode consists of a conductive layer (such as a thin metal or metal
oxide) often interfaced with the a hole transport layer (HTL), such as the polymer PE-
DOT:PSS, to ensure selective collection of holes, and sometimes with a very thin metal
oxide interlayer between these two materials to modify the work-function of the electrode
and create the required electrostatic field across the device. A second conductive layer
creates the cathode, which is sometimes separated from the active layer by an electron
transport layer (ETL), often a metal oxide such as zinc oxide.
In order to allow light to reach the active layer, one electrode must consist of a
transparent conductor. Historically, this has been indium tin oxide, however, this material
is extremely energy intensive to manufacture, expensive and brittle. Chapter 2 assesses the
potential of novel transparent conductors for OPV through economic and environmental
metrics.
The Substrate The layers of the device are deposited onto an inert substrate which gives
mechanical support to the other layers. In OPV devices, this is often made from a plastic
such as polyethylene terephthalate (PET), which allows for a flexible device and makes roll-
to-roll (R2R) printing possible. However, this also necessitates low temperature processing
due to the low melting point of such materials.
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The Encapsulation Materials used in OPV devices are often sensitive to degradation from
water and oxygen. Ingress of oxygen and moisture into device layers leads to photo-oxidation
of the the polymer, lowering the photocurrent.83 Oxygen and water also lower the conduc-
tivity of PEDOT:PSS, a hygroscopic polymer, often used as an HTL.84 To prevent these
degradation mechanisms, encapsulation materials are used to isolate the OPV layers from
the external environment. The encapsulation often consists of laminating the OPV device
with PET and/or other organic or inorganic barrier films.
OPV Manufacture
One of the principal advantages of OPV is the potential to solution process all layers in the
device onto flexible substrates, without using vacuum processing steps or high temperatures.
This consequently allows continuous R2R production of modules (Figure 1.5), enabling rapid
and low-cost manufacture.
Figure 1.5 – Continuous R2R manufacture of OPV modules at the Technical University of Denmark.
Image courtesy of Reference 85.
A variety of printing and coating methods have been employed to create the
nanometre scale films of organic materials, metals and metal oxides needed for an OPV
module. These have included slot-die coating, flexographic printing, gravure printing, inkjet
printing and spray coating.86 Using printing and coating techniques requires the use of a
solvent. Often semi-conducting polymers have been deposited using chlorinated solvents,
which are extremely toxic and thus not scalable for large scale manufacture.86 Once de-
posited, solvents must be removed from the film, usually achieved through applying heat.
This is potentially the only use of heat within the processing of OPV modules and can
be achieved at low temperatures not exceeding 140◦C, resulting in the energy required to
manufacture OPV being considerably lower than inorganic technologies.87
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Module Characteristics
OPV modules have a number of distinct characteristics which differentiate them from other
technologies. When investigating the potential of the technology to provide a scalable
GHG mitigation technology, it is these characteristics which must be further scrutinised
and their relation to applications of the technology must be assessed. Chapter 2 explores
the current status of the cost and environmental impact the technology, assessing potential
improvements to one specific aspect of the technology. While in Chapters 3, 4 and 5, the
implications of these characteristics for the use of organic photovoltaics is explored in more
detail.
Efficiency OPV technology has to date demonstrated much lower efficiencies than mature
PV technology. Small cells have reached as high as 11%77 although the efficiency of large
area modules is much lower than this, reaching 8.7% in the best case,77 but more commonly
are around 1-2%.78 In contrast, mature PV technology, such as crystalline silicon, can
achieve efficiencies over the whole area of the module of more than 20%.
One of the major limitations for OPV module efficiency is how tightly cells can be
packed together, known as the active area or geometric fill factor (GFF). Slot die coating
currently yields GFFs of up to 67%,86 however, techniques employing laser scribing can
achieve GFFs of up to 98%.88 For comparison, mono-crystalline silicon modules often exceed
GFFs of 85%, with multi-crystalline modules being even higher.89
Additionally, the reproducibility of OPV devices can hamper the fabrication of
high performing modules. PV modules commonly connect cells within a module in series
in order to build up the voltage of the module, and thus reduce resistance losses from high
currents. This series connection results in the current being equal across all cells. If one cell
is generating less photocurrent, this mismatch limits the photocurrent of the whole module,
with the poorly performing cell acting as a partial resistor. This is a potential issue for
OPV modules as such devices and printing techniques used for their manufacture often show
poor reproducibility.90,91 However, reproducible OPV modules have been demonstrated92
and this factor could also be avoided through integrating bypass diodes into the module,
potentially making use of organic, printable diodes.93
Lifetime Many of the materials commonly used in OPV devices are susceptible to degra-
dation. UV radiation can cause defects in OPV devices and even scission polymer chains,94
although UV light is periodically required to maintain performance when using certain mate-
rials such as a ZnO ETL.95 The active layer as well as a commonly used HTL, PEDOT:PSS,
have been shown to accumulate water from the environment,96 which leads to substantial
degradation of electrical properties of these layers.97 Oxygen ingress can also cause degrada-
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tion of devices but to a lesser extent.97 Photodegredation of both active layers and contact
materials has also been seen to contribute to device instability.85 Furthermore, mechanical
de-lamination of device layers has been observed in flexible modules manufactured using
R2R processes, particularly at the interface of the commonly used HTL, PEDOT:PSS, and
the active layer, which leads to catastrophic failure of devices.85
Peters et al. 94 aged small devices with glass encapsulation in an indoor environ-
ment, thus excluding most degradation processes except photodegredation. This showed
that two of the most commonly used polymer semi-conductors, P3HT and PCDTBT, (after
an initial burn-in period) degraded to 80% of their original performance∗ over almost three
and seven years respectively.94 Similar experiments on indoor aged, glass encapsulated cells,
have shown results which can be extrapolated to suggest lifetimes of 8 years or considerably
more.98,99 This suggests that with effective encapsulation to ensure no water or oxygen
reach the device, lifetimes of several years can be achieved depending on the active layer
and contact materials employed.
However, studies of encapsulated modules from a R2R pilot production line show
that ingress of water and oxygen at the edges of the device is a major cause of shorter
lifetimes.100 Large scale modules such as this, operated in outdoor conditions, have demon-
strated much shorter lifetimes than the indoor experiments on small devices above. Hauch
et al. 101 observed no degradation of small area modules mounted in Massachusetts over the
course of one year. Gevorgyan et al. 103 conducted outdoor stability studies at 6 different
locations across Europe, Israel and Australia and found lifetimes of well over a year in some
cases. Bristow and Kettle 104 conducted outdoor measurements in North Wales on eight
OPV modules encapsulated with e-beam evaporated SiO2, and observed 50% degredation
after just 9 weeks during the winter, and 3 weeks during the summer. Angmo et al. 83
reported a study of similar R2R produced OPV modules using a thicker PET encapsulation
with wider edge sealing margin, and demonstrated degradation of only 5% over the course
of one year of being placed outdoors in Denmark and the Netherlands. Angmo et al. 83
and suggest this result implies lifetimes of 3-5 years are possible with today’s technology.
Damp heat tests on large area modules have shown lifetimes of only a few hundred hours,105
although it has been argued that such harsh condition tests provide limited predictability
of actual lifetimes, necessitating further studies of performance in various different outdoor
conditions.106
However, due to the novel nature of OPV technology, there have been few examples
of long term real time ageing of OPV modules under outdoor conditions. Although outdoor
stability studies have been conducted in a variety of geographical regions, representing a
range of environmental conditions, studies have been conducted at laboratory sites, rather
∗80% of the original output is a value commonly used to determine the lifetime of mature PV technologies
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than in real world conditions. Chapter 4 attempts to build on this knowledge, by conducting
a study of degradation under such real-world conditions.
Flexibility The thin layers of OPV materials deposited on a plastic substrate result in a
module that is flexible. This is vital for enabling R2R manufacture, enabling rapid manu-
facture and lowering costs of the technology. Flexibility, could also facilitate the use of the
technology in niche applications such as photovoltaic sails in yachts.107 One of the principal
benefits of module flexibility could be in lowering the installation costs of the technology
through innovative roll deposited deployment methods (see Figure 1.6).108 However, flexibil-
ity also poses a challenge since mechanical stress on flexible OPV modules can significantly
affect degradation of modules, for example, by delaminating device layers.109
Figure 1.6 – Roll deposited installation of OPV modules for an OPV solar farm. Image courtesy
of Reference 108
Colour and Transparency Semi-conducting polymers can be designed to absorb a wide
range of bandwidths, and the thickness of the active layer in OPV devices can be very
precisely defined. These characteristics of OPV result in a technology which can be de-
signed with almost any level of transparency and can be widely customised to absorb a
specific spectrum, either for aesthetic purposes or other needs of a given application. This
characteristic is further explored in Chapter 3 for the specific case of an OPV greenhouse.
Weight The nanoscale active layers, and thin plastic substrates and encapsulants used
in OPV modules results in extremely lightweight modules. Kaltenbrunner et al. 110 have
reported Ultra-thin OPV devices which are similar in form to cling-film, and of similar
weight. Figure 1.7 shows a comparison of the weight of OPV modules versus more mature
technology. This property could allow the use of OPV in a number of niche applications such
as electronic textiles which could be utilised for photovoltaic sails in yachts,107 or aircraft.
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Figure 1.7 – Comparison of specific weight of various PV technologies showing module efficiency.
Author’s calculations using data from References 110–113. Solar Impulse refers to specially designed,
high efficiency, low-weight, crystalline silicon technology used in the PV powered aircraft, Solar
Impulse
Environmental Impact The use of nanometre scale layers of materials and the low pro-
cessing temperatures of manufacture (see Section 1.1.1) result in solution processed OPV
requiring minimal energy to manufacture per unit capacity, compared with more mature
PV technologies. Subsequently, OPV produces fewer GHG emissions. This aspect of the
technology is discussed in more detail in Chapter 2, whilst Chapter 5 explores the impli-
cations of a very low-carbon PV technology. In addition, OPV technology performs well
on the basis of other environmental indicators, such as ecotoxicity and acidification,87 and
where rare and toxic metals are used, such as in silver electrodes, analysis suggests that
effective recycling is achievable.114
Capital Costs The R2R nature of OPV manufacture means that extremely rapid manu-
facture is possible, driving costs of the technology down. In addition, the use of very small
amounts of active material in devices, and the high potential for making such materials ex-
tremely low cost through up-scaling,115, means that OPV modules may become extremely
low-cost. In addition, R2R equipment to manufacture OPV is much cheaper than the spe-
cialised and high-tech equipment used in the manufacture of silicon and thin-film PV. The
cost of OPV is further explored in Chapter 2.
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1.2 Greenhouse Gas Mitigation Accounting
In the preface to this work I discussed the motivation behind solar power and argued that
developments in PV technology have not been driven by a goal of maximising climate change
mitigation. However, atmospheric carbon recently reached 400 ppm,116 making it extremely
unlikely that the internationally agreed target - of remaining below a two degree rise in tem-
perature compared to pre-industrial levels - will be achieved.117,118 Therefore, it is vital to
understand how the growth in new energy technologies may impact atmospheric greenhouse
gas stocks. Such understanding can be derived through GHG mitigation accounting.
The Intergovernmental Panel on Climate Change (IPCC) defines mitigation as,119
Technological change and changes in activities that reduce resource inputs and
emissions per unit of output.
By extension, GHGmitigation technologies are therefore those technological changes
and substitutions which act to reduce GHG emissions and thus act to avoid the effects of
climate change.
The literature surrounding the assessment of the GHG mitigation potential of
low-carbon energy technologies is varied and extensive, yet can be divided into two broad
categories which identify two contrasting approaches. In the first instance many studies
have focussed on a single system, using Life Cycle Analysis (LCA) techniques to determine
a GHG footprint for a single example of a technology, such as a PV module or system.
Occasionally, the impact of a low-carbon technology on its surrounding environment is used
to determine overall changes in GHG emissions. However, more commonly, LCA results
of a technology are simply compared to other alternatives as an approximate gauge of the
potential for emission reductions.
The second approach in GHG mitigation assessment is through the use of energy
system optimisation models. This approach looks at the energy system as a whole, account-
ing for all technologies available and projecting the future capacity of generators through
cost optimisation algorithms under various constraints. By introducing new technologies to
the system, changes in future projections can be used to gauge the potential impact of the
new technology on GHG emissions from the energy system. Both these approaches have
a number of advantages in capturing certain aspects of the GHG mitigation potential of
a technology, however, both have large limitations particularly in assessing the potential
impact of an emerging energy technology subset.
1.2.1 Life Cycle Analysis
Life Cycle Analysis provides a structure to account for the material and energy flows as-
sociated with the supply of a particular product or service, and the resultant withdrawals
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from, and emissions to, the environment. The dominant LCA methodology, known as
Process-based LCA, is a bottom-up approach which was first formalised by the Society of
Environmental Toxicology and Chemistry in the 1980s and has been further elaborated by
the International Organisation for Standardisation through the ISO 14040 and ISO 14044
standards.120
The Process-based LCA framework consists of a number of steps (see Figure 1.8,
initially defining the goal and scope of the analysis. This step clearly lays out how the LCA
results can be used and compared with other results. In constructing an LCA study, an
infinite range of inputs could be attributed to the manufacture of a product, for example, one
could account for the commuting distances of the factory’s employees, or even extend this
to their dietary habits, both of which could impact the level of GHG emissions associated
with the factory’s product, but may not be deemed relevant. Therefore, a limit must be
imposed on the scope of the LCA analysis in order to allow effective comparisons to be made
between studies. The scope of the analysis will also be influenced by its goal, for example
if the GHG footprint of two solar panels were to be compared, the scope of the analysis
could be limited to exclude emissions from other components in the PV system such as
cables or mounting structures, however, a broader scope would be required if comparing the
electricity generated from the solar panels to coal fired power.
The next step in Process-based LCA is to construct a material, energy and emis-
sions inventory for the product or service. This life cycle inventory (LCI) accounts for
all materials and energy flows through the production and operation of a product or de-
livery of a service, as well as accounting for any direct emissions into the environment.
Subsequently, this LCI can be combined with an LCI database which contains data on all
emissions, energy and material flows in the background system which occur with the use of
a particular material or energy flow in the product’s or service’s LCI. Finally, the impact of
these emissions and material flows are interpreted through a number of metrics, which aim
to consider impacts for a particular aspect of the environment, such as water toxicity or
resource depletion, or try to combine the various impacts into a set of metrics which allow
a comprehensive assessment of the product or service.
A number of attempts have been made to try to improve on the necessarily limited
scope of Process-based LCA techniques. Economic input-output methods (EIO) present a
top-down methodology to life cycle assessment which attempts to avoid some of the limi-
tations of the scope defined in a Process-based LCA as well as avoid issues of assumptions
which are often required when data for certain materials are unavailable in the LCI database.
EIO methods were first proposed for environmental assessments by economist Wassily Leon-
tief in 1970.121 These rely on a set of economic input-output tables which describes national
economies and industries in terms of the levels of energy use and pollution associated with
them. The economic value of inputs used in manufacturing a product is then associated
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Figure 1.8 – Life Cycle Analysis Framework
.
with the energy use and pollution associated with the industry or national economy from
which each input is drawn.122
EIO and process-based LCA methods have also been combined to create hybrid
LCA methodologies, using a variety of approaches. These include using EIO LCA methods
to account for materials which are not contained within the LCI database, or calculating the
economic value of materials used in the process-based method, and applying EIO techniques
to account for the remaining value of the product.123
Hybrid and EIO techniques result in slightly higher impacts, however, such meth-
ods still lack certainty in how they are applied, resulting in no ISO standard, as in the case of
Process-based LCA, and such methodologies not being recommended for energy technology
LCA’s by the International Energy Agency.120
Life Cycle Analysis of Photovoltaics
LCA methodologies have been applied to the full range of photovoltaic technologies from
as early as 1972 (see Section 0.1.5) and have looked at impacts ranging from soil erosion124
to material scarcity125.
A recent review and harmonisation of 124 studies on the LCA of mature thin-film
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PV technologies and 397 studies of crystalline silicon technologies, focussing on the GHG
emissions and published between 2000 and 2009, provides a comprehensive assessment of the
current state of the art of PV LCA.126,127 The results of this harmonisation study are shown
in Figure 1.9, along with emissions associated with other electricity generating technologies.
Figure 1.9 looks at one of the most common metrics used in energy system LCA, namely
the life cycle emissions factor (EFLC); the grams of carbon dioxide equivalent, per unit of
electricity produced, accounting for all emissions produced over the full life cycle of the
energy technology. This is a refinement of the general term, emissions factor (EF), most
commonly used to indicate the flue-gas emissions directly produced by burning fuel in a
fossil-fuelled energy technology (for the case of most fossil fuel technologies, EF is almost
the same as EFLC due to direct emissions dominating the total emissions).
These results demonstrate a large overall range in estimates of emissions associated
with PV technology. Much of this variation can be attributed to difference in the assumption
of background systems as well as improvements in material and energy efficiency within the
manufacturing process. PV manufacture has a substantial electricity requirement and thus
the emissions factor of the electricity grid supplying the manufacturing process greatly im-
pacts the results (see Section 0.2.1).This demonstrates the importance of close consideration
of the background system in PV LCA studies.
A number of studies have also considered the LCA of emerging PV technology such
as OPV. This literature is discussed in Chapter 2.
LCA for Assessing GHG Mitigation Potential
Within the context of the climate change impact of energy technologies, the favoured LCA
impact metric is the life cycle emissions factor (EFLC). The EFLC , expressed in equation
1.1 quantifies the amount of GHG emissions associated with a functional unit of energy
production, usually given in units of gCO2eq/kWh. This metric gives an indication of the
comparative performance of a single energy system with another, but does not allow for a
full understanding of the mitigation potential of the technology.
EFLC =
Total gCO2eq emissions over lifetime
Electricity output over lifetime
[gCO2eq
kWh
] (1.1)
The EFLC can, however, be used to determine the level of GHG mitigation result-
ing from an energy technology if the avoided or displaced emissions within the rest of the
energy system due to its use, can be quantified. This methodology, occasionally known as
consequential life cycle analysis,134 is strongly dependent on the location of the technology
and hence the nature of the existing energy system. Krauter and Ru 135 showed results of
such an approach for a PV system within grid-connected and off-grid conditions in Brazil, as
well as a grid-connected system in Germany, where PV was assumed to displace the average
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Figure 1.9 – Life cycle emissions factor of photovoltaics in comparison to other technologies. Data
taken from the interquartile range as found from published meta-analyses found in References 128–
133
emissions of the Brazilian grid, a diesel generator and the German grid respectively. This
resulted in GHG emission reductions from mono-crystalline silicon modules manufactured in
Germany ranging from -1,009 kgCO2eq/kWp for the grid-connected Brazillian case (negative
GHG emission reductions), to 24,408 kgCO2eq/kWp for the off-grid case.135 Reich-Weiser
et al. 136 have proposed a metric to account for this broader scope GHG impact assess-
ment by proposing a GHG payback time and GHG return on investment. This extended
LCA methodology has been used to assess single PV systems135,137 as well as large scale
capacity.138
Determining the emission reductions resulting from an energy technology is a com-
plex task. The displaced emissions have been calculated using a number of methods, ranging
from taking average emission factors of existing or future grid mixes139, to using market
based dispatch models140 or analysis of marginal generators141 to determine what type of
power plant will reduce its output to accommodate the new technology. This task is further
complicated by the fact that the background energy system is likely to change over the 25
or 30 year lifetime of a PV system. This is further discussed in Chapter 5.
LCA techniques can also been used to assess the potential for climate change
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mitigation through Net Energy Analysis (NEA). NEA can be considered as a subset of
LCA, where only energy flows are considered. This technique can be used to assess the
energetic benefit an energy technology can bring to society. This framework is often used
as a proxy to environmental impact, as reduced energy returns can often be equated with
greater environmental impact. Within the study of GHG mitigation technologies, Energy
Payback Time (EPBT) is often used to compare different technologies and to determine their
potential for GHG mitigation. This does not look at GHG emissions directly, but instead
considers the benefit of a technology to society, from an energetic perspective. One can
imagine a technology which produces little GHG emissions in its production, but provides
society with a minimal amount of net energy, and thus cannot be useful for climate change
mitigation.
An extension to the LCA methodology, adds consideration of cost. The Marginal
Abatement Cost (MAC), shown in Equation 1.2, was popularised by McKinsey & Com-
pany 142 as a tool for assessing the economic viability of a given GHG mitigation action.
MAC’s are often shown on a graph which also provides an estimate of the potential scale of
GHG emission reductions which can be realised by the action. This metric provides a useful
tool for comparing technologies, as well as indicating the CO2 price that would be needed
for a technology to be viable under an emissions trading scheme. However, provides little
insight into how a technology may be used, often relying on very rudimentary estimates
of the potential for a technology. This metric also fails to capture the dynamic nature of
technology transitions, which is further discussed in Chapter 5.
MAC =
full cost of low carbon alternative − full cost of reference solution
GHG emissions from reference solution −GHG emissions from alternative [$ per tCO2eq ] (1.2)
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Box 1.1 Carbon Dioxide Equivalents
An important aside to note when considering GHG emissions is the equivalence of various green-
house gasses. A number of gases contribute to the greenhouse effect, including methane (CH4),
nitrous oxide (N2O), water vapour, carbon dioxide (CO2) and a number of other less common
gasses such as sulphur hexafluoride (SF6, which is of particular relevance in the case of pho-
tovoltaics manufacture due to its use in cleaning equipment used to manufacture polysilicon).
However, these different gasses range in the degree to which they impact the greenhouse effect
as well as the time they spend in the atmosphere. For example, methane results in a greater
warming affect for a given mass of gas, than carbon dioxide, but remains for a shorter time in the
atmosphere, whilst water vapour, although causing even greater levels of warming than methane,
is not considered as an anthropogenic greenhouse gas due to the speed with which any anthro-
pogenic water vapour emissions fall into equilibrium with the natural water cycle. The physics
of this process is discussed in more detail in IPCC 143 .
In order to allow comparisons of greenhouse gas mitigation the IPCC has defined Greenhouse
Gas Inventory guidelines which weight the various greenhouse gasses, thus allowing simpler com-
parisons of the emissions from different activities. The weightings issued by the IPCC (known as
Global Warming Potentials) vary depending on the time-scale being considered, with the most
common used in the life cycle analysis of energy technologies being GWP100a, which compares
the impact of the different greenhouse gasses over a 100 year time-scale.120 The most recent up-
date to these weightings are shown in Table 1.1,143 and provide a factor which is used to equate
emission quantities to the equivalent emissions of carbon dioxide, given in units of tCO2eq.
Table 1.1 – Greenhouse gas weightings.
Gas Weighting
Carbon dioxide 1
Methane 28
Nitrous oxide 298
Sulphur hexafluoride 22,800
Limitations of LCA for Assessing GHG Mitigation Potential
The life cycle analysis framework has been developed to analyse a single instance of a product
or service. For example, LCA can be usefully employed to determine the GHG emissions
associated with PV modules being produced by one particular factory in a specific location,
or by extension, the GHG impact of electricity being produced by one such panel in a
specific location and within a certain system set-up. This allows for useful insights when
comparing similar technologies, and improvements in a technology. However, it runs into
some difficulty when used to compare the GHG mitigation potential within a technology
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set, such as one type of PV module compared to another (rather than just a single system).
Since such analysis must necessarily focus on a single exemplar system, the possible scale
of the technology is not considered within the LCA framework, limiting understanding of
the potential of the technology.
Moreover, the vast majority of LCA studies of PV technologies have focussed on the
PV module itself, with limited consideration of the balance of system (BOS) components.
Studies which have considered full systems have focussed on either roof or ground mounting
structures and electrical components for grid connected systems. However, as discussed in
Section 1.1, different PV technologies will likely suit different applications, thus necessitating
the need to take a broader approach to LCA by considering the variety of applications where
a technology is likely to be used. Yet for some application scenarios, such as off-grid PV,
there is currently very limited literature, in addition to limited understanding of the avoided
emissions resulting from large scale uptake of low-carbon technologies.
Time in LCA Temporal aspects also pose a challenge for LCA techniques when considering
GHG mitigation. This is true for the avoided emission calculations as well as for the LCA
of PV manufacture and how these two aspects are combined. The energy environment in
which a PV system exists is likely to change considerably during the 25 years of the system’s
lifetime, yet accounting for these changes remains a substantial challenge. Furthermore, the
timing of GHG emissions means that direct comparison between technologies with differing
emission profiles using conventional LCA techniques results in answers which are biased by
the time-frame considered, as well as failing to consider the implications on carbon emissions
of the transition to new technologies. These temporal aspects show the importance of
understanding energy transitions within an evolving energy system. This provides the basis
for a dynamic mitigation analysis technique described in Chapter 5, and a literature review
of this topic can be found there.
1.2.2 Market Share Analysis
One of the principal limitations of LCA for assessing the GHG mitigation potential, is the
lack of any analysis of the potential scale of a technology within this framework. One
method which can be applied alongside LCA, is analysis of market share, which can be used
to provide insights into the level of GHG mitigation which can be achieved. However, such
market share analysis has significant limitations when analysing pre-commercial technology.
The most common method for determining future market share of an emerging
technology is through expert elicitations. This approach identifies a number of applications
where the technology may be used, with subsequent projections of market size under different
scenarios, based on the potential market share that the emerging technology may take,
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derived from discussion with industry experts. This has most commonly been presented
as a forecast of the monetary value of the future industry, or future capacity projections,
however, often results in extreme variation between scenarios, and rarely reach more than a
decade into the future. A number of such studies have been conducted on OPV technology,
for example, Carter et al. 144 project a market size for OPV and DSSC combined of between
20 MW and 300 MW by 2020, equating to a revenue of between $33 million and $470 million,
whilst NanoMarkets 145 project $900 million by 2015.
Such analysis could be extended to consider GHG mitigation through combining
such a study with LCA analysis. However, the extremely high degree of uncertainty and
the short timescale of such projections, make this of limited use. The usefulness of such an
approach is also limited by the lack of detailed analysis of how OPV could function within
different applications, limiting the potential for such analysis to provide design goals for the
technology.
1.2.3 Energy System Models
Energy system models provide an alternative, or occasionally complementary method to
LCA for assessing the GHG mitigation potential of a technology. These models take a
range of approaches to determining an energy pathway, which then provides insights into a
future energy system as well as future GHG emissions.
The level of technology take-up within such models is decided through one of two
methods. Economic cost minimisation models, such as the market allocation (MARKAL)
family of models, determine an energy balanced economic equilibrium of the energy market,
either with discrete time periods or for a far sighted energy market. Most recent models
allow a user to input an end-use energy demand scenario along with characteristics of current
and future energy supply and demand services, such as costs and potential.146 The model
uses this information to determine an energy pathway which minimises the cost to the
global or regional economy. Such models are often additionally constrained by limits to
the permissible GHG emissions, or can include climate modelling to determine the climate
impact of a particular scenario.147 The latter strategy is known as an integrated assessment
model.
Insights into the mitigation potential of a technology can be found from aMARKAL
style model from analysis of the take-up of a given technology under a certain GHG emission
limit. This will be determined by the characteristics of the technology inputs to the model,
namely the costs and potential (i.e. maximum rate of deployment and maximum possible
capacity). New technology subsets, for example OPV, could be described in such a model
by changing these two variables. For example, OPV could provide higher potential due to
the possibility of new applications, such as building integrated PV, and lower capital costs.
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However, this provides little insight into design goals or how the technology may be
used, providing limited understanding of the GHG mitigation potential of the technology.
In addition, uncertainty around future costs of the technology (see Chapter 2) can result in
very different answers depending on the assumptions chosen, further reducing the usefulness
of any insights the model may bring. Furthermore, although the change in GHG emissions
resulting from a change in input characteristics for a technology (e.g. by defining a new
cost for PV based on future emerging technologies) the attribution of the reduction in GHG
emissions to the particular technology is not clear due to the complexities being considered
in the energy system model. In this case, the level of mitigation will vary greatly depending
on the characteristics of other technologies considered in the model.
A second approach to determining technology up-take is through the use of expert
elicitations. An example of this is the UK Department for Energy and Climate Change’s
Global Calculator.148 In this approach, a technology scenario based on a possible future as
determined by experts in that field, is chosen for each area of the model. In the case of
The Global Calculator, this includes scenarios for lifestyle changes, as well as changes in the
energy and agricultural systems. The level of insight into the GHG mitigation potential of
a certain technology is therefore largely provided by the expert derived scenarios used as
input for such a model. The level of detail in such scenarios will, however, rely on methods
for determining future uptake which are outside the model, such as from estimates of future
costs and potential, thus having similar limitations as economic cost optimisation models.
Insights into the potential for GHG mitigation from a technology can be garnered from
comparing an ambitious scenario for that one technology, compared with a baseline scenario.
For example, using The Global Calculator, assuming an extremely ambitious solar energy
scenario (equating to 23 TW of capacity in 2050) results in a reduction of 1700 GtCO2eq
in the cumulative GHG emissions to 2100 in comparison to the IEA’s business as usual
scenario.148 However, this fails to account for other changes which would likely occur in the
energy system as a result of high levels of solar energy, thus providing limited insight into
the mitigation potential of solar power.
In the context of PV, as well as other variable energy source such as wind, the
spatial and temporal resolution of existing energy system models also lacks detail needed to
assess the true potential of a technology. For example, the TIMES model (a development
from the MARKAL model) mandates a gas generation buffer dependent on the level of PV
or wind in the system.147 This fails to account for factors such as tracked instead of fixed PV
systems or optimally planned wind farm distribution, which could lower the need for buffer
generation or storage,149 although attempts have been made to account for such factors
within models such as the SWITCH model from the University of California, Berkeley.150
In assessing GHG mitigation resulting from a given technology, most energy models
have a further limitation due to the exclusion of information around the GHG emissions
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associated with manufacturing new technology. The reasoning behind this exclusion relies on
the fact that the manufacturing sector is also being modelled and this will therefore capture
such emissions. However, this prevents the emissions from manufacturing a wind turbine
or solar panel from being explicitly included in the model and therefore fails to account for
the implications of using new renewable technologies which have lower emissions associated
with their manufacture. One notable exception to this is The Global Calculator148 which
does explicitly include such emissions within the model. In this case the energy system
model becomes a complement to LCA for assessing GHG mitigation.
Energy system models provide a useful tool for analysing potential future energy
pathways and their resulting greenhouse gas emissions. However, when considering one
particular technology, they are of limited use, and this is especially true when considering
a particular technology sub-set such as organic PV. The complexities associated with the
energy system as a whole, and uncertainties around the costs and potential of a future
technology, makes drawing conclusions for a specific technology challenging.
1.2.4 Summary of GHG Mitigation Accounting
Process-based LCA techniques allow the analysis of the GHG mitigated by a single example
of a technology. However, there are challenges to determining the avoided emissions, how
these will change over the system’s lifetime, and how technologies with different emission
profiles and lifetimes can be compared. Moreover, such analysis says little about the po-
tential scale of a technology, or how it’s uptake may affect the rest of the energy system.
This requires analysis of a range of applications, as this has a large impact on both the
emissions associated with systems and GHG emissions which could be avoided by the use of
the technology. Market analysis studies based on expert elicitation can provide some addi-
tional insights into the potential scale of the technology, but demonstrate a high degree of
uncertainty and have to date provided limited insights into design goals for the technology.
Energy system models offer an alternative approach, which tackles the issue of de-
termining the potential for a technology, as well as the its impact on the surrounding energy
system. Through economic optimisation, often considered under GHG emission constraints,
or using expert elicitations, these models assess the potential scale of a technology. The
resulting reduction in GHG emissions can be determined from the change in total green-
house gas emissions in the model as a result of increased uptake of a particular technology.
However, this method provides no insight into design goals of a technology or how it could
be used, and therefore limits the model’s use for guiding the development of an emerging
technology. Moreover, it is challenging to directly attribute avoided emissions from a partic-
ular technology in energy system models, and limited information on temporal and spatial
resolution in such models, also fails to construct an accurate picture of a single technology.
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1.3 Research Approach
Organic photovoltaic technology is currently attracting a high levels of academic interest
due to its promise of providing a low-cost photovoltaic technology, with minimal resource re-
quirements for it’s manufacture, unique physical properties such as flexibility, transparency
and low-weight, and thus a novel technology for helping mitigate rising global greenhouse
gas emissions.108,151 However, to date, there has been little understanding of how such a
technology may contribute to GHG emission reductions. The research question at the heart
of this thesis is, therefore: to what degree can organic photovoltaics contribute to reducing
global greenhouse gas emissions.
The approaches to the assessment of the GHG mitigation potential described in
Section 1.2 have a number of limitations when assessing a unique, emerging technology
subset such as OPV, as laid out previously. This thesis aims to provide an holistic approach
to the GHG mitigation assessment of such a specific energy technology subset. However,
understanding how an emerging technology such as OPV may contribute to GHG mitigation
poses a number of challenges. Most importantly, it is very uncertain as to how the properties
of the technology, such as economic cost, may develop in the future, and thus in what
applications it may be used. This is vital for informing technology funding and market
strategy for this emerging technology. As such, a number of sub-aims are required to
answer my research question.
A first aim is to estimate future values of two of the most important properties
of the technology for considering the potential contribution to GHG mitigation. I use Life
Cycle Assessment (LCA) and Life Cycle Costing (LCC) techniques, in order to fulfil this
aim. Such analysis can also be used to guide research in the technology, by identifying
barriers to low costs or environmental impact, a process known as constructive technology
assessment. For the environmental analysis, this thesis focuses purely on GHG emissions,
since the goal is to determine potential reductions in the global greenhouse effect. However,
LCA studies are often much broader in scope, capturing aspects such as ecotoxicity and
health hazards. The LCA and LCC analysis shows whether the technology can truly realise
its promise of providing a low-cost technology with minimal GHG footprint.
A second aim is to determine the applications in which the technology may be used,
and how these may contribute to GHG emission reductions. This must include analysis
of the applications in which the technology may appear, from a technical, environmental
and economic perspective, as well as the environment in which these applications are likely
to occur. By considering applications with the largest potential for GHG mitigation, de-
sign rules can be formulated for developing future OPV technology. For example, Lizin
et al. 152 showed that module price is an unimportant consideration for PV technology used
in consumer electronics. This thesis focusses on applications which have both been seen as
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promising market opportunities by the nascent OPV industry, and also suggest a high level
of GHG emission reductions
Analysis of the transition to low-carbon technology, provides the final aim of this
thesis. Such analysis provides an increased understanding of whether a PV technology with
a very low GHG footprint provides any advantages over mature PV technology. Through
study of all these factors, an analysis of the GHG mitigation potential of organic pho-
tovoltaics is presented which expands on the LCA or energy system model approaches
described above.
1.3.1 Methodology
This thesis can be framed within the context of an overarching methodology for determining
the GHG mitigation potential of a pre-commercial energy technology. The work described
within the subsequent chapters makes progress in applying this methodology to the case of
organic photovoltaic technology.
In the first instance, the technical properties and future outlook of the energy tech-
nology must be considered. Emerging or pre-commercial technologies, by their very nature,
are rapidly evolving. Therefore, to understand the role which an energy technology could
play in the future techno-economic environment, the potential developments in the economic
cost and environmental impact must be understood. Such analysis requires identification
of the largest barriers to the reduction of costs and environmental impact, and assessment
of future materials which could overcome these barriers. Subsequently, the comparison to
similar technologies which may directly compete must be made. This must be done on the
basis of future projections of the techno-economic characteristics of all technologies in order
to ensure a fair basis of comparison.
However, such analysis only considers a small component in GHG mitigation anal-
ysis. This fails to shed light on the implications of differences in the physical and economic
properties between similar technologies, which will greatly affect the uptake of a technology.
In order to understand these issues, the applications in which a technology can be used must
be considered. The use application will impact the environmental, economic and technical
performance of the technology and thus is vital to providing an understanding of the GHG
mitigation potential. For example, small modular nuclear reactors (SMRs) could appear to
provide an efficient, cost effective and clean energy source, however, without consideration
of where such devices could be used, understanding of issues around security or fuel supply
may not be realised.
Such analysis must assess how an emerging technology can allow for innovative
applications as well as how performance; environmentally, economically and technically,
compares with alternative technologies. As a result, future possible applications of a tech-
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nology must be analysed from the basis of: technical performance; economic analysis; and
environmental impact.
Finally, the impact of a transition to a new technology plays a fundamental role
in the understanding of GHG mitigation. The effects of Climate Change are governed by
the concentration of GHG in the atmosphere, and their subsequent radiative forcing of
the climate. This makes the timing of GHG emissions key to their impact. Looking at
an extreme case, take the case of a technology which can save substantial emissions over
the next 100 years, but requires increasing emissions for 20 years in order to implement
it. The emissions associated with implementing the technology may increase atmospheric
GHG and raise temperatures above a desirable level before any benefit from the technology
can be observed. Therefore, the temporal nature of implementing a new GHG mitigation
technology must be assessed.
Through the understanding of these three aspects of a technology, namely: future
developments and limitations; applications in which the technology could be used; and the
impact of a transition to a technology, this approach provides an original and comprehensive
methodology for the analysis of any low-carbon energy technology.
1.3.2 Research Contribution
This thesis demonstrates a novel approach to GHG mitigation assessment through providing
an holistic methodology to assess a particular low carbon energy technology subset. In
particular, this work represents an original analysis of the potential contribution of organic
photovoltaics to the reduction of the impacts of climate change. By assessing not just the
technology itself, but its range of potential applications, as well as the implications on the
transition to a low carbon energy supply, this work is able to supply novel comprehension
of the potential impact of OPV.
Analysis of the GHG footprint and economic impact of novel materials for OPV,
shown in Chapter 2, provides new understanding of how the technology may develop and
compete with mature PV technologies. Chapter 3 presents an original techno-economic anal-
ysis of a specific OPV application, namely the OPV greenhouse, taking a unique approach
though combining spectral analysis of OPV technology with analysis of requirements of the
growth of crops. Chapter 4 looks to OPV applications in the developing world, expand-
ing on the limited existing literature covering the life cycle analysis of the various delivery
models for solar powered rural electrification, whilst also providing a novel assessment of
the suitability of the OPV technology for rural environments in Africa through a long term
performance study in rural Rwanda. Finally, Chapter 5 seeks to develop a greater under-
standing of the implications of two distinct properties of OPV, namely short lifetimes and
extremely low carbon footprints. In doing so, this chapter provides an improved methodol-
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ogy for the temporally dynamic assessment of GHG mitigation, whilst also providing new
insights into the implications of emerging technology for low carbon energy transitions.
This study comes at a key moment in the development of OPV technology. With
such early stage technology, we have the potential to ensure its development will focus on
maximising GHG emission reductions. By targeting efforts on the lowest carbon variant
of the technology, along with properties which can be most effective for applications with
the largest GHG mitigation potential, we can strive towards ensuring that OPV, or other
similarly solution processable PV technologies, can become the lowest cost form of GHG
mitigation.
Chapter 2
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2.1 Introduction
The emergence of OPV technology has prompted a small but growing field of research
into the costs and environmental impacts associated with the manufacture of such devices.
These studies have focussed on process-based LCA methods (as discussed in Chapter 1)
as well as its economic parallel, Life Cycle Costing (LCC, see box 2.1). These techniques
have provided an understanding of the barriers to, and opportunities for, lowering costs
and environmental impacts for OPV technology. A number of studies have highlighted the
large contribution of indium tin oxide (ITO) electrodes to both the environmental153 and
economic cost of OPV.154 More recently, attention has been focussed towards the complexity
of the synthesis of materials for the active layer of OPV devices. As the efficiency of OPV
devices has increased, the complexity of the molecules used in the active layer has also
increased. This has led to concern over the scalability of these materials155,156 and also has
implications for the cost of their production,157 although notably less for their environmental
impact.158
Box 2.1 Life Cycle Costing and Discounting
Total cost of ownership of a product or service can be accounted for using Life Cycle Costing (LCC)
techniques. LCC takes the expenditure profile for manufacturing and maintaining a product, such
as a PV system, and uses the concept of discounting to assign value to future expenditure and
income in order to determine a lifetime cost of ownership. The expenditure profile is provided by
a Life Cycle Investment Cost (LCIC), which can be derived from the Life Cycle Inventory (LCI)
of a Life Cycle Analysis (LCA) study.154
Discounting uses an assumption of the potential value of money, in order to assign a value to
future investments. Money held today could be used to invest, for example in a savings account,
which will pay some level of interest. As such, that money will be worth more in the future.
This concept can be extended to show that money which is received in the future is worth less
than money received today, due to the opportunity cost of not having that money to invest. This
discounted value of income or expenditure is known as the Net Present Value (NPV).
This chapter opens with a review of the literature on economic and environmen-
tal costs of OPV. Subsequently, the case of ITO, a clear example of a factor dominating
both EFLC and cost, is considered in more detail. Section 2.3 presents an original analysis
of the costs and environmental impacts associated with alternatives to ITO, and demon-
strates how such analysis can be used to inform technology development even before its
commercialisation.
The literature review, along with the following section on novel electrode materials,
is subsequently incorporated into a meta-analysis of the environmental and economic costs
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of OPV modules, in order to harmonise these results (Section 2.4). To compare economic
costs given in the literature, I used a levelised cost of electricity (LCOE, see Box 2.2) model
I previously developed in collaboration with Brian Azzopardi, then at the University of
Manchester,154 to assess the potential for OPV technology in comparison to mature PV
technologies. This meta-analysis thus allows me to conclude as to the potential for OPV
technology to compete with mature PV technology with respect to GHG mitigation.
Box 2.2 Levelised Cost of Electricity
In order to compare the costs of electricity production between different technologies and scenar-
ios, the levelised cost of electricity is often used. This is given by,159
LCOE =
T∑
t=0
Ct
(1+r)t
T∑
t=0
Et
(1+r)t
(2.1)
where, t is an integer time interval, usually taken to be a year, r is the discount rate over that time
interval, T is the total time frame being considered, Ct is the cost incurred at time t, including
all operation and maintenance costs, and Et is the energy produced at a given point in time.
Here the discount rate, r refers to a real discount rate, which includes both currency inflation,
i, and a nominal discount rate, n. r, therefore, can be used to calculate the real value of money
through time, and is related to i and n through the below equation,160
(1 + r) = (1 + n)(1 + i) (2.2)
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2.2 Review of OPV Economic and Environmental Costs
Analysis of OPV economic and environmental costs began with two papers published in
early 2009. Kalowekamo and Baker 161 conducted a cost analysis of small molecule based
organic photovoltaic devices employing an active layer of copper phthalocyanines (CuPc),
tin phthalocyanines (SnPc) and carbon-60 fullerene (C60). This study took a bottom-up,
LCC approach to the materials used in devices, using very approximate values of amounts of
materials used and drawing heavily on analysis of dye-sensitised and cadmium telluride thin-
film modules, which have some similarities to OPV manufacture. The work also presented
the first levelised cost of electricity (LCOE, see Box 2.2) from OPV modules and highlighted
the strong dependence of module lifetime on the LCOE.
Roes et al. 162 published analysis around the same time, which considered both the
economic and environmental impacts of an OPVmodule with an active layer of P3HT:PCBM.
This LCA and LCC study was based on an LCI from an early production process which
used inkjet printed layers on a glass substrate.163 The study highlighted the need to focus
on flexible, rather than glass substrates, and demonstrated the lower environmental impact
of flexible OPV technology in comparison to crystalline silicon PV.
2.2.1 Environmental Analyses
Environmental impact assessment of OPV technologies has, to date, focussed exclusively
on process-based LCA methodologies. Studies have looked at a range of production scales
from lab-scale devices to gigawatt-scale production, and been based on both theoretical
and demonstrated processing routes. Polymer:fullerene bulk-heterojunction devices have
dominated the literature, and this category of device is the focus of this review. Although
the literature covers a wide range of environmental impacts, including eutrification, abiotic
depletion, GHG emissions and cumulative energy demand (CED), many of these metrics are
published only in the form of combined impact methodologies, such as the Ecoindicator 99
category scores. This makes comparison between studies which have used different impact
categories very difficult to compare, limiting fair comparisons largely to CED, or in some
cases GHG emissions (where absolute values, rather than impact scores, are frequently
given).
García-Valverde et al. 153 presented the first comprehensive analysis of the major
materials used in an OPV device, namely PEDOT:PSS, P3HT and PCBM, and integrated
this into an analysis of an OPV device fabricated under lab conditions. García-Valverde
et al. 153 assumed impacts from P3HT production were the same as similar materials which
had LCA data available in the literature, such as assuming that thiophene production
required for P3HT is similar to the industrial processing of toluene, another form of aromatic
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rings produced from oil refining. This work demonstrated the extremely high energy cost
of manufacturing under a nitrogen environment (due to the high energy requirements of
manufacturing large volumes of nitrogen), necessitating ambient processing conditions for
OPV, as well as highlighting the high impact that the transparent conductor, indium tin
oxide (ITO) has on the energy requirements of device fabrication.
Research led by Nieves Espinosa has extended the work by García-Valverde et al. 153
in collaboration with the Technical University of Denmark (DTU) who run pilot scale, R2R
production of OPV modules. Espinosa et al. 164 presented the first LCA of large scale pro-
duction of OPV modules based on data from an existing R2R pilot line, which re-iterated
the high impact of ITO. This work was later extended to ITO-free modules using alterna-
tive sputtered metals,165 or a range of organic and inorganic contact materials.74,87,166 In
addition, this group has further looked at the LCA of a range of small and large-scale OPV
applications.74,108,167 Most recently, the idea of tandem devices, using multiple cells stacked
together, has been assessed from a life cycle perspective to show that tandem devices must
have efficiencies 20% higher than their single junction counterparts to warrant their use
from an embodied energy perspective.168
Anctil et al. 169 provide a novel assessment of the impact of fullerenes used in OPV
modules, looking at a variety of fullerenes and processing routes. This study suggests that
the use of more comprehensive system boundaries result in the embodied energy of fullerene
being 48% higher than previously estimated,170 and fullerene derivatives being six times
more energy intensive to produce than that calculated by García-Valverde et al. 153 . This
work was further extended to assess a complete OPV device utilising novel assessments of
the embodied energy in polymers used in the active layer.158 Results differ significantly
from those published by Espinosa et al., partially due to the discrepancy in the impact
of fullerene production, but principally from differences in the assumptions around device
fabrication and architecture. However, the impact associated with other key materials such
as P3HT and PEDOT:PSS, are in broad agreement across the studies.
Looking at the discrepancy in the LCAs of fullerene production; García-Valverde
et al. 153 took as a starting point, a previous LCA study on C60 fullerene by Kushnir and
Sandén 170 , and added to this by assessing the impact of turning this material into the
PCBM derivative. Anctil et al. 169 argues that Kushnir and Sandén 170 underestimate the
impact of fullerene production through not accounting for the all upstream inputs and
relying on outdated production methods. In addition, Anctil et al. 158 suggest the additional
analysis performed by García-Valverde et al. 153 does not account for all process steps in
the production of fullerene derivatives.
A number of studies have used data from the literature described above to develop
further understanding of the environmental cost of OPV. Yue et al. 171 has added to the
literature by undertaking a Monte-Carlo analysis to determine a range in the EPBT and
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EFLC of OPV. This analysis was based on the LCA of Process H, as analysed by Espinosa
et al. 87 , and used probability distributions for the performance of the modules and location
of their use, to determine a range of EPBT and GWP values. Darling and You 151 took the
same LCA data as the input to a road-mapping study, by assuming an increasing level of
efficiency of modules. Most recently, Lizin et al. 172 conducted a review to build a thorough
understanding of the state of the literature as well as highlighting the need to consider
environmental impacts when designing materials for higher efficiency devices.
Few studies have looked in detail at environmental impacts other than energy
demand and greenhouse gas emissions. Espinosa et al. 87 considers other indicators through
the Eco-indicator 99 methodology, showing that an improved processing method reduces
the impact of OPV in all categories. This also shows there is minimal impact from OPV in
all categories except ecotoxicity, fossil fuel use, respiratory inorganics, climate change and
carcinogens. Zimmermann et al. 173 looked in more detail at the effect of OPV modules on
the local environment both during use and at end-of-life. Although finding little cause for
concern, the study also found little analysis of the potential impact of nanoparticles and
organic polymers used in OPV production.
2.2.2 Economic Analyses
Analysis of the economic costs of OPV from a fully operational, roll-to-roll, large area OPV
pilot line was first published by Krebs et al. 174 , building on a previous cost model of a
screen-printed production process.92 This work highlighted that, despite the relatively low
cost of production equipment, fast processing speeds are needed to ensure that equipment
contributes a small proportion of manufacture cost and thus realise the low cost potential
of OPV technology.
Azzopardi et al. 154 built on this work by conducting a more thorough LCC analysis
based on an LCA study conducted by Espinosa et al. 175 on the ProcessOne module first
assessed by Krebs et al. 174 . Azzopardi et al. 154 created a more comprehensive database of
present day material costs whilst also accounting for the full cost of setting up and operating
an OPV manufacturing plant. Similar to the LCA results of ProcessOne, Azzopardi et al. 154
showed that ITO is also a major contributor to the economic cost of the modules. This study
also extended to calculating an LCOE of OPV electricity for a system installed on a domestic
rooftop, finding that the LCOE starts to plateau at lifetimes of around 5 years. The LCOE
calculation was also adapted to account for improvements in module efficiency as OPV
modules were replaced over the system lifetime. This shows that a direct comparison of the
LCOE of technologies with different lifetimes does not provide a fair comparison between
technologies.
The OPV production pilot line established at DTU, which formed the basis for
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cost analyses performed by Krebs et al. 174 and Azzopardi et al. 154 , has subsequently in-
formed further cost studies on new device architectures and applications. Espinosa et al. 74
considered the full cost of integrating ITO-free OPV modules, produced by the pilot line,
into a laser pointer. Espinosa et al. 87 notes the cost of new designs of OPV modules from
the pilot line at DTU remain considerably higher than mature technology. However, they
argue that the investment capital required to set up manufacturing capacity for gigawatt
scale production is considerably lower for OPV than mature PV technologies.
Machui et al. 176 continued the work on cost analysis based on DTU’s pilot produc-
tion line and considered a range of scenarios based on both the existing pilot line, and future
up-scaled scenarios. The analysis considered both tandem and single junction OPV devices,
using a number of different polymer acceptors and electrode materials. Future scenarios
considered the potential for reductions in material costs, as well as optimisations to module
manufacture through improvements in the geometric fill factor (GFF). This study demon-
strated that OPV modules may be able to achieve costs as low as $20155.86 per m2, when
manufactured at a scale of 100 GWp per year. Although processing costs were included in
this analysis, at a relatively high rate of 80 AC/hour, investment in manufacturing equipment
and overheads were not, making material costs much more dominant than in other analyses.
Mulligan et al. 115 assessed the cost of producing a similar P3HT:PCBM based OPV
module, creating an extensive model for assessing the cost of producing P3HT and PCBM
at very large scales. This model found that with large production volumes, P3HT becomes
around 1% of the cost of the module. In contrast to this, such dramatic cost reductions
are not seen with the scale-up of PCBM manufacture, which remains around 16% of the
module cost. This model found that costs of $20157.98 ± 2.39 per m2 could be achieved with
large scale manufacture, producing 1 m2 of OPV module per second (equivalent to around
500 MWp per year). Mulligan et al. 177 have also extended this work to calculate an LCOE
of OPV electricity, by making assumptions of system costs, efficiency and module lifetime.
Notably, this work uses a relatively high discount rate for future costs (of 10%). Over the 20
year system time frame considered, this therefore results in OPV looking more favourable
than would be the case if a lower discount rate was assumed.
Analysis of the production of more complex polymer materials for OPV devices was
conducted by Osedach et al. 157 . The cost model created by Osedach et al. 157 fails to account
for equipment, overhead and labour costs which they suggest could contribute more than
50% of the cost of the material. However, they also do not include potential cost reductions
from raw materials used to synthesise polymers, which may to some extent compensate the
underestimate of not including equipment, overheads and labour costs. The model shows
a linear relationship between the complexity of polymer synthesis and its cost. They find
that simple polymers such as P3HT may contribute between $20150.004 to $20150.02 per Wp
(assuming a 10% efficient module, which therefore equates to $20150.4-2 per m2) whilst a
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more complex polymer such as PTB1 may contribute as much as $20150.49 per Wp (equating
to $201549 per m2 for a 10% efficient module). Despite not including many contributions
to the cost of production, Osedach et al. 157 found the cost of P3HT to be an order of
magnitude higher than found by Mulligan et al. 115 , due to the focus on lab scale techniques
rather than large scale production.115
Powell et al. 178 built a more complete model of the cost of OPV systems based
on Net Present Value (NPV) and financial payback period metrics, by focussing on the
electricity production of the OPV system. The TEEOS (Technical and Economic Evaluator
for Organic Solar) model developed by Powell et al. 178 combines a detailed weather model
with a simple financial model to assess these cost metrics. This model was later modified to
take into account a more detailed cost of electricity (used as the counter-factual cost within
the model) as well as stochastic inputs for the weather model, as opposed to historical data
used previously. This work provides few insights into the cost of OPV modules themselves,
and takes as an input the cost of OPV modules, initially from Krebs et al. 92 and in the
latter paper, from Kalowekamo and Baker 161 . However, Powell et al. 179 use their model to
suggest a target cost for OPV of $45 per m2 for the technology to be economically viable.
2.2.3 Summary
The constantly changing field of OPV means that an up-to-date study of the cost or envi-
ronmental impact of the technology is extremely challenging. New innovations in material
synthesis are constantly being developed which can have large impacts on how the technol-
ogy may look when at a commercial stage. For example, although Anctil et al. 158 suggest
that fullerene is a major contributor to the environmental impact of OPV technology, work
recently conducted by Sieval et al. 180 presents an alternative fullerene derivative with a far
simpler synthesis route, thus resulting in a material with lowers costs and environmental
impact.
In order to address this challenge, materials which could prove to be a bottleneck
must be analysed in more detail to assess the potential of alternatives. One material in
OPV modules which is consistently highlighted as being the dominant contributor to both
cost and environmental impact, is the transparent conductor, ITO. There are already a
number of alternatives available which could replace this material, and therefore I chose
this as the topic for a more detailed study into the potential for reductions in the cost and
environmental impact of OPV, presented in Section 2.3.
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2.3 Novel Electrode Materials
Organic photovoltaics are often cited as being a low cost, low embodied energy route to
photovoltaic electricity. However, as discussed in Section 2.2.3, the use of indium tin oxide
(ITO) as a transparent conductor (TC) limits the degree to which costs and embodied
energy can be reduced by adopting OPV technology.181–184 The ITO electrode is fabricated
via a vacuum sputtering process, which is extremely energy intensive∗ and economically
expensive, thus contributing a large amount to both the economic cost and Energy Payback
Time (EPBT) of OPV modules.154,175 In addition there is the potential for a bottleneck in
the scale-up of OPV due to the use of the scarce element, Indium.185 Moreover, the use of
ITO also limits the robustness of device performance under flexing.186
Numerous alternative TCs have been explored in order to avoid the use of ITO as
the transparent conducting electrode in organic photovoltaics. Such alternatives have the
potential to alter device performance via changes to the series resistance across the device,
lower transparency leading to lower photogenerated current and effects on the lifetime.
However, any detrimental effects could be tolerated if the overall cost or energy requirements
for manufacture of OPV modules were significantly reduced. The converse of this has
previously been observed in the use of novel active layers to fabricate more efficient devices,
which have been seen to adversely affect the EPBT of the device.187
A number of life cycle analysis (LCA) studies have analysed OPV modules, as well
as their use in specific applications, which are discussed in Section 2.2. This section presents
a life cycle and cost analysis of OPV devices manufactured using an existing process but
with ITO-free electrodes in place of ITO, making use of data from the literature.154,175 I
calculate an EPBT and cost per Watt for OPV modules for each alternative TC considered.
This section is organised as follows. Section 2.3.1 presents a range of TCs which
have been studied in the literature, and discusses their potential for reducing the cost and
EPBT of OPV modules. Section 2.3.2 presents a life cycle analysis of four of the most
promising ITO-free TCs, namely: high conductivity PEDOT:PSS; a silver grid embodied
in PEDOT:PSS; silver nanowires; and single walled carbon nanotubes, while Section 2.3.3
presents a cost analysis of the same TCs. Section 2.3.4 discusses the effect that replacement
of the TC may have on the performance of the device and presents a method for theoretically
calculating such an effect. Finally, Section 2.3.5 concludes and summarises the findings of
this study.
∗There exists some discrepancy in the amount of energy involved in the sputtering processes when one
compares published calculations and some databases,70,153 however, there is general agreement that ITO
accounts for the largest share of the embodied energy in OPV.
82
Chapter 2
Cost and Environmental Analysis of Organic Photovoltaics
2.3.1 Transparent Conductors in Organic Solar Cells
Candidates for ITO-free TCs include: semitransparent or patterned metal layers; doped
metal oxides; conductive polymers; metal nanowires; carbon nanotubes; and graphene
among others. OPV devices require an electrode with a number of key properties including
high transparency, good conductivity and low surface roughness. The degree to which a TC
possesses these properties can greatly affect the performance of an OPV device. Table 2.1
shows the best published results for various TCs on flexible substrates.
Table 2.1 – Best demonstrated performance results of TCs on flexible substrates.
Film type Sheetresistance1, Ω/sq
Max transparency, %
(at λ, nm) Reference
Sputtered ITO2 60 79 (550) 188
HC-PEDOT:PSS 63.3 67.4 (425) 189
VPP-PEDOT 130 ≈80 (500) 190
Metal Grid embodied
in PEDOT:PSS
13 ≈75 (525)4 191
Metal Nanogrid 23 78 (400-800) 192
Metal Nanowires 8 80 (500) 193,194
SWCNTs 40 70 (550) 195
CVD Graphene ≈30 90 (550) 196
Reduced Graphene
Oxide
80 79 (550) 197
1 Sheet resistance measured using a four point probe and given by bulk resistivity divided
by the film thickness
2 Characteristics shown here are for the most commonly used ITO on PET, rather than the
best demonstrated performance film
3 Sheet resistance shown here is for the metal grid only rather than the composite film
4 Transparency only for PEDOT layer. The silver grid additionally shadows 6-8% of the
module
Conductive Polymers
The use of conductive polymers shows a promising method for fabricating alternative
TCs. Poly(3,4-ethylenedioxythiophene) is often combined with poly(styrenesulfonate) (PE-
DOT:PSS) in order to enable aqueous solubility and thus allow solution processing of the
layer; however, the addition of PSS reduces the conductivity of the PEDOT.198 PEDOT:PSS
modified by the addition of highly dielectric solvents such as DMSO, ethylene glycol or di
ethylene glycol is known to greatly increase the conductivity of a PEDOT:PSS film.199
These additives result in conformational change of PEDOT chains, creating a more linear
arrangement of chains which lead to greater charge carrier mobiliy and hence increase the
conductivity of the film.200 Subsequently, a number of companies (namely HC-Stark and
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Agfa-Gevaert N.V.) have begun to manufacture solutions of high conductivity PEDOT:PSS
(HC-PEDOT:PSS) capable of reaching low sheet resistances and these formulations have
been used as TCs in OPV devices.189,201–208
One method of fabricating PEDOT films without the addition of PSS is by vapour
phase polymerisation (VPP) of 3,4-ethylenedioxythiophene (EDOT), which leads to a promis-
ing TC.198,209 Unfortunately, lack of information of a scalable example of such a process
prevented the completion of an LCA of this material for this study.
Metallic Grids
Large scale grids (on the millimetre scale), either evaporated or screen printed from a metal-
lic ink have been investigated in order to increase the conductivity of PEDOT:PSS.191,210–213
The best results of a metal grid embodied in PEDOT:PSS have used a very thin PEDOT:PSS
layer and thermal evaporation to deposit the grid.212 This is a very energy intensive pro-
cess,153 and so my study instead analyses the more promising solution of a screen printed
grid. However, it has been observed that a very thick layer of PEDOT:PSS is required since
otherwise solvent within the silver ink seeps into the active layer, and this thickness results
in poor performance due to low transparency.211 However, this can be avoided through the
use of UV curable silver paste.214
Nanoscale grids have been fabricated via nanoimprint lithography of a metal
layer.192,215–217 However, this process involves printing the nanogrid from a PDMS stamp
coated in the metal, usually via thermal or e-beam evaporation, which is an extremely
energy intensive processes.153
Nanowires and Nanotubes
Silver nanowires represent an alternative method for creating a transparent metallic coat-
ing, which can be produced by solution processable methods and have the potential for
being a low cost and low energy alternative to sputtered or thermally evaporated metal
films.193,194,218–221 Silver nanowires are fabricated by reduction of silver nitride to create a
functional ink, which can be deposited by low cost and low energy processes such as slot-die
or spray coating.218 The performance of such films is dramatically improved by coating of
the nanowires in gold via galvanic displacement, which greatly reduces the resistance of the
junctions between nanowires.193
In the same way as for metal nanowires, single-walled carbon nanotube (SWCNT)
TCs can be produced by spray coating a solution of SWCNTs onto a transparent substrate.
An ink is prepared by creating an aqueous solution of SWCNTs with the addition of a
surfactant.222 This can then be deposited by a variety of methods onto a prepared substrate.
The film is finally washed with acid, which improves conductivity due to the removal of
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excess surfactant and the subsequent film densification. This acts to decrease the resistance
across junctions between SWCNTs and enhances the metallicity of the SWCNTs.195 Both
nanowires and nanotubes present a promising ITO-free TC; however, both have a number of
issues regarding the roughness of the resulting film as well as their adhesion to the substrate.
Other Materials
Other transparent conducting oxides (TCOs), manufactured similar to ITO, such as fluorine-
doped tin oxide and gallium-doped zinc Oxide, have been used in polymer electronic de-
vices.186,223 However, analysis has shown that by replacing ITO with other sputtered metals
does not avoid the issue of the high energy intensity of this layer.165 Most methods used
to deposit un-patterned, monolithic, transparent metal layers currently require very energy
intensive processes, often in vacuum or high temperature conditions, such as sputtering and
thermal evaporation,223–227 and thus do not appear to be a promising solution to the high
energy intensity of TC fabrication.
Graphene films are often cited as being a potentially excellent replacement to
ITO.183,184,228 The most common and successful method for creating highly conductive
graphene films is by chemical vapour deposition (CVD) onto a variety of metallic substrates,
which are then transferred onto transparent substrates to create a TC.196,228–234 However,
CVD is a very energy intensive process, which accounts for the vast majority of the embodied
energy in amorphous silicon solar modules.235 Thus, although CVD graphene may be able
to achieve excellent performance attributes, good flexibility and a high potential for low
cost,228 it fails to solve the problem of the high embodied energy of ITO (assuming that the
conditions for CVD of amorphous silicon are similar to those for graphene). Although an
alternative method for graphene production from solution has been published,197,236,237 an
LCA of this method could not be completed due to a lack of information in the literature.
This study provides a detailed life cycle and cost analysis of four, solution process-
able, TCs: high conductivity PEDOT:PSS (HC-PEDOT:PSS); a silver grid embodied in
PEDOT:PSS; silver nanowires (AgNWs); and single walled carbon nanotubes (SWCNTs).
These materials were chosen due to their potential for low cost and low energy manufacture,
as well as the availability of detailed information of their manufacture.
2.3.2 Life Cycle Analysis
In order to carry out an LCA of modules based on alternative TCs, I used the data and
methodology from a previous LCA of a pre-industrial roll-to-roll manufacturing process for
OPV modules, known as ProcessOne,175 and replaced the ITO with each of the selected
TCs. I accounted for the embodied energy in all raw materials used in the fabrication of the
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TC as well as the energy requirements for manufacture. Minimum and Maximum values
were determined by the range of embodied energies found in the literature. Energy demands
associated with the manufacture of the required equipment as well as transport of the raw
materials and the final product are not included in this analysis. From a detailed life cycle
inventory (LCI), gathered for the various TCs, the embodied energy of the raw materials
was found and electricity requirements were converted to equivalent primary energy using
a 35% conversion factor to account for the efficiency of the grid. Data of the LCI and LCA
for the TCs can be found in Appendix A.
ProcessOne is based on a cell architecture of: ITO/ ZnO/ P3HT:PCBM/ PE-
DOT:PSS/ Ag. Figure 2.1 shows the contribution of the various TCs to the embodied
energy in the module. Figure 2.3 shows a comparison of the effect that using different TCs
to replace ITO in this architecture has on the EPBT of the module. The EPBT calculation
is based on a cell efficiency of 3% and a geometrical fill factor (GFF, the area of the module
which is photovoltaically active) of the module of 67%. Performance was calculated based
on the recomended accumptions for LCA calculations, namely a performance ratio (PR) of
75% to account for system losses and annual insolation of 1700 kWh/m2, which is typical
of Southern Europe.120 Degradation in the performance of the OPV modules was neglected
in this calculation
High Conductivity PEDOT:PSS
In this study, I analysed a process for creating HC-PEDOT:PSS films via slot-die (S-D) coat-
ing. The HC-PEDOT:PSS ink was assumed to be comprised of conventional PEDOT:PSS
with the addition of 5% DSMO or ethylene glycol. Commercial HC-PEDOT is likely to
contain small amounts of unknown additives; however, since conventional PEDOT:PSS has
a high embodied energy per gram of ink, I assumed that any small amount of additive
would contribute a negligible amount to the embodied energy in the layer. Since the best
results for HC-PEDOT:PSS films in the literature consist of very thin coatings (around
200 nm189), the S-D coating conditions were based on similar coating thicknesses used in
the manufacture of ProcessOne modules (i.e. for the ZnO and active layers), for which a
detailed LCA has already been completed.175
The LCA of HC-PEDOT:PSS shows that this layer has an extremely low embodied
energy in comparison to the rest of the module, see Figure 2.1. The largest contribution
to the embodied energy within this layer is due to the electricity required to S-D coat and
dry the layer, which contribute around 75% of the embodied energy. The remainder is
largely accounted for by the energy embodied in the Isopropanol used to wash the substrate
before the HC-PEDOT:PSS is applied. Less than 1% of the embodied energy is due to the
embodied energy in the HC-PEDOT:PSS.
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PEDOT:PSS with Silver Grid
I completed a life cycle analysis of a silver grid embedded in PEDOT:PSS is completed, based
on an adapted ProcessOne, known as ProcessTwo.211 ProcessTwo replaced the ITO used in
ProcessOne with a screen printed silver electrode, and altered the top silver electrode to a
grid pattern. A life cycle analysis of a similar module, known as HIFLEX (which contains
a sputtered Aluminium and Chromium layer), which also employs the use of such a silver
grid TC, was completed in a previous study.165 The data collected during this study for
the silver grid and PEDOT:PSS composite TC were used in the my own study to allow a
comparative analysis of this TC.
The largest contributions to the embodied energy in the composite silver grid and
PEDOT:PSS TC were from drying of the PEDOT:PSS and the electricity required for
screen printing, which together represent 77% of the embodied energy in the TC. The large
contribution due to the energy for PEDOT:PSS drying is the result of a need for a thick
layer to prevent damage to the active layers due to solvents in the silver ink, as mentioned
above (see Section 2.3.1).
Silver Nanowires
In order to complete the LCA of a silver nanowire (AgNW) film, I used a life cycle inventory
of AgNW ink given in Reference 193, combined with the energy requirements for slot-die
coating of the PEDOT:PSS layer in ProcessOne,175 since the wet film thickness and drying
conditions are similar for these two layers. The results of this analysis showed that processing
AgNW film requires little energy compared to ITO (see Table 2.2).
The AgNW are highly dispersed in the ink used to create these TCs, thus a thick
layer of ink is required in the fabrication process.193 The resulting energy required in S-D
coating and drying of this layer subsequently account for approximately 55% of the embodied
energy in the film. The remaining embodied energy is mostly attributed to the embodied
energy in the raw materials, in particular to ethylene glycol, which is used as a solvent.
Carbon Nanotubes
I completed a life cycle analysis of a process for creating SWCNT films via spray deposition
for use in OPV devices (shown in Reference 222).
The best performing SWCNTs, which are created via arc-discharge,238 are ex-
tremely energy intensive to manufacture, with an embodied energy of 6523 MJ/kg.170 How-
ever, the small amount of carbon nanotubes required (despite this study finding this amount
to be much larger than has previously been suggested,239,240 see Section 2.3.3) mean that
their embodied energy contributes around 5% of the total energy embodied in the film.
The SWCNT ink used in this process contains only 0.03% carbon nanotubes,222 thus the
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wet layer of the spray coated ink is extremely thick and subsequently requires an extensive
drying time.
Figure 2.1 – Pie charts showing the breakdown of the maximum energy embodied in modules using
various TCs. The cyan slice represents the contribution from the TC in each case
2.3.3 Economic Cost Analysis
To calculate the cost of modules, I extended a published cost model154 using data gathered
for the TCs shown above. Details of the life cycle inventory and material costs for the TCs
can be found in Appendix A, and are summarised in Table 2.2. Material costs were collected
from quotes for large orders (enough to make 1000s m2 of OPV) from three different
suppliers where available, providing a range of values. Labour costs and the capital costs
of required machinery for TC manufacture (with the exception of ITO) were not included
as they were expected to be small.154
Labour, overheads and investment costs associated with all layers in the modules
except the TC, as published by Azzopardi et al. 154 , were included at a minimum value of
$201524.04 per m2, and a maximum value of $201533.86 per m2. Subsequently, the cost per
Watt of ITO-free modules was calculated, using the same assumptions for cell efficiency,
PR, GFF and insolation as for the LCA calculations, and is presented in Figure 2.4. Figure
2.2 shows the contribution of the various TCs to the cost of the module.
High Conductivity PEDOT:PSS
A cost analysis of a HC-PEDOT:PSS film was completed based on the price of commercially
available HC-PEDOT:PSS along with the electricity requirements for the S-D coating of such
a film. The cost of the HC-PEDOT:PSS accounted for between 30% and 50% of the cost
of the TC, with Isopropanol, which is used for preparing the substrate, accounting for the
majority of the remaining cost.
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PEDOT:PSS with silver grid
The cost analysis of a silver grid embodied in PEDOT:PSS found that the thick layer of PE-
DOT:PSS required in the process analysed, ProcessTwo, along with the silver ink, account
for 98% of the cost of such a film. However, it should be noted that when extending this
analysis to the module level, the PEDOT:PSS layer within the module is already accounted
for, as can be seen in the cell architecture of ProcessTwo.211 Subsequently, a direct com-
parison of the cost of this TC with other alternatives, as shown in Table 2.2, overestimates
the impact this has on the module level, which is shown in Figure 2.2.
Silver Nanowires
Silver nitrate contributes the greatest cost to the fabrication of an AgNW film, accounting
for 30-65% of the cost of the film. There is a large range in the cost analysis of this TC
largely due to the range of prices for common chemicals used to produce the nanowire ink
(such as ethylene glycol and methanol), many of which can be found at a greatly reduced
price from China.
Carbon Nanotubes
Carbon nanotubes are an extremely expensive material; however, it has often been sug-
gested that this would not necessarily lead to a high cost of SWCNT films since only small
amounts are used.239,240 This study contradicts this assumption and found that carbon nan-
otubes account for 69% of the cost of the module, even if the cheapest carbon nanotubes
currently on the market are used (which have been seen to give inadequate performance in
OPV applications [personal communication with X. Wang]). The value for the amount of
SWCNTs required in a TC film suggested by Sierros et al. 239 and Tenent et al. 240 (approx-
imately 20 mg/m2) are based on the amount observed or predicted to be contained within
the final film. However, this fails to account for the amount lost during the purification and
deposition of the SWCNT ink and a better estimate for the amount of SWCNTs required
for the manufacture of a TC is 480 mg/m2 [personal communication with X. Wang].
A summary of the results of the life cycle and cost analysis are presented in Table
2.2. Full tables of data behind these values are presented in Appendix A The cost of ITO
shown in Table 2.2 is the price offered by manufacturers and thus includes a profit margin
and other costs not included in the analysis of other TCs, such as labour. These values are
therefore an overestimate in comparison to other TCs, which do not include such a margin.
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Figure 2.2 – Pie charts show the breakdown on the minimum cost per m2 of modules using various
TCs. Note that the TC in the ITO pie chart includes PET whereas all other TCs include this
separately. The cyan slice represents the contribution from the TC in each case
Table 2.2 – Summary of LCA and cost analysis results for various TCs, from this study unless
otherwise noted. Note that these values do not contain the embodied energy or cost of the PET
substrate with the exception of the cost of ITO film which contains the cost of PET.
Transparent
Conductor
Embodied Energy (MJEPE/m2) Cost (2015 USD/m2)
Min Max Min Max
ITO 71.9870 271.19175 17.56160 78.55160
HC-PEDOT:PSS 5.61 6.03 0.13 1.52
PEDOT:PSS
with Ag grid
61.24 62.03 23.47 25.39
Ag Nanowires 47.84 53.78 6.37 21.43
SWCNTs 57.41 59.48 123.12 407.26
2.3.4 Impact of Transparent Conductor on Module Performance
In order to obtain a realistic energy and cost analysis of OPV devices made with ITO-free
TCs, their effect on the performance of the solar module should be accounted for.
The sheet resistance of TC in an OPV device directly influences the Series Resis-
tance, Rs, across that device, subsequently diminishing the performance of the solar cell.
This effect increases with the area of the solar cell such that if an ITO-free electrode is seen
to perform equally to an ITO based device in small area solar cells, the same may not be
true when large area devices are fabricated.207 Thus while several articles report ITO-free
electrodes performing similarly to ITO reference cells, in small area devices, the higher sheet
resistance of the ITO-free electrodes would be expected to degrade performance of large area
devices, compared to ITO based devices.
Reduced transparency of the TC in an OPV module will clearly impact its efficiency
by reducing the photogenerated current through the device. Many ITO alternatives have
a lower sheet resistance with increased thickness but this reduces transparency (e.g. HC-
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PEDOT:PSS). Thus there is often a need to balance transparency against sheet resistance,
which should be considered an important parameter for cell architecture design.
The roughness of TCs, in particular nanowire films, can often cause a reduction in
device performance due to increased parasitic current shunting,241 therefore reducing the
shunt resistance of the device and deteriorating both the fill factor and the power conversion
efficiency.81 Therefore, an additional layer may be used to prevent shorts across the device.
This layer would have its own environmental, economic and performance cost; however,
these are neglected in this study due to lack of reliable data.
The choice of TC can also have a large impact on the lifetime of the module. For
example, ITO electrodes are susceptible to ion diffusion into the polymer layers, substan-
tially reducing the efficiency over the lifetime of devices.186 PEDOT:PSS used as a hole
transport layer is often credited as a leading cause of degradation in OPV devices due to
the adsorption of water by the hygroscopic PEDOT:PSS, which leads to higher resistance
in the PEDOT:PSS layer.84 By utilising PEDOT:PSS as an electrode material, this degra-
dation mechanism would likely be exacerbated since cell performance would be increasingly
reliant on the resistance of the PEDOT:PSS layer. This is a potential disadvantage to the
use of high conductivity polymers as TCs, since degradation is already a major issue in
organic solar cells (see Chapter 4). However, the effect on the module lifetime of the TC
was not accounted for in this study due to insufficient data.
When assessing the EPBT and cost per Wp of OPV modules containing various
TCs, the sheet resistance and transparency of the TC was used to assess the expected per-
formance of modules with respect to ITO based devices. TC characteristics of the films
prepared using the methods analysed for this study were used rather than best reported
characteristics (which use different methods of fabrication which may have different LCA
results than have been shown in this study). A baseline efficiency was chosen at 3%, cor-
responding to the use of ITO on a flexible substrate. The difference in performance to the
ITO baseline, due to sheet resistance and TC transparency was calculated using Equation
2.3.4, the derivation of which is shown in Appendix B.
ηTC = T
TC
T ITO
.ηITO.
1− P TCs
1− P ITOs
(2.3)
Where, P TCs = b
2
Pin
.RTCs .[ T
TC
T ITO
JITO]2 and P ITOs = b
2
Pin
.RITOs .[JITO]2
In these expressions: ηTC is the weighted efficiency of a cell containing a given TC;
ηITO is the baseline, ProcessOne cell efficiency, set at 3%; T is the transparency of the TC
(see Table 2.3); Ps is the fractional power loss due to the sheet resistance of the TC; JITO is
the photogenerated current density in a ProcessOne cell, taken to be 73.3 A/m2;181 b is the
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width of the cell stripe within the module, taken to be 6 mm;181 Rs is the sheet resistance
of the TC (see Table 2.3); and Pin is the incident light in test conditions, set at 1000 W/m2.
This provides a weighting, shown in Table 2.3, which was used to compare the
TCs. The corresponding effects on the EPBT and cost per Wp are shown in Figures 2.3
and 2.4, respectively, calculated using the same inputs for GFF, insolation and performance
ratio as before. A lack of information on other impacts on module performance or lifetime,
such as TC roughness or degradation mechanisms, means that these factors could not be
quantitatively taken into account.
Table 2.3 – Performance characteristics of TCs, used to provide weightings to perfor-
mance assumptions.
Transparent
conductor
Sheet
Resistance
(Ω/sq)
Transparency Ref Weighted efficiency1
ITO (baseline) 60.0 79% 188 2.01%
HC-PEDOT:PSS 63.3 67% 189 1.75%
PEDOT:PSS
with Ag grid - - - Insufficient data
SWCNT 57.0 65% 222 1.69%
AgNW 8.0 80% 193 2.06%
1 Includes GFF of 67%
Insufficient data were available for the composite PEDOT:PSS and silver grid to
calculate a theoretical performance weighting for this module. However, a large area module,
manufactured similar to ProcessOne has been demonstrated to achieve an efficiency of
0.27%.211 Using this efficiency, the EPBT was found to be around 5 years and the cost per
Wp was found to be between $201519.30 per Wp and $201539.97 per Wp.
Insufficient
data
Unweighted
Weighted
Figure 2.3 – Un-weighted and efficiency-weighted EPBT of modules using various TCs
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Unweighted
Weighted
Insufficient
data
Figure 2.4 – Un-weighted and efficiency-weighted cost per Wp of modules using various TCs
2.3.5 Conclusion
A review of the literature shows that there are a number of promising alternatives to ITO,
which may be used to reduce the EPBT or financial cost of OPVs in the future. Despite
inferior performance by many of these alternatives, the gains made in reduced embodied
energy, lower cost and increased flexibility may mean that they still present an attractive
alternative. However, the effect on the lifetime due to replacing ITO, has not been assessed
here and this may show that the use of materials such as HC-PEDOT:PSS may lead to a
reduced lifetime. Some effects on efficiency have also not been considered in this study, such
as roughness, which may show that the use of materials such as silver nanowires or carbon
nanotubes may result in a higher EPBT or cost than estimated here.
The most promising TCs from an environmental viewpoint are shown to be those
based on silver nanowires as well as HC-PEDOT:PSS. However, whilst the high embodied
energy in carbon nanotubes does not lead a high embodied energy in SWCNT films, their
high economic cost shows that carbon nanotube films will only become competitive if the
cost of carbon nanotubes drops significantly or methods of manufacture can reduce the
amount of nanotubes discarded during production.
Silver nanowires and HC-PEDOT:PSS both prove to be excellent alternatives to
ITO, which have the potential to reduce module costs per Wp by 17% and 10%, and EPBTs
by 17% and 32%, with respect to ITO based modules. However, both these materials have
a number of potential issues: silver nanowire films may deteriorate performance due to
their surface roughness and also have issues with their adhesion to the substrate; whilst
HC-PEDOT:PSS may detrimentally affect the lifetime of modules.
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2.4 Meta-Analysis of OPV Cost and Environmental Impact
The literature covering the environmental impact and economic cost of OPV provides a
range of results. In order to build a better understanding of the state-of-the art of OPV
technology and its environmental impact and economic cost, I conducted a meta-analysis
of recent literature. This meta-analysis assesses both the unit cost, as well as looking at
the levelised cost in order to enable comparison to mature technologies. The environmental
meta-analysis focusses on GHG emissions associated with OPV technology, in order to assess
how OPV technologies compare with other PV technologies in enabling GHG mitigation.
2.4.1 Environmental Meta-Analysis
Embodied Energy to GHG Emissions
The LCA literature on OPV technology has focussed predominantly on cumulative energy
demand (CED, also known as embodied energy) in manufacturing the technology. In order
to create a comparison of the GHG emissions associated with the technology, the CED can
be used as a starting point for converting to GHG emissions. Espinosa et al. 175 suggests
assuming an emissions factor for the electricity grid where the modules and their raw ma-
terials are manufactured, and using this to convert CED to GHG emissions. This method
fails to encompass a number of factors, including that significant contributions to the CED
are from thermal energy sources, rather than electrical, and that the input materials come
from a variety of different locations.
To convert equivalent primary energy (MJEPE, the units used for CED) to electri-
cal energy (the carbon intensity of which is given by the EFLC of the technology supplying
the electricity), a factor of 35% is often assumed, whilst for thermal energy this value is
often assumed to be 80%.153 This may result in an underestimate of the emissions using
the method described above if there are significant thermal energy inputs. Although, since
electricity emission factors tend to be higher than those for heat,71 this will partially com-
pensate for this underestimate. However, this methodology gives a good first approximation
of the GHG emissions associated with the technology.
A global average emissions factor for electricity consumption of 692.5 gCO2eq,71
along with a conversion factor of 35% to convert equivalent primary energy to electrical
energy, was used to calculate the GHG emissions associated with manufacturing OPV tech-
nology based on CED values given in the literature and Section 2.3.
GHG Emissions per Square Metre
Figure 2.5 shows a comparison of the emissions associated with manufacturing one square
metre of OPV module. This shows that there is significant disagreement between the
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different studies published. This is principally due to the architecture being analysed, with
studies including ITO as a contact material showing significantly higher emissions. However,
there is significant variation in the impact of one key material, namely fullerene acceptor
materials, as discussed in Section 2.2.1. Anctil et al. 158 uses the value of fullerene given by
Anctil et al. 169 , while Espinosa et al.87,168,175, and the work presented in Section 2.3, use
the value published by García-Valverde et al. 153 .
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Figure 2.5 – GHG emissions per m2 of an OPV module, from References 87,158,168,175 and this
work
Harmonising the Literature
In order to account for the range of values given for the GHG emissions associated with
OPV found in the literature (Figure 2.5), in this section I present a meta-analysis which
combines the available studies to give an expected range for the technology.
Assumed LCI As discussed in Section 2.3, ITO is not viable with the large scale production
of OPV and therefore should not be accounted for in the LCA of the technology. Espinosa
and Krebs 168 provides the most up to date LCI of a real production process which does not
include ITO, and therefore can be seen as indicative of the current state of the technology.
In order to account for the large discrepancy between reports of the impact of fullerenes,
the LCA of single and tandem devices shown in Espinosa and Krebs 168 (which represents
the latest device architecture from a real pilot production line) was used as a minimum
value, whilst a maximum value was derived from the same LCI but substituting the impact
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of fullerene as published by Anctil et al. 169 in place of that provided by García-Valverde
et al. 153 (as used in the original study). This results in the fullerene contributing between
2-10% of the GHG emissions from manufacturing a single junction module and between
4-16% of a tandem module.
Assumed Efficiency The efficiency of single junction OPV cells was assumed to be 3% with
a 67% GFF, as assumed in Section 2.3, and 40% higher for tandem devices, as suggested by
Machui et al. 176 . A second scenario was also considered assuming OPV module efficiencies
of 7.5% for both single and tandem junction devices, as has been suggested for future
OPV module efficiencies.242 The LCA of higher efficiency devices was assumed to remain
unchanged, according to the justification shown in Box 2.3.
Results The range in the GHG emissions associated with OPV production are presented
in Figure 2.6, alongside a comparison to two recent meta-analyses of the literature of mature
PV technologies.126,127 The life cycle emissions factors (EFLC) for PV technologies published
by Hsu et al. 126 , Kim et al. 127 were back-calculated to give the emissions per Wp, using
Equation 2.6 (see below).
Box 2.3 Environmental Impact and Economic Cost of Higher Efficiency OPV
Devices
It can be assumed that the economic cost and environmental impact of a module utilising active
layer materials which can yield higher efficiencies will not differ significantly from modules util-
ising lower performance materials, therefore, ignoring any codependency of these variables. The
reasoning behind this assumption is that higher performance materials will only be scalable if
their synthesis contains a limited number of processing steps.156 Since both the economic cost
and environmental impact of active layer materials scales linearly with the number of process-
ing steps,157,158 it can be assumed that any new materials applied to large scale devices will
retain the low number of processing steps seen with current materials being used for large area
devices, thereby ensuring that active layer materials remain a small proportion of module costs
and environmental impact (as seen in figures 2.9 and 2.6) even as module efficiencies increase.
Levelised Emissions
Figure 2.6 shows that the manufacture of a fixed capacity of OPV technology produces an
order of magnitude fewer emissions than any other PV technology. However, in order to
provide a fair comparison between the technologies, lifetime also needs to be taken into
account. This is most commonly done through the life cycle emissions factor metric (EFLC ,
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Current OPV Future OPV Mature Technologies
Figure 2.6 – GHG emissions per Wp, plotted on a logarithmic scale, for an OPV module in compar-
ison to mature technologies calculated from the 25th and 75th percentile values given in References
126 and 127 and reverse calculated using Equation 2.6
see Section 1.2.1) which gives a value of gCO2eq/kWh. This provides a GHG emissions
analogy of the levelised cost of electricity described in Section 2.1.
Values for the emissions per Wp shown in Figure 2.6 were used to determine the
levelised emissions for all technologies, according to Equation 2.4.
EFLC =
Total gCO2eq
I × ηavg × PR× T ×A (2.4)
Where: Total gCO2eq is the GHG emissions associated with the manufacturing
the system, with different greenhouse gasses weighted according to their global warming
potential (Table 1.1); I is the incident irradiance per year, in units of kWh/m2/year; ηavg
is the lifetime averaged efficiency of the PV module accounting for degradation; PR is the
performance ratio, which accounts for a number of losses such as in the electrical components
of the system and shading; T is the system lifetime; and A is the area of the module.
The values shown in Figure 2.6 are per Wp of PV capacity, determined by an initial
efficiency rating. In order to account for degradation of the module, as well as replacements
of the module over the system lifetime, a module lifetime, as distinct from the system
lifetime, must be introduced into Equation 2.4. If the Total gCO2eq are given per Wp, as
determined by the initial efficiency, ηin, then the Total gCO2eq per m2 is given by,
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Total gCO2eq
m2
= Total gCO2eq
Wp
× 1000ηin (2.5)
Here, A in Equation 2.4 becomes equal to 1 m2. The electricity generated by
the system (the denominator of Equation 2.4) can then be calculated using the lifetime
averaged efficiency ηavg, and the lifetime of the module, t, can also be accounted for with
the introduction Tt to the numerator. The EFLC is thus determined using Equation 2.6.
EFLC =
Total gCO2eq
Wp
× 1000ηin
I × ηavg × PR× t (2.6)
Table 2.4 shows the assumptions used to compare the EFLC of different PV tech-
nologies. Four scenarios are analysed for OPV technology: lifetimes of five or ten years are
considered for a current and future case which assumes single junction and tandem devices
respectively. Degradation is based on the assumption that modules degrade to 80% of initial
output by the end of their lifetime, in agreement with warranties provided by manufacturers
of mature technologies.
Table 2.4 – Assumptions used for the calculation of the life cycle emissions factor for OPV
and mature PV technologies
Variable
Current
OPV (Single
Junction)
Future OPV
(Tandem) Mono-Si Multi-Si a-Si CdTe CIGS
ηin 2.0% 7.5% 14.0% 13.2% 6.30% 10.9% 11.5%
ηavg 1.8% 6.8% 12.6% 11.9% 5.67% 9.81% 10.4%
t 5 or 10 years 25 years
I 1700 kWh/m2
PR 75%
Figure 2.7 shows the levelised emissions, in the form of the EFLC , from four sce-
narios for OPV technology compared with mature. Note this analysis does not account
for balance of system components, but only the PV module. This shows that OPV has
similar levelised emissions compared with mature technology, despite the drastically lower
emissions per Wp as seen in Figure 2.6. This is due to the short lifetime of the technology,
thus requiring replacements to be manufactured over the course of the system time frame.
However, this does not provide a fair comparison between the technologies, as it
neglects both improvements to the technology, which could be realised in such replacement
modules (as noted for the case of economic analysis by Azzopardi et al. 154), as well as
neglecting the effect of timing of the emissions. This concept is further explored in Chapter
5, which builds a dynamic model to provide a fair comparison between emissions for OPV
in comparison to mature technology.
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Figure 2.7 – Life cycle emissions factor (EFLC) for four OPV scenarios in comparison to mature
technologies
2.4.2 Economic Meta-Analysis
Cost per Wp
The literature on OPV technology covers a range of costs based on both present day and
future scenarios. In order to compare results across the literature, costs were converted
to 2015 US Dollars based on inflation rates from Fxtop.com 243 using the DECPI2005 -
Germany dataset, and currency conversions were taken from Reference 244 for the first
quarter of 2015. The results are compared on a Wp basis which is the most commonly used
metric for assessing the cost of PV technology, and gives an indication of the capital costs
of the technology.
Figure 2.8 shows present day scenarios in comparison to results for alternative
electrodes presented in Section 2.3. Efficiencies assumed were those published in the relevant
paper, as shown in Table 2.5. These results show a wide range in the cost of various
components, most notably in the electrode material chosen as well as the active layer.
Variations in the cost of the active layer largely stem from the supplier from which it is
purchased.
Future Cost per Wp
As discussed in Section 2.2, Machui et al. 176 and Mulligan et al. 115 have analysed future
scenarios based on up-scaling OPV production and the production of the raw materials used
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Table 2.5 – Efficiencies used to determine costs per Wp
Reference Cell Efficiency GFF Module Efficiency
Azzopardi et al. 154 3% 67% 2.0%
This work See Table 2.3
Mulligan et al. 115 3% 76% 2.3%
Machui et al. 176
Current scenario 1.82% 37% 0.67%1
Up-scaling scenario 1.82% 75% 1.4%1
Industrial scenario 1.82% 98% 1.8%1
1 Tandem devices are assumed to have efficiencies of 40% greater than single
junctions, as suggested by Machui et al. 176 .
32.1 $/Wp
SWCNT
electrode
HC-PEDOT
electrode
FreeOPV 
(P3HT)
Single junc.
(MH301)
Tandem 
(MH301/
MH306)
Tandem 
(P3HT)
PEDOT:PSS 
with Ag grid 
electrode
AgNW 
electrode
Figure 2.8 – Plot showing costs per Wp for OPV modules based on present day processes and costs.
Data from this work (using weighted efficiencies) along with References 154 and 176
in its manufacture. A comparison of these future scenarios is shown in Figure 2.9, based on
the same efficiencies as before (Table 2.5). This shows that projections for future material
costs are similar across the two studies, but highlights that components not included the
analyses, namely overhead costs and encapsulation (which are neglected by Machui et al. 176
and Mulligan et al. 115 respectively), are a major contribution to the costs of the technology.
By adjusting the results of the meta-analyses of up-scaled OPVmanufacture, shown
in Figure 2.9, to the efficiencies projected in the literature (Figure 2.10), a roadmap of OPV
costs can be created. This assumes more efficient devices do not add costs to OPV man-
ufacture, as discussed in Box 2.3. The projections of efficiencies given by Nielsen et al. 242
were used for this calculation, as these projections most closely match efficiencies currently
being observed for most large area modules. Costs per square metre were taken as the
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Figure 2.9 – Plot showing costs per Wp for OPV modules based on future processes and costs.
Data from Machui et al. 176 and Mulligan et al. 115 . Minimum and maximum values shown for data
from Machui et al. 176 refer to the use of different contact materials
minimum and maximum values across the future scenarios presented by Machui et al. 176
and Mulligan et al. 115 . This roadmap is shown in Figure 2.11 in comparison to a projection
for crystalline silicon module costs from ITRPV 245 .
Mono-Si
Multi-Si
CdTe
CIGS
a-Si
OPV
Figure 2.10 – Projected efficiencies (lines) for various PV technologies from References 242,246,247,
along with current best in class module efficiencies (symbols) from References 77,248–250
These results show that OPV technology has the potential to reduce the capital
costs of OPV modules below those of crystalline silicon technology, if the production of
OPV can be up-scaled and therefore realise the economies of scale that this would bring.
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Figure 2.11 – Plot showing evolution in OPV and crystalline silicon costs per Wp. Data for OPV
from future scenarios in References 176 and 115 assuming efficiencies according to Reference 242.
Data for crystalline silicon costs from Reference 245
Levelised Cost of Electricity
Figure 2.11 presents a comparison of the capital costs of OPV modules in comparison to
crystalline silicon modules. However, this does not provide an accurate comparison of the
cost of the resulting electricity. In order to compare the levelised cost of electricity (LCOE),
a model I developed in collaboration with Brian Azzopardi at the University of Manchester
was used to give the Net Present Value (see Box 2.1) of a full PV system and determine the
LCOE. This model is described in detail by Azzopardi et al. 154 . The model was adjusted
to also discount future energy generation (which was not done in the original study), in line
with a more conventional calculation of LCOE as given by Equation 2.1. Calculations were
based on a system in southern Europe with: insolation of 1700 m2; a performance ratio of
85%; module degradation to 80% of it’s initial value by the end of life; a system time frame
of 25 years; and real discount rate of 7%.
This LCOE model considers two scenarios for both lifetime and the efficiency of
OPV modules, whilst assuming a static cost per square metre for the module of $20155.59 -
$201515.15 (based on the maximum and minimum of future scenarios presented by Machui
et al. 176 and Mulligan et al. 115 , as before). 10 year and 5 year lifetimes are considered
along with module efficiencies of 2% and 7.5%. In addition, for modules with an efficiency
of 2%, a second scenario is considered whereby replacement OPV modules installed over the
25 year time frame of the system are improved in line with developments in the technology
(labelled as the Tech. dev. scenario). This scenario is more fully described by Azzopardi
et al. 154 . By including future improvements in the technology, this scenario provides a
better comparison to technologies with longer lifetimes.
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Figure 2.12 shows that, despite the lower costs per Wp, the short lifetimes of OPV
modules mean that even with future improvements in the technology, bringing module
efficiencies up to 7.5% and lifetimes to 10 years, the LCOE struggles to get below what is
already achievable by crystalline silicon technology today.
Figure 2.12 – Levelised cost of electricity based on meta-analysis of the literature, along with an
LCOE for OPV under 1700 kWh/m2 as calculated by Reference 115, and an LCOE for crystalline
silicon PV for a domestic rooftop system under 1700 kWh/m2 from Reference 159
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2.5 Discussion and Conclusions
The results of the meta-analysis shown above lead to a mixed view of the potential for OPV.
Looking at the GHG emissions associated with the technology, we can see that OPV can
provide PV modules with minimal upfront GHG emissions. This is far below what can be
achieved with thin-film or crystalline silicon modules (Figure 2.6).
When levelised to compare lifetime emissions (Figure 2.7), OPV modules still pro-
vide lower GHG emissions, but to a lesser extent. However, the comparison of lifetime
emissions fails to capture a number of factors, such as differences in lifetime, and so may
not provide a fair comparison across technologies. This is further discussed in Chapter 5
where a dynamic carbon mitigation model is developed to provide a better comparison.
Turning to the economic costs of the technology; Figure 2.11 shows that, OPV
technology has the potential to realise considerable reductions in the cost per unit capacity
of PV. However, looking at lifetime costs, the capital cost advantage is eroded by the short
lifetime of OPV modules. Figure 2.12 shows that even with large improvements to both the
efficiency and lifetime of OPV modules, the technology struggles to realise an LCOE lower
than what is currently achievable with crystalline silicon technology.
As I argue in the Preface, competition between different PV technologies is now
being decided on the basis of cost alone with little or no consideration of the environmental
impact of the technology. For large scale applications, such as rooftop PV or solar farms, the
deciding factor is the levelised cost of electricity, as lower LCOE will lead to higher returns
on investments, which has become the dominant reasoning behind installation of a PV
system in an era of subsidies targeted at investors wanting a financial return. Furthermore,
the lower efficiency of OPV compared with mature PV, as seen in Figure 2.10, further
disadvantages the technology.
However, in smaller applications, such as off-grid PV, capital cost still plays an
important role. This leads to the conclusion that, despite the much lower environmen-
tal impact of OPV technology and lower capital costs, OPV technology will struggle to
compete with mature PV technologies for large sale applications such as rooftops or solar
farms. Instead, OPV must focus on applications where its often unique properties can be
advantageous, or where the capital cost of the technology is more important than levelised
electricity costs.
This result provides the motivation behind the chapters 3 and 4 which take case-
studies of particular niche applications to assess the potential for OPV to provide GHG
mitigation. Chapter 3 takes, the case of organic photovoltaics used on agricultural green-
houses for combined crop growth and electricity production, while Chapter 4 analyses the
carbon mitigation potential of off-grid PV systems and assesses the potential for the use of
OPV in this application.
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3.1 Introduction
As discussed in Chapter 1, the value of OPV for mitigating GHG emissions will depend on
the application in which the technology may be used. In this chapter, one such application
is chosen as a case study for assessing the potential of OPV technology. PV greenhouses
could provide a solution for providing the large areas of land required for terawatt scale pho-
tovoltaic electricity generation without disrupting global food production. This concept has
been termed agrivoltaics251 and is becoming increasingly prominent as densely populated
regions of the world face increasing deployment of solar power.252 This application therefore
represents a huge potential market for OPV technology, as well as providing an application
where the unique properties of OPV, specifically tunable absorption and transparency, may
allow OPV to outperform mature PV technology and therefore greatly enhance the potential
of PV for GHG mitigation.
Until now, the optical properties of OPV have only been explored within window
applications where partial transmission in the visible spectrum is required.253,254 No at-
tempt has yet been made to optimise spectral absorbance to enable plant growth. In this
chapter, I assess the potential for OPV technology to be used effectively within a photo-
voltaic greenhouse. This analysis demonstrates a methodology for developing design rules
and technology development aimed towards a specific application. This study provides an
illustration of the methodology described in Chapter 1; analysis of the technical, economic
and environmental considerations of an innovative application of OPV.
I present a model of the PV generation and impact on crop growth of semi-
transparent OPV used in greenhouse structures as a function of material choices and device
designs. I evaluate practical limit to the efficiency of an OPV device which would not limit
crop growth. In addition, I analysed, in collaboration with Jason Röhr (a PhD student in the
Department of Physics at Imperial College London), currently available and widely studied
polymers which have the potential for scalable manufacture,255 as well as a promising low
band gap polymer currently used in tandem devices, which allows for high transmission of
light in the visible region. I discuss the limits to the performance of OPV greenhouses. On
the basis of these analyses, the economics of an OPV greenhouses are considered as well
as their global potential and their impact on GHG emissions, and OPV is compared with
other technologies which could be used in PV greenhouses.
3.1.1 Approaches to PV Greenhouses
The PV greenhouse concept has been previously implemented through a variety of ap-
proaches as shown in Figure 3.1. The partial shading approach (Figure 3.1a) has been
applied with both crystalline silicon and thin-film PV modules256–261 where it has been
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found that with optimum spacing, coverage of 20-30% of the roof with PV does not impact
crop growth.258,262 A variant of this first approach has been to utilise only direct insola-
tion for photovoltaic generation, whilst allowing diffuse light to penetrate the greenhouse,
through the use of a Fresnel lens (Figure 3.1b).263,264 Such systems have been shown to be
effective at allowing crop growth in addition to substantial electricity generation but require
expensive and sophisticated tracking equipment.
Fresnel lens 
embedded in 
greenhouse roof
PV 
Module
Semi-transparent 
PV module
Figure 3.1 – Schematics of the various approaches to PV greenhouses. (a) Partial shading with
opaque cells or modules; (b) focusing of direct light; (c) semi-transparent PV modules.
The third approach has implemented semi-transparent PV modules (Figure
3.1c)265–267 or partially reflective coatings on the greenhouse glass which reflect light onto
opaque modules.268 This approach can allow maximum usage of the photosynthetically
relevant light to reach the plants, whilst harnessing unused wavelengths for electricity gen-
eration. However, it is limited by the inflexibility in tuning the absorption spectra of semi-
transparent PV modules. It is in following this last approach that OPV could demonstrate
an advantage over other PV technologies.
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OPV materials provide finite bandwidth absorption which, through manipulation
of the molecular structure, can be tuned to absorb light not required for crop growth. Plastic,
largely low density polyethylene, is the dominant material used in greenhouse structures,
known as polytunnels, and is very similar to substrate materials used in OPV, making this
technology very compatible with this application. Semi-transparent OPV modules are being
actively developed for building integrated applications254,269,270, however, there has been
minimal consideration of the use of the technology in a greenhouse application.265,267,271
Here we evaluate this niche application of OPV to assess whether this application presents
a unique application for OPV to provide GHG mitigation beyond what would be possible
with mature PV technologies.
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3.2 Methods
3.2.1 Modelling Crop Growth
The different regions of the solar spectrum have a variety of effects on a greenhouse, as shown
in Figure 3.2. The visible region of the spectrum is often known within horticulture as pho-
tosynthetically active radiation (PAR). Photosynthesis utilises light within the bandwidth
of around 400 nm to 700 nm, however, not all wavelengths are utilised to the same efficiency,
with two peaks in the rate of photosynthesis occurring in the red and blue parts of the spec-
trum.272 The spectral efficiency of photosynthesis is described by the plant action spectra,
which quantifies the efficiency of conversion of incident photons of a given wavelength. This
varies little between many crop plants, and a representative action spectrum is shown in
Figure 3.3a, which shows an average action spectrum from 33 plant species given by Refer-
ence 272. Green light contributes less to photosynthesis due to the poor light absorption of
chlorophyll in this region, however, it is required to some degree in order to allow for correct
plant morphology and does contribute to photosynthesis through beta-carotene.273 Near
infrared light contributes almost exclusively to the heating of the greenhouse environment
and is not directly required for plant growth.274 This region of the spectrum contains 52%
of the energy within sunlight and therefore represents the most promising bandwidth to
be harnessed by semi-transparent photovoltaic modules.275 The relationship between the
level of photosynthesis and crop growth is dependent on the specific crop as well as climatic
conditions, however, a general rule often used is that a 1% drop in photosynthesis (such as
by restriction of light reaching the plant) will result in a 1% fall in crop production for most
greenhouse crops, such as tomatoes.276
Figure 3.2 – Cartoon of the effect of light on greenhouse crop production: 1. UV light allows
pollinating insects to navigate but also encourages certain fungi and diseases; 2. Visible light is used
for photosynthesis and also heats the greenhouse; 3. Infrared light heats the greenhouse. Image
courtesy of T. Kirchartz
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In order to assess the impact of transparent solar cells on plant growth, the averaged
action spectrum of 27 herbaceous plants (including common greenhouse crops; tomatoes,
lettuce and cucumbers) was used.272 Figure 3.3a shows the photon flux density, bs(λ), and
the photon flux density weighted by the plant action spectrum, bs(λ)a(λ). This modified
spectrum can be understood as the photon flux spectrum which is required for optimal plant
growth.
The impact of the absorption by the OPV device on crop growth, was determined
by calculating a crop growth factor, G(x) as a function of active layer thickness, x. We
define this as,
G(x) =
∫
T (x,λ)bs(λ)a(λ)dλ∫
bs(λ)a(λ)dλ
, (3.1)
where T (x, λ) is the total transmission of the complete simulated solar cell stack,
which is governed by the thickness, x, of the active layer. The rate of photosynthesis
in a crop is governed by the integral of the solar spectrum and action spectra, as seen
in the denominator of Equation 3.1. G(x) therefore represents the ratio of the rate of
photosynthesis under a clear sky and the rate under a greenhouse material (such as an
OPV covering) with spectrally dependent transparency T (x,λ). The growth of crops in the
greenhouse is subsequently assumed to be reduced by 1% for every 1% reduction in the rate
of photosynthesis.276 This metric allows for the balance between crop growth and electricity
production to be analysed but only applies for crops which benefit most from increased
sunlight. For other crops, such as basil or poinsettia, lower light levels are desirable for
the highest quality crops, and it has been shown that a 50% reduction in light has limited
impact on some crop yields in certain climates.277
3.2.2 Modelling Electrical Output
Two approaches were taken to model the electrical output of a semi-transparent OPV device.
The first approach uses detailed balance modelling in order to determine a practical limit to
the maximum efficiency of an OPV device transparent to the PAR spectrum. Subsequently,
analysis was made of a number of commercially available polymer materials using transfer
matrix modelling techniques to assess the potential of currently available materials for semi-
transparent OPV in a PV greenhouse.
Detailed Balance Modelling
The limiting efficiency for a solar cell, based on detailed balance modelling, was first pre-
sented by Shockley and Queisser in 1961.278 This model assumes that radiative recombina-
tion of electron hole pairs is the only recombination mechanism in a solar cell, thus defining
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Figure 3.3 – a) relative action spectrum for plants (solid black line), AM1.5 photon flux density
(dotted black line) and action spectrum modified photon flux density (dashed black line). b) Ab-
sorption coefficient for PCBM (solid black line) and PC70BM (dashed black line). c) Absorption
coefficient for P3HT (solid red line), PCDTBT (solid orange line), PTB7 (solid purple line), Si-
PCPDTBT (solid blue line) and PMDPP3T (solid green line). The absorption coefficients were
calculated from the extinction coefficients for pristine polymer films given in Appendix C
. Image courtesy of J. Röhr
an upper limit to the achievable efficiency of a solar cell.
The efficiency of a solar cell can be determined by the fill factor, FF , short-circuit
current density, Jsc, and open-circuit voltage Voc, as shown in Equation 3.2, where P0 is the
incident power on the cell.
η = JscVocFF
Po
(3.2)
In the absence of non-radiative recombination, the short-circuit current is simply
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the integral of all the light absorbed by the device. For an ideal material, this would
be all photons below the band-gap of the semiconductor material. However, for the case
of a photovoltaic greenhouse, the ideal material would absorb all light except the PAR.
Therefore, the short-circuit current can be expressed as,
Jsc = EQE × q ×
(∫ Eg
PARmax
bs(λ) dλ+
∫ PARmin
0
bs(λ) dλ
)
(3.3)
Where, EQE is the external quantum efficiency, q is the electron charge, Eg is the
bandgap of the active layer of the solar cell, bs(λ) is the solar irradiance incident on the
solar cell, and PARmin and PARmax are the lower and upper limits of the PAR spectrum.
The ideal diode equation describes the relationship between current density, J ,
and voltage, V , in a solar cell, and is given by Equation 3.4,279 where Rsh and Rs are the
shunt and series resistance respectively, Js is the dark current (the current generated due
to blackbody radiation from the cell itself and the surrounding environment when in the
dark), k is the Boltzmann constant, n is the ideality factor, and T is the temperature of the
device.
J = Rsh
Rs +Rsh
(Js[e
q(V−JRs)
nkT − 1] + V
Rsh
)− Jsc (3.4)
The Voc describes the condition when the current, J , is equal to zero, and can
hence be calculated using Equation 3.4. For an ideal solar cell, where the series resistance
is negligible (Rs ≈ 0), the shunt resistance is close to infinite (Rsh → ∞), and an ideality
factor of unity is assumed (n = 1), Voc can be expressed as,
Voc =
kT
q
ln
(
Jsc
Js
− 1
)
(3.5)
Equation 3.5 shows that the dark current, Js, limits the Voc. This accounts for
the fact that the cell will always exhibit radiative recombination due to itself acting as a
blackbody, unless it were to be held at a temperature of absolute zero. According to the
formulation described by Shockley and Queisser 278, and presented in this form by Lunt
et al. 279 , the dark current for an ideal solar cell for a PV greenhouse application (i.e. with
no absorption in the PAR) is given by,
Js =
( 2piq
c2h3
)
× EQE ×
(∫ PARmax
Eg
E2
e
E
kT − 1
dE +
∫ ∞
PARmin
E2
e
E
kT − 1
dE
)
(3.6)
In order to calculate the efficiency as described in Equation 3.2, the fill factor, FF ,
must also be calculated. The FF is defined as,
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FF = JmaxVmax
JscVoc
(3.7)
Jmax and Vmax are the current and voltage of the solar cell when it is outputting
the maximum power. As such, these values can be calculated from multiplying the ideal
diode equation (Equation 3.4) by the voltage (hence giving the power produced by the solar
cell), the gradient of which will be zero at the maximum power output. Completing this
differential to find the product of JmaxVmax allows Equation 3.7 to become,279
FF =
qVoc
kT − ln
(
1 + qVockT
)
1 + qVockT
(
1− JscRs
Voc
)
(3.8)
And for the case where the series resistance is negligible, the end resistance term
of Equation 3.8 disappears.
These equations can be used to calculate a theoretical upper limit for the efficiency
of a solar cell which is perfectly designed to match the spectrum which is not required by the
crop. In order to calculate an efficiency estimate closer to a practical limit for OPV devices,
I added a number of limits to the characteristics of the modelled device. These limits follow
those estimated by Lunt et al. 279which are based on trends seen within empirical studies
of OPV devices, and consist of: a 25% reduction in the Voc compared with that shown in
Equation 3.5; a max FF of 75%; and an EQE of 75% across all wavelengths.
To assess the potential of OPV, I calculated the efficiency of solar cells with a
range of band-gaps, but remaining transparent in the PAR, based on both single junction
and tandem junction architectures. For tandem devices a two contact architecture was
modelled such that the device current is limited by the minimum current of the two cells.
Although, in this model, the active layer absorbs nothing in the PAR, the ancillary
materials used in such a device will impact its transparency in this region. Therefore, the
spectral transparency of contact materials of ITO, TiO2 and MoO3 (as discussed in more
detail later in this section, and adding an extra TiO2 and MoO3 layer for tandem devices)
was calculated from the extinction coefficient of these materials (see Appendix C), using the
Beer-Lambert Law and assuming no scattering. This was subsequently used to calculate
the transparency of each layer according to Equation 3.9. The transparency of the solar cell
to PAR was determined from the product of the transparency of these contact layers.
T =
∫
PAR
bs(λ)e−α(λ)d dλ∫
PAR
bs(λ) dλ
(3.9)
Where, T is the transparency of the layer to PAR, d is the thickness of the layer
and α(λ) is the spectral extinction coefficient of the layer.
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Transfer Matrix Modelling
The Transfer Matrix Modelling described in this work was completed through collaboration
with Jason Röhr, a PhD student in the Department of Physics, Imperial College London
We use an optical model, together with empirical data and simple device physics
to estimate the power conversion efficiency of a solar cell made from one of a number
of polymer:fullerene blends as a function of transparency for optimal plant growth. The
modelled device architecture is shown in Figure 3.4.
Figure 3.4 – Left: schematic of the solar cell device architecture used in this study:
ITO/MoO3/polymer:fullerene/TiO2/ITO. For the optical modeling, a thick layer of glass (1.1 mm)
was placed on either side of the solar cell in order to account for encapsulation. Right: energy level
diagram for the modelled device. TiO2 and MoO3 are acting as hole- and electron blocking layers
respectively. Image courtesy of J. Röhr
We consider four commercially available polymer materials, namely poly(3-hexylth-
iophene) (P3HT), poly[N-900-hepta-decanyl-2,7-carbazole-alt-5,5-(40,70-di-2-thienyl-20,10,-
30-benzothiadiazole)] (PCDTBT), poly(4,8-bis[(2-ethylhexyl)oxy]-benzo[1,2-b:4,5-b’]dithiop-
hene-2,6-diyl3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl) (PTB7) and poly
[(4,40-bis(2-ethylhexyl)dithieno[3,2-b:20,30-d]silole)-2,6-diyl-alt-(2,1,3-benzothiadiazole)-4,7-
diyl] (Si-PCPDTBT). Along with the commercially available materials, the low band gap
polymer poly[[2,5-bis(2-hexyldecyl-2,3,5,6-tetrahydro-3,6-dioxopyrrolo[3,4-c]pyrrole-1,4-diyl]-
alt-[3’,3”-dimethyl-2,2’:5’,2”- terthiophene]-5,5”-diyl] (PMDPP3T) was also studied due to
its high transparency at visible wavelengths and good device performance. These polymers
are studied in blends with either 6,6-phenyl C61-butyric acid methyl ester (PCBM) or 6,6-
phenyl C71-butyric acid methyl ester (PC70BM). PC70BM is usually employed to enhance
the absorption in the spectral region not covered by the polymer, resulting in higher effi-
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ciencies but reducing transparency in the visible region of the spectrum. Polymer:fullerene
blend ratios were chosen from ratios shown in the literature to give high efficiencies for both
regular and inverted device structures.280–289
In order to model the short circuit current density, Jsc, we employ a transfer ma-
trix model according to Pettersson et al.290 and implemented using GENPRO1 in ASA.291
The model calculates the electric field propagating through a multilayer structure and
hence the absorption in the following active layers and interlayers, along with the re-
flection from interfaces between each layer. The refractive index and complex refrac-
tive index data for the commonly studied blends (P3HT:PCBM (1:1), PCDTBT:PC70BM
(1:4), PTB7:PC70BM (1:1.5), Si-PCPDTBT:PC70BM (1:1.5) and PMDPP3T:PCBM (1:3))
have previously been reported in the literature289,292–297 and the indices for the lesser
studied blends (P3HT:PC70BM (1:1), PCDTBT:PCBM (1:4), PTB7:PCBM (1:1.5), Si-
PCPDTBT:PCBM (1:1.5) and PMDPP3T:PC70BM (1:3)) were calculated using Brugge-
man’s model.298,299 All complex refractive index data are presented in the Appendix C.
An internal quantum efficiency (IQE) of 100% has been shown to be possible in
thin (active layer of 80 nm) devices made from PCDTBT:PC70BM.282 The model therefore
assumes that all absorbed photons will contribute a single electron and a single hole for
electrical conduction, i.e., the IQE is 100% across the spectrum. At zero bias, all absorbed
photons will then contribute to the Jsc. It is further assumed that the fill factor, FF, for
all the calculated solar cells is 70%as seen for devices using these material blends in the
literature. The open circuit voltage, Voc, for each device architecture is obtained from J-V
curves, measured under simulated solar irradiance, of the studied device blends from the
literature (Table 3.1).280–282,284–289
Table 3.1 – Polymer:fullerene blends and experimentally determined values for the Voc of the respec-
tive blends, along with energy levels of materials presented in this study and band-gaps (determined
from the absorption onset). Note that blends of a polymer with PCBM or PC70BM result in a
similar Voc, thus this same Voc value was used for both fullerenes
Material Empirical Voc [V] Blend ratio HOMO [eV] LUMO [eV] Bandgap [eV]
P3HT300 -5.1 -3.0 1.96
PCDTBT282,284 -5.5 -3.6 1.94
PTB7285,288 -5.2 -3.3 1.72
Si-PCPDTBT286,287 -5.3 -3.6 1.5
PMDPP3T283,289 -5.2 -3.9 1.3
PCBM301 -6.0 -3.7 2.3
PC70BM301 -6.0 -3.7 2.3
P3HT:PCBM280,281,302 0.60 (1:1)
PCDTBT:PC70BM282,284 0.90 (1:4)
PTB7:PC70BM285,288 0.75 (1:1.5)
Si-
PCPDTBT:PC70BM286,287
0.55 (1:1.5)
PMDPP3T:PCBM289 0.60 (1:3)
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Efficiency Limits for Available Materials
The open circuit voltage of any solar cell is determined by the energetic separation between
the quasi Fermi levels for electrons and holes, and this separation is ultimately limited by
the band gap in conventional solar cells or, in the case of organic heterojunction solar cells,
by the energetic difference between the HOMO of the donor and the LUMO of the acceptor,
sometimes called the electrical gap. For unconcentrated sunlight, the Voc is always substan-
tially lower than the electrical gap or band gap both in the case of organic and inorganic
solar cells. The exact difference between band gap and Voc varies between different materials
and depends on the amount of non-radiative recombination and on the shape of the absorp-
tion edge.303 For the case of organic solar cells, qVoc typically lies some 300-400 meV below
the electrical gap as probed by electroluminescence or photocurrent spectroscopy.304–306
qVoc has also been correlated to the value of HOMO(A)-LUMO(D) where the energy levels
are probed by cyclic voltammetry and photoelectron spectroscopy,300 but this method is
subject to large uncertainties in the HOMO and LUMO energies.
The experimentally reported energy levels are shown in Table 3.1 alongside em-
pirical Voc values. The data show the expected correlation between HOMO(A)-LUMO(D)
and qVoc. Table 1 also shows that as the donor materials increase their absorption in the
infrared, the resulting raise of the LUMO level results in a lower Voc. This supports the
assumption that a certain threshold between the LUMO of the donor and the LUMO of
the acceptor is needed for efficient charge separation. Therefore, only adjustment of the
HOMO of the donor polymer is possible to lower the band gap which limits the obtainable
Voc and hence efficiency of these low band-gap materials. However, the development of novel
acceptor materials, with higher HOMO levels, could overcome this problem.
The correlation between HOMO(A)-LUMO(D) and qVoc can also be used to esti-
mate the Voc that might be available from a new material, assuming that non-radiative losses
remain similar to an existing benchmark. In the present context, this approach could be
used to design OPV-greenhouse systems with the maximum net performance for any given
spectrum required by the crop, more accurately than the detailed balance model described
earlier.
Choice of Materials
The transparency of a solar cell device is greatly impacted by the interlayer and electrode
materials used. In our simulations, the device architecture and contact materials were cho-
sen for their high transparencies and potential for large scale production. In this study, a
front contact of molybdenum trioxide (MoO3) coated onto tin-doped indium oxide (ITO) of
30 nm and 70 nm respectively was chosen. MoO3 is a commonly used material for inverted
solar cells and has been shown to offer good hole collection and electron blocking properties.
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Even though ITO is a very expensive material (which requires vacuum deposition, greatly
increasing costs307) and much effort is being put into removing the need for ITO as a trans-
parent material in organic photovoltaics and organic light emitting devices,105 alternative
materials which offer similar transparency and conductivity have not been demonstrated
on large area substrates. Ag-NWs has been proposed as a potential candidate to replace
ITO, as this material has shown high transparencies along with low sheet resistances and
costs.307–309 However, relevant optical data for sufficiently transparent electrode materials
could not be found for use in this study.
For the back contact we use a hole blocking interlayer of 30 nm TiO2 with a 70
nm electrode layer based on the optical and electrical properties of ITO. This results in
a device using ITO for both electrodes which does not correspond to any real cell archi-
tecture. However, since only the optical absorption and transmission, as well as electrical
conductivity of these layers are relevant for our modelling, ITO provides appropriate proxy
for a generalised assumption of electrode characteristics. The thickness of the active layer
of polymer and fullerene blends, x, is allowed to vary in order to achieve optimal absorption
as a function of the transparency. The device is illuminated from the ITO/MoO3 contact.
The largest contribution from the non-active layers to the device absorption spec-
trum is the MoO3 (see Appendix C). The MoO3 absorbs primarily in the violet region (300
to 400 nm), and since plants utilise little of the light in this region (see Section 3.2.1), the
primary implication with the MoO3 absorption will be to decrease the Jsc due to less ab-
sorption in the active layer in that spectral region, rather than any major impact on crop
growth. TiO2 has high absorption in the UV part of the spectrum, but since TiO2 is used as
the back contact interlayer, the primary decrease in performance due to TiO2 will be due to
a minor reduction in device transparency, although this has little impact on crop growth due
to the low wavelength of TiO2 absorption. Commonly used alternative interlayer materials,
such as PEDOT:PSS would result in greater impacts on both the device transparency and
efficiency due to less light reaching the active layer.
From Figure 3.3b it is seen that the choice of fullerene greatly impacts the trans-
parency of the device. The larger PC70BM fullerene absorbs much more within the PAR
region than PCBM. However, the larger absorption in the higher energy region of the spec-
trum observed for PC70BM could mean that a thinner active layer is needed in order to
obtain sufficient efficiency. The choice of fullerene is expected to play a key role, partic-
ularly in the case of PCDTBT: fullerene (1:4) and PMDPP3T:fullerene (1:3) blends since
the fullerenes act as major absorbers. For this reason, the fullerene acceptor molecules,
in conjunction with carefully selected polymer donors (Figure 3.3c), can be combined to
provide an optimal absorption profile for device efficiency along with levels of transparency
required for plant growth.
The absorption spectra of the five polymers shown in Figure 3.3c show that P3HT
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absorbs primarily within the PAR region, suggesting devices using this material will likely
greatly impact crop growth, despite the peak in P3HT absorption coinciding with a slight
dip in the action spectra (in the green, where plants absorb less). Contrary to P3HT,
PCDTBT shows two profound absorption peaks namely around 400 nm and 580 nm, with
a reasonable absorption between the two characteristic absorption peaks of plants. PTB7
shows absorption peaks around the largest peak in the action spectrum and in the UV, but
allows for transparency in the rest of the spectrum (350 nm - 500 nm). Si-PCPDTBT shows
three profound absorption peaks, namely below 300 nm, at 400 nm and at 650 nm. It shows
a large absorption in the infrared, allowing for high absorption without affecting the plant
growth. The two primary absorption peaks at 400 nm and 650 nm do, however, coincide with
the characteristic peaks for plant growth. The low band gap polymer, PMDPP3T shows a
large peak around 800 nm which tails off in the PAR, allowing for good transparency for
plants. A very small peak around 500 nm is also seen, which is expected to slightly increase
the total device efficiency whilst having minimal impact on transparency in the PAR.
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3.3 Results
3.3.1 Practical Efficiency Limits
Results from the detailed balance modelling described in Section 3.2.2 provides insight into
the practical limit, allowing for realistic recombination losses, for an ideal OPV material in
a greenhouse application. Figure 3.5 shows that such a transparent cell can reach efficiencies
of 10.0%, although the efficiency of an opaque cell, calculated using the same model, can
reach more than 18% under the practical limitations to Voc, FF and EQE assumed in this
model. Tandem devices (Figure 3.6), using two cells with different band-gap materials,
stacked on top of each other can boost the practical efficiency limit to 12.4%, although
again this is considerably lower than an opaque device which shows a upper efficiency of
24% under the practical constraints included in this model.
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Band gap (eV)
Ce
ll E

cie
nc
y
Cell transparent to PAR
Opaque cell
Figure 3.5 – Cell efficiency, accounting for realistic recombination losses, for single junction devices
incorporating materials with various band-gaps for the case of an opaque cell and a cell transparent
to the PAR region of the spectrum
Figures 3.5 and 3.6 provide insight into the band-gaps which should be targeted
for materials aimed at a PV greenhouse application. These figures show that a maximum
efficiency is obtained for lower band-gap materials compared with the optimum for an
opaque device. A band-gap of around 1 eV provides the optimum material for a single
junction device, whilst the maximum efficiency for the transparent tandem device is for
materials with band-gaps of around 0.7 eV and 1.2 eV.
120
Chapter 3
Organic Photovoltaic Greenhouses
Lower cell band−gap (eV)
Up
pe
r c
ell
 b
an
d−
ga
p 
(eV
)
0.4 0.6 0.8 1 1.2 1.4 1.6
0.6
0.8
1
1.2
1.4
1.6
0.02
0.04
0.06
0.08
0.1
0.12
Lower cell band−gap (eV)
Up
pe
r c
ell
 b
an
d−
ga
p 
(eV
)
0.4 0.6 0.8 1 1.2 1.4 1.6
0.6
0.8
1
1.2
1.4
1.6
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
C
ell efficien
cy 
C
ell efficien
cy 
Figure 3.6 – Cell efficiency, accounting for realistic recombination losses, for tandem junction
devices incorporating materials with various band-gaps for the case of an opaque cell (left) and a
cell transparent to the PAR region of the spectrum (right)
3.3.2 Performance of Currently Available Materials
The transfer matrix modelling of currently available OPV materials shown in Section 3.2.2,
shows the performance of such materials in a PV greenhouse. Figure 3.7a shows the crop
growth factor (Equation 3.1) as a function of the active layer thickness. The maximum
achievable crop growth factor was found to be around 88% for an extremely thin active layer
(∼ 5 nm), given the choice of contact materials (ITO/MoO3 front contact and TiO2/ITO
back contact). It is seen that films made with PCBM fullerene acceptors will in all cases
be more transparent than those made with the same weight ratio of PC70BM (at a specific
thickness) due to the greater absorption of the PC70BM in the 400 nm to 700 nm region.
Figure 3.7 shows the greatest transparency is obtained using the low band gap
PMDPP3T polymer due to the window of transparency between 300 nm to 600 nm. Figure
3.7b shows the short circuit current density, Jsc, as a function of the active layer thickness.
P3HT and PCDTBT blends are seen to absorb the least photons owing to their relatively
high band gap, allowing only for absorption below around 650 nm, and correspondingly
yield low Jsc’s. PTB7 is seen to generate an intermediate magnitude of current, and Si-
PCPDTBT and PMDPP3T are seen to generate the most current due to their low band
gaps. Furthermore, it is observed that blends with the larger PC70BM fullerenes (dashed
lines) will in all cases generate more current for a given device thickness, due to the increased
absorption of the fullerene in the visible region.
Figure 3.8 shows the growth factor, G, as a function of the estimated power con-
version efficiency (PCE). Despite PTB7 and Si-PCPDTBT devices showing a higher Jsc due
to higher absorption than the PCDTBT devices, the smaller Voc of PTB7 (0.75 V) and the
very small Voc of Si-PCPDTBT (0.55 V) means that the overall G as a function of PCE is
quite low. In the case of P3HT, a low current and a low Voc results in low performance.
The large Voc of PCDTBT:fullerene devices (0.9 V) resulted in a very large G as a function
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Figure 3.7 – a) crop growth factor, G, and b) short circuit current density, Jsc, as a function
of active layer thickness calculated from the transfer matrix optical modelling. The solid lines
represent the polymer:PCBM blends and the dashed lines the polymer:PC70BM blends. Blend ratios
of P3HT:fullerene (1:1), PCDTBT:fullerene (1:4), PTB7:fullerene (1:1.5), Si-PCPDTBT:fullerene
(1:1.5) and PMDPP3T (1:3) were studied. The modelled devices were illuminated from the MoO3
contact. Image courtesy of Jason Röhr
of PCE even though the absorption of these blends is inferior than all other blends. The
largest overall G as a function of PCE is, however, observed for PMDPP3T (except within
a small region where PCDTBT performs similarly). For all blends studied, it is observed
that the improved absorption gained when using the more expensive PC70BM compared to
PCBM is not beneficial due to the reduction in transparency of the device. The opportunity
to utilize PCBM in the most optimum devices, instead of PC70BM, could greatly reduce
the cost of modules.
Counter-intuitively, Figure 3.8 shows that low band-gap polymers do not always
outperform polymers which absorb strongly in the PAR. PCDTBT:fullerene blends can
demonstrate similar performance in a greenhouse application compared with lower band-gap
polymers, due to the high efficiency (largely resulting from the high Voc) of PCDTBT based
blends being able to compensate for low PAR transparency. In the case of the comparison
between PCDTBT and PMDPP3T shown here, this is principally due to the reduced Voc
which low-band-gap materials necessitate when used in blends with PCBM or PC70BM.
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Figure 3.8 – Crop growth factor, G, as a function of the power conversion efficiency, PCE, for active
layers ranging between 5 nm and 200 nm. Solid lines are blends with PCBM and dashed lines are
blends with PC70BM in the ratios of P3HT:fullerene (1:1), PCDTBT:fullerene (1:4), PTB7:fullerene
(1:1.5), Si-PCPDTBT:fullerene (1:1.5) and PMDPP3T:fullerene (1:3). The fill factor was set to 70%
in all cases, and the Voc was set according to empirical values found in the literature, see Table 3.1.
The modelled devices were illuminated from the MoO3 contact. Straight vertical lines indicate the
efficiencies required for an OPV greenhouse to be economically justified, as discussed in the following
section. Image adapted from plot provided by Jason Röhr
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3.4 Economic Analysis
In order to assess the potential of an OPV greenhouse, I conducted an economic analysis
of such a system. The economic analysis of the photovoltaic greenhouse is based on a
multi-span structure with a planar roof angled at 23 ◦ (as shown in Figure 3.2), located
in southern Spain. The south facing roof is covered in photovoltaic modules, with the
remainder of the structure consisting of plastic sheeting over a steel frame. Costs for the
installation include all balance of system (inverter, labour, etc., see Appendix D for details)
and replacement costs over a 10 year time-frame.154 A 10 year time-frame is chosen, since
OPV has a relatively short lifetime, and thus the system time-frame is set at the expected
lifetime of major electrical components such as the inverter. This analysis is based on the
added costs of including PV in a greenhouse and thus does not include the greenhouse
structure itself or the plastic sheeting which would be required regardless of whether PV
was present on the greenhouse.
Such analysis has a strong dependency on the cost of the OPV module. The
cost of modules is heavily dependent on the cost per square metre rather than the level of
efficiency, due to costs being dominated by non-active layers (see Chapter 2). This analysis
used baseline and optimistic scenarios for the cost per square metre of organic photovoltaic
modules, and assumed an equal cost applied regardless of the efficiency of the module
(as discussed in Chapter 2). These values were based on the most current costs of OPV
technology taken from the most promising electrode materials in Section 2.3 of Chapter 2 as
well as present day costs published by Machui et al. 176 . A final scenario was considered to
account for the possibility of OPV achieving extremely low costs, as projected by Mulligan
et al. 115 (which is in close agreement with Machui et al. 176).
A model was developed to compute a Net Present Value (see Appendix D) for
the photovoltaic greenhouse, based on the assumptions described above, combined with
an assumed economic environment. The results of this analysis are shown in Table 3.2.
For each scenario, the model calculated the minimum efficiency of the photovoltaic module
which gave a Net Present Value, over a 10 year time-frame, of zero. This was then translated
to a cell efficiency by considering that 85% of the module constitutes functioning cells, as
has been seen in large scale OPV modules using laser patterning techniques.310
The results of the economic analysis (Table 3.2) show that, in the baseline scenario
where OPV modules remain reasonably expensive, a cell efficiency of 11.7% (equating to a
module cost of $20150.55 per Wp) would be required for a PV greenhouse to be economically
justified. This is far in excess of the efficiencies achievable with the materials studied in
this work, whilst insuring limited impact to crop growth, as seen in Figure 3.8. The Best
Case and Very Low Cost OPV scenarios both result in greatly reduced device efficiencies, of
2.39% and 1.31%, for an OPV greenhouse to make financial sense. Reference to Figure 3.8
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Table 3.2 – Inputs and results of an economic analysis of an OPV greenhouse showing cell efficiencies
required to achieve a Net Present Value of zero over a ten year period
Variable Best Case Baseline Very Low Cost OPV
Discount Rate 2% 6% 6%
Lifetime 10 years 5 years 5 years
Module Cost $201540 per m2 $201555 per m2 $20158 per m2
Performance Ratio 85% 80% 80%
Insolation 2200 W/m2 2200 W/m2 2200 W/m2
Value of Electricity $20150.19 per kWha $20150.11 per kWhb $20150.11 per kWhb
Annual Increase in Elec-
tricity Valuec
0% 3% 3%
Minimum Cell (Module)
Efficiency
2.39% (1.95%) 11.7% (9.92%) 1.31% (1.11%)
a Spanish feed-in-tariff for building integrated projects;
b Price of electricity for a commercial consumer in Spain;
c Above inflation
shows that such efficiencies could be achieved with all the polymers studied, including the
comparatively poor performing P3HT, whilst ensuring crop production is not reduced by
more than 35%. This also suggests that the active layer thickness of such devices would
be less than 40 nm, in order to reach the levels of transparency and efficiency required (see
Figure 3.7). The results of the Best Case and Very Low Cost OPV scenarios also show
that OPV cost targets of $20152.05 per Wp and $20150.72 per Wp respectively would be
required, values which are both either already achievable or projected, at least for P3HT
based modules (see Chapter 2).
3.4.1 Global Potential for GHG Mitigation
Plastic and glass represent the principal materials for greenhouse structures worldwide.
Both of these materials can be used as a substrate for OPV technology, making it a poten-
tially simple matter to replace such materials with photovoltaic surfaces. In order for PV
greenhouses to make economic sense, the greenhouse structure should outlast the module,
i.e. more than 5 years for the case of OPV, or longer for inorganic technologies. Currently,
much of the global greenhouse capacity is based on reasonably primitive structures such as
low quality plastic sheeting covering a steel frame. Such structures require the sheeting to be
changed regularly and are subject to heavy degradation each growing season. However, as
agricultural industries develop and become more sophisticated worldwide, greenhouse struc-
tures are likely to also become more robust and thus represent more suitable constructions
on which to mount PV modules.
Figure 3.9 shows the potential solar electricity generating capacity of the worldwide
greenhouse area. This is based on assumptions of typical insolation (taken from satellite
data311) and greenhouse design (i.e. roof inclination) for each region (see Appendix E).
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This shows that if all polytunnels in China could be transformed into PV greenhouses,
the 415 GWp of PV capacity this could provide, would supply almost 15% of the national
electricity demand. In Spain and Turkey, this figure would be around 6% of the national
electricity demand.
Figure 3.9 – The global potential OPV greenhouses assuming 5% efficient OPV modules. Figures
represent the countries with the highest reported levels of greenhouse area in the region, namely:
Mexico and the US in America312; Spain, Turkey, Italy, Netherlands and France in Europe312,313;
Japan and North Korea in Northern Asia312; and China.314
Turning to GHG emissions, based on the calculations for the amount of electricity
electricity which could be generated through organic photovoltaic greenhouses, an estimate
for the limit of GHG mitigation that can be calculated. Assuming emissions factors for
the electricity grid in the different regions of the world where OPV greenhouses could be
used,71 I find that this application could mitigate as much as 600 MtCO2eq annually from
displacing fossil fuel based electricity generation. The corresponding emissions associated
with manufacturing the approximately 500 GWp capacity of OPV modules would result
in emissions of approximately 30 MtCO2eq (based on the future single junction scenario
LCA results shown in Figure 2.6, and a BOS contribution of 50%). This suggests the OPV
greenhouses has a GHG mitigation potential of around 570 MtCO2eq annually, worldwide.
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3.5 Discussion
3.5.1 Materials for OPV Greenhouses
OPV technology may represent a unique solution for PV greenhouses by providing easily
installable PV systems whilst maintaining the productivity of agricultural land. OPV ma-
terials show the potential for limited impact on crop growth, particularly in the case of
polymers which show minimal absorption in the PAR, such as PMDPP3T. However, we
have also shown that optical absorption within the PAR region by organic semi-conducting
polymers is not a barrier to their application in a PV greenhouse, as very thin devices can
allow sufficient transparency, provided such materials yield high efficiency devices (as in
the case of PCDTBT). However, significant absorption of PAR in ancillary materials means
that all device structures will have some impact on crop growth, irrespective of the active
layer absorption. The situation could be significantly improved with the development of
contacts with increased transparency, both to increase efficiency and reduce the impact on
crops.
Polymers with low extinction coefficients often result in poor OPV devices due to
the need for very thick devices which subsequently suffer high recombination losses due to
poor charge transport. In contrast, the requirements of an OPV greenhouse mean that such
materials could be well suited to this application. Many materials studied in this work would
require extremely low thicknesses in order to maintain the required level of transparency,
and this may lead to difficulties in manufacture. However, thicker devices which could be
more easily manufactured (i.e. with an active layer of more than 50 nm) could be made
using material combinations with broad absorption spectra but low extinction coefficients,
such as PCDTBT:PCBM, whilst maintaining the high levels of transparency required.
The more expensive PC70BM is often used in OPV blends to give higher efficiencies,
due to the higher absorption of this larger fullerene, compared with the lower cost PCBM.
This work demonstrates that the use of PC70BM provides no advantage in a PV greenhouse
application as the increased efficiency is outweighed by the lower transparency in the PAR.
In order to justify higher costs per square metre for OPV modules, higher effi-
ciencies are required. Using lower transparency but higher efficiency devices could be well
suited to use on greenhouses growing speciality crops which require lower light levels, such a
tropical flowers, which can withstand around a 50% reduction in light in certain climates.277
Alternatively, lower band-gap materials or tandem cells with polymer materials absorbing
either side of the PAR could increase efficiencies without impacting crop growth. How-
ever, low band-gap materials are limited by the increasingly poor Voc which results from
the LUMO level of the fullerene acceptor, unless alternative acceptor materials with lower
LUMO levels can be found.
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3.5.2 OPV vs. Mature PV Greenhouses
As discussed in Section 3.1, mature PV technologies have been used with some success
within PV greenhouses. Through the use of large gaps between cells, opaque crystalline
silicon or thin-film cells can create a see-through module, with the degree of transparency
being determined by the level of coverage of the cells. Figure 3.10 shows a comparison of
such an approach with semi-transparent OPV technology, as modelled in this work, as well
as semi-transparent amorphous silicon technology. This assumes opaque crystalline silicon
cells with a cell efficiency of 20% and opaque CIGS modules of 12% efficiency, under an
insolation of 2200 kWh/m2 and a performance ratio of 80%. The green shaded area shows a
semi-transparent PMDPP3T:PCBM based device ranging in thickness from 1-200 nm, and
covering from 0-100% of the greenhouse roof.
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Figure 3.10 – PV electricity generation against impact on crop growth for differing levels of roof
coverage and for both OPV and mature PV technologies. X-axes show electricity output assuming
insolation of 2200 kWh/m2 (representative of Southern Spain) and 1300 kWh/m2 (central Ger-
many),315 including a performance ratio of 80% for all cases and a module active area of 85% for
OPV technologies. Data on transparency and PV efficiency for OPV was based on the model de-
scribed in this work and from amorphous silicon from266. Opaque crystalline silicon cells are assumed
to be 20% efficient and flexible CIGS modules 12% efficient. The green shaded area shows modules
using a blend of PMDPP3T:PCBM with a range of device thicknesses
A typical greenhouse in Northern Europe consumes between 20 MWh/ha/year and
70 MWh/ha/year of electricity.316 Figure 3.10 shows that all PV technologies can provide
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sufficient electricity, on an annual average basis, to meet all the requirements of greenhouse
agriculture with minimal impact to crop growth. Although electricity is only 10-30% of the
energy requirement of a greenhouse,316 electricity generated on a greenhouse structure also
holds substantial value through exporting clean energy to the grid.
Due to the low efficiencies seen for semi-transparent modules, Figure 3.10 shows
that in terms of energy density, OPV provides no advantage over mature, opaque crys-
talline silicon PV technology with partial roof coverage. This demonstrates the need for
high efficiency polymers and ultra-transparent ancillary OPV materials which can provide
increased efficiencies without impacting crop growth. Such high transparency OPV contact
materials would result in the shaded green area in Figure 3.10 moving further up the y-axis.
If contact materials with 100% transparency in the PAR region could be developed, the left
most point of solid green line at the bottom of the shaded area of Figure 3.10 would reach
close to the top of the y-axis, placing the shaded area largely above the crystalline silicon
line, and showing the advantage of OPV over all opaque technologies. These results show
that some already available semi-conducting polymers used in OPV, such as PMPDPP3T
and PCDTBT, have the potential to perform better than some thin-film technologies, such
as flexible CIGS, in this application. However, the detailed balance modelling shows that
OPV does have the potential to considerably outperform all mature PV technologies.
Other properties of OPV, such as low weight and flexibility could, however, give
the technology an advantage over rigid crystalline silicon modules in the ease of which
it could be implemented within a plastic (rather than glass) greenhouse, which comprise
the vast majority of greenhouses worldwide. OPV technology could make retro-fitting of
existing greenhouses (which may not be capable of supporting the weight of crystalline
silicon modules) possible, potentially using fast deployment techniques as demonstrated by
Krebs et al. 108 . Additionally OPV could be implemented through a roll-able screen, which
would allow for OPV modules to be removed when light levels are lower, such as in the
winter, thus reducing impacts on crop growth. This could allow the OPV modules to act
as a NIR screen, which have been shown to reduce energy demands of greenhouses without
reducing yields, if used for certain periods of the year274. If the modules were removed
for 5 months over the winter, the electricity yield would be reduced by around 35% (for a
system located in Southern Spain) as well as potentially accelerating degradation due to
mechanical stress from moving the module. Such a situation would therefore significantly
impact the economics of the installation. However, thin-film technologies, such a CIGS also
have similar flexible properties and perform almost as well as the best OPV device in a
greenhouse application, as seen in Figure 3.10.
Section 3.5
Discussion 129
3.5.3 OPV Greenhouse Economics
Table 3.2 shows that, when considering the optimistic assumptions, module efficiencies
would need to be in the region of 2%, a value already achievable in large area modules.78
However, considering a more pessimistic economic and technological environment, efficien-
cies close to the hero cells currently seen in the lab would be required, a challenging prospect
for the technology, particularly if there is a need to maintain transparency of the module.
Although, analysis of the practical limit for a device transparent to the PAR (through de-
tailed balance modelling shown in Section 3.2.2), shows that required cell efficiencies for the
baseline economic scenario (of around 10%) are achievable for an ideal OPV material, with
both single junction and tandem devices.
However, if the huge cost reductions which are hoped for OPV are realised, very
low efficiencies could still prove to be economically attractive, as seen in the Very Low
Cost OPV scenario in Table 3.2. A comparison of Figure 3.8 with Table 3.2 shows that
achieving the required efficiencies to make this application economically viable could already
be achievable even with the worst performing material modelled in this work, P3HT, whilst
incurring less than a 35% reduction in crop growth.
By placing an economic value on the crops grown in an OPV greenhouse, the
optimum level of OPV transparency could be determined. However, since most crops grown
in polytunnels are fruit or vegetable crops, the nature of the produce, such as the size or
shape, greatly impacts its value. The formation of fruits within a crop depends on the
nature of the light within the greenhouse, and the effect differs between different crops and
between seasons and climates. Therefore, any such trade-off would need to take such factors
into account, which is beyond the scope of this work.
In addition, electricity provided by an OPV greenhouse may have an increased
value if it enabled climate controlled agriculture, such as providing water pumping (or even
desalination) and other automated processes in a location far from grid lines. Table 3.2
assumes grid connected installations, however, off-grid electricity is often far more expensive
as alternatives are limited to renewable power such as wind or solar, or diesel generators. In
such a case, the economics of a PV greenhouse would be likely to be greatly improved despite
added requirements for battery storage systems, resulting in even lower OPV efficiencies
being required for the application to be economically justified.
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3.6 Conclusions
Photovoltaic greenhouses are a niche application which could allow vast areas of the world
to produce both food and sustainable energy. The availability of a wide array of semi-
conducting polymer materials provides OPV with the potential to harness light not required
for plant growth. Organic semiconductor materials are unique in this respect due to their
tunable finite bandwidth absorption, and tandem devices could allow a number of different
regions of the spectrum to be absorbed.
Through modelling the impact of semi-transparent OPV modules on crop growth
for a variety of commercially available organic semi-conductor materials, we have shown that
OPV materials are currently not unique in being able to generate substantial electricity with
limited impact to crops in a PV greenhouse. We show that currently available materials
absorb too much light within the photosynthetically active spectrum to prove to be an
improvement over spaced-out opaque modules based on more efficient, inorganic materials
such as crystalline silicon. However, a low-band gap polymer, PMDPP3T, as well as a
high efficiency mid-band-gap polymer, PCDTBT, both show improved performance in a
greenhouse application in comparison to opaque CIGS modules. Additionally, modelling of
the detailed balance of a solar cell, indicates that the practical limit to the efficiency of OPV
devices (which are transparent to PAR) suggests that OPV technology could demonstrate
an improvement over spaced-out opaque modules if the ideal active layer materials could
be developed. Moreover, the light-weight, flexible nature of OPV technology may prove to
be an advantage for the technology in this application, thus providing a potentially unique
solution for rapidly retro-fitting existing greenhouse structures, if these high performing
materials can be produced at a low enough cost.
This analysis demonstrates that avoiding absorption within the region of the spec-
trum required for crop growth is not the most important factor for an OPV material to
be suitable for a greenhouse application. Instead higher efficiency semi-conductor materi-
als and very high transparency contact materials are a more important requirement. It is
also shown that the use of larger fullerenes which typically yield higher efficiency devices,
provide no benefit in a greenhouse application due to the higher absorption in the region of
the spectrum required for crop growth.
Economic modelling of an organic photovoltaic greenhouse shows that the efficien-
cies required for OPV to be economically viable in this application can already be achieved,
even with the very common OPV material, P3HT, whilst impacting crop growth by less
than 30%, based on optimistic assumptions for technology development and/or economic
environment. On the other hand, taking pessimistic assumptions for OPV costs and the
economic environment for PV, efficiencies close to those of hero cells seen in the lab would
be required (whilst also maintaining high transparency), for an OPV greenhouse to be eco-
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nomically justified. However, the economics of a PV greenhouse could be greatly improved
in off-grid scenarios where electricity is far more valuable. In addition, lower levels of trans-
parency (which could allow thicker and hence more efficient modules) could be tolerated if
speciality crops such as basil or tropical flowers are being grown.
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4.1 Introduction
1.3 billion people around the world have no access to modern forms of energy,317 and
largely rely on inefficient and hazardous fossil fuels such as kerosene lamps for lighting.
These forms of lighting must be replaced with modern solutions, most importantly for
respiratory health and fire safety reasons318 but also for an improved light quality and
decreased financial burden.319 In addition, the use of kerosene lighting creates substantial
GHG emissions when multiplied by the more than a billion users worldwide.320,321 It has
been estimated that kerosene lighting produces 189 MtCO2eq annually (equal to the 8th
highest emitting country)322 and therefore represents a key application for GHG mitigation
whilst also providing a host of ancillary benefits. Figure 4.1 shows the level of access to
electricity worldwide, demonstrating the focus of kerosene lighting usage in Sub-Saharan
Africa.
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Figure 4.1 – Fraction of national populations with electricity access worldwide. Image courtesy of
Reference 60
One of the first applications of photovoltaics, after they had reached the isolation
of Space, was to focus on another area remote to the inventors of the technology, namely
Africa. In 1968, the transmission company, TeleDiffusion de France, under a French aid
programme, installed a 48 Wp PV system to power a television in a rural school in Niger.
The programme was subsequently extended to more than 20 further schools after it was
estimated that solar power provided a more cost effective solution compared with disposable
batteries.323
In the ensuing half century, photovoltaics have been shown to provide a viable
alternative to kerosene lighting, providing a cost effective, clean source of energy, helping to
achieve a variety of development goals in health, education and economic development.324
The use of photovoltaics for propagating modern energy access has been growing rapidly,325
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yet a huge global population are yet to be reached. Aid and government funding has brought
solar power to hundreds of thousands, if not millions of households worldwide, yet has not
been able to reach the scale required to meet the needs of the millions of communities without
electricity access.317 However, as the cost of photovoltaics have fallen, and the recent rise
in the efficiency and fall in cost of LED lighting technology,322 commercial operators are
starting to see profit in selling PV systems to communities without electricity access.
4.1.1 Organic Photovoltaics for Modern Energy Access
The characteristics of OPV could be advantageous for use in photovoltaic systems for pro-
viding modern energy access. One of the biggest barriers to further uptake of PV systems
by off-grid communities has been the high capital costs of the technology. Many off-grid
communities worldwide comprise of subsistence farmers with little expendable income and
little or no savings potential, and in many cases with little financial infrastructure through
which to save or receive credit. Subsequently, the levelised cost of electricity from a PV
system is far less important than the capital cost of the system. As was discussed in Chapter
2, although OPV is unlikely to be able to compete with mature technology on the basis
of levelised electricity costs, it is likely that capital costs of the technology may be con-
siderably lower. The lower capital cost of OPV modules may therefore make it possible
to reach poorer members of rural communities, for whom solar power would otherwise be
unattainable.
The form factor of OPV modules may also be a benefit for rural applications. The
light-weight of OPV may reduce transport costs for distributing the technology. Flexibility
and robustness can be beneficial in an environment where poor roads and unskilled instal-
lation result in modules being frequently knocked. In addition, these properties can reduce
the costs of installation through negating the requirement for metal mounting structures
(see Section 4.3.2).
Other properties of OPV, which can be considered a disadvantage in many appli-
cations, may be of little consequence in providing modern energy access. Low efficiency
of modules means that larger areas are required. However, the low power requirements of
most solar home systems means that the roof of a house is unlikely to be too small to fit
the OPV modules even if they are less than 1% efficient. The short lifetimes seen in OPV
devices also may not be an issue if they can be made to match other components in the
system, such as the battery which commonly lasts 2-5 years.
4.1.2 Approach
Following the methodology laid out in Chapter 1, this chapter is divided into two parts which
together provide an analysis of the suitability of OPV modules for providing modern energy
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access. Part I provides a technical analysis of OPV modules in the context of the provision
of modern energy services. This focusses on the stability and performance of OPV modules
in rural Rwanda, to determine the suitability of OPV technology in the harsh environments
found in many areas where electricity is absent.
The application of photovoltaics for providing modern energy access can be achieved
through a variety of distribution models, such as individual solar home systems or centralised
battery charging or mini-grid solutions. Part II considers three major distribution models,
namely solar charging kiosks, solar home systems and solar lanterns, and analyses these
distribution models on the basis of economic and environmental indicators. This enables
the potential level of GHG mitigation to be assessed as well as the impact of using emerging
PV technology on the GHG mitigation potential.
This combination of technical, economic and environmental analysis provides in-
sights into the difference that OPV could make to both the economics and GHG impact
of off-grid PV, as well as assessing the suitability of OPV for use in such an application,
through analysis of the practicalities and durability of OPV in the harsh environments often
found in off-grid communities.
Part I - Technical Analysis
This work was carried out with the assistance of Davide Moia and Philip Sandwell, both
PhD students in the Department of Physics, Imperial College London, along with
MeshPower Ltd. and the Technical University of Denmark.
Many of the 1.3 billion people worldwide who lack access to modern forms of energy,
and who can greatly benefit from off-grid solar power, live in areas of the world which have
harsh environmental conditions for PV systems. Conditions such as heavy rainfall, high
humidity, high temperatures, and large amounts of dust, are common in many of these
areas.
Considerable work has been done on building a greater understanding of degra-
dation mechanisms in OPV devices,85,326 but this work has largely focussed on very small
devices (often less than 1 cm2), operating in laboratory conditions. Relatively few stud-
ies have looked at the stability of large area OPV modules under conditions which would
be faced in practical applications. The limited number of studies on the outdoor degra-
dation of OPV modules have, to date, focussed on Europe, although a number of studies
have reported performance in harsher conditions such as India, Israel and Ethiopia.83,327,328
Moreover, these studies have looked at modules installed at laboratory sites rather than
in real-world applications. The application of OPV technology in real-world conditions in
Africa has been reported previously,329 but this study was limited by the difficulties of
detailed data collection in such an environment.
In order to assess the performance of OPV in the conditions seen in many off-grid
communities, I conducted a field trial of the technology. I chose as the location the Southern
Province of Rwanda in central Africa, which has a temperate, highland climate, but with
harsh conditions for OPV technology (see Section 4.3.3). During the filed trial, 27 OPV
modules, supplied by collaborators at the Technical University of Denmark, were deployed at
four sites across the the Southern Province of Rwanda, and remotely monitored. Monitoring
was done in collaboration with MeshPower Ltd., a company developing solutions for rural
electrification. The data from these systems was analysed to assess the performance and
degradation of the technology over a period of nine months from September 2014 to June
2015.
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4.2 Mechanisms of OPV Degradation
In Section 1.1.1 I discussed some of the characteristics of OPV technology which make
them susceptible to degradation. The impact of light, water and oxygen impact the various
performance metrics of OPV devices, such as short-circuit current (Isc), open-circuit voltage
(Voc) and fill factor (FF ) differently and show various decay paths, from linear degradation
to catastrophic failure. Here I will discuss the effect of the different degradation mechanisms
on these characteristics. However, it is often difficult to identify the root cause of device
degradation, and therefore identify how different mechanisms impact performance.330
4.2.1 Chemical Degradation
Light, water and oxygen all have major impacts on the stability of OPV devices. Encapsula-
tion materials can prevent some of these agents from reaching the device, and hence reduce
degradation. However, in order for OPV to realise its potential as a low cost PV technology,
glass encapsulates (which can almost eliminate the transmission of water and oxygen) are
not viable, and plastic materials such as PET must be used, which will always allow some
penetration of water and oxygen. Encapsulation can also be used as a UV barrier, and
hence reduce associated degradation mechanisms. However, encapsulants which perform
better at preventing water, oxygen and UV from reaching the OPV device, are likely to be
more expensive, requiring a trade-off between cost and lifetime.
Active Layer
The stability of the polymer and fullerene blend which comprises the active layer of a typical
OPV device have a large impact on the stability of an OPV device. Degradation of this
blend occurs via two principal routes.
Photodegradation Polymer materials used in OPV devices are often susceptible to degra-
dation from the light that is needed for the OPV device to be useful. Within the commonly
used OPV polymer, P3HT, photo-oxidation leads to bleaching of the material, decreasing
the absorption of light,85 which is caused by disruption to the pi conjugation of the poly-
mers. The introduction of the acceptor material PCBM can reduce this impact by providing
a lower energy charge transfer process, thus quenching the reactive state on the polymer.331
However, PCBM itself experiences oxidation, creating traps within the active layer, decreas-
ing electron mobility and hence reducing Voc, Isc and FF .85 The presence of UV has also
been shown to accelerate degradation of the active layer. Abad et al. 332 suggest UV initiates
the formation of ozone which reacts with polymer side-chains, degrading the device, whilst
UV has also been known to scission polymer chains.333
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Morphology Stability The morphology of the polymer:fullerene blend should minimise
the distance that the exciton needs to diffuse to find an interface (which should be less
than the exciton diffusion length) in order to maximise charge generation. PCBM forms
nano-crystalline domains which increase in size over time, thus reducing the belnding of the
polymer and fullerene materials and hence increasing the length that excitons must diffuse
over before reaching an interface.334 However, these domains are essential for efficient charge
collection.335 This aggregation of fullerene rich domains is exacerbated by heating of an OPV
device,85 and is therefore likely to be a major degradation mechanism within OPV modules
deployed in hot environments such as rural Rwanda.
Electrodes
The electrode materials, consisting of metallic contacts along with various materials used
as electron and hole transport layers, also experience degradation due to exposure to water
and oxygen. Low work function metals often used as contact materials in OPV can form
metal oxides at the interface with the active layers when exposed to water or oxygen. This
reduces the fill-factor and can result in an S-shaped IV curve.85 However, the use of electron
transport layers (ELT) such as ZnO, can reduce this effect, ensuring a good electrical contact
between the metallic electrode and the active layers, although ZnO can still degrade, giving
similar S-shaped IV curves.85
The use of PEDOT:PSS as a hole conductive layer (HTL) can have detrimental
effects on the stability of OPV devices. The conductivity of PEDOT:PSS has been shown
to undergo thermal degradation,336 reducing the fill factor of OPV devices. PEDOT:PSS is
also hygroscopic, which can accelerate oxidation of the metallic electrode and active layers
by increasing the penetration of water into the device.85 Moreover, the contact materials
themselves can migrate into the active layers of the device. Migration of silver through the
device has been shown to cause partial shunting, reducing performance.99
4.2.2 Mechanical degradation
The flexible form of OPV modules allows for low cost production using R2R methods and
low-cost substrates. However, due to its flexibility, OPV modules are often subjected to
much more mechanical stress than a rigid module would be. Even if mounted on a rigid flat
surface, mechanical stress is hard to avoid during the installation, unless novel installation
methods using very long rolls of material can be used.108 Mechanical stress has been shown
to impact the stability of OPV devices, leading to delamination of the device,337 which
was identified to occur at the interface of the PEDOT:PSS HTL and the active layer.338
In addition, mechanical stress on the module could potentially lead to delamination of the
encapsulation, allowing accelerated penetration of atmospheric reactants to the device.
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4.2.3 Outdoor Degradation Studies
Analyses of the performance of OPV modules under outdoor conditions provide an appro-
priate method for determining the lifetime of OPV devices, although do not always provide
the most valuable insights for analysing specific degradation mechanisms. Such studies as-
sess the module as a whole rather than individual layers, and thus are equally an analysis
of the encapsulation as they are of the stability of the OPV materials themselves. OPV
technology has now reached a point where many degradation mechanisms are reasonably
well understood, and the technology now requires greater research into its performance un-
der real-world conditions. The literature of degradation of OPV modules under outdoor
conditions is extremely limited and has exclusively focussed on modules produced at the
Technical University of Denmark, with a single exception from the US company, Konarka
in 2008.339
Metrics and Procedures for Assessing Degradation
The stability analysis of OPV technology was standardised at the 3rd International Sym-
posium on OPV Stability (ISOS-3), held in Denmark in 2010.102 These standards define
what properties should be measured, and how, as well as how to report results. These stan-
dards suggest that operational lifetime should be reported through the T80 metric, which
describes the time for the performance of the device to fall by 20% of its initial, stabilised
value. This metric therefore disregards any initial performance values prior to a period
of rapid change in performance, such as due to a “burn-in” period (for example, due to
improved performance after photo-annealing95). A second metric is also suggested, Ts80,
which presents the time to 20% degradation starting from the performance at a given time
period, Ts, after the modules were first fabricated. Reese et al. 102 also outline procedures
for outdoor testing, categorised under ISOS-O-1, ISOS-O-2, or ISOS-O-3 which are further
described in Table 4.1.
Previous Studies on Outdoor Degradation of OPV
Hauch et al. 339 presented the results from OPV modules with an area larger than 1 cm2 and
based on an active layer of P3HT:PCBM. These were manufactured by Konarka, and in-
stalled on a rooftop in Massachusetts, USA. Module output was measured at approximately
maximum power point (fixed throughout the study) at points when irradiation reached 1000
W/m2. The resulting performance shows an interesting pattern, whereby an initial increase
in performance of 40% is seen in the first few days followed by close correlation to tem-
perature over the winter months, and then a linear degradation. The resulting degradation
shows the OPV modules operating at 80% of their output compared to the very start of
the study, but 57% of the initial performance compared with the efficiency seen after the
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Table 4.1 – Standardised procedures for outdoor testing of OPV modules102
ISOS-O-1 ISOS-O-2 ISOS-O-3
Module
placement
Direct sunlight, outdoors,
mounted at latitude angle, facing equator,
or on tracking mechanism
Temperature
and relative
humidity
Ambient Ambient Ambient
Characterisation
light source
Indoors with
solar simulator
Outdoors
under sunlight
Regularly outside under
sunlight, with occasional
indoor solar
simulator measurements
Load MPPT oropen circuit
MPPT or
open circuit
MPPT or
MPP (passive
with resistor)
Environment
monitoring
Ambient temp.
and R.H.,
irradiance
Cell temp.
R.H., irradiance
Cell temp., R.H.,
irradiance, wind speed
and direction for
periods of high wind
Measurement
frequency Daily to weekly
Every
15 mins - 1 hour
Outdoors: every 15 mins - 1 hour
Indoors: weekly or monthly
Reported values Jsc and Voc
Jsc, Voc,
FF , PCE/MPP,
full JV curve
if possible
Jsc, Voc,
FF , PCE/MPP,
IPCE, full JV curve
if possible
first few days of light soaking. Analysis of IV curves before and after the trial suggest no
degradation occurred, instead showing an increase in module efficiency, resulting from a
stable Isc, falling Voc and increasing FF . Hauch et al. 339 suggested the performance seen
from rooftop measurements were the result of a change in the maximum power point (which
was not tracked), from a falling Voc and in fact no degradation had occurred over the 14
month exposure to outdoor conditions.
The Technical University of Denmark (DTU) provide one of the earliest studies of
outdoor degradation of very large area OPV modules. Krebs et al. 337 monitored a 1000 cm2
module in Roskilde, Denmark during 2005. The module, based on the rather unstable
polymer, MEH-PPV, was shown to completely degrade after 12 days, with the experiment
ending when high winds from a storm caused the module to delaminate.337 A subsequent
study using modules from the same laboratory, but installed in Israel, showed much slower
degradation using the now common OPV heterojunction, P3HT:PCBM.327 Katz et al. 327
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studied 10 cm2 modules over a month, and found P3HT:PCBM cells to show: no long term
degradation in the Voc; a strong initial drop in the FF in the first few hours, followed by
linear degradation; and linear degradation of the Isc; but also saw partially recovery of the
Voc and Isc when modules were placed in the dark. DTU has subsequently conducted a series
of inter-laboratory studies, providing analysis of OPV module degradation in a number of
locations worldwide.83,103,105,109,340,341
Gevorgyan et al. 103 found that the degradation of modules (with a architecture
of ITO/ZnO/P3HT:PCBM/PEDOTE:PSS/Ag-paste) monitored outdoors at five locations
across Germany, Israel, Australia and Denmark, could be categorised into 3 different groups.
Within the first group, the metallic snap fastener which provided the external contact for
the module, along with the copper tape which connected to the silver device electrode,
facilitated oxygen and water diffusion into the device. Gevorgyan et al. 103 propose that
this leads to increased series resistance in the cells close to the edges, giving an S-shaped IV
curve, due to de-doping of the ZnO from exposure to oxygen, and delamination/degradation
of the PEDOT:PSS. This is followed by migration of silver into the cells at the module edge,
creating shunt paths and turning these cells into resistors. However, cells within the middle
of modules were relatively unaffected. This resulted in modules showing a rapid decrease in
FF and Isc with some recovery after around 1000 hours, at which point, a reduction in the
Voc was observed, suggesting complete degradation of the edge cell. Modules showing this
degradation mechanism degraded to 80% of their initial output (T80) within 500 hours.103
The second group of modules showed slower degradation of all properties, sug-
gesting that water and oxygen diffused through the edges of the device at a slower rate,
resulting in a more gradual transition between the degradation of ZnO and PEDOT:PSS
and the creation of shunt paths. These devices where considerably more stable, with T80
of 500-1000 hours.103 The third group showed very stable performance over most of the 17
months of the study, with one module showing sudden catastrophic failure after around 11
months.103
Angmo et al. 105 analysed ITO free modules (manufactured according to the IOne
process) which were encapsulated with either a UV curable adhesive or a pressure sensitive
adhesive. Modules were monitored according to the ISOS-O-2 standard (Table 4.1) at labs
in India and Denmark. Results showed that the pressure sensitive adhesive allowed greater
ingress of oxygen, visible from oxidation of the copper tape around the snap contact resulting
in a decay in the Voc. These modules also showed improved stability to previous ITO based
modules due to the UV-curing based encapsulation and a reduction in PEDOT:PSS in this
architecture.105
A longer term study of similar modules in India and Denmark showed the metallic
snap faster, which is punched through the module in order to contact the cells, creates a
path for moisture and oxygen to enter the device.83 Similar to Gevorgyan et al. 103 , Angmo
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et al. 83 observe two decay mechanisms which this time result in a T80 of 1000-1500 hours.
The first decay mechanism shows degradation occurring largely as a result of photo-oxidation
of the active layer from exposure to UV radiation and exacerbated by moisture reaching
the active layer through the hygroscopic PEDOT:PSS. This led to a linear decay in the Isc,
until edge cells were completely degraded, turning them into resistors and thus subsequently
reducing Voc and FF .
A second decay path was also observed by Angmo et al. 83 where Voc and FF were
maintained throughout, but Isc dropped more rapidly. In this case delamination and/or
degradation of the PEDOT:PSS HTL led to a drop in Isc despite little photo-oxidation
of the active layers being observed. The decay mechanism resulted in degradation being
more localised, and cells were not completely degraded, resulting in the FF and Voc being
maintained even when only tiny areas of some cells were still functioning.83 Figure 4.2 shows
areas where photocurrent has been degraded, using laser beam induced current imaging
(LBIC). This shows pathways for moisture and oxygen at the contacts, edges and through
thicker areas of adhesive such as in the trough between cells. Similar degradation patterns
were observed by Bristow and Kettle 104 , who monitored similar modules from DTU, in
Wales, measuring a time to 50% degradation (T50) of 1500 hours in winter, but 500 hours
in summer.
Larger borders of the encapsulation around the module can provide improved edge
sealing, greatly reducing degradation,83 as has been previously observed.100 The use of
thicker PET encapsulation as well as better edge sealing, allowed ITO-free modules manu-
factured at DTU to experience less than 20% degradation over 1 year mounted in Denmark
and the Netherlands.83 In one case, a module actually increased in performance over 1 year,
which was suggested to result from long periods of high temperature, high irradiance and
low rainfall leading to a increase in the work function and conductivity of PEDOT:PSS and
hence and increase in the Voc. However, the modules studied by Angmo et al. 83 also showed
a large spread in the level of degradation, which was suggested to be due to the manual
contacting of the modules leading to different levels of wear and tear before installation.83
Similar issues around mechanical stability of the devices, and the need for careful handling
has also been highlighted in a previous trial of DTU modules in Zambia.Krebs et al. 329
Outdoor studies of OPV modules have been conducted in a variety of locations,
however, have almost exclusively focussed on modules produced at pilot production plants
at DTU. Ingress of atmospheric reactants from the edges of modules, and at the snap fas-
tener (which is punched through the encapsulation) has been observed to be the leading
cause of degradation in modules produced by DTU. These reactants result in two prin-
cipal degradation mechanisms being observed: photo-oxidation of the active layer; and
delamination/degradation of the PEDOT:PSS layer due to moisture ingress which reduces
conductivity and delaminates the weak bond between the PEDOT:PSS and active layer.
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Figure 4.2 – Defects observed in an ITO-free OPV module after 1 year outdoors in India. Image
courtesy of Reference 83
Different modes of degradation can have different effects on the module’s J-V char-
acteristics. Where photo-oxidation dominates, Isc falls as the cells closest to the external
contacts completely degrade, at which point they become resistors leading to a reduction in
the Voc and FF . Degradation/delamination of PEDOT:PSS reduces the Isc more rapidly
than photo-oxidation but occurs more locally, allowing the Voc and FF to be maintained
by small areas of all cells still being active.
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4.3 Method
4.3.1 OPV Modules
In this chapter I assess the degradation of OPV modules based on an ITO-free architec-
ture produced by Technical University of Denmark (DTU). Modules used in this study
have a device architecture (shown in Figure 4.3) which consists of: a Polyethylene tereph-
thalate (PET) substrate; a cathode of high-conductivity poly(3,4-ethylenedioxythiophene)
polystyrene sulfonate (PEDOT:PSS) combined with a grid of silver paste (Ag-grid); a zinc
oxide electron transport layer; an active layer of a blend of poly(3-hexylthiophene-2,5-diyl)
(P3HT) and Phenyl-C61-butyric acid methyl ester (PCBM); a PEDOT:PSS hole transport
layer; and topped by an Ag-grid anode. The devices are manufactured according to the
Infinity concept which uses flexo-graphic printing, rotary screen printing and slot-die coat-
ing to deposit OPV materials on a PET substrate, through a roll-to-roll process, and is
presented in more detail elsewhere.108,342 Modules are then encapsulated and connected to
the external circuit through snap fasteners which are punched through the substrate and
encapsulation to contact with a large area of printed silver (see Figure 4.3). These modules
were encapsulated using thin polymer layers which comprise a UV-filter and hard-coating.
The roll of serially connected cells produced by the Infinity concept (in rolls of
several hundred metres), was subsequently cut into lengths of approximately 50 cm, con-
taining 96 serially connected cells in order to deliver a Voc of around 45 V, the maximum
voltage which would ensure electrical safety of the system whilst minimising loses by keeping
currents low, at around an Isc of 26-29 mA.
These modules underwent a second encapsulation process using widely available
office hotmelt lamination pouches, creating a 1-2 cm wide edge, resulting in the ratio of
active area to encapsulation area of 58% (giving equates to the geometrical fill factor, GFF).
Contacts were made by punching a snap button through the encapsulation and substrate,
and contacting with the large area of silver printed on the substrate. Contact wires were
then snapped into the button and covered in epoxy resin to seal the connection and avoid
ingress of water and oxygen at this point in the module.
4.3.2 Installation in Rural Rwanda
Collecting data from PV modules in a remote community in Africa presents a major chal-
lenge. MeshPower operate solar powered minigrid systems within Rwanda and have remote
data logging capabilities to enable real-time monitoring of the systems, transferred to an
online portal via GSM technology. This system allowed electrical characteristics of the
OPV modules to be continuously monitored. OPV modules were installed at four of Mesh-
Power’s sites in a rural villages in Bugusera District, Eastern Province, Rwanda, which lies
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1.5 mm
Figure 4.3 – Illustration of the OPV device architecture and module design, adapted from Reference
342
two degrees south of the equator (see Figure 4.4).
Seven modules were mounted at each site (except Shyembe, where six were in-
stalled), on heavily corroded, corrugated steel roofs, at a tilt of around 8deg using heavy-duty
VELCRO® which secured to both the roof and the modules with a water-proof adhesive.
The edges of the modules were additionally secured using duct tape, to reduce vibrations
caused by wind, which could accelerate de-lamination. The difficulties of transporting the
modules to the villages, and installing them on the roofs, resulted in significant mechanical
stress on the modules, which would likely accelerate de-lamination. Figure 4.5 shows the
modules mounted at one site in Kagano. Alongside the OPV modules at each site, a small
multi-crystalline silicon module of similar capacity was installed to provide a reference from
which the performance of the OPV modules could be determined.
At two of the sites, Bare and Shyembe, the data monitoring hardware failed to
function correctly. These sites had older versions of MeshPower’s hardware which was
found to be incompatible with the data monitoring system designed for this experiment.
Therefore, complete data was only received from OPV modules installed at the two sites in
Kagano.
The sites in Rwanda were revisited in early May 2015, when a number of modules
were collected for more detailed analysis of the state of degradation (not presented in this
thesis). In addition, remaining modules were cleaned of dirt that had accumulated over the
previous 8 months using a damp cloth.
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Figure 4.4 – Location of the four sites where OPV modules were installed, in the Southern Province
of Rwanda. Image courtesy of Google Imagery ©2015 and TerraMetrics ©2015
Figure 4.5 – A photograph of the OPV modules at the Kagano 2 site, alongside the small silicon
reference module, and larger silicon modules used for MeshPower Ltd.’s system. Image courtesy of
Philip Wood
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4.3.3 Environmental Conditions
The climatic conditions of all four sites are very similar, being at approximately the same
elevation (1,400 m) and within 35 km of each other. In this region of Rwanda, average
temperatures during the 9 months the systems were installed have a mean peak of 27-28°C
with max peaks up to 33°C, and falling to 16-17°C at night.343 However, peak temperatures
on the metal roofs where the PV modules were installed can be considerably higher. A
temperature was measured on the back of one OPV module at over 70°C during the hottest
part of the day. Humidity levels are between around 40% to 90%.343 Figure 4.6 shows the
temperature, humidity and irradiance conditions in Rwanda throughout the testing period
taken from satellite derived data.311
The conditions of the roof upon which modules were mounted may also impact
their performance and degradation. Table 4.2 describes roof conditions, orientation and tilt
at each of the four locations.
Table 4.2 – Mounting conditions at each OPV monitoring site
Site
Orientation
Tilt Roof/Mountingconditions Installation(degreesfrom South)
Shyembe 326° 8.3°±0.5°
Modules mounted fairly
flat on a clean corrugated
steel roof
Installation achieved
with careful handling
of modules
Bare 287° 9°±0.5°
Modules mounted fairly
flat on a clean corrugated
steel roof
Some mounting sites
were hard to access
and therefore modules
had to be more
roughly handled
Kagano 1 354° 5.7°±0.5°
Modules mounted on
corrugated steel roof,
with some on rusty areas,
and others on a clean patch.
A low wall shades some
modules partially during
very late afternoon.
Modules mounted quite
flat
Mounting sites were
easily accessible and
therefore modules were
very carefully handled
Kagano 2 345° 8.3°±0.5°
Very rusty corrugated
steel roof with modules
mounted unevenly
Mounting sites were
very difficult to
access, resulting in
very rough handling
of the modules
Irradiance at the sites in Rwanda is very high, averaging 5.35 kWh/m2/day, and
also has a considerably different spectrum compared with Europe. Insolation in Rwanda has
a spectral distribution close to an air mass of 1.0 (AM 1.0) in contrast to AM 1.5 spectrum
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Figure 4.6 – Temperature and humidity ranges and irradiance at tests sites in Rwanda during the
course of the trial. Data from Reference 311
seen in most of Europe (and shown in Figure 3.3a), resulting in greater UV radiation.344
Increased UV has been shown to accelerate photo-degradation of the active layers in OPV
devices,83 and thus this spectrum would be expected to accelerate degradation compared
to a European climate. Over the 9 month trial in Rwanda, modules were exposed to a
cumulative total (to 31st May 2015) of 1480 kWh/m2.311
The trial in Rwanda was conducted over two rainy seasons (October to November
and March to May), which are interrupted by a drier season in December/February. During
this time, thunderstorms, accompanied by very heavy rain occur extremely frequently (al-
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though wind speeds remain very low throughout the year). This large amount of heavy rain
exposes modules to high levels of moisture, but also places considerable mechanical stress
on the modules, which would likely accelerate delamination.
4.3.4 Data Monitoring
Modules deployed in Rwanda were monitored according to the ISOS-O-2 protocol (see Table
4.1) with the exception of temperature, where only ambient measurements were possible,
rather than operating cell temperatures as required by ISOS-O-2. Each of the 14 modules
were independently monitored and held at maximum power point (MPP), with remeasure-
ment of the MPP every 30 seconds, and an IV curve was taken every 30 minutes. The
irradiance was determined from the small crystalline silicon module mounted beside the
OPV modules (see Figure 4.5), in addition to satellite derived, half-hourly irradiance mea-
surements provided by GeoModel Solar,311 which also provided half-hourly temperature
and humidity data.
The small silicon and OPV modules were connected to a monitoring circuit based
on an Arduino Uno micro-controller board with a custom designed shield. This set-up was
then connected to a base station operated by MeshPower Ltd. who use a raspberry Pi to
transmit data to an online portal, using the local GSM mobile network. This set-up is able
to measure the voltage and current of a PV module, drive a current across the module, and
also act as a power sink. Appendix F shows full details of the hardware used for the remote
monitoring set-up.
Accuracy of Current and Voltage Measurements
The accuracy of the current and voltage measurements should be determined by a number
of resistors within the measurement circuit. Current measurements are calculated from a
voltage measured over one resistor in the arduino shield circuitry (resistor R4 in Figure F.1
in Appendix F) and so have the accuracy equal to the tolerance to which that resistor is
designed. This was given by the manufacturer to be ± 1%, resulting in an accuracy of the
current measurement of ± 1%.
For voltage measurements, the accuracy is determined by the tolerance of the
resistors in the potential divider within the voltage measurement circuit (resistors R5 and
R6 in Figure F.1 in Appendix F). The resistor tolerance was given by the manufacturer to
be ± 0.1%. Appendix F shows the derivation of the calculation to determine the accuracy
of the voltage measurements which was found to be ± 0.14%.
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Maximum Power Point Tracking
In order to determine the power output of the OPV modules, I ran a maximum power point
tracking (MPPT) algorithm on the Arduino. This uses the current driving functionality
of the hardware (as explained in Appendix F), to find the point of maximum power point
(MPP) from the PV module. I designed a current driven perturb and disturb algorithm
for determining the MPP using the Arduino’s modified C/C++ language. This algorithm
makes a change to the current being driven across the module and measures the resulting
change in power output, using this result to drive a new current, which is either higher or
lower.
Figure 4.7 describes this algorithm, whilst Figure 4.8 shows the process graphically.
The driving current step size starts as one eighth of the module’s short circuit current, and
reduces by half every ten iterations of the algorithm, down to a step size of 1512
th of the
module short circuit current. The algorithm therefore starts by taking large steps to find
the approximate MPP, and uses ever decreasing steps to fine tune the MPP. This tracking
takes 600 ms to settle and finds the MPP to within 1512
th of the module short circuit current.
The MPP was found for each channel in succession, every 30 seconds. Southern Rwanda
often has numerous small clouds, leading to high frequency variation in the insolation over
periods of a few minutes, and so frequency of the MPP was set at the maximum frequency
possible while not overloading the mobile data transfer.
IV Curve
The IV curve of each module monitored was taken every 30 minutes. In order to ensure that
impedance effects were avoided in this measurement, and that the current being read was
the Faradaic rather than displacement current, the measurement was done at a relatively
slow sweep speed. In one module there are 96 cells, each providing approximately 0.5 V.
Therefore, when scanning across the I-V curve of the module, the scan seen by each cell
covers on average 0.5 V in approximately 4 seconds (200 measurement steps, with 2 ms
between each one), giving an effective scan rate of 0.125 V/s. However, when approaching
the Isc, the sweep becomes faster since the I-V is being current, rather than voltage, driven
(see Figure 4.9). A slower sweep was tested and found to give the same result, suggesting
that Faradaic current is being measured.
Calibrating the Silicon Reference Module
The small silicon modules installed in Rwanda exhibited some variation in their initial
output. In order to normalise the data from these modules, the capacity of the small silicon
module was first determined by comparing its output with that of a large (270 Wp) multi-
crystalline silicon module from MeshPower’s system, whose capacity is within 3% of the
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Figure 4.7 – A diagram showing the MPPT algorithm
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Figure 4.8 – A graphical illustration of the MPPT algorithm on a power curve from the Kagano
2 site on 6th November 2014. The algorithm starts by changing the current according to the blue
arrows, then the green then the black arrows
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Figure 4.9 – Plot of an I-V curve of one module at Kagano1 in the middle of the day on the 11th
September alongside module characteristics. 2 ms separate each data point, showing the increased
voltage sweep speed as the Isc is approached
rated capacity, according to the manufacturer’s specification. Data from the large modules
is only available for the first half of the day, after which the batteries of MeshPower’s system
become full and these large modules stop producing power. I wrote a script in Matlab to
calculate the ratio of the power output of the large silicon modules to the small silicon
modules for a given day at each site. The resulting graph, an example of which is shown
in Figure 4.10, shows a flat region during the mornings, when both modules are behaving
similarly (the output of the large module starts to drop after this due to the batteries
becoming full). Since the rated capacity of the large modules is well known (these are of
much higher quality than the small modules), the ratio in the regime where it stays constant
can be used to determine the rated capacity of the small modules.
The rated capacity of the small modules at each site was calculated from a set of
five days each month to ensure that any degradation in the small silicon module could be
observed. The small silicon module at the Kagano 1 site failed to produce continuous data
due to a fault in the monitoring system. However, since this site is within a few hundred
meters of Kagano 2 and had approximately the same orientation, the silicon module at the
Kagano 2 site was used as the reference for Kagano 1. The calculated capacity of the small
silicon module at the Kagano 2 site is shown in Figure 4.11 (as mentioned previously, the
systems at Bare and Shyembe never produced reliable data and so could not be analysed).
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Figure 4.10 – Plot of the ratio of the power output from the large silicon module to the small
silicon module against time for the 11th September 2014 at Kagano2
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Figure 4.11 – Capacity of the small silicon modules, determined from comparison to the large
silicon modules
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4.4 Results
4.4.1 Initial Values
Once the capacity of the small silicon module is known, an initial capacity, and hence
efficiency, can be defined for each OPV module. The initial capacity of each of the individual
OPV modules was evaluated using both the data from the silicon reference module and the
satellite derived insolation data.
Firstly, initial capacities were estimated by comparison of the module output with
that of the small silicon module. These values were determined from the output of the
OPV modules when the small silicon module was producing within 1% of its rated capacity,
averaged over the first 5 days when the silicon module reached its rated capacity. The
required level of insolation for this did not occur until 8 days after the modules were installed.
This results in the initial time for assessing degradation from (Ts, as defined in Section
4.2.3), being 2 weeks after modules were first installed (i.e. the middle of the 5 days that
the capacity was determined over). This is in line with the aim of this study which is to
consider the practical lifetime of the modules, therefore ignoring any initial “burn-in” or
rapid dirtying of the modules which would require too frequent cleaning to be practical.
The resulting initial OPV capacities were subsequently verified using the satellite
insolation data. This followed the same procedure, measuring OPV output at the time
when the satellite data reached within 1% of 1000 W/m2. The resulting capacities are
shown in Figure 4.12, alongside the module efficiency to which this equates, and were used
to normalise the data to give the output per initial Wp for the OPV modules.
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Figure 4.12 – Initial capacity and efficiency of the OPV modules over the total module area
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4.4.2 Decay in Module Energy Output
Figure 4.13 shows the evolution of the daily energy production, normalised to the initial
capacity for each module (through normalising the power series of the energy integral by the
initial power capacity) and as a ratio of the small silicon energy production, for all the OPV
modules at the two sites in Kagano over the course of 9 months. The daily yield was found
from the integral, over each 24 hour period, of the MPPT data. This shows a Ts80, time
to degrade by 20% from Ts, defined as 2 weeks after installation in Rwanda, of 1700-3000
hours.
Along with the range in Ts80, Figure 4.13 also shows a variety of decay paths. 4 of
the 14 modules showed complete failure within the 9 months of the trial, however, the time
to failure varies considerably. During the return trip in May 2015, the cable connecting
to Kag1G was found to be broken, perhaps explaining the sudden drop in this module’s
performance, and suggesting that in fact only 3 out of the 14 modules actually failed.
For all other modules, with the exception of Kag2C, the modules exhibit a plateau
in the degradation path, where degradation appears to slow after degrading by 30-70%.
This occurs at approximately 4500 hours at Kagano 1 site, and at 3250 hours at Kagano 2.
This difference in the timing and level of degradation of the plateau at the different sites
may be the result of increased soiling at Kagano 1, as discussed below.
The modules were cleaned at the start of May 2015. This can be clearly seen in
Figure 4.13 in the sudden jump in values seen in early May at the Kagano 1 site. Modules
at the Kagano 1 site were much dirtier than those at the Kagano 2 site, discussed in more
detail below. Modules at the Kagano 2 site show little change in performance after cleaning
suggesting that normal levels of dirt have limited impact on the performance.
Decay in Individual Module Parameters
Degradation in the Isc, Voc and FF can be found from analysis of the change in the I-V
curve, as illustrated in Figure 4.14 which shows the I-V curves which gave the highest power
output on one sunny day at the start and towards the end of the trial.
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Figure 4.13 – Ratio of normalised daily energy of OPV modules to small silicon module over the
course of 9 months at the two sites in Kagano
7th September 2014
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Figure 4.14 – IV curves at start and towards the end of trial period at the Kagano 2 site
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Figures 4.15 and 4.16 show the degradation in the individual parameters of the
OPV modules at the two Kagano sites. These values were taken from IV curves measured
at times of the day when insolation was within 1% of 1000 W/m2, as determined by the
satellite data. The current density and voltage at the maximum power point, Jmax and
Vmax, of the IV curves can be used to determine a module efficiency (PCE), as shown in
Equation 4.1.
PCE = JmaxVmax1000 W/m2 (4.1)
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Figure 4.15 – Change in the normalised (a) Isc, (b) Voc, (c) FF and (d) PCE over the course of
the 9 month trial at the Kagano 1 site
Analysis of the IV curves were based on calculations completed only for days when
insolation reaches 1000 W/m2. These graphs therefore also give a good indication of the
timing of the rainy season (as during cloudy days there are no data points). Within the 7
modules at the Kagano 1 site, the decay paths show that the principal degradation occurs
in the Isc with little or no degradation in the Voc or FF . However, at Kagano 2, modules
which show very rapid decay (Kag2B, Kag2C, Kag2E and Kag2G), see a decay in both the
Isc and Voc.
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Figure 4.16 – Change in the normalised (a) Isc, (b) Voc, (c) FF and (d) PCE over the course of
the 9 month trial at the Kagano 2 site
Visual Inspection
Further insights into the degradation mechanism of the OPV modules can be found from
visual inspection of the degraded modules. This was conducted in-situ when the sites were
revisited 8 months into the trial, in May 2015, as well as with the modules which were
brought back from the sites. During the visit I noted that the modules at the Kagano 1 site
were considerably more soiled than at any other site (see Figure 4.17). This was suspected
to be the result of a fire that was regularly lit just below the roof where these modules were
mounted, leading to large amounts of soot on the modules, which occurred to increasing
degrees the closer the modules lay to the edge of the roof.
Figures 4.18 and 4.19 show backlit photographs of the modules returned to the
UK. These show areas of degradation of the module indicated by areas where there is no
longer polymer, the polymer has been bleached, and areas of delamination, examples of
which are indicated in the figures. Appendix G shows photographs of modules taken in-situ
for the two sites in Kagano, along with backlit photgraphs of control modules kept in light
and dark conditions in London throughout the trial.
Inspection of the sites also showed that the cable connected to module Kag1G was
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broken, suggesting that the rapid decay in module Kag1G (see Figures 4.13 and 4.15) could
be a result of failure of the cable, rather than of the module itself. This hypothesis is further
corroborated by the backlit photograph of module Kag1G shown in Figure 4.18 which shows
the relatively good condition of the module.
Figure 4.17 – Indicative level of soiling on OPV modules installed at the Kagano 1 site, showing a
module which has been half cleaned. Photo courtesy of Philip Sandwell
Figure 4.18 – Backlit photographs of OPV modules after being installed in Kagano 1 site for 8
months. Red arrow indicates an example of bleaching of the polymer
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Figure 4.19 – Backlit photographs of OPV modules after being installed in Kagano 2 site for 8
months. Red arrow indicates an example of delamination of the module
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4.5 Discussion
4.5.1 OPV Lifetime Under Harsh Environmental Conditions
The modules used in the present study had been specifically designed to reduce common
causes of degradation, although the harsh conditions of installation in rural Rwanda may
counteract these improvements. Improved edge sealing was designed to reduce ingress of
atmospheric reactants at the edges of the module, whilst epoxy was coated over the snap
fasteners to prevent these from providing a path for moisture and oxygen ingress, which has
been shown to be the other main path for atmospheric reactants.83 However, installation
of the large modules in rural Rwanda necessitated rough handling of the modules, which
has been shown to accelerate degradation.83,329 The high temperatures and irradiation may
increase the work function and conductivity of PEDOT:PSS, increasing the Voc over time,
as observed by Angmo et al. 83 . However, these same conditions, along with higher levels of
UV incident on the modules in Rwanda, could also accelerate photo-oxidation of the active
layer.
Analysis of the integrated energy production (Figure 4.13) approximately agrees
with the degradation in the PCE as determined from the IV curves (Figures 4.15 and 4.16).
The time for the modules to degrade by 20% from the time when initial capacity is first
determined (which occurred 2 weeks after first being installed), Ts80, is shown in Figure
4.20.
Figure 4.20 shows that the modules exhibit a lifetime (Ts80) of approximately 2 to
412 months. In the longer term there is a much higher range in the level of degradation. At
the Kagano 2 site, where modules were much more roughly handled due to the difficulty of
accessing the installation points on the roof (see Section 4.3.2), 4 of the 7 modules see rapid
and severe degradation after between 3 and 7 months.
If cleaning of the modules is taken into account, by shifting the decay curve up so
that it ends at the value seen just after cleaning, lifetimes at Kagano 1 site are considerably
improved, although no change is seen at the Kagano 2 site. This suggests that the Ts80
lifetime of modules at the Kagano 1 site is almost 5 months, and a time to 50% degradation,
Ts50, in excess of 8 months. However, as can be seen in Figure 4.15, the modules rapidly
decay after cleaning, suggesting that the dirtying happens very rapidly. Since the starting
point for measuring the module degradation, Ts, is 2 weeks after they were first installed,
the initial values were likely based on modules which were already significantly soiled, and
therefore this attempt to account for the build-up of dirt on the modules will certainly result
in a significant overestimate of the lifetime.
Ts80 lifetimes provide an indication of the lifetime from a practical viewpoint, as
being the useful lifetime for a consumer using OPV. This takes as the starting point, a
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Figure 4.20 – Lifetime of OPV modules determined from the time to degrade by 20% from a time,
Ts, 2 weeks after first being installed in Kagano
value of the power output after the modules have been in place for two weeks, which was
necessitated by the experimental set-up but also accounts for any “burn-in” or rapid dirtying
of the modules. This means that these lifetimes could safely be assumed to be 2 weeks longer
than the values given here, hence suggesting a practical lifetime for the technology of 212 to
5 months.
4.5.2 Mechanisms of OPV Module Failure
Analysis of the data and photographs of the OPV modules give some insights into the
degradation mechanisms of the OPV modules. Most notably it can be seen that large areas
of delamination of modules does not result in catastrophic failure of the whole module as
would be expected.
Looking at module Kag1B, Figure 4.18 shows large areas of delamination, seem-
ingly covering almost complete cells (centre top of module). However, Figure 4.15 shows
that this results in little additional degradation when compared with other modules which
show no delamination, such as Kag1E, with only a very slight fall in the Voc. This suggests
that despite severe delamination, there is still a small area of the cell remaining functional,
and therefore able to contribute to the voltage of the module and not creating a disconnect,
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which would result in catastrophic module failure. This also suggests that, despite cells
being connected in series, the module current is not limited by the poorest performing cell,
as seen in mature technologies, a fact which has been previously observed when shadowing
cells in an OPV module.342 Kag1B also shows a smaller reduction in the Isc than Kag1B,
suggesting that delamination is not the principal mechanism for reduction in the Isc, and
other mechanisms which are not visible in the photographs of Figure 4.18, are the main
cause of decay in the Isc.
Looking at module Kag2B also shows an interesting result of delamination. Here,
the Voc shows a sharp decline after 212 months. Figure G.2 in Appendix G shows that
delamination was extensive after 512 months (when photos of the modules were taken),
which seems to have contributed to the continuing decline in Voc but does not result in
complete failure of the module, which continues to generate power up to 612 months. This
suggests cells are being heavily degraded by the delamination, resulting in their operation
in reverse bias or acting as resistors (both of which would act to reduce the Voc of the
module), however, notably not creating a break in the connectivity through the serially
connected cells. This is an unexpected result, since it would be expected that the ingress of
water that delamination allows, would rapidly degrade the hydrophilic PEDOT:PSS across
the whole cell, aiding delamination of the PEDOT:PSS and active layer, and creating a
disconnection which would cause catastrophic failure. However, this is not what is observed.
This is a promising result, suggesting that the modules are fairly robust against significant
delamination.
This trial shows that delamination is a significant cause of degradation of the mod-
ule. Delamination could be reduced by using better adhesive materials for the encapsulation,
or adding additional encapsulation to the edges of the device where degradation seems to
begin in all the module tested. The care taken when handling the modules also seems
to impact the level of delamination, as has previously been observed.329 This experiment
was not designed to assess this and so no controlled, side-by-side comparison was made of
roughly, vs. carefully handled modules. However, as noted in Table 4.2, modules at the
Kagano 2 were more roughly handled and these show much higher levels of delamination
(see Figure 4.19 and Figure G.7 in Appendix G). However, this difference could be due to a
number of other factors which differed between the two sites; for example, the modules at
Kagano 1 were much dirtier and so received less irradiation which may be a cause greater
delamination. This trial provides strong evidence that careful handling may be important
for preventing catastrophic failure of modules, but more experimentation is needed to reach
more robust conclusions.
The results also show that there is significant degradation occurring even when
delamination of the module is not visible. This suggests that either UV and/or high tem-
peratures are causing significant levels of degradation, and/or atmospheric reactants are
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entering the module without causing visible signs of failure in the encapsulation.
4.5.3 Practical Considerations
The use of OPV modules in a rural Sub-Saharan environment has a number of practical
considerations. Firstly, as discussed above, this trial suggests that the current generation
OPV modules require careful handling which poses a major challenge for transport and in-
stallation. Road conditions are often poor in off-grid communities, requiring a higher degree
of protective packaging, increasing the size and hence transport costs. The low efficiency
of OPV modules necessitates considerably more roof space than mature PV technologies,
however, it was found that roof sizes of typical homes in rural Rwanda were more than
sufficient for even the largest requirements of a solar home system.
Effective installation of OPV modules was found to be achievable using VELCRO®
and duct tape on galvanised steel roofs. Such a mounting structure was found to be suf-
ficiently durable to last the full 9 months of the field trial without any issues. The time
taken to install the OPV modules using this technique was, however, extremely long, taking
upwards of two hours for the seven modules (totalling around 4 Wp) installed at each site.
This could be greatly reduced by creating larger modules, which would reduce the amount
of time required to make the connections with the cables and time preparing the adhesives
(VELCRO® and duct tape) for mounting. However, larger modules could potentially make
careful handling more difficult, which may lead to greater degradation (as discussed above).
In addition, the current roll-to-roll processing route using the Infinity concept would lead
to higher voltage modules if they were made larger, which would have safety implications,
and so a new module layout would be required to avoid dangerous voltage levels.
The results of this trial suggests that the current generation of OPV modules re-
quire careful handling which may not be compatible with the installation conditions found
in many locations in Sub-Saharan Africa. In many cases, roof conditions make installation
extremely difficult. Moreover, the capacity of photovoltaic systems for which OPV would
be suitable, would necessarily be reasonably small due to the low efficiency of the technol-
ogy. The result of this is that systems would likely be installed by the householder rather
than a trained technician, making ensuring careful handling of modules even more difficult.
This leads to a design goal for the technology of a technology which is more mechanically
robust, something which could perhaps be achieved through the use of more rigid encapsu-
lation. The proposed advantage of OPV being flexible may, in this application, instead be
a disadvantage for the technology.
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4.6 Conclusion
This study builds on previous assessments of the performance and degradation of OPV
technology, by presenting the first assessment of detailed monitoring of OPV degradation
within the context of a rural African application. Two principal results are provided by
this study. Firstly, the field trial suggests that careful handling of OPV modules may be
key to ensuring a reliable module lifetime by reducing severe levels of delamination leading
to catastrophic failure. This suggests that if modules are carefully installed, there is no
catastrophic failure of their performance, suggesting that the technology is robust in these
harsh conditions. This is evidenced in the differing results between the two sites at Kagano,
one of which (Kagano 2) required much less careful handling handling due to the difficulty
of accessing this roof, although other differences between the two sites, such as differing
levels of soiling, mean that further experimentation is needed to draw robust conclusions.
This may make off-grid applications extremely difficult for OPV, particularly as the scale
of systems that OPV could be used for are mostly self installed currently.
This field trial also demonstrates a practical lifetime for OPV technology for off-
grid electricity access in Sub-Saharan Africa. This suggests that the current generation of
OPV modules degrade by 20% of their initial capacity, after between 212 to 5 months. This
lifetime was seen to be achieved by all modules in the trial, regardless of whether or not
they were carefully handled, since more rapid degradation was only seen after all modules
had degraded by 20% at a similar rate.
Part II- Economic and Environmental Analysis
In Part I, the practicalities of using OPV in a typical off-grid location were analysed, along
with analysis of the lifetime which the current generation of OPV modules can achieve in
harsh conditions found in many off-grid communities in Sub-Saharan Africa. The second
half of this chapter broadens the scope of this assessment by looking at the economics
and GHG emissions associated with off-grid PV systems using mature PV technology, and
how OPV technology may change these. Part II presents an economic and environmental
analysis of three different distribution models for providing off-grid electricity access, to
assess the potential for GHG mitigation from this application with and without the use of
OPV technology.
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4.7 GHG Mitigation from Off-grid PV Systems
The prospects of using PV for GHG mitigation whilst at the same time providing modern
energy access, has been a little studied area to date. Although the benefits of PV as a
renewable energy source are often touted as an added benefit of providing modern energy
access using the technology, rigorous study of the potential for GHG mitigation within such
an application has received far less attention. As discussed in Section 4.1, providing access
to modern energy services can provide significant GHG emission reductions. However, when
considering potential emission reductions due to replacing an energy source, it is vital to
consider the emissions associated with the alternative system of energy provision. This
requires a detailed life cycle analysis to be conducted in order to calculate both the avoided
emissions associated with implementing an alternative energy source, and the emissions
associated with introducing this alternative.
A number of studies have looked at environmental impacts of solar lighting used
in place of kerosene, using either solar home systems (SHS) or solar lanterns. However,
the majority of these have neglected to include the emissions from the manufacture and
distribution of the solar lighting product. Table 4.3 shows the carbon savings and emissions
from supplying a single household with a solar lighting product in place of kerosene lighting,
according to a selection of studies. These results demonstrate the potential for carbon
mitigation using solar lighting and show that emissions from manufacturing a solar lighting
product are non-negligible. Sections 4.8 and 4.9 build on this literature by analysing an
alternative distribution model for solar powered off-grid lighting (Section 4.8) and assessing
the impact that a switch to OPV would have on GHG mitigation from this application.
The economics of off-grid PV systems can also provide insights into the potential
for GHG mitigation, as this will impact the level of take-up. The economics of off-grid PV
applications have been well studied and it has been shown that today, there is a strong
commercial case for PV in off-grid applications.352–354 However, it has also been shown that
the high capital cost of PV systems provides a barrier to greater uptake.354 The low capital
costs of OPV technology (see Chapter 2) could mean that the use of OPV would accelerate
the take-up of PV technology amongst those who have no access to modern energy services.
Through analysis of the cost breakdown of PV systems under different distribution scenarios,
sections 4.8 and 4.9 show the impact of switching to OPV technology.
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Table 4.3 – Annual avoided emissions from supplying one household with solar powered
lighting to displace kerosene, and the emissions from manufacturing and providing the solar
lighting product
Source
Solar
Lighting
Product
GHG Emissions
Avoided Annually
(kgCO2eq/year)
Total GHG
Emissions
(kgCO2eq)
Wang et al. 345 40-50 Wp SHS
1
with CFL2 76 Not considered
Ybema et al. 346 12-60 Wp SHSwith CFL 79 - 448 Not considered
Alsema 347 24-49 Wp SHSwith CFL 510 312 - 833
Kumar and Kandpal 348 10 Wp SolarLantern (CFL) 115 - 236 108
Posorski et al. 349 15 Wp SHSwith CFL 296 160
Posorski et al. 349 50 Wp SHSwith CFL 477 650
Mills and Jacobson 350 Not fullydescribed 64 - 103 Not considered
Alstone et al. 351 Solar desk lamp(<1Wp with LED)
503 2.14
Alstone et al. 351 Pico SHSwith LED 425
5 394
1 Solar Home System
2 Compact Fluorescent Lamp
3 Assumes replacing a single wick lamp
4 Calculated from primary energy value assuming all energy is electrical, 35% grid efficiency,
and 800 gCO2eq/kWh - approximately equivalent to manufacture in China
5 Assumes displacing two hurricane lamps
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4.8 Battery Charging Kiosks
Solar powered battery charging kiosks utilise a central PV system which acts as a charging
station for communities. Customers pay a deposit for a small battery box (a battery and
associated electronics) which can be used for lighting, and other applications, in their home
or workplace, and pay a small fee to recharge the battery box at the kiosk.
This distribution model was first developed in the west Bengali region of India
in the early 1990s355 and has since been trialled extensively in India and south east Asia,
with well over 1.5 MWp installed in Thailand, Vietnam and Laos PDR.356,357 However, to
date there has been limited experience of this model in other regions.358,359 The model is
represented diagrammatically in Figure 4.21.
Figure 4.21 – Diagrammatic representation of the distribution model of the solar-powered battery
charging kiosk concept. Image courtesy of e.quinox
A solar charging kiosk was established by e.quinox (a charity based at Imperial
College London) in September 2010, and is analysed in this study. The kiosk is located
at the village of Batima in the Bugesera district of Rwanda, which is situated close to the
southern border with Burundi. This is a particularly favourable area for PV with an average
annual insolation of 1920 kWh/m2.311
4.8.1 System Description
The kiosk at Batima is designed to be able to support 130 battery boxes in constant use,
and thus to supply 130 local households, although currently only 84 batteries are available
at the kiosk. The PV system at the kiosk consists of two subsystems, which builds in
redundancy in order to ensure reliability of the system. A photograph of the electronics for
one of these subsystems is shown in Figure 4.22. Each subsystem consists of: five 65 Wp
polycrystalline silicon PV modules, connected in parallel; a charge controller; a distribution
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box; a generation meter; fuses and circuit breakers; a 200 Ah, 12 V deep-cycle lead-acid
battery; and a 750 W inverter. The AC output from this system is then used to charge the
battery boxes via a multi-plug and standard AC charge controller. The kiosk also contains
3 compact fluorescent lights (CFL) to aid its operation.
The modules are mounted on top of a small building inside which the associated
electronics are housed and the battery boxes can be charged. The mounting structure
consists of steel bars which were sourced locally. A lightning and earthing rod were also
installed to ensure protection of the system against lighting. All components in the kiosk
are expected to last for 10 years except the inverters, batteries and CFL lights which have
an estimated lifetime of 5 years.
The battery boxes supplied by e.quinox to the customers of the kiosk have a 5 Ah
capacity, a single 12 V output for use with the supplied 2 W LED light, as well as a 240 V
AC output for use with other, non-lighting applications. A low charge power cut off is
included to ensure longevity of the battery life by preventing over discharge, and a 70 W
inverter enables the box to supply an AC output. These battery boxes are expected to be
replaced three times during the life of the kiosk (considerably shorter than the large, kiosk
batteries), however, the LED light supplied with the battery boxes is assumed to last for
the full lifetime of the kiosk.
4.8.2 Usage Patterns
The usage patterns of customers of the kiosk were investigated through analysis of the fi-
nancial records held by the kiosk. These show the frequency with which each customer
recharged their battery, and shows that the average period between recharges is approxi-
mately 16 days, but varies widely between customers. These records also show that 20% of
the customers who paid a deposit for a battery box did not return to recharge the battery,
and it is therefore assumed that these batteries are not in use.
In addition, a survey has been carried out of the kiosk customers in order to
determine the use patterns and applications for which the battery boxes are used. From
this survey, it was found that the battery boxes were used for lighting and, in some cases,
for charging mobile phones (which was done via the AC output). In the cases where the
battery box was used for phone charging, this was done once or twice a week, with the rest
of the power being used for lighting.
4.8.3 Life Cycle Analysis
A life cycle analysis was conducted of the solar charging kiosk described above to calculate
the greenhouse gas emissions of the system. All GHG emissions assessed were converted
into carbon dioxide equivalent considering a 100 year time horizon, according to Table 1.1.
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Figure 4.22 – A photograph of the electronics of one of the two subsystems in the kiosk
The scope of this study is shown in Figure 4.23 and encompasses all material inputs in
constructing the kiosk including all transportation of imported materials to the site and
emissions from manufacturing the components, as well as emissions avoided by the use of
the kiosk.
A detailed material inventory for the kiosk, along with data from the literature as
well as the ecoinvent database70 was used to determine the GHG footprint of the kiosk as
well as emissions avoided by the presence of the kiosk. The following sections outline the
major elements of the system.
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Figure 4.23 – Scope of the life cycle analysis of the battery charging kiosk
Photovoltaic modules
The kiosk uses ten 65 Wp polycrystalline silicon modules which are manufactured in China.
The GHG emissions from manufacturing the modules was calculated based on Reich et al. 360
as well as analysing the life cycle inventory which this study was based on,361 and assuming
all electricity usage to have an emissions factor of 900 gCO2eq/kWh which is the average
emissions factor for electricity in the Chinese grid.362 This results in GHG emissions from
manufacturing each module of 168 kgCO2eq.
Kiosk Balance of Systems
The emissions from the balance of systems of the kiosk can be largely divided into two
groups: basic materials such as copper wire and the mounting structure; and associated
electronics.
The mounting structure consists of 129 kg of steel rods, whilst the lighting and
earthing rods consist of copper plated steel. The steel was assumed to be 27.3% from
recycled material, which is the world average recycled content for steel,363 and emissions
from manufacturing the steel were taken from the Inventory of Carbon and Energy (ICE)
from the University of Bath.297 Emissions from the production of copper wiring and the
plating of the lighting and earthing rods was taken from the ecoinvent database.70 Emissions
from the production of plastic tubing used in protecting the wires was taken from the ICE
database.297
The major components in the associated electronics are the inverter, and the bat-
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tery. Emissions from the production of the battery were based on the capacity of the battery,
assuming 66 gCO2eq/Wh which was calculated based on data from Sullivan 364 . The emis-
sions from the inverter were based on data provided for a 500 W inverter in the ecoinvent
database70 and scaled up to the size of the inverters used in the kiosk. The emissions from
the charge controllers were based on Posorski et al. 349 , the multiplug on data in ecoinvent70
and the CFL lights on data from the manufacturer OSRAM.365
Battery Boxes
The emissions from the manufacture of battery boxes themselves were assumed to be negli-
gible and so only the emissions from manufacture of the component parts were considered.
The lead acid battery and inverter were based on the same data as for similar components
in the kiosk. The printed circuit board and other electronic components weigh approxi-
mately 50 g and were assumed to have similar emissions by weight to a charge controller,
emissions for which have been published by Posorski et al. 349 . The plastic casing weighs
approximately 100 g and the associated emissions were taken from the ICE database.297
Emissions from the LED light, which is supplied with the battery box, were based on data
from OSRAM365 and the light holder on Posorski et al. 349 .
Transport
The mounting structure and lighting protection were locally sourced and thus transport
for these materials was ignored. All the electrical components, with the exception of some
wiring, were imported from China and the emissions from this transport were accounted for.
The combined weight of all these components, including the battery boxes, kiosk inverters
and batteries, the PV modules, and including all the expected replacement components,
is 696 kg. These were assumed to be transported by ship for 11,727 km and by road for
1200 km (from the coast in Tanzania to Rwanda). The emissions for these two modes of
transport were 7.41 gCO2eq per tonnekm and 165 gCO2eq per tonnekm, respectively.349
Avoided Emissions
The principal source of lighting for the community in which the solar kiosk is situated, as
well as for much of the developing world, is kerosene lanterns, and this is the main source
of GHG emissions displaced by the use of the solar charging kiosk. Additionally, battery
boxes are used to charge mobile phones, this replaces the need to take phones to the nearest
electrified town to be charged from grid supplied electricity. The power generated by the
kiosk PV system is also used to power lighting within the kiosk. However, since this lighting
application would not exist without the kiosk, no avoided emissions were accounted for due
to power use within the kiosk itself.
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In order to calculate the GHG emission reductions from the use of the battery
boxes, the frequency of recharges for each customer was taken from the records held by
the kiosk. This provided a value for the total amount of energy from the kiosk PV system
which is utilised by the kiosk customers. Two scenarios were then considered. Scenario 1
consider the case where a proportion of this energy was used to charge mobile phones with
rest being assumed to provide lighting, and thus displacing kerosene. The amount of GHG
emissions associated with each of these activities in scenario 1 is shown in Table 4.4.
The total number of hours for which all the battery boxes were used to charge
phones was calculated assuming that all battery boxes which are in use (80% of the total
number of boxes) charge one phone for one hour per week. The energy remaining in the
battery boxes was assumed to be used only for lighting, and was calculated according to
Equation 4.2, where Nre is the number of battery recharges at the kiosk in a given time
period; Cbatt is the capacity (in Wh) of an individual battery box; Lbatt is the percentage
to which the battery can discharge (set at 20% by the over-discharge protection circuit);
Pph is the power used for mobile phone charging (in W); Tph is the total time used for
phone charging in the given time period (in hrs); ηAC is the efficiency with which AC power
is outputted by the battery box (assumed to be 70%); ηDC is the efficiency with which
DC power is outputted by the battery box (assumed to be 80%); and Plight is the power
consumption of one LED light (in W).
Hours of lighting =
(
NreCbatt(1− Lbatt)− PphTph
ηAC
)/
Plight
ηDC
(4.2)
Degradation of the batteries in the battery box was accounted for through assuming
a lower efficiency of the AC and DC outputs of the battery box, which were taken to be
70% and 80% respectively.
Table 4.4 – GHG emissions per hour for activities in the first counter-factual scenario
Activity Assumptions GHG emissions(gCO2eq/hr)
Kerosene
Lighting
Emissions factor of kerosene:
602400 gCO2eq/l
350
Fuel use of kerosene lantern:
0.025 l/hr350
Mobile Phone
Charging
Emissions factor of grid supply:
1.7335 gCO2eq/kWh
366
Power consumption of phone
charger: 5 W
A second counter-factual scenario was also considered which assumed energy was
provided to households from the central Rwandan grid. Scenario 2 takes the amount of
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energy used by the boxes as before, and uses the emissions factor of the Rwandan grid,
335 gCO2eq/kWh366, to calculate the avoided emissions.
4.8.4 Economic Analysis
The life cycle inventory collected for the LCA of the kiosk can also be used to determine
a cost for establishing the kiosk. I conducted a life cycle cost for the kiosk in order to
determine the potential for cost reductions through the use of OPV technology. In this
analysis, a full life cycle cost is considered over the 10 year lifetime of the kiosk since an
investor in a kiosk would likely focus on the levelised cost rather than just the capital costs
of constructing such a system. Data for costs were supplied by the organisation, e.quinox,
along with quotes from suppliers I identified in Rwanda. Future costs were discounted
assuming a 7% discount rate.
4.8.5 Results
Environmental analysis
This analysis uses real data from an existing solar charging kiosk in the Bugesera district of
Rwanda. The emissions from establishing and operating the kiosk over its 10 year lifetime
are shown in Figure 4.24. The total project emissions from establishing the kiosk facility
are 5,900 kgCO2eq, approximately half of which is due to the battery boxes supplied to
customers of the kiosk. The avoided emissions from the use of battery boxes from the
solar charging kiosk were calculated using the above two counter-factual scenarios. The
amount of energy provided to the customers from the PV system, through the individual
battery boxes, was calculated from the financial records held by the kiosk and found to be
94.3 kWh annually. This resulted in an annual GHG emissions saving from the kiosk of
1,680 kgCO2eq when considering scenario 1, as the counter-factual, but only 32 kgCO2eq
annually when considering scenario 2 where the counter-factual is the Rwandan grid.
Figure 4.25 shows the GHG emissions from establishing the kiosk in comparison
with the avoided emissions in a single year for scenario 1, and for the full 10 year lifetime
of the kiosk for scenario 2. This shows that the GHG payback time for the kiosk is equal to
3.5 years when it’s displacing kerosene, which is well below the expected lifetime of the sys-
tem of 10 years. By considering the avoided GHG emissions over the total expected lifetime
of the kiosk, the emissions associated with establishing the kiosk are 35% of the avoided
emissions from kerosene lighting. However, looking at scenario 2, where the Rwandan grid
provides the counter-factual, the GHG payback time is 187 years, well over the lifetime of
the kiosk.
A functional unit of “provision of a single light to one household” was considered
Section 4.8
Battery Charging Kiosks 177
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
G
H
G
 E
m
is
si
on
s 
(T
on
ne
sC
O
2e
q)
 
Battery Boxes 
Kiosk 
Figure 4.24 – Project emissions from various components associated with establishing a Solar
Charging Kiosk
and these results are summarised in Table 4.5. These results can be approximately compared
with the results in the literature for SHS and solar lanterns, as shown in Table 4.3, and
further analysed in Section 4.9. However, since values provided in the literature describe a
range of service provision, these figures are not directly comparable. As a guide, the solar
lantern analysed in the next section can supply a similar level of service to a single battery
box from the solar charging kiosk (i.e. a single light source and phone charging).
Table 4.5 – Annual avoided emissions from supplying one household with the services of a solar
charging kiosk, and the emissions from supplying this service for 10 years
System
GHG emissions avoided annually
(kgCO2eq/year) Total GHG emissions(kgCO2eq)Scenario 1:
Kerosene lighting
Scenario 2:
Rwandan grid
Current kiosk 25.6 0.48 89.5
Optimised kiosk 25.6 0.48 45.5
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Figure 4.25 – GHG emissions from establishing the current kiosk and maintaining its operation for
10 years, as compared with annual avoided emissions from the use of the kiosk service displacing a
kerosene lighting or Rwandan grid counter-factual
Optimising the kiosk
In order to assess how well the kiosk is optimised, a simulation of the output of the system
was completed using the PVsyst software package.367 This showed that expected annual
output from the PV system is approximately 787 kWh, taking into account system losses
from; module temperature, soiling, the angle of the modules and conversion losses, which
were estimated by PVsyst to be 36%. The estimated power production is substantially
higher than the power used through the customer battery boxes (which was calculated from
the kiosk recharge records to be 94.3 kWh). This can be partially accounted for due to the
energy consumption of the operation of the kiosk itself as well as losses in the system which
were not accounted for in the PVsyst model. However, the principle reason for the poor
utilisation of the PV system output is due to over-sizing of the kiosk. Two factors result in
over-sizing of the kiosk. Firstly, the number of battery boxes that the kiosk was designed
for are not available at the kiosk. Secondly, and most importantly, the kiosk is over-sized
in order to ensure an efficient service can be supplied to customers, such that it is possible
to service a surge of customers coming to the kiosk in one day.
If more battery boxes were made available at the kiosk (and the demand existed for
these) then more of the power produced by the PV system could be utilised and subsequently
the amount of GHG emissions mitigated by the kiosk would be increased. This would be
possible if management of the battery charging could be better controlled, either though
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controlling timing of when customers come to the kiosk, or through customers swapping
batteries from a surplus kept at the kiosk
In addition, our calculations also show that a battery box supplies an average of 35
hours of lighting to a household per month. This equates to the avoided use of approximately
0.9 litres of kerosene per month which is considerably lower than published estimates of
kerosene consumption, which range from 3 to 30 litres per month per household.368 This
suggests that the battery boxes are not being used to supply all the lighting needs of
the customers and, therefore, presents an opportunity for improvement of this distribution
model. This limited utilisation of the battery boxes for lighting may be partially due to the
fact that battery boxes are only supplied with a single LED light.
If the amount of power used by the customers (via the use of the battery boxes)
could be increased, from the currently observed level of 12% of predicted power produced by
the PV system, to a figure of 50%, then the avoided GHG emissions from the same system
would be greatly increased. This optimised level of usage of the predicted power produced
by PV system allows for: power consumption for running the kiosk; losses not accounted
for in the PVsyst model; a limited period of system autonomy; and a degree of flexibility in
being able to serve a surge of customers in one day. The comparison of the carbon emissions
from establishing the kiosk, with the avoided emissions resulting from this optimised case, is
shown in Figure 4.26. It has been assumed that each individual battery box maintains the
same usage pattern (thus still not supplying all lighting needs) but the number of customers
of the kiosk is increased.
In order to enable 50% of power produced by the PV system (as calculated in the
PVsyst model) to be used by the customers, an extra 192 battery boxes would be needed at
the kiosk (not including replacements), in addition to the 18 original battery boxes which
are not currently being used. The GHG emissions avoided annually from this optimised
system were found to be 7000 kgCO2eq, for scenario 1 where kerosene is being displaced, and
1300 kgCO2eq for scenario 2, where the Rwandan grid is being displaced. The additional
GHG emissions from manufacturing and transporting the additional batteries and their
replacements over 10 years, equal 6,700 kgCO2eq. This results in a GHG payback time
of 1.8 years, when displacing kerosene, a significant reduction compared to the previously
calculated 3.5 years. However, compared with the Rwandan grid, the GHG payback time
is 95 years, still far in excess of the lifetime of the kiosk.
The GHG emissions and savings from supplying the optimised solar charging ser-
vice using a functional unit of one household (i.e. one battery box) are shown in Table 4.5.
This shows a considerable improvement on the existing situation of the kiosk and shows the
potential to provide much greater GHG emissions mitigation than is currently observed.
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Figure 4.26 – GHG emissions from establishing the optimised kiosk and maintaining its operation
for 10 years, as compared with annual avoided emissions from the use of the kiosk service displacing
a kerosene lighting or Rwandan grid counter-factual
Impact of OPV on the GHG Emissions
The above analysis shows that the PV modules contribute 28% of the total emissions from
establishing and maintaining the current kiosk, and 13% of the optimised kiosk. To de-
termine the potential impact of using OPV modules, the kiosk was analysed with OPV
replacing the silicon PV modules, assuming a five year module lifetime and emissions as-
sociated with their production of 32 gCO2eq per Wp, just over 1% of the emissions from
manufacturing a silicon PV module (as discussed in Chapter 2). Through replacement of
the silicon modules with OPV, the GHG payback time can be reduced from 3.5 to 2.5 years
for the current kiosk, and from 1.8 to 1.6 years for the optimised kiosk, when they are
displacing kerosene, although has minimal impact on improving the environmental impact
of the kiosk when compared with the Rwandan grid.
Economic Analysis
The breakdown of costs of establishing and maintaining a kiosk over it’s 10 year lifetime are
shown in Figure 4.27 alongside costs for the optimised kiosk described above. This clearly
shows the dominance of the battery boxes in the cost of the system. From this analysis it
can be seen that the PV modules represent between 7% and 15% of the cost of the system.
This analysis includes a cost of the silicon PV modules of 1.62 $/Wp. If these were replaced
with OPV modules with a capital cost 60% lower than silicon (based on the analysis shown
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in Chapter 2), and assuming a five year lifetime, the cost of the kiosk over it’s 10 year
lifetime would be reduced by up to 5% from the use of OPV.
Figure 4.27 – Costs of establishing and maintaining a solar powered battery charging kiosk
4.8.6 Conclusion
This study analysed the impact on GHG emissions from establishing a solar charging kiosk
in rural Rwanda, as well as the economic cost of such a system. The kiosk analysed mitigates
26 kgCO2eq per year for each household served, however, to do so for ten years, requires
90 kgCO2eq to be emitted. If the system was optimised to make better use of the power
produced by the PV system, the emissions required to supply the service to one household
over ten years could be reduced to 46 kgCO2eq. The use of OPV technology could reduce the
GHG emissions from supplying a battery charging service through a solar powered kiosk by
28% for the current kiosk and 13% for the optimised kiosk. This would allow a kiosk could
provide 15% greater GHG emission reductions per household for the current kiosk, although
only 3% greater reductions for the optimised kiosk. When considering the counter-factual
of the Rwandan grid instead of kerosene lighting, the kiosk is in all cases at least 10 times
more carbon intensive in supplying lighting services to households.
Looking at the economics of a solar powered battery charging kiosk, it can be seen
that the use of OPV technology can reduce the total life cycle costs of the kiosk by up to
5%.
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4.9 Solar Home Systems
A common system design for providing off-grid access to modern energy services is through
solar home systems (SHS) and solar lanterns. These systems consist of a solar module, a
battery and associated electronics and provide enough capacity to power a single home with
applications from a single task light to TV’s and refrigerators. Examples of two such systems
available in East Africa are shown in Figure 4.28. SHS are the most basic distribution model
for providing modern energy access in off-grid areas and have been widely used since the
first use of PV in Africa (see Section 4.1). In this section I consider the environmental
impact and economic cost of supplying an off-grid household with either a SHS or a solar
lantern, taking Rwanda as a representative location.
(a) (b)
Figure 4.28 – Examples of (a) a solar lantern providing basic lighting (from Greenlight Planet) and
(b) a solar home system which can power up to 4 lights, and charge mobile phones (from e.quinox,
photograph from the author)
4.9.1 System Description
The basic components of a SHS are shown in Figure 4.29. The size of the system can vary
from a single light, powered by a PV module of less than 1 Wp, to a systems which include
PV modules of hundreds of Wp. In this study I consider two systems, an LED solar lantern
with a PV module of 0.8 Wp and a 3.2 Wh battery (based on the SunKing Solo, shown
in Figure 4.28), and a small SHS capable of powering two high power LED lights with a
PV capacity of 7 Wp and a battery of 84 Wh (based on a system designed by e.quinox also
shown in Figure 4.28).
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Figure 4.29 – A schematic of the components of a solar home system or solar lantern
4.9.2 Life Cycle Emissions
An LCA of the SHS and solar lantern was completed based on the major components in
the products, namely; the solar panel, battery, casing, electronics and LED lights. Data
for these components were based on the same sources as for the battery charging kiosk, as
described in Section 4.8.3, as well as using the same scope (Figure 4.23) and assumptions
for emissions from transport of the products to Rwanda. The battery of the solar lantern
used nickel metal hydride technology and so for this, data was taken from Alstone et al. 351
and converted from primary energy assuming all energy used in the production is electrical,
an efficiency of electricity grid at the site of manufacture of 35% with an emissions factor
of 900 gCO2eq (equivalent to manufacture in China). This analysis assumes replacement
of the battery to account for the products lasting 10 years, as assumed in the case of the
battery charging kiosk. In both cases, a lifetime of 3 years was assumed for the batteries.
Avoided Emissions
SHS often provide a large increase in the level of energy services being delivered to an end
consumer. In contrast to solar lanterns and battery charging kiosks (described in Section
4.8), SHS are often sized to provide considerably greater energy services. The avoided
emissions from this increased level of energy use can therefore either be considered to be
zero; since without the SHS the household would be using no energy, or an appropriate
counter-factual can be considered, such as providing the energy from a national electricity
grid. In this study both cases will be considered.
Unlike for the battery charging kiosk described in the previous section, I have no
data on the amount of lighting used from a SHS or solar lantern. Mills and Jacobson 350
designed a framework to consider the carbon emissions from LED lighting products in the
context of the Clean Development Mechanism, which allows projects in developing countries
to be embodied in a carbon trading system. This framework looks at the case of LED lighting
replacing kerosene lanterns and takes into account factors such as changes that would be
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expected to baseline emissions, continued use of kerosene lamps, and product lifetimes. I
use this framework to determine one scenario for avoided emissions from the use of the SHS
and solar lantern described above, using the assumptions outlined in Table 4.6.
An alternative baseline emissions scenario (scenario 2) is also considered in this
analysis based on the supply of electricity from a central grid. The total level of energy use
from a solar home system is taken to be the total electricity produced by the solar module.
This provides an upper estimate to the avoided emissions, although this is often not the
case in reality, as batteries are often filled during the day, curtailing some of the energy
produced by the solar panels in the late afternoon, due to most of the energy being used in
the evenings for lighting. The energy produced by the SHS and solar lantern was estimated
using the PV performance software PVSyst, assuming a SHS located in Southern Rwanda,
as considered for the battery charging kiosk in Section 4.8.367 The resulting emissions from
the equivalent amount of electricity supplied by the national grid was calculated assuming
the emissions factor of the Rwandan grid to be 335 gCO2eq/kWh.366
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Table 4.6 – Assumptions used with the avoided emissions from fuel based lighting framework
described by Mills and Jacobson 350 , to determine annual avoided emissions in scenario 1
Baseline
Assumption Description SHS Solar Lantern
Product
lifetime 10 years 10 years
Multifunction
capability
Use of a phone charging function
will reduce the availiblity of energy
for activities which offset fuel-based lighting
0.75 0.75
Truth in
advertising
Evidence has shown that many products
do not perform as expected, leading to some
customers discarding the products
0.75 0.75
Certification
If the product is certified, such as under the
IFC’s Lighting Global initiative, it is more
likely to last the time expected and perform
adequately. Therefore, emission savings are
de-rated to reflect this. Here I assume products
have met the middle rating level, therefore
emissions are derated by 10%.
0.9 0.9
Effective
product service
life
Calculated from the product of all
above values 5.1 5.1
Fuel use rate 0.025 l/hr 0.025 l/hr
Daily hours
of use 4 hrs/day 4 hrs/day
Days of use 365 days/year 365 days/year
Fuel emissions
factor 2.4 kgCO2eq/l 2.4 kgCO2eq/l
Cumulative
dynamic
baseline
multiplier
Accounts for the expected change in the
baseline fuel use over the product lifetime.
Here I assume 10% annual increase based
on the assumption of increasing incomes
as suggested by Mills and Jacobson 350
2.59 2.59
Leakage
factor
To account for the fact that an existing
kerosene lamp may be moved to a new
location
50% 50%
Number of
fuel-based
lamps
replaced
4 1
GHG emission
reductions
over product
lifetime
(kgCO2eq)
Calculated as the product of all
values above 2314 579
Annual GHG
emission
reductions
(kgCO2eq)
Calculated as the product of all
values above 231 58
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4.9.3 Economic Analysis
In order to determine the potential capital cost reductions which could be realised with the
use of OPV technology, I conducted a cost analysis of the solar lantern and solar home sys-
tem, not including the cost of replacement components. Only capital costs are considered
as these are much more important to rural households, with little expendable income, than
levelised costs, and thus reducing capital costs could have a much greater impact in accel-
erating uptake than reducing levelised costs.369 The cost of the solar lantern and SHS were
estimated from my own experience developing a SHS with e.quinox, in addition to data pro-
vided by the International Finance Corporation 369 who provide data from a manufacturer
of a solar lantern of similar size to the one being considered here.
4.9.4 Results
Environmental analysis
Figures 4.30 and 4.31 show the breakdown of the embodied emissions from the manufacture
of a SHS and solar lantern respectively in comparison to the respective avoided emissions
under the two scenarios of displacing kerosene lighting or displacing electricity from the
Rwandan grid. Emissions from manufacturing and maintaining the SHS are approximately
2% of the total avoided emissions under the scenario of kerosene lighting being displaced,
but as much as 177% of the avoided emissions if the counter-factual is the Rwandan elec-
tricity grid. For the solar lantern these values are 1.4% and 254% respectively. The GHG
payback times for the SHS and solar lantern, assuming a kerosene lighting counter-factual,
are therefore 0.2 and 0.14 years respectively. However, when considering the counter-factual
of the Rwandan grid, the GHG payback time is longer than the lifetime of the SHS and
solar lantern, showing that in this scenario such systems are more GHG intensive than the
Rwandan grid.
This analysis shows the contribution of the PV module to be approximately 25-36%
of the total embodied emissions. If the silicon modules are replace with OPV, assuming
emissions from OPV of 32 gCO2eq/Wp, as used in Section 4.8.5, the GHG payback time
assuming the kerosene lighting counter-factual drops to 0.14 years and 0.11 years for the
SHS and solar lantern respectively. The use of OPV does not allow the SHS or solar lantern
to produce fewer emissions than the Rwandan grid, although does mean that emissions
from the SHS and solar lantern are considerably lower, being 14% and 90% higher than the
Rwandan grid respectively (in contrast to 77% and 154% seen with the silicon module).
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Figure 4.30 – Breakdown of the embodied emissions of a SHS in comparison to the avoided emissions
from displacing kerosene or the Rwandan grid
Figure 4.31 – Breakdown of the embodied emissions of a solar lantern in comparison to the avoided
emissions from displacing kerosene or the Rwandan grid
Economic analysis
Figure 4.32 shows the breakdown for the cost of a SHS and solar lantern for the end customer.
This analysis shows that the PV module is around 10% of the system cost, with the largest
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costs being other materials such as the control electronics and battery casing, and the the
dealer margin, which is extremely high due to the disperse nature and associated challenges
of last mile distribution in off-grid areas.369
The cost of the PV module in the analysis of the SHS and solar lantern was found
to be 1.7 $(2015)/Wp and 4.1 $(2015)/Wp. In the case of the SHS, the PV module cost was
taken from the cost model I developed with e.quinox for a SHS which was manufactured
in 2012. For the solar lantern, the share of the material costs of the PV module in the
SHS was used to determine the PV module costs from the total material costs of the solar
lantern provided by the International Finance Corporation 369 . The reason behind the large
difference here is uncertain, but gives a good indication of the largest share possible share
of the PV module in the system cost. Assuming the use of an OPV module with a cost per
Wp of 60% lower than the silicon module (as done in Section 4.8.5), indicates that OPV
could reduce the capital cost of the SHS and solar lantern by 5%.
Figure 4.32 – Breakdown of the costs of a SHS and solar lantern
4.9.5 Conclusion
A life cycle analysis of a solar home system and solar lantern shows that emissions from
manufacturing these products are approximately 2% of the emissions avoided from the use
of kerosene lighting. However, if the counter-factual of the Rwandan grid is considered,
both systems are between 80% and 150% more GHG intensive, although the use of OPV
technology could reduce this to 14% or 90% more GHG intensive for the SHS and solar
lantern respectively.
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Economic analysis of the SHS and solar lantern shows that the PV module consti-
tutes around 10% of the system cost. By using an OPV module in place of the standard
silicon module could reduce the capital costs of the SHS and solar lantern by 5%.
190
Chapter 4
Photovoltaics for Modern Energy Access
4.10 Discussion
4.10.1 Lower Capital Costs Accelerating Up-Take
The capital cost of a SHS or solar lantern is a key metric determining the uptake of these
technologies, as the target consumers (most commonly rural subsistence farmers) often
have very limited capital. Section 4.9 shows that OPV could reduce the capital costs of
such systems by around 5%. However, the degree to which this would impact the take-up
of these technologies, hence increasing the level of GHG mitigation, is extremely unclear.
In addition, there is a growing trend towards financed SHS through emerging pay-as-you-go
solar business models. The availability of such finance would greatly reduce the importance
of the capital costs of the technology, possibly resulting in the cost reductions possible with
OPV having a negligible impact.
4.10.2 Comparison to Grid Electricity
Environmental analysis of the solar home system, solar lantern, and solar charging kiosk
shows that the emissions from establishing these systems is substantially greater than sup-
plying the same level of electricity with the Rwandan national grid (neglecting emissions
from extending grid lines), implying that in such a situation, these solar systems are not
acting as GHG mitigation technologies.
However, the Rwandan grid is a relatively low-carbon electricity source, being gen-
erated by 52% hydropower plants, 5% from natural gas, and 43% from oil,366 resulting in
an emissions factor of around 335 gCO2eq/kWh. Other countries where large populations
remain off-grid (and thus where many people are likely to adopt these solar power solu-
tions) have national grids with considerably higher GHG emissions. An extreme example
is Botswana, whose national grid produces 1479 gCO2eq/kWh,370 and where only 43% of
the population has access to electricity. In this scenario, a SHS would mitigate 75 kgCO2eq
over the system lifetime, as opposed to producing 22 kgCO2eq (as is the case for the Rwan-
dan grid counter factual), and thus provides an effective means of GHG mitigation. Based
on the three systems described above, GHG emission reductions from replacing a national
grid electricity supply can only be realised if the electricity grid has an emissions factor of
851 gCO2eq/kWh, 592 gCO2eq/kWh and 2556 gCO2eq/kWh for the solar lantern, solar home
system, and solar charging kiosk respectively.
The use of OPV modules can reduce the GHG emissions from the production
and distribution of off-grid solar systems, by as much as 36%. Relating this back to a
centralised grid counter-factual shows that OPV could significantly reduce the minimum
emissions factor required for off-grid PV to mitigate global GHG emissions. For the case
of the solar lantern, solar home system and solar charging kiosk described above, this falls
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to 637 gCO2eq/kWh, 382 gCO2eq/kWh and 2223 gCO2eq/kWh respectively, from the values
shown above.
4.10.3 Cost of GHG Mitigation
The economic and environmental analysis described above can be combined to create a
metric for assessing the cost of mitigating a unit of GHG emissions through the Marginal
Abatement Cost (MAC) metric, as discussed in Chapter 1. The counter-factual costs for
the solar lantern and SHS were taken to be the cost of running one or four kerosene lanterns
respectively, assuming a fuel rate, and level of usage shown in Table 4.6 and a kerosene
cost of $20151.4371 discounted over the ten year lifetime of the PV system using a discount
rate of 7%. For the kiosk, the hours of usage of lights supplied by the kiosk is known from
customer data (see Section 4.8.2), which was subsequently equated to cost, as before. In
addition, the costs avoided from mobile phone charging were included based on the hours
which the kiosk batteries were used to charge phones, and details from a customer survey
conducted in Rwanda by MeshPower Ltd.
Figure 4.33 shows the MAC for providing off-grid electricity access to displace
kerosene lighting, using a solar lantern, SHS and solar charging kiosk. This shows that such
systems are an extremely cost effective method of mitigating GHG emissions. This analysis
also shows that the lower costs and lower GHG footprint of OPV technology makes very
little difference to the MAC, reducing it by between 0.2% to 2%.
Figure 4.33 – Marginal Abatement Cost of GHG mitigation through displacing kerosene by a solar
lantern, SHS and solar charging kiosk, using either crystalline silicon or OPV technology
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4.10.4 The Potential of GHG Mitigation from Off-Grid OPV
The global population without access to electricity is currently 1.3 billion. Off-grid PV sys-
tems can provide these people with access to basic electricity services, whilst in some cases,
also mitigating global GHG emissions. Analysis of the population,372 levels of electricity
access,372 and grid intensity of countries worldwide,370,373 the analysis I present in this sec-
tion shows that electrifying these communities with a solar home system (the distribution
model with the greatest GHG mitigation potential, compared with a grid counter-factual)
would lead to GHG emission reductions for 32% of the global off-grid population, assuming
that they would alternatively be electrified by their respective national grid. However, if
OPV systems were used, this fraction increases to 69%.
Figure 4.34 shows the countries with the greatest potential for GHG mitigation
through the use of solar home systems using either silicon or OPV technology. This shows
that India has many orders of magnitude greater potential than any other country, due
to the high emissions factor of the grid (926 gCO2eq/kWh370) and very high number of
electrified communities (more than 300 million people372). Figure 4.34 also shows that the
use of OPV technology dramatically increases the number of countries in which SHS will
mitigate emissions if the national grid is an alternative.
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Figure 4.34 – The GHG mitigation potential of SHS’s globally as determined by the product of
the unelectrified population and the difference in the emissions factor of the grid and the SHS
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However, this analysis neglects a number of significant factors. Here, I have not
considered the emissions from extending grid lines to off-grid communities, who are often
extremely rural. Extending grid lines can produce 15.5 tCO2eq/km.70 How much this con-
tributes to the emissions from supplying a single household with electricity depends entirely
on the density of the local population, and thus how far a grid must be extended to connect
a house, but can be a considerable.374 In addition, a lack of data prevented a full analy-
sis which considers the variation in solar insolation in different countries. Higher insolation
would allow a given SHS to produce more energy, and thus mitigate a greater amount of grid
emissions. However, Rwanda is one of the sunniest locations globally, and so this analysis
provides an upper estimate of the potential, in this respect.
However, more importantly, this does not consider the fact that grid extension is
unlikely to reach many of those currently without electricity access. The World Energy
Outlook from 2013 estimates that by 2030 there will still be almost 1 billion people with-
out access.375 For these people, the uptake of off-grid PV systems will most commonly be
displacing candles and kerosene based lighting. As such, in a large number of situations,
off-grid PV systems do provide GHG emission reductions. The exact level of mitigation is
impossible to determine as this will be determined by the affordability of various solutions
for off-grid electricity supply, grid extension plans, and the appetite for greater levels of
electricity. However, as a rough estimate, supplying every individual who lacks access to
electricity with a single solar lantern could potentially mitigate 189 MtCO2eq 322 whilst pro-
ducing 10.7 MtCO2eq (or 8 MtCO2eq if OPV modules were to be used) from manufacturing
and distributing these lanterns.
4.10.5 Implications of the Field Trial on Economics and GHG Emissions
The results discussed above demonstrate the limited advantage of OPV for improving the
economic case, and therefore uptake of, solar powered off-grid solutions. However, this result
is worsened by the results from the field trial described in Part I. The economic analysis
shown in Pat II assumes a lifetime of OPV of 5 years, which is considerably longer than
the time for modules to degrade by 20% (the standard definition of PV lifetime) which was
found to be 212 to 5 months. However, this would only effect the economics of the off-grid PV
system to a small degree as the PV modules represent only about 10% of the system cost, or
even less if OPV modules are used. Therefore, the costs of a system using OPV modules with
a much shorter lifetime would not drastically alter the economics of the system, although
the frequent replacement of OPV modules could greatly increase distribution costs.
A similar result is seen when looking at GHG mitigation, although the very low
emissions produced during PV manufacture means than even multiplying the number of
modules required by the system over it’s lifetime by 10 still results in OPV providing a
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greater level of GHG mitigation. When using as a baseline, the grid electricity in coun-
tries where there is a large unelectrified population, assuming a shorter OPV lifetime will
reduce the number of countries where emission reductions can be realised by off-grid PV,
considerably. However, using a more realistic baseline of fuel based lighting, the need for
replacements of the OPV modules make a minimal difference compared to the huge GHG
emission reductions which are realised by displacing kerosene lanterns.
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4.11 Conclusion
This chapter lays out a final case study of the approach to assessing GHG mitigation po-
tential described Chapter 1; whereby the technology is assessed based on its technical,
environmental and economic performance in the context of a specific application, in this
case, off-grid energy provision. Part I of this chapter begins this analysis through a tech-
nical assessment of OPV, providing vital insights into the suitability of OPV for off-grid
applications. Through a field trial of the technology in a rural village in Southern Rwanda,
the lifetime and reliability of the technology is assessed. This finds that the current gener-
ation of OPV modules demonstrate lifetimes, determined by the time to degrade by 20%,
of 212 to 5 months from the point of being installed in a rural setting. In addition, the
module prove to be very reliable, with all modules degrading at the same rate to the point
of 20% degradation. However, rapid degradation occurs after this point in some modules,
due to extensive delamination. This seems to be due to rough handling of these modules
during transport and installation. This leads to the conclusion in a key design goal for the
technology of improving the resistance to mechanical stress, possibly through more rigid
encapsulation materials.
Analysis of the economics and GHG emissions of the off-grid PV systems shows
that this application has a huge potential for reducing global GHG emissions. The principal
lighting source in many off-grid communities is kerosene lighting, and by replacing this with
solar powered lighting solutions, a significant reduction in GHG emissions can be realised.
This result is little impacted by the PV technology being used, due to the comparably small
amount of emissions associated with manufacturing the PV system. However, when looking
at a baseline of grid based electricity which could be achieved through grid extension, the
reduced GHG emissions associated with the manufacture of OPV modules compared with
mature technology results in GHG emission reductions being significantly increased and
realisable in many more countries worldwide which have cleaner electricity grids.
In contrast, results from the economic analysis of off-grid PV systems shows that
the small contribution of the PV module to overall costs means that the cost advantage
that OPV could have over mature technologies provides little advantage in this application.

Chapter 5
Dynamic Carbon Mitigation Analysis: The
Role of Thin-Film Photovoltaics
A winged disc, an Egyptian sun
Much of this chapter has been previously published in:
C J M Emmott, N. J. Ekins-Daukes and J. Nelson, Dynamic carbon mitigation analysis:
the role of thin-film photovoltaics. Energy & Environmental Science. 7:1810-1818, 2014.
DOI: 10.1039/c4ee00646a. Reproduced with permission from The Royal Society of
Chemistry.
As well as being presented at:
C J M Emmott, N J Ekins-Daukes and J Nelson. Dynamic Carbon Mitigation Analysis:
The Role of Thin-Film Photovoltaics. 28th European Photovoltaic Solar Energy
Conference and Exhibition. Paris, France. September 2013.
197
198
Chapter 5
Dynamic Carbon Mitigation Analysis: The Role of Thin-Film Photovoltaics
5.1 Introduction
This final chapter of the thesis takes a different approach to the question of the potential of
an emerging technology for GHG mitigation. Whereas the previous chapters have provided
a static perspective of GHG mitigation, this chapter looks at the transition to an emerg-
ing technology. In particular, this chapter assesses what the very low emissions of OPV
technology (described in Chapter 2) could mean for future GHG emissions.
International greenhouse gas (GHG) emission commitments focus on peak emission
dates and future carbon targets rather than cumulative emissions budgets, despite the latter
being more indicative of impact on the climate.376 It has been predicted that in order to
avoid dangerous climate change, cumulative GHG emissions until 2050 must remain below
1000 GtCO2eq.377 Analysis of the current trends in global emissions suggests that emissions
within the developed world must start to reduce immediately in order to account for rapid
growth in the developing world (see Figure 5.1). It is therefore vital to understand the
implications that a transition to low carbon energy sources may have on the global emissions
budget and to ensure that technologies can deliver rapid emission reductions. As discussed
in Chapter 1, temporally static life cycle analysis techniques have previously been used to
compare the various PV technologies. This chapter extends such comparisons by providing
a temporally dynamic assessment of GHG emission mitigation.
Figure 5.1 – GHG emission pathways for the developed world (blue line), developing world (red line)
and global (dotted line), which correspond to a 37% chance of not exceeding 2°C. Image courtesy of
Reference 376
The energy and resource demands necessary for a transition to renewables will lead
to substantial GHG emissions. If deployment of a low-carbon technology grows rapidly, then
a situation can be reached where the carbon emissions associated with manufacturing future
generators outweigh the carbon emissions avoided by existing capacity (Figure 5.2). Just as
such developments will require a large financial investment, a carbon investment will also
be necessary in order to allow for future carbon reductions.
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Figure 5.2 – Schematic showing the net rate of carbon emissions resulting from growth in the
deployment of low carbon energy capacity, replacing carbon intensive capacity. The area enclosed
under the graph represents the carbon investment
5.1.1 Dynamic Carbon Mitigation Analysis
Integrated-assessment and GHG emission constrained energy system optimisation models
have been designed to explore the transitions to clean energy technologies (see Chapter 1).
However, these models (with the exception of the Global Calculator from the UK’s Depart-
ment of Energy and Climate Change148) do not explicitly account for emissions associated
with the growth of low-carbon technologies and thus lack a true life-cycle perspective, whilst
also providing limited insights into specific technologies. Alternatively, life cycle analysis
(LCA) is a commonly used technique for assessing the environmental impacts of energy
technologies. However, whereas a steady-state assessment of mitigation potential can de-
termine carbon savings resulting from a single unit135,137, or a given capacity,139 dynamic
carbon mitigation analysis accounts for capacity growth as well as technical development
of the technology and background system. Such analysis thus combines the energy system
model and LCA approaches to study the implications of energy transitions.
Prior studies have assessed both the implications for carbon emissions360,378–382
and net energy balance383–391 on the transition to low-carbon technologies. Whilst some
have argued that such a dynamic consideration demonstrates a need to limit the growth rate
of technology,380,383,389 the majority have concluded that allowing for a period of increased
carbon emissions or energy demand allows long term carbon reductions from renewable en-
ergy generation to be maximised. These analyses have also demonstrated that emissions
from manufacturing and deploying such technologies have limited impact on long term miti-
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gation, whilst also highlighting the need to understand the implications of such a transition.
Dynamic carbon mitigation analysis has yet to be applied to an understanding
of how differing properties of specific subsets of technology groups (e.g. specific PV tech-
nologies) impact such a scenario analysis. This chapter aims to apply dynamic carbon
mitigation analysis methods to build an understanding of the mitigation potential of spe-
cific PV technologies. In addition, this work attempts to relate such analysis to the cost of
carbon abatement and explores the potential for thin-film PV technologies to supply lower
costs of carbon mitigation than the dominant crystalline silicon PV technology.
This chapter develops a dynamic carbon mitigation model and applies it to the
case of a number of PV technologies for two national case-studies: India and Germany.
Both countries have seen or are expected to see strong growth in PV deployment but differ
in: the solar resource; the carbon intensity of displaced fossil fuel generation; the ambition
of industry growth; and the stage of development of solar technology, thus allowing varying
inputs to the model to be compared.
I use the model to assess three PV technologies with different life cycle emissions
per unit of PV capacity, and thus can demonstrate the impact of less carbon intensive tech-
nologies. These three technologies are mono-crystalline silicon (referred to from here on as
c-Si), the most carbon intensive, but one of the most common technologies; cadmium tel-
luride thin-film (CdTe), a lower carbon technology; and organic photovoltaics (OPV) which
may provide a technology with the potential for very low emissions during manufacture but
short lived modules, as discussed previously in this thesis.
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5.2 Methods
A dynamic carbon mitigation model was developed in the software VENSIM.392 A simplified
schematic of the model is shown in Figure 5.3. The model calculates the instantaneous net
carbon emissions at each discrete time-step, according to Equation 5.1.
Net carbon emissions(t) = Aem(t)−Mem(t)−Oem(t) [tCO2eq per unit time] (5.1)
where Aem is the avoided emissions due to the installed capacity; Oem is the emis-
sions from operation of the installed capacity; and Mem is the emissions from the manufac-
ture of the low carbon technology.
Figure 5.3 – Simplified schematic of the model created within the software VENSIM to determine
net carbon emissions due to the deployment of a low carbon energy technology. Arrows indicate
dependencies of the output or interim variable. Labels in green represent user defined inputs to the
model, which may be time dependent. Values in boxes are recalculated at each time-step
At each time interval the emissions from manufacturing (Mem) and maintaining
a given technology (Oem), are calculated from LCA data; while the emissions which will
be avoided by the deployment of the technology (Aem), are calculated from the displaced
fossil fuel generation. By considering the cumulative carbon emissions (calculated from
integrating the net carbon balance from t=0 to t), the payback of carbon “invested” during
the initial period of growth is accounted for.
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5.2.1 Model Inputs
Time-Step
Capacity being manufactured at time t will add to the installed capacity at time t +
time-step. This gives the delay between emissions from manufacturing the technology and
the emissions that are avoided once the technology is generating electricity. Renewable
energy technologies such as wind and solar have very short deployment times compared with
centralised plants such as nuclear power. Although large solar projects can often require
more than nine months planning and construction,393 the majority of emissions result from
manufacture of components such as inverters and solar panels. As such, assuming there is
limited stockpiling of inventory along the supply chain, the majority of emissions are likely
to occur within one six month time period. It is therefore assumed that emissions from
installing capacity occur six months prior to that capacity inputting electricity into the
grid. Sensitivity to this value is discussed in a Section 5.4.1.
LCA Data
Data on the carbon emissions associated with manufacturing PV systems was taken from a
variety of process-based LCA studies. LCA data were divided into electricity used during
manufacture, and direct emissions including those resulting from the direct use of fossil fuels
during manufacture. GHG emissions resulting from electricity use during manufacture were
calculated considering the location of manufacture of the PV modules.
Data on these two components were gathered from ecoinvent70 for c-Si and In-
ternational Energy Agency 394 for CdTe whilst data for OPV was based on the a very
low energy manufacturing process (based on a P3HT:PCBM active layer with silver and
graphite contacts, as described by Espinosa et al. 87) and assuming a module efficiency of
2% which has already been exceeded on large area devices.248 This is very similar to the
current scenario presented in Figure 2.6. Emissions resulting from the balance of system
components (mounting structure and control electronics) were taken from ecoinvent70 and
de Wild-Scholten et al. 395 , with the exception of OPV where mounting structures were not
included due to the lightweight, flexible nature of the technology which enables minimal
mounting structures.
German scenario Emissions from electricity use in manufacture were based on the distri-
bution of the global PV manufacturing industry (see Appendix H) and the average emissions
factors of the grid373 at each location. A scenario in which modules are manufactured in
Europe was also considered, based on emissions data per m2 provided by ecoinvent70, which
assumes polysilicon manufacture is powered by clean hydro-electricity (Figure 5.4).
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Indian scenario India has established policies to supply much of its future PV capacity
from indigenous manufacturers. Emissions from electricity use were calculated from the
projected emissions factor of the Indian grid. A feedback loop was added to the model to
account for the changing emissions factor of electricity supplied to these factories, due to
increased deployment of PV in the country. See Appendix H for details.
Figure 5.4 – Dynamic LCA of PV capacity based on changes in manufacture location or background
grid mix as well as module and manufacturing efficiency
Technology development The evolution of the LCA of the technology (dynamic LCA),
resulting from decreasing material use, improved efficiency and evolution of the background
power generation mix was also be taken into account. Module efficiency improvements for
c-Si were based on extrapolations of historical improvement, from 11% in 2000 to 25% in
2035, in line with projections in the literature.246 CdTe efficiency was extrapolated from
7% in 2000, peaking at the practical limit for the technology of 17.5% in 2025.396 Manu-
facturing resource efficiency improvements for c-Si were based on changes to the ecoinvent
database from 2003 to 201070 and linearly extrapolated to 2035. Such manufacturing effi-
ciency improvements in CdTe manufacture were not included due to a lack of data. Values
for OPV shown in Figure 5.4 are based on a projection of achievable performance and man-
ufacturing technology87 and no additional improvements were considered. The resulting
GHG emissions per unit capacity used in each case-study are shown in Figure 5.4.
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Maintenance Operation and maintenance was accounted for by 0.125% of emissions re-
quired to install one MWp of new capacity being added to the emissions balance every 6
months for each MWp of installed capacity. This is based on emissions from replacing the
inverter twice during the system lifetime, resulting in maintenance comprising 6% of the
total emissions from manufacturing, installing and maintaining a system over a 25 year
lifetime.
Other Storage is omitted from this model since minimal storage would be required to
integrate PV in an electricity system with less than 10% of total annual generation coming
from PV,397 which applies to both the Indian and German scenarios. Recycling of PV
systems is also omitted from the model due to uncertainties surrounding the carbon intensity
of this. The carbon emissions resulting from the construction of factories to manufacture
PV technologies are also neglected as this is assumed to be negligible compared with the
manufacture of PV systems themselves.
Technology performance and lifetime. Electricity output was modelled with a
capacity factor (CF). The CF represents the percentage of time for which the rated power
is being produced by the system. Electricity output Eout is given by Equation 5.2, where C
is the installed capacity (in MWp), and t is the time period (in years) for which the output
occurs.
Eout = CF × C × 8766× t [MWh] (5.2)
The CF differs between India and Germany due to differing solar resource. For
India a CF of 18% was assumed for all technologies, based on the modelling of a c-Si system
in Gujarat state using the PVGIS software.315 For the German case, 11% was assumed
based on a PV system located in Leipzig, near the centre of Germany, modelled in PVGIS.
Lifetimes of c-Si and CdTe technology were assumed to be 25 years, in-line with
current manufacturer’s warranties. OPV technology has a shorter lifetime, assumed to be 5
years, which is considered to be the minimum lifetime for the technology to be economically
viable,154. Degradation in system output over its life-time was not considered in the model.
Growth scenarios Growth scenarios were modelled with an S-curve360,398 and are shown in
Figure 5.5. The German scenario considered PV deployment between 2000 to 2025, based on
historical capacity and future government targets up to 100 GWp. For the Indian scenario,
growth in PV deployment from 2010 to a requirement to meet 10% of electricity demand
by 2035 was analysed (equal to 205 GWp). In addition different growth scenarios were
considered to understand the implications of changing the rate of growth. See Appendix H
for full details.
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The model assumes equal installed capacity, independent of PV technology, at a
given time. OPV technology is assumed to have a system lifetime of only 5 years compared
with 25 years for c-Si and CdTe. Therefore, this technology requires much greater capacity
additions in order to account for replacement systems.
Figure 5.5 – Growth scenarios for the Indian and German case-studies
Avoided emissions To determine the GHG emissions avoided by the uptake of a low-
carbon technology, a time-dependent avoided emissions factor (AEF) is calculated. The
AEF accounts for the emissions avoided as the result of two aspects: over the short term,
which type of existing generators are reducing their output, and how is this affecting their
operational efficiency (known as the operating margin); and in the longer term, what type
of generators are not being built, which would have been if low-carbon generators were
not present (known as the build margin).141,399 The AEF will change over time, reflecting
changes in the efficiency of new fossil fuel capacity as well as political and economic factors
which may influence the uptake of certain technologies for future capacity in a ’baseline’
scenario.
Future AEF values are extremely difficult to predict as they are highly dependent
on future political, social and economic landscapes of specific countries, which can undergo
huge swings, as evidenced by the shale gas revolution in the USA and the recent abandon-
ment of nuclear power in Germany. The AEF has been argued by some to decrease tempo-
rally (due to more efficient baseline technology),399,400 however, by others, to increase (since
a greater penetration of intermittent sources reduces reliance on carbon-intensive base-load
technologies and increases use of potentially lower carbon gas-fired peaker plants);401 and by
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further studies, to increase or decrease depending on a carbon price and future gas prices.134
The assumed values for the AEF in the Indian and German scenarios are shown
in Figure 5.6 In the German case, a linear evolution was assumed starting with an initial
AEF of 0.679 kgCO2eq per kWh, taken from a dispatch model of the German grid,140 and a
final value of 0.746 kgCO2eq per kWh, resulting from the assumption that PV will displace
35% gas and 65% coal, based on the average of scenarios presented by Pehnt et al. 134 , and
assuming emissions factors for future coal and gas plants in Germany from International
Energy Agency 373 . The initial AEF in the Indian scenario (0.877 kgCO2eq per kWh) was
based on the UNFCCCmethodology used for calculating carbon credits for renewable energy
projects,402 and the same assumption of 35% gas and 65% coal displacement as before was
assumed in the long term, resulting in an AEF of 0.744 kgCO2eq per kWh in 2035.
Figure 5.6 – Time dependent avoided emissions factors in the two case-studies
Section 5.3
Results 207
5.3 Results
The dynamic carbon mitigation model presented above produces a GHG emissions pathway
resulting from the growth of a low-carbon energy technology. This allows for a comparison
of the cumulative emissions balance after a given point in time. In addition, the time before
which the technology pays back the emissions produced during the early stages of growth,
or the industry carbon payback time,378 can be calculated from the x-axis intercept of the
cumulative emissions plot (Figures 5.7 and 5.8), values for which are shown in Table 5.1.
Figure 5.7 – Cumulative GHG emissions resulting from deployment of PV technologies in Germany,
and (inset) emissions in the first decade of growth
Figure 5.8 – Cumulative GHG emissions resulting from deployment of PV technologies in India,
and (inset) emissions in the first decade of growth
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Table 5.1 – Summary of the carbon payback times and cumulative emissions calculated for each
scenario as a function of PV technology using the dynamic carbon mitigation model
Scenario Industry carbon Cumulative emissions atpayback time (years) end of scenario (MtCO2eq)
India (2010-2035)
Fast growth
c-Si 4.4 -1680
CdTe 1.4 -1790
OPV 0.5 -1820
Slow growth
c-Si 4.3 -1140
CdTe 1.4 -1230
OPV 0.5 -1289
Germany (2000-2025)
c-Si 9.4 -256
EU c-Si 8.0 -280
CdTe 3.0 -334
OPV 1.0 -366
5.3.1 German Scenario
The resulting cumulative carbon emission pathways resulting from the growth of various
PV technologies from 2000 to 2025, for the German scenario, are shown in Figure 5.7.
This plot shows that greater and more rapid emission reductions are realised by the
use of thin-film technology. Similarly, the emissions pathway for the scenario of exclusively
using technology manufactured in the EU, which provides a lower carbon grid mix for
manufacture, shows that significantly greater and more rapid emission reductions can be
realised in comparison to the use of c-Si modules manufactured according to market share.
The x-axis intercept (see inset of Figure 5.7) shows that real emission reductions
are realised after more than 9 years in the case of c-Si technology being used. However,
through the use of cleaner manufacturing locations or lower carbon PV technology, this can
be reduced to as little as one year.
5.3.2 Indian Scenario
The results from the Indian scenario are shown in Figure 5.8. Comparison of the fast and
slow growth scenarios shows the limited influence of growth rate on the industry carbon
payback time (see inset within Figure 5.8). Although the rate of growth greatly impacts
the level of carbon emission mitigation that is realised, with faster growth showing greater
reductions in the time period analysed.
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Comparing these results to the German scenario shows much more rapid emission
reductions in the Indian scenario, resulting from higher insolation and the greater carbon
intensity of the generation being displaced. However, Figure 5.8 also shows that there is
significantly less differentiation between the technologies, highlighting the reduced impact
that the carbon intensity of the PV technology has on the level of carbon mitigation.
210
Chapter 5
Dynamic Carbon Mitigation Analysis: The Role of Thin-Film Photovoltaics
5.4 Discussion
5.4.1 Environmental Implications
Dynamic vs. Static Carbon Mitigation Analysis
Static mitigation analysis techniques fail to account for the fact that future capacity is
continuously being manufactured, impacting the mitigation resulting from the use of a
technology as a whole, whilst also failing to account for changes in the technology and
background systems.
Consideration of the growth of a technology results in a dynamic analysis emphasis-
ing emissions from technology to a much greater extent. Looking at the German case-study;
CdTe technology could realise 30% greater emission reductions by 2025 compared with c-Si.
A static mitigation analysis, calculated along the lines of Krauter and Ru 135 , results in
CdTe providing just 8% greater emission reductions that c-Si.
This dynamic analysis also allows for a better comparison between technologies of
differing lifetimes, such as is the case with OPV technology. Using the same LCA assump-
tions for the German case in 2010 (Figure 5.4) and considering a static analysis shows that
over 25 years, manufacturing OPV modules and their replacements will produce 700 tCO2eq
per MWp compared with 584 tCO2eq per MWp for a CdTe system, suggesting that OPV
has a lower mitigation potential than CdTe technology. However, a dynamic analysis (as
seen in figures 5.7 and 5.8) shows that due to the low upfront carbon investment of OPV,
this technology can in fact provide greater emission reductions than CdTe as long as PV
capacity is growing.
Carbon Investment and the Rate of Growth
The results of the dynamic carbon mitigation model presented above demonstrate that in
order to realise significant growth in PV capacity, a carbon investment will be required.
Although the magnitude of this investment is small, as noted in previous studies,360,379 it
is significant in delaying emission reductions. The resulting industry carbon payback time
influences the contribution that PV can make to rapid emission reductions.
Figures 5.7 and 5.8 show that the carbon investment and industry carbon payback
time are dependent on a variety of factors. A far smaller carbon investment is seen in the
Indian scenario due to the much higher solar resource in addition to the use of more modern,
and hence lower carbon, PV technology, as well as to the higher carbon intensity grid power
being displaced. However, despite the optimum conditions for carbon mitigation from PV
being present in India, a significant carbon investment is still required if c-Si technology is
used.
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Comparison of the fast and slow growth pathways within the Indian scenario (Fig-
ure 5.8) show that, although the carbon investment is increased with faster growth, there
is little impact on the industry carbon payback time. This provides a case against previous
analysis which has argued that growth rates should be limited in order to avoid any carbon
investment.380 If growth rates remain extremely high, as has been seen in the early stages of
the PV industry, then a runaway carbon investment could occur. However, as the industry
matures, high growth rates cannot be maintained, and the industry will tend towards a
self-financeable growth rate, closer to 15%,403 preventing a runaway net carbon increase.
Thus, provided PV capacity follows an S-shaped growth curve (rather than sustained ex-
ponential growth), faster growth will enable much greater emission reductions over similar
time frames to a slower growth scenario.
The Case for Thin-Film PV Technologies
As discussed in the previous section; slowing growth will reduce the ability for a technol-
ogy to provide rapid emission reductions. Instead, technology selection can limit carbon
investment and provide much more rapid GHG emission reductions. This dynamic anal-
ysis accentuates the importance of the emissions from manufacturing a technology and
demonstrates the added benefit of focussing policy on lower-carbon PV technologies, such
as thin-films, or manufacturing technology in cleaner locations.
Looking at the German scenario (Figure 5.7); if all PV capacity was provided by
CdTe technology rather than c-Si (as has historically been the case), 30% more carbon
reductions could be realised by 2025. In addition, real emission reductions would have been
realised almost one and a half years earlier, and by the end of 2013, emission reductions
from PV in Germany would have resulted in GHG emission reductions of 32 MtCO2eq rather
than a saving of only 11 MtCO2eq.
Such thin film technologies may allow for mitigation targets to be met which would
not be possible with more mature c-Si technology, and provide the possibility of equalling
emission reductions from early growth in c-Si technology. The results of the Indian scenario
show that commencing deployment of OPV technology in 2014 would lead to equal levels
of mitigation being achieved as if the same deployment scenario commenced in 2010 but
focussed on c-Si technology.
However, focussing on CdTe technology may lead to undesired consequences re-
lating to the availability of tellurium for their manufacture. Although the availability of
tellurium has been shown to not be a limiting factor for the technology at the scale of
deployment discussed in this work, increased use of CdTe may lead to increased costs for
this raw material due to the increased demand, impacting the cost reduction ambitions of
the technology.404 In addition, increased extraction of tellurium may require mining of less
212
Chapter 5
Dynamic Carbon Mitigation Analysis: The Role of Thin-Film Photovoltaics
productive deposits, potentially raising the carbon footprint of this material (a factor which
has not been considered in this work).
Looking at the scenario of EU manufactured c-Si technology within the German
scenario (Figure 5.7) illustrates that the advantages of thin film technologies outlined here
apply, to a lesser degree, to technologies manufactured in lower-carbon locations, as is the
case for European manufactured c-Si.
Temporal Delay Between Manufacturing and Installing Capacity
A sensitivity analysis was conducted on the delay between manufacturing and installing
PV systems. Figure 5.9 shows the German scenario assuming a 2 year period between
manufacture of the technology and that capacity producing power (all other analyses assume
6 months). This increased delay leads to a short term increase in emissions which is 46%
greater in magnitude. In addition, cumulative net emission reductions are not realised until
2012 for the baseline c-Si scenario (2.5 years later than in the 6 month time-step scenario).
Figure 5.9 – Cumulative GHG emissions resulting from deployment of PV technologies in Germany
from 2000 to 2013, assuming 2 year delay between PV manufacture and installation
This analysis suggests that in order to maximise global carbon emission reductions,
policy should be established to discourage inventory stockpiling of PV system components
and reduce the time components spend in freight, for example by encouraging manufacture
close to the installation location.
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5.4.2 Economic Implications
Dynamic Abatement Cost
Dynamic carbon mitigation analysis provides an understanding of carbon mitigation result-
ing from the use of a technology at a given point of time in the technology’s growth. Here
we propose a dynamic abatement cost to allow an understanding of the financial cost of
short term carbon savings. This is analogous to a marginal abatement cost (MAC), shown
in Equation 5.3,142 and previously discussed in Chapter 1.
MAC =
full cost of low carbon alternative − full cost of reference solution
GHG emissions from reference solution −GHG emissions from alternative [$ per tCO2eq ] (5.3)
The dynamic abatement cost (Equation 5.4) follows a similar framing, but instead
considers total installed capacity and emission reductions up to a time, t.
Dynamic abatement cost (t) =
cost of all capacity deployed until time, t − cost of reference solution
total cumulative emissions balance at time, t
[$ per tCO2eq ]
(5.4)
Making assumptions for the discounted cost of PV capacity and a reference solution
over time (see Appendix H), and assuming all technology to have an equal cost per peak
Watt (including OPV, despite the much shorter lifetime, and hence a considerably higher
levelised cost); the dynamic abatement cost of the above scenarios was calculated (figures
5.10 and 5.11). For comparison, a MAC value was calculated based on Equation 5.3 for the
year 2000 and 2010 for the German and Indian scenarios respectively.
Figure 5.10 – Dynamic and marginal abatement costs for PV technology deployed within the
German scenario
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Figure 5.11 – Dynamic and marginal abatement costs for PV technology deployed within the Indian
scenario
This analysis shows that the high capital energy and hence carbon cost of mature
PV technology (i.e. c-Si) leads to very high costs of short term carbon reductions, although
this can be substantially reduced by the choice of PV technology. The value of short term
carbon savings is further discussed in Appendix H.
Lower Cost Abatement with OPV
Figures 5.10 and 5.11 demonstrate the potential for very low carbon technologies such
as OPV to deliver rapid, low cost carbon reductions despite very short system lifetimes.
Assuming that an OPV and c-Si PV system require equal financial investment per unit
capacity but have system lifetimes of 5 years and 25 years respectively, OPV could provide
lower cost carbon savings than c-Si for emission reductions realised before 2030 and 2022
for the Indian and German scenarios respectively, despite the inferior lifetime and hence
substantially more expensive levelised electricity cost.
Justifying More Expensive Technology
This analysis provides an argument for providing an increased subsidy for technologies with
a lower carbon footprint. For example, by focussing on a lower carbon technology such as
c-Si manufactured in the EU rather than the Far East, substantially more carbon emissions
would be mitigated over the next couple of decades, possibly justifying an increased subsidy
for installations using such technology, despite the fact that this may not result in the
cheapest PV system costs. However, this could also have unintended consequences such as
limiting cost reductions due to preventing a globalised market.
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Rate of Growth
Comparison of the dynamic abatement cost resulting from the two Indian growth pathways
(Figure 5.11) show that faster, earlier growth in PV capacity results in lower carbon mitiga-
tion costs over the next two decades despite faster growth resulting in more expensive, more
carbon intensive PV systems being installed. In the long term, as the installed capacity of a
technology plateaus, the dynamic abatement cost calculation will show that slower capacity
growth is the lower cost pathway; however, this result highlights the added value of rapid
growth of a technology in providing rapid and low cost emission reductions.
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5.5 Conclusion
We have used a dynamic model of carbon emissions mitigation in order to understand the
implications of choice of technology and deployment growth rate on the carbon budget
during the transition to a renewables based energy mix. We consider PV technologies
deployed in Germany and India as case studies. We show that, in order for PV to make a
substantial contribution to emissions mitigation by displacing more carbon intensive power
sources, an initial carbon investment will always be required. This leads to a delay of several
years between the start of deployment and net savings in carbon emissions. However, use
of thin film technologies, which have a lower carbon footprint than crystalline silicon, and
manufacture in cleaner locations can shorten this delay and significantly increase reductions
over the first two decades of technology growth, relative to the baseline case of crystalline
silicon PV manufactured in China. Additionally we show that rapid growth of a technology
will increase both the carbon investment of a transition and longer term emission reductions,
but have little impact on the industry carbon payback time.
Organic PV modules, manufactured with an energy optimised printing process,
reflecting the potential for the technology, can provide the greatest emission reductions of
all PV technologies even though they appear to be more carbon intensive than other thin
film technologies such as CdTe when considered on the basis of static LCA. Static LCA
techniques provide limited information under conditions of rapid growth, especially when
comparing technologies with differing lifetimes, due to the inability to capture the nature
of upfront carbon emissions.
By linking this analysis to technology economics, we propose a dynamic abatement
cost. This provides a framework to assess the cost of short term mitigation, and allows for a
fairer comparison of the mitigation costs associated with of a technology undergoing rapid
growth.
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Today there is a strong focus amongst academic research on a new generation of
solar power technologies based on organic semi-conductors (OPV). OPV promises lower
costs than mature technology, minimal environmental impacts, flexibility and a technology
which can be customised to be transparent to various wavelengths. However, although large
improvements are being made, efficiencies and lifetimes are likely to stay below mature PV
technologies.
Although much of the research into OPV has historically been motivated by the
issues of anthropogenic greenhouse gas (GHG) emissions, there has been little understanding
of how the technology may be able to contribute to climate change mitigation. This thesis
builds greater understanding of how OPV may or may not contribute a new tool for GHG
mitigation. This final chapter provides a summary and overarching conclusions of this thesis.
The initial goal of the project is presented followed by a summary of the conclusions and a
discussion of future work which could build on this study.
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6.1 Goal and Summary of Conclusions
This thesis aimed to draw useful conclusions from a very uncertain topic. OPV is an emerg-
ing technology which still exists within pre-commercial R & D and so the final form of the
technology is still uncertain. Therefore, any attempt to analyse how such technology may
impact GHG emissions is challenging. This thesis presents a methodology to tackle this
challenge by assessing how unique characteristics of the technology may influence its GHG
mitigation potential. In the context of OPV, the characteristics explored include: the po-
tential for very low capital cost; extremely low GHG footprint; and tunable finite bandwidth
absorption allowing for colourful and transparent modules. The proposed methodology is
laid out in Chapter 1. This methodology looks at each of these characteristics in turn, as-
sessing the extent to which they can be realised, and how they will impact both applications
of the technology and the transition to the technology.
6.1.1 Findings on the GHG Emissions and Economics of OPV
Chapter 2 focuses on the degree to which OPV can realise its potential for very low costs
and environmental impact. The literature on the costs and environmental impact of OPV
has grown considerably over the past couple of years, and so Chapter 2 consolidates this
knowledge whilst also looking in more depth at alternative materials to indium tin oxide
as a transparent conductor; a material which could provide a bottleneck to low cost and
low GHG emissions in the manufacture of OPV. Through an environmental life cycle and
economic cost analysis of transparent conductors, alongside a meta-analysis of the OPV
LCA literature, I found that OPV could provide a PV technology with extremely low GHG
emissions compared to more mature PV technology, both in terms of initial emissions, as
well as when levelised over the lifetime of the system. I also found that, although OPV could
provide a cheaper alternative to more mature technology on the basis of the capital cost of
capacity, when looking at levelised electricity costs, OPV is likely to struggle to compete.
This suggests that OPV may find a limited market within conventional applications such
as solar farms and rooftop PV, where the cost annualised over 25 years or more is the
largest deciding factor for investment. This leads to the conclusion that OPV will only
provide GHG mitigation through applications where it’s unique properties can provide an
additional advantage.
6.1.2 Findings on the Application of OPV
The subsequent two chapters look in more detail at how the unique properties of OPV may
provide an advantage in applications of the technology, taking two application case-studies
as exemplars of the methodology proposed in Chapter 1. Chapter 3 looks at the application
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of OPV within greenhouse agriculture, which has been suggested as an area where OPV
could have a large impact. I used optical, biological and electrical models of the PV green-
house system to assess the potential of existing OPV materials, as well as determining a
practical limit to the technology, for generating electricity whilst allowing for crop growth. I
found that existing OPV materials provide no advantage over spaced-out, opaque inorganic
PV cells, although an idealised material could provide excellent performance advantages.
Economic and environmental analysis of the technology, however, shows the huge potential
that such an application could have, even with currently available materials such as the
commonly used P3HT. This demonstrates that the tunable absorption of OPV alone pro-
vides no advantage for the technology in a greenhouse application, and instead OPV must
rely on its properties of flexibility and lightweight if OPV greenhouses are to contribute to
GHG mitigation on a large scale. Moreover, this analysis suggests that in targeting this
application, focus should be put on enhancing the transparency of ancillary layers in the
OPV device rather than focussing on developing new low-band gap polymers.
Chapter 4 analyses the application of OPV for off-grid applications within the
developing world, where capital costs are much more important than levelised costs due to
the limited capital of the recipients of the technology. There has been little previous evidence
of how OPV may perform in the environments found in such off-grid communities and so
this chapter starts by assessing how OPV performs within the harsh conditions presented
by a rural community in Rwanda (a country where 90% of the population are off-grid).
This trial shows that the current generation of OPV can achieve practical lifetimes (taken
as the time to degrade by 20%) of 212 to 5 months in the harsh conditions presented by rural
Sub-Saharan Africa. Moreover, the trial provides some evidence that careful handling of
OPV modules during transport and installation is needed in order to prevent catastrophic
degradation. This may provide a challenge for off-grid applications, where installation is
often completed by untrained customers on roofs which are difficult to access safely. This
result suggests a design goal of more rigid modules to ensure reliability, leading to the
conclusion that the flexibility of OPV may be a disadvantage in some applications.
Part II of this chapter looks at the economic and environmental aspects of off-grid
applications by analysing various distribution models including solar home systems, solar
lanterns, and solar battery charging kiosks, to build a better understanding on the GHG
mitigation potential of this application. I found that huge GHG emission savings are possible
when considering a baseline of kerosene lanterns, and a change to OPV technology has little
impact on the GHG mitigation potential. However, when considering an alternative of grid
extension, the distribution model can greatly affect the GHG emissions of this application,
with solar charging kiosks never providing a reduction in emissions. The environmental
analysis shows that OPV can push the GHG emissions associated with off-grid PV systems
beneath a threshold emissions factor which is lower than the national grid of many of
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the world’s most unelectrified nations, hence demonstrating a huge increase in the GHG
mitigation potential of this application. However, this relies on lifetimes of around 5 years
being achievable in the harsh environments presented by many off-grid communities. This
is a challenging prospect, as seen in the first part of this chapter, which shows the greatly
accelerated degradation of OPV in such environments. Economic analysis of off-grid PV
systems demonstrates the limited impact that the very low capital costs of OPV have within
this application due to the very high balance of system costs, largely due to the need for
batteries. This suggests that the low capital costs of OPV may not present a large advantage
over existing mature technologies within this application.
6.1.3 Findings from the Study of Technology Transitions
Chapter 5 completes this study by taking a different approach to assessing the GHG miti-
gation potential. Instead of the static approach to calculating GHG mitigation, I presented
a dynamic model which can be used to assess the impact that a transition to a low-carbon
technology could have on the GHG emission pathway. I showed that the very low GHG
emissions associated with OPV manufacture could allow the technology to realise much
more rapid GHG mitigation than more mature PV technologies, almost eliminating any
carbon investment required for the transition to low-carbon energy. By combining this
dynamic GHG mitigation analysis with economic factors, I also showed that OPV could
provide lower cost GHG mitigation over the short term.
6.1.4 Overall Conclusion
Together these chapters show a picture of a technology which may struggle to find applica-
tions where it is uniquely placed to provide GHG mitigation. Current projections of OPV
costs and lifetime mean that OPV technology will struggle to compete in applications where
levelised costs are the key choice factor, which covers most conventional PV applications
such as solar farms and roof-top PV. This suggests that further work is needed to develop
high efficiency modules with long operating lifetimes, beyond what is currently being en-
visioned, if OPV is to compete in mainstream PV applications. Two niche applications,
which have been suggested as areas where OPV could have a large impact, were explored.
Investigation of PV greenhouses showed that the tunable absorption of OPV provides no
benefit unless idealised materials can be developed. Although, I also showed that existing
common OPV materials could have a large potential for GHG mitigation if the flexible and
light-weight nature of OPV could provide an advantage in greenhouse applications, and that
future research targeting this application should work towards more transparent ancillary
materials rather than new low-band gap polymers. Looking at off-grid PV applications for
providing basic energy access showed that OPV can survive for considerable time in these
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environments, but provides little benefit in lowering the upfront cost of the technology and
therefore little advantage over mature technologies due to the high cost of other system
components such as batteries. Examination of the transition to PV technologies shows that
the very low emissions associated with manufacturing OPV could provide a way of deliv-
ering more rapid emission reductions than any alternative PV technology. However, for
OPV to deliver significant GHG mitigation, it must find new applications where its unique
properties provide a significant advantage over mature technologies.
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6.2 Recommendations for Further work
In this thesis, I have presented a methodology for building a greater understanding of
the GHG mitigation potential of OPV technology. However, this thesis remains a non-
exhaustive analysis of the topic and there are a number of other avenues which remain to
be explored.
Most notably, the application of OPV technology within building-integrated ap-
plications (BIPV) is currently being suggested as a major market for the technology. Here
OPV must compete with mature technologies on the basis of: levelised electricity costs; re-
ducing capital costs for meeting environmental building standards such as LEED; or through
enabling new ascetics. Research has gone some way to completing a technical analysis of
the performance of OPV in a completely visibly transparent module, and suggested design
goals for developing new materials.253 However, further design goals require greater collab-
oration with the disciplines of architecture and design, to try to determine how OPV can
meet ascetic goals. The key research questions in determining the GHG mitigation of OPV
in this application therefore now lie within the discipline of design.
The application of OPV in very small scale applications, such as sensors, could
present a new GHG mitigation strategy for the technology. A number of companies devel-
oping emerging PV technologies are investigating markets in powering remote sensors, often
inside buildings. Some of these applications may have indirect impacts on GHG emissions,
for example, through better maintenance ensuring more efficient machine operation. This
requires detailed analysis of many industrial and commercial operations to determine niches
where OPV could have an impact.
In assessing the degree to which OPV can realise very low costs and environmental
impacts, Chapter 1 neglects a number of aspects which could prove to be important con-
tributors. In particular work is needed on the impact that encapsulation materials could
have on both the cost and environmental impact of OPV, which requires further knowledge
of the encapsulation requirements which future OPV technology may present. In addition,
the recyclability of OPV is not well understood and requires further study, although some
work has begun in this area.114
The methodology presented in this thesis could also be applied to new technology
types, such as the growing field of Perovskite solar cells, which are currently attracting a
great deal of attention amongst the academic community. The analysis presented in this
thesis could be similarly applied to Perovskites to assess the true potential of the technol-
ogy at this early stage in its development. Moreover, I showed that in applications such as
off-grid PV systems, components other than the PV module, dominate the costs and envi-
ronmental impact of the applications. Such technologies require further understanding of
future developments in costs and environmental impact, most notably, storage technologies,
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on which there have been few studies of environmental impacts.
Finally, much of the work in this thesis provides only theoretical analysis of OPV
technology. For example, in Chapter 3 I discuss how OPV technology may impact crop
growth in a greenhouse application. This work could greatly benefit from field trials of such
an application to determine the true potential of OPV. In addition, such research would
provide insights into the practical advantages and disadvantages of using a technology with
the form factor of OPV.
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Appendix A
Data Tables: LCA and LCC of Novel
Electrode Materials
Life Cycle Inventory
Presented below, are tables showing life cycle inventories along with the life cycle analyses
completed for this study.
Table A.1 – Life Cycle Inventory and Analysis of an HC-PEDOT:PSS transparent conductor
Unit Amount
Embodied Energy
(MJ EPE per m2)
Min Max Min Max
Material requirements
PEDOT:PSS g 0.28 0.28 0.038 0.045
Additive (DMSO or Ethylene Glycol) g 0.015 0.015 0.0007 0.0008
Isopropanol g 40.52 40.52 1.48 1.48
Electricity Consumption
Ink Preparation MJel 0.00533 0.00533 0.015 0.015
Slot-Die Coating and Drying MJel 1.426 1.574 4.07 4.5
Total 5.61 6.03
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Table A.2 – Life Cycle Inventory and Analysis of a transparent conductor of PEDOT:PSS with a
silver grid
Unit Amount
Embodied Energy
(MJ EPE per m2)
Min Max
Material requirements
Silver ink g 20.69 4.34 4.34
PEDOT:PSS g 31.03 4.17 4.96
Isopropanol g 42.62 1.55 1.55
Silver grid
Electricity for screen printing MJel 7.9034 22.58 22.58
Ink preparation
PEDOT:PSS ink preparation MJel 0.00558 0.0159 0.0159
Slot-Die Coating
Slot-Die Coating MJel 1.724 4.93 4.93
Drying MJel 8.276 23.65 23.65
Total 61.24 62.03
Table A.3 – Life Cycle Inventory and Analysis of a silver nanowire transparent conductor
Unit Amount
Embodied Energy
(MJ EPE per m2)
Min Max Min Max
Material requirements
PVP (Poly vinylpyrrolidone) g 8.388 10.85 1.007 1.301
Ethylene Glycol L 0.2511 0.3247 14.56 18.83
KBr (Potasium Bromide) g 0.1256 0.1624 0.0126 0.0162
Silver Chloride g 0.6278 0.8118 0.0628 0.0812
Silver nitrate g 2.762 3.572 0.276 0.357
Methanol L 0.06278 0.08118 1.866 2.470
0.007mM aqueous HAuCl4 L 1 1 0.003 0.003
Ink Preparation
Electricity for heating MJel 0.069 0.069 0.20 0.20
Electricity for grinding MJel 0 0 0 0
Electricity for Centrifuge MJel 0.805 1.04 2.30 2.97
Electricity for heating MJel 0.069 0.069 0.20 0.20
Electricity for sonification of ink MJel 0.000042 0.000055 0.00012 0.00016
Slot-Die Coating
S-D coating MJel 1.639 1.639 4.68 4.68
Drying MJel 7.869 7.869 22.5 22.5
Galvanic Displacement
Electricity for heating acid MJel 0.069 0.069 0.20 0.20
Total 47.8 53.8
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Table A.4 – Life Cycle Inventory and Analysis of a carbon nanotube transparent conductor
Unit Amount
Embodied Energy
(MJ EPE per m2)
Min Max
Material requirements
Ethanol L 0.207 7.80 7.80
Detergent (Decon 90) L 0.00207 0.621 0.621
Demineralised Water L 0.410 0.0013 0.0013
Nitrogen for drying substrate Nm3 0.1 1.0 1.0
APTES L 0.00207 2.07 4.14
SDBS or SDS surfactant g 4.8 0.29 0.29
Carbon Nanotubes g 0.48 3.13 3.13
Demineralised Water L 1.6 0.005 0.005
Nitrogen for spray coater Nm3 0.0881 0.87 0.87
Nitiric acid L 0.207 3.34 3.34
Demineralised Water L 0.207 0.00064 0.00064
Substrate preparation
Electricity for oven (substrate baking) MJel 1.180 3.37 3.37
SWCNT ink preparation
Electricity for oven (SWCNT drying) MJel 0.067 0.1905 0.1905
Electricity for ultrasonic bath MJel 1.551 4.4325 4.4325
Electricity for centrifuge MJel 1.549 4.4267 4.4267
Spray Coating
Electricity for spray coater MJel 0.00325 0.0093 0.0093
Electricity for Substrate heater MJel 1.180 3.37 3.37
Final Preparation
Electricity for oven (film drying) MJel 7.87 22.5 22.5
Total 57.4 59.5
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Economic Cost of Materials
Data from the life cycle inventories presented above were used to calculate the cost of TCs
using the cost data presented in the table below.
Table A.5 – Cost data for materials for the manufacture of OPV modules, from various suppliers
Cost(2015 USD/unit)
Material Unit Supplier 1 Supplier 2 Supplier 3
Ethanol L 0.4677 14.93 17.52
Detergent (Decon 90) L 10.17 8.899 -
Demineralised Water L 0.00 0.00 0.00
APTES L 344.9 5.409 237.2
Nitiric acid L 8.443 11.90 0.3598
Ethylene Glycol L 20.59 10.64 0.7556
Methanol L 14.72 1.919 0.2519
Claurauric acid g 105.3 102.4 127.7
SDBS or SDS surfactant g 0.02399 0.05996 0.00
Carbon Nanotubes g 782.5 831.9 255.4
HC-PEDOT:PSS g 0.3598 0.2399 1.667
PEDOT:PSS - Hole Ac-
ceptor g 0.4317 0.4797 -
Aluminium g 0.00 0.00 0.00
Chromium g 0.01199 0.01199 0.01199
Isopropanol g 0.00 0.02399 0.00
PVP (Poly vinylpyrroli-
done) g 0.3358 0.1439 -
KBr (Potasium Bromide) g 0.1799 0.04797 0.00
Silver Chloride g 2.135 2.806 0.4198
Silver nitrate g 1.883 1.511 -
Silver Ink g 0.4677 - -
Argon Nm3 0.4437 0.8395 0.1799
Nitrogen Nm3 0.4557 0.7076 0.1799
ITO on PET m2 57.71 78.55 17.56
PET substrate m2 0.5996 - -
Appendix B
Derivation of Performance Weightings for
Novel Electrode Materials
Weightings were based on sheet resistance and transparency, and calculated according to
equation B.9, the derivation for which is shown below.
The efficiency of a photovoltaic device is defined by the photogenerated current
density and voltage across the device, when the device output is at its maximum, Jmax and
Vmax respectively, as well as the incoming light intensity under test conditions, Pin,
η = (Jmax.Vmax)/Pin (B.1)
The photogenerated current, and hence the device efficiency, is directly affected
by the transparency of the layers between the active layer and the light source, i.e. the
transparent conductor. Assuming a linear relationship between the TC transparency and
Jmax, and assuming Vmax is not effected∗ it follows that the efficiency is directly proportional
to the transparency,
η = Tη′ (B.2)
Where η′ represents the efficiency of a similar device with a TC of 100% trans-
parency and T represents the actual transparency of the TC in the device.
A comparison can thus be drawn between two similar devices containing TCs with
different transparencies, by rearranging equation B.1. In this case Vmax as well as the
idealised efficiency, η′, would be equal for the two devices.
Vmax
Pin
= Taη
′
Jmaxa
= Tbη
′
Jmaxb
(B.3)
It follows that,
∗Vmax is actually linearly dependent on the transparency, which is explored in Section B.1
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Jmaxa =
Ta
Tb
Jmaxb (B.4)
Again taking two similar devices with TCs of different transparency, from equation
B.2 it follows that,
ηa =
Ta
Tb
ηb (B.5)
Equation B.5 thus provides a weighting for the efficiency based on the difference in
the transparency of the TC. The sheet resistance of the TC contributes to power loss of the
device through increasing the series resistance through the device. The subsequent power
loss due to the sheet resistance of the TC, Ps, is given by,405
Ps =
b2
Pin
RsJ
2
max (B.6)
Where b is the width of each cell stripe within a module and Rs is the sheet
resistance of the TC. Here 100Ps is a percentage of an ideal efficiency, η∗, which represents
a device containing a TC with zero sheet resistance,
η = η∗(1− Ps) (B.7)
From equation B.5, we can find the relationship between two similar devices, each
with a TC of zero resistance but of a different Transparency of the TC in each of the device,
η∗a =
Ta
Tb
η∗b (B.8)
By rearranging equation B.7 and substituting this into equation B.8 we have an
expression which now also includes TCs which have a finite resistance,
ηa =
Ta
Tb
1− P as
1− P bs
ηb (B.9)
Where, P as = b
2
Pin
Ras [TaTb Jmaxb ]
2 and P bs = b
2
Pin
Rbs[Jmaxb ]2
Here, P as is derived by substituting equation B.4 into equation B.6. This equation
allows the calculation of a theoretical weighting to a baseline device, the characteristics of
which are known, which can be applied to modules based on alternative TCs. This takes into
account differences in performance associated with the transparency and sheet resistance of
the TC.
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B.1 Voltage Dependence on TC Transparency
The derivation above ignores the fact that, for a solar cell behaving like an ideal diode, the
voltage will be altered by the insolation. This section explores the error that this assumption
creates in the calculation of weighted efficiencies.
The ideal diode model describes the current of a solar cell according to the equation
B.10.
J = Jsc − J0
(
e
qV
kT − 1
)
(B.10)
Here, Jsc is the short circuit current, while the second term is the dark current,
which describes the reverse current produced by the cell when subject to a given voltage,
V . The short circuit current is given by the integral of the external quantum efficiency and
the incident radiation and will be linearly dependent on the transparency of the TC. It thus
follows that, similar to Equation B.4,
Jsca =
Ta
Tb
Jscb (B.11)
Multiplying both sides by the open circuit voltage (given by Equation B.10 when
J = 0), fill factor and incident radiation gives the efficiency. However, whereas previously,
device a and device b were assumed to have the same voltage; when considering the depen-
dence of voltage on transparency, this is no longer the case. Assuming FF is independent of
the TC transparency, the transparency weighted efficiency thus becomes (instead of Equa-
tion B.8),
ηa =
TaJscbFF
TbP0
[
kT
q
ln
( Ta
Tb
Jscb
J0
+ 1
)]
(B.12)
Equation B.12 thus gives the impact that the transparency of a TC has on efficiency,
accounting for the logarithmic dependence of voltage. Assuming a FF of 70%, a short
circuit current of 88 A/m2,181 and a Voc of 0.5 V (giving a 3% efficient device, as assumed
in Section 2.3.4), Equation B.12 shows that accounting for the logarithmic dependence of
voltage on TC transparency changes the weighted efficiency by 2-3% and therefore ignoring
this dependence is justified.

Appendix C
Optical Data for Transfer Matrix Modelling
of an OPV Greenhouse
The following figures show the refractive indices and extinction coefficients used in the
optical modelling of all materials studied across the wavelength range from 300 nm to
1200 nm. Where measured data was unavailable in the literature, the refractive indices
and extinction coefficients of blends were calculated based on the pristine materials, using
Bruggeman’s model.298,299
Figure C.1 – Refractive index of contact materials: ITO; TiO2; and MoO3
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Figure C.2 – Extinction coefficient of contact materials: ITO; TiO2; and MoO3
Figure C.3 – Refractive index and extinction coefficient for P3HT:PC60BM (blend ratio 1:1)295
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Figure C.4 – Refractive index and extinction coefficient for P3HT:PC70BM (blend ratio 1:1)295,296
Figure C.5 – Refractive index and extinction coefficient for PCDTBT:PC60BM (blend ratio 1:4)295
264
Appendix C
Optical Data for Transfer Matrix Modelling of an OPV Greenhouse
Figure C.6 – Refractive index and extinction coefficient for PCDTBT:PC70BM (blend ratio 1:4)296
Figure C.7 – Refractive index and extinction coefficient for PTB7:PC60BM (blend ratio 1:1.5)295,297
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Figure C.8 – Refractive index and extinction coefficient for PTB7:PC70BM (blend ratio 1:1.5)296,297
Figure C.9 – Refractive index and extinction coefficient for Si-PCPDTBT:PC60BM (blend ratio
1:1.5)295,406
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Figure C.10 – Refractive index and extinction coefficient for Si-PCPDTBT:PC70BM (blend ratio
1:1.5)296,406
Figure C.11 – Refractive index and extinction coefficient for PMDPP3T:PC60BM (blend ratio
1:3)283,289
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Figure C.12 – Refractive index and extinction coefficient for PMDPP3T:PC70BM (blend ratio
1:3)283,289

Appendix D
Economic Modelling Data for an OPV
Greenhouse
D.1 Balance of System Costs
Table D.1 – Balance of system costs used in economic modelling, based on those in Azzopardi
et al. 154
Item Cost (AC)
Avoided cost of PET sheeting 1.18 per m2
Inverter 305.22 per kWp
Other electronics 36.00 per kWp
Labour for installing electronics 23.80 per kWp
Design, Project Management, Insurance, etc. 71.42 per kWp
Wiring 60.00 per kWp
Maintenance 2% of total system cost per year
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D.2 Net Present Value
The Net Present Value (NPV) is calculated using Equation D.1,407 where C is the cash-
flow (income minus investment) at each time period (in this case, each year), T is the time
period over which the investment is being analysed, and r is the discount rate (this is the
rate of return of an investment in a financial market with a similar level of risk, and can be
understood as the opportunity cost of the investment).
NPV =
t=T∑
t=0
C
(1 + r)t (D.1)
Appendix E
Global Greenhouse Designs
Multi-Tunnel
23°
4.35 m
8 m
Approximated to:
Area for OPV (accounting for not 100% roof coverage) = 4 m
Figure E.1 – Multi-tunnel greenhouse structure found in all regions of the world
Sloped Parral
12° 4 m
8 m
Area for OPV (accounting for not 100% roof coverage) = 3.8 m
Figure E.2 – Sloped parral greenhouse structure found in Southern Spain
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Flat Parral
8 m
Area for OPV (accounting for not 100% roof coverage) = 7 m
Figure E.3 – Flat parral greenhouse structure found in Southern Spain
Lean-To
Approximated to:
Area for OPV (accounting for not 100% roof coverage) = 5.5 m
25°
5.5 m
6 m
Figure E.4 – Lean-to greenhouse structure found in Northern China
Appendix F
Hardware for Remote Data Monitoring
Remote monitoring of OPV modules in Rwanda utilised an Arduino Uno with a custom
designed shield. This circuit was able to measure current and voltage from a PV module to
which it was connected, as well as drive a current across the module. This current driving
can be used to run a I-V curve of the module, as well as run maximum power point tracking
(MPPT).
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F.1 The Arduino shield
Figure F.1 shows a schematic of the three functions of the Arduino shield, explaining how
each function operates. These functions are:
• to drive a chosen current across a PV module, known as the ref current
• to measure the current across a PV module
• to measure the voltage across a PV module
Signal from 
Arduino
Digital to 
analogue 
converter
The DAC applies 
a voltage, V1, equivalent 
to the ref current
Amplifier
Signal filtering
Negative terminal 
of PV module
Positive terminal 
of PV module
Analogue to 
digital converter
Arduino
The Arduino measures a 
voltage which can be equated 
to the current being driven across the module
through I = V/R4
The amplifier and signal filter ensure 
that the voltage, V1, is applied here, 
therefore driving a current across 
the PV module equal to, I=V/R4
Negative terminal 
of PV module
Positive terminal 
of PV module
The Op-amp can’t read the 
full voltage range of the OPV 
modules (50V). Therefore a potential 
divider is used to scale down the voltage
Analogue to 
digital converter Arduino
Figure F.1 – Schematic of the circuitry used in combination with an Arduino for driving and mon-
itoring current and voltage characteristics. Adapted from a diagram produced by Lukas Lukoschek
This circuit dissipates all heat from the PV module through the transistor. The
transistor is therefore connected to a heat sink to dissipate the power. Each shield consists
of four copies of this layout, allowing each arduino and shield pair to measure four different
channels.
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F.2 Precision of Voltage Measurements
The voltage being measured relates to the voltage of the PV module through,
V = Vp
R1
R1 +R2
(F.1)
Where R1 and R2 are resisters R6 and R5 in Figure F.1 respectively, and Vp is the
voltage across the PV module.
The percentage error in the measured voltage, dVV , is therefore determined by,(
dV
V
)2
=
(
dR1
R1
)2
+
(
d(R1 +R2)
R1 +R2
)2
(F.2)
=
(
dR1
R1
)2
+
(
dR1
R1 +R2
)2
+
(
dR2
R1 +R2
)2
+ (2dR1R2)2 (F.3)
The final term here is zero since R1 and R2 are independent variables. Hence,
dV
V
=
√√√√(dR1
R1
)2(
1 +
(
R1
R1 +R2
)2)
+
(
dR2
R2
)2 ( R2
R1 +R2
)2
(F.4)
For the case where the tolerance of R1 and R2 are both 0.1%, the precision of the
voltage measurement is therefore 0.14%.

Appendix G
Photographs of OPV modules in Rwanda
Figure G.1 – OPV Modules at Kagano 2 site after 6 months (no cleaning). Photograph courtesy
of Richard Mori
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Figure G.2 – OPV Modules at Kagano 2 site after 6 months (no cleaning). Photograph courtesy
of Richard Mori
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Figure G.3 – OPV Modules at Kagano 1 site after 6 months (no cleaning). Rows from top left:
Kag1A; Kag1B; Kag1C; Kag1D; Kag1E; Kag1F; Kag1G. Photograph courtesy of Richard Mori
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Figure G.4 – Indicative level of soiling after 8 months on OPV modules installed at the Kagano 1
site
Figure G.5 – Indicative level of soiling after 8 months on OPV modules installed at the Kagano 2
site
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Figure G.6 – OPV Modules at Kagano 1 site after cleaning after 8 months. Rows from top left:
Kag1A; Kag1B; Kag1C; Kag1D (before cleaning); Kag1E; Kag1F; Kag1G
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Figure G.7 – OPV Modules at Kagano 2 site after cleaning after 8 months. Rows from top left:
Kag2A; Kag2B; Kag2C; Kag1D; Kag1E; Kag1F; Kag1G
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Figure G.8 – Backlit photographs of OPV Modules kept in London in (a) dark and (b) light
conditions on the inside of a South facing window

Appendix H
Additional information for Analysis of
Dynamic Mitigation Potential
H.1 The VENSIM Model
A model was developed within the system dynamics software VENSIM, a diagram of which
is shown in Figure H.1.
H.1.1 Feedback within the Indian Case-study
Indian solar energy policy aims to develop an indigenous manufacturing industry to supply
PV projects developed within the country. As such, there is the possibility that much of
the PV capacity installed in India will be locally manufactured. In order to reflect this
situation, the model shown in Figure H.1 was adapted to include a feedback loop linking
the production of PV electricity to the electricity required to manufacture future capacity.
This adapted model is shown in Figure H.2.
The impact of this feedback look is extremely limited. Future improvements in
energy and material use efficiency in the manufacture of PV systems greatly outweighs
cleaning of the electricity grid due to increased production of PV electricity, which in the
scenarios analysed, represents just 10% of electricity in the Indian grid by 2035. The impact
of the feedback loop is further limited by the fact that the grid is assumed to have a
decreasing emissions factor despite the use of PV technology, to account for other clean
energy generators and improvements in the efficiency of thermal generators. This evolution
in the carbon intensity of the grid is shown without the influence of PV and with PV
contributing to a cleaner grid in Figure H.3.
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Figure H.3 – Emissions factor of grid used to determine carbon emissions from PV manufacture,
showing influence of feedback loop for both fast and slow growth scenario alongside assumed cleaning
of grid due to other renewables and increased efficiency of future power plants
Section H.2
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H.2 Details of Growth Scenarios
Growth in deployment was modelled according to Equation H.1. Values for the variables
defining the nature of growth in each scenario are shown in Table H.1.
∫ t
0
Capacity goal × g × ez+gt
(ez+gt + 1)2 dt (H.1)
Table H.1 – Model inputs used for the two case-studies analysed
Input Indian case-study German case-study
Capacity Factor 18% 11%
Growth Scenario
OPV:
Slow growth:
g = 0.1244, z = -6.512
Capacity goal = 825,000 MWp OPV:
g = 0.0982, z = -5.912,
Fast growth: Capacity goal = 650,000 MWp
g = 0.121, z = -5.5
Capacity goal = 675,000 MWp
Other Technologies:
Slow growth:
g = 0.1212, z = -6.017
Capacity goal = 416,595 MWp Other Technologies:
g = 0.0853, z = -5.748,
Fast growth: Capacity goal = 541,781 MWp
g = 0.1319, z = -4.922
Capacity goal = 242,710 MWp
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H.3 Further Details on LCA Assumptions
GHG emissions associated with manufacturing PV systems greatly depend on the carbon
intensity of electricity supply to PV module factory. In order to takes this into account, the
German scenario takes the global distribution of PV manufacture (Figure H.4) combined
with emissions factors of the grid of the respective locations from reference 408 (for “other”
the world average emissions factor was used).
Figure H.4 – Global distribution of PV module manufacture (data for 2000 to 2010 from Reference
69) after which 50% assumed in China, with the remaining 50% assumed to be manufactured in a
number of unspecified countries.
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H.4 Assumptions Used in Abatement Cost Calculations
In order to calculate dynamic and static mitigation costs for the uptake of PV technology,
a number of assumptions were made on the cost and evolution in cost of PV technology
and a reference solution. Costs per MWp were assumed to be equal for all PV technology,
as is likely to be the case in the long term, and is approximately the current situation for
CdTe and c-Si.409 This assumes OPV to be a currently available technology, competitive
on a cost per Wp basis with c-Si, however, to date the technology has not developed this
far. As such analysis of OPV provides an example of what could be achievable with a very
low carbon and low lifetime technology. Historical costs were based on Candelise et al. 410
and future costs on Teske et al. 411 , as shown in Figure H.5.
Figure H.5 – Evolution in the cost of a PV system over time (not discounted) from References 410
and 411
Costs for the reference solution were taken as: 64.63 USD per MWh∗ for the
Indian case-study; and 55.21 USD per MWh† for the German case-study, based on the 2012
average spot price of the relevant exchanges412,413 and were assumed constant throughout
the scenarios. Future costs were additionally discounted at a societal discount rate of 3.5%
from the first year of the scenario to account for society’s time preference (as suggested by
Kesicki 414).
∗Assumes an exchange rate of 1 USD = 54.73 INR
†Assumes an exchange rate of 1 USD = 0.77 EUR
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H.5 Future Carbon Costs
The value of early carbon savings is influenced by both political and physical factors. Rogelj
et al. 415 show that delaying mitigation action, even for just a couple of decades, is one of
the largest sensitivities in the cost of climate change mitigation. The social cost of carbon
is often considered as an indication of the value of emissions savings. The majority of
studies have shown that emissions saved earlier provide the greatest reductions in climate
change damage and thus are more valuable to society than delayed emission reductions.416
Moreover, emission reductions realised later will prevent greenhouse gas emissions from
being available to be emitted within other sectors (whilst also keeping within an emissions
budget) and as such, a delay in emission reductions could be thought to represent a carbon
budget opportunity cost.
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