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Numerical solutions of the mode-coupling theory (MCT) equations for a hard-sphere fluid confined
between two parallel hard walls are elaborated. The governing equations feature multiple parallel
relaxation channels which significantly complicate their numerical integration. We investigate the
intermediate scattering functions and the susceptibility spectra close to structural arrest and com-
pare to an asymptotic analysis of the MCT equations. We corroborate that the data converge in the
β-scaling regime to two asymptotic power laws, viz. the critical decay and the von Schweidler law.
The numerical results reveal a non-monotonic dependence of the power-law exponents on the slab
width and a non-trivial kink in the low-frequency susceptibility spectra. We also find qualitative
agreement of these theoretical results to event-driven molecular-dynamics simulations of polydis-
perse hard-sphere system. In particular, the non-trivial dependence of the dynamical properties on
the slab width is well reproduced.
I. INTRODUCTION
The structural relaxation of dense liquids displays a
drastic slowing down of transport upon compression or
cooling, a phenomenon commonly identified with the
glass transition [1]. Upon approaching this transition,
a supercooled bulk liquid exhibits several fascinating
dynamical properties, in particular, the aforementioned
slowing down, stretching of the intermediate scattering
function, as well as a two-step power-law-relaxation be-
havior. All of these features have been observed in ex-
periments [2–10] and simulations [11–18] and were suc-
cessfully described by mode-coupling theory of the glass
transition (MCT) [1, 19–22]. The underlying microscopic
picture behind MCT is the trapping of particles in tran-
sient “cages” which are formed by their respective neigh-
bors. Consequently, confining the supercooled liquid be-
tween two parallel walls is expected to have a signifi-
cant impact on the nature of the glass transition [23–25].
Strong confinement will hinder or promote the forma-
tion of “cages” and the wall-particle interaction will in-
duce layering [26, 27], thus drastically changing the local
structure in the fluid. Analyzing the consequences of con-
finement is therefore of fundamental interest, not only to
question the microscopic picture of the glass transition
but also to better understand physical, chemical, and bi-
ological systems where confinement occurs naturally like
porous rocks or crowded living cells.
In the last twenty years confined liquids have there-
fore been studied extensively in experiments [28–38] and
simulations [27, 39–55], showing that even general ques-
tions like whether confinement accelerates or hinders the
dynamics depends on the nature of the wall-particle po-
tential [49, 51, 54] or the surface roughness [40, 44, 50].
Additionally, it has been found that confinement even
with suppressed layering leads to significant changes in
the static and dynamical properties of the liquid [39, 56–
58].
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To better understand supercooled liquids in confine-
ment MCT was extended to describe a simple fluid
confined between two parallel, flat and hard walls
(cMCT) [24, 55, 59, 60]. The theoretical description de-
pends on the introduction of symmetry-adapted fluctuat-
ing density modes which mirror the broken translational
symmetry in lateral direction and lead to matrix-valued
structure factors and intermediate scattering functions.
The validity of this description for the statical properties
and nonergodicity parameters of hard-sphere glasses has
been investigated and confirmed by event-driven molec-
ular dynamics simulations [55, 60]. A remarkable feature
of cMCT is the emergence of a multiple reentrant glass
transition for liquids with constant packing fraction in a
slab of variable slit width [24, 59], which could also be ob-
served using computer simulations [55, 60]. Interestingly,
it also has been shown that the lines of constant chemi-
cal potential do not overlap with the glass-transition lines
in a nonequilibrium state diagram, indicating that in a
wedge geometry the observation of a coexistence between
glass and liquid regions is anticipated.
A fundamental difference between the mathematical
structure of the MCT equations in confined geometry to
MCT in simple liquids is the emergence of multiple relax-
ation channels. These arise naturally due to a splitting
of the particle-conservation law into distinct currents in
lateral and transverse direction. Recently, it has been
shown for MCT with multiple relaxation channels that
under very mild assumptions the β-scaling equation is
still valid despite this change of structure [61]. This al-
lows us to perform a full asymptotic analysis of the dy-
namics by computing the power-law exponents for the
critical decay and the von Schweidler law from micro-
scopic expressions.
Here we focus on the dynamical properties of strongly
confined liquids as encoded in MCT. For the first time
we present a numerical solution for the full time depen-
dence of the cMCT equations. We investigate the behav-
ior of the dynamic correlation functions close to struc-
tural arrest and compare the results to glass-forming liq-
uids in bulk. Additionally, we calculate the asymptotic
power laws using the analysis presented in Ref. [61] and
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2show that they accurately describe the numerical solution
in the β-scaling regime. We also investigate similarities
and differences of our theoretical results and event-driven
molecular dynamics simulations. The overall goal is to
gain a better insight into the effects of confinement on
supercooled liquids.
The manuscript is organized as follows: In Sec. II we
recapitulate the mode-coupling theory in slit geometry
and present the equations of motion for the intermediate
scattering function. In order to enable a numerical in-
tegration we reformulate these equations by introducing
an effective memory and apply an additional diagonal ap-
proximation. Afterwards, the numerical solution of the
cMCT equations for the intermediate scattering function
is presented in Sec. III and compared to the asymptotic
analysis. In Sec. IV we then compare the dynamics pre-
dicted by cMCT to computer simulations. We summarize
and conclude in Sec. V.
II. MODE-COUPLING THEORY IN SLAB
GEOMETRY
A. Equations of motion
The fluctuating density modes of N particles confined
in a channel of accessible width L can be introduced as
[24],
ρµ(q, t) =
N∑
n=1
exp [iQµzn(t)] e
iq·rn(t), (1)
with particle positions xn = (rn, zn), restricted to the
positions −L/2 ≤ zn ≤ L/2, wave vectors q = (qx, qy)
and wavenumbers Qµ = 2piµ/L. In the following, we will
refer to the indices µ ∈ Z as mode indices. The pack-
ing fraction is defined as ϕ = Npiσ3/6V , with particle
diameter σ, volume V = AH, wall area A and wall dis-
tance H = L + σ. Directly connected to the fluctuating
density modes is its coherent time-dependent correlation
function,
Sµν(q, t) =
1
N
〈ρµ(q, t)∗ρν(q, 0)〉 . (2)
Its initial value Sµν(q) = Sµν(q, t = 0) is the structure
factor, generalized to the slit geometry.
For this setting the Zwanzig-Mori projection opera-
tor formalism [1, 62, 63] with {ρµ(q, t)} as set of dis-
tinguished variables was applied [24, 59] to derive the
equations of motion for the intermediate scattering func-
tions Sµν(q, t),
S˙(t) +
∫ t
0
K(t− t′)S−1S(t′)dt′ = 0. (3)
Here, we have dropped the explicit dependence on the
(magnitude of the) wave vectors q and introduced the
matrix notation [S(t)]µν = Sµν(q, t). The memory kernel
K(t) describes the non-Markovian dynamics of the inter-
mediate scattering function and is related to the dynamic
correlation function of the density modes, ρ˙µ(q, t).
To derive an expression for the memory kernel, we con-
sider the continuity equation for the density modes,
ρ˙µ(q, t) = i
∑
α=‖,⊥
bα(q,Qµ)j
α
µ (q, t), (4)
with the selector bα(x, z) = xδα‖ + zδα⊥ depending on
the channel index α ∈ {‖,⊥}, and the current channels
jαµ (q, t). Since the currents in lateral (⊥) and longitudi-
nal (‖) direction are anticipated to behave differently, the
memory kernel K(t) splits naturally into multiple decay
channels,
Kµν(q, t) = [C{K}]µν
:=
∑
α,β=‖,⊥
bα(q,Qµ)Kαβµν (q, t)bβ(q,Qν). (5)
By performing a second Zwanzig-Mori projection step
using the current modes {jαµ (q, t)} as distinguished vari-
ables the equations of motion for the components of the
memory kernel Kαβµν (q, t) can be derived. This yields the
result,
J −1K˙(t) +D−1K(t) +
∫ t
0
M(t− t′)K(t′)dt′ = 0, (6)
with the matrix notation [K(t)]αβµν = Kαβµν (q, t) and
J αβµν (q) = Kαβµν (q, t = 0) = v2th
n∗µ−ν
n0
δαβ . (7)
Here, we have introduced the thermal velocity vth =√
kBT/m related to particle mass m and the thermal
energy kBT , as well as the decomposition of the inhomo-
geneous density profile n(z) into Fourier modes
nµ =
∫ L/2
−L/2
n(z) exp [iQµz] dz, µ ∈ Z. (8)
We also included an instantaneous damping term given
by a positive semidefinite Hermitian matrix in the mode
and channel indices, D−1  0.
Mode-coupling theory now provides an approximation
for the force kernel M(t) as a bilinear functional of the
intermediate scattering functions Sµν(q, t) [24, 59],
Mαβµν (q, t) = Fαβµν [S(t); q] , (9)
with,
Fαβµν [S(t); q] =
1
2N
∑
q1,
q2=q−q1
∑
µ1,µ2
ν1,ν2
Yαµµ1µ2(q, q1, q2) (10)
× Sµ1ν1(q1, t)Sµ2ν2(q2, t)Yβνν1ν2(q, q1, q2)∗,
where the vertices Yαµµ1µ2(q, q1, q2) are smooth functions
of the control parameters,
3Yαµµ1µ2(q, q1, q2) =
n0
L4
∑
κ
v∗µ−κ
× [bα(q1 · q/q,Qκ−µ2)cκ−µ2,µ1(q1) + (1↔ 2)] . (11)
Here, the direct correlation function cµν(q) is defined
via the generalized Ornstein-Zernike equation [24, 59, 63,
64],
S−1 =
n0
L2
[v − c] , (12)
and the matrix [v]µν = vµ−ν , with v(z) = n(z)
−1 corre-
sponds to the local volume. For given control parameters
S(q), c(q) and n(z), the equations of motion, Eqs. (3),
(6), and the mode-coupling functional Fαβµν [S(t); q] define
a closed set of integro-differential equations with unique
solution S(q, t) that also fulfills all the mathematical con-
straints of a correlation function [65].
Finding a numerical solution of the above equations
of motion is, however, a non-trivial task. To stabilize
the numerical schemes the introduction of an effective
memory kernel M(t) has been found to be very useful.
To define M(t) we employ the Laplace transformation,
LT {A(t)} (z) = Aˆ(z) := i
∫ ∞
0
A(t)eiztdt, (13)
and rewrite Eqs. (3) and (6),
Sˆ(z) = −[zS−1 + S−1Kˆ(z)S−1]−1, (14)
Kˆ(z) = −[zJ −1 + iD−1 + Mˆ(z)]−1. (15)
This allows us to define the effective memory kernel Mˆ(z)
implicitly via,
Kˆ(z) = −
[
zJ−1 + iD−1 + Mˆ(z)
]−1
, (16)
where the effective matrices J = C{J } and JD−1J =
C{JD−1J }  0 have been obtained by comparing the
high-frequency behavior of the current kernel Kˆ(z). In
the time domain the equation of motion in terms of the ef-
fective memory kernel reduces to the standard harmonic
oscillator equation with retarded friction
J−1S¨(t) +D−1S˙(t) + S(t)S−1 +
∫ t
0
M(t− t′)S˙(t′)dt′ = 0.
(17)
B. Diagonal approximation
To solve Eq. (16) for the effective memory kernel,
we rely on the diagonal approximation. We assume
that off-diagonal terms can be discarded in the mode-
coupling functional, Fαβµν [S(t), q] = Fαµ [S(t), q]δαβδµν , in
the structure factor, Sµν(q) = Sµ(q)δµν , and the di-
rect correlation function, cµ(q) = cµ(q)δµν . Consistent
with the Ornstein-Zernike equation, Eq. (12), we thus
set vµ = 0, ∀µ 6= 0 and J αβµν (q) = J αµ (q)δµνδαβ with
J αµ (q) = v2th. Furthermore, we assume that the instan-
taneous damping Dαβµν (q) = δαβδµνDαµ(q) is also diagonal
in mode and channel indices. As a consequence of the
diagonal approximation the coupling of the intermediate
scattering functions Sµ(q, t) for different wave numbers q
and mode indices µ arises purely on the level of the mode-
coupling functional. It should be noted that the diago-
nal approximation is a technical approximation to obtain
numerical results for the full time dependence which be-
comes exact in the planar and bulk limits [66]. It has been
successfully applied to study the critical packing fraction
and the non-ergodicity parameter for confined systems,
where it has been compared to the solution without di-
agonal approximation [67] and to computer simulations
[60, 68] with good agreement.
With this approximation, the left-hand side of Eq. (16)
can be rewritten to find,
q2
zv−2th + iD‖µ(q)
−1
+ Mˆ‖µ(q, z)
+
Q2µ
zv−2th + iD⊥µ (q)−1 + Mˆ⊥µ (q, z)
=
1
zJµ(q)
−1
+ iDµ(q)
−1
+ Mˆµ(q, z)
, (18)
which can be transformed into an integro-differential
equation for the effective memory kernel in the time do-
main. For the sake of simplicity we will restrict ourselves
to the case of D‖µ(q) = D⊥µ (q) =: D0 and thus find,
M˙µ(q, t) + v
2
thD
−1
0 Mµ(q, t) + v
4
th
∫
αµ(q, t− t′)Mµ(q, t′)dt′ =
v4thβ˙µ(q, t) + v
6
thD
−1
0 βµ(q, t)+
v4thJµ(q)
−1
∫ t
0
M‖µ(q, t− t′)M⊥µ (q, t′)dt′. (19)
Here, we have used that within the approximations
introduced above
Jµ(q) = (q
2 +Q2µ)v
2
th, (20)
Dµ(q) = (q
2 +Q2µ)D0, (21)
and abbreviated
αµ(q, t) = Jµ(q)
−1(Q2µM‖µ(t) + q2M⊥µ (t)), (22)
βµ(q, t) = Jµ(q)
−2(q2M‖µ(t) +Q2µM⊥µ (t)). (23)
The initial value for the effective memory kernel is
generally given by JM(t = 0)J = −JD−1JD−1J +
C {JD−1JD−1J } + C {JM(t = 0)J }. In our case
this reduces to,
Mµ(q, t = 0) = v
4
thβµ(q, t = 0). (24)
4III. NUMERICAL SOLUTION OF THE MCT
EQUATIONS
In this section we investigate the intermediate scatter-
ing function (ISF) Sµ(q, t) and the associated frequency-
dependent dynamic susceptibility
χ′′µ(q, ω) := ω
∫ ∞
0
Sµ(q, t) cos(ωt)dt, (25)
within the diagonal approximation. The static input
functions, namely the structure factor Sµ(q), the direct
correlation function cµ(q) and the density profile n(z) are
calculated for monodisperse hard spheres using funda-
mental measure theory (FMT) and the Ornstein-Zernike
equation with the Percus-Yevick closure, as described in
Refs. [24, 57, 59]. The instantaneous damping terms are
set to D0 = 0.1 vthσ in this work. The particle diame-
ter σ sets the unit of length and σ/vth the unit of time.
For the results the equations of motion, Eqs. (17) and
(19), are solved numerically by combining techniques pre-
sented in Ref. [61, 69–72]. Appendix A provides details
on the numerical discretization scheme which are impor-
tant to achieve the desired numerical accuracy. For the
numerical Fourier transform for the susceptibilities we
rely on the modified Filon-Tuck algorithm [73, 74].
A. Dynamics close to the glass transition
We start the analysis for an accessible width L = 2.0σ.
The (normalized) intermediate scattering functions close
to the glass transition is displayed in Fig. 1. As it is
known from simple bulk liquids, the dynamics in the
vicinity of the glass transition manifests itself within
MCT via an algebraic decay to an extended plateau. In
the liquid regime ( = (ϕ − ϕc)/ϕc < 0) this plateau is
followed by a structural relaxation on a time scale, that
diverges as the critical packing fraction is approached.
Importantly, for any fixed finite time t, the interme-
diate scattering function Sµ(q, t) varies smoothly with
the packing fraction. Above the critical packing fraction
( > 0), the structure is not able to fully relax anymore
and ergodicity breaking is observed, characterized by a
non-zero value for the long-time limit, Fµ(q) := Sµ(q, t→
∞). The two-step relaxation scenario in the supercooled
regime can also be observed in the susceptibility spec-
trum (see Fig. 2). For frequencies much smaller than the
microscopic ones, the susceptibilities display a power-law
increase ∝ ωa reflecting the critical decay towards the
plateau in the time domain. On the liquid side a sec-
ond power law ∝ ω−b emerges at even lower frequencies
corresponding to the von Schweidler law as the initial
part of the terminal structural relaxation. Both power-
law processes are connected by a pronounced minimum
which is by orders of magnitude enhanced relative to a
trivial superposition of Debye peaks. The low-frequency
peak is known as α-peak and appears stretched on the
high-frequency flank whereas it behaves regularly at its
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FIG. 1. Normalized coherent intermediate scattering func-
tion S0(qm, t)/S0(qm, 0) for accessible width L = 2.0σ, for
wavenumber qmσ = 6.52 corresponding to the first sharp
diffraction peak in the structure factor. In the control pa-
rameter  = (ϕ − ϕc)/ϕc = ±10−n/3, n ∈ N increases from
left to right for  < 0 and from top to bottom for  > 0. The
critical correlator for ϕ = ϕc (or  = 0) is displayed as thick
line and labeled as “c”.
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FIG. 2. Frequency-dependent susceptibility χ′′0 (qm, ω) for the
same parameters as in Fig. 1. The dashed, black line shows a
Debye peak, χ′′D(ω) = 2χmaxωτD/
[
1 + (ωτD)
2
]
(χmax = 0.8,
τD = 9.4 · 108σv−1th ) for comparison.
low-frequency flank. A comparison of these spectra to the
ones of simple bulk liquids [75] shows that in the case of
comparatively large channel widths no qualitative differ-
ences are observed.
The situation is rather different for a channel width
L = 1.0σ as shown in Fig. 3. While the two-step relax-
ation scenario is still observable there is a distinct kink
in the high-frequency flank of the α-peak of the dynamic
susceptibility. A similar feature was recently observed in
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FIG. 3. Frequency-dependent susceptibility χ′′0 (qm, ω) for
channel width L = 1.0σ. The parameters for the Debye peak
(dashed black line) are χmax = 0.79, τD = 6.2 · 1011σv−1th .
Ref. [61] for a Bosse-Krieger model with two decay chan-
nels. Concluding from this model, it seems natural that
the reason for the emergence of the kink is an asymmetry
of the two decay channels, parallel and perpendicular to
the wall, since this asymmetry increases for decreasing
wall separation. We will discuss this observation further
in section III C.
In the following we analyze in detail the two relaxation
processes: the critical decay and the von Schweidler law.
B. β-scaling regime
The critical spectra shown in the last subsection indi-
cate that the β-scaling regime exists also in case of strong
confinement. This is not surprising since the asymptotic
analysis for MCT with multiple relaxation channels in
Ref. [61] showed the existence of a well defined β-scaling
equation under very moderate assumptions, which are all
fulfilled here (i.e. discontinuous transition in all modes).
This enables us to perform an asymptotic analysis of the
MCT equations in confinement similar to the one per-
formed for simple bulk liquids [75]. For this we first deter-
mine the critical packing fraction ϕc using the standard
iteration for the nonergodicity parameter Fµ(q) (see e.g.
Ref. [24]). Using Eq. (19) in Ref. [61] we can then deter-
mine the Frobenius-Perron eigenvector and thus Go¨tze’s
exponent parameter λ which encodes the critical expo-
nents a and b. The important quantities that were de-
termined from the described analysis can be found in
Table I.
The critical decay of the intermediate scattering func-
tion and the frequency-dependent susceptibility spectra
are shown in Fig. 4 for different mode indices µ and
wave vectors q. For times t & 103σv−1th (frequencies
ω . 10−3vthσ−1) there is no visible discrepancy between
L/σ ϕc λ˜ λ a b B t0/σv
−1
th t
′
σ/σv
−1
th
1.0 0.4497 0.816 0.795 0.282 0.484 1.16 0.022 7.07 · 1015
1.25 0.4029 0.631 0.629 0.354 0.761 0.41 0.035 3.32 · 1011
1.5 0.3817 0.630 0.629 0.354 0.761 0.41 0.056 8.68 · 1011
1.75 0.4352 0.676 0.672 0.338 0.688 0.57 0.030 1.27 · 1013
2.0 0.4495 0.671 0.668 0.340 0.694 0.57 0.028 2.13 · 1012
TABLE I. Critical packing fractions ϕc and asymptotic coef-
ficients for the confinements lengths considered in this work.
The universal coefficient B was interpolated from the data in
Ref. [76]. The time scale t0 is determined from matching the
critical law to the numerical results for µ = 0 and q = 6.52.
The time scale t′σ for determined for ϕ = ϕ−10−7 (see App. B
for definitions and further details).
the asymptotic power laws and the numerical solution
of the MCT equations. The decay from the plateau in
the intermediate scattering function and the correspond-
ing asymptotic power law for a packing fraction slightly
below the critical value ϕc is then highlighted in Fig. 5
(upper panel). The lower panel demonstrates the validity
of the von Schweidler law. In these figures no qualitative
difference to the critical dynamics in bulk systems can
be observed. It should, however, be emphasized that
these results crucially depend on the correct fundamen-
tal constant λ which is different from the constant λ˜ one
would find without splitting of the relaxation channels
such as in bulk liquids (see Table I and App. B). De-
pending on the dissimilarity of the two decay channels
this can lead to significant corrections that need to be
taken into account to match the numerical solution and
the asymptotic power laws.
The most important discrepancy between bulk and
confined liquids are the observed power-law exponents
which significantly depend on the channel width. This
quantitative impact of confinement on the asymptotic
scaling laws will be analyzed in the next subsection.
C. Effect of confinement
The effect of confinement on the nonequilibrium-state
diagram has been studied in detail in Refs. [24, 55, 59, 60].
In these works a multiple reentrant glass transition was
found which can also be observed in computer simula-
tions [55, 60]. The reason for this behavior can be ratio-
nalized qualitatively with the competition of two length
scales: the (average) particle diameter σ¯ and the wall
separation H. If the ratio of wall separation and average
particle diameter n = H/σ¯ is an integer, n ∈ N, there are
naturally n different layers in the system which enable a
relatively large longitudinal diffusion. For half-integer
n, however, there are particles between the layers which
significantly slows down the dynamics (incommensurate
packing). This non-monotonic dependence on the chan-
nel width then becomes apparent in the structure factor,
the critical packing fraction and the diffusion coefficient
60
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FIG. 4. Critical law highlighted in both the normalized co-
herent scattering function (upper panel) and the frequency-
dependent susceptibility (lower panel) for accessible width
L = 2.0σ and ϕ = ϕc. Shown are different modes µ
and wavenumbers slightly below (qlσ = 3.42), directly at
(qmσ = 6.52) and slightly above (qgσ = 9.63) the first maxi-
mum in the structure factor S0(q, 0). The asymptotes in the
upper and lower panel correspond to Eqs. (B6) and (B7), re-
spectively. The time scale t0 = 0.028σv
−1
th was determined by
matching to the asymptotic solution of S0(qm, t). The param-
eters for the asymptotic analysis are summarized in Table I.
as was shown in Refs. [24, 55, 59, 60]. Here, we will study
its impact on the critical power-law exponents.
The critical decay and the von Schweidler law (lower
panel) for the frequency-dependent susceptibility for dif-
ferent accessible widths L are displayed in Fig. 6. The
most apparent difference between the curves is the signif-
icantly different power-law exponent for L = 1.0σ (strong
confinement). To investigate this in more detail, the ex-
ponents are plotted vs. accessible width in Fig. 7. Strik-
ingly, similar to the static quantities, also this plot shows
a non-monotonic behavior of the critical exponent a and
the von Schweidler exponent b with wall separation. This
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FIG. 5. Same as Fig. 4 for the normalized intermediate
scattering function (upper panel) and frequency-dependent
susceptibility (lower panel) in the α-relaxation regime for ac-
cessible width L = 2.0σ and ϕ = ϕc − 10−7. The asymptotes
in the upper and lower panel correspond to Eqs. (B9) and
(B10), respectively. The parameters for the asymptotic ana-
lysis are summarized in Table I.
means that moderate confinement L > 1.25σ reduces the
stretching of the correlation functions relative to the bulk
system (an unstretched exponential would correspond to
b→ 1) but a further decrease of the accessible width then
leads to stronger stretching. This shows that the effect
of confinement has indeed a non-trivial impact on all fea-
tures of glass-forming liquids. Interestingly, the conver-
gence of the exponents to the bulk limit for hard spheres
is very slow. We explain this with the inhomogeneous
density profiles, which significantly alter the glass transi-
tion and are strongly pronounced even for large channels
L > 4.5σ. Furthermore, the critical packing fraction of
the glass transition increases significantly with L (from
ϕc(L = 2.5σ) = 0.437 to ϕc(L = 4.5σ) = 0.469) which
additionally amplifies the layering.
We now come back to the “kink” observed in the low-
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FIG. 6. Critical law (upper panel, ϕ = ϕc) and von Schweidler
law (lower panel, ϕ = ϕc−10−7) for the frequency-dependent
susceptibility for different accessible widths L. The parame-
ters for the asymptotic analysis are summarized in Table I.
frequency susceptibility spectrum for L = 1.0σ (high-
lighted in Fig. 8). A similar kink in the low frequency-
spectrum was before observed as Cole-Cole peak [78],
however, there the kink emerges for frequencies larger
than the von Schweidler law. We rationalize the kink
therefore in the same way as was discussed in Ref. [61].
It can be observed in Fig. 8 (upper panel) that the green
curve (µ = 1) decays faster than the other curves due to a
large ratio Hµ(q)/Fµ(q), where Hµ(q) is the Frobenius-
Perron eigenvector of the critical expansion. Addition-
ally, the two memory kernels that define the relaxation
of the red curve (µ = 0) are very different since the par-
allel component couples stronger to itself then to other
modes while the perpendicular component does not cou-
ple at all to itself and has a strong coupling to other
modes. We therefore have a similar situation as discussed
in Ref. [61] where we introduced a toy model with two
very different decay channels. We thus draw a similar
conclusion: When the higher modes decay faster (repre-
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FIG. 7. Dependence of the critical exponents on the accessible
width L. The exponents were determined from the asymp-
totic analysis as described in Ref. [61]. The arrows indicate
the value of the exponents in the bulk limit for hard spheres
(arrows pointing to the right [75]) and hard discs (arrows
pointing to the left [77]).
sented here by the green curve), we can observe multiple
low-frequency peaks in the susceptibility spectrum, each
corresponding to a different relaxation channel. Obvi-
ously, in the present case the dissimilarity between the
decay times of the different modes is quite small which
means that the two peaks strongly overlap. This leads to
the observed “kink”.
IV. COMPARISON TO EVENT-DRIVEN
MOLECULAR DYNAMICS SIMULATIONS
Event-driven molecular dynamics (EDMD) simula-
tions [79–81] enable the exact integration of equations of
motion for particles with hard-sphere interactions. Here
we compare our theoretical results to simulation results
that we have extracted from Ref. [55]. There the au-
thors collected data for polydisperse hard spheres in con-
fined geometry as in the current set-up. The introduction
of polydispersity is necessary to suppress crystallization.
The full numerical solution of the MCT equations pre-
sented in this manuscript now allows us to directly com-
pare theoretical and simulation results for the dynamical
properties of confined hard-sphere glasses (see Fig. 9).
On the one hand, significant quantitative differences
between theory and simulations are expected because the
polydispersity significantly reduces the effect of layering
in the system and the differences between commensurate
and incommensurate packing. This can already be seen
in the phase diagram of the polydisperse hard-sphere sys-
tem (see Fig. 6 (a) in Ref. [60]) and thus also reduces
the differences in the intermediate scattering functions
for various accessible widths L. Additionally, there is no
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FIG. 8. Normalized intermediate scattering function (upper
panel) and frequency-dependent susceptibility (lower panel)
in the α-relaxation regime for channel width L = 1.0σ.
Shown are different modes µ and wave vectors slightly be-
low (qlσ = 3.42), directly at (qmσ = 6.52) and slight above
(qgσ = 9.63) the first maximum in the structure factor S0(q).
The parameters for the asymptotic analysis are summarized
in Table I.
ideal glass transition in simulation (and experiments) of
hard spheres because eventually the structure will fully
relax, as is already known from simple bulk liquids.
On the other hand, there are several features that are
shared by theory and simulations. Most prominent is the
fact that also in this case structural relaxation is slower
for the system with L = 1.3σ¯ than for L = 1.0σ¯ despite
the general trend that confinement slows down the dy-
namics. This leads to a clear order of the curves which is
the same for both theory and simulations. Furthermore,
both theory and simulations exhibit a pronounced two-
step relaxation scenario that was discussed in detail in
the previous section.
It is also noteworthy that the dependence of the von
Schweidler exponent on accessible width L as predicted
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FIG. 9. Comparison of MCT results for the coherent scatter-
ing function at volume fraction ϕ = 0.42 with event-driven
molecular dynamics (EDMD) simulations at ϕ = 0.52. Simu-
lation data are extracted from Ref. [55]. The simulations use
a polydisperse mixture (s = 15%) and σ¯ denotes the average
particle diameter.
by MCT is in slight contradiction with event-driven sim-
ulations. In Ref. [40, 55] simulation results indicated that
stretching could be strongest for incommensurate pack-
ing, which contradicts the conclusion drawn for MCT
in the last section. One possible reason for the discrep-
ancy could be the different control-parameter distances
 = (ϕ−ϕc(L))/ϕc(L) since the simulations for different
accessible width L were all performed at constant packing
fraction ϕ while the results reported for the theory were
determined for ϕc(L) and thus  = 0. If || becomes too
large this will have an impact on the simulation results.
V. SUMMARY AND CONCLUSION
In this manuscript we have presented a numerical so-
lution of the MCT equations of motion in slab geometry.
This enabled us to perform a deep analysis of the dynam-
ics of confined hard-sphere glasses. We have found that
there are no qualitative differences between the β-scaling
regime in systems with moderate confinement and bulk
systems. Only for very small accessible width L.1.25σ
a clear feature of the parallel relaxation scenario induced
by the confinement has been observed in the form of a
kink in the low-frequency susceptibility spectrum.
Additionally, we have applied an asymptotic analy-
sis for MCTs with multiple relaxation channels to in-
vestigate the effect of confinement on the two asymp-
totic power laws: the critical decay and the von Schwei-
dler law. We have observed that, similar to the non-
monotonic dependence of the critical packing fraction,
also the power-law exponents depend non-trivially on the
channel width. For moderate confinement we have found
9that the stretching of the intermediate scattering func-
tion is decreased (corresponding to an increase of the von
Schweidler exponent) while it is significantly increased for
strong confinement, indicating stronger heterogeneous
dynamics in the slit. Importantly, mode-coupling the-
ory also predicts a very slow convergence of the critical
exponents to the bulk limit for hard spheres.
The numerical results have also been compared to
event-driven molecular dynamics simulations of confined,
polydisperse hard spheres. Both theory and simulations
exhibit a clear non-monotonic dependence of their dy-
namic properties on the channel width. Yet, a compar-
ison beyond identifying the relevant trends is unfeasible
due to the different polydispersities and the known dis-
crepancies of the ideal transition as predicted by MCT to
the dynamic crossover in simulations and experiments.
This work opens up the possibility of a throughout
analysis of various aspects of confined fluids with mode-
coupling theory. Possible future projects are the incorpo-
ration of Brownian dynamics [82] and the study of single
particle properties like self-intermediate scattering func-
tions [83] or mean-square displacements. Importantly,
the latter would enable a significantly better compari-
son with computer simulations. This can for example
facilitate the search for a similar kink as observed in the
MCT solution of the low-frequency susceptibility spec-
trum. Additionally, it will be interesting to look for sig-
natures of parallel relaxation in experimental measure-
ments of dielectric spectra of molecules or confined par-
ticles. Furthermore, using static quantities from com-
puter simulations for extreme confinement could enable
the cMCT analysis of the dimensional crossover to the
planar bulk limit for hard discs [84, 85]. Currently this is
not possible since the iterative techniques to determine
the static input functions do not converge in extreme
confinement.
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Appendix A: Details on the numerical discretization
scheme
The correlation functions appearing in this manuscript
depend on a mode index, a wavevector and time. In the
following, we will describe how these dependences are
handled to obtain a numerical integration scheme for the
MCT equations of motion. The parameters used in this
manuscript are summarized in Table II.
FMT OZ + PY MCT
dz/σ 0.001 dz/σ 0.02 Nq 30
nz 8192 Nq 1024 M 5
Fex WBII rmin/σ 0.0001 ∆qσ 1.0345
rmax/σ 10000 Nt 8192
D 100
D1 22
∆t0/(σv
−1
th ) 10
−9
s 10
−8
TABLE II. Summary of the parameters used for creating the
static input using fundamental measure theory (FMT) and
the Ornstein-Zernike equation with the Percus-Yevick clo-
sure (OZ+PY) as well as the numerical integration of the
mode-coupling equations of motion (17) and (19). FMT)
The parameters dz and nz were used for the spatial linear
discretization. The approximate excess free energy functional
used is the White-Bear mark II (WBII) functional [86, 87].
OZ+PY) The parameter dz was used for the spatial linear
discretization in z-direction with nz = L/dz. The r-direction
is logarithmically discretized in the range [rmin, rmax] with Nq
grid points. Details in Refs. [57, 67]. MCT) The equations
are temporally integrated using D decimation steps with Nt
time steps each and an initial step size dt0.
1. Mode index
The mode index is already discrete due to the finite
channel width. However, for the numerical solution we
have to introduce a cutoff |µ| ≤M , chosen such that the
neglected orders do not have a significant impact on the
main modes anymore. Empirically we found M = 5 to be
a reasonable cutoff for L . 2σ. For the results in Fig. 7
we use M = 10 for L . 3.5σ and M = 15 otherwise.
2. Wavevector
As done in Ref. [24] we first introduce the thermody-
namic limit of Eq. (10) by replacing,
lim
N,A→∞
1
N
∑
q1,
q2=q−q1
(...) =
1
n0(2pi)2
∫ ∞
0
dq1
·
∫ q+q1
|q−q1|
dq2
4q1q2√
4q21q
2
2 − (q2 + q21 − q22)2
(...). (A1)
Here, A is the surface area of the box with volume
V = HA. The q-dependence is then discretized to q =
q0 +m∆q, with m = 0, ..., Nq − 1. The integral is evalu-
ated using a modified trapezoidal rule in which the value
of the function to be integrated is not taken in the mid-
dle of two grid points, qm = m∆q and q(m+1), but at
qm + q0, with q0 = 0.303∆q. This provides the best dis-
crete description of the Jacobian of the transformation to
bipolar coordinates which allows to write the right term
in Eq. (A1) [72, 88]. In this work we chose Nq = 30
and ∆qσ = 1.0345 such that qmaxσ = 30. This choice
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allows us the solve the equations of motion with the nec-
essary accuracy in the dynamical correlation functions
while the numerical error due to the q−discretization re-
mains small.
3. Time
To find a numerical solution of the integro-differential
equations, Eqs. (17) and (19)), we need to discretize
their time dependence such that the derived integration
schemes are stable for about 15-20 orders of magnitude
in time. To achieve this goal, we apply similar schemes
as previously proposed in the MCT literature, like dec-
imation [61, 69, 71], which shall not be repeated here.
In the following, we will list some important remarks
that are necessary to stabilize the numerical discretiza-
tion scheme.
• As discussed in Ref. [61], Appendix B, we find that
taking the time derivative on both sides of Eq. (19)
and discretize the obtained second order integro-
differential equation yields a significantly more sta-
ble numerical scheme for longer times. Starting
from decimation step D1 we therefore integrated
the memory kernel with this second-order equation
which has the same form as Eq. (17). The applied
discretization scheme is thus the same as for the
integration of the scattering function.
• We symmetrize the discretized convolution inte-
grals in the same way as described in Ref. [61],
Appendix B.
• The instantaneous contributions to the memory
kernels, D−1 and D−1, are explicitly included to
the values of M(t = 0) andM(t = 0), respectively.
We thus obtain,
M˜µ(q, t = 0) = βµ(q, t = 0) +Dµ(q)
−1/∆t, (A2)
M˜αµ(q, t = 0) = Fαµ [S(t = 0); q] +D−10 /∆t. (A3)
This yields a more compact numerical integra-
tor. The integration scheme using moments (see
Refs. [69, 71]) ensures that these contributions are
handled correctly in the decimation steps.
Taking all this into account we arrive at the following
integration scheme for the coherent scattering function
(not including the explicit dependence on q and µ),
ASSi = 2.5Si−1 − 2Si−2 + 0.5Si−3
+
∆t2J
4
(
2 dM˜1Si−1 + 2M˜iS0 − M˜i−i¯Si¯ − M˜i¯Si−i¯
)
− ∆t
2J
2
i¯∑
j=1
dSj(M˜i−j+1 − M˜i−j)
− ∆t
2J
2
i¯∑
j=2
dM˜j(Si−j+1 − Si−j)
− ∆t
2J
4
{
dSi−i¯(M˜i¯+1 − M˜i¯) if i¯ 6= i− i¯
0 otherwise
− ∆t
2J
4
{
dM˜i−i¯(Si¯+1 − Si¯) if i¯ 6= i− i¯
0 otherwise
,
AS = 1 +
∆t2J
2
(
S−10 + dM˜1
)
, (A4)
with Si = S(i∆t), dSi = ∆t
−1 ∫ i∆t
(i−1)∆t dt
′S(t′) and simi-
larly Mi, dMi. We also introduced i¯ = bi/2c. The brack-
ets bjc denote the largest integer less or equal j. Before
decimation step D1 the effective memory kernel is inte-
grated via,
AM1Mi = 4/3Mi−1 − 1/3Mi−2 −
∆t2v4th
3
α[dM1]Mi−1
+ v4th (β[Mi]− 4/3β[Mi−1] + 1/3β[Mi−2])
− ∆t
2v4th
3
i−i¯∑
j=1
dMj(α[Mi−j+1] + α[Mi−j ])
− ∆t
2v4th
3
i¯∑
j=2
α[dMj ](Mi−j+1 +Mi−j)
+
∆t2v4thJ
−1
3
i¯∑
j=1
dM‖j (M⊥i−j+1 +M⊥i−j)
+
∆t2v4thJ
−1
3
i−i¯∑
j=1
dM⊥j (M‖i−j+1 +M‖i−j)
AM1 = 1 +
∆t2v4th
3
α[dM1], (A5)
where we defined α[B] = Jµ(q)−1(Q2µB‖µ(t) + q2B⊥µ (t))
and β[B] = Jµ(q)−2(q2B‖µ(t) + Q2µB⊥µ (t)). As discussed
before, after decimation step D1 we change the integra-
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tion algorithm and use,
AM1Mi = 2.5Mi−1 − 2Mi−2 + 0.5Mi−2
+
∆t2v4th
4
(2α[dM1]Mi−1 − α[Mi−i¯]Mi¯ − α[Mi¯]Mi−i¯)
+ v4th (β[Mi]− 2.5β[Mi−1] + 2β[Mi−2]− 0.5β[Mi−3])
− ∆t
2v4th
2
t¯∑
j=1
dMj(α[Mi−j+1]− α[Mi−j ])
− ∆t
2v4th
2
t¯∑
j=2
α[dMj ](Mi−j+1 −Mi−j)
− ∆t
2v4th
4
{
dMi−i¯(α[Mi¯+1]− α[Mi¯]) if i¯ 6= i− i¯
0 otherwise
− ∆t
2v4th
4
{
α[dMi−i¯](Mi¯+1 −Mi¯) if i¯ 6= i− i¯
0 otherwise
+
∆t2v4thJ
−1
4
(
M‖
i−i¯M⊥¯i +M⊥i−i¯M
‖
i¯
)
+
∆t2v4thJ
−1
2
t¯∑
j=1
dM‖j (M⊥i−j+1 −M⊥i−j)
+
∆t2v4thJ
−1
2
t¯∑
j=1
dM⊥j (M‖i−j+1 −M‖i−j)
+
∆t2v4thJ
−1
4
{
dM‖
i−i¯(M⊥¯i+1 −M⊥¯i ) if i¯ 6= i− i¯
0 otherwise
+
∆t2v4thJ
−1
4
{
dM⊥
i−i¯(M
‖
i¯+1
−M‖
i¯
) if i¯ 6= i− i¯
0 otherwise
,
AM1 = 1 +
∆t2v4th
2
α[dM1]. (A6)
In each time step, Si is initialized by setting Si = Si−1.
With this the memory kernels Mαµ(q) are calculated us-
ing Eq. (10) in the thermodynamic limit as described
in Eq. (A1). Si is then determined self-consistently by
solving Eqs. (A4) and (A5)/(A6) until the convergence
reaches an accuracy of max
q,µ
|Sni,µ(q) − Sn−1i,µ (q)| < s in
the n-th iteration step as described in Refs. [69, 89].
Appendix B: Asymptotic expansion
In Ref. [61] an asymptotic analysis of mode-coupling-
theory equations with multiple relaxation channels has
been presented. The reference proves the validity of the
β-scaling equation and derives relations for the critical
exponents that characterize the slowing down at the glass
transition. In the following, we recapitulate the most
important relations and describe how they can be applied
to the mode-coupling equation in confined geometry.
Starting from the equations for structural relaxation,
Eqs. (14) and (15), with negligible contributions of zJ +
iD−1, we perform an asymptotic expansion using the
ansatz S(q, t)−Fc(q) =
√|σ|G(1)(t) +O(σ), for a small
separation parameter σ. (In this appendix, we follow
the standard MCT notation and σ denotes a separation
parameter, not the hard-sphere diameter.) We thus as-
sume that the correlator is close to its plateau value (i.e.
the critical non-ergodicity parameter Fc(q)). It has been
shown that close to the glass transition, σ = C, with
constant C and control parameter  = (ϕ− ϕc)/ϕc.
To first order we find the factorization theorem,
G(1)(q, t) = H(q)g(tˆ = t/tσ), (B1)
stating that close to the glass transition on a time scale
tσ all dynamical correlation functions can be rescaled by
the critical amplitudes H(q) to superimpose on a single
universal master curve g(tˆ).
The equation of motion for this master curve is then
derived as solubility condition by considering the second
order of the expansion [61],
d
dtˆ
(g ∗ g)(tˆ) = λg(tˆ)2 + sgnσ, (B2)
which is the well-known β−scaling equation. The expo-
nent parameter λ connects the power law exponents for
the critical decay, a, and the von-Schweidler law, b, via
Go¨tze’s exponent relation,
Γ(1 + b)2
Γ(1 + 2b)
= λ =
Γ(1− a)2
Γ(1− 2a) . (B3)
The subtleties derived in Ref. [61] are that this β-scaling
equation is only found via rescaling, which is possible due
to its scale invariance. From the asymptotic analysis we
obtain,
λ = λ˜/(1−∆), (B4)
with channel asymmetry ∆ = 0 in case of bulk geometry.
The parameters H(q), C,∆ and λ˜ are complicated func-
tions of the mode-coupling functional in confined geome-
try (and therefore also the static input functions) as well
as the critical non-ergodicity parameters (see Ref. [61] for
details).
The workflow to apply the asymptotic expansion is the
following:
• Find the critical packing fraction ϕc using binary
search based on the asymptotic equation,
S(q)− F(q) = [S(q)−1 +N(q)]−1, (B5)
where N(q) = C
{
F [F(q); q]−1
}−1
. This equa-
tion can be readily used as self-consistent iteration
scheme to determine the non-ergodicity parameter
[24, 59] and such the ideal glass transition.
• Evaluate the critical non-ergodicity parameter,
Fc(q), to calculate the mode-coupling functional
at the critical point and thus the critical ampli-
tude (using the eigenvalue equations (27)-(29) in
Ref. [61]).
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• Calculate the parameters λ˜ and ∆ using Eqs. (38)
and (39) in Ref. [61]. From this determine the
power law exponents a and b with Eqs.(B4) and
(B3).
• For  6= 0, we can also directly calculate σ using the
non-ergodicity parameter F(q) for ϕ = ϕc(1 + )
(see Eq. (37) in Ref. [61]).
It is important to note that ∆ ≈ 0 and thus λ˜ ≈ λ
implies that the relaxation channels parallel and perpen-
dicular to the walls become very similar. It does, how-
ever, not mean that confinement has no influence on the
critical exponents, since the expansion is still based on
the full mode-coupling functional for confined geometry.
The asymptotic dynamics of the correlation functions
can be directly extracted from the β-scaling equation,
similar to bulk liquids (see Refs. [1, 75]). To summarize:
• For times t much larger than the microscopic ones
and t tσ the short-time solution g(tˆ 1) = tˆ−a
sets tσ = t0 |σ|−1/2a and we obtain,
S(q, t) ' Fc(q) +H(q)(t/tσ)−a
√
|σ|, (B6)
χ′′(q, ω) ' H(q)Γ(1− a) sin (pia/2) (ωtσ)a
√
|σ|. (B7)
Here, χ′′(q, ω) = ωS′′(q, ω) is the dynamic sus-
ceptibility, determined from the Fourier cosine
transform of the correlation function, S′′(q, ω) =∫∞
0
cos(ωt)S(q, t)dt.
• For σ ≥ 0 and t tσ the non-ergodicity parameter
is given by,
F(q) = lim
t→∞S(q, t) ' Fc(q) +H(q)
√
σ
1− λ. (B8)
• For σ < 0 and t tσ a second power law emerges,
g(tˆ  1) = −Btˆb, corresponding to the early α-
relaxation on a time scale t′σ = (t0/B
1/b) |σ|−γ ,
with γ = 1/2a + 1/2b. For the correlation func-
tion and the dynamic susceptibility we find,
S(q, t) ' Fc(q)−H(q)(t/t′σ)b, (B9)
χ′′(q, ω) ' H(q)Γ(1 + b) sin (pib/2) (ωt′σ)−b. (B10)
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