We study the interaction effect in a three dimensional Dirac semimetal and find that two competing orders, charge-density-wave orders and nematic orders, can be induced to gap the Dirac points. Applying a magnetic field can further induce an instability towards forming these ordered phases. The charge density wave phase is similar as that of a Weyl semimetal while the nematic phase is unique for Dirac semimetals. Gapless zero modes are found in the vortex core formed by nematic order parameters, indicating the topological nature of nematic phases. The nematic phase can be observed experimentally using scanning tunnelling microscopy.
Dirac semimetals are materials whose bulk valence and conduction bands touch only at certain discrete momenta, around which the low energy physics is described by gapless Dirac fermions with linear energy dispersion. The two-dimensional Dirac semimetal is realized in graphene and has been studied extensively. The threedimensional Dirac semimetals were predicted to exist in Na 3 Bi and Cd 3 As 2 [1] [2] [3] and these predictions were confirmed in the recent angular resolved photon emission experiments [4, 5] . The three-dimensional Dirac semimetal contains multiple copies of Weyl fermions and thus, they can exhibit non-trivial topology. Different from Weyl semimetals, the gapless nature of Dirac semimetals requires the protection of crystalline symmetries. As a consequence, by breaking some of these symmetries, Dirac semimetals can be driven towards other exotic states such as Weyl semimetals [6, 7] and axionic insulators [8, 9] .
In this letter, we consider the mass generation of a three dimensional Dirac semimetal with two Dirac points protected by crystalline symmetry, such as the one realized in Na 3 Bi. Three different complex mass terms will arise when interaction is included in the effective Hamiltonian of a three-dimensional Dirac semimetal Na 3 Bi. One complex mass is generated by charge density wave (CDW) orders that involve inter-Dirac-cone scattering and break translational symmetry. The other two complex masses come from nematic orders that break threefold rotational symmetry (C 3 ) by involving excitations with different spins but within a single Dirac point. We map the phase diagram within the mean field approximation and find that, in such three-dimensional Dirac systems, due to the vanishing density of states at the Dirac nodes, finite interaction strength is required to develop finite values of order parameters. However, applying magnetic field on a Weyl/Dirac system renders it unstable toward ordering even in the presence of weak interaction [10, 11] .
Both the CDW and nematic order parameters are complex and therefore, they enter the low energy effective Hamiltonian as complex masses for the Dirac fermions. Even though there are shift symmetries [12] involving the phases of these complex masses, chiral anomaly breaks them and thus, introduces axions into the low energy action [8] . As a result, localized gapless modes will show up as topological defects in the order parameter space.
Let us start by describing our model. The low energy physics of Na 3 Bi is well captured by the k · p type of Hamiltonian density H 0 (k) around the Γ point [2] 
up to the second order in k, where
The bases here are |s, ↑ , |p + , ↑ , |s, ↓ , |p − , ↓ , where for a basis |α, σ , α = s, p ± is the orbital index and σ =↑, ↓ is the spin index. M 0 , M 1 , M 2 and A are material dependent parameters. The part of H 0 (k) that is proportional to the identity is not important and has been neglected. The energy dispersion is E(k) = ± M 2 (k) + A 2 k + k − and two gapless points are located at
i ∈ {1, 2}. The low energy effective Hamiltonian around K 1 and K 2 can be expanded from (1), and it is given byĤ 0 = k Ψ †H 0 Ψ in the second quantized language, where
We note thatĤ 0 is the minimal model for Dirac semimetals with time reversal (TR) symmetry and inversion symmetry. To describe the effective Dirac behavior of electrons near K i , we keep only the linear terms in k. It should be emphasized that including other higher order off-diagonal terms cannot open a gap at K 1 and K 2 since two degenerate states transform differently under three-fold rotation symmetry.
The fermionic field operator Ψ can be thought of as four copies of Weyl fermions, two with left-handed chiralities and the other two right-handed. Here, we focus on the case with charge conservation and thus, the mass terms can only be formed by interactions of two Weyl fermions with opposite chiralities and therefore, there are two possible mass terms. The first one comes from two Weyl fermions with opposite chiralities at different momenta (K 1 and K 2 ). This term breaks translational symmetry and corresponds to CDWs. Such a term can also be found in Weyl semimetals and is responsible for axion insulator phases [8, 9, 13] . Since Dirac semimetals can be viewed as two copies of Weyl semimetals that conserve TR symmetry, the gapped phase due to CDWs should also be thought of as two copies of axion insulator phases which are related to each other by TR symmetry. The second mass term couples two Weyl fermions at the same momentum (K 1 or K 2 ). Since the gapless nature of Dirac semimetals at a fixed momentum is protected by C 3 symmetry, it is natural to expect this mass term to break rotation symmetry but preserves translational symmetry. This corresponds to a nematic phase. Therefore, these mass terms should be generated by the following order parameters:
On the other hand, possible mass terms should then anticommute withH 0 and there are only six of such terms:
Based on the above analysis, we identify all possible mass terms and introduce
where ∆ j 's are generally complex:
To dynamically generate these mass terms, we consider interactions between different species of Dirac fermions as given byĤ
where ρ i = α,σ c † i,α,σ c i,α,σ are the density operators. Here, the U term describes the interaction between two The full Hamiltonian can then be treated within the mean field approximation (for details, see the Supplementary Materials) given by
and L 3 is the volume of the sample. The first term can be diagonalized analytically to yield the eigen-energy
The free energy at zero temperature is then given by
where θ = θ 1 −θ 2 represents the phase difference between the two nematic order parameters. To minimize the free energy, a state where θ = π 2 is favored. We establish selfconsistency equations to map the phase diagram in Fig.  1(a) . The semimetallic phase is relatively stable under weak interaction because the density of states vanishes at Dirac points. As the interaction strength exceeds critical value U c (V c ), the system develops a gap. In the large U (V ) limit, the system favors nematic (CDW) ordering. Starting from the bi-critical point (U c , V c ), the system will go across a first-order phase transition at the U = V line between the CDW and nematic phases. Analytically, we could obtain these critical values under appropriate momentum cut-off Λ: The ordered phase of CDW is similar to that in Weyl semimetals, the physical consequence of which has been discussed in details in [8, 9, 13] . For our system, the CDW is along the k z direction with the wave vector Q = 2 M 0 /M 1ẑ , which can be in principle observed in a scanning tunnelling microscope (STM). Chiral modes have been proposed to exist at the dislocation line of Weyl semimetals, but since our TR invariant system is a copy of two Weyl semimetals, we have two copies of chiral modes that are TR partners and thus, our system exhibits helical modes.
What is really unique in the Dirac semimetals is the nematic phase. This nematic phase is actually a superposition of two inequivalent nematic orders ∆ 1 and ∆ 2 with a phase difference of π 2 . By applying TR operation Θ = α 1 ⊗ iσ 2 ⊗ τ 0 , we find ∆ 1 breaks TR symmetry while ∆ 2 preserves TR symmetry. In Fig. 1 (b) , the coexistence of two nematic orders is numerically confirmed. As the ratio V /U increases from 0 to 1, we find that the ratio |∆ 2 |/|∆ 1 | decreases from 1 to 0. This indicates that the system spontaneously breaks TR symmetry in the nematic phase. Next, we will discuss several physical phenomena of the nematic phases, which can be observed in experiments.
The first observable is the charge distribution. Since the mass term of nematic orders couples | ± 3 2 to | ± 1 2 , we expect the charge distribution in one unit-cell to break three fold rotation. Since the charge distribution cannot be extracted from the effective Hamiltonian, we consider a more realistic k · p Hamiltonian based on the first principles calculations. The method has been successfully applied to the construction of the effective Hamiltonian of topological insulator materials [14] , and we only describe our procedure briefly here. The eigen wave functions at k = 0 can be expanded in term of plane waves in the first principles calculations. Here, 36 bands are taken into account, denoted as |n (n = 1, 2, · · · , 36). We act the crystal Hamiltonian with periodic potential on the basis and obtain the k ·p Hamiltonian H kp nm = (E n + 2 k 2 2m )δ nm + m k · p nm , where E n is the eigen-energy for the n band at k = 0, m is electron mass and p nm = n|p|m is the matrix element. We diagonalize this 36 × 36 Hamiltonian and the energy dispersion is shown in Fig. 2(a) , which qualitatively fits to that from the first principles calculations. In particular, a level crossing between conduction and valence bands, which corresponds to Dirac points, can be seen along the Γ − Z line. From the eigen wave functions, one can show that the conduction and valence bands indeed belong to the | ± 3 2 and | ± 1 2 states, respectively. Thus, these two states cannot be coupled to each other along the Γ − Z line. As discussed above, the interaction can introduce the coupling between these two states in the nematic phase. Therefore, we can add a constant coupling between the | ± Fig. 2(b) . To show that the obtained states possess nematic orders, we calculate the local density of states (LDOS) in the x-y plane for the Bi layer. As shown in Fig. 2(c) , without interaction, the maxima of the LDOS (red color) appear as an isotropic ring around the position of Bi atoms, corresponding to the p ± orbitals of Bi atoms. The spatial distribution of LDOS respects three-fold rotation symmetry. After adding the coupling term between ±| 1 2 and ∓| 3 2 states, the isotropic ring evolves into two peaks pointing a certain direction, thus breaking C 3 rotation (see Fig. 2(d) ). This corresponds exactly to the nematic phase. Such electron density distribution can be directly measured through scanning tunneling microscopy.
The second phenomenon is the appearance of gapless modes in topological defects of the nematic phase, revealing the topological nature of this phase. Complex mass terms ∆ = |∆|e iθ in a Dirac system are highly nontrivial in the sense that their phases θ are identified as dynamical axion fields, which will give rise to bulk axionic terms in the form of θǫ µνρσ F µν F ρσ [8, 9, [15] [16] [17] [18] [19] [20] . In 2D Dirac systems, complex mass terms will show up as a U (1) or Z n vortex structure in both graphene [21, 22] and π-flux square lattice [23, 24] in the presence of interactions. As a consequence, zero modes will localize at the vortex centers carrying fractionalized charges. In 3D Weyl/Dirac systems, those zero modes extend to 1D chiral modes that go through the center of the vortices along the z-direction [8, 9] . These are known as axion strings. As is in the case of CDW, we expect a similar physics to occur in the vortex of nematic order parameters.
By applying in-plane vortex structures for the complex nematic order parameters, our system at fixed k z can be directly mapped into previous 2D Dirac systems. Therefore, zero modes are expected to show up at both K 1 and K 2 . To verify this, a numerical calculation is performed in a layered 2D vortex configuration. We keep the periodicity in the z direction, while placing open boundary conditions in the x-y plane. For simplicity, on a 32 × 32 square lattice, we place a U (1) vortex-antivortex pair structure instead of the actual Z 3 vortices. We visualize these vortex structures in Fig. 3(b) by the arrow indicating phase information of following site-dependent order parameters [23] :
Here, ω = x+iy is a complex coordinate and ω j = x j +iy j is the complex coordinate of vortex (j = 1) or anti-vortex center (j = 2). As shown in Fig. 3(a) , the bulk dispersion is gapped while gapless modes penetrate the bulk gap twice at two different momenta. In Fig. 3(b) , we plot the LDOS at E F = 0 together with vortex configurations in real space. It is confirmed that these modes are highly localized at the vortex (anti-vortex) center. The gapless nature of these modes relies on the fact that they are separated at different momenta, and requires the translational symmetry along the z-direction. So far, we have discussed the effects of interaction in driving Dirac semimetals toward other phases. However, those phases along with their novel physical phenomena can only be realized under relatively strong interaction. To overcome this difficulty, one can apply a magnetic field along the z direction such that Landau levels emerge. The Landau levels in Dirac semi-metals have been observed experimentally [25] [26] [27] [28] . Even though the higher Landau levels of Na 3 Bi are gapped, the lowest Landau levels (LLLs) are gapless at K i (i = 1, 2), see Fig. 4 . We identify this degeneracy to be a crossing between |s, ↑ and |p, ↓ states, which is protected from developing a gap by C 3 symmetry along (001) axis. To describe the low energy physics of the gapless LLLs, we define a fourcomponent spinor,
. Mass terms in Eq. 4 are reduced to: (1) Density Wave:
. Through a similar mean field analysis (see the Supplementary Materials), the free energy at zero temperature is given by
By minimizing the free energy, we obtain the phase diagram as shown in Fig. 4(b) . Instability happens for arbitrarily weak repulsive interaction [9, 13] and as one tunes the interaction to go across V /U = 1, the system undergoes a phase transition from a CDW phase to a nematic phase or vice versa. To see how this instability happens, we consider the simplest case where there is only one order parameter (for example, N 1 ). Then the self-consistency equation for N 1 is given by
where Λ is the momentum cut-off and
kz | is the Fermi velocity. A non-zero solution for the energy gap N 1 can always be found for arbitrary interaction [29] :
. This instability under magnetic fields is a direct result of the finite Landau level degeneracy. This suggests the necessary condition for the instability is that the cyclotron length is much smaller than the sample size. Moreover, we expect the instability should still exist at disordered samples since finite density of states for 1D Dirac cone can not be removed by disorder. The detailed discussion on this issue is beyond the scope of this letter, and they are certainly worth further studies in the future.
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Mean Field Theory
We are particularly interested in the scattering process between Weyl fermions with opposite chirality. Therefore, we could simplify the density-density interaction to be
Since we are only interested in mass terms that can gap the system, we would like to only keep mean field terms that anti-commute with the original Hamiltonian:
Here, ∆ 1 (∆ 2 ) is the nematic order that spontaneously breaks (preserves) TR symmetry and breaks three-fold rotational symmetry. ∆ 3 is the charge density wave order parameters that breaks translational symmetry. Also notice that these order parameters are generally complex: ∆ j = |∆ j |e iθj (j ∈ 1, 2, 3). Then, we can write down H int in a compact form: Let us first show that why θ = π 2 is favored. Let us define
such that the free energy can be written as
Notice that H MF is independent of θ, and
2 ) will maximize J and thus minimize free energy F. So this condition constrains θ = π 2 . Now we are ready to write down the self-consistency equations:
The self-consistency equations can be solved numerically and the solution gives rise to the phase diagram in Fig. 1 of the main article. Analytically, they can also give us some hints on the shape of the phase boundary. After some manipulations, the first and the third equations in Eq. (22) are:
By setting ∆ i = 0, we arrive at the critical interaction strength
