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Recently, the author (Proc. Amer. Math. Sot. 57 (1976), 271-275) derived 
two theorems involving double series, which gave as a consequence new and 
known generating functions for the Jacobi polynomial. The method of proof 
differed from that of previous workers. Using an extension of this procedure, we 
present in this paper two theorems for double and m-dimensional series which 
generalize our previous work. These formulas also yield new generating functions 
for the Jacobi polynomial and extend some formulas of Carlitz (Boll. U.M.Z. (3) 
16 (1961), 150-155) and others. A feature of this work is the inclusion of the 
Jacobi polynomial within the framework of m-dimensional cyclic sums, thus 
generalizing a main result of Carl& (SIAM Rew. 6 (1964), 20-30). 
1. INTRODUCTION 
The object of this paper is to present two theorems dealing with generating 
functions. 
Theorem 1 involves generating functions for the Jacobi polynomial and 
extends [7, Theorem 21. Other special cases yield new classes of generating 
functions for the Jacobi polynomial. Generalizations of some expressions of 
Carlitz [4] are particular examples of Theorem 1. A number of well-known 
expansions for the Jacobi polynomial may also be deduced. 
Theorem 2 is an m-dimensional extension of the double series transformation 
considered in [7, Theorem 11. Particular cases are seen to be an important 
formula of Carlitz [4] and new expressions for the Jacobi polynomial. 
The method of proof in this paper is an extension of that used in [7]. In both 
instances, the method does not call upon the Lagrange theorem or other tech- 
niques employed by previous workers. 
In this section, we consider Theorem 1 and some special cases. One example 
is seen to be the following class of formulas for the Jacobi polynomial, which 
appears to be new: 
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= (1 -Y> a+b+l (1 - y(l _ Z)]-a-b-l (1.1) 
x $1 
[ 
a+ 1, -(a + b + 1)/s; Y(l - 4 
-(a + b + 1)/s + 1; y(l - z) - 1 1 ’ 
where y and z are defined through 
t = Yk- l)(l -Y) 
[I - y(l - z)]“” ’ 
x = (1 -Y) (1 - 4 + 22 
(1 -Y) (1 - 4 
andItl<l, Iyl<l, Ixl<l. 
A special case of interest is the expression 
a+l, a+b+l; 2t U-2) = 2”+b+l(l + t + p)-a-b-l $F, 
a+b+% 1 1+t+p ’ 
where ] t ] < 1 and p = (1 - 2xt + t2)lj2. 
Putting b = --a, b = -1, a = -1 in (1.2), one obtains Eqs. (8), (12), and 
(13) of [4], respectively. Regarding the case b = -1, see also [I, Eq. (3.26), 
p. 221 for a discussion. For other generalizations of [4, Eq. (12)], see [7, 81. 
Note that [4, Eq. (7)] contains a misprint. The second Jacobi polynomial on the 
right-hand side should read @?:$(x). 
Putting b = --a - s - 1 in (l.l), one obtains 
fJo (--& P~--Q-s-l-(~+l)~)(x) = ;;(;$(1 y+i8 (1 - (1 - y + yz)a}. 
Letting b = --a - us - 1 in (1.1) gives (1.3) 
$0 (1 :mi4 t~~~.-a-as-l-(s+l)m)(x) = (1 -y)-as (1 -y +yZ)a+asm (1.4) 
y and z are defined in Eq. (1.1). For s = -1 in (1.3) and (1.4), the known 
equations (8) and (12) respectively, of [4], may be deduced. 
A second new class of generating functions is also obtained from Theorem 1: 
,r, (1 &a) pvz tab-(s+lh$) 
= (1 - y)Q+b [l - y(l - z)]-“$1 [1’ u-; 1; as; 
(1.5) 
y and z are defined in (1 .I). 
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For b = --as, the result given in [7, Eq. (1.2)] is deduced. Other special cases 
give expressions which overlap those derived from Eq. (1.1). 
Another class of generating functions is seen to be 
&, (I Jb-i)sm) tmp7xh (a,b-~s+lyX) 
= (1 - y)a+b+l [l - y( 1 - z)]-” (1.6) 
z t--Ye (--Z)?z 
x ,c, ((1 - b)/s + l)n 2F1 [ 
n + 1, a+n+1; 
(I - b)/s + n + I; Yl ’ 
where (a)n = T(a + n)/r(,), the quotient of gamma functions, and y and z are 
defined in (1.1). I = 0 in (1.6) yields the expression [7, Eq. (1. l)]. Finally, a 
special case of Theorem 1 is given by 
j. (1 + m/b) (Y- b - m)r, pz.b’(X) 
_ 2”(1 + t + p)-” 
(1 - b)z, 
5 (-Z’)* 1 - t - p T1 
72. 1 ?Z=O ( 2 1 
x 2F1 
[ 
a+n+l, b-Z’; l+t--p 
1 +b; I 2 ’ 
(1.7) 
where p = (1 - 2xt + t2)liz. 
Note that although we have assumed 1 and I’ to be nonnegative integers in 
(1.6) and (1.7), the two relations are in fact valid for complex values. For example, 
if I’ = -1 in (1.7), the well-known and important generating function of 
Jacobi [l, Eq. (3.18), p. 211 may be deduced. For I’ = --a - 1 in (1.7) the 
generating function of Watson [lo] may be derived. For the latter, see also 
[l, Eq. (3.17), p. 211. Letting I’ = 0 in (1.7) yields a generalization of [l, Eq. 
(3.26), p. 221. In the three special cases mentioned above, the right-hand side of 
(1.7) simplifies. 
We now proceed with the statement and proof of Theorem 1. 
THEOREM 1. For a, b, s complex numbers, and I, Z’, s’ nonnegative integers 
m 
m;. (E - b + sm) ((I rb + sm)/s’ + l)r, ‘,,I 
(n,b-(x+lhd(,) 
= (1 - y)a+b+l [l - y(1 - z)]-” 
I’ ZfS’T 
U-8) 
(-l)‘(--1 - s’r), (-yz)” 
’ z. nc, (1 - b + s’r) r!(Z’ - r)! ((1 - b + s’r)/s + l)n 
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where y and z are defined through 
t =Yk- l>U -Y> 
[l - y( 1 - .z)]S’+i ’
x=(l-YY)(l--)+2~ 
(1 -Y) (1 - 4 
Itl<l, IyI<l, Iz~<1,and(a),=~(a+p)/~(a),apuotientofgamma 
functions. 
Proof. Consider the expression 
j. i. $$ &7n[~a+m( 1 - x)n] [ t’( 1 - tS’)l’ Dn[tn-*-I( 1 - t”)“] dt 
at x = 1. 
Now, for n < m, 
f 
1 
Xl(l - Xs’)r’ P[Pb--l(l - x”)“] f?!X 
0 
m 
(-0, (--b + q~), I’! 
= ,C,P!(-a + z + sp) ((--b + z + qJ)/s’ + l)r, ’ 
1’ (--1’), (--I - s’T), m! 
= r?. r!(Z + S’Y - b) ((1 + S’Y - y/s + l)m’ 
Also, at x = 1, 
ppa+m(l _ q2] = i (-4k (a; h + lb 
k==O 
! (a + lb (-mL = 1 (a + lL 0 for n > m. 
(1.9) 
(1.10) 
(1.11) 
(1.12) 
(1.13) 
Now putting (1.10) and (1.12) in (1.9), applying the series transformation 
IEo go go If (my % k p) = m nc 2, ,f(m +A n + k kp), (1.14) 
P . . , - 
and simplifying using the binomial expansions, gives the left-hand side of 
Theorem 1 with p in place of m and multiplied by (1 - y)-“-*-l . [ 1 - y( 1 - z)]*. 
We have also employed the Kummer transformation [l, Eq. (3.8), p. 201 and 
the hypergeometric representation for the Jacobi polynomial [l, Eq. (2.2), p. 7J. 
In a similar fashion, we apply (1.11) and (1.13) to (1.9X and after some manipula- 
tion obtain the right-hand side of the theorem. 
We have imposed the restriction that Z and I’ be nonnegative integers to 
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terminate the series on the right-hand side of (1.8). These conditions are not 
necessary. For the case 1 not a nonnegative integer, the upper limit of 7~ will go 
to co. For I’ not a nonnegative integer, the upper limits of n and Y will go to co 
and the term (1’ - Y)! is replaced by r(l’ - Y + 1). One requires both sides of 
the theorem to exist. 
2 
This section is devoted to generating functions of multidimensional cyclic 
sums. In [5], Carlitz derived a generating function 
where 
and 
= (P’ - ~u~QR)-~/~ 
p =fit&1 ,-**, u,-1) + ~of442 I...? %x-2) 
Q =fn--P@l ,...> ~-2) 
R =.Lzb, ,..., un-I) 
(2.1) 
flW = 1 - % 
fib1 YU2) = (1 - U2)fl (A) = 1 - % - 112 
f&l 1-a.) 24,) = (1 - U,) fn-l ( ‘ul ,...) q-2 , X) . 1 - u, 
f,, are continuants occurring in the theory of continued fractions. The work was 
done with respect to a sorting problem proposed by Brock [2, 31 and a subse- 
quent suggestion of Klamkin [2]. A further paper was given by Carlitz [6], 
making some of the results in [5] more explicit. A particular aspect of (2.1) is its 
connection to generating functions of the special functions and especially the 
Legendre polynomial. See also [9, Sect. (4.411. For z = 3 and z = 4, (2.1) is 
expressed by Carlitz [5, Eqs. (5.3) and (6.8)] as 
m g=. (”T“1 r fPI tp ;f; 7?Pwnw* = ((1 - U - U - w)” - 4uww}-1’2 . . 
and 
(2.2) 
io,i~,i,o (” 1”) (i’ 1 i’) (” ; “) (” ; “) u~u~u$4~ 
= ((1 - u. - ui - u2 - Ua + U& + u&2 - 4uoup2q}-1’2. (2.3) 
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Here we present the following theorem which is a generalization of (2.1). 
THEOREM 2. For ai , ai complex numbers 
f 
kg, kl.. . .k,-I=0 
k . . . 
( 
m-l + am-2 + am-2km-2 
I( 
k. + a,-, + L-&M 
km-1 ko 1 
(2.4) 
wkere 
= (1 - o$Xy1 * * * oI,-lzOzl * . . x,-J1 (1 + X$o+l(l + Z2)al+1 
a*’ (1 + .s,J”-~+l(l + Xo)a+l+l, 
5o = (1 + so)?1 + Zr)aO ’
& = (1 + z,,; + Z& ‘***’ L-r = (1 + z+yi’+ Zo)a,-1 
and 
j & 1 < 1, 1 aoa1 ... am-lzozl ... z,-1 I < 1, i = 0, 1, 2 ,..., m - 1. 
Proof. Consider the expression 
.,..,,.~n -*‘o 
(--ZOP ‘,il{ 
m 0. l.n~.:~:~;“-“nm-’ 
x pl[x%+“‘( 1 _ x%)““] pz[x%+%( 1 _ X~‘)~l] . . . po[X%-l+y 1 _ X%r-l)%-l]* 
At x = 1, (2.5) may be put in the form 
(2.5) 
x 
( 
a, + n, + aok 
1 ( 
a,,-, + no + %&h-l . . . 
1 
. 
nl no 
At x = 1, only no = 1zr = n2 = ... = n,-, = II contributes, so that 
go [ao(Y1 .. . a,~lzozl . . . z,J” = (1 - aOCIll ** * oI,~lzOzl * * * z,-l}-l. (2.7) 
Now applying the series transformation (1.14) m times to (2.6) and using the 
binomial expansion m times, one obtains, after simplification, the required 
expression (2.4). 
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For (~a=o1~=01~=...=ol,-r= 1 and a,=a,=a,=~~~=a,~,-0, 
(2.4) reduces to give essentially the Carlitz result (2.1). Letting m = 3, 
(Y,, = 01~ = 01~ = 1 in Theorem 2, we have a new expression 
= 2a+b-V-c( 1 - x)b-c a-‘[1 + .z - .“c - y - ,I,-, [l + y - X - z + ,]a-b 
x [l - .X - y - x + u]-“, (2.8) 
where 0 = [(I - x - y - ,z)” - 4xyz]r/a. 
A special case of interest occurs for a = b = c, and (2.8) reduces to give 
f 
x1ymzn 
u+l+m u+m+n 
l,l?L,n=O ( m I( n )(“+9”) 
zzz 2a[( 1 - x - y - z)” - 4xyz1-1:2 (2.9) 
x [l - x - y - .z + ((1 - x - y - a)” - 4xyZ}“a]-a. 
a = 0 in (2.9) yields the Carl&z equation (2.2). For n = 4, OCR = 01~ = 0~~ =
01~ = 1 and a, = a, = a, = ua = a in Theorem 2, the following expression 
presents itself. 
f wlx~y%P i 
a+l+m a+m+n a+n+p a+p+l 
z,m,n.p=o m I( n )( P I( 1 1 
= 2U[(l - w - x - y - .a + wy + xz}” - 4xyz]-1’2 (2.10) 
x [{( 1 - w - x - y - z + wy + XZ)’ - 4wxyz)“” 
+ (1 - w - x - y - z + wy + xZ}]-a. 
Letting a = 0 in (2.10) simplifies the equation to the Carlitz expression (2.3). 
We now proceed to connect Theorem 2 and generating functions for the 
Jacobi polynomial. For m = 2, Theorem 2 reduces to [7, Theorem I] and the 
well-known and important generating function for the Jacobi polynomial 
[I, Eq. (3.18) p. 211 may be deduced. 
f &+sb’ 
(x) = 2a+bp-l( 1 + t i p)-” (I - t + p)-“, 
k=O 
(2.1 I) 
where p = (1 - 2xt + ts)l/z. 
Other generating functions of recent interest may also be derived. See [7] 
for details. 
409/6Ob14 
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For m = 4 and m = 6, we are able to derive the following expressions for the 
Jacobi polynomial, which appear to be new. 
(1 + 4 a+b+l (1 + Z2)e+d+l (2.12) 
= [l + q(l + %)I” [l + dl + 41” (1 - 4%PawJ ’ 
where 
w 
1 
= 41 + %d P + 41 + %>I* 
(1 + %)o: [1 + 4 + 41 
w 2 = 4 + z2> [l + 41 + %ll@ (1 + ZlY [l + 41 + FJI 
(1 + 4 (1 + 4 - %I 
x= (1 +%Ju +z,) 
y = (1 + 22) (1 + 4 - 2% 
(1 + x2) (1 + z2) 
IWlI (1, I w2 I -c 1 
and 
(1 + Z$+b+l(l + Xs)e+d+l(l + Z$+f+l 
= [l + Zl(l + %)I” [I + %U + d” P + %(l + %llf (1 - ~P%w,~~~4~5~ ’ 
where 
and 
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