Backward compatibility for high dynamic range image and video compression forms one of the essential requirements in the transition phase from low dynamic range (LDR) displays to high dynamic range (HDR) displays. In a recent work [1] , an optimized solution for tone mapping and inverse tone mapping of HDR images is achieved in terms of mean square error (MSE) of the logarithm of luminance values of HDR image pixels for backwardcompatible compression. A disadvantage of this approach was to use non uniform luminance values according to Human perception for minimization, which causes quite non-natural over-illumination in the produced LDR images. In this paper, we propose to use perceptually uniform luminance values as an alternative for the optimization of tone mapping curve. The results indicate that the proposed approach gives better performance (0.5-1 dB gains) in terms of Perceptually Uniform Peak Signal to Noise Ratio (PU-PSNR) and produces more realistic LDR images.
INTRODUCTION
Video content represented by eight bits per pixel has been widely accepted in many applications such as internet/video streaming, DVD, HDTV, camcorders, personal computers, televisions and other consumer electronics products. The reasons of such a wide acceptance of eight-bit representation can be argued as the compact representation of one pixel value as a byte for the storage in memory chips and the sufficiency of 256 levels to cover the luminance range of commonly used low dynamic range (LDR) displays (0.1-80 cd/m 2 ) [2] - [4] . However, image capturing and display technologies have improved to span the wider dynamic range and true color representations in the last decade. LCD displays and plasma displays with a peak luminance of 500-1000 cd/m 2 have dominated the market. HDR prototype displays are now available with a dynamic range of 1,000,000:1 and a peak luminance of 4000 cd/m 2 . Accordingly, such a limited representation has become insufficient for these new technologies and related applications in digital cinema, medical imaging, and post-production [2] - [4] .
HDR image and video formats are proposed to overcome the limitations of standard eight-bit representation. The main goal of these formats is to encode the entire luminance range of real world scenes ranging from extreme darkness (10 -6 cd/ m 2 ) to bright sunshine (10 8 cd/ m 2 ), and hence to generate and store a scene referred image independent of the display technology [2] - [4] . The proposed formats for such a goal obviously require higher bit depths than standard eight bits. Current formats such as Radiance RGBE (.hdr), OpenEXR (.exr), and LogLuv TIFF (.tiff) use 16-bit floating point, 32-bit floating point or 32-bit integer pixels [1] .
A major challenge for such a high-bit depth representation is an efficient compression, in particular for HDR video which requires significantly more storage size and transmission bandwidth than standard 8-bit LDR video. The previous work has mainly handled this challenge in two ways. The first approach [5] - [7] is to take the advantage of high profile of existing state-of-theart H.264/AVC (Advanced Video Coding) codec. As the maximum bit-depth supported in high-profile mode is 14 bits, the core part of this approach was to convert 16 bits HDR video into 14 bits. In [5] , this conversion is performed by applying the modified versions of LogLuv transform [8] , which maps the luminance range of each HDR frame to the range [0, 2
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-1] with respect to the max. and min. luminance values of the frame. In the extended version of this work [6] , temporal motion compensation problems generated by individual mapping of frames is solved by weighted prediction (WP) tool of H.264/AVC [9] . In a similar work [7] , such a mapping is enhanced by smoothing the HDR frames with respect to the Human Visual System (HVS) sensitivities in different wavelet resolutions. The advantage of these methods was their conceptual simplicity. On the down side, they do not support the backward compatibility with 8-bit displays and are far from satisfying the real time requirement as the encoding complexity of the H.264/AVC high profile is still high.
The second approach [1] , [3] , [10] aims to provide the backward compatibility with existing standard 8-bit displays in order to enable a successful transition to HDR technology. The basic strategy for such an aim is to include an inter-layer prediction stage in order to estimate the HDR video from LDR video. The residue of the estimation and the prediction coefficients are then encoded and written to the output bit-stream with the independently encoded LDR video. In [10] , a block wise approach is proposed for interlayer prediction. A linear multiplication and an addition of offset are applied to each block of LDR video frame to estimate the corresponding block of HDR video frame. This method is improved in [3] by differentially encoding the offsets with respect to the previously encoded left and upper blocks. In a recent work [1] , block wise prediction is replaced by a global (inverse) tone mapping operation, and the optimum prediction with respect to the MSE of the logarithm of luminance values is formulated in a detailed and complete manner.
However, a disadvantage of this sophisticated work was to assume that the classical Weber law [11] is valid for the whole luminance range and the logarithm operation applied on the luminance values produce uniform values with respect to the HVS sensitivity. In [4] , Aydin et al. has indicated that the luminance sensitivities of HVS cannot be just modeled with Weber law for the whole luminance range and has instead developed a perceptual mapping which converts the luminance values into perceptually uniform encoded values.
In this paper, we propose to use these perceptually uniform encoded values rather than the absolute luminance values for the optimization of tone mapping curve. We have compared both approaches and showed that perceptually uniform approach gives better results in terms of perceptually uniform peak signal to noise ratio (PU-PSNR). In addition, the quality of the LDR images produced with tone mapping is examined for different HDR images for both methods. The next section gives an overview of perceptually uniform encoding [4] of luminance values. Section 3 presents the details of the optimization procedure of tone mapping developed in [1] . Section 4 explains the proposed tone mapping method and section 5 gives the experimental results and comparisons. Finally, the conclusions are given in section 6.
PERCEPTUALLY UNIFORM ENCODING OF LUMINANCE VALUES
Commonly used quality metrics such as PSNR and SSIM assumes that pixel intensities are perceptually uniform regardless of their luminance values. Although such an assumption applies well for CRT displays with the luminance range of 0.1-80 cd/m 2 , it does not exactly fit to much brighter LDR (500 cd/m 2 ), plasma (1000 cd/m 2 ) and HDR (4000 cd/m 2 ) displays as the distortions in image pixels become more visible with higher luminance. Considering this fact, Aydin et al. [4] has proposed a mapping which converts luminance values into approximately perceptually uniform values in order to enable an extension of the well-known PSNR metric to all luminance levels visible to HVS.
Their motivation to this end is mainly based on two observations. First, classical Weber law [11] stating that the ratio of the perceivable luminance difference to the background luminance (i.e contrast threshold) is constant is only valid for the background luminance greater than 500 cd/m 2 , as indicated with the contrast versus intensity (cvi) curve in Figure 1 . It is therefore not a very accurate model for the range of luminance shown in typical displays (0.1 cd/m 2 to 100-1000 cd/m 2 ). Second, the compressive transform function of sRGB color space used in typical displays to convert luma values (pixel intensities) to luminance values is not very appropriate for brighter displays. This is verified in Figure 1 by showing the strong deviations in the slopes of the quantization error between the luminance values corresponding to consecutive luma values from cvi curve for brighter displays.
In order to derive a perceptually uniform (PU) encoding that is applicable to whole luminance range, contrast thresholds should be properly estimated as a function of pixel luminance. In [4] , this is performed by modeling the effects of different aspects of complex images such as spatial frequency, orientation, and adapting luminance to contrast thresholds of HVS. To ensure that the estimated threshold is always conservative, the value that corresponds to the maximum sensitivity is chosen for each aspect of HVS utilized in the model. The estimated contrast thresholds are then input to a recursive formula to find the optimum mapping from luminance values to perceptually uniform values [4] . The resulting PU encoding is shown in Figure 2 . While there is a closer match to sRGB color transform for the range of 1-100 cd/m 2 , the difference for the higher luminance is quite significant.
The main aim of PU encoding was to define the perceptually uniform peak-signal to noise ratio (PU-PSNR), which takes the perceptually uniform encoded values as the input to estimate the quality of HDR images and the quality of the LDR images shown in bright displays. Our target in this paper would be instead to use the perceptually uniform encoded values to find the optimum tone mapping for backward-compatible HDR image and video compression.
OPTIMUM TONE MAPPING FOR BACKWARD COMPATIBLE HDR VIDEO COMPRESSION
A general scheme for backward compatible HDR video compression is illustrated in Figure 3 [1] . The HDR video is first Luminance(cd/m2)(log10) Luma PU encoding sRGB encoding mapped into 8-bit by using a tone mapping operator to produce an LDR video. The LDR video goes through the standard video encoding and decoding process (H.264/AVC). Then, a high dynamic range video is reconstructed from LDR video by applying an inverse tone mapping operator. The parameters regarding the tone mapping and inverse tone mapping can be stored as a look-up table [1] or can be encoded using supplemental enhancement information [12] . The residue of the reconstructed HDR video can also be further encoded as an enhancement layer in the bitstream.
Mai et al. [1] in their recent work have developed the optimum tone mapping and inverse tone mapping which minimizes the mean square error between the logarithmic (log 10 ) values of the luminance of original HDR content and its reconstructed version. In order to find a computationally efficient solution, they have estimated the distortion in the chain of tone-mapping, encoding, decoding, and inverse-tone mapping with a statistical distortion model and found a closed-form solution for tone mapping based on the luminance histogram of the HDR video frames.
Given the notations l and v corresponding to the logarithm of the luminance of HDR frame and the pixel values of tone mapped LDR version respectively, tone mapping curve in their solution [1] is first parameterized as a piece-wise linear function with the nodes (l k , v k ) as shown in 
OPTIMUM TONE MAPPING WITH PERCEPTUALLY UNIFORM ENCODING
The proposed tone mapping method by Mai et al. [1] operates on the logarithm of luminance values to comply with the sensitivity of HVS to different luminance levels in accordance with Weber law [11] . However, Weber law is not an exact model of HVS contrast sensitivity for the whole luminance range as revealed in Section 2. Therefore, such an optimization procedure is not optimum in the perceptual sense although it minimizes the mean square error of logarithm of luminance values between the original and reconstructed HDR frames. Our proposal in this paper is to use perceptually uniform encoding instead of the logarithm operation, and to minimize the mean square error between the perceptually uniform encoded values of original and reconstructed frames. Figure 5 illustrates the main stages of the proposed method in parallel with Figure 3 . First, the luminance values of HDR frames is converted into perceptually uniform values by PU encoding (Fig. 2) . The resulting values are represented as l u . Then, the optimized tone mapping is applied to l u values to obtain the LDR video. After the LDR video goes through the coding and decoding, inverse tone mapping is applied to the resulting sequence to obtain the perceptually uniform values. Finally, the actual luminance values are found by using the inverse PU encoding.
As the solution derived in [1] is only based on the histogram of the input image and the statistical modeling of H.264/AVC coding error, such a formulation for the optimum solution can also be applied to perceptually uniform values without loss of generality. For the given frame, the histogram over l u values is computed and the slopes of the tone mapping operator is found similar to Eq. (2). Then, the resulting tone mapping is applied to the frame. 
EXPERIMENTAL RESULTS AND COMPARISONS
We have utilized a look-up table for PU encoding and inverse PU encoding, which gives the absolute luminance value and its corresponding PU encoded value as a pair, rather than fitting a model, during the experiments. A look-up table offers better accuracy and is usually faster to compute than power or logarithmic functions approximating such encodings [4] . The size of the table for the whole luminance range from 10 -2 to 10 7 cd /m 2 is about 96 kB, which is quite small for storage both at the encoder and decoder. The performance of the proposed tone mapping based on perceptually uniform encoded values is compared with the tone mapping based on luminance values [1] . The comparisons are performed with respect to the quality of the produced LDR images and with respect to the quality of reconstructed HDR image after the coding of LDR images at different bitrates. Figure 6 illustrates the resulting tone mapping curves and the histograms for l and l u , respectively, for the HDR test images Atrium Night, Memorial, Bristol Bridge and Forest Path [13] , [14] . The number of the histogram bins in the proposed method is held equal to the one in the compared method for a fair comparison. The resulting tone mapping curves for the first three images are different for both approaches. Tone mapping curves for Forest path are similar as the luminance range of Forest Path is mostly higher than the 100 cd/m 2 , where PU encoding is mostly linear with respect to the logarithm of the luminance (Fig. 2) . Figure 7 and 8 shows the produced LDR images for both approaches 1 . Some over-illumination spread over the whole image is observable for the compared method [1] in particular for Atrium Night and Bristol Bridge. Such an affect can also be seen in the high luminance regions (e.g. the windows and the dome) of Memorial. The proposed method eliminates these effects by using the perceptually uniform luminance values and produces more natural LDR images. A drawback is seen however for the darker regions of Memorial. Although the high luminance regions are more realistic for the proposed approach, the details in the darker regions (e.g. the ceiling in the middle-left of Memorial) are less visible in contrast to the compared method [1] . The produced LDR images for Forest Path are similar as the tone mapping curves are very close. Figure 9 shows the rate distortion curves in terms of coding bit rate of LDR image vs. quality of the reconstructed HDR image. We have used three different quality metrics for the comparisons, namely, HDR MSE (i.e. mean square error between the logarithm of luminance values of original and reconstructed HDR images), PU-PSNR [4] and the HDR visible difference predictor (HDR VDP) [15] . H.264/AVC reference software JM 17.2 [16] is used for the encoding of LDR image. As expected, the compared method [1] gives lower MSE results than the proposed method, as this method is optimally designed to give minimum MSE for the logarithm of luminance values. However, the proposed method gives better PU-PSNR results as it minimizes the MSE between the perceptually uniform values. While the proposed method gives better HDR VDP results for Atrium Night and Bristol Bridge, the compared method is better for Memorial. The leading method in terms of HDR VDP shows variations with respect to the HDR test image. 1 The LDR images and the configuration files for JM 17.2 are available at http://perso.telecom-paristech.fr/~dufaux/VCIP2012/
CONCLUSIONS
We have revealed that an optimized tone mapping [1] which is designed to minimize the MSE between the logarithms of luminance values is not optimum in perceptual sense in two aspects. First, the produced LDR images can show some over illumination in the bright regions. Second, the quality of the reconstructed images can be further improved with respect to the perceptual metrics. We have proposed a method based on the perceptually uniform encoding of luminance values, which eliminates such a disadvantage and gives better results in terms of the perceptual metric, PU-PSNR. We have also shown some limitations of the proposed method in revealing the contrast in dark regions in contrast to the compared method [1] .
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