The interface between combinatorial optimization and fuzzy sets-based methodologies is the subject of very active and increasing research. In this context we describe FANS, a fuzzy adaptive neighborhood search optimization heuristic that uses a fuzzy valuation to qualify solutions and adapts its behavior as a function of the search state. FANS may also be regarded as a local search framework.
INTRODUCTION
Combinatorial optimization is one of the most interesting and active fields of discrete mathematics and is even its core research today. Real-world combinatorial optimization applications are being developed to improve the quality of life of human beings and fuzzy sets and systems are employed with great success in the conception, design, construction, and utilization of a wide range of products and systems the functioning of which is directly based on the ways human beings reason. Because of the upmost relevance of these two fields, there is an increasing interest in the interface between them; fuzzy sets-based solution methodologies for combinatorial optimization problems are being widely exploited. 16 This article focuses on this context.
Let's suppose a decision-maker is given a combinatorial problem P to solve, and that (s)he has to provide a reasonable solution s for P. As it is well known, most practical problems do not allow for a full enumeration of solutions, and hence the decision-maker must turn to the application of some exact or approximate method. If the conditions under which P is addressed are suitable enough, P could be formulated as a linear/integer program, and then software implementing the simplex method, or branch-and-bound or cutting-planes techniques, might solve the problem. But if the decision-maker has to solve the problem, and either that formulation is not possible or such tools are not available (which is usually the case), then it will be necessary to resort to some kind of heuristic method. In such a case, the decision-maker will have the problem of what heuristic to choose. In this article we describe a fuzzy adaptive neighborhood search (FANS) algorithm, which is a fuzzy sets-based heuristic method that might help decision-makers face situations like the one described.
FANS enables decision-makers to start searching for solutions from simple schemes, increasing their complexity as his/her knowledge of the problem increases. This tool, suitable to be embedded in a decision support system, is basically a local search optimization heuristic, which, unlike other heuristic algorithms, takes advantage of fuzzy valuations to analyze and control the selection of new solutions. [13] [14] [15] Being a neighborhood search method, FANS is simple to understand, easy to implement, and could be tailored to specific applications at low cost. As a very remarkable feature, the method is also able to capture the qualitative behavior of other methods based on a neighborhood search, which is achieved through appropriate handling of the membership functions defining the fuzzy valuation. In this way, we may also refer to FANS as a local search framework. 2 In this article we will show how FANS can be applied to the so called protein structure prediction problem (PSP). Two key aspects will be analyzed: first, how the codification of the solutions affects the results; and second, how the same results obtained with a genetic algorithm could be obtained with FANS, which, together with the fact that it employs fuzzy valuations, presents the advantage of not using a population of solutions. Both results will show how FANS, and hence fuzzy sets-based algorithms, can be used to shed some light on the application of heuristics to the PSP.
This article is organized as follows: in Section 2 the basic concepts of FANS are reviewed, along with its main characteristics. After that, we will briefly describe the protein structure prediction problem, and then the experimental part of the article will follow. Finally, the conclusions are presented.
DESCRIPTION OF FANS
Two elements make FANS different from other simple local search schemes. The first is about how solutions are evaluated: within FANS, a fuzzy valuation is used together with the objective function to obtain a "semantic evaluation" of the solution. In this way we consider the neighborhood as a fuzzy set, the solutions being the elements of the set, and the fuzzy valuation, its membership function. The second difference appears when the search is trapped in a local optimum. In this case, the operator used to construct solutions is changed, so a different set of solutions will be explored. This mechanism is tried several times (as many as the number of operators available) until some criterion is met. Then a classic restart mechanism could be applied. Both elements will be described in detail below.
We will use the following conventions for the FANS presentation: s i ∈ S is a solution belonging to the search space (including infeasible solutions); O i ∈ M is a modification or move operator from the space of operators; P stands for the space of parameters (tuples of values); and F stands for the space of fuzzy sets with elements µ i . FANS is fully defined with the following seven-tuple:
where N S is the so-called neighborhood scheduler, O is an operator used to construct solutions, OS is the operator scheduler, and µ() is a fuzzy valuation. These four elements are viewed as separate components. Finally, Pars is a set of parameters, and the pair (cond1, action1) is used to detect and perform certain actions when the search converges.
Below, we will briefly describe the main characteristics of each element.
The Modification Operator
Given a reference solution s ∈ S, the operator O i ∈ M, O : S xP → S will generate new solutions s i from s. The operator has some tunable parameters t ∈ P to control its operation; in this sense we may use O t to reference the operator with a set of parameters t.
The Fuzzy Valuation
The fuzzy valuation is represented in FANS by a fuzzy set µ() ∈ F, with µ : R → [0, 1]. It is also called fuzzy concepts or the fuzzy property, so we can talk about solutions verifying the concept (or property) in some degree. A similar idea was used to obtain fuzzy termination criteria for exact algorithms. 17 Besides the objective function, FANS evaluates the solutions with the fuzzy valuation: i.e., we evaluate the membership degree of the solution to a fuzzy set. For example, having the fuzzy set of "good" solutions, we will consider the goodness of the solution of interest.
Thus, given two solutions a, b ∈ S we could think about how similar a and b are, or how close they are, or also how different b is from a. Similar, close, and different will be fuzzy sets represented by appropriate membership functions µ().
The Operator Scheduler
This component encapsulates the strategy defined for the adaptation of the operator O and will be executed when certain conditions are met.
In response, the tunable parameters of the operator will be adapted, and then a modified version of it will be returned:
Under this situation, the operator scheduler will define their order of application. Each operator implies a different neighborhood, so we obtain a structure that resembles that of a variable neighborhood search (VNS). 5 However, we do not have an explicit local search method, and we do not make use of or need a distance measure between solutions as the one needed in VNS.
The Neighborhood Scheduler
This component is responsible for the generation and selection of a new solution from the neighborhood. It may be viewed as a function:
N S : S xF xMxP ⇒ S FANS uses two types of neighborhood: the operational and the semantic neighborhood of s. Given the current operator O, the fuzzy valuation µ, and the current solution s, the operational neighborhood is:
where O i (s) stands for the ith application of O over s. The semantic neighborhood of s is defined as follows:
Here, neighborhoodN (s) represents the λ-cut of the fuzzy set of solutions represented by µ(). The scheduler operation is quite simple. First, a generator is executed to obtain solutions from the semantic neighborhood sampling the search space with several applications of the operator O. After that, a selector procedure has to decide which one is returned, taking as its basis the degrees of membership of the obtained solutions, their cost, or a combination of both values. If we are using a fuzzy valuation of similarity with respect to the current solution, we may consider selection rules such as the following: Of course, we can also use the cost of those similar solutions to obtain selection rules such as:
• MaxMax: From those similar solutions, return the one with the highest cost • MaxMin: From those similar solutions, return the one with the lowest cost
Fuzzy Valuation Revisited
The fuzzy valuation is a key element within FANS and serves two main purposes:
(1) To induce different behavior of FANS: This aspect was deeply analyzed 2 and is briefly described here for the sake of completeness. From the definition of the semantic neighborhood, we can see that the parameter λ controls which solutions will have the chance of being selected. So, each pair (µ(), λ) provides a simple and compact way to determine a particular behavior for FANS.
Let's suppose we are measuring the solution in terms of goodness as represented in Figure 1 (middle), and we have a maximization problem. This fuzzy valuation assigns the highest value of goodness to those solutions improving the current cost (marked with a dotted line); those solutions with very low cost are not good, and the other ones receive values between 0 and 1.
Under a first selection rule, this simple valuation enables us to show several behaviors as a function of λ. If we set λ = 1, FANS will act as a hill-climber in terms of cost, only making movements toward improved solutions. When λ = 0, any solution from the semantic neighborhood could be selected, leading to a random walk-like procedure. Other values for λ lead to behaviors where non-improving solutions have a chance of being selected.
It is also interesting to note that the shape of the fuzzy valuation could also serve to reflect behaviors. Figure 1 shows three different ways to represent goodness. The dotted line indicates the cost of the current solution. The left-most figure reflects a conservative definition. Only solutions with cost very similar to the current one have higher values of goodness. The middle figure reflects a risky or ambitious behavior: anything that improves is accepted without caring about the amount of improvement. Small losses are accepted. The right-most figure also reflects an ambitious behavior, but a more cautious one: solutions improving the current cost too much are not good (perhaps they could lead to a local optimum).
(2) To help in managing some kind of uncertainty: Suppose an optimization problem is given where the cost function is some stochastic simulation or presents some kind of noise. In such a situation, two solutions, s 1 and s 2 , might appear with costs f 1 and f 2 , and with | f 1 − f 2 | ≤ . Such small differences in cost may be attributed to variance or noise, so the use of a fuzzy valuation and the membership values could act as a filter to partially eliminate that noise, considering s 1 and s 2 as solutions of equal quality.
Global Parameters
FANS maintains a set of global parameters, Pars ∈ P, in order to keep a record of the state of the search. This set is also a useful way to provide information sharing between components.
Dealing with Local Optimums
FANS provides two mechanisms to escape from local optimal solutions. The first one is based on the fact that the modification operator determines the landscape or search space. 7 When the neighborhood scheduler fails to obtain a good enough solution, the modification operator is changed. The semantic neighborhood definition is kept fixed, but now a new operational neighborhood is defined. The local optimality of the solution does not hold anymore, so the search can progress to other regions of the search space. We can imagine that each operator defines a pattern of connectivity between the current solution and each of the other corresponding operational neighborhoods. In this way, when the search becomes trapped and the operator is changed, the pattern of connectivity is modified, making it possible to escape from that local optimum.
The other mechanism is captured in the pair (cond1, action1), where cond1, called TrappedSituation: P → [True, False], is used to determine when there is enough evidence of being definitely trapped in a local optimum. When cond1 holds, then the action1 = doEscape() procedure will be executed. The user must decide the action to take: restart the algorithm from a new initial solution, perform a special modification of the current solution and resume the search, or something else.
The Algorithm
The scheme of FANS is shown in Figure 2 . The execution of the algorithm finishes when some external condition holds, typically when the number of cost function evaluations reaches some limit. Each iteration begins with a call to the neighborhood scheduler N S with parameters S cur (the current solution), µ() (the fuzzy valuation), and O (the modification operator). Two results are possible: either an acceptable neighborhood solution S new is found, or it isn't.
In the first case, S new is taken as the current solution and µ() parameters are adapted. In this way, we are varying our fuzzy valuation as a function of the context, or in other terms, as a function of the state of the search. If N S failed to return an acceptable solution (no solution was good enough in the neighborhood induced by the operator) the escape mechanism is applied: the operator scheduler OS is executed, returning a modified version of O. The next time N S is executed, it will have a modified operator to search for solutions.
The TrappedSituation() condition will hold (for example) when Top calls to OS are done without improvements in the current solution. In this case, the doEscape() procedure is executed, the new cost of the current solution is reevaluated, and µ() is adapted.
The reader must note that what varies at each iteration are the parameters used in the N S call. The algorithm starts with N S (s 0 , O t 0 , µ 0 ). If N S can retrieve an acceptable neighborhood solution, for the next iteration, the call will be N S (s 1 , O t 0 , µ 1 ), the current solution is changed, and the fuzzy valuation is adapted.
If N S fails to retrieve an acceptable neighborhood solution (at a certain iteration l), the operator scheduler will be executed, returning a modified version of the operator, so the call will be N S (s l , O t 1 , µ l ). Two problematic situations may arise: first, several calls are performed with N S (s j , O t i , µ j ) with i ∈ [1, 2, . . . , k], which means that k different ways are tried to obtain an acceptable solution from s j without success; second, the search is moving across acceptable, or good-enough, solutions, but no improvements in the best solution ever found are obtained within the last m calls.
When any of these situations occurs, the doEscape procedure is applied, leading to one of the following calls:
, whereŝ 0 is a new solution randomly generated or otherwise obtained, andμ 0 is the fuzzy valuation revaluated as a function ofŝ 0 . The operator can be kept with its current parameters (O t j ), or also restarted (O t 0 ).
THE PROTEIN STRUCTURE PREDICTION PROBLEM
Protein structure prediction is one the most exciting problems that computational biology faces today. In simple terms, it can be formulated as follows: given a sequence of amino acids, which is the corresponding three-dimensional structure of minimum energy? This is a very important problem because the three-dimensional structure of a protein determines its biological function. The determination of the sequence might be considered a solved problem, but the experimental determination of the structure via x-ray crystallography or nuclear magnetic resonance is still a time-consuming and difficult task.
One of the most studied simple protein models is the hydrophobic-hydrophilic model (HP model) proposed by Dill. 4 It was shown as NP-hard on the square lattice and cubic lattice. 1 Genetic algorithms, simulated annealing, GRASP, and cellular automatas were also applied to this problem. 8, 9, 12, 18 HP models abstract the hydrophobic interaction process in protein folding, reducing a protein to a chain that represents a pattern of hydrophobicity in the protein; non-polar amino acids are classified as hydrophobic and polar amino acids are classified as hydrophilic. A sequence is s ∈ {H, P} + , where H represents a hydrophobic amino acid and P represents a hydrophilic one.
The HP model restricts the space of conformations to self-avoiding paths on a lattice where vertices are labeled by the amino acids. The energy potential of the model reflects that hydrophobic amino acids tend to form a hydrophobic core. To capture this feature of protein structures, the HP model adds a value = −1 for every pair of hydrophobics lying adjacent in the lattice but not consecutive in the sequence (a so-called topological contact). PSP under this model means to find the embedding of minimum energy (or maximum number of contacts). Figure 3 shows strings embedded in the square, triangular, and cubic lattices, with HH contacts highlighted with dotted lines. The conformation in Figure 3 (a) has a score of −4 (four contacts) and the conformation in Figure 3 (b) has a score of −6 (six contacts).
The structures can be represented by Cartesian coordinates, internal coordinates, or distance geometry. In this article, we concentrate on both types of internal coordinates: absolute and relative. Under the absolute encoding, the structures are represented as a list of absolute moves in the corresponding space. For example, if a two-dimensional square lattice is used, a structure s is codified as a string s = {Up, Down, Left, Right} + . When using a relative encoding, each move must be interpreted in terms of the previous one, like those of the LOGO turtle: a structure s is encoded as a string in the alphabet s = {Forward, TurnRight, TurnLeft} + . The structure of Figure 3(a) is coded either as s = RURDRDLLDLU (absolute encoding) or s = FLRRLRRFLRR (relative encoding).
In this article, we want to focus on two topics arising in the HP model of the PSP. First, we know that until recently no direct comparison between the relative and absolute encodings has been done. The first of such studies was developed for evolutionary algorithms, 8 where the behavior of a genetic algorithm was measured under both encodings for square, cubic, and triangular lattices. In that work, the authors showed that the neighborhoods induced by the genetic operators under the two encodings were very different, affecting, in turn, the global search behavior of the GA. Their results showed that:
. . . (1) the relative encoding was almost always better than the absolute encoding for the square and cubic lattices (at the 95% confidence level) and (2) the robustness of the relative encoding degrades when we look to the triangular lattice . . .
However, it is difficult to extrapolate these conclusions to other heuristic methods without more evidence.
We propose to analyze if such differences also appear with FANS. In this way, we will gain evidence about the codification influence under population-based and solution-based algorithms, and we will be able to obtain guidelines for future applications of our fuzzy sets-based method to this problem.
Second, it is known that from a practical point of view, genetic algorithms perform well on the PSP. However there is a theoretical problem arising from the use of standard crossover operators with an internal coordinates representation. T. Jones 6 made a distinction between the idea and the mechanics of the crossover operator. The idea of crossover is to allow information transfer between individuals; the mechanics is just a particular implementation of the operator.
A couple of years ago, a GA was used for the PSP and it was shown that the crossover was not transferring information between individuals 10 (the idea was not working). To verify this fact, a headless chicken test 6 was done. This test compares the results of a GA with the standard crossover against a GA using a random one. The random crossover takes a parent from the population while the other one is randomly generated. It is clear that such behavior only reflects the mechanics but not the idea of the crossover, leading it to behave like a macromutation operator. The results showed that the GA with random crossover performed equal or better than the one with standard crossover. So, given that there was no information exchange between individuals, the use of a population is not needed, and it is claimed that the same results could be potentially obtained applying mutations over a unique individual.
We will show here how FANS is able to obtain results as good as those obtained by a GA, giving experimental evidence to confirm the claim described above and the power of our fuzzy set-based heuristic.
In the next sections, we will describe how the components of FANS are defined to deal with PSP, and then the experiments and results for the comparison of the codification will be shown. After that, the experiments and results comparing FANS against a GA are explained.
COMPARISON OF ENCODINGS
In order to analyze if the results obtained with evolutionary algorithms also hold with FANS, we performed experiments with three types of lattices, square, triangular, and cubic, and each codification, absolute and relative, over a set of test instances.
Definitions of FANS Components for PSP
In this section, we present specific definitions for the components of FANS in order to deal with the PSP.
Modification Operator: A macro-operator, O, common to all lattices and representations, is used. This macro-operator uses a parameter, k, representing the number of positions to change in the given solution. Two modes of operation are available: segment mode, where k consecutive positions of the structure are modified; or flip mode where k positions randomly selected are changed.
When called in segment mode, O can modify the selected segment in two ways: randomly replacing each move within the segment by any available move (shuffling); or performing a reflection operation in the segment. For example, on the square lattice with absolute representation, the moves East ↔ West or South ↔ North are exchanged. In the case of relative encoding, TurnRight ↔ TurnLeft moves are exchanged. The reflection plane is randomly chosen.
Fuzzy Valuation Acceptability:
The fuzzy valuation used here reflects the following idea: with a solution at hand, those generated solutions improving the current cost will have a higher degree of acceptability than those with lower cost. Solutions diminishing the cost a little will be considered as acceptable, but with lower degree. Finally, those solutions demeliorating the current cost too much will not be considered as acceptable. The membership function definition is:
with f the objective function, s the current solution, and q a solution from the operational neighborhood. The value β = f (s) * (1 − γ ) is considered as the limit of acceptability, and γ ∈ [0 . . . 1] is fixed at 0.2.
Operator Scheduler: The operator will be adapted through changes on the k parameter. Each time the scheduler is called, k is decremented: k t being its value at time t, then k t+1 = k t − 1. In this way, the operator will perform coarse modifications initially (corresponding to an exploration stage), making them finer as the simulation progresses (like fine-tuning the structures). The initial value is k = n/4, where n stands for the length of the sequence.
Neighborhood Scheduler: For our experiments we use a simple neighborhood scheduler, FirstFit, that returns the first solution x ∈N (s) found within a maximum number of trials, maxTrials = 50. Each generated solution is evaluated, so maxTrials sets an upper limit on the number of function evaluations available per call to the scheduler.
The scheduler constructs operational neighbor solutions calling the operator O in both modes. In segment mode, the scheduler determines the initial position of the segment: the ith call to O will modify a segment of length k starting at position p = (i mod n) + 1, also assuring that p + k < size. We can view this approach as a sliding window of size k moving across the structure. When called in flip mode, the operator modifies any k randomly selected positions without restrictions.
Pair (cond1, action1): The trappedCondition() is raised when the limit for the segment modification size is reached (k = 0), or Top calls to N S were done without improvements in the best solution found (i.e., FANS is moving between acceptable solutions, but no improvements were seen in the last Top iterations). In this case, the doRestart() procedure is executed, generating a new initial random solution and resetting the k value of the operator to n/4. After that, the cost of the new solution is re-evaluated and µ() is adapted. Then the process is restarted from the new solution.
Experiments and Results
For our experiments, we defined three values of λ = {0.0, 0.9, 1.0} that lead to three different FANS behaviors: λ 0 , λ .9 , and λ 1 . When FANS uses λ . 9 , some demeliorating moves are accepted. For each value of λ and each encoding (relative and absolute), 30 runs were made, for a total of 30 * 3 * 2 = 180 experiments for each test instance. Each experiment used 10 5 cost function evaluations, and an extended objective function 8 was implemented. The test instances are available upon request from dpelta@ugr.es.
In Table I , we report for each instance s i , t i , c i (in the square, triangular, and cubic lattice, respectively), and value of λ, the encoding that results in the best mean values of the objective function. t-test analyses were done to detect if the mean values obtained for the various algorithms were different. A "=" sign denotes that no significant difference in the means was found, an "R" appears if the relative encoding was better with 95 percent confidence, and an "A" denotes that the absolute encoding was better.
When a random walk-type of search was used, λ 0 , the relative encoding was superior in the three lattices. When λ .9 was used, allowing demeliorating steps, the relative encoding was superior in the square lattice and indistinguishable in the other two. Finally, when FANS performed as a multi-start hill-climber, λ 1 , the absolute encoding was better for the triangular lattice, both encodings achieved similar values for the cubic lattice, and the relative encoding was superior in the square one. 
OVERCOMING GA PROBLEMS IN PSP
Now we will describe the experiments done to show that FANS is at least as good as a GA in solving PSP. First we present the main characteristics of the implemented genetic algorithm.
Our GA uses the same representation of solutions as in FANS. Each individual in the initial population is randomly generated as a self-avoiding conformation.
The mutation operator is the same as the modification operator of FANS. Given that no operator scheduler exists in the GA, the value for k (the number of positions to change) is randomly chosen from the interval [1, size/4] . The initial position for the segment is also randomly selected from the interval [1, size − k] . Mutation is applied to all children with probability P m = 0.25. We use a two-point crossover operator and set its probability to P x = 0.8. Finally, the selection process uses tournament selection with tournament size q = 2 within a (µ = 200, λ = 350) scheme, and elitism is used.
The experiments were done for the square lattice with relative encoding over the set of instances shown in Table II . Having in mind the results of the previous experiments, we used the same implementation of FANS with λ = 0.9. For each instance and algorithm, 30 runs were made, each one ending when 10 5 cost function evaluations were done. The GA is allowed to complete the corresponding iteration.
The results appear in Table III . We report the mean, standard deviation, and maximum value obtained over the 30 runs for each test instance and algorithm. In terms of the mean values, FANS obtained better results on five out of seven instances. In general, the standard deviation is less in FANS than in the GA, and both algorithms achieved the optimal values for all instances except I 5, where the GA reached a higher value.
DISCUSSION
With respect to the comparison of encodings performed with FANS, the results obtained agreed with those previously presented 8 : algorithms using relative encoding over square lattices perform better than those using absolute encoding, differences diminish over cubic lattices, and a slight difference in favor of absolute encoding was found in triangular lattices. We also obtained a very useful guideline in order to apply FANS for PSP: the most successful scheme used a relative encoding with a search regime in which demeliorating moves were allowed (λ .9 ). This fact was also pointed out for memetic algorithms. 11 The verification of both facts using FANS (previously accounted only for evolutionary algorithms) is an important step towards the understanding of the applicability of meta-heuristics to the PSP.
The comparison of FANS with a GA in terms of optimization is encouraging. We obtained the same results as the GA using a quite simple scheme, thus verifying the claim that the use of a population is not needed if the GA uses a standard crossover and an internal coordinates representation.
CONCLUSIONS
In this work we used FANS to analyze two points of one of the most important problems in the computational biology area: the protein structure prediction problem.
First, we evaluated the influence of two codification schemes and the results agreed with those obtained with evolutionary algorithms. Now, if other heuristics are to be applied for PSP, these results should be considered as useful guidelines.
Second, it was previously shown that GAs with standard crossover presented problems from a theoretical (although not practical) point of view. The main conclusion of that work was that the same results could be potentially obtained discarding the population and applying mutations to a unique individual. When comparing FANS against a GA, we were able to obtain equal or better results for the test set used, providing experimental evidence to the previous conclusion. Without a doubt, both results shed light onto the application of heuristics to the PSP. This work concludes a three-step verification scheme of our fuzzy adaptive neighborhood search approach. In the first one, we showed how FANS could obtain the same qualitative behavior of other local search algorithms, and in the second one, we evaluated it as a general purpose optimization tool, obtaining satisfactory results. Both points, together with the presented work, enable us also to conclude that the combination of very basic ideas from fuzzy sets and a simple heuristic optimization technique leads to a fuzzy sets-based heuristic that has to be viewed as a useful optimization tool.
