In this paper we present a systematic study of regular sequences of quasi-nonexpansive operators in Hilbert space. We are interested, in particular, in weakly, boundedly and linearly regular sequences of operators. We show that the type of the regularity is preserved under relaxations, convex combinations and products of operators. Moreover, in this connection, we show that weak, bounded and linear regularity lead to weak, strong and linear convergence, respectively, of various iterative methods. This applies, in particular, to block iterative and string averaging projection methods, which, in principle, are based on the abovementioned algebraic operations applied to projections. Finally, we show an application of regular sequences of operators to variational inequality problems.
Introduction
Let H be a real Hilbert space equipped with inner product ·, · and induced norm · . We denote by Fix U := {x ∈ H | Ux = x} the fixed point set of an operator U : H → H. We recall that for given closed and convex sets C i ⊆ H, i = 1, . . . , m, the convex feasibility problem (CFP) is to find a point x in C := m i=1 C i . In this paper we assume that the CFP is consistent, that is, C = ∅. Motivation. Below we formulate a prototypical convergence theorem for the methods of cyclic and simultaneous projections: (i) x k converges weakly to some point x * ∈ C.
(ii) If the family of sets {C 1 , . . . , C m } is boundedly regular, then the convergence is in norm.
(iii) If the family of sets {C 1 , . . . , C m } is boundedly linearly regular, then the convergence is linear.
It is not difficult to see that both algorithmic operators U in the above theorem, due to the demi-closedness of U − Id at 0 [Opi67, Theorem 1], for each {x k } ∞ k=0 ⊆ H and {n k } ∞ k=0 ⊆ {k}
where Fix U = C. Moreover, note that in case (ii), by [CZ14, Theorems 4.10 and 4.11], we have
which holds for any bounded sequence {x k } ∞ k=0 ⊆ H. Finally, in case (iii), we have observed, as will be shown below, that for any bounded subset S ⊆ H, there is δ > 0 such that for all x ∈ S, we have
It turns out that, in principle, conditions (1), (2) and (3) are intrinsic abstract properties of U which, when combined with the strong quasi-nonexpansivity, lead to weak, strong and linear convergence; see, for example, [BNP15] and [KRZ17] . In this paper we refer to them as weak, bounded and linear regularity of the given operator U, respectively; see Definition 3.1. Note that the iterative methods described in Theorem 1.1 are static, that is, we iterate one fixed algorithmic operator U. Nevertheless, in many cases, the iterative methods applied to solving the CFPs are dynamic in the sense the algorithmic operators may change from iteration to iteration. More precisely, one considers the following general form of the iterative method:
where for each k = 0, 1, 2, . . ., U k : H → H is quasi-nonexpansive and satisfies C ⊆ Fix U k . The examples of (4) with an extensive survey can be found in [Ceg12] ; see also Example 5.7. The study of dynamic iterative methods necessitates a systematic investigation of the abstract properties of the sequences of regular operators. The main properties that we are interested in are related not only to convex combination and products of regular operators, as in Theorem 1.1, but also to relaxation, that is, to operators of the form Id +α(U − Id), where α ∈ (0, 2). All three of these algebraic operations are, in principle, the building bricks for block-iterative [AC89, Com96, Com97, BB96] , dynamic string averaging [AR08, BRZ18, CZ13] and even more sophisticated algorithms, such as modular string averaging [RZ16] . Contribution. The main contribution of this paper consists in extending the notion of weakly, boundedly and linearly regular operators described in (1), (2) and (3) by replacing one fixed operator U with a sequence of operators {U k }. Within the framework of this extension, we provide a systematic study of sequences of regular operators, where we establish their basic properties and give some examples. The main result in this direction is that the the convex combination and product operations, when applied to regular sequences of operators, preserve the initial regularity under certain conditions; see Theorems 5.1 and 5.4. Although the preservation of weak [Ceg15a, Theorems 4.1 and 4.2] and bounded regularity [CZ14, Theorems 4.10 and 4.11] was known for one fixed operator, the preservation of linear regularity, even in this simple case, seems to be new; see Corollaries 5.3 and 5.6. Next, we extend Theorem 1.1 by showing that weak, bounded and linear regularity, when combined with appropriate regularity of sets and strong quasi-nonexpasivity, lead to weak, strong and linear convergence of the method (4); see Theorems 6.1 and 6.2. Moreover, following recent work in the field of variational inequalities [Ceg15, CZ13, CZ14, GRZ15, GRZ17], we provide an application of regular sequences of operators in this direction as well; see Theorem 6.4.
Historical overview. The regularity properties described in (1), (2) and (3) have reappeared in the literature under various names, as we now recall.
Clearly, a weakly regular operator U is an operator for which U − Id is demi-closed at 0. This type of the demi-closedness condition goes back to the papers by Browder and Petryshyn [BP66] and by Opial [Opi67] . The term weakly regular operator was introduced in [KRZ17, Def. 12]. The concept of weak regularity has recently been extended to the fixed point closed mappings in [BCW14, Lemma 2.1]), where the weak convergence was replaced by the strong one. Weakly regular sequences of operators appeared already in [AK14, Sec. 2], where they were called sequences satisfying condition (Z) and applied to a viscosity approximation process for solving variational inequalities. Weakly regular sequences of operators were also studied in [Ceg15] , where they were introduced through sequences satisfying a demi-closedness principle, again, with applications to variational inequalities. Some properties of weakly regular sequences of operators can be found in [RZ16] .
A 3), in this paper we have replaced the term "approximately shrinking" by "boundedly regular". Many properties of these operators under the name "approximately shrinking" were presented in [CZ14] with some extensions in [Zal14] , [RZ16] and [Ceg16] , and with more applications in [Ceg15] and [CM16] . It is worth mentioning that regular operators were applied even in Hadamard spaces to solving common fixed point problems [RS17] .
The phrase boundedly linearly regular in connection to operators was proposed by Bauschke, Noll and Phan, who applied them to establish a linear rate of convergence for some block iterative fixed point algorithms [BNP15,  Organization of the paper. In Section 2 we introduce the reader to our notation and to basic facts regarding quasi-nonexpansive operators, Fejér monotone sequences and regular families of sets. In Section 3 we formulate the definition of regular operators and give several examples. In Section 4 we extend this definition to sequences of operators and show their basic properties. The main properties related to sequences, but not limited to them, are presented in Section 5.
Applications to convex feasibility problems and variational inequalities are shown in Section 6.
Preliminaries
Notation.
Sequences of elements of H will be denoted by x k , y k , z k , etc. Sequences of real parameters will be usually denoted by α k , λ k , ω k or by ρ k i , ω k i , etc. Sequences of operators will be denoted by
etc. In order to distinguish ρ k i and U k i from the k-th power of ρ i and U i , the latter will be denoted by (ρ i ) k and (U i ) k , respectively. We denote the identity operator by Id. For a family of operators U i : H → H, i ∈ I := {1, 2, ..., m}, and an ordered set K := (i 1 , i 2 , ..., i s ), we denote i∈K U i := U is U i s−1 ...U i 1 . For an operator T and for λ ≥ 0 we define T λ := Id +λ(T − Id) and call it a λ-relaxation of T , while λ is called the relaxation parameter. For α ∈ R, denote α + := max{0, α}. Similarly, for a function
Let C ⊆ H be nonempty, closed and convex. It is well known that for any x ∈ H, there is a unique point y ∈ C such that x − y ≤ x − z for all z ∈ C. This point is called the metric projection of x onto C and is denoted by P C x. The operator P C : H → H is nonexpansive and Fix P C = C. Moreover, P C x is characterized by: y ∈ C and z − y, x − y ≤ 0 for all z ∈ C.
Let f : H → R be a convex continuous function. Then for any x ∈ H, there exists a point
For each x ∈ H, we fix a subgradient g f (x) ∈ H and define an operator P f : H → H by
In order to simplify the notation we also write
for short. The operator P f is called a subgradient projection. Clearly, Fix P f = S(f, 0). Now we recall an inequality related to convex functions in R n .
Lemma 2.1 ([Fuk84, Lemma 3.3]) Let f : R n → R be convex and assume that the Slater condition is satisfied, that is, f (z) < 0 for some z ∈ R n . Then for each compact subset K of R n , there is δ > 0 such that the inequality
holds for every x ∈ K.
Strongly quasi-nonexpansive operators
In this subsection we recall the notion of a strongly quasi-nonexpansive operator as well as several properties of these operators.
Definition 2.2 We say that T is ρ-strongly quasi-nonexpansive (ρ-SQNE), where ρ ≥ 0, if Fix T = ∅ and
for all u ∈ H and all z ∈ Fix T . If ρ = 0 in (7), then T is called quasi-nonexpansive (QNE). If ρ > 0 in (7), then we say that T is strongly quasi-nonexpansive (SQNE).
Clearly, a nonexpansive operator having a fixed point is QNE. We say that T is a cutter if Fix T = ∅ and x − T x, z − T x ≤ 0 for all x ∈ H and for all z ∈ Fix T . Now we recall well-known facts which we employ in the sequel.
Fact 2.3 If T is QNE, then
Fix T is closed and convex.
Fact 2.5 The following conditions are equivalent:
For proofs of Facts 2.3-2.5, see, for example, [Ceg12, Section 2.1.3].
Corollary 2.6 The following conditions are equivalent:
The most important examples of cutter operators are the metric projection P C onto a nonempty, closed and convex subset C ⊆ H (see, e.g., [Ceg12, Sections 1.2 and 2.2]) and a subgradient projection P f related to a continuous convex function f : H → R with S(f, 0) := {x ∈ H : f (x) ≤ 0} = ∅ (see, for instance, [Ceg12, Section 4.2]).
The following two facts play an important role in the sequel.
Fix U i and U is ρ-SQNE with ρ = min i∈I ρ i ; (ii) For any x ∈ H and z ∈ i∈I Fix U i we have
(iii) For any z ∈ i∈I Fix U i , x ∈ H and positive R ≥ x − z , we have
Proof. For (i), see [Ceg12, Theorems 2.1.26(i) and 2.1.50]. Parts (ii) and (iii) were proved in [CZ14, Proposition 4.5] in the case where ρ > 0, but it follows from the proof that the statement is also true if ρ ≥ 0.
Fix U i and U := U m U m−1 ...U 1 is ρ/m-SQNE; (ii) For any x ∈ H and z ∈ i∈I Fix U i we have
where
(iii) For any z ∈ i∈I Fix U i , x ∈ H and positive R ≥ x − z , we have 
is Fejér monotone with respect to F .
Proof. Part (i) follows directly from the definition of a QNE operator, while part (ii) follows from (i) and from the definition of an SQNE operator. (ii) x k converges strongly to a point z ∈ C if and only if
converges linearly to a point z ∈ C and
be Fejér monotone with respect to C and let s ∈ N.
Proof. Suppose that the assumptions of (i) are satisfied. Let n = n k = ⌊ k s ⌋ := max{m | ms ≤ k} and p = k − ns. Clearly, n → ∞ if and only if k → ∞. By the assumption, we have
This yields lim k x k − x ns = 0 and
. Part (ii) follows from Fact 2.11(ii). For a proof of (iii), see [BB96, Prop. 1.6].
Regular families of sets
Below we recall the notion of regularity of a finite family of sets as well as several properties of regular families.
Definition 2.13 ([BB96, Def. 5.1], [BNP15, Def. 5.7]) Let S ⊆ H be nonempty and C be a family of closed convex subsets C i ⊆ H, i ∈ I := {1, 2, ..., m}, with C := i∈I C i = ∅. We say that C is:
(b) linearly regular over S if there is a constant κ > 0 such that for every x ∈ S, we have
We call the constant κ a modulus of the linear regularity of C over S.
If any of the above regularity conditions holds for S = H, then we omit the phrase "over S". If any of the above regularity conditions holds for every bounded subset S ⊆ H, then we precede the corresponding term with the adverb boundedly while omitting the phrase "over S".
The theorem below gives a small collection of sufficient conditions for a family C to be (boundedly, linearly) regular.
More sufficient conditions can be found, for example, in [BNP15, Fact 5.8]. Note that the bounded linear regularity of a family {C i | i ∈ I} has no inheritance property even if each C i , i ∈ I, is a closed linear subspace [RZ14] .
Regular operators
Definition 3.1 Let S ⊆ H be nonempty, and C ⊆ H be nonempty, closed and convex. We say that a quasi-nonexpansive operator U : H → H is:
, we have
(c) linearly C-regular over S if there is δ > 0 such that for all x ∈ S, we have
The constant δ is called a modulus of the linear C-regularity of U over S.
If any of the above regularity conditions holds for S = H, then we omit the phrase "over S". If any of the above regularity conditions holds for every bounded subset S ⊆ H, then we precede the corresponding term with the adverb "boundedly" while omitting the phrase "over S" (we allow δ to depend on S in (c)). We say that U is (boundedly) weakly regular, regular or linearly regular
The most common setting of the above definition, in which we are interested, is where
Remark 3.2 (Weak regularity) Note that if the operator U is weakly regular, then this means that U − Id is demi-closed at 0. Observe that:
(i) U is weakly C-regular over S if and only if for any sequence {x k } ∞ k=0 ⊆ S, we have
This type of equivalence is no longer true for a C-weakly regular sequence of operators, as we show in the next section; see Remark 4.2.
(ii) U is boundedly weakly C-regular if and only if U is weakly C-regular. This follows from (i) and the fact that any weakly convergent sequence {x k } ∞ k=0 must be bounded. Therefore there is no need to distinguish between boundedly weakly (C-)regular and weakly (C-)regular operators.
Remark 3.3 (Regular operators and regular sets) The notion of regular operators is closely related to the notion of a regular family of subsets. Indeed, for a family C of closed convex subsets C i ⊆ H, i ∈ I := {1, 2, ..., m}, having a common point, denote by P the metric projection onto the furthest subset C i , that is, for any x ∈ H and for some i(
Note that, in general, P is not uniquely defined, because, in general, i(x) is not uniquely defined. Therefore we suppose that for any x ∈ H, the index i(
It is easily seen that the operator P is (linearly) regular over S (with modulus δ) if and only if the family C is (linearly) regular over S (with modulus δ).
Clearly, the metric projection P C onto a nonempty closed convex subset C ⊆ H is linearly regular with a modulus δ = 1. Below we give a few examples of weakly (boundedly, boundedly linearly) regular operators. (c) If H = R n and f (z) < 0 for some z ∈ R n , then P f is boundedly linearly regular. Indeed, by (a) and by Lemma 2.1, for every compact K ⊆ R n , there are δ, ∆ > 0 such that ∂f (x) ≤ ∆ and δd(x, S(f, 0)) ≤ f + (x) for any x ∈ K. Thus,
Since Fix P f = S(f, 0), inequality (22) proves the bounded linear regularity of P f .
The operators presented in Examples 3.4 and 3.5(b) need not be boundedly regular if dim H = ∞ as the following example shows.
Example 3.6 (Subgradient projection which is not regular) Let C 1 , C 2 ⊆ H be closed convex and x 0 ∈ H. Suppose that:
defined by the recurrence x k+1 = P C 2 P C 1 x k converges weakly to 0, but
does not converge in norm.
A construction of C 1 , C 2 and a point x 0 , satisfying (i)-(iii) is due to Hundal [Hun04] ; see also [MR03] . Define a function f : H → R as follows:
Clearly, f is continuous and convex as the maximum of continuous and convex functions. It is easy to check that for
, and that
. Let u k be defined by the recurrence
with u 0 = x 0 . Then we have
By Hundal's construction, u k converges weakly to 0 but does not converge in norm, that is, lim sup k u k > 0. Now it is easily seen that P f is not boundedly regular. Indeed.
Thus, P f is not boundedly regular.
4 Regular sequences of operators Definition 4.1 Let S ⊆ H be nonempty, and C ⊆ H be nonempty, closed and convex. We say that the sequence
(b) C-regular over S if for any sequence
(c) linearly C-regular over S if there is δ > 0 such that for all x ∈ S and k = 0, 1, 2, . . ., we have
The constant δ is called a modulus of the linear C-regularity of {U k } ∞ k=0 over S. If any of the above regularity conditions holds for S = H, then we omit the phrase "over S". If any of the above regularity conditions holds for every bounded subset S ⊆ H, then we precede the corresponding term with the adverb "boundedly" while omitting the phrase "over S" (we allow δ to depend on S in (c)). We say that {U k } ∞ k=0 is (boundedly) weakly regular, regular or linearly regular (over S), if
in (a), (b) or (c), respectively.
Setting U k = U for all k ≥ 0 in Definition 4.1, we arrive at Definition 3.1 of a (weakly, linearly) C-regular operator. Although all the three sets C, F := ∞ k=0 Fix U k and S are not formally related in the above definition, similarly to the case of a single operator, the most common setting that we are interested in is where
We now adjust Remark 3.2 to the case of a sequence of operators.
Remark 4.2 (Weak regularity) Observe that:
is weakly C-regular over S then, obviously, for any sequence
The above condition (32) is no longer equivalent to (27), as it was in the case of a constant sequence of operators. To see this, following [Ceg15, Sec. 4], we consider U 2k := T and U 2k+1 := V , k = 0, 1, 2, . . ., where T, V : H → H have a nonempty common fixed point set C = Fix T ∩Fix V . Assume that V and T are weakly regular. Then, clearly, {U k } ∞ k=0 satisfies (32). Assume now that there is y ∈ Fix T \ Fix V . Then, by taking z ∈ Fix V and setting x 2k = y, x 2k+1 = z, we see that y is a weak cluster point of
is not weakly regular.
(
be such that U k x k − x k → 0 and x n k ⇀ y. Then, for any z ∈ F , the sequence
is bounded, y n k ⇀ y and U k y k −y k → 0. Consequently, by the bounded weak C-regularity of {U k } ∞ k=0 , we have y ∈ C. This shows that {U k } ∞ k=0 is weakly regular. Therefore again, as it was for the case of a single operator, there is no need to distinguish between boundedly weakly (C-)regular and weakly (C-)regular sequences of operators whenever F = ∅.
Theorem 4.3 Let U k : H → H be quasi-nonexpansive, k = 0, 1, 2, . . ., let S ⊆ H be nonempty and let C ⊆ H be nonempty, closed and convex. Then the following statements hold true:
is weakly C-regular over S.
is weakly C-regular over S, H = R n and S is bounded, then
Proof. Part (i) follows directly from Definition 4.1.
be a subsequence converging weakly to y. By the weak lower semicontinuity of d(·, C), we have
Now the closedness of C yields y ∈ C, which proves the weak C-regularity of
k=0 which converges to y ∈ H and such that lim
Thus 
is boundedly regular.
is weakly regular.
be a sequence of quasi-nonexpansive operators and let C ⊆ H be nonempty, closed and convex. Clearly, the sequence {U k } ∞ k=0 is (weakly, linearly) C-regular over any nonempty bounded subset S ⊆ C because if x ∈ C, then d(x, C) = 0. Let S i ⊆ H, i = 1, 2, be nonempty. If {U k } ∞ k=0 is (weakly, linearly) C-regular over S i , i = 1, 2, then {U k } ∞ k=0 is (weakly, linearly) C-regular over S := S 1 ∪S 2 . Thus, without loss of generality, we can add to S an arbitrary bounded subset of C. Moreover, if {U k } ∞ k=0 is (weakly, linearly) C-regular over S, then
is (weakly, linearly) C-regular over an arbitrary nonempty subset of S. Thus in the definition of boundedly (weakly, linearly) C-regular sequences of operators we can restrict the bounded subsets S to balls B(z, R), where z ∈ C is fixed and R > 0.
Remark 4.6 Let C 1 , C 2 ⊆ H be nonempty, closed and convex, C 1 ⊆ C 2 , and S ⊆ H be nonempty.
is (weakly, linearly) C 1 -regular over S.
We finish this section with two natural properties of (weakly, linearly) C-regular sequences of operators. 
weakly, (boundedly, boundedly linearly) C-regular over S (with modulus δ/λ).
Proof. The lemma follows directly from Definition 4.1. 
is weakly C-regular over S, then any of its subsequences {U n k } ∞ k=0 is weakly Cregular over S, whenever S ∩ F = ∅.
is linearly C-regular over S with modulus δ, then any of its subsequences
is linearly C-regular over S with a modulus δ.
is weakly, boundedly or boundedly linearly regular, then
be a subsequence converging weakly to y. We claim that y ∈ C. To show this, let z ∈ S ∩ F and define
Then {y n } ∞ n=0 ⊆ S and moreover, we have
is weakly C-regular over S and y is a weak cluster point of {y n } ∞ n=0 , we have y ∈ C.
To show this, let z ∈ S ∩ F ∩ C and define
Then, as in (i), {y n } ∞ n=0 ⊆ S and we have
By assumption,
and let z ∈ k Fix U n k . We show that z ∈ F . Define y k = z for all k = 0, 1, 2, . . .. Then, by (i), we see that z has to be in F . Since bounded and bounded linear regularity imply weak regularity (Corollary 4.4), the proof is complete.
A variant of part (i), as well as the last statement from the above proposition, were observed in [Ceg15, Lemma 4.6, Remark 4.7].
Convex combinations and products of regular sequences of operators
Theorems 5.1 and 5.4 below show that a family of (weakly, linearly) regular sequences of operators having a common fixed point is closed under convex combinations and compositions. We consider here p sequences of operators {U k j } ∞ k=0 , j = 1, 2, ..., p, and m sets C i , i = 1, 2, ..., m.
Theorem 5.1 For each
Moreover, for each i ∈ I := {1, . . . , m}, let C i ⊆ H be closed and convex. Moreover, let S ⊆ H be bounded, F 0 := j∈J k≥0 Fix U k j , C := i∈I C i and assume that C ⊆ F 0 is nonempty. (ii) Suppose that for some i ∈ I, there is {j k } ∞ k=0 ⊆ J such that the sequence {U
is C i -regular over S. If the property holds for all i ∈ I and {C i | i ∈ I} is regular over S, then
is linearly C-regular over S with modulus 2κ 2 δ 2 /σ, where σ := min i σ i and δ := min i∈I δ i .
Proof. Let z ∈ C and {x k } ∞ k=0 ⊆ S. By Fact 2.7(iii), for any k = 0, 1, 2, . . . , and j ∈ J we have
where R > 0 is such that S ⊆ B(z, R).
(i) Let y be a weak cluster point of {x k } ∞ k=0 , i ∈ I and {j k } ∞ k=0 ⊆ J be such that the sequence {U
Inequalities (40) with j = j k , k = 0, 1, 2, . . . , and the inequality
is weakly C i -regular over S. If this property holds for all i ∈ I, then y ∈ C, that is,
By (40) with j = j k , k = 0, 1, 2, . . . , and since
is C i -regular over S. The proof of the second part of (ii) follows now directly from the definition of a regular family of sets.
(iii) Let i ∈ I be arbitrary and {j k } ∞ k=0 ⊆ J be such that the sequence {U
is linearly C iregular over S with modulus δ i . By (40) with j = j k ,
for all x ∈ S. Since the sequence {U
is linearly C i -regular over S with modulus δ i , we also
x − x , x ∈ S, k = 0, 1, 2, . . . , and thus, by (41), we arrive at
for all x ∈ S and k = 0, 1, 2, . . .. Since {C i | i ∈ I} is linearly regular over S with modulus κ, we get
for all i ∈ I, x ∈ S and k = 0, 1, 2, . . .. This yields
for all x ∈ S and k = 0, 1, 2, . . . , which means that {U k } ∞ k=0 is linearly C-regular over S with modulus 2κ 2 δ 2 /σ, as asserted. Proof. It suffices to substitute J = I, C i = F i and j k = i, k = 0, 1, 2, . . . in Theorem 5.1.
. . , m}. Assume that ρ := min i∈I ρ i > 0, ω := min i ω i > 0, i∈I ω i = 1 and F 0 := i∈I Fix U i = ∅. Moreover, let S ⊆ H be bounded.
(i) Suppose that for any i ∈ I, U i is weakly regular over S. Then U is also weakly regular over S.
(ii) Suppose that for any i ∈ I, U i is regular over S and the family {Fix U i | i ∈ I} is regular over S. Then U is also regular over S.
(iii) Suppose that for any i ∈ I, U i is linearly regular over S with modulus δ i , δ := min i∈I δ i > 0, and the family {Fix U i | i ∈ I} is linearly regular over S with modulus κ > 0. Then U is linearly regular over S with modulus 2κ 2 δ 2 /(ωρ).
Proof. It suffices to substitute U Since S ⊆ H is an arbitrary nonempty and bounded subset in Theorem 5.1 and in Corollaries 5.2 and 5.3, these three results are also true for boundedly (weakly, linearly) (C i -)regular sequences of operators.
Note that if an operator (or sequence of operators) is boundedly linearly regular with modulus δ, then the same property holds with any modulus γ > δ. Therefore, without any loss of generality, we can restrict the analysis to boundedly linearly regular operators (or sequence of operators) with modulus δ ≥ 1.
Theorem 5.4 For each
. . , p} and ρ := min j∈J inf k ρ k j > 0. Moreover, for each i ∈ I := {1, . . . , m}, let C i ⊆ H be closed and convex. Let F 0 := j∈J k≥0 Fix U k j , C := i∈I C i and assume that C ⊆ F 0 is nonempty. Moreover, let S := B(z, R) for some z ∈ C and R > 0.
is weakly C i -regular over S. If this property holds for all i ∈ I, then {U k } ∞ k=0 is weakly C-regular over S.
(ii) Suppose that for some i ∈ I, there is
is C i -regular over S. If this property holds for all i ∈ I and {C i | i ∈ I} is regular over S, then {U k } ∞ k=0 is C-regular over S.
is linearly C i -regular over S with modulus δ i ≥ 1, δ := min i∈I δ i , and {C i | i ∈ I} is linearly regular over S with modulus κ > 0. Then {U k } ∞ k=0 is linearly C-regular over S with modulus 2pκ 2 δ 2 /ρ.
Note that the assumption C = ∅ and the quasinonexpansivity of U k l , l ∈ J, imply {x k l } ∞ k=0 ⊆ S, l ∈ J. Inequalities (45) and the inequality ρ > 0 yield lim
(ii) Let i ∈ I and {j k } ∞ k=0 ⊆ J be such that the sequence {U
By the C i -regularity of {U
over S and by (47), we have
The definition of the metric projection and the triangle inequality yield
By (45), the inequality ρ > 0 and the assumption that lim
This together with (48) leads to
is boundedly C i -regular. The proof of the second part of (ii) follows directly from the definition of a regular family of sets.
is linearly C i -regular over S. Let x ∈ S. By (45) with x k = x, z = P C x and R = x − z = d(x, C), we get
By the linear C i -regularity of {U
for all k = 0, 1, 2, . . .. By the definition of the metric projection, the triangle inequality, inequality (52) and the assumption that δ i ≥ 1, we have
x ∈ S, k = 0, 1, 2, . . .. The above inequalities and the Cauchy-Schwarz inequality e, a 2 ≤ p a 2 with e = (1, 1, ..., 1) ∈ R p and a = (a 1 , a 2 , ...a p ) ∈ R p , where
x ∈ S, k = 0, 1, 2, . . .. Now the linear bounded regularity of {C i |∈ I} with modulus κ, (51) and (54) imply that
x ∈ S, k = 0, 1, 2, . . . for all i ∈ I. This gives
x ∈ S, k = 0, 1, 2, . . . , that is, {U k } ∞ k=0 is linearly C-regular over S with modulus 2pκ 2 δ 2 /ρ. Proof. It suffices to substitute J = I, C i = F i and j k = i, k = 0, 1, 2, . . . in Theorem 5.4.
Corollary 5.6 Let U := U m U m−1 . . . U 1 , where U i : H → H is ρ i -strongly quasi-nonexpansive, i ∈ I := {1, . . . , m}. Assume that ρ := min i∈I ρ i > 0 and F 0 := i∈I Fix U i = ∅. Moreover, let S := B(z, R) for some z ∈ F 0 and R > 0.
(iii) Suppose that for any i ∈ I, U i is linearly regular over S with modulus δ i ≥ 1, δ := min i∈I δ i > 0, and the family {Fix U i | i ∈ I} is linearly regular over S with modulus κ > 0. Then U is linearly regular over S with modulus 2mκ 2 δ 2 /ρ.
Proof. It suffices to substitute U (a) (Block iterative sequence) Let J k ⊆ J be an ordered subset, k = 0, 1, 2, . . .. Let
. ., and
The block iterative methods for solving the consistent convex feasibility problem [Ceg12] can be represented in the form x k+1 = T k x k with a sequence of operators T k given by (58), where T (i) Suppose first that each S i , i ∈ I, is weakly regular. Then, by Theorem 5.1 (i), the sequence {T
is weakly C i -regular and, consequently, by Theorem 5.4 (i), the sequence {T k } ∞ k=0 is weakly C i -regular. Moreover, since i ∈ I is arbitrary, the sequence
is also weakly C-regular.
(ii) Suppose now that each S i , i ∈ I, is boundedly regular. Then, by Theorem 5.1 (ii), the sequence {T
is boundedly C i -regular and, consequently, by Theorem 5.4 (ii), the sequence {T k } ∞ k=0 is boundedly C i -regular. Moreover, if we assume that the family {C i | i ∈ I} is boundedly regular, then the sequence {T k } ∞ k=0 is boundedly C-regular. (iii) Finally, suppose that each S i , i ∈ I, is boundedly linearly regular and that each subfamily of {C i | i ∈ I} is boundedly linearly regular. Then, by Theorem 5.1 (iii), the sequence {T
is boundedly linearly C i -regular and, consequently, by Theorem 5.4 (iii), the sequence {T k } ∞ k=0 is also boundedly linearly C i -regular. Moreover, the sequence
is boundedly linearly C-regular too. 
where We would like to emphasize that Theorems 5.1 and 5.4 are more general than all of the above results.
Applications
In this section we show how to apply weakly (boundedly, boundedly linearly) regular sequences of operators to methods for solving convex feasibility and variational inequality problems.
Applications to convex feasibility problems
Theorem 6.1 Let C ⊆ H be nonempty, closed and convex, and for each k = 0, 1, 2, . . ., let U k : H → H be ρ k -strongly quasi-nonexpansive with ρ := inf k ρ k > 0 and C ⊆ F := ∞ k=0 Fix U k . Moreover, let x 0 ∈ H and for each k = 0, 1, 2, . . ., let
is weakly C-regular, then x k converges weakly to some x * ∈ C.
(ii) If {U k } ∞ k=0 is boundedly C-regular, then the convergence to x * is in norm.
is boundedly linearly C-regular, then the convergence is R-linear, that is, x k − x * ≤ 2d(x 0 , C)q k , k = 0, 1, 2, . . . , for some q ∈ (0, 1).
Proof. By the definition of an SQNE operator, for any z ∈ C we have
and Lemma 2.10(ii) yields that lim imply that there is δ > 0 such that U k x k − x k ≥ δ −1 d(x k , C) holds for each k = 0, 1, 2, . . .. Consequently, by substituting z = P C x k into (61) and by the inequality d(x k+1 , C) ≤ x k+1 − P C x k , we arrive at
k = 0, 1, 2, . . .. This, when combined with Fact 2.11(iii), leads to
k = 0, 1, 2, . . ., which completes the proof.
The assumption that {U k } ∞ k=0 is weakly regular (boundedly regular, boundedly linearly regular) is quite strong. Indeed, by Proposition 4.8, we have . Consequently, we cannot directly apply Theorem 6.1 in the case of (almost) cyclic or intermittent control. This is due to the fact that for some subsequence {m k } ∞ k=0 , one could have k Fix U m k = k Fix U k . Nevertheless, Theorem 6.1 can still be indirectly applied to the above-mentioned controls as we now show.
be ρ k -strongly quasi-nonexpansive such that C ⊆ Fix U k and λ k ∈ [0, ∞). Consider the following method: As we mentioned in the previous subsection, the assumption that {U k } ∞ k=0 is weakly regular is quite strong. In particular, this assumption excludes (almost) cyclic and intermittent controls. In the next result we show that one can still establish norm convergence for method (68) in the case of the above-mentioned controls, but at the cost of imposing bounded regularity of both families of operators and sets.
Theorem 6.4 Let G : H → H be κ-Lipschitz continuous and η-strongly monotone, where κ, η > 0, and let C := i∈I C i ⊆ H be nonempty, where for each i ∈ I := {1 . . . , m}, C i is closed and convex. Moreover, for each k = 0, 1, 2, . . . , let U k : H → H be ρ k -strongly quasi-nonexpansive such that C ⊆ Fix U k , λ k ∈ [0, ∞) and consider the following method:
Assume that ρ := inf k ρ k > 0, lim k λ k = 0 and k λ k = ∞. Moreover, assume that there is s ≥ 0 such that for any i ∈ I and k = 0, 1, 2, . . ., there is l k ∈ {k, k + 1, ..., k + s − 1} such that the subsequence {U l k } 
Let i ∈ I be arbitrary. By assumption, for each k = 0, 1, 2, . . . , there is l k ∈ {n k , n k +1, ..., n k +s−1} such that {U l k } 
