Abstract. The Hermite transform is introduced as an image representation model for multiresolution image fusion with noise reduction. Image fusion is achieved by combining the steered Hermite coefficients of the source images, then the coefficients are combined with a decision rule based on the linear algebra through a measurement of the linear dependence. The proposed algorithm has been tested on both multi-focus and multi-modal image sets producing results that exceed results achieved with other methods such as wavelets, curvelets [11] , and contourlets [2] proving that our scheme best characterized important structures of the images at the same time that the noise was reduced.
Introduction
Image fusion can be defined as the process of combining information from different sources, in order to detect strong salient features in the input images and fuse these details into the fused image. In general, image fusion proposes the integration of disparate and complementary data to improve the information that appears on images as well as increased reliability and performance, which results in greater accuracy of data.
Fusion techniques can be divided into spatial domain and transform domain techniques [7] . In the first case, the input images are fused into spatial domain, the fusion process deals with the original pixel values. In contrast, in the transform domain techniques it is possible to use a framework where the salient features of the images are clearer than in the spatial domain.
In the literature several methods of pixel-level fusion have been reported which use a transformation to perform data fusion, some of these transformations are: the discrete wavelet transform (DWT) [1] , the contourlet transform (CW) [15] , the curvelet transform (CUW) [8] , and the Hermite transform (HT) [4] , [5] .
The wavelet transform has been the most used technique for the fusion process but it is the technique with more problems in the analysis of signals from two or more dimensions; an example of this is the points of discontinuity that sometimes are undetected; another drawback is its limitation to capture directional information. The contourlet and the curvelet transforms have shown better results than the wavelet transform due to multi-directional analysis, but they require an extensive orientation search at each level of the decomposition. Because of this, the Hermite transform provides significant advantages to the process of image fusion: first this model of representation includes some properties of human visual system such as the local orientation analysis and the Gaussian derivative model of primary vision [16] and it also has the additional advantage of reducing noise without introducing artifacts.
In this work, we take it as a prerequisite that the source images must be registered so that the corresponding pixels are aligned. The proposed scheme fuses images on a pixel-level using a multiresolution directional-oriented Hermite transform of the source images by means of a decision map. This map is based on a linear dependence test of the rotated Hermite coefficients.
The rest of the paper is organized as follows: Section 2 presents the basic concepts of Hermite Transform. Section 3 describes the proposed image fusion algorithm. Section 4 focuses on experiments, evaluation criteria and analysis of results. Finally conclusions are introduced in section 5.
The Hermite Transform (HT)
The Hermite transform (HT) [9] is a special case of polynomial transform, which is a technique of local decomposition of signals and can be regarded as an image description model. In this, the input image L (x, y) is windowed with a local Gausian function ω (x − p, y − q) at the positions (p, q) that conform the sampling lattice S. By replicating the window function over the sampling lattice, we can define the periodic weighting function as W (x, y) = (p,q)∈S ω (x − p, y − q). Then, the local information of each analysis window is expanded in terms of a family of orthogonal polynomials defined as
where H i x σ denotes the ith Hermite polynomial orthogonal to the Gaussian window with standard deviation σ.
In every window function, the signal content is described as the weighted sum of polynomials G m,n−m (x, y) of m degree in x and n − m in y. In a discrete implementation, the Gaussian window function may be approximated by the binomial window function and in this case, its orthogonal polynomials are known as Krawtchouck's polynomials.
In either case, the polynomial coefficients L m,n−m (p, q) are calculated convolving the original image L (x, y) with the analysis filters
The recovery process of the original image consists of interpolating the transform coefficients with the proper synthesis filters. This process is called inverse transformed polynomial and it is defined by
where
are the synthesis filters of order m and n − m for m = 0, ..., n and n = 0, ..., ∞.
The Steered HT
The Hermite transform has the advantage of high-energy compaction by adaptively steering the HT [12] , [10] . Steerable filters are a class of filters that are rotated copies of each filter, constructed as a linear combination of a set of basis filters. The steering property of the Hermite filters explains itself because this filters are products of polynomials with a radially symmetric window function. The N + 1 Hermite filters of Nth-order form a steerable basis for each individual Nth-order filter. Because of this property, the Hermite filters at each position in the image adapt the local orientation content. In terms of orientation frequency functions, this property of the Hermite filters can be expressed by
where c n m,k (θ 0 ) is the steering coefficient. The orientation selectivity for the filter is expressed by
For the directional Hermite decomposition, first, a HT was applied and then the coefficients were rotated toward the estimated local orientation θ, according to a criterion of maximum oriented energy at each window position. This angle can be approximated as θ = L 01 /L 10 , where L 01 and L 10 are a good estimated to optimal edge detectors in the horizontal and vertical directions respectively ( Fig. 1 shows the HT and the steered HT over an image).
The Multiresolution Directional-Oriented HT
A multiresolution decomposition using the HT can be obtained through a pyramid scheme [6] . In a pyramidal decomposition, the image is decomposed into a number of band-pass or low-pass subimages, which are then subsampled in proportion to their spatial resolution. In each layer the zero order coefficients are transformed to obtain -in a lower layer-a scaled version of the one above. Once the coefficients of Hermite decomposition of each level are obtained, the coefficients can be projected to one dimension by its local orientation of maximum energy. In this way we obtain the multiresolution directional-oriented Hermite transform, which provides information about the location and orientation of the structure of the image at different scales.
Proposed Image Fusion Algorithm
Our approach aims at analyzing images by means of the HT, which allows us to identify perceptually relevant patterns to be included in the fusion process while discriminating spurious artifacts. As we have mentioned, the steered HT allows us to focus energy in a smaller number of coefficients, and thus the information contained in the first-order rotated coefficient may be sufficient to describe the edge information of the image in a particular spatial locality. If we extend this strategy to more than one level of resolution, then it is possible to obtain a better description of the image.
However, the success of any fusion scheme depends not only on the image analysis model but also on the fusion rule, therefore, instead of choosing for the usual selection operators based on the maximum pixel value, which often introduce noise and irrelevant details in the fused image, we seek a rule to consider the existence of a pattern in a region defined by a fixed-size window.
The general framework for the proposed algorithm includes the following stages. First a multiresolution HT of the input images is applied. Then, for each level of decomposition, the orientation of maximum energy is detected so that the coefficients can rotate, thus the first order rotated coefficient has the most information about edges. Afterwards, taking this rotated coefficient of each image we apply a linear dependence test. The result of this test is then used as a decision map to select the coefficients of the fused image in the multiresolution HT domain of the input images. If the original images are noisy, the decision map is applied on the multiresolution HT directional-oriented. The approximation coefficients in the case of HT are the zero order coefficients. In most multifocal and multimodal applications the approximation coefficients of the input images are averaged to generate the zero order coefficient of the fused image, but this always depends on the application context. Finally, the fused image is obtained by applying the inverse multiresolution HT (Fig. 2 shows a simplified representation of this method).
The Fusion Rule
The linear dependence test evaluates the pixels inside a window of w s × w s , if those pixels are linearly independent, then there is no relevant feature in the window. However, if the pixels are linearly dependent, it indicates the existence of a pattern. The fusion rule selects the coefficient with the highest dependency value. A higher value will represent a stronger pattern.
This approach has been reported in the literature in image fusion schemes that use the wavelet transform [1] and the curvelet transform [8] ; their basis is an empirical method proposed in [3] , where the image is analyzed in small regions and each neighborhood of a pixel is expressed as a vector in which the linear dependence is calculated.
A simple and rigorous test for determining the linear dependence or independence of vectors is the Wronskian determinant, wich is defined for functions but can also be applied to vectors. The dependency of the window centered at a pixel (i, j) is described in
where L A (m, n) is the first order steered Hermite coefficient of the source image A with spatial position (m, n). The coefficient of the fused HT is selected as the one with largest value of the dependency measure, then
We apply this rule to all detail coefficients and average the zero order Hermite coefficients as
Experiments and Results
The proposed algorithm was tested on several sets of multi-focus and multimodal images. Fig. 3 shows one of the multi-focus image sets used and the results of image fusion achieved with different fusion methods, all of them using the linear dependence test with a window size of 3× 3, and two decomposition levels. By the HT, we used a Gaussian window with spread σ = √ 2, a subsampling factor T = 2 between each pyramidal level. The DWT used was db4 and in the case of the CW, the McClellan transform of 9-7 filters were used as directional filters and the wavelet db4 was used as pyramidal filters. On the other hand, Fig. 4 shows the application in noisy medical images with the same described parameters. In this case, Gaussian noise with σ = 0.001 was introduced to the original images.
From Figs. 3 and 4, we can notice that the image fusion method based on the Hermite transform preserved the spatial resolution and information content of both images better. Moreover, our method shows a superior performance in noise reduction.
In order to quantitatively compare the proposed algorithm with the others, we evaluated our fusion results with several quality metrics: the peak signal to noise ratio (PSNR) defined in Eq. 9, the mean square error (MSE) defined in Eq. 10, the measure of structural similarity (SSIM) [13] defined in Eq. 11 and the Mutual information (MI) [14] defined in Eq. 12.
P SNR = 10 log 10 255
where F (i, j) denotes the intensity of the pixel of the fused image and R (i, j) denotes the intensity of the pixel of the original image.
where μ R is the original image mean and μ F the fused image mean; σ is the variance and σ RF is the covariance.
] is the amount of information that belongs to image A contained in the fused image, where P F and P A are the marginal probability densisty functions of images F and A respectively, and P F A is the joint probability density funtion of both images.
Tab. 1 shows the performance of the method using different image analysis techniques with the same fusion rule. The values are the average of the tests performed on multifocal and medical images. Altogether we used 11 sets of images, in 6 of which, we compared with a ground truth. These ground truths were obtained from synthetic images. 
Conclusions
We have presented a multiresolution image fusion method based on the directional-oriented HT, which uses a linear dependency test as fusion rule. We have experimented with this method for multi-focus and multi-modal images and we have obtained good results, even in the presence of noise. Both subjective and objective results show that the proposed scheme outperforms other existing methods.
The HT has proved to be an efficient model for the representation of images because derivatives of Gaussian are the basis functions of this transform, which optimally detect, represent and reconstruct perceptually relevant image patterns, such as edges and lines.
