Penrose transform gives an isomorphism between the kernel of a 2-Dirac operator and sheaf cohomology on the twistor space. The point of this paper is to write down this isomorphism explicitly. This gives a new insight into the structure of the kernel of the operator.
Introduction.
Let us denote by V R 0 (2, n + 4) the Grassmanian of null 2-planes in R n+2,2 with a quadratic form of signature (n + 2, 2). This space is the homogeneous space of a parabolic geometry. There is a sequence
of operators living on V R 0 (2, n + 4) which are invariant with respect to the action of the principal group of the geometry, see [TS] . This sequence belongs to the singular character and to the stable range. The first operator D 1 is a first order operator and is called the 2-Dirac operator (in the parabolic setting). Sections which belong to the kernel of D 1 are called monogenic sections. The sequence (1) is interesting from the point of the 2-Dirac operator (in the Euclidean setting) studied in Clifford analysis, see [CSSS] .
The sequence (1) is coming from Penrose transform. The Penrose transform is explained in [BE] and [WW] . The Penrose transform for similar sequences in the unstable range was studied in [K] . Similar sequences were obtained by the Penrose transform also in [B] . The Penrose transform lives in the holomorphic category. We loose no information in holomorphic category about the sequence (1) since V R 0 (2, n + 4) is algebraic variety and we consider real analytic sections which extend uniquely to holomorphic sections over small holomorphic thickenings of affine open subsets of V R 0 (2, n + 4). The Penrose transform tells us that the sequence (1) is exact (after adding the kernel of D 1 at the first spot in (1)) on every convex sufficiently small subset of V 1.1. Notation.
Let V C 0 (k, n) denotes the space of k-dimensional subspaces in C n that are totally null with respect to some non-degenerate, symmetric, complex bilinear form. The space V C 0 (k, n) is smooth algebraic variety and thus also complex manifold. We will denote by M (k, n, C), resp. M (k, C), resp. A(k, C) the space of complex matrices of rank k × n, resp. k × k, resp. the space of skew-symmetric matrices of rank k × k. We denote the span of vectors v 1 , . . . , v k by v 1 , . . . , v k . Affine charts on Grassmannian of k-planes in C n will be denoted by usual notation. We will always work with some preferred basis {v , . . . , v n } of C n . These affine charts will correspond to affine subspaces in the space of matrices M (n, k, C). If A = (a ji ) i=1,...,k j=1,...,n ∈ M (n, k, C) is such a matrix then we associate to it the k-plane spanned by the vectors u 1 , . . . , u k where u i = j a ji v j .
The parabolic geometry.
Let h be a non-degenerate, symmetric, complex bilinear form on C 10 . We will work with basis {e 1 , e 2 , e 3 , e 4 , e 5 ,ē 3 ,ē 4 ,ē 5 ,ē 1 ,ē 2 } such that for all 1 ≤ i, j ≤ 5 :
. Let x 0 := e 1 , e 2 and let P := {g ∈ G|g(x 0 ) = x 0 }. The space G/P is naturally isomorphic to the Grassmannian V C 0 (2, 10). Let G 0 be the stabilizer of x c 0 := e 3 , e 4 , e 5 ,ē 3 ,ē 4 ,ē 5 in P. Then G 0 is maximal reductive subgroup of P isomorphic to GL(2, C) × SO(6, C). The Lie algebra g of G consists of all matrices of the form
where
such that g 0 is the Lie algebra of G 0 and the Lie algebra p of P is g 0 ⊕g 1 ⊕g 2 . The subalgebra g 0 corresponds to the blocks A, B, C, D, g 1 to the blocks Y 1 , Y 2 , g 2 to the block Y 12 , g −2 to the block X 12 and g −1 to the blocks X 1 , X 2 . Let us denote by g − := g −2 ⊕ g −1 .
Let π : G → G/P be the canonical projection. Let G − := exp(g − ) and let U := π(G − ). The map exp is biholomorphism between g − and G − and the map π is biholomorphism between G − and U.
The double fibration.
The Penrose transform starts with two fibrations τ, η which fit into diagram
The twistor space G/R is the connected component of z 0 := e 1 , . . . , e 5 in the Grassmannian V C 0 (5, 10). We set R := {g ∈ G|g(z 0 ) = z 0 }. The Lie algebra of R is the subspace of g where the matrices C, X 2 , X 12 from (2) are zero. Letz 0 = ē 1 , . . . , e 5 and let R 0 := {g ∈ R|g(z 0 ) =z 0 }. Then R 0 is maximal reductive subgroup of R isomorphic to GL(5, C) and its Lie algebra consists of the matrices where A, B, X 1 , Y 1 are arbitrary and the other matrices are zero.
The correspondence space G/Q consists of the pairs (z, x) with x ∈ G/P, z ∈ G/R such that x ⊂ z. We choose Q := P ∩ R so that the Lie algebra q of Q sits in the blocks A, B, D, Y 1 , Y 2 , Y 12 . Let Q 0 := G 0 ∩ R 0 . Then Q 0 is maximal reductive subgroup of Q isomorphic to GL(2, C) × GL(3, C). The Lie algebra q 0 of Q 0 corresponds to the blocks A, B Let us denote V := τ −1 (U) and let W := η(V).
Projection τ .
Let us recall that x 0 = e 1 , e 2 , x c 0 = e 3 , . . . , e 5 ,ē 3 , . . . ,ē 5 , z 0 = e 1 , . . . , e 5 . Let us notice that
is isomorphic to the set of all null 5-planes in G/R which contains the null 2-plane x 0 . Thus (z 0 , x 0 ) ∈ τ −1 (x 0 ). It is easy to see that any such null 5-plane is determined by an unique null 3-plane in x c 0 . For example z 0 = x 0 ⊕ y 0 where y 0 := e 3 , e 4 , e 5 . The fibre τ −1 (x) is isomorphic to P/Q and in particular is connected. We deduce that the fibre is biholomorphic to the connected component of y 0 in the space of all null 3-planes in x c 0 ∼ = C 6 . This connected component is biholomorphic to the family of α-planes in C 6 .
The family of α-planes in the Grassmanian
). The restriction of the G-invariant quadratic form on C 10 induced by h descends to non-degenerate quadratic form on x c 0 ∼ = C 6 . It will be convenient to make the following identifications. We identify x c 0 ∼ = Λ 2 C 4 such that the basis {e 3 , e 4 , e 5 ,ē 3 ,ē 4 ,ē 5 } of x c 0 goes to the basis
of Λ 2 C 4 where {f 0 , f 1 , f 2 , f 3 } is the standard basis of C 4 . Under this identification, the quadratic form on C 6 goes to the quadratic form Q on Λ 2 C 4 which is determined by
The Grassmannian V C 0 (3, 6) is the disjoint sum of two families. The first family, called the family of α-planes, can be identified with CP 3 by the following mapping. Let π ∈ CP 3 . Let v ∈ C 4 be a representative of π. Let {v, v 1 , v 2 , v 3 } be a basis of C 4 . We assign to π the 3-plane
It is easy to see that the 3-plane is null and that the map is well defined. The latter family, called the family of β-planes, can be identified with
} is a basis of Ker(ω). One can easily check that this map is well defined.
Affine coordinates on the family of α-plane.
Since the family of α-planes is biholomorphic to CP 3 we know that there is an affine covering {U 0 , . . . , U 3 } of the family of α-planes. Let us write down the affine charts on U 0 and
be a non-zero vector and let us assume that v 0 = 0, resp. v 1 = 0. Let
has a unique basis of the form
where we use the notation from 1.1. Similarly for v 3 = 0 and v 4 = 0. The change of coordinates between U 0 and U 1 is
3.4. The set W. Let x ∈ U and let g ∈ G − be the unique element such that π(g) = x. Let x c := g(x c 0 ). Then x c is complement of x in x ⊥ with basis {g(e 3 ), g(e 4 ), g(e 5 ), g(ē 3 ), g(ē 4 ), g(ē 5 )}. Thus for any x ∈ U we have the preferred isomorphisms x c ∼ = x c 0 ∼ = C 6 . Any null 5-plane z ′ ∈ W has a null orthogonal basis {v 1 , . . . , v 5 } such that x ′ := v 1 , v 2 ∈ U and that the null 3-plane
where * are determined by the other entries. Similarly for y ′ ∈ U 2 or y ′ ∈ U 3 . Let us denote the corresponding affine subsets of W by W i where i = 0, 1, 2, 3. Thus W := {W i |i = 0, 1, 2, 3} is affine covering of W. We write the left hand side of (8) in the block form
The change of coordinates on W 0 ∩ W 1 is
w 12 = z 12 + z 32 ζ 3 ζ −1
and those in (7).
Sections of the bundle O λ over the set W.
Let C λ be an one-dimensional R-module with highest weight ( Let z ∈ W 0 and let {v 1 , . . . , v 5 } be the preferred basis of z from (8). Then {v 1 , . . . , v 5 ,ē 3 ,ē 4 ,ē 5 ,ē 1 ,ē 2 } is null orthonormal basis of C 10 . Let g ∈ End C (C 10 ) be the linear map such that for all 1 ≤ i ≤ 5 : g(e i ) = v i , g(ē i ) =ē i . Then g ∈ G and the map z → ρ 0 (z) := g is section of the principal R-bundle over W 0 . We define similarly for i = 1, 2, 3 sections ρ i over W i . Let us write transition function on C λ between W 0 and W 1 in the preferred trivializations ρ 0 and ρ
on W 0 ∩ W 1 . The transition functions on C λ between all sets W i are rational and thus we can also consider rational sections of C λ over W.
Cohomology groups.
The Penrose transform gives an isomorphism
between the sheaf cohomology of O λ over the set W and the kernel of D 1 on U consisting of holomorphic sections where the bundles from (1) are
2 ), resp. (
2 ) and
are the cohomology groups computed with respect to the affine covering W, see for example [WW] . The co-chains groups are
where δ 2 is theČech co-differential. We will denote the cohomology classes by [ ]. Let us make some simple observations aboutȞ 3 (W, O λ ). We will work with the affine chart on W 0 . Let us first notice that i=0,1,2,3 W i = {z ∈ W 0 |ζ 1 = 0, ζ 2 = 0, ζ 3 = 0}. Thus if f ∈ O λ ( i=0,1,2,3 W i ) is a holomorphic section then f is the converging sum of rational sections
where s 0 , s ij ≥ 0 and r 1 , r 2 , r 3 ∈ Z. It is easy to see that [f (s 0 , s ij , r k )] = 0 if r 1 < 0 or r 2 < 0 or r 3 < 0. From the formula (11) follows that if 5 + s 0 + s ij > r 1 + r 2 + r 3 then f (s 0 , s ij , r k ) extend to a rational section on W 1 ∩ W 2 ∩ W 3 and thus [f (s 0 , s ij , r k )] = 0. However notice that this does not characterizě
For example the cohomology class of the section z
3 is trivial for any i ≥ 0 although the relation does not hold. The full characterization of the 3-rd sheaf cohomology group of rational sections will be given in Theorem 6.1. where we give it as a direct sum of G 0 -modules.
The correspondence
Let us write the correspondence on W 0 . Then
where the blocks of the matrix on the right hand side are those from (9). In particular X 1 , X 2 ∈ M (3, 2, C), X 12 ∈ A(2, C), ζ ∈ A(3, C). Notice that the fibres of the correspondence are biholomoprhic to CP 3 .
Integration.
The isomorphism (12) is given by integrating over the fibres of the correspondence (13). Let f ∈ C 3 (W, O λ ). We write f ≡ f (B 0 , B 1 , B 2 ) where (B 0 , B 1 , B 2 ) are the matrices from (9). Then the integral formula in the affine chart on W 0 is
where dζ 1 dζ 2 dζ 3 is the holomorphic top form on the fibres which is homogeneous of degree 4 in the homogeneous coordinates. The section f is homogeneous of degree −5 in the homogeneous coordinates. Thus the integrand is homogeneous of degree zero and the integration does not depend on the choice of trivialization of the fibres of the correspondence. For example
is constant spinor on U.
6. Decomposition of monogenic sections into irreducible G 0 -modules.
It is convenient to introduce a gradation on the space of all polynomial spinors on U. We trivialize the P-bundle over U by the map U
We write coordinates on g − and thus also on U as ) and (Z, +). Let N k be the vector space generated by the monomials of the degree k. Finally, let M k be the space of monogenic spinors whose components belong to N k . If we extend this gradation naturally also to Γ(V 2 ) over U, then the operator D 1 is homogeneous of degree −1.
The space of linear monogenic spinors is G 0 -irreducible. The space of quadratic monogenic spinors M 2 decompose into W (
2 ) ⊗ V (1, 0, 0, 0) where W (a,b) , resp. V (a,b,c,d) stands for irreducible GL(2, C), resp. SL(4, C)-module with highest weight (a, b), resp. (a, b, c, d). Let us write the dimensions of the modules, highest weight vectors fromȞ 3 (W, O λ ) and the corresponding monogenic spinors. We have
2 ) ⊗ V (3,1,1,0) : 36, In general we have the following theorem.
Theorem 6.1. Let us keep the notation as above. Then the space M k of monogenic spinors of degree k on U decomposes into irreducible G 0 -modules
The decomposition of algebraic monogenic spinors into irreducible G 0 -modules is multiplicity free.
Proof: Let us recall that the action of G 0 onȞ 3 (W, O λ ) is induced by the left action on the total space of the parabolic geometry. Let us now compute the weight of
Let us denote for j = 1, 2 : c j := s 1j + s 2j + s 3j , for i = 1, 2, 3 : s i := s i1 + s i2 and let r := r 1 + r 2 + r 3 , s := s 1 + s 2 + s 3 . We write weights as gl(2, C) ⊕ sl(4, C)-weights. We find that the weight of f is (c 1 + s 0 + 5 2 , c 2 + s 0 + 5 2 ) ⊕ (5 + s − r, r 1 + s 1 , r 2 + s 2 , r 3 + s 3 ).
Let us recall (5). Let us write the R-module structure on C λ by σ. Let A 12 be a standard positive root in sl(2, C). We find that all simple roots beside E 12 preserve the image of the section 1 ρ 0 of the principal R-bundle over W 0 . Thus f behaves as a rational function when we differentiate with simple roots other then E 12 . For the root E 12 we have that E 12 f (z) = d dt | 0 σ(r −1 (z, t))f (z ′ (t)) such that z ′ (t) ∈ W 0 and ρ 0 (z ′ (t)) = exp(−tE 12 )ρ 0 (z)r(z, t) for a unique r(z, t) ∈ R for t sufficiently small. If we differentiate we find out that E 12 f is the usual derivation of rational function which obeys the Leibniz rule plus the terṁ σ(E 12 )f (z) := d dt | 0 σ(r −1 (t, z))f (z). We find that
A 12 z i2 = z i1 , E 34 ζ 2 = −ζ 3 , E 34 z 3i = z 2i , E 23 ζ 1 = −ζ 2 , E 23 z 2i = z 1i , E 43 ζ 3 = −ζ 2 , E 43 z 2i = z 3i , E 32 ζ 2 = −ζ 1 , E 32 z 1i = z 2i , E 21 ζ 1 = 1, E 12 z 1i = −ζ 2 z 2i − ζ 3 z 3i , E 12 z 0 = z 22 z 31 − z 21 z 32 ,σ(E 12 )f = 5ζ 1 f, f or i = 2, 3 : E 12 ζ i = ζ i ζ 1 , E 12 z ij = z ij ζ 1 .
while all other terms are zero. This and Leibniz rule allows us to compute easily the action of g 0 on C 3 (W, O λ ).
Lemma 6.1. Let f be a q 0 -highest weight vector in the space of polynomials on the block B 1 in (9), i.e. f ∈ C[z ij ]. Then f is A(z 11 z 22 − z 21 z 12 ) a z b 11 for some A ∈ C, a, b = 0, 1, 2, . . .
Proof: See [GW] .
Lemma 6.2. Let f be the rational section from (16) such that the weight of f is dominant and s 0 = 0, r i ≥ 1. Then the class [E r1+r2+r3−3 12
