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Abstract
New constructions of Bhaskar Rao designs (BRDs) and new families of c-BRDs are given
using the relationship of BRDs to other combinatorial structures. For example, we use di1erent
families and their properties in various ways to obtain natural signings of BIBDs in order to
construct c-BRDs. We investigate the extreme possibilities for c relative to , and k relative to
v, and prove the non-existence of an in5nite series of designs. We also give a symmetricized
version of Ehlich’s Hadamard construction.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Our primary objective in this article was to study the relationship between c-Bhaskar
Rao designs (c-BRDs) and other classical designs and their constructions. Naturally
enough, the better studied classical designs prove of more help in the construction of
c-BRDs than vice versa, but we were able to 5nd some instances where our study of
c-BRDs helps in the construction of other types of design.
A c-Bhaskar Rao design (c-BRD) is a {0; 1;−1}-matrix X of size v by b such that
any two di1erent rows have standard inner product of c, and, if N is the matrix of
absolute values of elements of X , then N is the incidence matrix of a BIBD(v; b; r; k; ).
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Put another way, XX T = (r − c)I + cJ , where I is the usual identity matrix and J is
the matrix whose entries are all 1’s, and r is the number of non-zero entries in each
row. If c = 0, then X has been called Bhaskar Rao design or a BRD or BRD(v; k; )
for short. For results on 0-BRDs, see [8–10,13–15,38] and the references therein.
Replacing selected ones by minus ones in a matrix is called “signing”. Bhaskar Rao
introduced signed BIBDs (under the name “balanced orthogonal array”), and used these
to generate other designs by symbol substitution. Additionally, he realized that BRDs
were PBIBDs with a three associate class rectangular scheme: if the points are laid
out in a rectangular grid, points in the same row are 5rst associates, and those in the
same column are second associates; for more details on PBIBDs, see [37, Chapter 8].
A 0-BRD(v; k; ) is a special 2 by v rectangular PBIBD, with (1; 2; 3) = (; 0; ),
and since 1 = 3, this degenerates into a two associate class group divisible scheme;
further, as 2 = 0, this design is more usually written as a (k; ) GDD of type 2v. To
get a (k; ) GDD of type |G|v by signing BIBDs, one would generalize BRDs to be
signed over some algebraic group G of order |G|; see [12] for the basic de5nitions of
such GBRDs and further references to this approach.
We and others have considered designs with an assignment of plus/minus signs which
yield a constant inner product c, but where c is not necessarily zero (see [16,17,22,25–
27,38,41]). Aside from its other properties, this approach avoids the degeneracy of
1 = 3 noted above—now we have 1 = c+ 3. Although we will only be considering
signing over the multiplicative group of order two, and will not be pursuing other
groups further here, one can note that c-BRDs could be generalized to c-GBRDs: one
would need to have an excess of c of the identities of G in the GBRD-type inner
product of any two rows, and set  = c + 3|G|. To avoid 2 = 0, one could consider
signing ternary designs. Palmer, and Street and Rodger, illustrate another generalization,
by initially signing PBIBDs rather than just BIBDs [36,41].
In Section 2, we give several new constructions and examples of creating c-BRDs
from BIBDs. The manipulation of di1erence families plays a key role, and we are able
to exploit classic results in obtaining new applications.
In Section 3, we examine the cases with k = v and v − 1; here Hadamard matrices
naturally enter the picture, and we digress momentarily to give a new construction for
symmetric Hadamard designs.
In Section 4, we explore some of the possibilities for extreme values of c given
v, k, and . In previous work, we had found the most awkward cases to construct
were those at or near these extreme possibilities. For k = 3, the necessary conditions
are now known to be suLcient [26], but for k = 4 there are still some open cases of
0-BRD(v; 4; 2)’s; all of the other k = 4 cases left open in [22] were resolved in [16].
In particular, in Section 4, we establish upper and lower bounds on possibilities for
c; these bounds are known to be sharp for many values of k. Then we examine the
following situations especially: (1) c¡¡k = v; (2) v = k =  ± t for small t; and
(3) v= k + 1 = + 2.
The extremity and near extremity of the designs we examine in Section 4 im-
poses restrictions on the possible structure of the signing, and we were able to es-
tablish non-existence for an in5nite series of c-BRDs. We also give some examples of
non-existence shown by unsignable embedded con5gurations. One of the restrictions
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we point out was exploited in [16] to provide a computational method of constructing
nested BIBDs.
2. Dierence families
In this section we examine ways of signing of di1erence families.
Theorem 1. Suppose that D = {D1; D2; : : : ; Dt} is a di3erence family for a
BIBD(v; k1; 1), and that similarly E = {E1; E2; : : : ; Et} is a di3erence family for a
BIBD(v; k2; 2), and that Di ∩ Ei = ∅ for i = 1; 2; : : : ; t. If {F1; F2; : : : ; Ft} is a dif-
ference family for a BIBD(v; k1 + k2; ), where Fi = Di ∪ Ei, then there exists a
c-BRD(v; k1 + k2; ) with c = 2(1 + 2)− .
Proof. In a c-BRD(v; k; ), for any pair of points with s same sign pairs and m mixed
sign pairs, we have
= s+ m;
c = s− m:
We sign the elements of D with plus one, and E with minus one; (as the di1erence
set is developed, these minus ones continue throughout the incidence matrix). Now for
any pair of points, we have 1 + 2 = s=(+ c)=2, from which the result follows.
Example 2. A 0-BRD(19; 4; 2) over Z19. Here the base blocks of F are
{0; 1; 7; 11}; {0; 2; 14; 3}; {0; 4; 9; 6}:
The base blocks of E are Ei = {0} for i = 1; 2; 3. Then D is de5ned by Di = Fi \ Ei.
D generates a BIBD(19; 3; 1), and F generates a BIBD(19; 4; 2), whilst E generates
the trivial BIBD(19; 1; 0). It follows that c = 2(1 + 0) − 2 = 0, and the signing gives
a 0-BRD(19; 4; 2). Note that 1, 7 and 11 are sixth roots of unity in Z19, and the other
base blocks are multiples (by 2 and 4) of the 5rst.
Our next example of Theorem 1 illustrates that v need not be a prime power and
that E need not be a single element di1erence family.
Example 3. A (−1)-BRD(15; 6; 5) over (Z7 × I2) ∪ {∞}. We write the point (a; b) in
the compressed form ab. Here the base blocks of D are
{∞; 01; 02}; {12; 22; 42}; {02; 11; 31}; {01; 12; 31}; {41; 51; 02}:
The base blocks of F are
{∞; 01; 02; 31; 51; 61}; {12; 22; 42;∞; 01; 02}; {02; 11; 31; 01; 22; 62};
{01; 12; 31; 11; 52; 62}; {41; 51; 02; 01; 12; 12}:
Then E is de5ned by Ei = Fi \ Di. D and E each generate a BIBD(15; 3; 1), and F
generates a BIBD(15; 6; 5). It follows that c=2(1+1)− 5=−1, and the signing gives
a (−1)-BRD(15; 6; 5).
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We do have a way of constructing di1erence families suitable for Theorem 1, at
least for some parameters.
Construction 4. Let q be a prime power, and k ¡q. Now let x be a primitive gen-






is a BIBD(q; k; k(k− 1)) di3erence family over GF(q), by Hanani [24, Lemma 4.1 or
4.2]. The ordered di3erence occur exactly once between any pair of positions, and so
the unordered di3erence occur exactly twice between any pair of positions. Now by
giving any m 8xed positions minus signs, and the rest positive, for 0¡m¡k, we get
a c-BRD(q; k; k(k − 1)) di3erence family over GF(q), with c= k(k − 1)− 4m(k −m).
Moreover, if q is odd, then xi+(q−1)=2=q−xi, so exactly the same di3erences, with the






and generate a c-BRD(q; k; k(k − 1)=2) with c = k(k − 1)=2 − 2m(k − m), which may
be rewritten, for comparison to Theorem 1, as c = 2((m2 ) + (
k−m
2 ))− ( k2 ).
Example 5. A (−2)-BRD(17; 5; 10) is generated by the base blocks
{1; 3; 9;−10;−13}; {3; 9; 10;−13;−5}; {9; 10; 13;−5;−15};
{10; 13; 5;−15;−11}; {13; 5; 15;−11;−16}; {5; 15; 11;−16;−14};
{15; 11; 16;−14;−8}; {11; 16; 14;−8;−7}:
Note that the positive elements form a di1erence family for a BIBD(17; 3; 3), and the
negative elements form a di1erence family for a BIBD(17; 2; 1).
Another variation on Theorem 1 is the following:
Theorem 6. Suppose that D= {D1; D2; : : : ; Dt}, that E= {E1; : : : ; Et}, and that D∪E
is a di3erence family for a BIBD(v; k ′; ′), and that Di ∩ Ei = ∅ for i = 1; 2; : : : ; t. If
{F1; F2; : : : ; Ft} is a di3erence family for a BIBD(v; 2k ′; ), where Fi = Di ∪ Ei, then
there exists a c-BRD(v; 2k ′; ) with c = 2′ − .
Proof. We sign the elements of D with plus one, and E with minus one; the proof
now follows as in Theorem 1.
We can again use 5nite 5elds to construct di1erence families suitable for Theorem
6, at least for some parameters, and give a construction that is developed from standard
BIBD constructions, e.g. see [24, Lemmas 4.1, 4.4].
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Construction 7. Let q = 2df + 1 be a prime power, and k = 2f. Now let x be a
primitive generator for GF(q), and Rk = {x0; xd; x2d; : : : ; x(k−1)d} be the kth roots of





is a BIBD(q; k; k − 1) di3erence family over GF(q), by Hanani [24, Lemma 4.1].
However, also by Hanani [24, Lemma 4.1], if Rf is the fth roots of unity, then with





is a BIBD(q; k=2; k=2− 1) di3erence family over GF(q). Now note that Bi=Ci ∪Ci+d,
so, if in B0 we assign minus signs to xmd when m is odd, and positive to xmd when m
is even, then we have a (−1)-BRD(q; k; k − 1).
Remark 8. Note that, in Construction 7, the base blocks in the di1erence family B
span all the non-zero elements of GF(q), so this DF generates a near resolvable BIBD,
or an NRBIBD. Furthermore, if we designate elements within a block with the same
sign as teammates, and elements with opposite signs as opponents, then this design
is an instance of a generalized Whist tournament, as well as being an instance of a
nested BIBD.
Whist tournaments are designs that have been studied for over 100 years [33], and
the classical existence problem with k=4 has now been solved, and these designs exist
for all v ≡ 0; 1 (mod 4), see e.g. [7, Theorem 53.3]. Recently (see [6]), these designs
have been generalized to include games of a constant number of several teams, each of
size t, so the relevant case here is with two teams of t, where, by signing teammates
with the same sign, we get a (−1)-BRD(v; 2t; 2t − 1), with v ≡ 0; 1 (mod 2t), (since
these tournaments have been restricted to RBIBDs or NRBIBDs); the case t = 3 was
treated in [2] and the case t=4 in [3,5]. For our purposes, it is not necessary to restrict
the search for nested subdesigns to nestings in RBIBDs or NRBIBDs, but, so far as
the authors are aware, not much work has been done on cases with k ¿ 5, although
some work has been done with small designs, see [6,29,34]. We also get nested designs
implicitly from perfect Mendelsohn designs, or PMDs, at least when k is composite,
and PMDs up to size 7 have been studied; see [1] for k = 6.
We can utilize these results on Whist tournaments to give a complete solution for
one set of parameters.
Theorem 9. A (−1)-BRD(v; 4; 3) exists if and only if v ≡ 0; 1 (mod 4).
Proof. Give teammates the same sign, and opponents opposite signs, in the appropriate
whist tournament design; see [7, Theorem 53.3] for existence.
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We now reexamine Example 2. This was rather a special instance of Theorem 1,
and we do have a 5nite 5eld construction that concentrates on augmenting a di1erence
family with a single element to create a new di1erence family.
Construction 10. Let q= df+ 1 be a prime power, and k = ef+ 1, with k ¡q. Let
x be a primitive generator for GF(q), and Rf = {x0; xd; x2d; : : : ; x(f−1)d} be the fth
roots of unity. Next, let B0 = {a0 ·Rf; a1 ·Rf; : : : ; ae−1 ·Rf}, where ai ·Rf denotes the
f elements of Rf, each multiplied by ai. Finally, let Bi = xi · B0. Now, if the a’s are





is a BIBD(q; k − 1; e(k − 2)) di3erence family over GF(q), by Hanani [24, Lemma
4.1]. (Note that a suitable choice of ai is ai = xi.) Furthermore, if we adjoin the
element {0} to each base block, then we get a BIBD(q; k; ek) di3erence family over
GF(q), by Hanani [24, Lemma 4.2]. If we sign this adjoined zero element, and its
development, with a minus sign, and give all the other elements a positive sign, then
we see that we have constructed a e(k − 4)-BRD(q; k; ek).
This construction may be strengthened when q is odd and k is even by omitting
half the base blocks, retaining only Bi for 06 i¡d=2. By Hanani [24, Lemmas 4.3,
4.4], this halves the index, and we get a e(k − 4)=2-BRD(q; k; ek=2). Example 2 is an
example, with e = 1, of this halving.
We note that, at least for the unhalved index, Construction 10, with e = 1, is an
example of the “5lling the holes” construction, and that the base blocks without the
adjoined element {0} form a holey resolution set, (missing {0}), of a NRBIBD(v; k −
1; k − 2). NRBIBDs have been studied (see [19] for an extensive list of references),
and we can exploit these studies.
Theorem 11. If a NRBIBD(v; k; k−1) exists, then a (k−3)-BRD(v; k+1; k+1) exists.
Proof. In each partial parallel set, we adjoin the element that is missing from the
parallel set to all the blocks. This standard construction is known as the “5lling the
holes” construction, see e.g. [19, Lemma 4.2.17]. If we give all the points of the
original NRBIBD a positive sign, and then give the 5lling element a negative sign,
then the desired c-BRD results.
Corollary 12. The following designs all exist for all n¿ 1:
(i) a (−1)-BRD(2n+ 1; 3; 3);
(ii) a 0-BRD(3n+ 1; 4; 4);
(iii) a 1-BRD(4n+ 1; 5; 5);
(iv) a 2-BRD(5n+ 1; 6; 6); and
(v) a 3-BRD(6n+ 1; 7; 7).
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Proof. The existence of NRBIBD(kn + 1; k; k − 1)’s for 26 k ¡ 6 is given in [19,
Table 4.1.7, Theorem 4.3.1.7], and for k=6 by Abel et al. [4]. The result then follows
by Theorem 11.
Perhaps the simplest construction is just to use the existence of a BIBD to take its
blocks and sign them in all possible ways.
Theorem 13. Suppose a BIBD(v; k; ) exists.
(i) If ( k2 )c=((
k
2 )−2m(k−m))( km), then the c-BRD(v; k; ( km)) exists when 06m¡k=2.
(ii) If ( k2 )c = ((
k
2 ) − 2m(k − m))( km)=2, then the c-BRD(v; k; ( km)=2) exists when
m= k=2.
Proof. We simply replace each block of the BIBD with ( km) copies, signing these in
all possible ways using exactly m minus signs. If m = k=2, we can discard all copies
where the 5rst element receives a minus sign, since we already have a copy of that
block with the signs reversed.
Corollary 14. Let k be a square, and m= (k −√k)=2. If a BIBD(v; k; ) exists, then
a 0-BRD(v; k; ( km)) exists.
Our 5nal construction of this section is by collapsing points in GDDs. This is espe-
cially useful for constructing BRGDDs (see [10,22] for de5nitions and examples), but
can be used for constructing BRDs, sometimes with strong results.
Lemma 15. Suppose a (k; ) GDD of group type gv exists. If 06m6 g, then a
((g− 2m)2)-BRD(v; k; g2) exists.
Proof. We assign every point of the GDD a sign, with every group receiving exactly
m points with minus signs. We then identify all the points within a group, and the
result follows by simple counting, given the properties of a GDD.
There is one special circumstance where we can improve on this result.
Theorem 16. Suppose a (k; ) GDD of group type 2v on the points Z2×Iv is given by a
partial di3erence family over Z2, and all base blocks have no elements invariant under
the development over Z2, and the groups are Z2×{i} for i∈ Iv. Then a 0-BRD(v; k; 2)
exists.
Proof. As in Lemma 15, we identify points within a group, but in the DF, we replace
the point (0; i) by +i and (1; i) by −i, then omit the development over Z2.
Here we cite some examples given in [10].
Example 17. We take as an example a (5; 1) GDD of type 261 given by six base
blocks developed over Z2 × Z61 given in [42]. In the terms of Theorem 16, this GDD
84 M. Greig et al. / Discrete Mathematics 274 (2004) 77–92
is considered to consist of 6 · 61 = 366 base blocks to be developed over Z2. For the
purposes of Theorem 16 it does not matter that these base blocks have a more compact
representation, but it does ease our presentation. Applying Theorem 16, we may present
the base blocks (0; 1; 4; 25;−11) and (0; 8; 23;−25;−27); multiply these by 1, 13 and
47, (i.e., the cube roots in Z61), to get 6 base blocks which, when developed over Z61,
yield a 0-BRD(61; 5; 2).
Theorem 18. If v∈{41; 61; 81}, then there is a 0-BRD(v; 5; 2).
Proof. See [42, Lemmas 2.1 and 2.7]; their constructions of a (5; 1) GDD of type 2v
are given by base blocks developed over Z2 × Zv.
3. Signing nearly complete designs
In this section, we concentrate on signing designs with k = v and v − 1. Since a
Hadamard matrix is a special case of a k = v signing, we naturally pay some attention
here to Hadamard matrices.
A square {1;−1}-matrix of size k by k is called a Hadamard matrix, H (k), if the in-
ner product of any two rows is zero. More generally, we de5ne a square {1;−1}-matrix
of size k by k to be a c-H (k) if the inner product of any two rows is the integer c;
see [28]. We refer to the standard H (k) as a 0-H (k), and it is known for any c-H (k),
that, necessarily, c¿−1 and c ≡  (mod 4) when k¿ 3. It also is known that 0-H (4n)
exist for all 4n¡ 428 [11, Remark 24.15].
There are two BIBDs closely linked to Hadamard matrices. If H (4n) is standardized
so that its 5rst row and column are all +1’s, then the incidences of the +1’s in the
remaining rows and columns are the incidences of a BIBD(4n − 1; 2n − 1; n − 1). If
4n− 1 is a prime power, then these BIBDs can be given by the Paley di1erence set.
Alternatively, if the incidences of the +1’s in H (4n) are already the incidences of a
BIBD (necessarily a BIBD(4s2; 2s2 − s; s2 − s) or its complement), then the design is
called a Menon–Hadamard design.
The next result was originally obtained in [17, Theorem 3.1]; however, although they
used essentially the same di1erence sets as we do, they went through an intermediate
step of generating balanced ternary designs. We shall obtain their result directly as an
application of Theorem 6.
Lemma 19. If v is an odd prime power, then a (−1)-BRD(v; v− 1; v− 2) exists.
Proof. Let D be the non-zero squares in GF(v) and E be the non-squares. Now D; E
is a di1erence family for the BIBD(v; (v−1)=2; (v−3)=2) by Hanani [24, Lemma 4.1],
and clearly D∪E is all non-zero elements of GF(v) and so forms a di1erence set for a
BIBD(v; v−1; v−2). Give E minus signs, and the result follows from Theorem 6.
When can one augment every base block of a di1erence family with the element
{0}, and get a new di1erence family? In the case the di1erence family is a single set,
i.e., a di1erence set, we can give an answer.
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Theorem 20. Suppose D = {d1; d2; : : : ; dk} is a (v; k; ) (Abelian) di3erence set, and
D′=D∪{0} is a (v; k+1; ′) (Abelian) di3erence set. Then k=(v−1)=2, =(v−3)=4,
and ′ =  + 1. Furthermore, if 1¡k¡v − 1, such an augmentation is possible if
and only if di + dj ≡ 0 for any i = j, and in such a case a (s− 2)-BRD(4s− 1; 2s; s)
exists.
Proof. Firstly, we note k(k−1)=(v−1), and (k+1)k=′(v−1), so, by subtracting,
v− 1 divides 2k, which is only possible if v− 1= 2k; substituting this for k gives the
indices.
Next, we suppose D is a di1erence set, and show that if di + dj ≡ 0 for any i = j,
then D′ is also a di1erence set. Now {0} has appeared with {di} in the unshifted
set; the shift of di shifts {0} to {di}, but, by hypothesis, no element is shifted to
{0}; however there must be (v−1)=2 non-zero shifts which yield {0}, and these shifts
must correspond to every element in the complement of D′, and consequently, we have
shown ′ = + 1.
For the converse, we suppose D and D′ =D ∪ {0} are di1erence sets, and see that,
for the shift d, either di +d=0 or di− 0=d, but not both. Now there are k non-zero
shifts for which di − 0= d holds (i.e., the elements of D), and for none of these does
di + dj ≡ 0 hold.
For the BRD, we assign positive signs to D and a minus sign to {0}.
We believe the only di1erence sets satisfying the hypotheses of Theorem 20 are
essentially the Paley quadratic residue sets given by the squares (or the non-squares)
in GF(v) with v odd. Although multiplication is de5ned by repeated addition for v
prime, we say “essentially” since the case where v is a composite prime power is
more complex: which elements are squares depends on the primitive polynomial used
to de5ne multiplication; also we may interchange the coeLcients of xm with those of
xn for every element in the di1erence set (assuming the elements are represented by
their coeLcient vectors in the polynomial basis), without really a1ecting the additive
development.
We also note that, when v is odd, the Paley quadratic residue set is exactly what
Construction 7 (with d = 1) gives. Since the construction here assigns a minus sign
to half the points in the (v; v − 1; v − 2) di1erence set, it is natural to ask when can
one assign a minus sign to half the points in a complete design; we shall address this
question shortly.
By virtue of Theorem 20, although we are more interested in getting skew-symmetric
Hadamard matrices than in symmetric ones, we do have a new construction of sym-
metric Hadamard matrices which is not without independent interest. We look now at
the other aspect raised by the use of the Paley matrix, Q, which is that this matrix





0 if a− b= 0;
1 if a− b is a square;
−1 if a− b is not a square:
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Also Q satis5es QQT = vI − J and QJ = 0. A classic 0-H (n) Hadamard matrix, H , is
said to be skew-symmetric if HHT = nI and H + HT = 2I . we can always put H in
the standard skew-symmetric form, with its 5rst row positive, and the rest of its 5rst
column negative, and still preserve the skew-symmetric property. Suppose we have a
skew-symmetric matrix in standard form, and we remove the 5rst row and column and
are left with S + I ; then we say S is the skew core of the matrix H .
Theorem 21. Suppose that p ≡ 1 (mod 4) is a prime power, and Q its Paley matrix,
and that there is a skew-symmetric Hadamard matrix of order p+3, with skew core
S, and that P is a permutation matrix of order p+ 2. If
K = Q ⊗ SP − Ip ⊗ (Jp+2 − P) + Jp ⊗ P;
then bordering K with a 8rst row and column of ones gives a Hadamard matrix
0-H ((p+1)2). Furthermore, if P and SP are symmetric, then so is the 0-H ((p+1)2).
Proof. The Hadamard property is basically Ehlich’s construction, see [18] or [23, The-
orem 14.4.1]; we have just post-multiplied by Ip ⊗ P, and the symmetry property is
obvious.
Corollary 22. If p ≡ 1 (mod 4) and p + 2 are a prime powers, then a symmetric
0-H ((p+ 1)2) exists. In particular, a symmetric 0-H (324) exists.
Proof. De5ne P as the permutation matrix that replaces column a by column −a in
the Paley matrix of order p + 2 for a∈GF(p + 2), and let S = Qp+2. (The normal
Paley matrix is developed as a circulant from its 5rst column: when p+2 is a prime,
and so SP is developed from the same 5rst column as a back-circulant.) P and SP
are symmetric, and the result now follows from Theorem 21. The particular case 324
follows with p= 17. This was an open case in [11, Table 24.32].
We next give a simple construction which exploits the connection between Menon–
Hadamard matrices and symmetric designs with appropriate parameters [11, Construc-
tion 24.9].
Theorem 23. If a BIBD(v; b; r; k; ) exists, then a c-BRD(v; v; b) exists with c = b −
4(r − ).
Proof. If N is the incidence matrix of the BIBD, let X=J−2N be the signed incidence
matrix of the BRD, which can easily be seen to have the required properties.
In this construction, c = 0 if and only if b = 4(r − ). Note that if a BIBD has
b= 4(r − ), then so does its complement. BIBDs with this property admit a type of
Kronecker product, which can produce BIBDs with k large relative to r; in fact, this is
one of the two known constructions capable of producing BIBDs with r ¡k+  when
r = k. Actually, in the Mathon–Rosa tables [32], there are only two designs known
with r ¡ 2k that are not symmetric or quasi-residual (MR264, MR399). The 5rst is
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of a BIBD(36; 48; 20; 15; 8) due to Sillito [40], (the other is a BIBD(49; 56; 24; 21; 10)
due to Wilson, and uses the Cayley table (for v a prime power) to combine square
BIBD(v; k; )’s to give a BIBD(v2; vk; v+k)). BIBDs with the property b=4(r−) seem
to have been considered 5rst by Sillito [40]. Their common name (Family (A)) was
introduced by Shrikhande [39], who gave a better (though equivalent), formulation of
the Kronecker product used in their composition (see Remark 25 below). Such designs
have also been considered in, for instance [37, Chapter 5.3], [11,31].
Theorem 24. If Mi = Ji − 2Ni, and Ni is the incidence matrix of a Family (A) BIBD
for i=1; 2, then the Kronecker product construction M3 =M1⊗M2 and the de8nition
M3=J3−2N3 de8ne N3 as the incidence matrix of a Family (A) BIBD, with parameters
(v1v2; b1b2; r3 = r1r2 + (b1 − r1)(b2 − r2); k1k2 + (v1 − k1)(v2 − k2); -);
where -= r3 − b1b2=4.
Remark 25. Using N3 =N1⊗N2 + (J1−N1)⊗ (J2−N2) as the de5nition of N3 makes
it more convenient to determine the parameters of the design.
Remark 26. If Ni satis5es the hypothesis of the theorem, then so does its complement
J − Ni. A di1erent product design results from complementing one, but not both, of
the ingredients.
Remark 27. In the case that vi = bi, the incidence matrix Ni is sometimes known as
a Menon–Hadamard design, and Mi = Ji − 2Ni is a Hadamard matrix, and then this
construction amounts to the usual Kronecker product construction. However, as Sillito
points out, it is applicable in other cases. These other cases can be thought of as
quasi-multiples of the Menon–Hadamard design, a BIBD(4u2; 2u2−u; u2−u), including
non-integral quasi-multiples. In particular, a BIBD(36; 48; 20; 15; 8) results from taking
the product of a BIBD(4; 4; 3; 3; 2) with a BIBD(9; 12; 4; 3; 1), and is a 43 multiple of
the usual Menon–Hadamard parameters, even though neither of the components is 43
of anything.
4. The (c; ) spectrum of a c-BRD(v; k; )
In general, in signing a BIBD to create a c-BRD, when c and  are far apart, more
minus signs are needed than when c is close to . It was shown in [27] that, if c
is negative, for any c-BRD(v; k; ), c¿ − =(k − 1). For k = 3, this was bound was
sharpened to c¿− =k. In [22], we improved these results to the following result.
Theorem 28. (i) For every c-BRD(v; k; ) with v¿k or v = k = 2, we have c ≡
 (mod 2).
(ii) For every c-BRD(v; k; ) with v= k ¿ 2 we have c ≡  (mod 4).
(iii) For every c-BRD(v; k; ) with k even, we have ¿ c¿− =(k − 1).
(iv) For every c-BRD(v; k; ) with k odd, we have ¿ c¿− =k.
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Proof. For parts (i) and (ii), see [27].
For parts (iii) and (iv), the maximum number of mixed sign pairs for any block will
be achieved by giving exactly k=2 elements one sign, and the rest the other sign. The
minimum number of mixed signs is clearly 0. Applying these bounds to every block
gives the bounds for c.
We now give a useful converse to Theorem 28(iii).
Theorem 29. If there exists a c-BRD(v; b; r; k; ) with c=−=(k − 1), then that BRD
contains a nested BIBD(v; 2b; r; k=2; ′), where ′ = (−c)(k=2− 1).
Proof. As in Theorem 28(iii), this minimum value of c is only achieved by giving
exactly k=2 elements one sign, and the rest the other sign. Now any pair of points has
the same number of same (resp. mixed) sign pairs as every other pair, since they have
the same total pairs () and the same excess of same over mixed (c); thus, we have
established the pairwise balance within the nested sub-blocks determined by the signs.
The value of the index within the sub-blocks is easily established.
Theorem 29 was recently exploited in [16], where a (−1)-BRD(16; 10; 9) was
constructed, thereby enabling the authors to complete Morgan et al.’s list [35] of
small nested BIBDs by supplying the missing BIBD(16; 10; 9) with a nested
BIBD(16; 5; 4).
Now we see, comparing Theorem 28(ii) with Theorem 28(i), that there are restric-
tions on c when v=k. The other cases we know of in [22], where no c-BRD(v; k; ) ex-
ists, at least for k=4, had v small relative to k. This is probably true of all non-existing
BRDs. In [22], we showed that no (3t−2)-BRD(5; 4; 3t) exists for any t¿ 1; we now
look at generalizing this result, but 5rst we need a couple of lemmas.
Lemma 30. For every c-BRD(v; k; ) with c¡ and k ¡v, there are at least v=2
blocks with mixed signs.
Proof. Let us decompose N for the BIBD as N=P+M , where P and M are incidence
matrices, and indicate the elements receiving plus and minus signs in the BRD. So
(P +M)(P +M)T = (r − )I + J;
(P −M)(P −M)T = (r − c)I + cJ;
hence (PMT + MPT) = J − I , and J − I has eigenvalues of v − 1 and −1, with
multiplicities 1 and v− 1, so rank(J − I) = v and rank(PMT) = rank(MPT)¿ v=2, and
hence min(rank(M); rank(P))¿ rank(MPT)¿ v=2.
Lemma 31. Let k¿ 4. Given any (−2)-BRD(k+1; k; ) with =(k−1)t, its incidence
matrix may not contain any column with exactly one negative element.
Proof. First we note that the underlying BIBD is given by taking t copies of each
column of Jv − Iv. Next, we note that there is exactly one mixed sign pair for any
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pair of rows in the incidence matrix. Suppose that column 1 has exactly one negative
element. By interchanging rows if necessary, we may assume that the 0 in column 1
occurs in the 5rst position and that the −1 occurs in the second position; now the rest
of column 1 must be positive, and, by multiplying a column by −1 if necessary, we
may assume there are no more negative elements in the second row. It follows that
there can be no negative elements in row 3 through v unless row 2 contains a zero. Now
consider the k−1 by t submatrix given by rows 3 through v and the t columns with a
zero in row 2. This submatrix is the incidence matrix of a (t− 2)-BRD(k− 1; k− 1; t),
and we know by Theorem 28(ii) that, for such a design, we need k − 16 2.
Remark 32. The condition k¿ 4 in Lemma 31 is necessary, since (k − 3)-BRD(k +
1; k; k− 1) exist for k=2; 3. These designs are essentially unique; a (−1)-BRD(3; 2; 1)
is given by developing {1;−2} over Z3, and a 0-BRD(4; 3; 2) is given by bordering
the (−1)-BRD(3; 2; 1) with a row and column of ones (except for a zero at their
intersection).
It was shown in [22] that a (3t − 2)-BRD(5; 4; 3t) does not exist for any t¿ 1. We
can now complete the picture.
Theorem 33. There does not exist a ( − 2)-BRD(v; v − 1; ) with  = (v − 2)t for
v¿ 5.
Proof. Suppose by way of contradiction that X is such a (− 2)-BRD(v; v− 1; ). By
Lemma 31, X may not have a column with exactly one minus sign, and by Lemma
30, there are at least v=2 columns with mixed signs, so the number of mixed sign pairs
exceeds 2(v − 3)v=2. But 2(v − 3)v=2¿ ( v2 ) for v¿ 6, and we only need ( v2 ) mixed
sign pairs. Although we treated the case v=5 in [22], we can also establish the result
for v = 5 here by noting that, for v = 5, the number of mixed sign pairs is at least
2(v − 3)(v + 1)=2 (since v is odd), and so here, too, we have too many mixed sign
pairs.
Theorem 34. (i) A c-BRD(k; k; ) exists if c = .
(ii) If c¡¡k, and a c-BRD(k; k; ) exists, then c=−=(k − 1) and either k =2
or c ≡  (mod 4).
(iii) If ¡k, and c=−=(k−1), then a c-BRD(k; k; ) exists i3 a k by k Hadamard
matrix exists.
Proof. Part (i) and the case k = 2 of (ii) are obvious; (in the latter case the only
suitable possibility is (−1)-BRD(2; 2; 1), which, of course, exists).
Now, if X is the signed v by b incidence matrix, of a BRD, we have
XX T = (r − c)I + cJ
and it is easy to show that det(XX T) = (r + c(v − 1))(r − c)v−1. Now, for this BRD
we have v = k, and bearing in mind that both the block count, b, and the replication
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count, r, are equal to , we see that = r= b, so if ¡k, then b= ¡k = v, and so
rank(XX T)6 rank(X )6min(v; b)¡v:
Since XX T is rank de5cient, it must have a zero determinant, and, since c¡= r, we
must have c=−=(k−1). But, by our proof of Theorem 28(iii) and (iv), this can only
happen if k is even, and exactly half the points in each block receive a minus sign,
and half a positive sign. We can consider these same-signed points as de5ning new
blocks, and we see that the new design de5ned must be a RBIBD(k; k=2; k=2− 1)—the
only non-obvious point here is the value of the index, but it is not hard to show this
is the only possible integrality preserving value. Finally, this RBIBD exists i1 a k by
k Hadamard matrix exists, by a result of Kocay and van Rees [30].
Remark 35. If a Hadamard matrix 0-H (4n) exists, then a 0-BRD(k; k; 4n) can be con-
structed for k6 4n by simply taking the 5rst k rows of the Hadamard matrix. If we
standardize the Hadamard matrix so that the 5rst column is all ones, then we can
construct a (−1)-BRD(k; k; 4n− 1) by taking the 5rst k rows of the Hadamard matrix,
and deleting the 5rst column.
Theorem 36. Suppose a c-BRD(v; v− 1; v− 2) exists. If v is even, then c¿ 0. If v is
odd, then c¿− 1.
Proof. When v is even, k is odd. Thus, by Theorem 28(iv), c¿−=k=−(v−2)=(v−
1)¿−1. When v is odd, k is even, and, by Theorem 28(iv), c¿−=(k−1)=−1.
A key step in the proof of Lemma 31 was the embedding of the submatrix of the inci-
dence matrix of a (t−2)-BRD(k−1; k−1; t). The idea of embedding impossible-to-sign
submatrices yields further non-existence results.
Theorem 37. A 1-BRD(15; 7; 3) does not exist.
Proof. We need to show that the symmetric BIBD(15; 7; 3), a Hadamard design, cannot
be signed. There are only 5ve such matrices, up to the labelling of points and blocks,
and a prototype of each of the 5ve is given in [20], and each has a 3×3 submatrix of
nine ones in its incidence matrix. None of these 5ve incidence matrices can be signed
since no 1-BRD(3; 3; 3) can exist.
The following provides an alternative proof of a result originally established by a
complete search in BIBD(16; 6; 2)’s [21].
Theorem 38. A 0-BRD(16; 6; 2) does not exist.
Proof. There are three non-isomorphic BIBD(10; 4; 2) designs; each of these is the
residual of one of the three non-isomorphic BIBD(16; 6; 2) designs, so if we had a
signing for a 0-BRD(16; 6; 2), then by deleting the six points of any block, we would
induce a 0-BRD(10; 4; 2), but the non-existence of this latter design has been shown
by de Launey and Sarvate [13].
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