Geometric Complexity Theory as initiated by Mulmuley and Sohoni in two papers (SIAM J Comput 2001 , 2008 aims to separate algebraic complexity classes via representation theoretic multiplicities in coordinate rings of specific group varieties. The papers also conjecture that the vanishing behavior of these multiplicities would be sufficient to separate complexity classes (so-called occurrence obstructions). The existence of such strong occurrence obstructions has been recently disproven in 2016 in two successive papers, Ikenmeyer-Panova (Adv. Math.) and Bürgisser-Ikenmeyer-Panova (J. AMS).
Introduction
In two landmark papers [MS01, MS08] Mulmuley and Sohoni suggested the use of representation theoretic multiplicities to separate group varieties that correspond to complexity classes. The goal of this approach, which is called geometric complexity theory, is to achieve complexity lower bounds that lead to the separation of algebraic complexity classes such as VP and VNP (see [BCS97] or [Sap17] for the precise definitions, which will not be important in this paper). At the heart of the approach was the hope that so-called occurrence obstructions (see Section 2) would be sufficient to separate VP and VNP. In [IP17, BIP19] it was shown that occurrence obstructions are too weak to provide the necessary separation, at least for the group varieties that were originally proposed by Mulmuley and Sohoni. But representation theoretic multiplicities might still be able to separate VP and VNP when we look at the finer separation criterion via multiplicity obstructions (see also Section 2). Unfortunately, so far all known separations of group varieties via multiplicity obstructions could also in fact be obtained via occurrence obstructions, or at least there is no setting in which multiplicity obstructions are provably stronger than occurrence obstructions, see e.g. [BI11, BI13] . Indeed, little is known about multiplicity obstructions in general, as the required multiplicities are often #P-hard to compute, see e.g. [Nar06, BI08, BOR09] , which implies that a polynomial time algorithm for their computation can only exist if P=NP.
Scott Aaronson raised the question about the existence of a setting where multiplicity obstructions are provably more powerful than occurrence obstructions. In this paper we give the first example of such a situation, see Theorem 2.3 below. Our separation result is extremely modest, which indicates that such behaviour is expected in many more cases.
As a side result we prove a slight generalization of Hermite's reciprocity theorem, which proves Foulkes' conjecture (see (2.1)) for a new infinite family of cases, see Theorem 3.5.
Representation theoretic obstructions
In this section we review how to separate group varieties via representation theoretic multiplicities. The setup is in complete analogy to the geometric complexity theory approach of Mulmuley and Sohoni. We then list our main result, see Theorem 2.3.
Consider the space A A n m is generated as a vector space by the powers v n , v ∈ V , see e.g. [Lan11, Ex. 2.6.6.2]. Given two elements g 1 , g 2 ∈ GL m := GL(V ), and given v ∈ V , we clearly have g 1 (g 2 v) = (g 1 g 2 )v. Thus we say that V admits a GL m -action. This natural action of GL m on V lifts canonically to A Recall that a finite dimensional vector space W that is closed under a linear action of GL m is called a GL m -representation. This is equivalent to the existence of a group homomorphism ̺ : GL m → GL(W ). If we choose bases, then we can interpret GL m ⊆ C m×m and GL(W ) ⊆ C dim W ×dim W and ̺ is described by (dim W ) 2 many coordinate functions, which are functions in m 2 many variables. If these functions are polynomials, then we call W a polynomial representation. Our main representation of interest, C[A n m ] d , is a polynomial representation. A linear subspace of W that is closed under the action of GL m is called a subrepresentation. Subrepresentations of polynomial representations are clearly polynomial representations again. For every GL m -representation W we have that W and 0 are two trivial subrepresentations. If W has no other subrepresentations, then we call W irreducible. A linear map ϕ : W 1 → W 2 between two GL m -representations is called equivariant if gϕ(f ) = ϕ(gf ) for all f ∈ W 1 , g ∈ GL m . If there exists an equivariant vector space isomorphism from W 1 to W 2 , then we say that W 1 and W 2 are isomorphic GL m -representations. An m-partition of D is a nonincreasing list of m nonnegative integers that sum up to D. Every irreducible polynomial GL m -representation has an associated isomorphism type, which is an m-partition, see e.g. [Ful97, Ch. 8] . Two irreducible GL m -representations are isomorphic iff their isomorphism types coincide. We denote by {λ} m the irreducible GL m -representation corresponding to the m-partition λ. We write {λ} = {λ} m is m is clear from the context. The group GL m is linearly reductive, which means that every GL m -representation W decomposes into a direct sum of irreducible GL m -representations, see e.g. [Kra85, AII.5, Satz 4]. The number of times an irreducible representation of type λ occurs in the decomposition is called the multiplicity of λ in W , written mult λ (W ). Even though this decomposition is usually not unique, the notation mult λ (W ) makes sense, because the multiplicities are independent of the actual decompositions.
The multiplicity
is the infamous plethysm coefficient, which is the object of study in Foulkes' conjecture and also in Problem 9 in Stanley's famous list of open problems [Sta00] . If we pad an m-partition λ with m ′ − m many zeros to obtain the m ′ -partitions 
(2.1)
Conjecture (2.1) is known to be true (moreover, equality holds:
) for all 2-partitions λ, which is often called Hermite reciprocity [Her54] . We make modest progress on this conjecture by proving it for many families of 3-partitions, see Corollary 4.8. Let Z be a GL m -variety, e.g., Z = Ch 
by the fundamental theorem of algebra. These are the only exceptions, as for n ≥ 2, m ≥ 3, k ≥ 3 we have Pow n m,k ⊆ Ch n m : the polynomial x n + y n + z n of the Fermat curve is in Pow n m,k and its irreducibility implies (since n ≥ 2) that x n + y n + z n / ∈ Ch n m . We will see that for specific settings of parameters there exist multiplicity obstructions that prove Pow n m,k ⊆ Ch n m , but there do not exist occurrence obstructions that prove this fact (see the definitions below). Our approach works as follows and is in complete analogy to the approach proposed in [MS01, MS08] to separate group varieties arising from algebraic complexity theory. If Pow n m,k ⊆ Ch n m , then the restriction of functions gives a canonical GL m -equivariant surjection
In this case, Schur's lemma (e.g. [GW09, Lemma 4.1.4]) implies that
for all m-partitions λ. Therefore, a partition λ that violates (2.2) proves that Pow (2) In two finite settings we can show a slightly stronger separation:
(a) Let k = 4, n = 6, m = 3, d = 7, λ = (n 2 − 2, n, 2) = (34, 6, 2).
Both separations (a) and (b) cannot be achieved using occurrence obstructions, even for arbitrary k:
One would like to show that there are no occurrence obstructions in all cases (1), but this is wrong if n is not large enough with respect to m, see Prop. 3.15. Even for m = 3 or m = 4 ruling out occurrence obstructions as in (2) is done by a large-scale computer calculation which is only suitable for a finite case, but not for sequences as in (1). The papers [IP17, BIP19] rule out occurrence obstructions for families, but only in ranges where they would give very strong new algebraic circuit lower bounds, so that we expect it to be difficult to find multiplicity obstructions in those cases. Note also that [IP17, BIP19] are only dealing with padded polynomials, for which [KL14] guarantees λ to have a very restricted shape.
We expect multiplicity obstructions to be more powerful than occurrence obstructions in most cases relevant for geometric complexity theory, and Theorem 2.3 resolves the challenge of finding a setting in which the corresponding multiplicities and occurrences could actually be computed in a reasonable amout of time, while the setting is also involved enough so that a difference between occurrence obstructions and multiplicity obstructions could be witnessed.
2.4 Remark. The partition (n 2 −2, n, 2) is known to be the type of one of Brill's classical set-theoretic equations for Ch n m , see [Gua18] .
Proof of the main theorem
The main theorem (Theorem 2.3) makes a statement about the finite situations k = 4, n = 6, m = 3, d = 7 and k = 4, n = 7, m = 4, d = 8, as well as the general situation m ≥ 3, n ≥ 2, k = d = n + 1. As a first step, in all these cases we show that
(3.1)
In the finite cases the following computer calculation suffices to prove (3.1). 
As a second step we will use the following lemma for λ = (n 2 − 2, n, 2).
3.4 Lemma (see also [Lan17, Sec. 9.2.3]). Let λ be an m-partition and n ≥ m. Then 
is also graded and its homogeneous degree
The right-hand side can be understood via geometric invariant theory as follows (see [Ike12, Sec. 3.4(A)]): Now an argument using symmetric functions is used to prove the following theorem.
3.5 Theorem. a (n 2 −2,n,2) (n + 1[n]) = 1 + a (n 2 −2,n,2) (n[n + 1]).
Theorem 3.5 is a corollary of more general results, see Corollary 4.8 in the appendix. This finishes the proof that (n 2 − 2, n, 2) is a multiplicity obstruction in all cases of Theorem 2.3.
No occurrence obstructions
To finish the proof of Theorem 2.3(2), it remains to show that there are no occurrence obstructions in the finite situation n = 6, m = 3 and n = 7, m = 4. We will primarily go into more detail for the first case and the second one will be proven similarly. We will do this by showing that
Note that this claim is independent of k. We start proving (3.6) by giving a complete classification of when a µ (d[n]) > 0 for the case n = 6, m = 3. First, the following lemma states that for a few special µ the plethysm coefficient always vanishes.
3.7 Lemma. Letλ := (λ 2 , λ 3 , . . .) denote λ without its first row. If λ is an m-partition of dn and λ ∈ {(3, 3), (3, 1), (2, 1), (1, 1),
Proof. This is proved by a finite calculation for all cases but (3, 3) as Thm 1.10(a) in [IP17] . Exactly the same calculation can be used to also prove the result for the additional partition (3, 3).
For characterizing the set of all µ for which a µ (d [n] ) is positive, we observe that they form a finitely generated semigroup and hence we only need to find the semigroup's generators:
A detailed proof of (3.8) can be found for example in [BI18, Prop. 21.2.6]. We call the number of nonzero parts the length of a partition. We use a brute-force computer verification and a direct computation with LiE to show that for d ≤ 26 every partition µ of length ≤ 2 with a µ (d[6]) > 0 is a sum of partitions from the set X. The same computation is done for all 3-partitions, but only up to d ≤ 14. The following proposition states that these finite computations completely describe all cases.
3.10 Proposition. If λ is a 3-partition of 6d, d ≥ 15, andλ / ∈ {(3, 3), (3, 1), (2, 1), (1, 1), (1)}, then λ is a sum of partitions from X.
Proof. For 15 ≤ d ≤ 17 we use a computer calculation to show that we can write every such partition λ as a sum of partitions from X. For d > 17 we prove this inductively by showing that we can write every 3-partition λ of 6d withλ / ∈ {(3, 3), (3, 1), (2, 1), (1, 1), (1)} as a sum of one of the partitions (6), (6, 6) or (6, 6, 6) and a smaller λ ′ with againλ ′ / ∈ {(3, 3), (3, 1), (2, 1), (1, 1), (1)}. Let c i denote the number of columns in λ with exactly i boxes for i ∈ {1, 2, 3}. Since we have at least 108 boxes in λ, the pigeonhole principle implies that at least one must be true: c 1 ≥ 6, c 2 ≥ 10 or c 3 ≥ 10.
In the case c 1 ≥ 6 we have λ = λ ′ + (6) with λ ′ being a sum of elements from X sinceλ ′ =λ. In the case c 2 ≥ 10 we have λ = λ ′ + (6, 6) with λ ′ being a sum of elements from X as λ ′ 2 ≥ 4. In the case c 3 ≥ 10 we have λ = λ ′ + (6, 6, 6) with λ ′ being a sum of elements from X as λ ′ 3 ≥ 4. This finishes the proof of Proposition 3.9. To prove (3.6) it is sufficient (and necessary) to show that mult µ (C[Ch 
If the length of µ is at most 2, we use the following general result.
3.12 Proposition. Let µ be a 3-partition of length at most 2. If
Proof. We use an inheritance result: If for a 2-partition µ we have mult µ (C[Ch We finish the proof of (3.6) by using a computer calculation to verify that for all 3-partitions µ ∈ X of length 3 we have mult µ (C[Ch Proof. This is proven exactly like Lemma 3.7.
The semigroup of 4-partitions λ that have a λ (d [7] ) > 0 has 948 generators, listed in Proposition 7.1. They form a set that we call X.
We again use a direct computation with the LiE software to verify a µ (d To prove those are all the generators we use the following proposition which is proved completely analogously to Proposition 3.10.
3.14 Proposition. If λ is a 4-partition of 7d, d ≥ 14, andλ / ∈ Y , then λ is a sum of partitions from X.
For the next finite case (n = 7, k = d = 8, m = 5) we reached the computational limit of our implementation. Here we were able to find 5016 generating partitions of the semigroup of 4-partitions µ that have a µ (d [7] ) > 0. Unfortunately these do not generate everything excluding the exceptions yet. We were able to verify for 5000 generating partitions µ that mult µ (C[Ch
For the remaining ones, we used up to 200 GB of RAM, but this was not sufficient.
Some occurrence obstructions
As we degenerate the parameter settings and let n get closer to m, multiplicity obstructions tend to become occurrence obstructions. More precisely, for m = 3 and values of n < 6, and for (m, n) = (4, 6), some multiplicity obstructions are actually also occurrence obstructions, as the following proposition shows.
3.15 Proposition. The following partitions give occurrence obstructions that show Pow
(2, 2, 2) 3 1 0 3 3 (7, 3, 2) 4 1 0 3 4 (11, 9, 8) 7 1 0 3 5 (12, 9, 9) 6 1 0 4 6 (14, 14, 13, 13) 9 11 0
Proof. The plethysm coefficient computations were performed with the LiE software. Lemma 3.4 implies that mult λ (C[Ch 
Plethysm inequalities
We are interested in the plethysm coefficients a λ (d[m]) for certain values of λ and d, m. Here we compute such values for infinite families of parameters and in particular, prove Theorem 3.5.
We will work over the ring of symmetric functions Λ, defined as the ring of formal power series (in finitely or infinitely many variables) which are invariant under any transposition of the variables. For the definitions and main identities see e.g. [Sta99] . Plethysms of symmetric functions are described also there in Appendix 2 of Chapter 7, here we review the necessary definitions.
The characters of the irreducible GL r -module W λ are the Schur functions s λ (x 1 , . . . , x r ), where x 1 , . . . , x r correspond to the eigenvalues of the conjugacy class representative from GL r . Their combinatorial interpretation is as the generating function over all semi-standard Young tableaux with entries 1, ..., r, but we will use certain determinantal formulas as described below. The complete homogeneous symmetric functions h ℓ are defined as s (ℓ) and are the characters of the Sym ℓ module. The 
, that is, the evaluation of h d on the variables consisting of all degree n monomials, i.e.
where α = (α 1 , . . . , α r ) runs over all compositions of n.
In general, knowing the character of a representation contains all the information to obtain the multiplicities of the irreducible decomposition via the inner product of characters. As the Schur functions s λ are the irreducible characters for GL r , the inner product is equivalent to an inner product in the ring Λ, where {s λ } λ is an orthonormal basis. In other words, the multiplicity of the Weyl module of weight λ is given by the multiplicity of the Schur function s λ in the expansion of h d [h m ]. We will now compute this via the inner product in the ring Λ of symmetric functions, using some basic properties of this ring as found in [Sta99] and [Mac95] .
We have that a λ (d [n] ) is the multiplicity of {λ} in Sym d Sym n , translated into characters this is also the coefficient at s λ of the expansion of h d [h n ] in Schur function. By their orthonormalitiy, this is the same as
We now invoke various symmetric function identities in order to compute the above inner product. The Schur functions s λ can be expressed via the Jacobi-Trudi formula (see again [Sta99, Ch. 7] ) as a signed sums of homogeneous symmetric functions, namely
the inner product (4.1) can then be computed via a signed sum of inner products of the form
We remark that the orthogonal dual basis for the complete homogeneous symmetric functions is the monomial symmetric functions, i.e.
so we need to express h d [h n ] in terms of the monomial symmetric functions, defined by
, where the sum ranges over all distinct permutations of (ν 1 , ν 2 , . . . , ν r ) and ν is completed with 0s to the length r. Since he monomial symmetric functions form a basis for Λ, we can expand any symmetric function in it uniquely. Let
, for some constants c ν (i.e. the coefficients in this expansion). Since each m ν has a unique leading monomial (in the lexicographic order) x ν1 1 x ν2 2 · · · , finding c ν is equivalent to extracting the coefficient at the single monomial x ν1 1 · · · from the monomial expansion of the corresponding symmetric function as a polynomial, i.e.
, where to avoid confusion with the plethysm notation we denote by (X)@f the coefficient of the monomial X in the monomial expansion of the polynomial f .
Let ν be a partition of length ℓ. By the above remarks we need to consider only the truncated expansion h d [h n (x 1 , . . . , x ℓ )] as only the monomials in x 1 , . . . , x ℓ will be relevant.
We have the following formula for the h's, see e.g. [Sta99] :
. . , b r ) runs over all (weak) compositions of N . Hence, assuming some total ordering for compositions α i of n, we have
Thus for the coefficients c ν we have:
By the Jacobi-Trudi identity (4.2) this gives a formula for computing the plethysm coefficients as
where the permutations π are viewed as vectors with entries 1, 2, . . . , ℓ(λ) We now turn towards the proof of Theorem 3.5 and consider s λ for λ = (λ 1 , λ 2 , 2) for some k ≥ 2. By the Jacobi-Trudi identity (4.4) we need to compute only c ν for ν having at most 3 parts, with ν 3 = 0, 1, 2. Let p r (a, b) denote the number of partitions of r which fit inside an a × b rectangle, it's generating function is the q-binomial coefficient (see [Sta11] ):
p r (a, b)q r 4.5 Proposition. We have the following generating function identities for c ν (d, n), where ℓ(ν) ≤ 3 and ν 3 ≤ 2:
Proof. By formula (4.3), we have the following
with b 1 + · · · = d − 1, and |α i | = n. This number is now, by the previous case, (q k−r )@ n+d−1 n q . The total number is thus
Finally, when ν 3 = 2 we have the following two distinct options: Either there is an index i, such that b i α L, k, 1) ), so the number is
Otherwise, b i = 1 and α i 3 = 2. As in the case ν 3 = 1, let i = 0 and α 0 = (n − 2 − r, r, 2), b 0 = 1, so we are looking for the number of (b 1 , . . .) with |b| = d − 1 and such that i b i α i = (L − n + r + 2, k − r) for all possible r = 0, . . . , n − 2. So this is
. Summing over all possible 0 < r 1 < r 2 ≤ n − 1, we have
where the last identity follows from interpreting (r 2 − 1, r 1 ) as a partition in the 2 × n − 2 rectangle. Summing over all the cases considered here, we get the desired total coefficient.
4.6 Proposition. The plethysm coefficient for λ = (L, r, 2) is equal to
Proof. Following equation (4.4), we have that
Substituting the formulas for the c's from Proposition 4.5, and observing that (q r+j ) @ f = (q r ) @ q −j f for any j, we have that
Simplifying the above expression by grouping terms for the same binomial coefficients together we obtain
, a variant of the usual factorial q-analogue but multiplied by (1 − q) a , and consider the desired difference via the formula in Proposition 4.6:
Finally, observe that the RHS is a polynomial divisible by q, so the coefficient at q r+1 is the same as the coefficient at q r after dividing by q.
We are now ready to prove Theorem 3.5 as a Corollary of the above computations:
4.8 Corollary. [Theorem 3.5] Let d = n + 1 and λ = (n 2 + n − 2 − r, r, 2). Then
when r < n, 1, when r = n, > 0, when r > n and n ≥ 7, with the exception in the last case when n = 8, and r = 35 when a (35,35,2) (9[8]) = a (35,35,2) (8[9]).
Proof. Then by the Proposition 4.7 we have
The last line follows by absorbing the fraction into the q-binomial coefficient. It is now evident, that since the q-binomial coefficient expands into a polynomial of q (with coefficients given by p * (n − 2, n + 1)), multiplying it with q n or q n+1 gives two polynomials whose lowest order terms are q n and q n+1 respectively. So if r < n, there is no term of such degree, and the coefficient is 0. when r = n we see that such term can only come from the first polynomial's first (lowest order) term, which is exactly q n since
Therefore we obtain the case r = n.
Let now r > n, and set r = n + k + 1 for some k ≥ 0. We have that
where g denotes the Kronecker coefficient for the symmetric group S n for the 3 given partititons, and the last identity and the strict positivity are shown to hold for n ≥ 9 in [PP13] , and the other cases are verified by direct expansion of the q-binomial coefficients. In particular, we have that p 26 (9, 6) = 227 = p 27 (9, 6) which gives the only exceptional 0 plethysm.
Computer calculations
The following computer calculation for Proposition 5.1 is a refinement and speedup of the computation performed in [CIM16] . Indeed, a run of the method from [CIM16] would take significantly too long to prove Proposition 5.1 in any reasonable time. Our new method makes extensive use of memory resources, while the method from [CIM16] uses almost no memory.
Proposition.
If X is defined as in Proposition 3.9, then for all µ ∈ X of length 3 we have mult µ (C[Ch Let Sym δ U ⊆ δ U denote the S δ -invariant subspace and let U * denote the vector space dual to U . There are canonical isomorphisms
Observe that there are canonical GL m -equivariant surjections:
where the first surjection is the symmetrization S d,n :=
σ over the wreath product S n ≀ S d and the second surjection is the restriction of functions from A n m to the subvariety Ch n m . Now, restricting to the highest weight vector space of type λ, we obtain surjections
3) with (5.4), so our goal is to find a nonzero vector in HWV λ ( dn C m ) that does not vanish under the composition of both surjections in (5.4). The vector space HWV λ ( dn C m ) is well known and we construct its elements as follows. For a partition λ = (λ 1 , . . . , λ m ) let µ be its transposed partition, i.e., µ i := |{j | λ i ≥ j}|. If we depict a partition by its Young diagram, which is a top-left justified array of boxes, λ i in each row, then µ is obtained by reflecting λ at its diagonal, hence the name "transposed partition". It is straightforward to verify that the following vector v λ is contained in HWV λ ( dn C m ):
where v i := e 1 ∧ e 2 ∧ · · · ∧ e i := m such that (5.6) is nonzero. The search for (π, p) is an algorithmic challenge that we tackle as follows. We choose a random p ∈ Ch n m , i.e.,
To compute (5.6) we aim to not expand πv λ , because a tensor contraction
is just a product of determinants of matrices of size ≤ m, and such determinants are efficiently computable. If we expand p ⊗d into a sum of summands of the form ℓ i1 ⊗ ℓ i2 ⊗ · · · ⊗ ℓ i dn , then we obtain (n!) d many summands, which for n = 6 quickly exceeds our computational recources, even for reasonably low d. Therefore we use a dynamic programming approach that is based on the combinatorial interpretation of the summation (5.6) from [CIM16] , which we describe next.
We identify λ with its Young diagram, which we interpret as a cardinality |λ| subset of N × N. Let µ be the transpose of λ, so µ i denotes the length of the i-th column of λ. A placement ϑ on λ is a map λ → {1, . . . , n}. To each placement ϑ and each column index i the corresponding determinant det ϑ,i is defined as the determinant of the top µ i × µ i submatrix of the m × µ i matrix that is given by the linear forms ℓ ϑ (1,i) , ℓ ϑ(2,i) , . . . , ℓ ϑ(µi,i) . We number the positions in λ columnwise from left to right, top to bottom, so that each position b ∈ λ gets a number j(b) ∈ {1, . . . , nd}. Given π ∈ S nd we construct the Young tableau T of shape λ by filling λ at position b with the number T (b) := ⌈π(j(b))/n⌉. For example, if λ = (2, 2), d = n = 2, and π is the transposition (2 3), then T = 1 1 2 2 . The tableau T contains each number from {1, . . . , d} exactly n times (and each tableau T which contains each number from 1 to d exactly n times can be otained from some π). A short calculation, which for example is done in [CIM16] , shows that (5.6) equals
where a placement ϑ is proper if ϑ places each number onto each number in T exactly once, i.e., for every i ∈ {1, . . . , n} and j ∈ {1, . . . , d} there exists exactly one b ∈ λ with (ϑ(b), T (b)) = (i, j).
The above description was used to perform the computations in [CIM16] . We now discuss some adjustments for the computations that we use. For a placement ϑ on λ and for a partition ν ⊆ λ we denote by ϑ| ν the restriction of ϑ to ν. We say that a placement ϑ on λ extends a placement ψ on ν ⊆ λ iff ϑ| ν = ψ. Let λ ≤k denote the set of boxes in the first k columns of the Young diagram λ, and λ >k denote the set of boxes of λ that are in columns > k. For a placement ψ on λ ≤k and a placement ϕ on λ >k let ψϕ denote the unique placement on λ that extends both ψ and ϕ. Our algorithm constructs all proper placements ϑ on λ using a standard breadth-first search in a columnwise manner from left to right, top to bottom. In this way we first obtain ϑ| λ ≤1 , then ϑ| λ ≤2 , and so on. For each placement ψ on λ ≤k we observe that
Two placements ψ and ψ ′ on λ ≤k are called equivalent if they can be obtained from each other by permuting entries between positions that have the same number in T . The crucial observation is that α(ψ) = α(ψ ′ ) if ψ is equivalent to ψ ′ . Therefore we can store and reuse each α(ψ) that we encounter throughout the algorithm without computing it again. Although this requires a significant amount of memory, it enables us to crucially cut down the computation time. Note that depending on T the number of non-equivalent ψ can wildly vary and with it also our running time and memory usage. Generally, it seems that semistandard tableaux, i.e., tableaux with non-decreasing rows and strictly increasing columns, can be evaluated faster. It is sufficient to restrict our attention to semistandard T only, see e.g. [Ike12, Sec. 4.3(A)]. For many partitions there were too many semistandard tableaux in order to generate all of them, so a set of random semistandard tableaux was chosen in these cases. In either case we tested the chosen tableaux by increasing value of (5.10). Additionally, as soon as we find k i=1 det ψ,i to be zero we do not have to evaluate the corresponding α(ψ). Numerical problems were avoided by working over a finite field.
The actual tableaux found in both these calculations can be found in Section 8.
Tableau computation results for Proposition 3.2
Proof of Proposition 3.2. We computed the following 8 tableaux that index a basis of HWV 34,6,2 (C[A 1 1 1 2 2 2 2 2 3 3 4 4 4 4 5 5 5 5 5 6 6 6 6 6 6 7 7 7 7 7 7 2 3 3 3 4 5 3 4 1 1 1 1 1 1 2 2 2 2 3 3 3 3 3 3 4 4 4 4 5 5 5 5 6 6 6 6 7 7 7 7 7 7 2 2 4 4 5 5 6 6 1 1 1 1 1 1 2 2 2 3 3 3 3 3 3 4 4 4 4 5 5 5 6 6 6 6 6 6 7 7 7 7 7 7 2 2 2 5 5 5 4 4 1 1 1 1 1 1 2 2 2 2 2 3 3 3 3 3 3 4 4 5 5 5 5 6 6 6 6 6 6 7 7 7 7 7 2 4 4 4 4 7 5 5 1 1 1 1 1 1 2 2 3 3 3 3 3 4 4 4 4 5 5 5 5 5 5 6 6 6 6 6 7 7 7 7 7 7 2 2 2 2 4 4 3 6 1 1 1 1 1 1 2 2 2 2 2 3 3 3 3 3 4 4 4 4 5 5 5 5 5 6 6 6 7 7 7 7 7 7 2 3 5 6 6 6 4 4 1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 4 4 4 4 5 5 5 5 6 6 6 6 6 7 7 7 7 7 3 3 4 5 5 7 4 6 1 1 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 4 5 5 5 5 5 6 6 6 6 6 7 7 7 7 7 2 2 3 3 6 7 4 5
The second part is proved analogously by studying HWV 47,7,2 (C[A 7 3 ] 8 ) and using the following 11 tableaux.
1 1 1 1 1 1 1 2 2 2 2 2 3 3 3 3 3 3 3 4 4 4 4 4 4 5 5 5 5 5 5 6 6 6 6 6 6 6 7 7 7 8 8 8 8 8 8 2 2 4 7 7 7 8 5 7 1 1 1 1 1 1 1 2 2 2 2 3 3 3 3 3 3 3 4 4 4 4 4 4 5 5 5 5 6 6 6 6 6 6 7 7 7 7 7 7 8 8 8 8 8 8 8 2 2 2 5 5 5 7 4 6 1 1 1 1 1 1 1 2 2 2 3 3 3 3 3 3 3 4 4 4 4 4 4 5 5 5 5 5 5 5 6 6 6 6 6 6 7 7 7 7 7 7 7 8 8 8
2 2 2 2 3 3 3 3 3 3 3 4 4 4 4 5 5 5 5 5 6 6 6 6 6 6 6 7 7 7 7 7 7 7 8 8 8 4 4 4 5 5 8 8 8 8 1 1 1 1 1 1 1 2 2 2 2 2 3 3 3 3 3 3 3 4 4 4 4 4 5 5 5 5 5 6 6 6 6 6 6 6 7 7 7 7 7 8 8 8 8 8 8 2 2 4 4 5 5 7 7 8 1 1 1 1 1 1 1 2 2 2 2 2 3 3 3 3 3 4 4 4 4 4 4 5 5 5 5 5 5 6 6 6 6 6 6 7 7 7 7 7 7 8 8 8 8 8 8 2 2 3 3 5 7 8 4 6 1 1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 4 4 4 4 4 4 5 5 5 5 5 5 6 6 6 6 6 6 7 7 7 7 7 7 8 8 8 8 8 8 2 3 3 4 5 7 8 3 6 7 Generators for m = 4, n = 7 7.1 Proposition. Define the set X := {(7), (8, 6), (10, 4), (12, 2), (8, 8, 5), (9, 6, 6), (10, 7, 4), (10, 8, 3), (10, 10, 1), (11, 6, 4), (11, 8, 2), (12, 6, 3), (12, 7, 2), (12, 8, 1), (12, 9), (13, 4, 4), (13, 6, 2), (13, 7, 1), (13, 8) 10, 10, 6, 2), (13, 7, 4, 4), (12, 7, 6, 3), (12, 8, 5, 3), (12, 9, 4, 3), (11, 8, 7, 2), (11, 9, 6, 2), (11, 10, 5, 2), (10, 10, 7, 1), (14, 6, 4, 4), (13, 6, 6, 3),  (13, 7, 5, 3), (13, 8, 4, 3), (13, 9, 3, 3), (12, 8, 6, 2), (12, 9, 5, 2), (11, 8, 8, 1), (12, 10, 4, 2), (11, 9, 7, 1), (12, 11, 3, 2), (11, 10, 6, 1), (12, 12, 2, 2),  (11, 11, 5, 1), (10, 10, 8), (14, 7, 4, 3), (13, 7, 6, 2), (13, 8, 5, 2), (13, 9, 4, 2), (12, 8, 7, 1), (13, 10, 3, 2), (12, 9, 6, 1), (12, 10, 5, 1), (12, 11, 4, 1), (11, 10, 7) , (16, 4, 4, 4), (15, 6, 4, 3), (14, 6, 6, 2), (14, 7, 5, 2), (14, 8, 4, 2), (13, 7, 7, 1), (14, 9, 3, 2), (13, 8, 6, 1), (14, 10, 2, 2), (13, 9, 5, 1), (12, 8, 8), (13, 10, 4, 1),  (12, 9, 7), (13, 11, 3, 1), (12, 10, 6), (13, 12, 2, 1), (12, 11, 5), (13, 13, 1, 1), (12, 12, 4), (15, 6, 5, 2), (15, 7, 4, 2), (15, 8, 3, 2), (14, 7, 6, 1), (15, 9, 2, 2),  (14, 8, 5, 1), (14, 9, 4, 1), (13, 8, 7), (14, 10, 3, 1), (13, 9, 6), (14, 11, 2, 1), (13, 10, 5), (13, 11, 4), (13, 12, 3), (16, 6, 4, 2), (16, 7, 3, 2), (15, 6, 6, 1),  (16, 8, 2, 2), (15, 7, 5, 1), (15, 8, 4, 1), (15, 9, 3, 1), (14, 8, 6), (15, 10, 2, 1), (14, 9, 5), (15, 11, 1, 1), (14, 10, 4), (14, 11, 3), (14, 12, 2), (14, 13, 1),  (14, 14), (17, 5, 4, 2), (17, 6, 3, 2), (17, 7, 2, 2), (16, 6, 5, 1), (16, 7, 4, 1), (16, 8, 3, 1), (15, 7, 6), (16, 9, 2, 1), (16, 10, 1, 1), (15, 9, 4), (15, 10, 3),  (15, 11, 2), (15, 12, 1), (18, 4, 4, 2), (18, 6, 2, 2), (17, 6, 4, 1), (17, 7, 3, 1), (17, 8, 2, 1), (16, 7, 5), (17, 9, 1, 1), (16, 8, 4), (16, 9, 3), (16, 10, 2), (16, 11, 1),  (19, 5, 2, 2), (18, 5, 4, 1), (18, 6, 3, 1), (18, 7, 2, 1), (17, 6, 5), (17, 9, 2), (17, 11), (20, 4, 2, 2), (19, 4, 4, 1), (19, 5, 3, 1), (19, 6, 2, 1), (19, 7, 1, 1), (18, 7, 3),  (18, 9, 1), (20, 5, 2, 1), (19, 5, 4), (22, 2, 2, 2), (21, 4, 2, 1), (20, 5, 3), (21, 4, 3), (22, 5, 1), (23, 3, 2), (11, 8, 8, 8), (10, 10, 8, 7), (11, 9, 8, 7), (11, 10, 7, 7) , (10, 10, 9, 6), (12, 8, 8, 7), (11, 10, 8, 6 ), (11, 11, 7, 6), (10, 10, 10, 5), (13, 8, 7, 7), (12, 9, 8, 6 ), (12, 10, 7, 6), (12, 11, 6, 6), (11, 10, 9, 5), (11, 11, 8, 5), (13, 8, 8, 6 ), (13, 9, 7, 6), (13, 10, 6, 6), (12, 9, 9, 5), (12, 10, 8, 5), (12, 11, 7, 5), (11, 10, 10, 4), (12, 12, 6, 5), (11, 11, 9, 4), (14, 8, 7, 6), (14, 9, 6, 6), (13, 9, 8, 5), (13, 10, 7, 5), (13, 11, 6, 5), (12, 10, 9, 4), (13, 12, 5, 5), (12, 11, 8, 4), (12, 12, 7, 4), (11, 11, 10, 3), (15, 7, 7, 6), (15, 8, 6, 6), (14, 8, 8, 5 ), (14, 9, 7, 5), (14, 10, 6, 5), (13, 9, 9, 4), (14, 11, 5, 5), (13, 10, 8, 4), (13, 11, 7, 4), (12, 10, 10, 3), (13, 12, 6, 4), (12, 11, 9, 3), (13, 13, 5, 4), (12, 12, 8, 3 ), (16, 7, 6, 6), (15, 8, 7, 5), (15, 9, 6, 5), (15, 10, 5, 5), (14, 9, 8, 4), (14, 10, 7, 4), (14, 11, 6, 4), (13, 10, 9, 3), (14, 12, 5, 4), (13, 11, 8, 3), (14, 13, 4, 4) , (13, 12, 7, 3), (12, 11, 10, 2), (13, 13, 6, 3), (12, 12, 9, 2), (16, 7, 7, 5), (16, 9, 5, 5), (15, 9, 7, 4), (15, 10, 6, 4), (14, 9, 9, 3), (15, 11, 5, 4), (14, 10, 8, 3),  (15, 12, 4, 4), (14, 11, 7, 3), (13, 10, 10, 2), (14, 12, 6, 3), (13, 11, 9, 2), (14, 13, 5, 3), (13, 12, 8, 2), (14, 14, 4, 3), (13, 13, 7, 2), (12, 12, 10, 1), (17, 7, 6, 5),  (17, 8, 5, 5), (16, 8, 7, 4), (16, 9, 6, 4), (16, 10, 5, 4), (15, 9, 8, 3), (16, 11, 4, 4), (15, 10, 7, 3), (15, 11, 6, 3), (14, 10, 9, 2), (15, 12, 5, 3), (14, 11, 8, 2),  (15, 13, 4, 3), (14, 12, 7, 2), (13, 11, 10, 1), (15, 14, 3, 3), (14, 13, 6, 2), (13, 12, 9, 1), (14, 14, 5, 2), (13, 13, 8, 1), (12, 12, 11) , (18, 6, 6, 5), (18, 7, 5, 5), (17, 7, 7, 4), (17, 9, 5, 4), (16, 8, 8, 3), (16, 9, 7, 3), (16, 10, 6, 3), (15, 9, 9, 2), (16, 11, 5, 3), (15, 10, 8, 2), (16, 12, 4, 3), (15, 11, 7, 2), (14, 10, 10, 1),  (16, 13, 3, 3), (15, 12, 6, 2), (14, 11, 9, 1), (15, 13, 5, 2), (14, 12, 8, 1), (15, 14, 4, 2), (14, 13, 7, 1), (13, 12, 10), (15, 15, 3, 2), (14, 14, 6, 1), (13, 13, 9 (13, 12, 12, 12) , (13, 13, 12, 11), (14, 12, 12, 11), (14, 13, 11, 11), (13, 13, 13, 10), (15, 12, 11, 11), (14, 13, 12, 10), (14, 14, 11, 10), (16, 11, 11, 11), (15, 12, 12, 10), (15, 13, 11, 10), (15, 14, 10, 10), (14, 13, 13, 9), (14, 14, 12, 9), (16, 12, 11, 10), (16, 13, 10, 10), (15, 13, 12, 9), (15, 14, 11, 9), (15, 15, 10, 9), (14, 14, 13, 8), (17, 11, 11, 10), (17, 12, 10, 10), (16, 12, 12, 9), (16, 13, 11, 9), (16, 14, 10, 9), (15, 13, 13, 8), (16, 15, 9, 9), (15, 14, 12, 8), (15, 15, 11, 8) , (14, 14, 14, 7), (18, 11, 10, 10), (17, 12, 11, 9), (17, 13, 10, 9), (17, 14, 9, 9), (16, 13, 12, 8) , (16, 14, 11, 8) Here we truncated trailing zeros from the 4-partitions. The set X is the set of generators of the semigroup of 4-partitions µ that have a µ (d[7] ) > 0.
Tableau computation results for Proposition 5.1
In the following we list the actual tableaux from our computer computations described in the proof of Proposition 5.1.
We start with the case n = 6, m = 3. The only partition where we were not able to generate all the semistandard tableaux was λ = (45, 45), so we generated random semistandard tableaux and tested only those which guaranteed fast evaluation. (6) (13, 12, 11) 1 1 1 1 1 1 2 2 2 2 2 2 5 3 3 3 3 3 3 4 4 5 5 5 6 4 4 4 4 5 5 6 6 6 6 6 (14, 11, 11) 1 1 1 1 1 1 2 2 3 3 4 5 5 6 2 2 2 2 3 3 3 3 4 5 5 4 4 4 4 5 5 6 6 6 6 6 (13, 13, 10) 1 1 1 1 1 1 2 2 3 3 4 5 5 2 2 2 2 3 3 3 3 4 5 5 6 6 4 4 4 4 5 5 6 6 6 6 (15, 11, 10) 1 1 1 1 1 1 2 2 2 2 2 2 3 3 5 3 3 3 3 4 4 4 4 4 4 5 5 5 5 5 6 6 6 6 6 6 (14, 13, 9) 1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3 3 4 4 5 5 5 5 5 5 6 4 4 4 4 6 6 6 6 6 (16, 11, 9) 1 1 1 1 1 1 2 2 2 2 2 2 4 4 4 6 3 3 3 3 3 3 4 4 4 5 5 5 5 5 5 6 6 6 6 6 (15, 13, 8) 1 1 1 1 1 1 2 2 2 2 2 2 3 3 6 3 3 3 3 4 4 5 5 5 5 5 5 6 4 4 4 4 6 6 6 6 (15, 14, 7) 1 1 1 1 1 1 2 2 2 2 2 2 3 3 6 3 3 3 3 4 4 5 5 5 5 5 5 6 6 4 4 4 4 6 6 6 (18, 9, 9) 1 1 1 1 1 1 2 2 3 3 3 3 3 3 5 5 5 6 2 2 2 2 4 4 5 5 5 4 4 4 4 6 6 6 6 6 (15, 15, 6) 1 1 1 1 1 1 2 2 2 2 2 2 3 3 5 3 3 3 3 4 4 4 4 4 4 5 6 6 6 6 5 5 5 5 6 6 (17, 17, 2) 1 1 1 1 1 1 2 2 2 2 3 3 4 4 5 5 5 2 2 3 3 3 3 4 4 4 4 5 5 5 6 6 6 6 6 6 (18, 17, 1) 1 1 1 1 1 1 2 2 2 2 2 2 4 4 5 5 5 5 3 3 3 3 3 3 4 4 4 4 5 5 6 6 6 6 6 6 (26, 5, 5) 1 1 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4 4 5 5 5 5 6 6 6 2 2 3 3 4 5 5 6 6 6 (15, 14, 13) 1 1 1 1 1 1 2 2 2 2 2 2 3 3 7 3 3 3 3 4 4 5 5 5 5 5 5 6 7 4 4 4 4 6 6 6 6 6 7 7 7 7 (16, 13, 13) 1 1 1 1 1 1 2 2 2 2 2 2 3 3 7 7 3 3 3 3 4 4 5 5 5 5 5 5 6 4 4 4 4 6 6 6 6 6 7 7 7 7 (15, 15, 12) 1 1 1 1 1 1 2 2 2 2 2 2 3 3 5 3 3 3 3 4 4 4 4 4 4 5 6 6 6 6 5 5 5 5 6 6 7 7 7 7 7 7 (17, 17, 8) 1 1 1 1 1 1 2 2 2 2 2 2 4 4 4 4 6 3 3 3 3 3 3 4 4 5 5 5 5 5 5 6 7 7 6 6 6 6 7 7 7 7 (18, 15, 15) 1 1 1 1 1 1 2 2 3 4 4 4 4 5 6 6 7 8 2 2 2 2 3 4 5 5 5 5 6 7 7 7 7 3 3 3 3 4 5 6 6 6 7 8 8 8 8 8 (17, 17, 14) 1 1 1 1 1 1 2 2 2 2 2 2 3 3 6 6 7 3 3 3 3 4 4 5 5 5 5 5 5 6 6 7 8 8 4 4 4 4 6 6 7 7 7 7 8 8 8 8
(25, 23) 1 1 1 1 1 1 2 2 2 2 2 3 3 3 4 5 6 6 6 6 6 7 7 7 8 2 3 3 3 4 4 4 4 4 5 5 5 5 5 6 7 7 7 8 8 8 8 8
(45, 45) 1 1 1 1 1 1 2 2 3 3 3 4 4 4 4 5 5 6 6 6 6 6 7 7 7 8 8 8 9 9 10 10 11 11 11 12 12 12 13 13 13 13 14 14 14 2 2 2 2 3 3 3 4 4 5 5 5 5 6 7 7 7 8 8 8 9 9 9 9 10 10 10 10 11 11 11 12 12 12 13 13 14 14 14 15 15 15 15 15 15
We now give the tableaux for the case n = 7, m = 4. We list them in short notation, using row-wise encoding and a dot to separate rows. Commas separate the tableaux. Furthermore, we write A instead of 10, B instead of 11, etc. Repeated letters are written in short form, e.g., instead of 111 we write 1 3 . 
