DESENVOLVIMENTO DE UMA FERRAMENTA COMPUTACIONAL EM PLATAFORMA ABERTA APLICADA `A PREVISÃO DE VAZÕES AFLUENTES DAS USINAS HIDROELÉTRICAS by G. Ferreira, Fábio et al.
DESENVOLVIMENTO DE UMA FERRAMENTA COMPUTACIONAL
EM PLATAFORMA ABERTA APLICADA A` PREVISA˜O DE VAZO˜ES
AFLUENTES DAS USINAS HIDROELE´TRICAS
Fa´bio G. Ferreira
Anderson P. de Araga˜o
Patrı´cia T. L. Asano
Ricardo C. dos Santos
fabio.godoy@aluno.ufabc.edu.br
andersonparagao@gmail.com
patricia.leite@ufabc.edu.br
ricardo.caneloi@ufabc.edu.br
Curso de Engenharia de Energia, Universidade Federal do ABC
Avenida dos Estados, 5001, 09210-580, Sa˜o Paulo, Santo Andre´, Brazil
Rodrigo Sacchi
rodrigo.sacchi@ccee.org.br
Caˆmara de Comercializac¸a˜o de Energia Ele´trica
Avenida Paulista, 2064 - 13o Andar, 01310-200, Sa˜o Paulo, Sa˜o Paulo, Brazil
Resumo. A eletricidade no Brasil e´ predominantemente gerada atrave´s de usinas hidroele´tricas
e termoele´tricas, por isso o sistema e´ denominado sistema de gerac¸a˜o hidrote´rmico. Neste tipo
de sistema, um dos objetivos do planejamento da operac¸a˜o e´ definir a quantidade de energia
a ser gerada por cada tipo de usina de modo que o custo total da operac¸a˜o seja o mı´nimo
possı´vel dado um perı´odo de planejamento. Este e´ executado com o auxı´lio de modelos com-
putacionais que realizam a previsa˜o e gerac¸a˜o de cena´rios estoca´sticos com base em modelos
auto-regressivos. Uma alternativa a` modelagem atual e´ a aplicac¸a˜o de te´cnicas de inteligeˆncia
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computacional, as quais permitem a identificac¸a˜o de padro˜es e a aproximac¸a˜o de func¸o˜es li-
neares e na˜o-lineares das correlac¸o˜es temporais do processo estoca´stico das vazo˜es afluentes.
Logo, desenvolveu-se uma ferramenta amiga´vel ao usua´rio baseada em redes neurais artifi-
ciais, e que foi aplicada ao problema de previsa˜o de vazo˜es, que e´ atividade essencial para
determinar a gerac¸a˜o hidroele´trica. Atrave´s dessa ferramenta, o usua´rio pode definir alguns
dos paraˆmetros da rede neural artificial e avaliar os impactos de cada paraˆmetro nos resul-
tados. A ferramenta foi totalmente desenvolvida em ambientes open source, que na˜o exigem
licenc¸a comercial podendo ser aplicada a problemas de previsa˜o de se´ries temporais.
Keywords: Previsa˜o de vazo˜es, Redes neurais artificiais, Planejamento Energe´tico
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1 INTRODUC¸A˜O
Ate´ Junho de 2016, as grandes usinas hidroele´tricas representavam 61% da capacidade ins-
talada brasileira, enquanto que os empreendimentos termoele´tricos representavam 28%. Esses
nu´meros demonstram que, no Brasil, a maior parte da eletricidade e´ gerada a partir das fontes
de energia hidrau´lica e te´rmica, tanto que o sistema ele´trico brasileiro e´ classificado como um
sistema hidrote´rmico. As justificativas para a predominaˆncia dessas fontes no Brasil sa˜o diver-
sas, dentre elas vale citar o alto potencial hidrau´lico do paı´s, o relevo brasileiro, a possibilidade
de armazenar a´gua em reservato´rios, e o fato de que as termoele´tricas podem ser acionadas por
questo˜es de seguranc¸a durante perı´odos de seca, por exemplo.
No entanto, uma desvantagem de um sistema como o brasileiro e´ que a atividade de plane-
jamento da operac¸a˜o do mesmo e´ bastante complexa, uma vez que se faz necessa´rio definir um
equilı´brio entre gerac¸a˜o te´rmica, que e´ mais cara devido ao impacto do prec¸o dos combustı´veis,
e a gerac¸a˜o hidroele´trica, que e´ mais barata porque utiliza a´gua como ”combustı´vel”. Enta˜o, o
operador do sistema precisa fazer a decisa˜o de deplecionar (usar a´gua) ou na˜o deplecionar (usar
te´rmica) os reservato´rios, sendo que as consequeˆncias de tal decisa˜o devem ser analisadas como
mostra a Fig. 1 (Silva, 2001).
DECISÃO
Utilizar os 
reservatórios
AFLUÊNCIAS FUTURAS
C
V
Úmidas
Secas
C
V
Úmidas
Secas
C
V
Não utilizar os 
reservatórios
CONSEQUÊNCIAS
OK
Déficit
Vertimento
OK
Figura 1: Decisa˜o - Sistemas Hidrote´rmicos
Desse modo, o operador deve analisar diferentes cena´rios hidrolo´gicos para determinar a
quantidade de recurso que sera´ utilizada visando baixos custos operacionais e o aumento da
seguranc¸a no fornecimento de energia ele´trica para o paı´s.
Para resolver esse problema, e´ importante perceber que as aflueˆncias futuras sa˜o de natureza
estoca´stica, isto e´, na˜o e´ possı´vel modela´-las com modelos determinı´sticos, e isso implica na
utilizac¸a˜o de modelos de ana´lise de se´ries temporais em conjunto com te´cnicas de programac¸a˜o
linear para que se possa fazer simulac¸o˜es com diferentes cena´rios hidrolo´gicos.
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Atualmente para a realizac¸a˜o e tomada de decisa˜o da programac¸a˜o da operac¸a˜o do sistema
hidrote´rmico, o ONS faz uso de dois modelos computacionais desenvolvidos pelo Centro de
Pesquisas de Energia Ele´trica (CEPEL - RJ), sa˜o eles: NEWAVE e DECOMP, que sa˜o usa-
dos para determinar a operac¸a˜o do sistema; e de quatro modelos hidrolo´gicos o PREVIVAZ,
PREVIVAZH,PREVIVAZM e GEVAZP, que servem de suporte para gerac¸a˜o de cena´rios
hidrolo´gicos e previsa˜o das aflueˆncias futuras. A seguir e´ feita uma breve descric¸a˜o de cada
modelo (Maceira et al., 2013b,a; Deus, 2008):
• NEWAVE - ferramenta de estudo de me´dio prazo, que e´ utilizada para definir o plane-
jamento num horizonte de 5 anos por etapas mensais considerando a representac¸a˜o a
sistemas equivalentes. O principal resultado deste modelo e´ a func¸a˜o de custo futuro;
• DECOMP - ferramenta de curto prazo, que e´ utilizada para definir o planejamento num
horizonte que vai de 2 a 6 meses por etapas semanais considerando a representac¸a˜o indi-
vidual das usinas hidroele´tricas;
• PREVIVAZ - e´ um modelo utilizado para realizar a previsa˜o das aflueˆncias abrangendo
um perı´odo que vai de uma a ate´ seis semanas adiante. Este utiliza os seguintes modelos
estatı´sticos: autoregressivos AR(p), autoregressivos e de me´dias mo´veis ARIMA(p,q) ou
o perio´dico PARMA(p,q) ate´ quarta ordem;
• PREVIVAZH - em algumas situac¸o˜es as previso˜es realizadas pelo PREVIVAZ podem
estar incompletas, portanto o PREVIVAZH e´ utilizado de forma complementar ao PRE-
VIVAZ gerando previso˜es de vazo˜es dia´rias num horizonte que vai de 7 a 13 dias;
• PREVIVAZM - e´ uma ferramenta especial que e´ utilizada para estudos de verificac¸a˜o de
condic¸o˜es de atendimento da demanda energe´tica no horizonte anual;
• GEVAZP - este modelo gera um conjunto de cena´rios sinte´ticos de vazo˜es e energias
utilizando o modelo PAR(p), que modela a aflueˆncia de um meˆs como uma combinac¸a˜o
linear das aflueˆncias dos meses anteriores e de uma componente aleato´ria. Para o modelo
DECOMP, o GEVAZP e´ utilizado para gerar os cena´rios de vazo˜es a partir do segundo
meˆs, enquanto que para NEWAVE, o GEVAZP gera cena´rios de energia afluente para ate´
cinco anos a frente com base no valor de aflueˆncia do meˆs anterior ao primeiro meˆs do
planejamento;
Em (Guilhon e Rocha, 2007) foi publicado um estudo avaliando a precisa˜o dos modelos
PREVIVAZ e PREVIVAZH. Alguns dos resultados baseados na me´trica de Mean Absolute
Percentage Error (MAPE) podem ser vistos na Tab. 1.
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Tabela 1: MAPE dos modelos Previvaz (1997 a 2004) e Previvazh (2000 a 2001)
Usina Desvio Previvaz (%) Desvio Previvazh (%)
Itaipu 15,5 30,4
Furnas 27,9 24,2
Paraibuna 28,6 37,2
Treˆs Marias 35,3 31,8
Serra da Mesa 35,4 51,7
Passo Real 42,0 27,9
Ita´ 67,7 -
E´ possı´vel observar que para algumas das usinas os desvios sa˜o considera´veis, indicando
que e´ importante a aplicac¸a˜o de outros me´todos que permitam realizar melhores previso˜es. Den-
tre as metodologias modernas existentes, destaca-se a te´cnica de inteligeˆncia artificial, denomi-
nada Rede Neural Artificial (RNA). Estas foram concebidas com base no sistema nervoso hu-
mano, e sa˜o implementadas de maneira a ”imitar”as caracterı´sticas de plasticidade e renovac¸a˜o
do ce´rebro humano que sa˜o a base do aprendizado por experieˆncia (Haykin, 2009).
Estruturalmente, as RNAs possuem como unidades mais ba´sicas os neuroˆnios, que sa˜o
agrupados em treˆs tipos de camadas: entrada, intermedia´ria(s) e saı´da. Os neuroˆnios da camada
de entrada devem ser conectados aos neuroˆnios da camada intermedia´ria que por sua vez de-
vem estar conectados aos neuroˆnios da camada de saı´da. A quantidade de neuroˆnios em cada
camada, assim como o pro´prio nu´mero de camadas sa˜o dois dos paraˆmetros varia´veis de uma
RNA, e, geralmente, esses valores sa˜o variados ate´ encontrar-se aqueles que gerem os melhores
resultados de acordo com me´tricas que podem ser escolhidas pelo usua´rio do modelo de RNA
(Haykin, 2009).
As RNAs sa˜o classificadas com base nas conexo˜es entre os neuroˆnios das diferentes cama-
das e no nu´mero de camadas que constituem a rede. Todavia, ha´ algumas classificac¸o˜es que sa˜o
consideradas como principais: redes neurais artificiais feedforward de camada simples e de ca-
madas mu´ltiplas, redes recorrentes e redes reticuladas. A terminologia feedforward e´ utilizada
para indicar que o fluxo de informac¸o˜es e´ unidirecional, ou seja, vai da camada de entrada ate´ a
camada de saı´da (Silva et al., 2010). A Figura 2 a seguir ilustra a rede feedforward de camadas
mu´ltiplas:
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Figura 2: Rede feedforward de camadas mu´ltiplas (Silva et al., 2010)
As conexo˜es entre os neuroˆnios da RNA da Fig. 2 sa˜o denominados de pesos sina´pticos
e representados por WLji , sendo que L representa o nu´mero da camada, e o ı´ndice ji indica que
WL e´ o peso sina´ptico conectando o j-e´simo neuroˆnio da camada L ao i-e´simo neuroˆnio da
camada L-1 (Silva et al., 2010). Esses pesos possuem valores que sofrem atualizac¸o˜es ao longo
do processo de aprendizado da RNA, ou seja, com o decorrer do tempo de execuc¸a˜o do modelo,
os pesos sina´pticos va˜o sofrendo modificac¸o˜es ate´ que haja convergeˆncia a uma resposta final,
que e´ a saı´da da rede. Em outras palavras, os pesos sina´pticos armazenam as informac¸o˜es sobre
o problema estudado, e o algoritmo de treinamento atualiza tais pesos ao longo do aprendizado.
O processo de aprendizado citado anteriormente pode ser classificado de duas maneiras:
supervisionado e na˜o-supervisionado. No treinamento supervisionado, e´ apresentado um par de
dados ao modelo, sendo que um dos dados e´ um sinal de entrada, e o outro e´ a saı´da do modelo
para aquele dado da entrada. A partir daı´, o dado de entrada e´ apresentado a` RNA, que fara´
o treinamento e ajuste dos pesos sina´pticos ate´ que o processo gere um dado como resultado
(um dado de saı´da que e´ baseado no dado de entrada), esse dado de saı´da sera´ comparado ao
dado de saı´da real, caso a diferenc¸a na˜o seja superior a uma certa toleraˆncia, pode-se dizer que
o resultado produzido pela rede foi satisfato´rio, do contra´rio e´ preciso repetir o treinamento. Ja´
no treinamento na˜o-supervisionado, na˜o existe um par de dados, apenas a entrada e´ conhecida,
e a partir daı´ a rede neural precisa fazer os ajustes necessa´rios nos paraˆmetros para determinar
um modelo com boa generalizac¸a˜o (Abu-Mostafa et al., 2012).
Adicionalmente, o aprendizado pode ser realizado de duas maneiras diferentes: por lote ou
online. Neste u´ltimo, N pares entrada-saı´da sa˜o apresentados a` rede e os pesos sa˜o atualizados
N vezes, enquanto que no primeiro todos os N pares entrada-saı´da sa˜o apresentados, mas os
pesos sa˜o atualizados apenas uma vez (Haykin, 2009).
Os trabalhos de (Ballini, 2000), (Faria, 2009), (Fayal, 2008), (Lachtermacher e Fuller,
1994) estudaram a aplicac¸a˜o de RNAs ao problema de previsa˜o de vazo˜es. A diferenc¸a deste
artigo, com relac¸a˜o aos demais, esta´ na inovac¸a˜o do desenvolvimento da ferramenta computaci-
onal que foi implementada utilizando-se dos conceitos de redes neurais artificiais, mas em uma
plataforma aberta, ao inve´s de ferramentas ou pacotes prontos.
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2 METODOLOGIA
2.1 Algoritmo de retropropagac¸a˜o
O processo de aprendizado citado na sec¸a˜o anterior e´ realizado atrave´s de um dado al-
goritmo. Na realidade, existem diversos algoritmos de aprendizado, e cada um possui suas
vantagens e desvantagens. Neste trabalho, a ferramenta computacional aplica o algoritmo de
retropropagac¸a˜o (backpropagation), que e´ baseado no me´todo do gradiente descendente (Bal-
lini, 2000). Este algoritmo altera os pesos da rede de modo a minimizar a diferenc¸a entre as
saı´das desejadas e as saı´das fornecidas pelo modelo, sendo que tal diferenc¸a e´ medida pela
func¸a˜o erro quadra´tico mostrada a seguir:
E =
1
2
∑
j
(dj − yj)2 (1)
Nesta equac¸a˜o, j e´ o ı´ndice referente a` saı´da do j-e´simo neuroˆnio da camada de saı´da, e yj
e dj sa˜o o valor de saı´da dado pelo modelo e o valor de saı´da desejado, respectivamente.
A minimizac¸a˜o de E pelo gradiente descendente ocorre em duas etapas denominadas forward
e backward (Rumelhart et al., 1986). Utilizando as mesmas notac¸o˜es da Fig. 2, a etapa forward
e´ descrita por duas simples equac¸o˜es: a primeira representa a entrada ponderada ILj ao j-e´simo
neuroˆnio de uma camada L:
ILj =
∑
j
xiw
L
ji (2)
E a outra e´ a equac¸a˜o de uma func¸a˜o de ativac¸a˜o na˜o-linear como a logı´stica, que e´ aplicada
a` entrada ponderada ILj , e representa a saı´da do j-e´simo neuroˆnio da camada L:
yLj =
1
1 + e−xiw
L
ji
(3)
Como citado anteriormente, o ı´ndice ji nas Eq. (2) e (3) significa que aquele e´ o peso
sina´ptico wL conectando o j-e´simo neuroˆnio da camada L ao i-e´simo neuroˆnio da camada L-1
ou ao i-e´simo sinal de entrada caso L seja a camada de entrada.
Ja´ a etapa backward e´ mais complicada, porque e´ preciso propagar as derivadas da camada
de saı´da ate´ a camada de entrada indicando que quanto mais camadas, maior a complexidade
desta fase. Assim sendo, a explicac¸a˜o da fase backward apresentada neste artigo sera´ baseada
em uma rede que possui apenas uma camada intermedia´ria, que sera´ identificada por L-1 e uma
camada de saı´da, que sera´ identificada por L.
O primeiro passo, e´ realizar o ca´lculo da derivada parcial ∂E/∂y para os neuroˆnios da
camada de saı´da. Logo, a partir da Eq. (1), chega-se a:
∂E
∂yj
= dj − yj (4)
Em seguida, e´ preciso determinar a variac¸a˜o dos sinais de entrada aos neuroˆnios da camada
de saı´da com relac¸a˜o a` variac¸a˜o do peso sina´ptico, o que pode ser feito atrave´s do ca´lculo da
derivada parcial ∂Ij/∂Wji
∂ILj
∂wLji
= yL−1j (5)
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A Eq. (5) possui tal resultado, porque os valores de entrada aos neuroˆnios da camada de
saı´da sa˜o os valores de saı´da dos neuroˆnios da camada intermedia´ria.
Por fim, calcula-se a variac¸a˜o do sinal de saı´da dos neuroˆnios da camada de saı´da com
relac¸a˜o ao sinal de entrada aos mesmos. Novamente, isso e´ possı´vel atrave´s do ca´lculo de
derivadas parciais, que neste caso e´ o resultado da derivada da func¸a˜o logı´stica (Eq. 3).
∂yLj
∂ILj
= yLj (1− yLj ) (6)
Juntando os resultados das Eqs. (4), (5) e (6), e´ possı´vel calcular a variac¸a˜o da func¸a˜o erro
total com relac¸a˜o ao ajuste dos pesos sina´pticos
∂E
∂wLji
= (dj − yj)[yLj (1− yLj )]yL−1j (7)
E esta u´ltima equac¸a˜o e´ a que pode ser utilizada para atualizar os pesos sina´pticos da ca-
mada de saı´da.
Apo´s calcular o ajuste dos pesos sina´pticos da camada de saı´da, e´ preciso dar sequeˆncia a
fase backward e calcular qual deve ser o ajuste dos pesos sina´pticos da camada intermedia´ria
de maneira similar ao que foi feito para a camada de saı´da com a diferenc¸a de que e´ mais fa´cil
calcular a variac¸a˜o dos sinais de entrada aos neuroˆnios da camada intermedia´ria com relac¸a˜o ao
ajuste dos pesos sina´pticos. Portanto:
∂ILj
∂wLji
= xi (8)
Isto porque o termo ILj vem da Eq. (2).
A Eq. (8) pode ser utilizada para calcular a variac¸a˜o da saı´da dos neuroˆnios da camada
intermedia´ria com relac¸a˜o ao sinal de entrada dos mesmos que, neste caso, e´ o sinal de entrada
da rede neural, enquanto que para os neuroˆnios da camada de saı´da o sinal de entrada era
determinado pela saı´da dos neuroˆnios da camada intermedia´ria. Logo:
∂yLj
∂ILj
= yLj (1− yLj ) (9)
que e´ igual a` Eq. (6), porque a func¸a˜o logı´stica foi utilizada novamente.
Finalmente, e´ preciso calcular o termo ∂E/∂yLj j que pode ser obtido atrave´s dos seguintes
passos:
∂E
∂yLj
=
n2∑
k=1
∂E
∂IL+1k
· ∂I
L+1
k
∂yLj
(10)
∂E
∂yLj
=
n2∑
k=1
∂E
∂IL+1k
· wL+1kj (11)
Sendo que e´ importante observar que na Eq. (11) o ı´ndice do termo do peso sina´ptico e´ kj
o que significa que aquele e´ o peso sina´ptico conectando os neuroˆnios da camada de saı´da a um
neuroˆnio j da camada intermedia´ria.
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Agora basta juntar os termos das Eqs. (8), (9) e (11)
∂E
∂wLji
=
n2∑
k=1
∂E
∂IL+1k
· wL+1kj · yLj (1− yLj ) · xi (12)
Ambas as Eqs. (7) e (12) sa˜o utilizadas na equac¸a˜o abaixo, que e´ a equac¸a˜o do gradiente
descendente.
∆w = −η∂E
∂w
(13)
Onde η e´ denominado taxa de aprendizagem, e o sinal negativo representa a busca por uma
mudanc¸a no termo wji que reduza o valor de E. Um alto valor de η resulta em aprendizagem
ra´pida, pore´m tambe´m aumenta o risco da rede tornar-se insta´vel provocando a saturac¸a˜o dos
neuroˆnios. Se a taxa for baixa, as mudanc¸as nos pesos sina´pticos sera˜o cada vez menores, logo
aumenta a espera ate´ que a condic¸a˜o de convergeˆncia seja atingida (Ballini, 2000).
No entato, uma simples modificac¸a˜o na Regra Delta (Eq. 13), que permite aumentar a
velocidade de aprendizagem, e´ o uso de um termo denominado momentum, α, que varia de 0 a
1, e determina a contribuic¸a˜o relativa do gradiente atual e os gradientes anteriores a atualizac¸a˜o
do peso (Ballini, 2000; Rumelhart et al., 1986). Com esta alterac¸a˜o, a Eq. (13) passa a ser:
∆w(t) = −η ∂E
∂w(t)
+ α∆w(t− 1) (14)
que e´ conhecida como Regra Delta Generalizada (Ballini, 2000; Rumelhart et al., 1986).
2.2 Desenvolvimento do algoritmo
O algoritmo descrito acima foi implementado utilizando a linguagem de programac¸a˜o Java,
utilizando a biblioteca gra´fica JavaFX para criac¸a˜o da interface com o usua´rio. Os dados de
vaza˜o de todos os postos de medic¸a˜o foram armazenados em um banco de dados criado por meio
do Sistema Gerenciador de Banco de Dados MySQL. Todas essas ferramentas sa˜o softwares
livres e amplamente utilizados. A seguir esta˜o discutidos os dados utilizados no trabalho assim
como arquitetura da RNA escolhida, entre outros.
Se´rie histo´rica. Uma se´rie histo´rica de vazo˜es afluentes e´ uma sequeˆncia de valores mensais
correspondente a` me´dia dos valores instantaˆneos observados durante o meˆs, em um posto flu-
viome´trico (Silva et al., 2010). A se´rie histo´rica de vazo˜es para os aproveitamentos hidrele´tricos
que fazem parte do Sistema Interligado Nacional (SIN) foram obtidas atrave´s do arquivo VA-
ZOES.DAT, que foi extraı´do do deck de prec¸os do sistema NEWAVE, e que possui dados para
212 postos de medic¸a˜o de vazo˜es. A leitura do arquivo VAZOES.DAT foi realizada com o
auxı´lio da ferramenta VazEdit desenvolvida pelo ONS, e disponı´vel para download no sı´tio da
Caˆmara de Comercializac¸a˜o de Energia Ele´trica (CCEE). Depois de extraı´do do deck, o arquivo
gerado pelo VazEdit foi convertido para comma separated value (CSV), pois o MySQL possui
uma ferramenta para importac¸a˜o de dados contidos em arquivos CSV o que facilitou o trabalho.
Em (Sacchi, 2009), para o treinamento da RNA utilizaram-se os dados entre o perı´odo
de 1933 ate´ 1994 excetuando-se as vazo˜es do perı´odo 1972 a 1976, que apresentam um com-
portamento hidrolo´gico me´dio e que por isso foram utilizados na fase de teste dos paraˆmetros
ajustados durante o treinamento. Neste projeto, optou-se por utilizar o mesmo conjunto de
dados, sendo que 75% dos valores do conjunto de treinamento foram utilizados para ajuste
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dos paraˆmetros, e os 25% restantes foram utilizados para validac¸a˜o do modelo seguindo as
recomendac¸o˜es de (Haykin, 2009).
Uma vez que os dados foram adicionados ao banco de dados, por meio de instruc¸o˜es SQL
extraiu-se apenas os dados de vaza˜o contidos nos intervalos desejados, assim como poˆde-se
determinar a vaza˜o ma´xima para qualquer um dos postos contidos no arquivo VAZOES.DAT.
Dentre as se´ries histo´ricas dos 212 postos, escolheu-se focar o estudo no posto de Furnas,
que faz parte da bacia do Rio Parana´, devido a sua importaˆncia e localizac¸a˜o (Ballini, 2000;
Sacchi, 2009).
Pre´-processamento. Apesar da variada gama de te´cnicas de pre´-processamento existentes, neste
trabalho fez-se uso apenas do procedimento de normalizac¸a˜o dos dados, isto e´, faz-se a divisa˜o
de todos os valores de vazo˜es da se´rie histo´rica pela ma´xima vaza˜o registrada para a usina.
Desse modo, ficou garantido que os valores de entrada da rede estariam no intervalo [0,1], ga-
rantindo a estabilidade nume´rica da RNA (Sacchi, 2009), assim como a compatibilidade com a
func¸a˜o sigmo´ide (ou logı´stica) ja´ que o domı´nio de tal func¸a˜o e´ [0,1].
Ale´m disso, foi necessa´rio manipular o vetor que armazenava os dados extraı´dos do banco
de dados. Neste caso, os dados foram manipulados para que eles ficassem de acordo com o que
e´ definido pela teoria das redes perceptron multicamadas de entradas atrasadas no tempo com
configurac¸a˜o focada(do ingleˆs, focused time-lagged feedforward network - TDNN). Esta e´ uti-
lizada para prever valores futuros a partir de um instante qualquer t em func¸a˜o do conhecimento
dos valores temporariamente anteriores. Matematicamente:
x(t) = f(x(t− 1), x(t− 2), . . . , x(t− np) (15)
onde np e´ a ordem do preditor que determina a quantidade de amostras passadas necessa´rias
para realizar a previsa˜o, que e´ o mesmo que determinar o nu´mero de neuroˆnios da camada de
entrada. E´ importante notar que a Eq. (15) e´ da famı´lia dos modelos auto-regressivos (Silva
et al., 2010).
As redes perceptron multicamadas de entradas atrasadas no tempo com configuarac¸a˜o fo-
cada recebem este nome, porque uma linha de atraso e´ inserida apenas a` camada de entrada da
rede, sendo que, quando foi concebida a ideia, os atrasos eram inseridos em todas as camadas.
A linha de atraso atua como uma memo´ria, isto e´, as amostras anteriores sa˜o sempre inseri-
das dentro da rede sem que haja necessidade de realimentac¸a˜o. A Figura 3 abaixo, ilustra a
topologia da rede (Silva et al., 2010).
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Figura 3: Rede com atraso de tempo focado
De acordo com a Fig. 3 acima, a rede tentara´ ajustar as matrizes de pesos visando minimizar
o erro E(t), que e´ a diferenc¸a entre x(t) e y(t).
Para o caso deste estudo optou-se por utilizar a informac¸a˜o das vazo˜es de 12 meses como
entrada, para enta˜o fazer a previsa˜o para um meˆs seguinte qualquer, isto e´, poder-se-ia estimar
a vaza˜o de qualquer meˆs utilizando as vazo˜es dos 12 meses anteriores a`quele meˆs.
A Figura 4 exemplifica como ocorreu a montagem dos vetores que foram utilizados para o
treinamento e teste da rede.
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Figura 4: Janela deslizante ilustrando o processo de montagem dos vetores (Adaptado de Silva et al. (2010))
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As linhas tracejadas da Fig. 4 representam uma ”janela” em que o u´ltimo valor mais a
direita da janela e´ aquele que sera´ aproximado utilizando os onze valores a esquerda. Em
seguida, a ”janela” e´ movida para a direita de modo que o valor que fora previsto na etapa
anterior sera´ utilizado para calcular o pro´ximo valor e assim por diante ate´ que seja feita o
nu´mero de previso˜es desejada.
Definic¸a˜o dos paraˆmetros da RNA. Para o sucesso do algoritmo de RNA baseado no me´todo
de retropropagac¸a˜o e´ importante a definic¸a˜o dos seguintes paraˆmetros: nu´mero de camadas,
nu´mero de neuroˆnios nas camadas de entrada, intermedia´ria e de saı´da, inicializac¸a˜o dos pe-
sos sina´pticos, taxa de aprendizagem, termo momento, ordem do termo preditor e func¸a˜o de
ativac¸a˜o (Silva et al., 2010).
Devido ao grande nu´mero de paraˆmetros livres, e tambe´m ao grande nu´mero de combinac¸o˜es
possı´veis, diversos autores definiram heurı´sticas que permitem estimar tais paraˆmetros com
maior precisa˜o mais rapidamente. No entanto, neste trabalho optou-se pelo processo de ten-
tativa e erro que, apesar de muito mais trabalhoso, permitiu entender melhor o processo de
aprendizado do algoritmo. Logo, foram feitas diversas observac¸o˜es do comportamento do al-
goritmo ate´ atingir a configurac¸a˜o que obteve melhor resultado.
Comec¸ando pelo nu´mero de camadas da rede neural, ficou definido que ela possuiria apenas
treˆs camadas (uma de entrada, uma intermedia´ria, e uma de saı´da), porque a mesma arquitetura
ja´ fora utilizada para estudar o mesmo problema (Ballini, 2000; Sacchi, 2009). Para determinar
o nu´mero de neuroˆnios da camada de entrada, definiu-se que tal nu´mero e a ordem do termo
preditor seriam iguais, e que o nu´mero de neuroˆnios da camada intermedia´ria seria igual a no
ma´ximo duas vezes mais um o nu´mero de neuroˆnios da camada de entrada, e haveria a presenc¸a
de apenas um neuroˆnio na camada de saı´da seguindo a metodologia das TDNN.
A inicializac¸a˜o dos pesos sina´pticos seguiu a regra aleato´ria, isto e´, como na˜o se tinha
nenhuma informac¸a˜o a priori que permitisse supor um bom valor para a inicializac¸a˜o destes
paraˆmetros, permitiu-se que os pesos fossem determinados de maneira aleato´ria pelo pro´prio
algoritmo (Haykin, 2009), e que eles seriam atualizados pelo algoritmo de retropropagac¸a˜o ate´
que a diferenc¸a entre o erro quadra´tico me´dio de duas iterac¸o˜es consecutivas fosse menor do
que 0.5× 10−6.
Dos paraˆmetros restantes (com excec¸a˜o da func¸a˜o de ativac¸a˜o que ja´ teve sua escolha jus-
tificada), a sua definic¸a˜o ocorreu ao longo da fase de teste do algoritmo, ou seja, apo´s finalizar
o algoritmo, foi necessa´rio variar tais paraˆmetros e avaliar a resposta final ate´ que um resultado
satisfato´rio fosse atingido.
Por fim, apo´s toda a fase de tentativa e erro, concluiu-se que as redes com melhores re-
sultados foram aquelas que possuı´am: 12 neuroˆnios na camada de entrada (igual a ordem do
termo preditor), 25 neuroˆnios na camada intermedia´ria, taxa de aprendizagem igual a 0.26 e
termo momentum igual a 0.1; 12 neuroˆnios na camada de entrada, 24 neuroˆnios na camada in-
termedia´ria, taxa de aprendizagem igual a 0.2 e termo momentum igual a 0.03; 12 neuroˆnios na
camada de entrada, 24 neuroˆnios na camada intermedia´ria, taxa de aprendizagem igual a 0.2 e
termo momentum igual a 0.05.
3 RESULTADOS
Nesta sec¸a˜o sera´ apresentada a interface gra´fica da ferramenta, bem como a ana´lise dos
resultados alcanc¸ados.
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Observe que nas Figs. 5 e 6 sa˜o apresentadas as telas finais da ferramenta, que tem como
objetivo tornar a ferramenta bastante amiga´vel aos usua´rios e tambe´m possibilita a utilizac¸a˜o da
mesma em treinamentos e ensino.
Figura 5: Tela inicial do sistema
Para que se possa utilizar a ferramenta apresentada na Fig. 5 se faz necessa´rio escolher um
dos 212 postos hidrolo´gicos disponı´veis pelo ONS. Assim que a escolha e´ feita, o gra´fico da
Fig. 6 e´ gerado para que o usua´rio possa ver a se´rie histo´rica completa de vazo˜es.
Figura 6: Tela apo´s escolha do posto a analisar
Apo´s escolhido o posto, o usua´rio pode selecionar as seguintes caracterı´sticas da rede:
nu´mero de neuroˆnios na camada de entrada, nu´mero de neuroˆnios na camada intermedia´ria,
taxa de aprendizado e termo momentum.
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Como fora explicado em sec¸o˜es anteriores o nu´mero de camadas foi fixado em treˆs, assim
como a quantidade de neuroˆnios na camada de saı´da foi fixada em um. Do mesmo modo, a fer-
ramenta foi testada utilizando 12 neuroˆnios na camada de entrada, 25 e 24 neuroˆnios na camada
intermedia´ria, taxa de aprendizagem igual a 0.2 e 0.26 e termo momentum igual a 0.03, 0.05 e
0.1. A escolha do nu´mero de neuroˆnios nas camadas de entrada e intermedia´ria foi feita de modo
a evitar o overfitting, que e´ quando a RNA ”memoriza”as respostas ao inve´s de ”aprender”e ser
capaz de gerar novos resultados. Ja´ as taxas de aprendizado e momentum foram selecionados
apo´s a realizac¸a˜o de diversas simulac¸o˜es, sendo interessante notar que baixos valores de taxa
de aprendizado e termo momentum geraram os melhores resultados, que podem ser vistos nos
gra´ficos a seguir (em todos os gra´ficos o eixo das ordenadas representa as vazo˜es normalizadas,
isto e´, os valores sa˜o adimensionais):
Figura 7: 12 neuroˆnios na camada de entrada, 25 na camada intermedia´ria, taxa de aprendizado 0.26 e
termo momentum 0.1
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Figura 8: 12 neuroˆnios na camada de entrada, 24 na camada intermedia´ria, taxa de aprendizado 0.2 e termo
momentum 0.03
Figura 9: 12 neuroˆnios na camada de entrada, 24 na camada intermedia´ria, taxa de aprendizado 0.2 e termo
momentum 0.05
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Figura 10: 12 neuroˆnios na camada de entrada, 25 na camada intermedia´ria, taxa de aprendizado 0.2 e
termo momentum 0.03
Num primeiro momento a ana´lise visual dos gra´ficos permitia avaliar o resultado da fase de
teste, que foi realizada com um conjunto de dados diferente daqueles utilizados nas etapas de
treinamento e validac¸a˜o. Isto e´, caso os pontos das curvas Observado e Resultados RN fossem
muito distantes ficava evidente que o objetivo, que era realizar a previsa˜o das vazo˜es afluentes,
na˜o foi atingido, e que o processo deveria ser repetido. Nas Figs. 7, 8, 9 e 10 e´ possı´vel ver que
as curvas acompanham a mesma tendeˆncia, e alguns pontos das curvas sa˜o coincidentes.
Em seguida a` leitura dos gra´ficos, foi necessa´rio analisar as me´tricas estatı´sticas adimen-
sionais Erro Quadra´tico Me´dio (EQM), Erro Percentual Me´dio (EPM) e Erro Relativo Me´dio
(MRE) para quantificar a qualidade dos resultados. O resultado das me´tricas EQM, EPM e
MRE pode ser observado na Tab. 2 abaixo, assim como o nu´mero de e´pocas de cada um dos
resultados:
Tabela 2: Me´tricas para avaliac¸a˜o dos resultados do conjunto de teste
Gra´fico E´pocas EQM EPM (%) MRE
Figura 7 92 5.43E-3 28.72 1.43E-1
Figura 8 152 5.10E-3 25.64 1.03E-1
Figura 9 117 5.59E-3 26.68 1.33E-1
Figura 10 93 6.08E-3 25.47 8.79E-2
Nos resultados acima, nota-se que, como na˜o foram feitas mudanc¸as significativas nos
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paraˆmetros livres (nu´mero de neuroˆnios e taxas de aprendizado e momentum) da RNA, o nu´mero
de e´pocas na˜o foi muito diferente para cada simulac¸a˜o. Do mesmo modo, as me´tricas da Tab.
2 tambe´m na˜o resultaram em valores muito discrepantes uns dos outros, e que sa˜o compara´veis
aos resultados expostos na Tab. 1, com destaque aos resultados das Figs. 8, 9 e 10, que foram
ligeiramente superiores aos resultados obtidos utilizando o modelo PREVIVAZ.
4 CONCLUSO˜ES
A previsa˜o das vazo˜es afluentes e´ uma atividade de alta complexidade e que deve ser estu-
dada atrave´s de diferentes te´cnicas de ana´lise de se´rie temporal para que seja possı´vel identificar
quais os modelos mais adequados. Neste trabalho foi escolhida a te´cnica das redes neurais arti-
ficiais, que ja´ foram estudadas por outros autores, e que geraram resultados promissores.
Diferente dos demais autores, que na maioria dos casos utilizaram ferramentas ja´ dis-
ponı´veis, foi feito um estudo do algoritmo de retropropagac¸a˜o, que e´ um dos mais empregados
a`s RNAs, para implementa-lo em linguagem de programac¸a˜o Java. Ale´m da implementac¸a˜o
do algoritmo, tambe´m foi dado foco a` interface gra´fica da ferramenta para que a mesma fosse
amiga´vel ao usua´rio. Para tanto a interface possui poucos campos para receber as entradas do
usua´rio e faz uso de gra´ficos para exibir as se´ries histo´ricas e os resultados.
Ao longo da realizac¸a˜o da etapa de simulac¸o˜es encontrou-se dificuldade para melhorar
os resultados gerados pela RNA. Em parte, isto e´ positivo ja´ que indica boa capacidade de
generalizac¸a˜o da rede, mas tambe´m indica que para conseguir melhores resultados talvez fosse
necessa´rio utilizar outras metodologias na etapa de pre´-processamento de dados ou ate´ testar
outros algoritmos de aprendizado diferentes do algoritmo de retropropagac¸a˜o, que podem pos-
suir caracterı´sticas especı´ficas capazes de melhorar ainda mais a performance da previsa˜o de
vazo˜es.
Ainda assim, ressalta-se novamente que foi possı´vel obter resultados melhores do que aque-
les produzidos pelo modelo PREVIVAZ, e tambe´m melhor do que os resultados obtidos pelos
modelos SONARX e SONARX-RBF, sem pre´-processamento dos dados, obtidos em (Sacchi,
2009) para uma se´rie similar a utilizada neste trabalho. O que demonstra ser promissora a
investigac¸a˜o da aplicac¸a˜o das RNA na tarefa de previsa˜o de vazo˜es afluentes a`s usinas hi-
droele´tricas.
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