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Referat
In diese Dissertation werden lineare retardierte Differentialgleichungen (DDEs) und
deren Lösungsoperatoren untersucht. Wir stellen eine neue Methode vor, mit der
die Lösungsoperatoren für autonome und nicht-autonome DDEs bestimmt werden.
Die neue Methode basiert auf dem Pfadintegralformalismus, der aus der Quanten-
mechanik und von der Analyse stochastischer Differentialgleichungen bekannt ist. Es
zeigt sich, dass die Lösung eines Delaysystems zum Zeitpunkt t durch die Integra-
tion aller möglicher Pfade von der Anfangsbedingung bis zur Zeit t gebildet werden
kann. Die Pfade bestehen dabei aus verschiedenen Schritten unterschiedlicher Län-
gen und Gewichte. Für skalare autonome DDEs können analytische Ausdrücke des
Lösungsoperators in der Literatur gefunden werden, allerdings existieren keine für
nicht-autonome oder höherdimensionale DDEs. Mithilfe der neuen Methode werden
wir die Lösungsoperatoren der genannten DDEs aufstellen und zusätzlich auf Delay-
systeme mit mehreren Delaytermen erweitern. Dabei bestätigen wir unsere Ergebnisse
sowohl analytisch wie auch numerisch.
Die gewonnenen Lösungsoperatoren verwenden wir anschließend zur Stabilitäts-
analyse periodischer Delaysysteme. Es werden zwei neue Verfahren präsentiert, die
mithilfe des Lösungsoperators den transformierten Monodromieoperator des Delay-
systems nähern und daraus die Stabilität bestimmen können. Beide neue Verfahren
sind spektrale Methoden für autonome sowie nicht-autonome Delaysysteme und ha-
ben keine Einschränkungen wie bei der bekannten Chebyshev-Kollokationsmethode
oder der Chebyshev-Polynomentwicklung. Die beiden bisherigen Verfahren beschrän-
ken sich auf Delaysysteme mit rationalem Verhältnis zwischen Periode und Delay. Au-
ßerdem werden wir eine bereits bekannte Methode erweitern und zu einer spektralen
Methode für periodische nicht-autonome Delaysysteme entwickeln. Wir bestätigen
alle drei neue Verfahren numerisch. Damit werden in dieser Dissertation drei neue
spektrale Verfahren zur Stabilitätsanalyse periodischer Delaysysteme vorgestellt.
Schlagwörter
Nichtlineare Dynamik, retardierte Differentialgleichung, Pfadintegrale, Nicht-auto-
nome Systeme, Propagator, Stabilität, Monodromieoperator, Chebyshevpolynome,
Kollokation, Galerkin-Methode
Abstract
In this thesis linear delay differential equations (DDEs) and its solutions operators
are studied. We present a new method to calculate the solution operators for auto-
nomous and non-autonomous DDEs. The new method is related to the path integral
formalism, which is known from quantum mechanics and the analysis of stochastic
differential equations. It will be shown that the solution of a time delay system at
time t can be constructed by integrating over all paths from the initial condition to
time t. The paths consist of several steps with different lengths and weights. Analytic
expressions for the solution operator for scalar autonomous DDEs can be found in
the literature but no results exist for non-autonomous or high dimensional DDEs.
With the help of the new method we can calculate the solution operators for such
DDEs and for time delay systems with several delay terms. We verify our results
analytically and numerically.
We use the obtained solution operators for the stability analysis of periodic time
delay systems. Two new methods will be presented to approximate the transformed
monodromy operator with the help of the solution operator and to get the stability.
Both new methods are spectral methods for autonomous and non-autonomous delay
systems and have no limitations like the known Chebyshev collocation method or
Chebyshev polynomial expansion. Both previously known methods are limited to
time delay systems with a rational relation between period and delay. Furthermore
we will extend a known method to a spectral method for non-autonomous time delay
systems. We verify all three new methods numerically. Hence, in this thesis three
new spectral methods for the stability analysis of periodic time delay systems are
presented.
Keywords
Nonlinear dynamics, Delay differential equations, Pathintegrals, Non-autonomous
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Typischerweise werden dynamische Systeme durch gewöhnliche Differentialgleichun-
gen (ordinary differential equations - ODEs) beschrieben. Allerdings können in vie-
len Fällen die Zeitverzögerungseffekte oder die Rückkopplung zeitverzögerter Effek-
te nicht vernachlässigt werden. Erhebliche Zeitverzögerungen wirken in gekoppelten
Systemen oder in Systemen mit Rückkopplung [1]. Beispiele physikalischer Syste-
me mit Zeitverzögerungseffekten sind Netzwerke gekoppelter Oszillatoren [2] oder
Chaoskontrolle mittels zeitverzögerter Rückkopplung [3–5]. Aus dem Maschinenbau-
bereich werden Ratterschwingungen bei Span-, Schneid- und Drehprozessen [6–8],
aktive Vibrationskontrolle [9] oder viele Probleme der Kontrolltheorie [10,11] mittels
zeitverzögerter Systeme beschrieben. In dieser Arbeit werden zeitverzögerte Systeme
als Delaysysteme bezeichnet, vom englischen Wort delay für Zeitverzögerung ab-
geleitet. Delaysysteme können außerdem im Bereich der Biologie [12, 13] oder der
Neurowissenschaft [14, 15] gefunden werden. Beispiele sind Modelle für Populations-
entwicklungen [16–19] oder die Mackey-Glass-Gleichung für die Produktion von Blut-
zellen [20–22]. Weiterhin können Phänomene der Klimadynamik [23,24] und Ökono-
mie [25] durch die Hinzunahme zeitverzögerter Effekte verstanden werden.
Im Allgemeinen werden dynamische Systeme mit Zeitverzögerung durch retar-
dierte Differentialgleichungen (delay differential equations - DDEs) beschrieben. Auf
der einen Seite können DDEs mittels numerischer Tools untersucht werden. Dafür
existieren z. B. einige wirkungsvolle Programme zur Darstellung von Trajektorien
(dde23 [26], ddesd [27]), für die Berechnung instabiler periodischer Lösungen [28,29],
für die lineare Stabilitätsanalyse [30–36] oder für die Bifurkationsanalyse (DDE-
BIFTOOL [37], Knut [38]). Auf der anderen Seite gibt es analytische Methoden,
wie z. B. die Methode der multiplen Skalen [39–41] oder die Reduktion der zentra-
len Mannigfaltigkeit [42–44]. Die Methoden werden häufig für die Analyse periodi-
scher Lösungen in der Nähe von Bifurkationspunkten, für die Analyse von schwach-
nichtlinearen Systemen und für die Analyse von stochastischen Systemen eingesetzt.
Besonders für die letzten beiden Anwendungen ist eine analytische Lösung linearer
DDEs sehr bedeutsam.
Bellman und Cooke entwickelten eine analytische Lösung von DDEs durch schritt-
weise Integration der DDEs, welche heutzutage als Methode der Schritte (method
of steps) [45, 46] bekannt ist. Die Methode der Schritte kann genutzt werden, um
einen expliziten Ausdruck des Lösungsoperators skalarer autonomer DDEs zu fin-
den [47,48]. Alternativ erhält man die gleichen Ergebnisse durch Laplacetransforma-
tion [46,49]. In [50] wurde der Lösungsoperator für autonome DDEs erster Ordnung
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1 Einleitung
mit verteiltem Delay durch eine diskretisierte Darstellung und Matrixoperatoren er-
halten. Andererseits kann die Lösung linearer autonomer DDEs auch in Eigenmo-
den dargestellt werden [51]. In diesem Fall ist es erforderlich, unendlich viele oder
zumindest alle dominanten charakteristischen Lösungen der DDEs zu bestimmen.
Für skalare autonome DDEs ist dies auf semi-analytischem Wege mittels Lambert-
W-Funktion [52–55] möglich. Im Allgemeinen sind allerdings numerische Methoden
erforderlich [56, 57]. Für mehrdimensionale autonome DDEs oder nicht-autonome
DDEs gibt es nur wenige Darstellungen des Lösungsoperators linearer DDEs und
diese beziehen sich nur auf einige Spezialfälle [58–60]. Momentan fehlen analytische
Ergebnisse für den allgemeinen Fall.
In dieser Arbeit wird eine neue Herangehensweise für die analytische Lösung linea-
rer DDEs präsentiert. Diese gilt sowohl für nicht-autonome wie auch für mehrdimen-
sionale Systeme. Die neue Methode ist ähnlich zur Pfadintegralbetrachtung, welche
z. B. in der Quantenmechanik [61–66] und der Analyse stochastischer ODEs [67–70]
gefunden werden kann. Es gibt auch vereinzelte Literatur über Pfadintegralmethoden
für stochastische DDEs [71,72]. Allerdings haben sich die Autoren nicht auf die ana-
lytische Lösung des deterministischen Teils des Delaysystems konzentriert. Die neue
Pfadintegralmethode für die Bestimmung des Lösungsoperators linearer DDEs wird
an mehreren Beispielen vorgestellt. Außerdem wird der Lösungsoperator genutzt, um
die Stabilitätsanalyse periodischer Delaysysteme zu verbessern.
Bisherige Verfahren, wie die Chebyshev-Kollokationsmethode [33, 73, 74] oder die
Chebyshev-Polynomentwicklung [33,75], bestimmen die Stabilität von Delaysystemen
mittels Näherung des Monodromieoperators und dessen Eigenwerten. Dabei erreichen
sie eine spektrale Konvergenz, allerdings werden die berechenbaren Delaysysteme auf
ein rationales Verhältnis zwischen Delay und Periode beschränkt. Bei der spektra-
len kontinuierlichen Zeitapproximation [32, 76] wird das periodische Delaysystem in
ein ODE-System umgeformt und es gibt keine Einschränkungen bezüglich Periode
und Delay. Jedoch wird bei nicht-autonomen Systemen keine spektrale Konvergenz
erreicht.
Andere Verfahren, wie die Semidiskretisierung [30,31], die Volldiskretisierung [77]
und die komplette Diskretisierung [78], berechnen eine Näherung des Monodromie-
operators durch Multiplikation von Übergangsmatrizen. Dabei kann das Delay und
die Periode beliebig gewählt werden, allerdings ist mit diesen Methoden keine spek-
trale Konvergenz möglich. Eine Übersicht der numerischen Methoden zur Stabilitäts-
analyse periodischer Delaysysteme kann in [79] gefunden werden.
Wir sehen, dass alle bisherigen Verfahren auf die eine oder andere Art und Weise
Einschränkungen haben. Wir präsentieren in dieser Arbeit zwei Methoden, die den
Lösungsoperator nutzen, um den transformierten Monodromieoperator zu nähern
und somit keine Bedingungen an das Delaysystem stellen. Beide Methoden gehören zu
den spektralen Verfahren und erweitern das Spektrum an Stabilitätsanalysetechniken.
Außerdem erweitern wir eine existierende Methode, um damit auch eine spektrale
Konvergenz zu erreichen.
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In dieser Arbeit werden wir in Abschnitt 2 die Lösungsoperatoren für verschie-
dene skalare Delaysysteme durch eine neue Betrachtungsweise herleiten, aufstellen
und durch etablierte numerische Verfahren bestätigen. Der folgende Abschnitt 3 er-
weitert die Ergebnisse auf höherdimensionale Delaysysteme, wodurch eine kompak-
te Darstellung des allgemeinen Lösungsoperators gefunden wird. Der Abschnitt 4
befasst sich mit der numerischen Implementierung der Ergebnisse. In Abschnitt 5
werden die Lösungsoperatoren genutzt, um neue Methoden der Stabilitätsanalyse
periodischer Delaysysteme zu entwickeln und mit bisherigen Verfahren zu verglei-
chen. Dabei präsentieren wir die Propagator-Galerkin-Methode und die Propagator-
Kollokationsmethode. Das doppelte Chebyshevverfahren wird ebenfalls in diesem Ab-
schnitt vorgestellt, wodurch wir insgesamt drei neue spektrale Verfahren einführen.
Eine Zusammenfassung dieser Arbeit wird in Abschnitt 6 gegeben.
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2 Propagatoren für Delaysysteme
Zuerst untersuchen wir die analytische Lösung linearen DDEs von skalaren Systemen
der Form
x˙(t) = α(t)x(t) + β(t)x(t− τ) , (2.1)
wo τ ein einzelnes konstantes Delay ist und die Anfangsbedingung durch x(t) = ϕ(t)
für −τ ≤ t ≤ 0 gegeben ist. Im Folgenden wird der Koeffizient α(t) als ODE-
Koeffizient bezeichnet. Dieser ist verbunden mit dem momentanen Zeitpunkt, wel-
cher auch in ODEs auftritt. Der andere Koeffizient β(t) wird als Delaykoeffizient
bezeichnet, da er dem Delayterm zugehörig ist. In diesem Abschnitt betrachten wir
den Propagator der Delaysysteme. Er ist der Lösungsoperator für das entsprechen-
de Delaysystem und wird in der Literatur unterschiedlich bezeichnet. Beispielsweise
heißt er in [49, 51] Propagator, in [80] fundamentale Matrix1, in [81] generalisierte
Green-Funktion und [82] gibt ihm keinen Namen. Der Propagator Ψ(t, t′) ist für
t, t′ > 0 definiert durch [80–82]
d
dt
Ψ(t, t′) = α(t)Ψ(t, t′) + β(t)Ψ(t− τ, t′) für t > t′ , (2.2a)
Ψ(t, t) = 1 (2.2b)
und
Ψ(t, t′) = 0 für t < t′ . (2.2c)
Mit anderen Worten ist der Propagator eine spezielle Lösung der DDE (2.1). Für
die Anfangsbedingung ϕ(0) = 1 und ϕ(ϑ) = 0 mit −τ ≤ ϑ < 0 ist x(t) = Ψ(t, 0)
die Lösung. Bei einem Dirac-Delta-Peak als Anfangsfunktion ϕ(t) = δ(t− (t0 − τ)),
0 ≤ t0 < τ bestimmt der Propagator die Lösung als x(t) = β(t0)Ψ(t, t0). Die allge-
meine Lösung der DDE (2.1) wurde mehrfach in der Literatur [46,80–82] hergeleitet,
bewiesen und lautet für t > 0:
x(t) = Ψ(t, 0)ϕ(0) +
τ∫
0
Ψ(t, t′)β(t′)ϕ(t′ − τ) dt′ . (2.3)
1In [80] wurde nur der höherdimensionale Fall betrachtet, wo der Propagator eine Matrix ist.
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2 Propagatoren für Delaysysteme
Für autonome Systeme mit konstanten Koeffizienten α(t) = α und β(t) = β wird
anhand der Definition Gl. (2.2) deutlich, dass der Propagator translationsinvariant
ist. Er hängt nur von der Differenz der Zeiten t und t′ ab und kann geschrieben
werden als Ψ(t, t′) = Ψ(t− t′, 0) = Ψ(t− t′).
Nachfolgend werden wir die neue Pfadintegralmethode zur Bestimmung des Pro-
pagators präsentieren. Die neue Methode wird als erstes an autonomen Systemen
demonstriert und danach auf nicht-autonome Systeme erweitert. Im Anschluss wird
das Verfahren auf endlich viele Delayterme ausgeweitet.
2.1 Autonomer Fall
Wir betrachten Gl. (2.1) mit konstanten Koeffizienten α(t) = α und β(t) = β. In
einem ersten Schritt wird die Zeit diskretisiert zu tn = n∆t, n ∈ Z. Die Schrittweite
∆t wird so gewählt, dass das Delay τ ein Vielfaches davon ist, τ = d∆t mit d ∈ N.
Der Parameter d + 1 beschreibt die Dimension der Diskretisierung. Mit Hilfe des
expliziten Euler-Verfahrens kann die Gl. (2.1) genähert werden zu
xn = axn−1 + bxn−1−d (2.4)
mit xn = x(tn), a = 1 +α∆t und b = β∆t. Gleichung (2.4) kann genutzt werden, um
eine iterative Lösung des Delaysystems zu erhalten. Der erste Schritt ist
x1 = aϕ0 + bϕ−d (2.5)
mit ϕn = ϕ(tn) für n ≤ 0 als Anfangsbedingung des Delaysystems. Die nächsten
beiden Schritte sind
x2 = ax1 + bϕ1−d = a2ϕ0 + abϕ−d + bϕ1−d , (2.6)
x3 = ax2 + bϕ2−d = a3ϕ0 + a2bϕ−d + abϕ1− d+ bϕ2−d . (2.7)
Die allgemeine Lösung xn nach n Zeitschritten lautet
xn = P (n)ϕ0 + b
d∑
j=1
P (n− j)ϕj−d−1 , (2.8)










Die Klammern b·c stellen die Gaußklammern dar, d. h., es wird bei bzc auf die größte
ganze Zahl abgerundet, die kleiner oder gleich z ist (bzc = max(k ∈ Z) mit k ≤ z).
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2.1 Autonomer Fall
Der Propagator P (`) des diskretisierten Systems ist ähnlich zu Gl. (2.2) definiert
durch
P (n) = aP (n− 1) + bP (n− 1− d) für n > 0 , (2.10a)
P (0) = 1 (2.10b)
und
P (n) = 0 für n < 0 . (2.10c)
Die Gl. (2.8) mit dem Propagator (2.9) ist bekannt und kann zum Beispiel in [47]
gefunden werden. In allgemeineren Systemen, z. B. für höherdimensionale DDEs mit
zeitabhängigen Koeffizienten oder mehreren Delays, ist die Herleitung einer allge-
meinen Formel für den Propagator, ähnlich zu Gl. (2.9), mittels einer schrittweisen
Lösung des diskretisierten Systems sehr kompliziert. Wir präsentieren an dieser Stel-
le eine neue Interpretation von Gl. (2.9), welche uns ermöglicht, die Propagatoren
komplexerer Systeme zu konstruieren. Die allgemeine Gl. (2.9) für den Propagator
P (`) des Delaysystems kann interpretiert werden als eine Summation aller möglichen
Pfade der Länge `, wobei ein Pfad eine Kombination aus ODE- und Delayschritten
ist. Die ODE-Schritte haben die Länge eins (Länge ∆t in der originalen Zeitskala)
und das Gewicht a, welches mit dem ODE-Koeffizienten α verbunden ist. Dagegen
haben die Delayschritte die Länge d + 1 (Länge τ in der originalen Zeitskala) und
das Gewicht b, zugehörig zum Delaykoeffizienten β. Der Binomialkoeffizent in Gl.
(2.9) gibt die Anzahl der Kombinationen an, die Delayschritte anzuordnen. D. h., es
ist die Anzahl, aus ` − kd möglichen Positionen k Positionen für die Delayschritte
auszuwählen. Die unterschiedlichen Pfade können anschaulich mittels des Pfadbildes,
welches in der Abb. 2.1 dargestellt ist, verdeutlicht werden.
In Abb. 2.1 (a)-(c) sind mittels des Pfadbildes drei Terme (Pfade) des Propagators
P (`) aus Gl. (2.9) für ` = 10 und d = 4 dargestellt. Nach Gl. (2.8) erhalten wir die
Lösung des Delaysystems durch die Summe aller möglichen Pfade aller Anfangswerte
ϕj−d−1, j = 1, . . . , d + 1, was in der Abb. 2.1 (d) gezeigt ist. Für j < d + 1 muss
der erste Schritt ein Delayschritt sein, da mit einem ODE-Schritt keine positive Zeit
erreicht werden würde.
Die Lösung des diskreten Systems Gl. (2.8) ist eine Näherung der Dynamik des
originalen Systems Gl. (2.1), welche mit abnehmender Schrittweite ∆t genauer wird.
Eine exakte kontinuierliche Lösung für das originale unendlichdimensionale System
erhalten wir mittels des Grenzübergangs ∆t → 0 in den Gln. (2.8) und (2.9). Die
entsprechende Lösung ist analog zu Gl. (2.3) gegeben durch
x(t) = Ψ(t)ϕ(0) + β
τ∫
0
Ψ(t− t′)ϕ(t′ − τ) dt′ (2.11)
13





a a a a a a a a a a
`











Abbildung 2.1: Pfadbild, Interpretation des Pfadintegrals, der Lösung für die Werte
d = 4 und ` = 10. (a)-(c) Der Propagator (2.9) ist die Summe aller
möglichen Pfade der Länge `. (a) Für k = 0 besteht der Pfad nur
aus ` ODE-Schritten (rot durchgezogen). (b) Für k = 1 werden d+ 1
ODE-Schritte durch einen Delayschritt (blau gestrichelt) ersetzt. Die
Anzahl aller möglichen Kombinationen wird durch den Binomialko-





mögliche Positionen für den Delayschritt. (c) Für k = 2 werden die
verbleibenden d+ 1 ODE-Schritte durch einen weiteren Delayschritt
ersetzt. (d) Die Lösung (2.8) besteht aus allen Pfaden, die von den
Anfangswerten ϕj−d−1, j = 1, . . . , d (grauer Bereich) und ϕ0 zur Lö-
sung bei der Zeit n führen. Vom Startpunkt ϕ0 aus ist die Länge des
Propagators n. Von den anderen Anfangswerten in der Vergangenheit
(grauer Bereich) aus muss der erste Schritt ein Delayschritt sein und









Für ϑ < 0 wird die obere Summationsgrenze kleiner null, es entsteht eine leere Summe
und der Propagator ist null.
Im Propagator des kontinuierlichen Systems kann ein ODE-Abschnitt2 eine belie-
bige Länge ϑ mit dem Gewicht eαϑ haben. Ein Delayschritt hat die Länge τ mit dem
Gewicht β. Der letzte Term in Gl. (2.12) beschreibt die unterschiedliche Verteilungs-
möglichkeit der k Delayschritte und der ODE-Abschnitte mit einer verbleibenden
Länge von ϑ − kτ . Der Propagator Ψ(ϑ) ist translationsinvariant, denn die Koeffi-
zienten des dazugehörigen Delaysystems sind zeitinvariant. In Abb. 2.2 zeigen wir
2Im kontinuierlichen Fall hat ein ODE-Schritt eine infinitesimale Länge. Deswegen sprechen wir
in diesem Fall von ODE-Abschnitten und nicht mehr von ODE-Schritten.
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2.1 Autonomer Fall
den Vergleich zwischen der analytischen Lösung aus Gl. (2.11) mit Gl. (2.12) und
der numerischen Lösung, die mithilfe der Matlab Funktion dde23 [26] berechnet
wurde.










Abbildung 2.2: Die analytische Lösung aus Gl. (2.11) (rote Punkte) stimmt sehr gut
mit der numerischen Lösung von der Matlab Routine dde23 (blaue
Linie) überein. Die Parameter sind α = −1, β = −2, τ = 1 und die
Anfangsfunktion ϕ(t) = 1 für −τ ≤ t ≤ 0 wurde genutzt.
Die analytischen (rote Punkte) und numerischen (blaue Linie) Ergebnisse stimmen
sehr gut überein und bestätigen die Gln. (2.11) und (2.12). Außerdem ist im Anh.
A.1 der analytische Beweis aufgeführt, dass die Gl. (2.11) mit dem Propagator (2.12)
die Lösung der DDE (2.1) mit konstanten Koeffizienten ist.
Die konkrete Gestalt des Propagators Gl. (2.12) kann auch mittels Laplacetransfor-
mation und inverser Laplacetransformation der DDE [49] oder mithilfe der Methode
der Schritte [47, 48] gefunden werden. Außerdem sind noch andere Darstellungen
des Propagators möglich, wenn die Anfangsfunktion ϕ(t) oder Lösung x(t) in einer





1− ατ + λkτ für ϑ > 0 . (2.13)
In Gl. (2.13) ist der Propagator in Termen der Eigenmoden eλkϑ der skalaren auto-
nomen DDE gegeben, wobei λk die charakteristischen Exponenten oder die Nullstel-
len der charakteristischen Gleichung sind. Ein Nachteil von Gl. (2.13) ist, dass erst
die charakteristischen Nullstellen λk der DDE berechnet werden müssen, bevor der
Propagator bestimmt werden kann. Andererseits ist Gl. (2.13) sehr nützlich für das
15
2 Propagatoren für Delaysysteme
asymptotische Verhalten des Propagators. Für große ϑ ist nur der Term, in welchem
die Nullstelle λk den größten Realteil hat, dominierend. Bei Gl. (2.12) hingegen kann
der Propagator ohne die charakteristischen Nullstellen λk bestimmt werden, was ef-
fizienter und nützlicher ist für das Kurzzeitverhalten. Für größere ϑ steigt allerdings
der numerische Aufwand für die Berechnung des Propagators mit Gl. (2.12) an.
2.2 Mehrere Delayterme
In diesem Abschnitt erweitern wir die skalare lineare DDE auf l Delayterme mit l ∈ N
x˙(t) = αx(t) +
l∑
q=1
βqx(t− τq) . (2.14)
Die Delayterme sind geordnet nach τ1 > τ2 > . . . > τl und die Koeffizienten sind
autonom. Das Pfadbild wird auch erweitert. Es sind unterschiedliche Delayschritte
möglich, die das Gewicht βq haben und die Länge τq. Nichtsdestotrotz ist die Vorge-
hensweise analog zu dem Pfadbild mit einem Delayterm. Zu beachten ist lediglich,
dass bei einem Start in der Vergangenheit (j < d + 1) mit dem zwingend ersten
Delayschritt eine positive Zeit erreicht werden muss. Für die Lösung ergibt sich






























Der Propagator Ψ(ϑ) ist analog zu Gl. (2.2) definiert, wobei er bei mehreren Delay-
termen die DDE (2.14) für t, t′ > 0 erfüllen muss:
d
dt
Ψ(t− t′) = αΨ(t− t′) +
l∑
q=1
βqΨ(t− t′ − τq) für t > t′ , (2.17a)
Ψ(0) = 1 (2.17b)
und
Ψ(t− t′) = 0 für t < t′ . (2.17c)
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2.2 Mehrere Delayterme
Im Anh. A.2 ist der analytische Beweis, dass der Propagator (2.16) die Definition
Gl. (2.17) erfüllt.
Bei der Lösung (2.15) ist zu erkennen, dass nur über den Teil der Anfangsfunkti-
on ϕ(t) integriert wird, wo mit einem entsprechenden Delayschritt eine positive Zeit
erreicht wird. Der Propagator belegt die Strecke mit ODE-Abschnitten der Länge
ϑ und dem Gewicht eαϑ. Diese ODE-Abschnitte können durch entsprechende De-
layschritte der Länge τp und dem Gewicht βp ersetzt werden. Dafür muss das ur-
sprüngliche Gewicht durch die Korrektur e−ατp pro Delayschritt angepasst werden.
Delayschritte können nur eingefügt werden, wenn die Strecke dafür lang genug ist.
Dies wird durch die Obergrenzen der Summen reguliert. Der Quotient am Ende des
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Abbildung 2.3: Für die instabile Schwingung mit fünf Delaytermen stimmt die ana-
lytische Lösung aus der Gl. (2.15) (rote Punkte) gut mit der nume-
rischen Lösung von Matlab (blaue Linie) überein. Die verwendeten
Parameter sind im Text angegeben.
Eine numerische Überprüfung der Lösung (2.15) mit dem Propagator (2.16) zeigen
wir mithilfe vonMatlab. Es wird ein Delaysystem mit fünf Delaytermen im Bereich
0 ≤ t ≤ 40 betrachtet. Die verschiedenen Parameter sind α = −1, β1 = −1, β2 =
−0,9, β3 = −0,8, β4 = −0,7, β5 = −0,6, τ1 = 1, τ2 = 0,8, τ3 = 0,6, τ4 = 0,5
und τ5 = 0,4. In der Abb. 2.3 ist die implementierte analytische Lösung (2.15) (rote
Punkte) im Vergleich zur numerischen Lösung vonMatlab (blaue Linie) dargestellt.
Beide Kurven stimmen sehr gut überein.
Zusammenfassend lässt sich sagen, dass wir die Lösung der DDE mit l Delaytermen
(2.14) ohne größere Probleme aus dem einfacheren Fall mit einem Delayterm herleiten
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und gut mittels des Pfadbildes erklären können.
2.3 Nicht-autonomer Fall
Für den nicht-autonomen Fall ist es deutlich schwieriger oder sogar unmöglich, mit
den oben genannten herkömmlichen Methoden, wie Methode der Schritte, Lapla-
cetransformation oder Eigenmodenentwicklung, den Propagator zu bestimmen. Wir
werden an drei Beispielen zeigen, dass es mithilfe der Pfadintegralinterpretation mög-
lich ist, den Propagator für nicht-autonome Systeme effektiv zu bestimmen. Die Lö-
sung von nicht-autonomen DDEs ist aus der Literatur [46, 80, 82] und aus Gl. (2.3)
bekannt. Im Gegensatz zu Gl. (2.11) für die Lösung von autonomen DDEs ist in Gl.
(2.3) für die Lösung von nicht-autonomen DDEs der Propagator Ψ(t, t′) nicht länger
translationsinvariant und das Gewicht β(t′) des ersten Delayschrittes der Anfangs-
funktion ist zeitabhängig.
Als erstes betrachten wir den Fall eines konstanten Delaykoeffizienten β(t) = β
und eines periodischen ODE-Koeffizienten α(t) = α(t− τ), wo die Periode des ODE-
Koeffizienten α(t) gleich dem Delay τ ist. Das bedeutet bei der Pfadintegralinter-
pretation des Propagators, dass das Gewicht des ODE-Koeffizienten periodisch mit
der Zeit variiert. Insbesondere für t − t′ < τ besteht der Propagator nur aus einem
ODE-Abschnitt, der durch die Gewichtsfunktion




, t− t′ < τ (2.18)
bestimmt wird. Für den Bereich t− t′ ≥ τ kommen mögliche Delayschritte hinzu. Im
Allgemeinen können wir einen ODE-Abschnitt der Länge τ durch einen Delayschritt
mit dem Gewicht β ersetzen. In diesem Fall wird das Gewicht des ODE-Abschnitts
durch den Faktor e−
∫ τ
0 α(t˜)dt˜ korrigiert. Die Korrektur ist komplett unabhängig von der
Position des Delayschrittes, denn die Länge des Delayschrittes ist τ und somit gleich












(t− t′ − kτ)k
k!
, (2.19)
wobei für t < t′ eine leere Summe entsteht und der Propagator null ist. Für einen
konstanten ODE-Koeffizienten α(t) = α vereinfacht sich Gl. (2.19) zu Gl. (2.12)
mit ϑ = t − t′. In Abb. 2.4(a) wurde die analytische Lösung von Gl. (2.3) mit
dem Propagator Gl. (2.19) (rote Punkte) und die numerische Lösung der Matlab-
Funktion dde23 (blaue Linie) verglichen. Beide Lösungen stimmen nahezu perfekt
überein.
Als nächstes betrachten wir einen konstanten ODE-Koeffizienten α und einen zeit-























Abbildung 2.4: Die analytische Lösung (rote Punkte) und die numerische Lösung von
Matlab (blaue Linie) stimmen gut überein für die nicht-autonomen
DDEs mit (a) α(t) = sin 2pit und β = −2 entsprechend Gl. (2.19) und
(b) α(t) = sin 2pit und β(t) = sin t entsprechend Gl. (2.21). In beiden
Beispielen ist das Delay τ = 1 und die Anfangsfunktion ϕ(t) = 1 für
−τ ≤ t ≤ 0.
der Delayschritte abhängig von deren Positionen. Dadurch ist es nicht mehr mög-
lich, alle Pfade mit k Delayschritten zusammenzufassen. Stattdessen wird jeder Pfad














mit ϑ0 = t′, wobei das Produkt als Mehrfachintegration interpretiert werden muss.
Für t < t′ bekommen wir eine leere Summe und der Propagator Ψ(t, t′) ist null. Falls
β(t) konstant ist, können die Integrale gelöst werden und es folgt Gl. (2.12).
Im letzten Fall kombinieren wir die gewonnenen Erkenntnisse und betrachten einen
periodischen ODE-Koeffizienten α(t) = α(t−τ) mit der Periode τ sowie einen zeitab-
hängigen Delaykoeffizienten β(t). In diesem Fall ist es trotzdem möglich, die Gewichte
der ODE-Abschnitte zu einem Term zusammenzufassen, denn die Länge eines De-
layschrittes ist weiterhin τ und damit gleich der Periode des ODE-Koeffizienten α(t).














β(ϑp) dϑp . (2.21)
In der Abb. 2.4(b) ist zu erkennen, dass die analytische Lösung (rote Punkte)
gut mit den numerischen Ergebnissen der Matlab-Funktion dde23 (blaue Linie)
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übereinstimmt. Außerdem wird der Propagator (2.21) für die nicht-autonome DDE
durch einen analytischen Beweis im Anh. A.3 bestätigt.
Bei den vorgestellten Propagatoren ist die Anzahl der Summanden abhängig von
dem Verhältnis zwischen der Zeit t−t′ und dem Delay τ . Für kleine3 Zeiten t−t′ ist die
Berechnung der Propagatoren sehr effizient, da nur wenige Summanden aufsummiert
werden müssen. Für den Fall, dass die Zeit t−t′ kleiner als das Delay τ ist, reduzieren
sich die Propagatoren auf einen einzigen Summanden, der berechnet werden muss.
Dies ist ein Vorteil der Propagatoren, die mittels der neuen Pfadintegralmethode
aufgestellt wurden.




In diesem Abschnitt erweitern wir die Pfadintegralmethode auf beliebige lineare
nicht-autonome DDEs mit mehreren Dimensionen. In diesem Fall ist das Delaysystem
gegeben durch die DDE
x˙(t) = A(t)x(t) +B(t)x(t− τ) , (3.1)
wobei x(t) der Lösungsvektor undA(t),B(t) die Koeffizientenmatrizen sind. Die An-
fangsfunktion ist x(t) = ϕ(t) für−τ ≤ t ≤ 0. Viele Erkenntnisse aus dem Abschnitt 2
können in diesem Abschnitt für höherdimensionale Systeme wiederverwendet werden.
Beispielsweise lässt sich die allgemeine Lösung (2.3) auf höhere Dimensionen erwei-
tern und ist in Termen des Matrixpropagators Ψ(t, t′) durch
x(t) = Ψ(t, 0)ϕ(0) +
τ∫
0
Ψ(t, t′)B(t′)ϕ(t′ − τ) dt′ (3.2)
gegeben. Die allgemeine Lösung ist aus [46, 80, 82] bekannt. Der Matrixpropagator
Ψ(t, t′) wird analog zu Gl. (2.2) folgendermaßen für höherdimensionale Delaysysteme
mit t, t′ > 0 definiert:
d
dt
Ψ(t, t′) = A(t)Ψ(t, t′) +B(t)Ψ(t− τ, t′) für t > t′ , (3.3a)
Ψ(t, t) = I (3.3b)
und
Ψ(t, t′) = 0 für t < t′ . (3.3c)
Die Propagatoren aus Abschnitt 2 können nicht analog übernommen werden, denn
skalare Größen kommutieren immer, jedoch höherdimensionale Größen im Allgemei-
nen nicht. Dennoch funktioniert die Pfadintegralmethode weiterhin. Einzig die ein-
zelnen Pfade müssen separat betrachtet werden. Die Methode ist allgemeingültig und
verhilft uns in diesem Abschnitt zu dem allgemeinen Propagator für höherdimensio-
nale Delaysysteme mit zeitabhängigen Koeffizientenmatrizen.
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3.1 Konstante kommutierende Koeffizienten
Im einfachsten Fall gehen wir von konstanten Koeffizientenmatrizen aus, die außer-
dem kommutieren, d. h. A(t) = A0 und B(t) = B0 mit A0B0 = B0A0. Wir können
in diesem Fall viele Erkenntnisse des skalaren Delaysystems aus dem Abschnitt 2
verwenden. Da die Matrizen kommutieren, können die Schritte im Pfadbild beliebig
vertauscht werden und die Vorgehensweise der Pfadintegralmethode ist analog zu
Abschnitt 2.1. Die einzelnen Pfade müssen nicht separat betrachtet werden, sondern








Mithilfe der Pfadintegralmethode haben wir den Propagator für konstante kommu-
tierende Koeffizientenmatrizen erhalten. Allerdings kommutieren Matrizen im Allge-
meinen nicht und sie müssen auch nicht konstant sein. Dennoch ist es möglich, durch
die Pfadintegralmethode den Propagator für den allgemeinen Fall aufzustellen. Dies
werden wir im nächsten Abschnitt zeigen.
3.2 Nichtkommutierende Koeffizienten
Sollten die Matrizen A0 und B0 nicht kommutieren, hängen die Gewichte der Pfade
von der Position der Delayschritte ab, denn bei einem Pfad mit k Delayschritten
ist das Gewicht eA0(ϑ−kτ)Bk0 ungleich dem Gewicht Bk0 eA0(ϑ−kτ). Konsequenterweise
müssen bei nichtkommutierenden Koeffizienten alle Pfade separat betrachtet werden.
Genauso verhält es sich bei zeitabhängigen Koeffizientenmatrizen, denn die Matrix
A(t1) kommutiert im Allgemeinen nicht mit der Matrix A(t2). Deswegen wollen
wir in diesem Abschnitt den Propagator der DDE (3.1) für beliebige zeitabhängige
Koeffizientenmatrizen A(t) und B(t) herleiten.
Im Allgemeinen kann bei einer zeitabhängigen Koeffizientenmatrix A(t) die Ge-
wichte der ODE-Abschnitte nicht in einem klassischen Matrixexponential zusammen-
gefasst werden. Jedoch können wir die Taylorentwicklung und den Zeitordnungsope-
rator T [83], der durch
T [A(t)A(t′)] =
{
A(t)A(t′) für t > t′
A(t′)A(t) sonst (3.5)
definiert ist, nutzen, um ein geordnetes Matrixexponential
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zu definieren. Der Zeitordnungsoperator T sorgt dafür, dass jedes Matrixprodukt
der Reihenentwicklung der Exponentialfunktion in Gl. (3.6) so geordnet ist, dass das
Argument t von rechts nach links zunimmt.
Alternativ kann das geordnete Matrixexponential über geordnete Exponentialfunk-
tionen als
M (t, t′) = lim
N→∞
(
eA(tN )∆t . . . eA(t2)∆teA(t1)∆t
)
(3.7)
definiert werden. Dabei ist ∆t = (t− t′)/N und tj = t′+ j∆t. Das geordnete Matrix-
exponential M (t, t′) ist der Lösungsoperator des ODE-Teils der DDE (3.1). Glei-
chung (3.7) kann für große endliche N genutzt werden, um eine genaue Näherung
des Lösungsoperators M(t, t′) zu erhalten.
Im allgemeinen Fall kann der Propagator mittels Pfadintegralinterpretation wie
folgt hergeleitet werden. Für einen Pfad mit k Delayschritten starten wir mit ODE-
Schritten von t′ bis ϑ0. Der restliche Pfad von ϑ0 bis ϑk = t wird in k Abschnitte der
Länge ϑp+1−ϑp, p = 0, . . . , k−1 unterteilt. Jeder Abschnitt ist aus einem Delayschritt
von ϑp bis ϑp + τ mit dem Gewicht B(ϑp + τ) und einem ODE-Abschnitt zwischen
ϑp + τ und ϑp+1 zusammengesetzt. Die Integration über alle möglichen Positionen











dϑpM (ϑp+1, ϑp + τ)B(ϑp + τ)
M (ϑ0, t′) (3.8)
mit ϑk = t. Für t < t′ entsteht eine leere Summe und der Propagator Ψ(t, t′) ist
null. Das Produktzeichen in Gl. (3.8) muss als linkes Produkt interpretiert werden,
hinführend zu einem Mehrfachintegral, wobei die höher-geordneten Terme von links
multipliziert werden. Der erste Term von links ist somit der Term mit p = k − 1.
Gleichung (3.8) ist nur aus der Pfadintegralinterpretation durch Betrachten aller
möglichen Pfade bestehend aus Delayschritten und ODE-Abschnitten zwischen t′ und
t abgeleitet worden. Mit dieser Methode haben wir eine allgemeine analytische Lösung
für die DDE (3.1) gefunden. Die Propagatoren aus Abschnitt 2 können, abhängig des
betrachteten Falles, durch entsprechende Vereinfachungen aus der Gl. (3.8) abgeleitet
werden. Insbesondere ergibt sich für den skalaren Fall der Propagator für beliebig
zeitabhängige Koeffizienten α(t) und β(t). Im nächsten Abschnitt wird der gefundene
Propagator Gl. (3.8) auf numerischem Wege bestätigt.
3.3 Beispiel Mathieugleichung
Die Lösung (3.2) wird zusammen mit dem neu entwickelten Propagator (3.8) für
eine DDE mit variablen Koeffizientenmatrizen und mehreren Dimensionen bestätigt.
Dafür betrachten wir die zeitverzögerte Mathieugleichung [84]
x¨(t) + (2,5 + 2 cos t)x(t) = −0,2x(t− τ) (3.9)
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und vergleichen die analytische Lösung mit der numerischen, welche die Matlab-
Funktion dde23 berechnet hat.
Viele periodische Bewegungen und Prozesse können mit Mathieugleichungen be-
schrieben werden. Untersucht wurden sowohl Fräsprozesse [85, 86] wie auch periodi-
sche Roboterbewegungen [87]. Weitere Beispiele, die mithilfe einer Mathieugleichung
beschrieben werden können, sind Quadrupol-Massenspektrometer und Quadrupol-
Ionenfallen [88], gravitative Instantone in der allgemeinen Relativitätstheorie [89]
oder der Stark-Effekt für rotierende elektrische Dipole [90]. Im Allgemeinen können
alle Differentialgleichungen, die sich in elliptische zylindrische Koordinaten separieren
lassen, in eine Mathieugleichung umgeformt werden. Durch die Vielzahl und Unter-
schiedlichkeit an Beispielen ist die Mathieugleichung von besonderem Interesse.



















Abbildung 3.1: Die analytische Lösung Gl. (3.2) (rote Kreuze, blaue Punkte) der
Mathieugleichung (3.9), welche mithilfe des Propagators Gl. (3.8) er-
halten wurde, stimmt gut mit der numerischen Lösung von Mat-
lab (rot durchgezogen, blau gestrichelt) überein. Sowohl der Ort
x (blau gestrichelt und Punkte) als auch die Geschwindigkeit x˙
(rot durchgezogen und Kreuze) sind dargestellt. Die Anfangsfunk-
tion ϕ(t) = ϕ˙(t) = 1 für −τ ≤ t ≤ 0 und das Delay τ = 5 wurden
genutzt.
Die zeitverzögerte Mathieugleichung (3.9) kann als zweidimensionales Delaysystem
















geschrieben werden. Beide Matrizen kommutieren nicht miteinander. Die analytische
und numerische Lösung der Mathieugleichung (3.9) ist in der Abb. 3.1 dargestellt. Die
Ergebnisse der Gl. (3.2) mit dem allgemeinen Propagator Gl. (3.8) (rote Kreuze und
blaue Punkte) stimmen gut mit der numerischen Lösung von Matlab (rote durch-
gezogene und blaue gestrichelte Linie) überein. Damit ist der Propagator Gl. (3.8)





Der größte Vorteil der neuen Pfadintegralmethode für DDEs ist die Bestimmung
eines expliziten analytischen Ausdrucks für die Lösung von autonomen und nicht-
autonomen DDEs. In diesem Abschnitt untersuchen wir die Effizienz und die Genau-
igkeit bei der numerischen Implementierung der neuen Methode.
4.1 Zunehmende Effizienz
Der Propagator von Gl. (2.21) ist nicht ideal für die numerische Berechnung der
Lösung x(t) für großen Zeiten t, denn die Anzahl der Terme und, für einen va-
riablen Delaykoeffizienten β(t), die Anzahl der Integrale steigt mit zunehmender
Zeit t. Der numerische Aufwand für die Berechnung großer Zeiten des Delaysystems
mit dem Propagator (2.21) kann verbessert werden, indem der Zustand der DDE
xϑ(tk) = x(tk + ϑ), ϑ = [−τ, 0] für verschiedene Zeiten tk mit t = tn, t0 = 0 und
tk > tk−1 für k = 1, . . . , n gespeichert wird. Der Zustand xϑ(t1) kann aus dem Zustand
xϑ(t0) berechnet werden und mit diesem wiederum schrittweise die zukünftigen Zu-
stände xϑ(tk) mit k = 2, . . . , n, ausgehend vom letzten Zustand xϑ(tk−1) und mithilfe
der Gl. (2.3) mit dem entsprechenden Propagator. Für die Schrittweite tk− tk−1 = τ
ist die schrittweise Berechnung äquivalent zur Methode der Schritte, denn in diesem
Fall vereinfacht sich Gl. (2.3) mit dem Propagator (2.21) zu der Formel, die mithilfe
der Variation der Konstanten gefunden werden kann [45, 46]. Jedoch kann mit der
expliziten Darstellung des Propagators (2.21) der Rechenaufwand für die Berechnung
der Lösung mittels der Schrittweite tk− tk−1 kontrolliert werden. Auf der einen Seite
ist die Berechnung des Propagators (2.21) für kleinere Zeitschritte schneller, denn die
Anzahl an Termen und Integralen ist geringer, andererseits werden mehr Zwischen-
schritte für die Berechnung benötigt und müssen gespeichert werden. Entweder der
Aufwand für die Berechnung ist größer oder der Aufwand für die Speicherung.
Ein Vergleich der Berechnungszeiten zwischen der schrittweisen Berechnung und
der Berechnung in einem Schritt mit steigendem t ist in der Abb. 4.1 dargestellt. Für
ein Delaysystem mit konstanten Koeffizienten ist die Berechnung in einem Schritt
mit t1 − t0 = t (schwarz, gestrichelt) im Allgemeinen schneller als eine schrittweise
Berechnung mit tk− tk−1 = τ (schwarze Kreise). Dies liegt daran, dass für autonome
DDEs der Propagator (2.12) keine Integrale enthält, wohingegen bei der schrittweisen
Berechnung bei jedem Zeitschritt tk eine Integration ausgeführt werden muss. Für


















konstante Koeffizienten, ein Schritt
konstante Koeffizienten, schrittweise
zeitabhängiges β(t), ein Schritt
zeitabhängiges β(t), schrittweise
Abbildung 4.1: Die Berechnungszeit der Lösung x(t) ist in Abhängigkeit von t für
unterschiedliche numerische Implementierungen dargestellt. Für kon-
stante Koeffizienten (α = −1, β = −2, τ = 1) ist die Berechnung in ei-
nem Schritt (schwarz, gestrichelt) vorzuziehen gegenüber der schritt-
weisen Berechnung (schwarze Kreise) mit tk − tk−1 = τ . Allerdings
bei nicht-autonomen Systemen mit zeitabhängigem Delaykoeffizien-
ten (β(t) = −2(1 + 0,8 sinpit), α = −1, τ = 1) nimmt die Berech-
nungszeit in einem Schritt (rot, durchgezogen) stark zu gegenüber der
schrittweisen Berechnung (rote Plus).
Berechnungszeit der Lösung in einem Schritt (rot, durchgezogen) exponentiell mit t
an. Für sehr kleine t ist diese Berechnung gegenüber der schrittweisen Berechnung
zu bevorzugen, allerdings wird sie für größere t durch die zunehmende Anzahl an
Integralen ineffizient. Bei der schrittweisen Berechnung (rote Plus) hingegen ist die
Berechnung geringfügig langsamer als im autonomen Fall und für eine Berechnung
großer Zeiten zu bevorzugen.
4.2 Zunehmende Genauigkeit
Bei einer autonomen DDE mit der spezifischen Anfangsbedingung ϕ(t) = 0 für t < 0
und ϕ(0) = ϕ0 kann die Lösung mithilfe des Propagators (2.12) ohne Integration
bestimmt werden:
x(t) = Ψ(t)ϕ0 . (4.1)
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4.2 Zunehmende Genauigkeit
Im Allgemeinen ist eine Integration allerdings unausweichlich (s.Gl. (2.3)). Die gefun-
denen analytischen Formeln sind exakt. Fehler zwischen der numerischen Umsetzung
der analytischen Lösung und der exakten Lösung entstehen nur durch die numerische


























Abbildung 4.2: Der Fehler zwischen dem numerischen Ergebnis x(N)(10) und dem ex-
akten Ergebnis x(10) hängt von der Anzahl der Stützstellen N ab. Im
Log-Log-Plot kann die Abhängigkeit nach einem Potenzgesetz für die
Rechteckregel (rote Plus), die Trapezregel (blaue Kreuze) und Simp-
sonregel (schwarze Dreiecke) beobachtet werden. Die Gauß-Legendre-
Quadratur (magenta Punkte) hingegen konvergiert schneller. Es wur-
den die konstante Anfangsfunktion ϕ(t) = 1 für −τ ≤ t ≤ 0 und die
Parameter α(t) = sin 2pit− 2, β = −2 und τ = 1 benutzt.
Wir haben die Genauigkeit der numerischen Berechnung für eine DDE mit peri-
odischem ODE-Koeffizienten α(t) = sin 2pit − 2, einem konstanten Delaykoeffizien-
ten β = −2 und einem Delay τ = 1 untersucht. Wir haben den Propagator aus
Gl. (2.19) genutzt. Die verschiedenen Integrationsmethoden waren die Rechteckme-
thode mit der Berechnung der Funktionswerte an der rechten Grenze, die Trapezregel,
die Simpsonregel und die Gauß-Legendre-Quadratur. Bei allen Integrationsformen ist
N die Anzahl der Stützstellen für die Näherung. Wir haben den Fehler zwischen der
numerischen Lösung x(N)(t) der DDE zur Zeit t = 10 mit N Stützstellen und der
exakten Lösung x(10) berechnet. Bei der exakten Lösung wurde das Integral mit
einer Genauigkeit von 100 Stellen in Mathematica bestimmt.
Die Konvergenz zwischen der numerischen und exakten Lösung ist in den Abb. 4.2
























Abbildung 4.3: Der Fehler zwischen dem numerischen Ergebnis x(N)(10) und dem
exakten Ergebnis x(10) hängt von der Anzahl der Stützstellen N ab.
Im Log-Linear-Plot kann die exponentielle Konvergenz des Fehlers
der Gauß-Legendre-Quadratur bestätigt werden. Es wurden die kon-
stante Anfangsfunktion ϕ(t) = 1 für −τ ≤ t ≤ 0 und die Parameter
α(t) = sin 2pit− 2, β = −2 und τ = 1 benutzt.
methode, der Trapezregel und bei der Simpsonregel entsprechendN−1,N−2 undN−4.
Dies stimmt mit dem erwarteten Verhalten für diese Integrationsmethoden überein,
denn die drei Methoden sind Newton-Cotes-Formeln, bei denen die Konvergenz nach
Potenzgesetz erfolgt. Eine deutliche Verbesserung der Konvergenz kann mittels der
Gauß-Legendre-Quadratur erreicht werden.
In Abb. 4.3 sehen wir einen exponentiellen Abfall des Fehlers mit zunehmender
Anzahl an Stützstellen bei der Gauß-Legendre-Quadratur. In dem gezeigten Beispiel
sollte beachtet werden, dass es möglich ist, für das periodische Gewicht des ODE-
Koeffizienten eine explizite Darstellung zu bekommen. Dafür berechnen wir das In-
tegral über den ODE-Koeffizienten α(t) im Exponenten des Gewichtes analytisch.
Damit kann die Genauigkeit der Methode weiter verbessert werden, denn es muss
nur noch eine numerische Integration ausgeführt werden. Das Gleiche gilt bei kon-
stanten Koeffizienten, wo sich der Propagator auf Gl. (2.12) vereinfacht und nur eine
Integration über die Anfangsfunktion benötigt wird.
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4.3 Weitere Verbesserungen bei der numerischen
Implementierung
Die Propagatoren aus den Gln. (2.20) und (2.21) für den zeitabhängigen Delaykoef-
fizienten mit der Mehrfachintegration sind numerisch aufwändig. Für den Fall, dass
wir mehrere Stammfunktionen kennen bzw. berechnen können, vereinfachen sich die
Propagatoren sehr. Die zu wissenden Stammfunktionen sind
Bn(t) =
∫
β(t)Bn−1(t+ τ) dt (4.2)





. Mit diesen Informationen können wir die Mehr-
fachintegrale schreiben als
bn(t, t




(−1)i−1bn−i(t− iτ, t′)Bi(t− (i− 1)τ) (4.3)



















anstelle von Gl. (2.21) für den τ -periodischen ODE-Koeffizienten, wobei A(t) die
Stammfunktion von α(t) ist. Diese Formen der Propagatoren haben keine Integrale,
sondern nur Summen, und können sehr schnell berechnet werden.
Ähnlich ist die Situation bei dem Propagator für den skalaren Fall mit den beliebig
zeitabhängigen ODE- und Delaykoeffizienten, der aus der Gl. (3.8) abgeleitet werden
kann. In diesem Fall werden die Stammfunktionen
A(t) =
∫
α(t) dt , (4.6)
Bn(t) =
∫
eA(t)−A(t+τ)β(t+ τ)Bn−1(t− τ) dt (4.7)
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Die Propagatoren (4.4), (4.5) und (4.9) haben einen deutlichen Vorteil bei der nu-
merischen Berechnung gegenüber den Propagatoren mit den Mehrfachintegrationen.
Allerdings müssen dafür die entsprechenden Stammfunktionen bekannt sein, worin
die Schwierigkeit dieses Verfahrens liegt.
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In diesem Abschnitt betrachten wir periodische Delaysysteme. Von besonderem In-
teresse bei dynamischen Systemen sind Stabilitätsanalysen. Um die Stabilität bei
linearen periodischen Systemen zu untersuchen, gibt es verschiedene Methoden, wie
die Semidiskretisierung [30,31], die Volldiskretisierung [77], die komplette Diskretisie-
rung [78], die kontinuierliche Zeitapproximation [32,56,76], die Chebyshev-Polynom-
entwicklung und Chebyshev-Kollokation [33, 36, 75] oder die spektrale Elementen-
methode [35]. Die genannten Methoden konstruieren auf unterschiedliche Weise eine
endlichdimensionale Näherung des Zustandsvektors x(t) und eine endlichdimensio-
nale Monodromiematrix. Die Monodromiematrix ist eine genäherte Darstellung des
Monodromieoperators, der die Zeitentwicklung des Zustandsvektors über eine Periode
beschreibt. Damit kann die Stabilität aus den Eigenwerten des Monodromieoperators
und näherungsweise aus den Eigenwerten der Monodromiematrix bestimmt werden.
In den kommenden Abschnitten werden zwei neue spektrale Methoden vorgestellt,
die eine Ähnlichkeitstransformation der Monodromiematrix mithilfe der Propagato-
ren aus dem Abschnitt 2 konstruieren. Da für die Stabilitätsanalyse nur das Spektrum
des Monodromieoperators wichtig ist und sich das Spektrum durch eine Ähnlichkeit-
stransformation nicht ändert [91], ist es ausreichend, eine Ähnlichkeitstransformation
des Monodromieoperators zu betrachten. Weiterhin stellen wir zum Schluss des Ab-
schnittes eine dritte neue spektrale Methode vor, die auf der kontinuierlichen Zeitap-
proximation [32,56,76] basiert.
5.1 Propagator-Polynomentwicklung
Funktionen können nach einem Satz von Basisfunktionen φr(t) mit r ∈ N entwickelt
werden. Die Entwicklung ist im Allgemeinen auf ein bestimmtes Intervall begrenzt
und die Funktionen müssen auf diesem Intervall Riemann-integrierbar sein, d. h., sie
müssen auf dem Intervall beschränkt und fast überall stetig sein. Wir setzen vor-
aus, dass die Basisfunktionen φr(t) auf dem Intervall [0, τ ] definiert sind, denn bei
Delaysystemen ist die Anfangsfunktion auf einem τ -Intervall gegeben. Üblicherweise
können die Basisfunktionen durch eine lineare Substitution auf das Intervall trans-
formiert werden. Mit den Basisfunktionen können wir den Zustand x(t− τ + ϑ) auf
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dem Intervall ϑ ∈ [0, τ ] entwickeln:
x(t− τ + ϑ) =
∞∑
r=0
φr (ϑ) yr(t) . (5.1)
Der Zustand x(t−τ+ϑ) beschreibt die Lösung x(t) auf dem Intervall [t−τ, t] und wird
für die Polynomentwicklung benötigt. Für unendlich viele Basisfunktionen φr(t) ist
die Entwicklung exakt. Wir können sie als Skalarprodukt zweier Vektoren schreiben:
x(t− τ + ϑ) = φ (ϑ)> y(t) . (5.2)
Die Elemente des Vektors y sind die Entwicklungskoeffizienten und können mithilfe
von Testfunktionen ψr(t) berechnet werden. Dafür muss das unendlich dimensionale
Gleichungssystem
〈x(t− τ + ϑ), ψi (ϑ)〉 =
∞∑
r=0






das gewichtete innere Produkt zweier Funktionen f(ϑ) und g(ϑ) mit der Gewichts-
funktion w(ϑ) ist. Die Testfunktionen ψr(t) sind wie die Basisfunktionen auf dem
Intervall [0, τ ] definiert. Die vorgestellte Methode wird Methode der gewichteten Re-
siduen (method of mean weighted residuals) genannt. Abhängig von der Wahl der
Testfunktionen gibt es verschiedene Arten dieser Methode. Wird die Entwicklung
nicht bis unendlich fortgesetzt, sondern nach d Entwicklungsfunktionen φr(t) mit
r = 0, . . . , d−1 abgebrochen, entsteht ein Fehler gegenüber dem Zustand x(t−τ+ϑ).
Die Wahl der Testfunktionen bestimmt, an welchen Punkten der Fehler minimiert
wird.
Bei der Kollokationsmethode, die manchmal auch pseudospektrale Methode oder
Methode der selektierten Punkte genannt wird, sind die Testfunktionen Dirac-Delta-
Funktionen ψr(t) = δ(t − tr). Dabei ist an den Stützstellen tr der Fehler gleich
Null. Eine weitere Methode ist die Galerkin-Methode. Bei der Galerkin-Methode
sind die Testfunktionen identisch den Basisfunktionen ψr(t) = φr(t). Insbesondere
bei orthogonalen Polynomen Pr(t) als Basisfunktionen entsteht aus der Gl. (5.4) mit




Pi(t)Pj(t)w(t) dt = hiδij (5.5)
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x(t− τ + ϑ)Pr (ϑ)w (ϑ) dϑ . (5.6)
Die Normierungskonstante hr ist spezifisch für die orthogonalen Polynome Pr(t). An-
dere Methoden der gewichteten Residuen sind die Methode der Momente, Methode
der kleinsten Quadrate und die Tau-Methode. Weitere Informationen zu diesen Me-
thoden können in [92,93] gefunden werden.
In den folgenden Abschnitten werden wir mithilfe der Galerkin-Methode und der
Kollokationsmethode zwei neue Möglichkeiten der Stabilitätsanalyse von Delaysyste-
men vorstellen. Im Detail werden wir die neu gewonnenen Lösungen zusammen mit
den Propagatoren aus Abschnitt 2 nutzen, um eine allgemein gültige spektrale Me-
thode zur Stabilitätsanalyse von Delaysystemen zu entwickeln. Diese beiden neuen
Methoden werden an mehreren Beispielen bestätigt.
5.2 Propagator-Galerkin-Methode
Wir betrachten die allgemeine Lösung (2.3) zur linearen skalaren DDE (2.1). Die
genaue Struktur des Propagators Ψ(t, t′) ist abhängig von den Koeffizienten α(t)
und β(t) und wurde in dem Abschnitt 2 genauer bestimmt. Der Propagator Ψ(t, t′)
ist für t < 0 immer gleich Null und die Lösung x(t) aus der Gl. (2.3) gilt nur für
t ≥ 0. Bei der Polynomentwicklung wird allerdings der Zustand x(t − τ + ϑ) im
Intervall ϑ ∈ [0, τ ] entwickelt. D. h., für Zeiten t < τ kann mithilfe der Gl. (2.3) der
Zustand x(t − τ + ϑ) nicht im gesamten Intervall ϑ ∈ [0, τ ] entwickelt werden. Für
−τ ≤ t < 0 ist die Anfangsfunktion ϕ(t) die Lösung der DDE. Deswegen erweitern
wir die Lösung (2.3) um die Anfangsfunktion mithilfe der Heaviside-Sprungfunktion
Θ(t), wobei Θ(0) = 0 ist, und erhalten die erweiterte Lösung
x(t) = Ψ(t, 0)ϕ(0) +
τ∫
0
Ψ(t, t′)β(t′)ϕ(t′ − τ) dt′ + Θ(−t)ϕ(t) . (5.7)
Als nächsten Schritt nehmen wir orthogonale Polynome Pr(t) auf dem Intervall
[0, τ ] als Satz von Basisfunktionen φr(t) = Pr(t) und die gleichen Polynome als
Testfunktionen ψr(t) = Pr(t). Die Anfangsfunktion ϕ(t) kann nach den orthogonalen
Polynomen Pr(t) entwickelt werden. Wir nutzen dafür die Gl. (5.2) mit t = 0 und
erhalten
ϕ(ϑ− τ) = P (ϑ)> y(0) . (5.8)
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Mit dieser Entwicklung kann die Lösung (5.7) als
x(t) =
Ψ(t, 0)P (τ)> + τ∫
0
Ψ(t, t′)β(t′)P (t′)> dt′ + Θ(−t)P (t+ τ)>
y(0) (5.9)
geschrieben werden.
Im Folgenden wollen wir eine Ähnlichkeitstransformation Uˆ(T ) der Monodro-
miematrix für periodische DDEs mit Periode T aufstellen. Die Monodromiematrix
U(t+T, t) bildet den Zustand x(t−τ+ϑ) mit ϑ ∈ [0, τ ] auf den Zustand x(t+T−τ+ϑ)
ab. Allerdings ist für die Stabilitätsanalyse nur das Spektrum der Monodromiematrix
wichtig. Bei einer Ähnlichkeitstransformation einer Matrix wird das Spektrum nicht
verändert [91]. Deswegen betrachten wir nicht direkt die Monodromiematrix, sondern
die Transformation Uˆ(T ) nach den Basisfunktionen φr(t). Wir verwenden die Nota-
tion Uˆ(T ) für die transformierte Monodromiematrix, da immer über eine Periode T
abgebildet wird und der Zeitpunkt t beliebig gewählt werden kann. Der Zeitpunkt
t = 0 bietet sich an, weil die Anfangsfunktion gegeben ist und der Propagator nur für
die erste Periode T berechnet werden muss, wodurch sich der Berechnungsaufwand
minimiert. Wir erhalten damit die Gleichung
y(T ) = Uˆ(T )y(0) . (5.10)
Um den Vektor y(T ) nach einer Periode T zu berechnen, nutzen wir Gl. (5.6) sowie







Ψ(T − τ + ϑ, 0)P (τ)> +
τ∫
0
Ψ(T − τ + ϑ, t′)β(t′)P (t′)> dt′ +
+ Θ(−T + τ − ϑ)P (T + ϑ)>
]
Pr (ϑ)w (ϑ) dϑy(0) . (5.11)
Damit haben wir die Beziehung aus Gl. (5.10) und die Transformation Uˆ(T ) der







Ψ(T − τ + ϑ, 0)Pj(τ) +
τ∫
0
Ψ(T − τ + ϑ, t′)β(t′)Pj (t′) dt′ +
+ Θ(−T + τ − ϑ)Pj (T + ϑ)
]
Pi (ϑ)w (ϑ) dϑ (5.12)
mit i, j = 0, . . . , d−1, wobei d unendlich sein kann, je nachdem ob die exakte Matrix
Uˆ(T ) betrachtet wird oder die Approximation von dieser.
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Die Eigenwerte der Monodromiematrix U(t+T, t) sind die Floquetmultiplikatoren
des Delaysystems. Die Lyapunovexponenten können aus den Floquetmultiplikatoren
berechnet werden. Wenn der maximale Lyapunovexponent λ0 kleiner Null ist, ist das
System stabil, ansonsten nicht. Da die Eigenwerte einer Matrix bei einer Ähnlichkeits-
transformation nicht verändert werden [91], sind die Eigenwerte der transformierten
Monodromiematrix Uˆ(T ) ebenfalls die Floquetmultiplikatoren. Damit ist es ausrei-
chend, wenn wir die transformierte Monodromiematrix Uˆ (T ) anstelle der Monodro-








∣∣∣EV (Uˆ(T ))∣∣∣) . (5.13)
Um den Lyapunovexponenten zu berechnen, nähern wir Gl. (5.1) und nutzen die ers-
ten d Polynome. Damit erhalten wir ein d-dimensionales System, eine d-dimensionale
Transformation der Monodromiematrix und entsprechend einen genäherten maxima-
len Lyapunovexponenten λ0(d).
Die Propagator-Galerkin-Methode ist eine spektrale Methode und die genäherten
Lyapunovexponenten konvergieren exponentiell gegen den exakten Wert. Die genä-
herten Lyapunovexponenten sind abhängig von der Dimension d. Für die numerische
Berechnung ist es besser, das innere Integral über t′ in der Gl. (5.12) aufzuspalten.
Der Propagator Ψ(t, t′) ist an der Stelle t′ = t− bt/τc τ nicht unendlich oft differen-
zierbar. Daher spalten wir das Integral
∫ τ
0
· dt′ in ∫ t−bt/τcτ
0
· dt′+ ∫ τ
t−bt/τcτ · dt′ auf und
bekommen eine höhere Genauigkeit bei der numerischen Integration. Für diese Inte-
gration haben wir die Gauß-Legendre-Quadratur mit d Stützstellen verwendet. Die
äußere Integration über ϑ in der Gl. (5.12) wurde ebenfalls mit einer Gauß-Quadratur
mit d Stützstellen umgesetzt. Dabei wird die Gauß-Quadratur verwendet, die auf den
benutzten orthogonalen Polynomen basiert.
Die Berechnung der transformierten Monodromiematrix Uˆ(T ) mithilfe der Propa-
gator-Galerkin-Methode ist für alle Propagatoren gleich. D. h., wenn wir den Pro-
pagator für das spezielle Delaysystem kennen, können wir die transformierte Mono-
dromiematrix Uˆ(T ) aufstellen, den maximalen Lyapunovexponenten berechnen und
damit die Stabilität des Delaysystems bestimmen. Insbesondere ist dies für die in
Abschnitt 2 behandelten Delaysysteme möglich. Außerdem schränkt der Propagator
das Verfahren nicht ein. Es ist für alle Zeiten t und Perioden T möglich und stellt
keine Bedingungen an das Verhältnis zwischen Delay τ und Periode T , wie das bei
den meisten bisherigen Verfahren der Fall ist.
5.3 Beispiele der Propagator-Galerkin-Methode
Für die Propagator-Polynomentwicklung benötigen wir orthogonale Polynome Pr(t)
auf dem Intervall [0, τ ] als Basisfunktionen φr(t) = Pr(t). Bei der Propagator-Galer-
kin-Methode sind diese gleichzeitig die Testfunktionen ψr(t) = Pr(t). Wir bestätigen
37
5 Stabilitätsanalyse
unsere Methode für die verschobenen Chebyshevpolynome1 [94]
Pr(t) = cos rθ , cos θ =
2t
τ
− 1 , 0 ≤ t ≤ τ , (5.14)
w(t) =
1√
τt− t2 , (5.15)
hr =
{
























Für die äußere Integration über ϑ in der Gl. (5.12) nutzen wir entsprechend
die Gauß-Chebyshev-Quadratur bzw. die Gauß-Legendre-Quadratur. In den folgen-
den Abschnitten wird die Propagator-Galerkin-Methode für autonome und nicht-
autonome Beispiele bestätigt.
5.3.1 Autonomer Fall
In diesem Abschnitt betrachten wir die DDE (2.1) mit konstanten Koeffizienten
α(t) = α und β(t) = β. Der Propagator ist in diesem Fall durch die Gl. (2.12) gege-
ben. Für die numerische Überprüfung wählen wir die Parameter α = −2, β = −4,
τ = 1,5 und T = 1. Wir berechnen den maximalen Lyapunovexponenten λ0(d) als
Funktion der Dimension d. Der exakte Lyapunovexponent kann für den autonomen









In Abb. 5.1 sehen wir die Log-Linear-Plots der Differenz zwischen dem exakten
Wert λ0 und dem genäherten Wert λ0(d). Der genäherte Wert wurde in Abb. 5.1(a)
1In dieser Arbeit sind immer die Chebyshevpolynome 1. Art gemeint.
2Die Lambert-W-Funktion wird manchmal auch als Omegafunktion oder Produktlogarithmus be-
zeichnet.
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Abbildung 5.1: Exponentielle Konvergenz der Differenz zwischen dem exakten maxi-
malen Lyapunovexponenten λ0 = 0,24... und den genäherten Werten
λ0(d) als Funktion der Dimension d. Die Parameter sind α = −2,
β = −4, τ = 1,5 und T = 1. Die orthogonalen Polynome sind
Chebyshev- (a) bzw. Legendrepolynome (b).
mittels Chebyshevpolynomen und in Abb. 5.1(b) mittels Legendrepolynomen be-
stimmt. Die Differenz geht exponentiell gegen Null. In diesem Beispiel ist der maxi-
male Lyapunovexponent λ0 = 0,24.... Die Methode ist unabhängig von dem Wert λ0
und wurde für verschiedene Beispiele getestet, insbesondere auch für ein Beispiel mit
λ0 = 0. Es zeigte sich immer eine exponentielle Konvergenz und es wurde letztendlich
das obige Beispiel für diese Arbeit ausgewählt. Diese und alle nachfolgenden Plots
wurden mit Matlab erstellt.
5.3.2 Periodischer ODE-Koeffizient
Bei diesem Fall ist der ODE-Koeffizient α(t) = −2(1 + 0,7 sin(2pit)) periodisch mit
einer Periode gleich dem Delay τ . Der Delaykoeffizient β ist konstant −4. Das Delay
τ ist 1, die Periode T ist 1 und der Propagator ist durch Gl. (2.19) bestimmt. Der
exakte maximale Lyapunovexponent λ0 kann ebenfalls mit der Gl. (5.20) berechnet
werden, wobei α in dem Fall gleich dem normierten Integral von α(t) über ein Delay






α(t) dt . (5.21)
Der maximale Lyapunovexponent λ0 beträgt in diesem Beispiel 0,22....
Abbildung 5.2 zeigt die Log-Linear-Plots mit Chebyshev- (Abb. 5.2(a)) und Le-
gendrepolynomen (Abb. 5.2(b)). Der Unterschied zwischen dem exakten und dem
genäherten maximalen Lyapunovexponenten geht exponentiell gegen Null.
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Abbildung 5.2: Exponentielle Konvergenz der Differenz zwischen dem exakten ma-
ximalen Lyapunovexponenten λ0 = 0,22... und den genäherten Wer-
ten λ0(d) als Funktion der Dimension d. Die Parameter sind α(t) =
−2(1 + 0,7 sin(2pit)), β = −4, τ = 1 und T = 1. Die orthogonalen
Polynome sind Chebyshev- (a) bzw. Legendrepolynome (b).
5.3.3 Periodischer Delaykoeffizient
Der Delaykoeffizient β(t) = −4(1 + 0,8 sin(2t)) ist in diesem Fall pi-periodisch und
kann allgemein eine beliebige Periode haben. Die anderen Parameter sind α = −2,
τ = 0,9 und T = pi. Der Propagator ist in diesem Fall Gl. (2.20). Der maximale
Lyapunovexponent kann für einen zeitabhängigen Delaykoeffizienten nicht analytisch
berechnet werden [59, 97]. Deswegen berechnen wir λ0(dmax) und vergleichen λ0(d)
mit diesem Wert. In diesem Beispiel ist λ0(dmax) = 0,014....




























Abbildung 5.3: Exponentielle Konvergenz der Differenz zwischen dem maximalen
Lyapunovexponenten λ0(25) = 0,014... und den genäherten Werten
λ0(d) als Funktion der Dimension d. Die Parameter sind α = −2,
β(t) = −4(1 + 0,8 sin(2t)), τ = 0,9 und T = pi. Die orthogonalen
Polynome sind Chebyshev- (a) bzw. Legendrepolynome (b).
Wir erhalten die Log-Linear-Plots 5.3 mit Chebyshev- (Abb. 5.3(a)) und Legendre-
polynomen (Abb. 5.3(b)) und bekommen eine exponentielle Konvergenz. Allerdings
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wissen wir nicht, ob gegen einen korrekten Wert konvergiert wurde. Um dies zu über-
prüfen, nutzen wir die Semidiskretisierung [30,31].
Die Semidiskretisierung konvergiert per Potenzgesetz gegen den exakten Wert und
ist eine etablierte Methode. Wenn die maximalen Lyapunovexponenten λSD0 (d) der
Semidiskretisierung per Potenzgesetz gegen den Wert λ0(dmax) konvergieren, können
wir diesen Wert als gesichert annehmen. Im Log-Log-Plot sollte sich eine gerade Li-
nie herausbilden. Dabei wird davon ausgegangen, dass der Wert λ0(dmax) viel näher
am exakten Wert liegt als die berechneten Werte λSD0 (d) der Semidiskretisierung.































Abbildung 5.4: Der maximale Lyapunovexponent λSD0 (d) der Semidiskretisierung in
Abhängigkeit der Dimension d konvergiert mit Potenzgesetz gegen
den Wert λ0(25) der Propagator-Galerkin-Methode mit Chebyshev-
(a) und Legendrepolynomen (b). Diese Plots bestätigen die Galerkin-
Methode für periodisches β(t).
und Legendrepolynome in Abb. 5.4(b). Beide geraden Linien bestätigen den maxi-
malen Lyapunovexponenten λ0(dmax) und damit die Propagator-Galerkin-Methode
für dieses Beispiel.
5.3.4 Periodischer ODE- und Delaykoeffizient
Die Koeffizienten in diesem Beispiel sind α(t) = 2pi cos(2pit)−3+sin(2pit) und β(t) = −3 + sin(2pit).
Beide haben die Periode 1. Außerdem setzen wir das Delay τ auf 0,8 und die Peri-
ode T auf 1. Der Propagator ist aus Gl. (2.21) bekannt. Analog zu Abschnitt 5.3.3
können wir die numerischen Ergebnisse nicht mit analytischen vergleichen. Somit ist
das Vorgehen gleich zum vorherigen Abschnitt und wir nehmen λ0(30) = 0,37... als
Vergleichswert.
In Abb. 5.5 sehen wir die exponentielle Konvergenz der Chebyshev- (Abb. 5.5(a))
und Legendrepolynome (Abb. 5.5(b)). Die Überprüfung mit der Semidiskretisie-
rung ist in der Abb. 5.6 gezeigt. Wir sehen eine Abhängigkeit per Potenzgesetz für
Chebyshev- (Abb. 5.6(a)) und Legendrepolynome (Abb. 5.6(b)) und haben damit
den Wert λ0(30) als maximalen Lyapunovexponenten bestätigt.
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Abbildung 5.5: Exponentielle Konvergenz der Differenz zwischen dem maximalen
Lyapunovexponenten λ0(30) = 0,37... und den genäherten Werten
λ0(d) als Funktion der Dimension d. Die Parameter sind α(t) =
2pi cos(2pit)
−3+sin(2pit) , β(t) = −3 + sin(2pit), τ = 0,8 und T = 1. Die ortho-






























Abbildung 5.6: Der maximale Lyapunovexponent λSD0 (d) der Semidiskretisierung in
Abhängigkeit der Dimension d konvergiert mit Potenzgesetz gegen
den Wert λ0(30) der Propagator-Galerkin-Methode mit Chebyshev-
(a) und Legendrepolynomen (b). Diese Plots bestätigen die Galerkin-
Methode für periodisches α(t) und β(t).
5.4 Propagator-Kollokationsmethode
Bei der Propagator-Kollokationsmethode benutzen wir Dirac-Delta-Funktionen als
Testfunktionen ψi(ϑ) = δ(ϑ− ϑi). Die Punkte ϑi sind die Stützstellen, an denen der
Fehler zwischen dem exakten Wert und dem genähertem Wert gleich Null ist. Die
Wahl der Stützstellen ist nicht festgelegt, allerdings auch nicht vollkommen belie-
big. Wir können beispielsweise gleichverteilte Punkte auf dem Intervall [0, τ ] oder die
Nullstellen der Chebyshev- oder Legendrepolynome wählen, um eine exponentielle
Konvergenz zu erhalten. Durch Einsetzen dieser Testfunktionen in Gl. (5.3) können










P0(ϑ0) · · · Pr(ϑ0) · · ·
... . . .
... . . .
P0(ϑi) · · · Pr(ϑi) · · ·
... . . .
... . . .

−1
x(t− τ + ϑ0)
...
x(t− τ + ϑi)
...
 . (5.22)
Die Lösung x(t) kann mittels Gl. (5.9) nach den Polynomen entwickelt werden. Damit
erhalten wir die transformierte Monodromiematrix
Uˆ(T ) =

P0(ϑ0) · · · Pr(ϑ0) · · ·
... . . .
... . . .
P0(ϑi) · · · Pr(ϑi) · · ·
... . . .





Ψ(T − τ + ϑ0, 0)P (τ)> +
τ∫
0
Ψ(T − τ + ϑ0, t′)β(t′)P (t′)> dt′+
+Θ(−T + τ − ϑ0)P (T + ϑ0)>
...
Ψ(T − τ + ϑi, 0)P (τ)> +
τ∫
0
Ψ(T − τ + ϑi, t′)β(t′)P (t′)> dt′+




Durch die δ-Funktion als Testfunktion verschwindet die äußere Integration, was ein
numerischer Vorteil gegenüber der Galerkin-Methode ist. Wir haben eine Integration
weniger, allerdings trotzdem eine spektrale Methode. Der maximale Lyapunovex-
ponent λ0 kann mittels Gl. (5.13) aus der Matrix Uˆ(T ) berechnet und damit die
Stabilität bestimmt werden.
Des Weiteren existiert eine Transformationsmatrix R mit der allgemein eine Um-
formung zwischen der Kollokationsmethode und der Galerkin-Methode möglich ist.
Genauer gesagt, können damit die Testfunktionen Pr(t) und δ(t − ti) ineinander
umgewandelt werden, wobei die ti die Stützstellen der Kollokationsmethode sind.
Die Transformationsmatrix R ist die Matrixdarstellung der Orthogonalitätsbezie-
hung (5.5) und hat die Form
R =
 P0(t0) · · · Pd−1(t0)... . . . ...
P0(td−1) · · · Pd−1(td−1)
 . (5.24)
Mit dieser Matrix ist allgemein eine Transformation zwischen Kollokations- und




5.5 Beispiele der Propagator-Kollokationsmethode
Die Überprüfung wird in diesem Abschnitt nicht so umfangreich stattfinden, wie im
Abschnitt 5.3. Es werden nur ausgewählte Beispiele betrachtet. Um die Propagator-
Kollokationsmethode zu bestätigen, können wir Chebyshev- (5.14) und Legendrepo-
lynome (5.17) nutzen. Für die Stützstellen ϑi der Testfunktion ψi(ϑ) = δ(ϑ−ϑi) sind
gleichverteilte Punkte und die Nullstellen orthogonaler Polynome auf dem Intervall
[0, τ ] möglich. Als Vergleichswert nutzen wir den maximalen Lyapunovexponenten
λ0(30) der Propagator-Galerkin-Methode. Die Propagator-Galerkin-Methode wurde
bereits im Abschnitt 5.3 bestätigt.






























Abbildung 5.7: Exponentielle Konvergenz des maximalen Lyapunovexponenten λ0(d)
gegen den Vergleichswert λ0(30) der Propagator-Galerkin-Methode.
Die Parameter sind (a) α(t) = −2(1 + 0,7 sin(2pit)), β = −4, τ = 1,
T = 1 und (b) α(t) = 2pi cos(2pit)−3+sin(2pit) , β(t) = −3 + sin(2pit), τ = 0,8,
T = 1.
Als erstes Beispiel betrachten wir ein nicht-autonomes Delaysystem mit einem
τ -periodischen ODE-Koeffizienten α(t) = −2(1+0,7 sin(2pit)), einem konstanten De-
laykoeffizienten β = −4, einem Delay τ = 1, der Periode T = 1 und dem Propagator
von Gl. (2.19). Für die Entwicklung nehmen wir Legendrepolynome und für die Test-
funktion gleichverteilte Stützstellen. In der Abb. 5.7(a) sehen wir die exponentielle
Konvergenz des maximalen Lyapunovexponenten λ0(d) in Abhängigkeit der Dimen-
sion d gegen den Vergleichswert λ0(30) = 0,22... der Propagator-Galerkin-Methode.
Ein weiteres Beispiel ist in der Abb. 5.7(b) gezeigt, wo beide Koeffizienten des
Delaysystems zeitabhängig sind. Die Koeffizienten sind α(t) = 2pi cos(2pit)−3+sin(2pit) und β(t) =
−3+sin(2pit). Die Periode T ist 1 und das Delay τ ist 0,8. In diesem Beispiel entschei-
den wir uns für Chebyshevpolynome als Entwicklungspolynome und die Nullstellen
der Chebyshevpolynome als Stützstellen der Testfunktionen. Wir nutzen den Propa-
gator aus Gl. (2.21) zur Berechnung der transformierten Monodromiematrix Uˆ(T ).
Wie im vorherigen Beispiel konvergiert der maximale Lyapunovexponent λ0(d) ge-
gen den Vergleichswert λ0(30) = 0,37... exponentiell. Beide Beispiele bestätigen die
vorgestellte Propagator-Kollokationsmethode.
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5.6 Weitere spektrale Methoden
Es gibt andere spektrale Methoden für Delaysysteme mit periodischen Koeffizien-
ten, vor allem die Chebyshev-Kollokationsmethode [33, 73, 74] und die Chebyshev-
Polynomentwicklung [33, 75]. Diese Methoden werden mit Chebyshevpolynomen er-
klärt, es können allerdings auch Legendrepolynome genutzt werden. Wir werden
die verschiedenen Methoden nur für den skalaren Fall betrachten, wobei eine Er-
weiterung auf höhere Dimensionen möglich ist. Die Chebyshev-Polynomentwicklung
ist vergleichbar mit der Galerkin-Methode. In den folgenden Abschnitten werden
wir einen Überblick über die Chebyshev-Kollokationsmethode und die Chebyshev-
Polynomentwicklung geben. Detailliertere Informationen befinden sich im Anh. B.1
und B.2 bzw. in der Literatur [33,73–75].
5.6.1 Chebyshev-Kollokationsmethode
Diese Methode nutzt die DDE (2.1) und nähert die Ableitung. Es wird ein Delay-
system mit periodischen Koeffizienten α(t) und β(t), dem Delay τ , der Periode T
betrachtet und die Periode wird gleichmäßig in d Zeitschritte t0, . . . , td−1 eingeteilt,
wobei t0 der größte Zeitpunkt ist und td−1 der kleinste. Dabei ist h = ti − ti+1 und
durch die Periodizität ist x(t0) = x(td−1). Im einfachsten Fall kann die Ableitung
genähert werden mit x˙(ti) =
x(ti−1)+x(ti+1)
2h
. In Matrix-Vektor-Schreibweise sieht die




















und bekommt die Notation x˙(t0) = Dx(t0) mit der Differentiationsmatrix D. Bei
der Notation gibt der Wert t0 den größten Zeitpunkt an, d. h. das Ende der Periode.
Die Vektoren und die Matrix haben die Dimension d. Mit dieser Ableitung wird keine
spektrale Konvergenz erreicht. Deswegen wird bei der Chebyshev-Kollokationsmetho-
de die Periode T in andere Zeitschritte eingeteilt. Es werden die Extrempunkte der





mit i = 0, . . . , d− 1 genommen. Diese
liegen im Intervall [0, T ], wobei θ0 = 0 und θd−1 = T ist. Es ergibt sich die Gleichung
x˙(θ0) = Dx(θ0) , (5.26)
wobei die genaue Struktur der Differentiationsmatrix D im Anh. B.1 zu finden ist.
Der Anfangszustand x(0) bildet das Intervall [−T, 0] ab und mit der DDE (2.1) kann
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der nächsten Zustand x(τ) im Intervall [τ −T, τ ] berechnet werden. Dies ist der neue
Anfangszustand und man kommt schrittweise vorwärts.
Um die Anschlussbedingung x(T )d−1 = x(0)0 = x(0) zu erfüllen, wird die letzte
Zeile der Differentiationsmatrix D mit Nullen und das letzte Element mit einer Eins
ersetzt. Damit kann die DDE in der Form
Dx(t) = A(t)x(t) +B(t)x(t− τ) (5.27)
geschrieben werden. Die MatrizenA(t) undB(t) beinhalten die Koeffizienten α(t−θi)
und β(t−θi) und sind im Anh. B.1 aufgeführt. Sie haben die Dimension d und nutzen
als Zeitpunkte die Extrempunkte der Chebyshevpolynome auf dem Intervall [t−T, t].
Der Wert t ist ein beliebiger Zeitpunkt und gibt das Ende des Intervalls an. Aus dem
Anfangszustand ergibt sich nach einem Delay τ
Dx(τ) = A(τ)x(τ) +B(τ)x(0) . (5.28)
Es ist zu beachten, dass der Vektor x(τ) eine Periode T umfasst, d. h. das Intervall
[τ −T, τ ]. Wir erhalten die Matrix L(τ), welche den Anfangszustand in den Zustand
nach einem Delay τ transformiert:
x(τ) = [D −A(τ)]−1B(τ)x(0) = L(τ)x(0) . (5.29)
Mit dieser Methode können nur ganze τ -Schritte vorwärts gegangen werden. Die
MatrixL(τ) ist nicht automatisch die MonodromiematrixU(T, 0), denn diese ist über
eine Periode T definiert. Um die Monodromiematrix aufzustellen, wird die Matrix
L(jτ) = Lj(τ) mit j ∈ N nach einer Periode T oder einem Vielfachen der Periode
(iT mit i ∈ N) benötigt. Mit dieser Einschränkung kann die Monodromiematrix für
iT = jτ aufgestellt werden, d. h. nur für ein rationales Verhältnis zwischen Periode
T und Delay τ .
5.6.2 Chebyshev-Polynomentwicklung
Die Chebyshev-Polynomentwicklung nutzt die integrale Form der DDE:
x(t) = x(0) +
t∫
0
α(s)x(s) + β(s)x(s− τ) ds . (5.30)
Bei diesem Verfahren werden die Funktionen x(s), α(s) und β(s) nach Chebyshev-
polynomen Pi(t) entwickelt. Die genaue Vorgehensweise wäre an dieser Stelle zu um-
fangreich und kann deswegen im Anh. B.2 nachgeschlagen werden. Letztendlich erhält
man die Gleichung
y(τ) = Lˆ(τ)y(0) , (5.31)
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wobei y(t) analog zu Abschnitt 5.1 der Vektor der Entwicklungskoeffizienten der








Die Matrizen Qα(τ) und Qβ(τ) enthalten die Koeffizienten α(s) und β(s), die Matrix
G ist eine Integrationsmatrix und P˜ ist ähnlich zur Einheitsmatrix I. Die genauen
Strukturen der Matrizen sind im Anh. B.2 oder in der Literatur [33,75] zu finden.
Die Matrix Lˆ(τ) ist eine Transformation der Matrix L(τ), ähnlich zu den Ma-
trizen Uˆ(T ) und U(T, 0). Da für die Stabilitätsanalyse die Eigenwerte wichtig sind
und diese sich bei einer Ähnlichkeitstransformation nicht ändern [91], ist es ausrei-
chend, die Matrix Lˆ(τ) zu kennen. Analog zum vorherigen Abschnitt kann mit dieser
Methode nur τ -Schritte vorwärts gegangen werden und es gibt damit die gleichen
Einschränkungen wie bei der Chebyshev-Kollokationsmethode. Nur für ein rationa-
les Verhältnis zwischen der Periode T und dem Delay τ (iT = jτ mit i, j ∈ N) kann




Die beiden vorgestellten Methoden sind ähnlich und können wie im Abschnitt 5.4 in-
einander umgeformt werden. Die Kollokationsmethode nutzt die differenzielle Form
der DDE und die Zeit als Basis zusammen mit den Extrempunkten der Chebyshev-
polynome. Die Polynomentwicklung geht von der integralen Form der DDE aus und
transformiert diese in Chebyshevbasis. Um eine Methode in die andere zu überführen,
benötigen wir die Transformationsmatrix R aus der Gl. (5.24), welche die Gleichung
x(t) = Ry(t) (5.33)
erfüllt. Dabei werden die Extrempunkte der Chebyshevpolynome ti = t− θi auf dem
Intervall [t−T, t] in die MatrixR eingesetzt. Setzen wir die Gl. (5.33) in die Gl. (5.29)
ein und vergleichen wir das Ergebnis mit der Gl. (5.31), erhalten wir die Beziehung
L(τ) = RLˆ(τ)R−1 . (5.34)
Die Transformationen der einzelnen Matrizen in den Gln. (5.29) und (5.32) sind im
Anh. B.3 aufgeführt.
Die Chebyshev-Kollokationsmethode und die Chebyshev-Polynomentwicklung nut-
zen eine unterschiedliche Basis und unterschiedliche Formen der DDE, allerdings sind
beide Methoden ähnlich und können mithilfe der Transformationsmatrix R ineinan-
der überführt werden. Weiterhin haben beide Methoden die gleiche Einschränkung
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für die Erstellung der Monodromiematrix bzw. der transformierten Monodromiema-
trix. Beide Matrizen können nur bei einem rationalen Verhältnis von Periode T und
Delay τ (iT = jτ mit i, j ∈ N) gebildet werden. Diese Begrenzung existiert nicht
bei den neuen Methoden, der Propagator-Kollokationsmethode und der Propagator-
Galerkin-Methode.
5.6.4 Chebyshev spektrale kontinuierliche Zeitapproximation
Die Chebyshev spektrale kontinuierliche Zeitapproximation (Chebyshev spectral con-
tinuous time approximation - ChSCTA) ist eine spektrale Methode, die lineare und
nichtlineare Systeme von DDEs mit periodischen Koeffizienten in ein System von
ODEs mittels pseudospektraler Differentiation umformt. Das Vorgehen ist ähnlich
der Chebyshev-Kollokationsmethode und wurde in [32] anfänglich entwickelt. In [76]
wurde das Verfahren auf lineare und nichtlineare Delaysysteme mit periodischen
Koeffizienten erweitert. Wie bei der Chebyshev-Kollokationsmethode wird die Dif-
ferentiationsmatrix D abhängig von der Dimension d wie in Gl. (5.26) aufgestellt,






der θi. Dabei ist ϑ0 = 0 und ϑd−1 = τ . Zu beachten ist, dass die θi die Extrempunkte
der Chebyshevpolynome auf dem Intervall [0, T ] sind und die ϑi auf dem Intervall
[0, τ ].
Die Koeffizienten werden in der ersten Zeile der Differentiationsmatrix eingefügt.
Dabei steht der ODE-Koeffizient an erster Stelle und der Delaykoeffizient an letzter




α(t) 0 . . . 0 β(t)
D1,0 D1,1 . . . D1,d−2 D1,d−1
...
... . . .
...
...
Dd−1,0 Dd−1,1 . . . Dd−1,d−2 Dd−1,d−1
 . (5.35)









Das Delaysystem wird in ein ODE-System überführt. Bei konstanten Koeffizienten
ist die modifizierte DifferentiationsmatrixC zeitunabhängig und die charakteristische
Gleichung ist gegeben durch
det (λI −C) = 0 . (5.37)
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Damit bestimmt der maximale Realteil der Eigenwerte der Matrix C die Stabili-
tät des Systems. Die Berechnung erreicht exponentielle Konvergenz gegenüber dem
exakten Wert in Abhängigkeit der Dimension d und ist eine spektrale Methode.
Bei zeitabhängigen Koeffizienten ist die Berechnung komplizierter. Durch die Zeit-
abhängigkeit ist auch die modifizierte Differentiationsmatrix C(t) zeitabhängig und
eine direkte Berechnung der Stabilität des Systems wie im konstanten Fall ist nicht
möglich. Allerdings kann mithilfe einer numerischen Integration die transformierte
Monodromiematrix Uˆ(T ) aufgestellt werden und über diese die Stabilität bestimmt
werden. Die numerische Integration bestimmt die Konvergenz der genäherten Lyapu-
novexponenten gegen den exakten Wert des Monodromieoperators. Im Detail wird
das ODE-System
z˙(t) = C(t)z(t) (5.38)
betrachtet, welches aus einem Delaysystem erstellt wurde. Für die Berechnung über
eine Periode T wird die integrale Form





Mittels numerischer Integration kann die Gl. (5.39) gelöst werden und man erhält
z(T ) = Uˆ(T )z(0) (5.40)
mit der transformierten Monodromiematrix Uˆ(T ). Der numerisch bestimmte ma-
ximale Lyapunovexponent λ(N)0 (d) kann mittels Gl. (5.13) aus der transformierten
Monodromiematrix Uˆ(T ) berechnet werden. Als einfachste numerische Integration
kann die Rechteckmethode mit N Stützstellen genutzt werden. Wie im Abschnitt
4.2 ergibt sich mit der Rechteckmethode eine Konvergenz von N−1 des maximalen
Lyapunovexponenten λ(N)0 (d) gegen den exakten Wert. Die Konvergenz kann auf N−2
verbessert werden, wenn die Trapezregel angewendet wird. Die Lösung der Gl. (5.39)
mittels Rechteckmethode und Trapezregel wird im Anh. B.4 detaillierter beschrieben.
Äquivalent zur Simpsonregel aus Abschnitt 4.2 ist bei der numerischen Integration
von ODE-Systemen das Runge-Kutta-Verfahren dritter Ordnung [98,99]. Mit diesem
Verfahren wird eine Konvergenz von N−4 erreicht. Die Verfahren und Konvergenzen
sind analog zu Abschnitt 4.2.
In der Abb. 5.8 sind die verschiedenen Konvergenzen am Beispiel eines konstan-
ten ODE-Koeffizienten α = −2 und eines periodischen Delaykoeffizienten β(t) =
−4 (1 + 0,8 sin(2t)) gezeigt. Für die anderen Parameter wurde d = 15, τ = 0,9 so-
wie T = pi gewählt und als Vergleichswert dient der Wert λ0(25) = 0,014... aus der
Propagator-Kollokationsmethode mit d = 25. In dem Log-Log-Plot sind die geraden


























Abbildung 5.8: Der genäherte maximale Lyapunovexponent λ(N)0 (15) wurde mittels
drei verschiedener numerischer Integrationen mit N Zeitschritten und
15 Chebyshevpunkten berechnet. Die Differenz zum Vergleichswert
λ0(25) = 0,014... der Propagator-Kollokationsmethode ist abhängig
von den Zeitschritten N . Die Konvergenzen der einzelnen Methoden
sind N−1 für die Rechteckregel (rote Plus), N−2 für die Trapezre-
gel (blaue Kreuze), N−4 für das Runge-Kutta-Verfahren 3. Ordnung
(schwarze Dreiecke) und entsprechen den erwarteten Ergebnissen. Die
Parameter des Systems waren α = −2, β(t) = −4(1 + 0,8 sin(2t)),
τ = 0,9 und T = pi.
Für die numerische Integration können alle bekannten Methoden genutzt werden,
wobei die Konvergenz der Integration die Konvergenz der genäherten Lyapunovexpo-
nenten beeinflusst. Mit anderen Worten geht die spektrale Konvergenz der ChSCTA
verloren, wenn für die Integration ein Runge-Kutta-Verfahren oder eine andere nicht-
spektrale Methode verwendet wird. In [76] wird dies als Grund aufgeführt, dass die
spektrale Konvergenz bei zeitabhängigen Koeffizienten verloren geht.
Wir werden folgend eine Möglichkeit vorstellen, die spektrale Konvergenz trotz
numerischer Integration zu erhalten. Dafür nutzen wir die Kollokationsmethode und
führen ein doppeltes Chebyshevverfahren durch. Zum einen haben wir das ODE-
System (5.38), welches die Dimension d hat und zum anderen nutzen wir die Bezie-
hung
x˙(t) = Dx(t) (5.41)
aus der Kollokationsmethode. Die Zeit über eine Periode T im Intervall [t − T, t]
wird in N Zeitschritte entsprechend der Extrempunkte der Chebyshevpolynome ti =






mit i = 0, . . . , N − 1 eingeteilt. Die Dimension ist somit N ,
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und die Differentiationsmatrix D wird wie in Gl. (5.26) gebildet. Bei dem doppelten





Die Dimension des zu behandelnden Systems hat sich erhöht und beträgt N · d. Die
Gln. (5.38) und (5.41) formen wir um zu
˙ˆx(t) = xˆ0 + Cˆ(t)xˆ(t) (5.44)
bzw.
˙ˆx(t) = Dˆxˆ(t) . (5.45)
Dabei enthält der Vektor xˆ0 die Anfangsbedingung, die Matrix Cˆ(t) die Matrizen
C(ti) zu den Zeitpunkten ti und die Matrix Dˆ die Differentiationsmatrix D. Eine
detailliertere Herleitung und die genaue Struktur der Vektoren und Matrizen kann
im Anh. B.4 gefunden werden. Die Gesamtdimension der Vektoren und Matrizen aus
den Gln. (5.44) und (5.45) ist N · d, wobei die Matrizen quadratisch sind.
Im nächsten Schritt bringen wir die Gln. (5.44) und (5.45) zusammen
˙ˆx(t) = Dˆxˆ(t) = xˆ0 + Cˆ(t)xˆ(t) (5.46)






Entscheidend für die Stabilitätsanalyse des Systems (5.38) bzw. des ursprünglichen
Delaysystems ist die Entwicklung von z(0) zu z(T ). Deswegen verringern wir die
Dimension der Gl. (5.47) durch die Matrix Iˆ und betrachten nur die entscheidenden
Elemente
z(T ) = Iˆ>
(
Dˆ − Cˆ(T )
)−1
Iˆz(0) . (5.48)
Die Matrix Iˆ hat die Dimension N ·d×d und wird ebenfalls im Anh. B.4 beschrieben.
Mit der Gl. (5.48) haben wir die gesuchte Beziehung und für die Transformation Uˆ(T )
der Monodromiematrix ergibt sich
Uˆ(T ) = Iˆ>
(





Die transformierte Monodromiematrix Uˆ(T ) hat die Dimension d und aus ihr kann
mittels Gl. (5.13) der maximale Lyapunovexponent λ0 berechnet werden, der wieder-
um die Stabilität des Systems beschreibt.

















Abbildung 5.9: Exponentielle Konvergenz der Differenz zwischen dem maximalen
Lyapunovexponenten λ(N)0 (25) in Abhängigkeit der Zeitschritte N
des doppelten Chebyshevverfahrens und dem Vergleichswert λ0(25) =
0,014... der Propagator-Kollokationsmethode jeweils für d = 25. Die
Parameter des Systems waren α = −2, β(t) = −4(1 + 0,8 sin(2t)),
τ = 0,9 und T = pi.
Vergleichend zur Abb. 5.8 stellen wir in der Abb. 5.9 die Konvergenz des doppelten
Chebyshevverfahrens in Abhängigkeit der Anzahl der Zeitschritte N und mit d = 25
dar. Wir sehen im Log-Linear-Plot eine gerade Linie, die die spektrale Konvergenz
der Methode bestätigt. Die Parameter waren wie in der Abb. 5.8 α = −2, β(t) =
−4(1 + 0,8 sin(2t)), τ = 0,9, T = pi und der Vergleichswert war λ0(25) = 0,014... aus
der Propagator-Kollokationsmethode mit d = 25.
Mit dem doppelten Chebyshevverfahren haben wir neben der Propagator-Galerkin-
Methode und der Propagator-Kollokationsmethode eine weitere spektrale Methode
zur Stabilitätsanalyse von linearen periodischen Delaysystemen gefunden. Alle drei
Verfahren haben den Vorteil gegenüber der Chebyshev-Kollokationsmethode und der
Chebyshev-Polynomentwicklung, dass keine Bedingungen an das Verhältnis zwischen
dem Delay τ und der Periode T gestellt werden. Es ist nicht notwendig, dass ein
rationales Verhältnis vorliegt.
Die Propagator-Galerkin-Methode und die Propagator-Kollokationsmethode ba-
sieren auf dem Propagator der Delaysysteme und erreichen für variable periodische
Koeffizienten eine spektrale Konvergenz des maximalen Lyapunovexponenten. Bei der
ChSCTA konnte in [76] nur bei konstanten Koeffizienten die spektrale Konvergenz
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nachgewiesen werden. Allerdings ist dies mit dem doppelten Chebyshevverfahren
auch bei variablen periodischen Koeffizienten möglich. Die neu entwickelten Metho-
den sind somit eine Verbesserung der bisherigen Methoden und ein Zugewinn an




Im ersten Teil der Arbeit haben wir die Lösung linearer DDE untersucht. Dabei prä-
sentierten wir eine neue Betrachtungsweise für die Konstruktion analytischer Lösun-
gen von Anfangswertproblemen von Delaysystemen. Die neue Methode ist angelehnt
an den Pfadintegralformalismus, der aus der Quantenmechanik und von der Ana-
lyse stochastischer Differentialgleichungen bekannt ist. Es hat sich gezeigt, dass die
Lösung eines Delaysystems zum Zeitpunkt t durch die Integration aller möglichen
Pfade von der Anfangsbedingung bis zur Zeit t gebildet werden kann. Die Pfade sind
aus Delayschritten der Länge τ , wobei das Gewicht äquivalent zu dem Koeffizien-
ten des Delayterms ist, und ODE-Abschnitten beliebiger Länge zusammengesetzt.
Die Gewichte der ODE-Abschnitte sind gleich der Matrix-Fundamentallösung des
ODE-Teils der DDE.
Für skalare DDEs mit konstanten Koeffizienten wurde die neue Methode genutzt,
um eine explizite Darstellung des Propagators aufzustellen. Diese ist aus der Litera-
tur bekannt und kann mithilfe der Methode der Schritte [47, 48] oder der Laplace-
transformation [46,49] gefunden werden. Außerdem konnte durch die neue Pfadinte-
gralinterpretation der Propagator für Delaysysteme mit mehreren Delaytermen, für
nicht-autonome Delaysysteme und für höherdimensionale DDEs gebildet werden. Die
neuen analytischen Ergebnisse wurden sowohl durch analytische Verfahren wie auch
durch etablierte numerische Verfahren bestätigt.
Im zweiten Teil dieser Arbeit wurden die Propagatoren für die Stabilitätsanalyse
periodischer Delaysysteme verwendet. Es wurden zwei neue Verfahren präsentiert,
die Propagator-Kollokationsmethode und die Propagator-Galerkin-Methode. Dabei
wird mithilfe des Propagators der transformierte Monodromieoperator des Delay-
systems genähert. Mit diesem kann wiederum die Stabilität des Systems ermittelt
werden. Beide Verfahren bestimmen die Näherung des transformierten Monodromie-
operators direkt, ohne eine Iteration zu verwenden, wie dies bei der Semidiskreti-
sierung [30,31], Volldiskretisierung [77] und kompletten Diskretisierung [78] der Fall
ist. Ein weiterer Vorteil der neuen Verfahren gegenüber den letztgenannten ist die
Konvergenz der Näherung gegen den exakten Wert. Wir haben gezeigt, dass beide
Verfahren spektral für autonome und nicht-autonome Delaysysteme konvergieren. Es
existieren bereits spektrale Methoden, wie die Chebyshev-Kollokationsmethode und
die Chebyshev-Polynomentwicklung, allerdings sind diese auf periodische Systeme
mit rationalem Verhältnis zwischen Periode und Delay begrenzt. Die Propagator-




Zum Schluss dieser Arbeit haben wir noch ein weiteres Verfahren vorgestellt. Das
doppelte Chebyshevverfahren ist eine Erweiterung der ChSCTA [76] und konvergiert
ebenfalls spektral sowohl bei autonomen wie auch bei nicht-autonomen Delaysyste-
men. Außerdem stellt es keine Bedingungen an das Delay und die Periode. Schlus-
sendlich stehen uns drei verschiedene spektrale Verfahren zur Verfügung, um die
Stabilität von nicht-autonomen periodischen Delaysystemen zu bestimmen. Dies ist
ein großer Zugewinn an Stabilitätsanalysetechniken bei Delaysystemen.
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A Analytischer Beweis der
vorgestellten Lösungen
In diesem Anhang werden die analytischen Beweise der verschiedenen Propagatoren
nachgeliefert. Dabei wird im Anh. A.1 die allgemeine Lösung bewiesen und in den
Anh. A.2 und A.3 wird gezeigt, dass die jeweiligen Propagatoren die Definition er-
füllen. In der Literatur [46,80–82] wurde bewiesen, dass mithilfe des Propagators die
allgemeine Lösung der DDE aufgestellt werden kann.
A.1 Autonomes System
Als erstes zeigen wir, dass die Gl. (2.11) mit dem Propagator (2.12) die allgemeine
Lösung der linearen DDE (2.1) mit konstanten Koeffizienten ist. Wir differenzieren
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(t− t′ − kτ)k−1
(k − 1)! ϕ(t
′ − τ) dt′ (A.2)
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bzw.




(t− τ − (k − 1)τ)k−1










′−τ−(k−1)τ) (t− t′ − τ − (k − 1)τ)k−1
(k − 1)! ϕ(t
′ − τ) dt′ .
(A.3)
Nach dem Verschieben des Index um eins können wir den Propagator (2.12) erkennen
und schreiben
x˙(t) = αx(t) + β
Ψ(t− τ)ϕ(0) + β τ∫
0
Ψ(t− τ − t′)ϕ(t′ − τ) dt′
 . (A.4)
Mit der Gl. (2.11) erhalten wir die lineare DDE
x˙(t) = αx(t) + βx(t− τ) . (A.5)
A.2 Mehrere Delayterme
In diesem Abschnitt betrachten wir den Propagator aus Gl. (2.16) für das autonome
Delaysystem mit mehreren Delaytermen und beweisen, dass die Definition Gl. (2.17)
erfüllt wird. Bei Ψ(0) werden alle Summen in dem Propagator eins und das Produkt
darüber ist ebenfalls eins. Für t′ > t entstehen im Propagator Ψ(t − t′) nur leere
Summen, da die obere Grenze kleiner als die untere Grenze ist, und letztendlich
ist der Propagator null. Somit werden die Gln. (2.17b) und (2.17c) erfüllt. Für den
















































































Zu beachten ist, dass die Summationen über k˜q an die richtige Stelle (p = q) der
anderen Summationen geschoben werden, um die Reihenfolge einzuhalten. Durch die
Heaviside-Sprungfunktion Θ(p−q) in der Obergrenze der Summe wird reguliert, dass
der Term k˜qτq nur für p > q vorhanden ist. Als nächsten Schritt wollen wir den Index





















t− t′ − τq − l∑
m=1
m 6=q















t− t′ − τq − l∑
m=1
m 6=q





















































Die Summe über kq kann mit der Summe über kp zusammengefügt werden. Für den
Fall p < q entsteht dabei der Summand τq
τp
in der Gaußklammer, welcher zusätzliche
Summanden für die Summe über kp liefern würde. Da allerdings die nachfolgenden
Summen über kp′ mit p′ > p bei den zusätzlichen Summanden zu leeren Summen
werden, müssen die zusätzlichen Summanden nicht beachtet werden. Mit den zusam-
mengefassten Summen erhalten wir
d
dt

































Für das nicht-autonome System mit τ -periodischem ODE-Koeffizienten und beliebig
zeitabhängigem Delaykoeffizienten beweisen wir, dass der Propagator Ψ(t, t′) aus
Gl. (2.21) die Definition Gl. (2.2) erfüllt. In der Literatur [46,80,82] wurde bewiesen,
dass mithilfe des Propagators die allgemeine Lösung (2.3) der DDE (2.1) aufgestellt
werden kann.
Es ist offensichtlich, dass der Propagator Ψ(t, t′) aus Gl. (2.21) die Gln. (2.2b)
und (2.2c) erfüllt. Für t′ = t müssen wir bei der Summe nur den Summanden k = 0
betrachten. Bei k = 0 entfällt das Produkt und die Exponentialfunktion reduziert
sich auf eins. Bei t′ > t entsteht eine leere Summe und der Propagator ist null.
Um zu zeigen, dass der Propagator Ψ(t, t′) aus Gl. (2.21) die Gl. (2.2a) erfüllt,
leiten wir den Propagator Ψ(t, t′) nach der Zeit t ab und erhalten
d
dt





















mit ϑ0 = t′. Die Bedingung, dass der ODE-Koeffizient τ -periodisch sein muss, wird





α(t˜) dt˜ = α(t− kτ) = α(t) . (A.11)
Damit vereinfacht sich der erste Term und wir erhalten
d
dt















β(ϑp) dϑp . (A.12)







β(ϑp) dϑp = β(t) . (A.13)
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Bei Gl. (A.14) können wir erkennen, dass durch die Differentiation die Integrale der
Terme p = 1, . . . , k−1 zu null werden und nur das letzte Integral für p = k den Wert
β(t) ergibt. Damit kann die Gl. (A.12) vereinfacht werden zu
d
dt













β(ϑp) dϑp . (A.15)
Nach der Verschiebung des Index der Summation um eins erhalten wir
d
dt
Ψ(t, t′) = α(t)Ψ(t, t′) + β(t)Ψ(t− τ, t′) (A.16)
und haben damit bewiesen, dass der Propagator Ψ(t, t′) aus Gl. (2.21) die Definition
Gl. (2.2) erfüllt.
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B Zusätzliche Informationen zu
den Chebyshevmethoden
In dem Abschnitt 5.6 wurden weitere spektrale Chebyshevmethoden präsentiert. An
dieser Stelle werden detailliertere Berechnungen und Erläuterungen zu den einzelnen
Verfahren nachgeliefert.
B.1 Chebyshev-Kollokationsmethode
Im Abschnitt 5.6.1 wurde die Chebyshev-Kollokationsmethode vorgestellt. Dabei
wurden allerdings die genauen Strukturen der Matrizen D, A(t) und B(t) ausgelas-
sen. Diese sollen an dieser Stelle vorgestellt werden und können ebenfalls in [33,73,74]
gefunden werden. Die Differentiationsmatrix D hat die Einträge
D00 =









4(θ2i − θiT )
, i = 1, . . . , d− 2
Dij =
ci(−1)i+j
cj(θj − θi) , i 6= j , i, j = 0, . . . , d− 1 , ci =
{
2, i = 0, d− 1
1, sonst (B.1)






liegen im Intervall [0, T ] mit θ0 = 0 und θd−1 = T . Damit die Anschlussbedingung
x(T )d−1 = x(0)0 = x(0) erfüllt wird, muss die letzte Zeile der Differentiationsmatrix
D mit Nullen und das letzte Element mit einer Eins ersetzt werden. Die Matrizen




















Damit sind alle Matrizen aus Abschnitt 5.6.1 vorgestellt.
B.2 Chebyshev-Polynomentwicklung
Dieser Anhang enthält weitere Details zur Chebyshev-Polynomentwicklung aus Ab-
schnitt 5.6.2, die ebenfalls in [33, 75] zu finden sind. Bei der Chebyshev-Polynom-
entwicklung werden in einem ersten Schritt die Funktionen x(s), α(s) und β(s) aus
Gl. (5.30) nach Chebyshevpolynomen Pi(t) mit i = 0, . . . , d − 1 entwickelt. Da-
durch werden die Terme α(s)x(s) und β(s)x(s − τ) in P (s)>Qα(τ)y(τ) und in
P (s)>Qβ(τ)y(0) transformiert. P (s) ist der Vektor der ersten d Chebyshevpoly-
nome, y(τ) ist der Vektor der Entwicklungskoeffizienten der Chebyshevpolynome im
Intervall [0, τ ], y(0) im Anfangsintervall [−τ, 0] und die Matrizen Qα(τ) und Qβ(τ)






































· · · a0
 (B.4)
mit ai = 〈α(ϑ), Pi(ϑ)〉 und analog die MatrixQβ(τ). Die τ -Abhängigkeit gibt an, dass
das Intervall [0, τ ] betrachtet wird. Alle Vektoren und Matrizen haben die Dimension
d. Damit kann die Gl. (5.30) umgeformt werden in
P (t)>y(τ) = P (0)>y(0) +
t∫
0
P (s)>Qα(τ)y(τ) + P (s)>Qβ(τ)y(0) ds . (B.5)
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B.3 Zusammenhang zwischen den Chebyshevmethoden
Für die Integration wird eine Matrix G erstellt, sodass die Gleichung
∫ t
0
P (s) ds =
























... . . . 1
4(n−1)
(−1)n
2n(n−2) 0 0 · · · 0 14(n−2) 0
 . (B.6)
Außerdem wird eine Matrix P˜ in den Term P (0)>y(0) eingefügt, um ihn in
P (t)>P˜ y(0) zu ändern. Die Matrix P˜ hat in der ersten Zeile Einsen und ist sonst
überall null. Damit folgt aus Gl. (B.5)
P (t)>y(τ) = P (t)>P˜ y(0) + P (t)>G>Qα(τ)y(τ) + P (t)>G>Qβ(τ)y(0) (B.7)
und letztendlich die Gl. (5.31) mit der Matrix Lˆ(τ) aus der Gl. (5.32).
B.3 Zusammenhang zwischen den
Chebyshevmethoden
Im Abschnitt 5.6.3 wurde gezeigt, dass wir die Chebyshev-Kollokationsmethode und
die Chebyshev-Polynomentwicklung mithilfe der Transformationsmatrix R ineinan-
der umformen können, insbesondere die Matrizen L(τ) und Lˆ(τ). In diesem Anhang
zeigen wir die Transformation der anderen Matrizen, die bei diesen beiden Methoden
vorkommen. Wenn wir die Gln. (5.29) und (5.32) in die Gl. (5.34) einsetzen, erhalten
wir die Transformationen
R−1D−1A(τ)R = G>Qα(τ) (B.8)
und
R−1D−1B(τ)R = P˜ +G>Qβ(τ) . (B.9)
Die beiden Gleichungen unterscheiden sich geringfügig. Allerdings können wir die
Matrix B(τ) umschreiben. Die Matrix B(τ) hat in der letzten Zeile an erster Stel-
le eine Eins stehen, um die Anschlussbedingung x(T )d−1 = x(0)0 zu erfüllen. Wir
können diese Bedingung abspalten und schreiben die Matrix B(τ) als I˜ + B˜(τ). Die
Matrix I˜ ist überall null, außer in der letzten Zeile an erster Stelle hat sie eine Eins.
Die Matrix B˜(τ) ist gleich zur Matrix B(τ), nur in der letzten Zeile ist sie überall
null. Somit haben wir die Transformation
R−1D−1B˜(τ)R = G>Qβ(τ) , (B.10)
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welche analog zur Gl. (B.8) ist und
R−1D−1I˜R = P˜ (B.11)
für die Anschlussbedingung. Damit haben wir gezeigt, dass alle Matrizen der Cheby-
shev-Kollokationsmethode und Chebyshev-Polynomentwicklung mithilfe der Trans-
formationsmatrix R ineinander umgeformt werden können.
B.4 Chebyshev spektrale kontinuierliche
Zeitapproximation
In diesem Anhang werden die Berechnungen der ChSCTA und des doppelten Cheby-
shevverfahrens aus Abschnitt 5.6.4 detaillierter beschrieben. Zuerst wird das ODE-
System aus Gl. (5.38) bzw. die integrale Form Gl. (5.39) von diesem betrachtet. Das
Integral in Gl. (5.39) kann im einfachsten Fall mittels der Rechteckmethode mit N
Stützstellen berechnet werden. Wie im Abschnitt 4.2 wird dabei der rechte Integra-
tionswert genutzt. Nach dem ersten Integrationsschritt ergibt sich
z(∆t) = (I −C(∆t)∆t)−1 z(0) (B.12)
mit ∆t = T
N




(I −C(i∆t)∆t)−1 z(0) = Uˆ(T )z(0) (B.13)
mit der transformierten Monodromiematrix Uˆ(T ). Bei dem Produkt wird von links
multipliziert. Mittels Gl. (5.13) kann der numerisch bestimmte maximale Lyapuno-
vexponent λ(N)0 (d) aus der Transformation Uˆ(T ) der Monodromiematrix berechnet
werden. Wie im Abschnitt 4.2 konvergiert die Rechteckmethode mit N−1, was in der
Abb. 5.8 bestätigt wurde. Mit der Trapezregel kann die Konvergenz N−2 erreicht























Wie bei der Rechteckmethode gilt bei diesem Produkt Multiplikation von links.
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B.4 Chebyshev spektrale kontinuierliche Zeitapproximation
Um die spektrale Konvergenz der ChSCTA zu erhalten, wird eine spektrale Inte-
gration benötigt. Diese ist bei dem doppelten Chebyshevverfahren gegeben, jedoch
nicht bei der Rechteckmethode, der Trapezregel oder den Runge-Kutta-Verfahren.


















eine Kombination aus der ChSCTA und der Kollokationsmethode. Die Zeitpunkte





mit i = 0, . . . , N−1 teilen das Intervall [t−T, t] über eine
Periode T in N Zeitschritte entsprechend der Extrempunkte der Chebyshevpolynome
ein. Die Dimension des zu behandelnden Systems beträgt N · d. Die Zeitableitung








wobei der letzte Vektor z(tN−1) die Anschlussbedingung
z(tN−1) = z(t0) (B.18)
sicherstellt und nicht abgeleitet wird. Mit diesen neuen Vektoren formen wir die
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Außerdem stellen wir die Gl. (5.45) mit
Dˆ =

D0,0I . . . D0,N−1I
... . . .
...
DN−2,0I . . . DN−2,N−1I
0 . . . I
 (B.21)
auf, wobei die Untermatrizen die Dimension d haben. Die letzte Reihe Untermatrizen
wurde durch Nullmatrizen ersetzt und der letzte Eintrag durch die Einheitsmatrix,
damit die Anschlussbedingung Gl. (B.18) erfüllt ist. Da letztendlich nicht der Vektor
xˆ(T ), sondern der Vektor z(T ), entscheidend ist für die transformierte Monodromie-








Die Matrix Iˆ hat die Dimension N · d × d und besteht aus N − 1 Nullmatrizen
der Dimension d und einer Einheitsmatrix der Dimension d. Diese Untermatrizen
sind als Vektor geschrieben. Mit dem doppelten Chebyshevverfahren haben wir die
transformierte Monodromiematrix Uˆ(T ) aus Gl. (5.49) aufgestellt und in der Abb. 5.9
die spektrale Konvergenz bestätigt.
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