We propose a meta-heuristic algorithm for clustering objects that are described on multiple incommensurable attributes defined on different scale types. We make use of a bipolar-valued dual similaritydissimilarity relation and perform the clustering process by first finding a set of cluster cores and then building a final partition by adding the objects left out to a core in a way which best fits the initial bipolar-valued similarity relation.
Introduction
Clustering is defined as the unsupervised process of grouping objects that are similar and separating those that are not. Unlike classification, clustering has no a priori information regarding the groups to which to assign the objects. It is widely used in many fields like artificial intelligence, information technology, image processing, biology, psychology, marketing and others. Due to the large range of applications and different requirements many clustering algorithms have been developed. Jain [16] gives a thorough presentation of many clustering methods and classifies them into partitioning [21,20], hierarchical [13,15,29] , densitybased [3, 30] , grid-based [2, 27] and model-based methods [9, 19] . New graph-based methods have also been developed in the emerging field of community detection [10, 25, 26] . Fortunato [11] covers many of the latest ones.
In this paper we present the GAMMA-S method (a Grouping Approach using weighted Majority MArgins on Similarities) for clustering objects that are described by multiple incommensurable attributes on nominal, ordinal and/or cardinal scales. We draw inspiration from the bipolar-valued outranking approach proposed by [5, 6, 7] for dealing with multiple criteria decision aid problems. As such, we assume that the data is extracted in a prior stage, such that each attribute has a clear meaning and expresses a distinct viewpoint for a human agent. Also, this agent has a clear view on the importance of each attribute when he compares two objects and what can be considered as a discriminating difference in their evaluations. For this we first characterize pairwise global similarity statements by balancing marginal similarity and dissimilarity situations observed at attribute level in order to get majority margins, i.e. a bipolar-valued similarity graph. Good maximal cliques in this graph, with respect to a fitness measure, are chosen as cluster cores and then expanded to form a complete partition. As the enumeration of all the maximal cliques is well known to be potentially exponential [23], we develop a special meta-heuristic for dealing with the first step. The aim of our method is to achieve a partition that will minimize the differences between the original similarity relation and the relation that is implied by the clustering result.
Dual Similarity-Dissimilarity Modelling
To illustrate the relational concepts of similarity and dissimilarity we first present a small didactic problem.
Let us consider in Figure 1 a set of objects {a, b , c, d} that are described by four attributes, one cardinal and three ordinal. We may notice that objects a, b and c are quite small, while d is significantly larger. On the second attribute a and b, as well as c and d have the same texture. On the color attribute we notice some objects are dark, and some are light or we could consider each color level to be different. This can be perceived differently by anyone who looks at these objects. On the last attribute, we have the shapes of each object, and we could consider that object a is different from b but similar to the rest, object b is similar to both a and c but different from d and c is also different from d. None of these objects are similar on all attributes, therefore we could consider two objects to be similar overall if they have similar evaluations on a majority of attributes. For example objects a and b have close evaluations on three out of four attributes, therefore they are considered to be globally similar. Objects c and d have also three attributes out of four on which they are similar. But on the first attribute, they show a very large difference in evaluations (4 cm compared to 20 cm). Here, we would rather like to say that we are not sure if they are similar or not. 
Pairwise Similarity and Dissimilarity Statements
Let X = {x, y, z, ...} denote a set of n objects. Each object x ∈ X is described on a set I = {i, j, k, ...} of m attributes of nominal, ordinal and/or cardinal type,
