Introduction
Large-eddy simulation (LES) models provide an indispensable tool to study processes within cloudtopped subtropical and trade wind boundary layers (e.g., Siebesma et al. 2003; Stevens et al. 2005, and references therein) . Typically, LES models use bulk representation of cloud microphysics. Bulk approach assumes that warm (ice free) clouds are exactly at water saturation and that a cloud cannot exist in undersaturated conditions. It is well established from cloud observations (e.g., Stommel 1947; Warner 1955; Blyth 1993; Wang and Albrecht 1994) and cloud modeling (e.g., Brenguier and Grabowski 1993; Carpenter et al. 1998; Siebesma et al. 2003; Chosson et al. 2007 ) that shallow cumulus and stratocumulus clouds are strongly diluted by entrainment and that such dilution affects not only bulk thermodynamic properties [e.g., the liquid water content (LWC)] but also cloud microphysics (i.e., the spectrum of cloud droplets). For nonprecipitating clouds, conservation of total water (vapor plus liquid) and moist static energy determines bulk thermodynamic properties of cloud volumes diluted by entrainment of environmental air. Predicting changes of the cloud droplet spectra resulting from entrainment, on the other hand, requires additional constraints because situations where cloud water after homogenization is distributed over either the same number of smaller droplets (i.e., the homogeneous mixing scenario) or smaller number of droplets with the initial size (i.e., the extremely inhomogeneous mixing scenario; Baker and Latham 1979; Baker et al. 1980 ) are equally possible (see discussion in Andrejczuk et al. 2006) .
The impact of entrainment and mixing on cloud droplet spectra has been shown to significantly affect mean radiative properties of a field of stratocumulus and cumulus clouds. Chosson et al. (2004) were first to show this for the case of stratocumulus. They examined the impact of microphysical transformation following entrainment and mixing by considering separately the homogeneous and extremely inhomogeneous mixing scenarios and showed that the mean cloud optical thickness derived by applying the homogeneous scheme was about 35% larger than for the extremely inhomogeneous mixing (see Chosson et al. 2007 for further discussion). This result prompted an investigation reported in Grabowski (2006, hereafter G06) , where a similar issue was investigated in the context of convective-radiative quasi equilibrium mimicking the mean conditions on the earth and with the emphasis on the indirect aerosol effects. Two limits of the concentration of cloud droplets n o were considered, either n o ϭ 100 cm
Ϫ3
, referred to as PRISTINE, or n o ϭ 1000 cm Ϫ3 , referred to as POLLUTED. The 2D model used in G06's study applied bulk microphysics and, similarly to Chosson et al. (2004 Chosson et al. ( , 2007 , required additional assumptions concerning sizes of cloud droplets when coupled to the radiative transfer model. The relevant parameter is the effective radius, the ratio between the third and the second moment of the cloud droplets size distribution (e.g., Stephens 1978) . Effective radius has been shown to be slightly larger than the mean volume radius (e.g., Martin et al. 1994; Pawlowska and Brenguier 2000) . In G06's study, the formulation of the effective radius in the diluted cloudy volumes turned out to be of critical importance, with the mean top-of-theatmosphere (TOA) albedo (and thus the amount of solar energy reaching the surface) being the same in the PRISTINE case assuming the homogeneous mixing scenario and in the POLLUTED case with the extremely inhomogeneous mixing.
As on the earth, the model cloudiness in G06 was dominated by shallow convection. However, since the model setup was designed with the deep convection in mind, the horizontal resolution was not adequate for shallow clouds. Moreover, the model applied 2D geometry, which also limits the generality of conclusions. It follows that it would be desirable to perform a similar investigation using a 3D model with a spatial resolution appropriate for shallow clouds, that is, using a LES model. This paper reports results of such an investigation. The next section briefly discusses the model and modeling setup. Section 3 provides details of the formulation of effective radius applying various assumptions concerning the local concentration of cloud droplets. Vertical profiles of the diagnosed effective radius are presented in section 4, together with results of radiation transfer model applied offline to the cloud data. Brief discussion of model results in section 5, including a comparison with observations reported in McFarlane and , concludes the paper.
The model and modeling setup
The model used in this study is the 3D anelastic semiLagrangian-Eulerian model EULAG documented in Smolarkiewicz and Margolin (1997, model dynamics) , Grabowski and Smolarkiewicz (1996, model thermodynamics) , and Margolin et al. (1999, subgrid-scale turbulent mixing) . In this study, EULAG is set up to simulate steady-state trade wind shallow nonprecipitating convection observed during the Barbados Oceanographic and Meteorological Experiment (BOMEX; Holland and Rasmusson 1973) and recently used in the model intercomparison study described in Siebesma et al. (2003) . In the BOMEX case, the 1.5-km-deep trade wind convection layer overlays 0.5-km-deep mixed layer near the ocean surface and is covered by 500-mdeep trade wind inversion layer. The cloud cover is about 10% and quasi-steady conditions are maintained by the prescribed large-scale subsidence, large-scale moisture advection, surface heat fluxes, and radiative cooling. The model setup is exactly as described in Siebesma et al. (2003) . The horizontal/vertical grid length is 100 m/40 m and model time step is 3 s. As in Siebesma et al. (2003) , the model is run for 6 h, and results from the last 4 h are used in the analysis.
In general, EULAG results fall within the spread of all models presented in Siebesma et al. (2003) . It follows that EULAG simulation faithfully represents gross features of the trade wind convection observed in BOMEX, including mean thermodynamic and wind profiles, mean characteristics of the cloud field (e.g., the cloud cover and liquid water path), and mean profiles of the temperature and moisture fluxes between the surface and trade wind inversion. A single simulation (archived every 10 min of the model time) is used in the analysis presented in this paper. This is because, unlike in G06, effective radius and optical thickness are only diagnosed using various assumptions concerning the mixing between clouds and their environment. Furthermore, we apply a solar radiation transfer model (the same as in G06) to document the impact of the diagnosed effective radius on the mean cloud albedo and on the net solar flux at the surface.
Derivation of the effective radius from bulk model output
As suggested by Martin et al. [1994, Eq. (10) therein], the effective radius r e is assumed proportional to the mean volume radius r :
where k ϭ 0.80 for the PRISTINE and k ϭ 0.67 for the POLLUTED. The mean volume radius r , on the other hand, is locally defined as
where w ϭ 10 3 kg m Ϫ3 is the water density, and LWC and n are the local values of the liquid water content and concentration of cloud droplets, respectively. Note that EULAG predicts LWC, but not n, and additional assumptions are needed to predict local values of r and thus r e . Four different assumptions concerning variability of n are reviewed below and are later used in the analysis of the model output.
a. Uniform cloud droplet concentration, r (u) , and r
In this case, it is assumed that the concentration of cloud droplets does not change within a cloud and it is taken in (2) as n ϭ n o (i.e., either 100 cm Ϫ3 for the PRISTINE or 1000 cm Ϫ3 for POLLUTED). This case was referred to as the homogeneous mixing scenario in G06. It was recognized, however, that this is an approximation because the homogeneous mixing involves also a change of droplet concentration, with the concentration in a diluted parcel smaller by a factor of , the proportion of the cloudy air in the mixture (see discussion below and in the appendix in G06). (h) , and r
b. Homogeneous mixing scenario, r
In this case, it is assumed that the concentration of cloud droplets changes within a cloud only because of the dilution due to entrainment. It follows that n is taken as n ϭ n o in (2), where, again, n o ϭ 100 cm Ϫ3 for the PRISTINE and 1000 cm Ϫ3 for POLLUTED. The proportion of the cloudy air in the mixture is approximated, assuming that the total water at a given location is a linear combination of the total water Q inside the adiabatic parcel raising from the cloud base and an unsaturated environmental air at this level:
where Q ϭ q ϩ q c (q and q c are the water vapor and cloud water mixing ratios), and superscripts a and e refer to the adiabatic and environmental values, respectively. Note that (3) represents an extreme simplification of the entrainment problem in cumulus clouds (cf. Blyth 1993) . Since there is no precipitation, Q a is equal to the total water at the cloud base. The environmental total water Q e ϭ q e can be approximated as the mean over cloud-free grid boxes at this level. It follows from (3) that
where additional limiting ensures only physically realizable values of . Adiabatic parcel analysis is performed using cloud-base conditions obtained by conditional sampling (i.e., considering only points with q c Ͼ 10 Ϫ5 kg kg Ϫ1 ) at a height of 600 m, which is within the range of simulated cloud-base heights for various clouds during the 4-h analysis period. In summary, local values of are deduced from (4) and later used in (2) with n ϭ n o to derive r (h) .
c. Intermediate mixing scenario, r (in)
, and r
In this case, it is assumed that the concentration of cloud droplets changes within a cloud because of the dilution due to entrainment and that the change in droplet concentration is the same as the change of the mean volume radius cubed. Such a mixing scenario was suggested by direct numerical simulations of interfacial mixing at low turbulence levels discussed in Andrejczuk et al. (2006) . In such a mixing scenario, the mean volume radius is prescribed as (see appendix in G06) In this case, it is assumed that entrainment changes only the concentration of cloud droplets without affecting the mean volume radius. In this case, r ϭ r a . ͑6͒
The above four formulations of r result in various spatial distributions of r e , separately for the PRISTINE and POLLUTED cases (i.e., choosing n o as either 100 or 1000 cm
Ϫ3
). Selected statistics of these distributions are compared in the next section. Moreover, in each cloudy column, the cloud optical thickness can be derived as ϭ 1.5/ w ͐LWC/r e dz, with r e defined in various ways as discussed above. Finally, a radiation transfer model can be applied to cloudy columns to assess the impact of various mixing scenarios on solar radiation.
Results
Figure 1 presents the contoured frequency by altitude diagrams (CFADs) of r e derived according to the scenarios 1 to 4 and for PRISTINE and POLLUTED conditions. As expected, mean r e increases with height in all scenarios. A noisy pattern near cloud tops in mixing scenarios 1-3 most likely reflects poor sampling of the deepest clouds. For a given formulation, POLLUTED cases show significantly smaller r e when compared to the PRISTINE. Since the uniform scenario does not consider dilution of droplet concentration due to entrainment, it results in the smallest droplet sizes compared to other scenarios. The mean r e at a given height gradually increases when one moves across mixing scenarios from uniform droplet concentration to the extremely inhomogeneous mixing. The effective radius in the extremely inhomogeneous mixing (i.e., the FIG. 1. CFADs of the diagnosed effective radius assuming (left) PRISTINE and (right) POLLUTED conditions. Panels represent (from top to bottom) uniform droplet concentration (u), homogeneous (h), intermediate (in), and extremely inhomogeneous (ei) mixing scenarios. Bin size is 0.5 m. Frequency is contoured starting at 1% with contour interval of 2% and 4% for PRISTINE and POLLUTED, respectively. Note that for (ei) all contours collapse into a single profile.
adiabatic r e ) is larger than the maximum r e predicted by any other mixing scenario at the same height. This attests to the significant dilution of shallow convective clouds simulated in this study, which is best illustrated by a CFAD of the adiabatic fraction LWC/LWC a (not shown; cf. Fig. 7 in Siebesma et al. 2003) . At any level, the uniform droplet concentration results in a histogram with the largest width. The difference between uniform droplet concentration and homogeneous mixing is significant, an effect neglected in G06. Of a particular relevance is the fact that the adiabatic r e for the extremely inhomogeneous mixing in POLLUTED is close to the mean r e for the uniform droplet concentration in PRISTINE; that is, r e in both cases is in the range between 5 and 10 m across most of the cloud depth. Figure 2 shows probability density functions (PDFs) of the optical thickness for PRISTINE and POLLUTED and for uniform droplet concentration and extremely inhomogeneous mixing (i.e., the two scenarios that provide limiting sizes of r e for either PRISTINE or POLLUTED case). Only model columns with liquid water path (LWP) larger than 5 ϫ 10 Ϫ3 kg m Ϫ2 are included in the analysis. Because of the limited vertical extent of BOMEX clouds, values of the optical thickness larger than 100 are rare, unlike in the case of convective-radiative equilibrium of G06, which featured deep as well as shallow clouds. The PDFs are similar to those in G06 (Fig. 5 therein) , with maximum values for Ͻ 10 and long tails extending to values ϳ 100. As in Fig. 5 of G06, changing mixing scenario from the uniform droplet concentration to the extremely inhomogeneous mixing leads to a decrease of PDF for small s and an increase for Ͼ 10. However, changes in the PDFs between PRISTINE and POLLUTED cases are smaller than in G06, consistent with only the first indirect effect considered here (i.e., changes of r e alone), whereas both the first and the second indirect effects were considered in G06 (i.e., changes in both r e and LWP).
To document the impact of various mixing scenarios on mean optical properties of the cloud field, the twostream radiation transfer model was applied column by column (i.e., in the independent column approximation mode) to the cloud model data combined with the diagnosed effective radius of cloud droplets (i.e., similarly to Chosson et al. 2004 Chosson et al. , 2007 . The radiation transfer model, the same as in G06, comes from the National Center for Atmospheric Research (NCAR) Community Climate System Model (Kiehl et al. 1994 ). The
FIG. 2. PDFs of the optical thickness derived from model columns with LWP larger than 5 ϫ 10
Ϫ3 kg m Ϫ2 and for (left) PRISTINE and (right) POLLUTED conditions. Only data for uniform droplet concentration (u) and extremely inhomogeneous mixing (ei) are shown. solar constant is taken as 436 W m Ϫ2 (i.e., the nominal solar constant at an equinox divided by to represent insolation averaged over the diurnal cycle) and a zero zenith angle is assumed. Figure 3 shows histograms of the TOA cloud albedo for PRISTINE and POLLUTED and for the uniform droplet concentration and the extremely inhomogeneous mixing (i.e., the two scenarios that provide limiting sizes of r e for either PRISTINE or POLLUTED case). As in Fig. 2 , only model columns with LWP larger than 5 ϫ 10 Ϫ3 kg m
Ϫ2
are included in the analysis. 1 As Fig. 3 shows, the range of TOA albedos for cloudy columns is between 0.1 and 0.7, with consistent changes for different local mixing scenarios. For instance, the change from uniform droplet concentration to extremely inhomogeneous mixing (i.e., with larger cloud droplets diagnosed in diluted cloud volumes) results in reduced frequencies for high albedos and corresponding increase of the peak for albedos around 0.1. This is true for both PRISTINE and POLLUTED cases. Model results for various mixing scenarios are summarized in Table 1 . The table shows averaged values of the mean optical thickness , the mean "effective" r e , the mean cloud TOA albedo A cloudy , and the mean net solar flux at the surface SF cloudy , all calculated including only model columns with the LWP larger than 5 ϫ 10 aged liquid water path is 8 ϫ 10 Ϫ2 kg m Ϫ2 (i.e., 3 to 4 times smaller than in the deep convection case of G06, Table 3 therein). In general, changes of the mean optical thickness and effective radius between PRISTINE and POLLUTED with various mixing scenarios in this study are similar to the changes reported in G06 (Table  3 therein ). For instance, the mean optical thickness for PRISTINE with uniform droplet concentration is 11.5 and it is 15.8 for POLLUTED with extremely inhomogeneous mixing; that is, it changes by a factor of 1.4 between the two cases. Corresponding values are 32.1 and 57.4 in G06, which implies a factor of 1.8. For the mean effective r e , corresponding values are 8.1 and 6.7 m in this study and 8.3 and 7.4 m in G06. Unlike in G06, the mean albedo for PRISTINE with uniform droplet concentration is smaller than for POLLUTED with extremely inhomogeneous mixing (0.33 versus 0.38), and the difference is comparable to the range observed for either PRISTINE or POLLUTED (from 0.27 to 0.33 or 0.38 to 0.45). For the SF cloudy , the differences between different mixing scenarios seem larger than in G06 (i.e., the change here is about 30 W m Ϫ2 from uniform droplet concentration to extremely inhomogeneous mixing compared to about 20 W m Ϫ2 in G06). One needs to keep in mind, however, that a different incoming solar flux was applied here than in G06 (436 versus 342 W m Ϫ2 ), and that results in Table 1 only include cloudy columns. Nevertheless, the overall impact of mixing scenarios in 3D LES simulations discussed here is consistent with results discussed in G06. In particular, POLLUTED clouds assuming extremely inhomogeneous mixing scenario have optical properties not far from PRISTINE clouds with uniform droplet concentration.
Discussion and conclusions
Results presented in this paper strongly support predictions of the low-resolution 2D study by G06 that the formulation of the effective radius in diluted volumes of shallow convective clouds plays an essential role in mean optical properties of a cloud field and thus in the mean TOA albedo of an ensemble of clouds. Such a conclusion is also consistent with results discussed in Chosson et al. (2004 Chosson et al. ( , 2007 for the case of stratocumulus. In the current investigation, similarly to G06, POLLUTED clouds assuming extremely inhomogeneous mixing scenario have optical properties similar to PRISTINE clouds with uniform droplet concentration.
Results presented here can be compared to the observational study of McFarlane and Grabowski (2007) where a CFAD of the effective radius and a PDF of the cloud optical thickness were derived from groundbased remote sensing of shallow tropical clouds over the Atmospheric Radiation Measurement Program (ARM) tropical western Pacific Nauru site using the technique described in McFarlane et al. (2002) . As documented in McFarlane and Grabowski (2007, their Fig. 2) , the CFAD of retrieved r e has significant width, which increases with height, and tends to have a bimodal shape with wide peaks that limit the variability of r e . The peak at small r e represents cloud droplets with sizes not much different than those near the cloud base, suggesting a new activation of cloud droplets due to entrainment. The peak at large r e , while representing much larger droplets, is still significantly smaller than the adiabatic size. CFADs derived from model results presented here have different shapes. The extremely inhomogeneous mixing scenario between the adiabatic cloud and its unsaturated environment predicts adiabatic r e at a given height and is thus inconsistent with the observations. All three other mixing scenarios predict distributions of r e with a significant width (as in observations) but with only one peak, somewhere between the adiabatic size and the cloud-base size. Despite these differences, the PDFs of the optical thickness are similar to the one derived from the observations (Fig. 4 in McFarlane and Grabowski 2007) , with the maxima for low s around 0.1 and PDFs decreasing to about 10 Ϫ4 for ϭ 100. The above comparison suggests that the spatial variability of r e in real clouds is more complicated than the variability predicted by simple models of microphysical transformations considered in this study. Variable in time and space transformations associated with the cloud-environment mixing (resulting in a superposition of CFADs shown in Fig. 1 ), combined with additional nucleation of cloud droplets above the cloud base either due to increasing updraft strength or due to entrainment (see discussion in McFarlane and Grabowski 2007) , can all contribute to the observed variability. This subject will be further investigated using a newly developed two-moment warm rain bulk microphysics scheme (i.e., predicting both the number of cloud droplets and their mixing ratio), capable of predicting drizzle/rain formation as well as changes of the supersaturation field within shallow ice-free clouds (and thus the in-cloud nucleation), and including various scenarios of microphysical transformations due to turbulent entrainment and mixing (Morrison and Grabowski 2007, 2008) . Such simulations will allow studying both the first and the second indirect effect using the BOMEX case considered here, as well as the precipitating shallow convection case based on observations during the Rain in Cumulus over the Ocean (RICO) experiment (see http://www.knmi.nl/samenw/rico/). Moreover, 3D radiative transfer should be applied to the cloud data as in Chosson et al. (2007) . We will report results of these investigations in future publications.
