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Chapter 1 
Introduction 
This is the report on range image interpretation of singulated irregular parcels. The overall 
approach to this problem was to find the most general and generic method that will interpret 
the data yet is computationally economical. We have observed that the large majority of 
objects that are classified as Irregular Parcels are convex or can be modeled as such plus 
some deformation. Hence the primitive model that we have chosen, is the superquadric plus 
deformations such as tapering and bending along the major axis. The superquadric model 
is an analytic representation of volume for which cross-sections are a class of curves varying 
between rectangular to elliptical (of course, circular and square shapes are included). As 
a side product of this representation we obtain naturally the position, orientation and the 
scale of the object. The principle of recognition is a fitting procedure which changes the 
parameters so as to minimize the difference between the data and the volume of the model. 
We believe that this approach is more general than any previously model based approach 
including CAD/CAM systems. In comparison to the Generalized Cylinder model proposed 
by Binford [3] and continued with his students [13], our model has the advantages that: 
a) It does not require any preprocessing, that is the fitting is performed on raw 3-D data 
points. 
b) The interpretation is performed in coarse to fine fashion, or from global to local. - 
The Generalized Cylinder approach is fitted by local aggregation of similar cross-sections. 
It is a typical example of processing from a local to a global interpretation. 
We wish to argue that in general and in the postal domain in particular it is more - 
appropriate to begin with the strategy: coarse to fine. The reason for this is the decision 
between what is part and what is detail depends on the total shape and size of the whole 
. 
object. In order to make this decision not in ad hoc fashion but rather data driven, one 
needs to consider first the data holistically before one analyses the details and/or parts. 
An interesting question may arise concerning how to deal with cluttered scenes where 
partially overlapped objects occur. Our preliminary results [17] suggest that one can perform 
segmentation via the same fitting procedure as for the single part/object. The important 
point here is again the fact that this process proceeds from the global scene to individual 
objects. The open question however remains how robust is this process. It is clear that one 
can construct cases, arrangements of two or more objects where it will not be clear whether 
they should be separate objects or just a single bent or otherwise deformed object. In order 
to resolve this ambiguity we are investigating: 
a) other visual modules, such as detection of boundaries, surface discontinuities/or conti- 
nuities [5] ,  
b) mechanical manipulation which will singulate those parts that are decomposable without 
mechanical damage [I 91. 
Let us suppose that we have all the above modules. Are we done? Unfortunately not! 
Why? The data may not always be accurate, due to shadows as an example in a ranging 
device, or the sensor may be out of order, or finally the objects in the scene do not fit the 
expected models, i.e. we may have an inadequate set of models! In order to complete this 
system, one will have to do the following: model the sensor [lo], periodically calibrate the 
sensor [7], if there is not sufficient matching in one view, take multiple views, finally consider 
more complex models. The use of more complex models is clearly a last resort which I do 
not believe necessary for the irregular parcels. 
Chapter 2 
System Description 
This chapter describes the whole system for interpreting range images of single mail pieces. 
First, a functional block diagram is shown, defining the major components of the range image 
interpretation system (Figure 2.1). An overview of process flow is in Figure 2.2, showing in 
more detail the control structure and sequence of operations 
The rest of this chapter is divided as follows: section 2.1 is on preprocessing of input 
range images, section 2.2 is on segmentation, section 2.3 is on model recovery, section 2.4 is 
on classification, section 2.5 on recovery of parametric deformations, section 2.6 identifies all 
system parameters, section 2.7 describes the development environment, and section 2.8 is a 
discussion 
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2.1 Preprocessing 
Range images obtained by different scanners differ in the format of the output. In order to 
apply low level techniques to the image it is necessary that the image points be quantized in 
2-depth format with an equal resolution factor in the X and Y directions. Once converted 
into 2-depth format the image is smoothed. In this section we discuss some practical aspects 
of real range image preprocessing which need to be considered before processing can start. 
The essential steps are format conversion, background compensation if required, uniform 
scaling of the image, and smoothing of the image: 
1. Read the given USPS format image. 
2. Compute resolution along X and Y axes : 
xscale = (Xmax - Xmin)/Num-columns 
yscale = (Ymax - Ymin)/Numrows 
3. For every 3-D point (x,y,z) in the original image, compute the pixel coordinates in 
2-dept h format image : 
rowindex = y/yscale 
colindex = x/xscale 
Set: zdepthimage(rowindex,colindex) = z 
4. If background compensation has to be done : 
If zdepthimage(rowindex,colindex) is within 30 mils 
of backgroundimage(rowindex,colindex), then the pixel 
lies in the background, i.e, 
set : zdepthimage(rowindex,colindex) = BACKGROUNDDEPTH 
Else 
retain the original value. 
5. IF ( xscale NOT EQUAL TO yscale ) THEN 
GOT0 Scale image. 
ELSE 
finalimage = zdepthimage; 
GOT0 Smooth image. 
6. Scale image: 
IF ( Xmax > Ymax ) THEN 
finalscale = Xmax. 
ELSE 
finalscale = Ymax. 
Scale the zdepthimage at finalscale to obtain finalimage: 
For every pixel (x,y) ( in world coordinates ) 
in the finalimage, DO: 
a) Determine the the pixel (xl ,yl) in zdepthimage 
that is closest to (x,y) such that: x l  <= xandyl <= y. 
b) Fit a plane on the points (xl,yl,zl), 
(xl+finaLscale,yl,z2), and (xl,yl+finalscale,z3). 
c) Compute the depth value at (x,y) using the values of the 
fitted plane. 
7. Smoothing : 
Apply a one dimensional Gaussian operator separately in the X and Y directions on . . 
the image at a predetermined sigma value. Store the results in a floating point array. - 
8. End of preprocessing. 
2.1.1 Description of the Preprocessing Stage . - 
The first step is to convert the USPS format image to a Z-depth format image vsed in the 
PM-format. The depth values are stored at the original resolution ( lrnil/level ) in 2 bytes ' 
per pixel. 
The sampling interval of the scanners depends on the thickness of the laser stripe, the 
value of the laser stripe increment and the resolution of the camera. More often than not, 
vertical resolution (along the Y axis) is different from horizontal resolution (along the X 
axis). Thus the sampled points are not spaced uniformly in the X and Y directions. Since 
we apply neighborhood operators during low level processing of images, it is necessary to 
rescale the images uniformly in both directions. We have rescaled the Z-depth image by 
fitting a plane on three neighborhood points. 
The range images obtained from RCA have significant distortion in all the images. The 
effect of distortion on segmentation is discussed in detail in the section on segmentation. The 
simplest way of handling the distortion is to identify the background pixels in the image and 
set them to a constant value, in the very beginning. We have used 260 mils as the constant 
background depth. The background compensation is done by using the depth images (RCA- 
35 and RCA-36) provided in the database. Each pixel is compared with the background value 
at the corresponding coordinates in the backgroundimage. Since the background values do 
not match exactly, a threshold of 30 mils is used. However, some of the points near the 
image boundary are still left uncompensated. The background is compensated during the 
format conversion process in all the RCA images. 
2.1.2 Smoothing of Range Images 
The images are smoothed using the Gaussian operator and smoothed values are stored in 
floating point buffers so as not to lose any precision. The smoothed image is given to the 
edge-detection procedure. 
Since the Gaussian function is separable in the X and Y directions, a one dimensional 
Gaussian operator is applied separately on the image in each direction. Smoothing is con- 
trolled by the size of the operator, which is determined by sigma. The gaussian operator has 
some nice properties that make it a unique operator for our purposes. Yuille and Poggio [21] 
have proven that the Gaussian low-pass filter is the only filter with a nice-scaling behavior 
for linear derivative operators like the Laplacian operator. It also satisfies the following 
conditions: 
1. Filtering is shift-invariant and therefore, a convolution. 
2. The filter has no preferred scale. The filter is properly normalized at all the scales. 
3. The filter recovers the whole image at sufficiently small scales. 
4. The position of the center of the filter is independent of the scale of the filter. Otherwise 
zero crossings of a step edge would change their position with a change of scale. 
. - 
5. The filter goes to zero as x goes to infinity and as sigma goes to infinity. 
We are also studying the scale-space properties of range images. We have empirically - 
determined a sigma value of 1.0 (5x5 window) for our experiments. 
2.2 Segment at ion 
The range images obtained from RCA have significant distortion in all the images. It makes 
the segmentation of thin objects difficult, as the thin objects lie in the.cavity formed by the 
concave background, with the background at some points having higher depth value than 
the object itself. This rules out the plane fitting or thresholding approaches to segment the 
object from the background. Segmentation based on edges encounters two difficulties in this 
case: 
1. The edge magnitude at the boundaries of the object may lie below the threshold value 
(i.e., acceptable depth discontinuity). 
2. Even if the object is segmented by the segmentation procedure, it may not be the 
top-most object, because of the higher depth values of some parts of the background. 
We are performing background compensation in all the images. However, some of the 
points near the image boundary are still left uncompensated. Thus the method of plane- 
fitting or background thresholding still cannot be applied. Segmentation based on edges, 
however, picks up the actual object as  the topmost object because the uncompensated back- 
ground points occur in small clusters and are ignored by the segmentation procedure. If the 
object is thick enough to have all the depth values more than the background values, then 
background thresholding can be used to segment the object from the background. This is 
used in the secondary testing of the scenes where the segmentation procedure picked up only 
a part of the object. 
2.2.1 Plane Fitting 
A simple method of background segmentation is to threshold the scene at a known depth 
value to obtain the object points. However, if the background is planar but not necessarily 
. - . 
horizontal, it is useful to fit a plane corresponding to the background. The scene points can 
then be classified as the object points, background points and shadow points (missing range . . 
date), by simply computing the distance of each point from the plane. The point is classified - 
by observing the sign and the magnitude of the distance from background plane. 
2.2.2 Segmentation Bases on Edges 
In this section we will briefly outline the edge-detection and segmentation procedure we 
have used to segment objects. The step edges are detected by the Laplacian of the Gaussian 
. 
(LOG) operator. The smoothed image obtained after applying the Gaussian operator (sigma 
= I), is given to the edge-detection procedure: 
1. Read the Gaussian operated image. 
2. Apply Laplacian operator to the image. 
3. Pick up the zero-crossing (with maximum value) at every pixel in the LOG operated 
image. 
4. Threshold the zero-crossing magnitude at a predetermined value and label those pixels 
that belong to step edges. 
Thresholding of the zero-crossing magnitude is necessary to avoid minor surface perturba- 
tions. Selecting a threshold restricts the minimum detectable depth. Further, the threshold 
chosen depends on the degree of smoothing performed on the image. Details are lost as 
we go up the scale-space (i.e., with increasing value of sigma). Accordingly, the need for 
t hresholding the zero-crossing magnitude is reduced. We have empirically determined the 
threshold value for the RCA images smoothed at sigma = 1. The value is kept the same for 
all the images. 
We now describe the algorithm for segmentation based on the edge information. The 
segmentation is performed by picking up the topmost pixel in the image and growing it in 
the 8-neighborhood. The region growing process is controlled by the step edge information. 
The procedure picks up the topmost acceptable region in the image along with the remaining 
regions. Since we are interested only in the topmost region, the procedure outputs the 
topmost object in 2-depth format. The region growing algorithm also does one and two 
pixel gap-filling. Gap filling is required because zero-crossings do not form a closed contour 
around the object, and in case of multiple object scenes or background-object segmentation 
may result in merged objects. The region growing procedure is constrained near the edges, 
by the requirement that a pixel having a boundary pixel in its 8-neighborhood be simply 
marked as grown, along with the boundary pixel and is not recursively grown. 
The algorithm for segmentation is as follows 
1. Read the original range image I(x,y) and the LOG operated image. 
2. Set :label-val=O 
3. Segment the objects from the background by thresholding at the background depth 
(supplied by the user). In case all the background points are not removed, they will 
- 
be considered as object points in the scene. 
4. Locate the 3x3 window with maximum height by averaging the pixel values in each 
3x3 window at every pixel in the range image. This gives the seed region for region 
growing. Clearly the window lies on the topmost object. If there is more than cine - 
heap, then also only one seed region is obtained. 
5. ' label-val = label-val + 1 
6. Grow the seed region recursively in all 8 directions. For the gap filling procedure to 
work it is necessary to grow pixels in 8-neighborhood. Let p i j  be the pixel being 
grown. A pixel phi j  in 8-connected neighborhood of p i j  is not grown under one of the 
following conditions: 
(a) ph i j  is a background pixel 
(b) ph i j  is already labeled 
(c) If q i j ,  any pixel in &connected neighborhood ph i j  is an edge pixel; Then p i j  is 
1-pixel distance form an edge pixel and likely to be in a gap. Set label(phij) = 
label(qij) = label(pij). 
7. If the number of pixels in the extracted region less than acceptablesize; then the region 
is invalid else it is valid. 
8. If the region is valid then determine the supporting points of the region. 
9. The region extracted in the first pass is the topmost region. Subsequent regions are 
grown from top to bottom, left to right. If any more pixels are left to be processed 
then pick up any unprocessed pixel and go back to step 5 to grow the region. 
10. Output the topmost region, all valid regions and supporting points in separate image 
files. 
2.2.3 Format Conversion and Addition of Points 
The topmost object outputted by the segmentation procedure is in 2-depth format. The 
superquadric model recovery program takes a list of points with respect to a known coordi- 
nate system as input. The format conversion depends on the resolution of the scanner. As 
discussed in section 2.3.6, we back-project given surface points on the background plane to 
obtain a plane of added points. For every given point, a point in the background plane is 
added. Thus, two lists of points are generated; one corresponding to the original points and 
another with original and added points. 
2.3 Model Recovery 
This section is on the recovery of superquadric volumetric models for mail piece modeling. 
Section 2.3.1 describes superquadric models, section 2.3.2 defines the fitting function which 
is used for model recovery, described in section 2.3.3. Section 2.3.4 is on the computation of 
initial estimates, needed for least squares minimization of the fitting function. Section 2.3.5 
describes the conditions when the iterative minimization should stop. Section 2.3.6 is about - 
the singular view problem and solutions. 
2.3.1 Superquadric Models 
Superquadrics are a family of parametric shapes that were discovered by the Danish designer 
Peit Hein [4] as an extension of basic quadric surfaces and solids. Superquadrics have been 
used or proposed for use as primitives for shape representation in computer graphics [I] 
and computer vision [12]. Superquadrics can be compared to lumps of clay that can be 
further deformed and glued together into realistic looking models as is nicely demonstrated 
by Pentland's Supersketch graphics system [12]. 
A superquadric surface is defined by the following 3-D vector 
C, stands for cos(q) and S, for sin(q). The vector x originates in the coordinate center 
and sweeps out a closed surface in space when the two independent parameters, angles 17 
and w, change in the given intervals. w is the angle between the x axis and the projection 
of vector x in x - y plane, while is the angle between vector x and its projection in 
x - y plane. Parameters q and w correspond to latitude and longitude angles of vector x 
expressed in spherical coordinates. Parameters al, a2, a3 define the superquadric size in x, y 
and z coordinates, respectively. el is the squareness parameter in the latitude plane and €2 
is the squareness parameter in the longitude plane. 
Superquadrics can model a large set of standard building blocks, like spheres, cylinders, 
parallelepipeds and shapes in between (Figure 2.3). When both el and ez are 1, the surface 
vector defines an ellipsoid or if al, a2, a3 are all equal, a sphere. When el is < 1 and e2 = 1, 
the superquadric surface is shaped like a cylinder. Parallelepipeds are produced when both 
el and e2 are < 1. Flat beveled shapes are produced when either el  or e2 = 2, and pinched 
shapes are produced when either el or 6 2  > 2. We use only models with el, e2<l to achieve 
a unique description of parallelepiped shapes. 
Modeling capabilities of superquadrics can be enhanced by deforming them in different 
ways. The definition for tapering deformation and a method for its recovery is given in - 
section 2.5. 
2.3.2 Fitting Function 
Equation (2.1) is a parametric equation of a superquadric surface. By eliminating parameters 
q and w,  using equality C$ + C? = 1, we get the following implicit equation . 
Figure 2.3: The superquadric family of shapes. All parameters are equal except the two - 
shape parameters €1 and €2. 
Based on this implicit equation of the superquadric surface we define the following func- 
t ion 
We refer to this function as the inside-outside function because it determines where a given 
point [x, y, zJT lies relative to the superquadric surface. If F(x, y, z) = 1, point (x, y, z) is on 
the surface of the superquadric. If F(z,  y, z) > 1, the corresponding point lies outside and if 
F(x, y, z) < 1, the corresponding point lies inside the superquadric. 
Note the outermost exponent el in equation (2.3). This additional exponent el does 
not change the superquadric surface itself but is necessary if the function is used for shape 
recovery with a least squares minimization method [17]. 
The inside-outside function (2.3) defines the superquadric surface in an object centered 
coordinate system (x,, y,, 2,). Input 3-D points from passive stereo or range imaging, on the 
other hand, are expressed in a world coordinate system. We move points to the center of the 
world coordinate system with a homogeneous coordinate transformation T-l (figure 2.4). 
Transformation T-l is the inverse of transformation matrix T, which first rotates a point 
and then translates it from the origin of the world coordinate system for [P,, Py, pZ1lT. - 
By inverting the homogeneous transformation matrix T and using Euler angles (4,0,8)  
to express the elements of the rotational part of transformation matrix T [Ill .we get the 
inside-outside function for superquadrics in general position 
- 
Figure 2.4: Coordinate transforms T and T-I link the object centered coordinate system of 
the superquadric with the world coordinate system of the ranging device. 
The expanded inside-outside function has 11 parameters: al, a2, a3 define the superquadric 
size; el and a2 are for shape; 4, 8 ,  \E for orientation, and P,, P,, P, for position in space. 
We will refer to the set of all model parameters as A = {al, a2,. . . ,all ). 
2.3.3 Recovery of Superquadric Models 
In this section, the recovery of non-deformed superquadrics in general position is described. 
The recovery method is based on least squares minimization of a fitting function which is 
based on the inside-outside superquadric function (2.3). 
Suppose we have N 3-D surface points (x, y, z,) which we want to model with a su- 
perquadric. We want to vary 11 parameters aj, j = 1,. . . ,11 in equation (2.5) to get such 
values for aj's that most of the 3-D points will lay on, or close to the model's surface. 
There will probably not exist a set of parameters A that. perfectly fits the data. Finding 
the model A for which the distance from points to the model is minimal is the least-squares 
minimization problem. Since, for a point [x,, y, zWlT on the surface of a superquadric 
F(z,, ywg zw; a1,. . . , all) = 1, we have to find 
Due to self occlusion, not all sides of an object are visible at the same time. For the 
moment, we assume a general view for recovery of object shapes. Seeing, for example, just 
one side of a cube does not provide enough information on the extent of the whole object 
[9], [S]. But even assuming a general viewpoint, objects such as parallelepipeds of different 
size, for example, satisfy equation (2.6) given range points on three or two adjacent faces. 
Among all those solutions we want to find the smallest superquadric that fits the given range 
points in the least squares sense. We have to find a function with a minimum corresponding 
- 
to the smallest superquadric that fits a set of 3-D points and such that the function value 
for surface points is known before minimization. We define a new fitting function 
which fulfills the first requirement with factor (a1, a,, a3)? and the second requirement with 
factor (F - I), because function R = 0 for all points on the superquadric surface. 
Now, we have to minimize the following expression 
Since R is a nonlinear function of 11 parameters aj, j = 1, . . . ,11, minimization must 
proceed iteratively. Given a trial set of values of model parameters, replace Ak by Ak+l 
until the sum of the least squares (2.8) stops decreasing, or the changes are statistically 
meaningless. 
We had to introduce inequality constraints on the set of function parameters A. Con- 
straints that we use are simple bounds on parameters values in the form of intervals. A 
constraint becomes active when a parameter reaches the lower or upper bound of the al- 
lowable interval. Observing that the constraints became active mostly for those sets of 
parameters A that were not accepted because the step in the derivative direction was too 
large, we concluded that constraints are necessary not so much to assure convergence to a 
local minimum but to achieve numerical stability. For example, when any of parameters 
al, a2, el, e2 = 0, the inside-outside function (equation 2.3) becomes singular. 
We use the Levenberg-Marquardt method for nonlinear least squares minimization [14], 
[16] since first derivatives aR/dai for i = 1,. . . ,11 can be computed analytically. Parameter 
constraints are implemented by a simple projection method [16]. We take the search vector 
or the trial set of parameters A, generated by the unconstrained minimization technique, and 
project it so that it lies in the intersection of the set of constraint intervals. We use the fol- 
lowing constraints: al,  a2, as > 0 and 0.1 < el, €2 < 1. When €1, el  < 0.1, the inside-outside 
function (equation 2.3) might become numerically unstable, although the superquadric shape 
stays perceptually the same. When el, €2 > 1, superquadrics get again sharper edges. Most 
of those shapes can be described with small ~ ' s .  We explain in the next section how the first 
trial set of parameters AE is estimated experimentally. 
2.3.4 Initial Estimates - 
Initial estimate of the set of model parameters AE determines to which local minimum the 
minimization procedure will converge. Only very rough estimates of the object's true posi- 
tion, orientation, and size suffice to assure convergence to a local minimum that corresponds - 
to the actual shape [17]. This is important since these parameters can be estimated only 
from the range points on the visible side of the object and hence the estimates cannot be 
. 
very accurate to begin with. Initial values for both shape parameters, el and e2 can always 
be 1, which means that the initial model AE is always ellipsoid. This insensitivity towards 
correct estimation of the two shape parameters was achiebed when the outermost exponent 
el was added to the inside-outside function (2.3). 
The position of the initial ellipsoid AE is set to the center of gravity of all N range points: 
P x E = T, P,E = g, P,E = f .  To compute the orientation of the object centered coordinate 
system, we compute first the matrix of central moments (2.9). 
(2.9) 
Central moments are moments with respect to the center of gravity (T? p,Z). We want to 
find a rotation matrix R which makes the matrix of moments M diagonal [15],[6]. The new 
diagonal matrix of moments D is then 
(2.10) 
where R is the rotational part of transform T in section 111-B. On the other hand, matrix 
M can be diagonalized with a diagonalization matrix Q, whose columns are eigenvectors of 
matrix M [la]. 
Comparing equations (2.10) and (2.11) gives 
Rotation matrix R that orients the object centered coordinate system along the axis of 
minimum and maximum inertia can be assembled out of eigenvectors of matrix M. Eigen- 
vectors el with the smallest eigenvalue XI corresponds to the minimum-inertia line and the - 
eigenvector e3 with the largest eignevalue to the maximum inertia line. The rninimum- 
inertia line is also known as the principal axis [15]. We use the iterative Jacobi method for . 
computing eigenvectors and eigenvalues [14]. 
We decided to orient the object centered coordinate system so that the new axis z lies 
along the longest side for ebngated objects (axis of least inertia). From the elements of 
the rotation matrix R (which makes up the rotational part of transform T -equation4) we 
compute the equivalent Euler angles 4E1 BE, QE [Ill. 
2.3.5 Inside-Outside Function for Flats 
One of the superquadric size parameters is very small compared to the other two in case 
of flat objects. It results in the underestimation of the superquadric size and consequently 
a poor fit due to a number of outlying points. We have corrected it by biasing the inside- 
outside function to favor the interior points. The insideoutside function returns three times 
the penalty value for exterior points than that for interior points. This has the effect of 
favoring interior points over exterior points. The consequence of this approach are: 
1. The problem of underestimation is solved and size parameters are reliable. 
2. The recovery process takes more iterations than it takes with an unbiased inside-outside 
function. 
3. The fit value returned by the procedure using modified function cannot be used as a 
goodness of fit measure. 
We have incorporated the modified inside-outside function in the general fitting process 
by observing that the initial estimate of the size parameters is reliable enough to identify 
a flat object before fitting starts. If a size parameter is less that 1110th the size of other 
two parameters the fitting procedure switches to the modified insideoutside function and 
performs a maximum of 25 iterations instead of 15 for other objects. Since the fit value is 
no. longer useful in model selection and classification, it is ignored. 
2.3.6 Stopping Criteria 
The superquadric procedure is run twice; once on the original points only and once on the 
original and added points. Since the procedure is iterative and will go on forever, we need 
to identify a stopping criteria so that the fitting can be controlled. The following three 
conditions stop the fitting process: 
1. Number of iterations >= 15. We have observed that the model recovery completes 
with 15 iterations. In the case of flat objects where the inside-outside function is biased - 
to favor interior points, the model recovery takes longer. The maximum number of 
iterations in case of flats is increased to 25. 
2. Goodness of fit of ith iteration is <= acceptable&. This measure is empirically - 
determined to be 100. 
3..  Convergence test: If the standard deviation of last four fits during the fitting process ' 
is less than the acceptable-deviation, the model is assumed to have fully recovered for 
the given points. The empirically determined value of 5 is used. 
2.3.7 Problem with Singular Views 
A singular view, for example, is when only one face of a parallelepiped is visible from a 
specific viewpoint. Using just range points from that single face, a very thin superquadric 
model that fits the range points would be recovered. To recover the actual size or depth of 
the object, additional information from the scene is required. In the interpretation of range 
images of mail pieces, the system knows where the supporting surface is. In the current 
system we include the knowledge that the object touches the support by projecting the 
existing range points onto the supporting surface and add those points to the rest of range 
points which are used in model recovery. This solves the problem for parallelepipeds, but 
causes problems with cylindrical objects. For cylinders the surface curvature gives enough 
constraints to recover a model without using the information about support. Even more, 
by projecting the existing points onto the support, we form a planar surface which is not 
consistence with the cylindrical surface. This can be detected, however, since the model 
recovered with the added points has a much worse fit than the model recovered only on the 
existing range points. 
A general solution could be achieved by constraining the model during model recovery 
to touch the supporting surface at least in a point. Such constraints can be expressed in 
energy terms and can be compared to the physical notion of attaching springs between the 
model and support. 
Model Select ion and Classification 
The two models obtained from the fitting procedure are model.orig and model.add. In this 
section we describe the model selection and classification procedure. Model selection and 
classification are not independent processes, as the selection is done along with classification 
using the goodness of fit measure and superquadric parameters. Before the actual selection 
procedure begins, the two models are classified using the following classification procedure. 
1) IF (((( a1 << a2) AND (a1 << a.3)) OR 
(( a2 << a3) AND (a2 << al)) OR 
( (  a3 << a1) AND (a3 << a2))) AND 
(el < 0.5) AND (82 < 0.5)) 
THEN MODEL = FLAT. 
2) ELSE IF ((a1 > THRESH-BOX) AND (a2 > THRESH-BOX) AND 
(a3 > THRESH-BOX) AND (el < 0.5) AND (e2 < 0.5)) 
THEN MODEL = BOX. 
3) ELSE IF ((a1 > THRESH-I-ROLL) AND (a2 > THRESH-1,ROLL) AND 
(a3 > THRESH-2,ROU) AND (el < 0.5) AND (62 > 0.5)) 
THEN MODEL = ROLL. 
4) ELSE MODEL = Unclassifiable. 
Where: THRESH-BOX is the minimum acceptable dimension of the box. 
THRESH-1,ROLL is the minimum acceptable width and height of 
the roll. 
THRESH-2,ROLL is the minimum acceptable length of roll. 
The above procedure only classifies the model. The classification of the object is done 
by the following selection procedure: 
. - 
I) Read the parameters,of model.orig and model.add. 
2) Classify model.orig and model.add. 
Let type1 = classif y(mode1. orig) and 
type2 = classify(model.add). 
3) Examine goodness of fit of the models. 
IF (goodness-of ,f it (model. orig) <= ACCEPTABLE-FIT) THEN 
good1 = 1. 
ELSE 
good1 = 0. 
IF (goodness-of ,f it (model. add) <= ACCEPTABLE-FIT) THEN 
good2 = I. 
ELSE 
good2 = 0. 
4) Model selection and object classification: 
i) IF ((good1 = 1) AND (el .orig < 0.5) AND (82 .orig > 0.5)) 
THEN selected-model = model.orig, OBJECT = ROLL. 
ii) ELSE IF ((type2 = FLAT) AND 
( (a1 . add <= LETTER-THICKNESS) OR 
(a2. add <= LETTER-THICKNESS) OR 
(a3.add <= LETTER-THICKNESS))) 
THEN selected-model = model.add, OBJECT = LETTER. 
iii) ELSE IF ((type2 = FLAT) AND 
( (a1 . add <= FLAT-THICKNESS) OR 
. (a2. add <= FLAT-THICKNESS) OR 
(a3.add <= FLAT-THICKNESS))) 
THEN selected-model = model.add, OBJECT = FLAT. 
iv) ELSE IF ((good1 = 1) AND (good2 0)) 
THEN selected,model = model.orfg, OBJECT = typel. 
v) ELSE IF ((goodl = 0 )  AND (good2 = I)) 
THEN selected-model = model.add, OBJECT = type2. 
vi) ELSE IF ((good1 == 1) AND (good2 == 1)) 
THEN GOT0 Volme,criterion(regular). 
vii) ELSE IF (goodness,of,fit(model.orig) > 
I. 5*goodness,of ,f it (model. add) 
THEN selected-model = model.add, OBJECT = IPP 
viii) ELSE IF (goodness-of ,f it (model. orig) *I. 5 < 
goodness,of,fit(model.add) 
THEN selected-model = model.orig, OBJECT = IPP 
ix) ELSE GOT0 Volume,criterion(irregular). 
IF volume to be compared: 
Voli = a1.orig * a2.orig * a3.orig. 
Vo12 = ai.add * a2.add * a3.add. 
IF (voli <= vo12) 
IF regular THEN 
selected-model = model.add, OBJECT = type2. 
ELSE 
selected-model = model.add, OBJECT = IPP. 
ELSE 
IF regular THEN 
selected-model = model.orig, OBJECT = typel. 
ELSE 
selected-model = model.orig, OBJECT = IPP. 
6) Compute Location of the centroid of the selected-model and 
Orientation in degrees (angle between major axis of the 
object and X-axis of the image coordinate system). 
7) IF either of the tapering parameters is > 0.1 ( tapering 
of 5 deg) 
THEN Output the tapering parameters and interpretation. 
8) End of the Selection Procedure. 
Cylinders are classified based on the fit measure and curvature in the fit on the original . - 
points. The model.add is not taken into consideration. Next, Letters and Flats are classified. 
They differ only by the amount of maximum thickness allowed for each category. Since 
inside-outside function is biased in case of flats, the fit measure is not used for classification, 
Instead, thickness of the object and Flatness measure are used. It is possible to neglect actual 
thickness and consider only flatness measure. We have used the thickness to discriminate 
between letters, flats and boxes. Regular boxes are classified based on their goodness of fit. 
In general, model.add has a better fit than model.orig because of volumetric information 
gained by the added points. In case both the fit values are acceptable, then the one with 
the larger volume is accepted. All the objects that do not fall into the above categories 
are classified as IPPs. Model selection is based on goodness of fit values. If the goodness 
of fit values differ by more than 50% of each other then the better fit is accepted and the 
object is classified as IPP. Otherwise the one with larger volume is accepted and the object 
is classified as IPP. 
2.5 Recovery of Parametric Deformat ions (Tapering) 
Deformed superquadrics can be recovered using the same technique as for the recovery of 
non-deformed superquadrics. The only difference is that some additional parameters describ- 
ing deformations must be recovered also. In general, any shape deformation can be recovered 
using the technique described in section 2.3.3, as long as the inverse transformation is avail- 
able. Important are deformations that occur often in nature or are used for manufacturing of 
man-made objects. Deformations such as simplified tapering, bending and twisting require 
just a few parameters [2]. 
A shape deformation is a function D which explicitly modifies the global coordinates of 
points in space - 
where x are the points of the undeformed solid and X are the corresponding points after 
deformation. Both x and X are expressed in the object centered coordinate system. Any 
translation or rotation is performed after the deformation. This can be described schemati- 
cally [20] by 
Tmns (Rot (De form (x)))  
(2.14) 
Tangent and normal vectors at every point on the deformed surface, which are important - 
for rendering or for checking the consistency of the model with the input range points, can be 
computed from the tangent and normal vector of the undeformed model simply by a matrix 
multiplication. Tangent vectors transform under deformations by multiplication with the 
deformation function's Jacobian and normal vectors transform by multiplication with the - 
inverse transpose of the same Jacobian matrix [2]. 
Tapering deformation along axis z is 
where X,Y,Z are the components of the surface vector X of the deformed superquadric, f, 
and f, are the tapering functions in x and y axis of the object centered coordinate system, 
and z, y, z are the components of the original surface vector x. 
To be able to recover the deformation parameters, the original surface vector components 
x, y, z must be expressed in terms of the deformation parameters and coordinates of input 
points X, Y, Z. The inverse transformation is given by 
For linear tapering, the two tapering function are 
where - 1 ~ K s 1 .  When expressions for x, y, z are inserted into equation (2.5) we get the - 
inside-outside function for a tapered superquadric in general position 
In the set of initial parameters AE, parameters K,E = KyE = 0, which corresponds to a 
non-deformed model. Both tapering parameters are then adjusted simultaneously with the 
other 11 parameters. 
2.6 System Parameters 
Various parameters used in the programs largely depend on the range image scanner used 
to obtain images. This determines the resolution, size and aspect ratio of the images. 
2.6.1 Scaling Parameters 
Resolution values along X, Y and Z axes of the scanner are required to convert the image 
from USPS format to PM format. The method of obtaining resolution values from the 
image header (for example xscale = (xmax - xmin) 1256) give horizontal and vertical lines 
of missing range points. The values at which the complete image could be obtained were 
considered as the resolution of the image. 
Resolution values used for images scanned on 03-03-88: 
scale along X axis: 74,OO mils/pixel. 
scale along Y axis: 60.00 mils/pixel 
scale along Z axis: 1.00 milslpixel. 
ho lu t i on  values used for images scanned on 03-06-88: 
scale along X axis: 80.00 mils/pixel. 
scale along Y axis: 62.00 mils/pixel 
scale along Z axis: 1.00 milslpixel. 
Since scale values along the X and Y axes are not equal, all the images were scaled at the 
scale value along the X axis, to accommodate the 3:4 aspect ratio of the scanned work space. 
Background compensation is done in all images and the background is given a constant value 
of 260 mils. - 
2.6.2 Segmentation Parameters 
The threshold value for thresholding the zero-crossing magnitude, has been empirically de- - 
termined to be 35. It is dependent on the quality of the images and the resolution along the 
Z-axis. The final segmentation result depends on the sigma value used for smoothing and 
the vdue at the which zero-crossings are thresholded. 
2.6.3 Stopping Criteria 
The following empirically determined values are used as stopping criteria during the model 
recovery process: 
1. Maximum number, of iterations: 15. (25 in case of flat objects). The model recovery 
process is generally complete by 15 iterations. Flat models take more iterations due 
to the biased inside-outside function. 
2. Acceptable fit value is 100, at which the process is stopped. It indicates excellent fit. 
3. Standard deviation value = 5 to test the convergence of fitting. 
2.6.4 Classification and Selection Parameters 
1. Acceptable fit measure = 750.00. 
2. Factor for flatness measure = 10, i.e., if one of the dimensions is less than one tenth of 
other two, the object is considered flat. 
3. Shape parameters, el and e2 are considered to provide appreciable curvature if el and 
e2 are greater than 0.5. 
4. Size parameters in Classification procedure: 
(a) THRESHBOX = 0.333 
(b) THRESHlJtOLL=THRESH2JtOLL=O.l 
5. To distinguish between letter, flats and boxes the maximum thickness of a letter is = 
116 inch and the maximum thickness of a flat is 1/2 inch. 
2.7 Development Environment 
The software is written in C on a VAX-11/785 running UNIX. Grasp lab's PM (picture 
manipulation) format is used to represent images. IKONAS graphics is used for all display 
purposes. The model recovery program was also run on a SUN work stations with floating 
. - point hardware to speed up the fitting process considerably. 
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3.06 
Y 
13.66 
2.18 
4.42 
1.56 
5.25 
0.94 
3.15 
2.81 
2.73 
2.74 
W 
0.67 
H 
2.64 
------------c------------------------------------------------------- 

R C A  01 Model2 L E T T E I  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  testing 
B o d e l l .  Model2 : 
POSITION : 
X 11.19 11.20 
Y 14-21 14.22 
Z 0.35 0.33 
O R I E N T A T I O N :  
T h e t a  32.55 32.60 
SIZE : 
L e n g t h  5 . 6 9  6 -  13 
W i d t h  3.24 3.48 
H e i g h t  0.13 0.16 
SHAPE : 
e 1 0.10 0.17 
e 2 0.10 0.16 
F I T  1694.18 9 2 4 . 5  
. . . . . . . . . . . . . . . . . . . .  
SELECTION: MODEL2 
C L P S S  : L E T T E R  
' 

. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t i n g  
P O S I T I O N  : 
0 . R I E N T A T I O N :  
T h e t a  2 0 . 5 1  
L e n g t h  1 1 . 9 7  
W i d t h  0 . 3 9  
H e i g h t  8 . 5 8  
12300.69 
: L E T T E R  

R C A  03 M o d e l 2  B O X  
T h e t a  44.59 
L e n g t h  8 . 3 6  
W i d t h  4.39 
H e i g h t  0.36 

R C A  04 M o d e l 2  B O X  
P r  i m a r y  t e s t  i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  8 9 . 2 7  
L e n g t h  9 . 4 4  
W i d t h  4 . 3 7  
H e i s h t  0.86 

R C A  05 M o d e l 2  B O X  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t  i n s  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  0 . 5 7  
L e n g t h  9 . 3 1  
W i d t h  0 . 8 0  
H e i s h t  4 . 7 5  

R C A  06 M o d e l l  R O L L  
. . . . . . . . . . . . . . . . . . . .  
P r  i m a r y  t e s t  i n 9  
M o d e l 1  M o d e l 2  
POSITION : 
X 11.31 11.31 
Y 12.99 13.07 
. Z 1.78 1 29 
O R I E N T A T I O N :  
T h e t a  32.13 3 2 . 5 9  
SIZE : 
L e n g t h  8.70 8.28 
W i d t h  1.21 2.07 
H e  i g h t  1.69 1 . 7 4  
S H A P E  : 
e 1 0.10 0.10 
e 2 1 . 00 0.13 
F I T  97.30 864.07 
. . . . . . . . . . . . . . . . . . . .  
SELECTION: M O D E L 1  
CLASS : R O L L  
. - 

R C A  07 M o d e l 1  R O L L  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t  i n 9  
M o d e l 1  Model2 
P O S I T I O N  : 
X 8.89 8.93 
Y 9.16 9.09 
t 1.81 1 . 3 0  
O R I E N T A T I O N :  
T h e t a  5 4 . 1 0  5 4 . 3 8  
S I Z E  : 
L e n g t h  8 . 7 8  8 . 5 6  
W i d t h  1.11 1.60 
H e i g h t  1.67 2 . 0 9  
S H A P E  : 
e 1 0 . 1 0  0 . 1 0  
e 2 1 . 0 0  0.10 
F I T  1 2 1 . 4 4  8 7 9 . 2 4  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 1  
C L A S S  : ROLL 

R C A  0 8  M o d e l l  ROLL 
. . . . . . . . . . . . . . . . . . . .  
P r  i m a r y  t e s t  i n 9  
M o d e l l .  M o d e 1 2  
P O S I T I O N  : 
T h e t a  89.80 
L e n g t h  7 . 6 8  
W i d t h  0 . 3 0  
H e i g h t  0 . 9 7  

. . . . . . . . . . . . . . . . . . . .  
P r i m a r y .  t e s t i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  4 7 . 2 7  
L e n g t h  8 . 1 9  
W i d t h  0 . 3 6  
H e i g h t  0 . 5 9  
F I T  2 9 7 . 0 9  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 2  

R C A  10 M o d e 1 1  R O L L  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  1.24 
L e n g t h  1 0 . 5 2  
W i d t h  1 . 4 9  
H e i g h t  2 . 7 6  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 1  

R C A  11 M o d e l 1  R O L L  
. . . . . . . . . . . . . . . . . . . .  
P r  i m a r y  t e s t  i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  3 0 . 4 9  
L e n g t h  1 0 . 0 5  
W i d t h  0 . 8 1  
H e i g h t  2 . 7 9  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D ' E L 1  

R C A  1 2  N o d e 1 1  ROLL 
M o d e l l .  N o d e 1 2  
7 . 9 7  7.85 
T h e t a  5 9 . 0 8  
L e n g t h  9 . 5 5  
W i d t h  1 - 6 7  
He i g h t  1 . 0 0  

RCA 13 I 
R C A  13 M o d e l 2  L E T T E R  
. . . . . . . . . . . . . . . . . . . .  
P r  i m a r y  t e s t  i n g  
B o d e l l  Mode12 
P O S I T I O N  : 
X 8.93 8.90 
Y 8.18 8.17 
Z 0.44 0.43 
O R I E N T A T I O N :  
T h e t a  46.86 46.84 
S I Z E  : 
L e n g t h  10.04 9.60 
M i d t h  4.28 4.24 
H e i g h t  0.35 0.34 
S H R P E  : 
e 1 0.10 0.10 
e 2 0.10 0.10 
F I T  11095.55 1889.24 
--I----------------- 
S E L E C T I O N :  M O D E L 2  
C L A S S  : L E T T E R  
R C A  1 4  M o d e l 2  F L A T  
. . . . . . . . . . . . . . . . . . . .  
P r  i  m a r y  t e s t  i n g  
M o d e l l  Node .12  
P O S I T I O N  : 
X 7 . 4 0  7 . 3 7  
Y 5 . 9 6  5 . 9 5  
Z 0 . 4 7  0 . 4 2  
O R I E N T A T I O N :  
T h e t a  7 2 . 6 8  7 2 . 3 9  
S I Z E  : 
L e n g t h  7 . 0 7  7 . 3 4  
W i d t h  2 . 3 9  2 . 4 8  
H e i g h t  0 . 3 6  0 . 3 1  
S H A P E  : 
e 1 0 . 1 0  0 . 1 0  
0 . 1 0  0 . 1 0  e 2 
T A P E R I N G  A N G L E S  : 
a l o n g  X 1 3 . 7 8  1 1 . 2 1  
a l o n g  Y 0 . 1 8  - 0 . 2 2  
F I T  3 4 4 4 . 0 5  1 9 5 5 .  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  MODEL2 
CLASS : F L A T  
. . .  
. . 
5 5  



R C A  15 M o d e l 2  L E T T E R  
. . . . . . . . . . . . . . . . . . . .  
P r  i m a r y  t e s t  i n g  
M o d e l l  M o d e l 2  
P O S I T I O N  : 
X 8 . 6 7  8 . 8 7  
Y 9.-33 9.37 
Z 0.71 0.59 
O R I E N T A T I O N :  
T h e t a  1.27 0.74 
SIZE : 
L e n g t h  7 . 2 2  9.10 
W i d t h  6.72 7.36 
H e i g h t  0.46 0.54 
S H A P E  : 
e 1 0.10 0.10 
e 2 0.10 0 . 1 0  
F I T  19906.43 7270.53 
S E L E C T I O N :  M O D E L 2  
C L A S S  : L E T T E R  

R C A  1 6  M o d e l 2  I P P  
. . . . . . . . . . . . . . . . . . . .  
P r  i m a r y  t e s - t  i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  8 9 . 6 7  
L e n g t h  6 . 4 1  
W i d t h  0 . 9 1  
H e i g h t  4 . 1 0  

R C A  1 7  f l o d e l l  I P P  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t i n g  
f l o d e l l .  M o d e 1 2  
P O S I T I O N  : 
0 . R I E N T A T I O N :  
T h e t a  1 . 7 4  
L e n g t h  8 . 2 2  
W i d t h  6.79 
H e i g h t  1 . 7 9  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  MODE.L l  

R C A  18  M o d e 1 2  I P P  
T h e t a  4 3 . 3 8  
L e n g t h  1 0 . 1 6  
W i d t h  5 . 1 6  
H e i s h t  0 . 5 9  

RCA 19 - original points 
. .  
RCA 19 - added points 
R C A  19 M o d e l 1  I P P  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  testing 
M o d e l 1  M o d e l 2  
P O S I T I O N  : 
X 8.38 8.20 
Y 10.71 10.65 
Z 1.25 1.02 
O R I E N T A T I O N :  
T h e t a  1.80 1.30 
SIZE : 
L e n s t h  11.87 11.89 
W i d t h  9.17 9.14 
He i s h t  1.09 1.55 
SHAPE : 
e 1 0.11 0.10 
e 2 0.39 0. 19 
F I T  3247.61 5093.57 
S E L E C T I O N :  MODEL1 
C L A S S  : I P P  

RCA 20 
F o l l o w i n g  v o l u m e  c r i t e r i o n  
R C A  2 0  M o d e l 2  I P P  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t i n g  
H o d e l l  M o d e l 2  
P O S I T I O N  : 
X 8.86 , 8 . 6 1  
Y 7 . 5 4  7.30 
2 2.30 1.48 
O R I E N T A T I O N :  
T h e t a  56.53 57.19 
S I Z E  : 
L e n g t h  9 . 3 5  1 1 . 6 1  
W i d t h  0.88 2 . 1 3  
H e  i g h t  1 . 9 5  2 . 4 6  
S H A P E  : 
e 1 0 . 1 0  0 . 1 0  
e Z 0 . 9 9  0 . 1 5  
F I T  . 3 5 2 7 # 7 7  2 7 8 5 . 0 7  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  N O D E L Z  
C L A S S  : I P P  
R C A  2 1  N o d e l l  ROLL 
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t i n g  
P O S I T I O N  : 
T h e t a  6 7 . 2 1  
L e n g t h  8 . 8 2  
W i d t h  1 . 2 0  
H e i g h t  2 . 1 1  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  MOD 'EL1  

RCA 22 M o d e 1 1  R O L L  
. . . . . . . . . . . . . . . . . . . .  
P P  i m a r y  test i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  56.80 
L e n g t h  9.70 
W i d t h  1 - 2 6  
H e i g h t  0 . 6 6  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 1  

R C A  2 3  M o d e l l  ROLL 
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  test i n 9  
P O S I T I O N  : 
T h e t a  4 7 . 1 0  
L e n g t h  4 . 0 9  
W i d t h  1 . 8 9  
H e i g h t  0.39 
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D ' E L 1  

RCA 2 4  H o d e l l  R O L L  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t  i n 9  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  2 6 . 9 7  
L e n s t h  1 0 . 8 1  
W i d t h  1 . 0 0  
He i g h t  1 . 8 1  
T A P E R I N G  A N G L E S  : 
a l o n s  X 1 6 . 4 5  
a l o n g  Y 1 2 - 8 0  . 1 2 . 3 2  

R C A  25 N o d e l l  ROLL 
. . . . . . . . . . . . . . . . . . . .  
P r  i m a r y  t e s t  i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  8 9 . 9 1  
L e n g t h  7 . 8 4  
H i d t h  0 . 6 7  
H e i g h t  2 . 6 4  

R C A  26 N o d e 1 1  B O X  
Pr i m a r y  t e s t  i n g  
H o d e l l .  M o d e l 2  
POSITION : 
X 10.10 10.17 
Y 8.00 7.45 
Z 2.73 1 - 8 6  
O R I E N T A T I O N :  
T h e t a  56.96 56.18 
SIZE : 
L e n g t h  7 . 9 9  6 . 8 5  
W i d t h  0.69 3 - 5 5  
H e i g h t  2.18 2.49 
SHAPE : 
e 1 0.10 0.10 
e 2 0.25 0.86 
F I T  149.86 1843.6 
SELECTION: MODE.L1 
CLASS : BOX 

RGA 2 7  H o d e l l  B O X  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t i n g  
P O S I T I O N  : 
. O R I E N T A T I O N :  
T h e t a  8 9 . 4 0  
L e n g t h  5 . 0 7  
W i d t h  0 . 9 8  
He  i g h t  4 . 4 2  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D ' E L 1  
. . 
. . ,. . i.. 
- 
- 
F o l l o w i n g  v o l u m e  
R C A  2 8  M o d e l 2  B O X  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t i n g  
M o d e l 1  M o d e 1 2  
P O S I T I O N  : 
X 10.99 10.99 
Y 13.70 13.75 
Z 1 - 6 0  1.04 
O R I E N T A T I O N :  
T h e t a  75.43 75.17 
SIZE : 
L e n g t h  5 . 3 0  5 . 7 6  
W i d t h  4.43 5.04 
H e i s h t  0.45 1.56 
S H A P E  : 
e 1 0.10 0.10 
0.10 0.13 e 2 
F I T  487.35 384.36 
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  MODEL2 
C L A S S  . a  * B O X  
- 
c r i t e r i n n  

RCA 29 M o d e 1 2  I P P  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t i n g  
P O S I T I O N  : 
Q R I E N T A T I D N :  
T h e t a  86.03 
L e n g t h  6 m @ 6  
W i d t h  2 . 5 5  
H e i s h t  2 . 3 3  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  H Q D E L Z  

R C A  30 N o d e 1 2  I P P  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t  i n 9  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  58.57 
b e n s t h  4 . 7 6  
W i d t h  3 . 9 8  
H e i g h t  0 . 7 4  

R C A  31 M o d e l 2  I P P  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  t e s t i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  72.81 
L e n g t h  4 . 1 8  
W i d t h  0 . 9 7  
H e i g h t  2 -  7 3  

R C A  3 2  M o d e l 1  I P P  
. . . . . . . . . . . . . . . . . . . .  
P r i m a r y  test i n 9  
P O S I T I O N  : 
Q R I E N T A T I O N :  
T h e t a  0 . 1 6  
L e n g t h  1 Q . 5 1  
W i d t h  0 . 8 4  
H e i g h t  2 . 8 1  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D ' E L 1  

R C A  3 3  Node12 B O X  
. . . . . . . . . . . . . . . . . . . .  
P r  i m a r y  t e s t  i n g  
N o d e P 1 -  M o d e l 2  
P O S I T I O N  : 
9 . 2 2  9 - 1 4  
O R I E N T A T I O N :  
T h e t a  0.39 
L e n g t h  6 . 9 7  
W i d t h  2 . 3 8  
H e i g h t  3 . 0 3  
T A P E R I N G  ANGLES : 
a l o n g  X 0m00 
a l o n g  Y 0 . 0 0  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  MODEL2 

F o l l o w i n g  v o l b m e  o r  i t e r  
R C A  3 4  M o d e l 2  I P P  
P r i m a r y  t e s t  i n g  
M o d e l 1  M o d e l 2  
P O S I T I O N  : 
X 9.34 9 . 3 4  
. Y 9 . 3 5  9 . 3 5  
. Z 2 . 4 0  1 . 7 8  
O R I E N T A T I O N :  
T h e t a  0 . 5 5  
S I Z E  : 
L e n g t h  6 . 6 2  6 . 4 4  
W i d t h  2 . 0 4  3 . 0 6  
H e i g h t  2 . 6 9  2 . 7 4  
SHAPE : 
0 . 1 0  0 . 1 0  e 1 
e 2 1 . 0 0  0 . 1 0  
F I T  2 6 1 2 . 5 7  3760. 
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 2  
C L A S S  : I P P  
i o n  
:.2 
. .. _ 
i.. 
- 
Chapter 3 
Results of Secondary Testing 
This part of the report details the test performed on each of the RCA images. The primary 
test was done on all the images, that is, RCA 01 to RCA 34. However, in some cases the 
results were either not very accurate or they failed to predict the right models on account 
of the image quality or limitation of the programs. On these images secondary testing was 
done and those tests and the reasons for doing them are outlined below. 
3.1 Test Description 
Basically, four types of secondary tests were performed and each one is described here along 
with a list of the images each test was performed on. 
3.1.1 Secondary Test 1 
It was found after the primary test that most of the objects that were actually circular 
cylinders had been fitted with cylinders that had an elliptical cross-section. The problem 
seemed to be the fact that there were not enough points being generated for the superquadric 
fitting to accurately match the curvature of the object surface. Previously, we had chosen 
to generate a set of points for the superquadric fitting such that a point was generated - 
for a pixel in every fourth row and column - the idea being to economize on storage and 
computation and the ability of the superquadric model recovery procedure to work reliably 
at low resolution. Now, for every pixel on the topmost object a point was generated, thus 
increasing the density of the points. As for the added points, they were still generated in the - 
same way as for the primary test as increasing their density would only increase the need for 
storage and the computation without greatly affecting the shape of the fitted cylinders. This . 
test was done on the following images : RCA 06, RCA 07, RCA 08, RCA 09, RCA 10, RCA 
11, RCA 12, RCA 20, RCA 21, RCA 22, RCA 23, RCA 24 - all of which were cylindrical 
objects - and RCA 29, RCA 31, RCA 32 - all of which were irregular objects but had curved 
top surfaces. 
Some improvement in cross section was observed in all the cases, but circular cross 
sections were not recovered for circular cylinders. The reason being that the visible points 
do not have complete information about the curvature of the surface. At least semicircular 
cross section of the given points is required to recover the correct cross section, which is not 
there in the range images obtained from a single viewpoint. 
3.1.2 Secondary Test 2 
Another problem identified after the primary test was that object surfaces that had irregu- 
larities or dark areas that resulted in the absence of data were not being segmented properly. 
Typically, the topmost object that was extracted represented only a part of the actual top 
surface leading to inaccurate results. In such cases, secondary tests were done by thresh- 
olding the object from the background and treating that as the topmost object, resulting 
in the recovery of the whole object surface for superquadric fitting. This test was done on 
the following images : RCA 16, RCA 21, RCA 23, RCA 30. While RCA 14 belongs to this 
category, the secondary test could not be performed on it because some of the background 
points have higher depth values than some points on the object. This failure is not due to 
limitation of the procedure, but due to the poor quality of the original image ( distorted 
background ). The objects were segmented in the remaining images mentioned above and 
superquadric recovery programs were run on each one of them again. 
3.1.3 Secondary Test 3 
To take care of the problem mentioned in the test 2 another secondary test was performed. 
In this test the value of sigma used in the Gaussian smoothing was increased successively 
from the usual value of 1. The final value for sigma was chosen such that the Gaussian 
smoothing would blur out the areas on the surface for which there was no data and thus 
prevent them from causing inaccurate segmentation. This test was done on RCA 16, for two 
sigma values: 1.5 (7x7 window) and 3.0 (13x13 window). 
3.1.4 Secondary Test 4 
This test involved manually changing the major axis of the initial estimate of the model to 
allow tapering or cylindrical model fitting along a minor axis. In the images RCA 27 and 
RCA 33, tapering is not along the major axis. Since the model recovery program perforpls - 
tapering only along the major axis, the tapering axis was manually changed to be thez-axis 
(major axis). This allowed the desired models to be obtained with acceptable fit, 
RCA 28 is an image of a vertical cylinder and the primary test failed to fit a proper ' 
model(cy1inder) to it, because the length of the cylinder should be along the Z-axis, A 
secondary test was done in which the image axis of the cylinder was made the Z-axis manually. 
This procedure recovered a cylindrical model. 
Evaluation of Results 
The RII system performed satisfactorily, considering the global distortion observed in all the 
images. Almost all the regular objects were correctly modeled during the primary testing. 
Given correct segmentation, the system gives reliable size, location and orientation. Object 
classification depends on the robustness of the recovery and classification procedure. If the 
object does not belong to one of the predefined classes, it is classified as an IPP, regardless 
of whether it is really irregular or it is regular but a suitable model is not available. 
The problem of global distortion was largely solved by using the edge based segmentation 
procedure that enabled the system to isolate an object from the image. However, if the 
missing range points segment the object into parts, or irregularities on the object surface are 
significant, the segmentation procedure treats the scene as consisting of several independent 
parts (Images 14, 16,21,23 and 30). In a majority of the cases, the segmentation procedure 
picked up the complete object. Though thresholding the background solved the problem in 
all but one case (Image 14), there seems to be no general way of solving it. It should however 
be noted that this problem is introduced because of the poor quality of images. Analysis 
of the single object scene should not encounter background segmentation problems if the 
images are of good quality. In RCA images, the scene no longer consists of a single object, 
but a single object and a distorted background whose behavior is not constant from image 
to image. 
One problem with the general edge-based segmentation procedure is that it is sensitive 
to significant surface irregularities (Images 16,30). This can be solved by background thresh- 
olding or by increasing the size of smoothing window. We have presented the results of both 
approaches for image RCA 16. To summarize, segmentation is not a fundamental problem 
in single object scenes if the quality of the images is good, which allows us to use background 
thresholding to segment the object, overriding all the above mentioned problems. 
Once the object is segmented, the next stage is model recovery. The model recovery 
process fits a model on the given set of points and returns the parameters that are used to 
classify the object. If the object in the scene is classifiable, it is classified as belonging to 
one of the broad classes, else it is termed IPP. As noted above, size, orientation and location 
of the object are reliably recovered even in the case of an irregular object. The procedure - 
also allows for tapering along the major axis. The RII system currently allows tapering 
and cylindrical model fitting along the major axis of the object ( Z-axis of the model ). 
The objects in Images 27, 33 and 28 were correctly modeled after the Z-axis was manually 
changed to be the major axis of the object. The classification procedure is controlled-by - 
empirically determined parameters and is accurate in classifying objects in broad classes. 
At present, the system recovers elliptical cylinders instead of circular cylinders because the 
recovery procedure is not constrained to make the model touch the supporting surface. This 
problem will be remedied when this constraint is enabled in the general fitting process. 
Evaluation of Range Image Characteristics 
During the course of testing we received test images from SRI and RCA. SRI images were 
observed to be better than RCA images in the following respects: 
1. There was no background distortion in SRI images. Therefore no background com- 
pensation was necessary and none of the problems concerning segmentation occurred 
in SRI images ( for single object scenes). 
2. Resolution along X and Y axes was the same in SRI images. This eliminated the need 
for uniform scaling which had to be done for all RCA images. 
The model recovery stage of the RII system can tolerate significant surface noise. In this 
respect no significant difference was observed in the fit parameters obtained from images 
from either source. 
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CLASS 
ROLL 
ROLL 
ROLL 
ROLL 
ROLL 
ROLL 
ROLL 
I P P  
I P P  
I P P  
I P P  
I P P  
ROLL 
I P P  
I P P  
ROLL 
BOX 
ROLL 
- 
I P P  
I P P  
. - 
I P P  
ROLL 
BOX 
- 
RCA 
No. 
06a 
07a 
----. 
08a 
____._ 
09a 
10a 
lla 
12a 
16b 
16c 
20a 
21a 
21b 
22a 
23a 
23b 
24a 
27a 
28a 
29a 
30a 
31a 
32a 
33a 
OF SECONDARY RESULTS 
ORIENT. 
(Deg . I  
Theta 
32.19 
54.51 
89.39 
46.91 
0.98 
30.40 
59.77 
89.92 
89.88 
56.72 
66.97 
67.41 
56.89 
47.88 
48.36 
27.04 
5.93 
4.98 
87.88 
61.25 
62.51 
0.18 
0.39 
TESTING 
POSITION 
H 
1.67 
1.62 
------------------------------------------------------------------- 
1.94 
................................................................... 
0.70 
2.84 
2.83 
1.81 
4.77 
4.85 
2.44 
2.71 
2.85 
0.69 
1.89 
2.11 
1.79 
5.84 
5.03 
2.50 
1.18 
4.12 
3.24 
3.50 
-- 
L 
8.53 
8.67 
8.43 
8.72 
10.64 
10.19 
9.61 
8.90 
9.00 
11.39 
10.87 
10.94 
10.35 
9.53 
11.04 
10.61 
2.86 
0.46 
...................................................................... 
6.54 
5.49 
------------------------------------------------------------------------ 
4.73 
10.21 
7.82 
X 
11.32 
8.88 
7.23 
9.64 
4.38 
10.65 
9.46 
7.81 
7.80 
8.83 
8.41 
7.63 
9.71 
6.91 
6.05 
10.09 
8.01 
11.06 
5.22 
9.42 
7.53 
8.34 
8.78 
F I T  
119.33 
126.59 
174.56 
128.22 
180.53 
290.77 
612.93 
10259.80 
10040.88 
3035.64 
3321.89 
4976.03 
184.56 
2224.72 
3297.13 
261.59 
230.13 
551.12 
0.40 
5707.46 
4210.11 
567.80 
576.21 
e 1 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.10 
0.11 
0.10 
1.00 
0.10 
0.10 
0.10 
0.11 
S I Z E  
(inches) 
W 
1.24 
----.-----4--------------------------------------------------------------------- 
1.11 
1.04 
0.50 
____._________------------------------------------------------------------------ 
1.62 
----,--------------------------------------------------------------------------- 
0.98 
----,--------------------------------------------------------------------------- 
1.99 
----.--------------------------------------------------------------------------- 
2.55 
------------------------------------------------------------------------------- 
2.55 
----,--------------------------------------------------------------------------- 
2.76 
----,--------------------------------------------------------------------------- 
2.10 
----.--------------------------------------------------------------------------- 
2.37 
----.--------------------------------------------------------------------------- 
1.37 
----.--------------------------------------------------------------------------- 
0.50 
----.--------------------------------------------------------------------------- 
1.26 
------------------------------------------------------------------------------- 
0.99 
------------------------------------------------------------------------------- 
6.05 
----.--------------------------------------------------------------------------- 
4.44 
2.36 
------------------------------------------------------------------------------- 
4.07 
2.47 
------------------------------------------------------------------------------- 
1.19 
.......................................................................... 
3.17 
SHAPE 
e2 
0.96 
1.00 
0.77 
0.88 
1.00 
0.84 
0.83 
0.10 
0.10 
1.00 
0.10 
0.66 
0.81 
0.21 
0.39 
0.99 
0.10 
0.52 
0.53 
0.10 
0.94 
0.72 
0.33 
(inches 
Y .  
13.05 
9.15 
3.47 
5.63 
11.56 
12.22 
7.97 
5.71 
5.71 
7.37 
6.59 
7.10 
14.57 
12.06 
12.93 
7.50 
8.69 
13.73 
15.21 
8.80 
6.50 
9.50 
9.94 
) 
Z 
1.76 
1.82 
1.94 
1.18 
2.95 
1.38 
1.15 
1.54 
1.54 
1.47 
1.62 
1.58 
1.32 
1.26 
0.86 
1.14 
1.70 
1.59 
2.62 
0.86 
1.27 
1.16 
0.76 

R C A  0 6 a  N o d e 1 1  ROLL 
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t  i n g  
M o d e l l .  M o d e l 2  
T h e t a  32.19 
L e n g t h  8.53 
W i d t h  1 . 2 4  
He i g h t  1.67 
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 1  

R C A  0 7 a  l o d e l l  ROLL 
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t i n g  
M o d e l 1  M o d e l 2  
P O S I T I O N  : 
X 8 . 8 8  8 . 8 6  
Y 9 . 1 5  9 . 0 8  
Z 1 . 8 2  1 . 2 7  
ORIENTATION:  
T h e t a  54.51 54.53 
S I Z E  : 
L e n g t h  8 . 6 7  8 . 5 5  
W i d t h  1.11 1 . 7 5  
H e i g h t  1 . 6 2  2 . 2 7  
SHAPE : 
e 1 0 . 1 0  0 . 1 0  
e 2 1 0 0  0 . 8 5  
F I T 126.59 453.87 
. . . . . . . . . . . . . . . . . . . .  
SELECTION: MODEL1 
CLASS : ROLL 

R C A  0 8 a  N o d e l l  ROLL 
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t i n g  . 
N o d e l l .  M o d e 1 2  
P O S I T I O N  : 
T h e t a  8 9 . 3 9  
L e n g t h  8 . 4 3  
W i d t h  1 . 0 4  
H e i g h t  1 . 3 0  

R C A  0 9 a  M o d e 1 1  ROLL 
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t i n g  
I o d e l l  Mode12 
P O S I T I O N  : 
X 9 . 6 4  9 . 6 6  
Y 5 - 6 3  5 . 6 0  
Z 1 . 1 8  0 . 8 3  
ORIENTATION:  
T h e t a  4 6 . 9 1  4 7 . 0 1  
S I Z E  : 
L e n g t h  8 . 7 2  1 1 . 6 3  
W i d t h  0 . 5 0  1 . 2 1  
He  i g h t  0 . 7 0  0 . 8 0  
SHAPE : 
e 1 0 . 1 0  0 . 4 6  
e Z 0 . 8 8  0 . 5 1  
F I T  1 2 8 . 2 2  3 5 7 . 2 3  
. . . . . . . . . . . . . . . . . . . .  
SELECTION: MODEL1 
CLASS : ROLL 

R C A  1 0 a  H o d e l l  R O L L  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  0 . 9 8  
L e n s t h  18.64 
W i d t h  1 . 6 2  
H e i g h t  2 . 8 4  
S E L E C T I O N :  M O D E L 1  

R C A  I l a  M o d e l 1  ROLL 
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t i n g  
P O S I T I O N  : 
T h e t a  3 0 . 4 0  
L e n g t h  1 0 . 1 9  
W i d t h  0 . 9 8  
H e i g h t  2 . 8 3  

R C A  12a M o d e l 2  ROLL 
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  testing 
H o d e l l  M o d e l 2  
POSITION : 
X 9.39 9.46 
Y 8 - 0 3  7.97 
. Z  1.63 1.15 
O R I E N T A T I O N :  
T h e t a  59.57 5 9 . 7 7  
SIZE : 
L e n g t h  9.36 9.61 
W i d t h  1.55 1 99 
H e i g h t  0.88 1.81 
SHAPE : 
e 1 0.10 0.10 
e 2 0.88 0.83 
F I T  770.28 6 1 2 . 9 3  
. . . . . . . . . . . . . . . . . . . .  
SELECTION: HOD'ELZ 
C L F l S S  : ROLL 
. . 


R C A  1 6 c  M o d e l 2  I P P  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  testins 
P O S I T I O N  : 
5.72 5 . 7 1  
O R I E N T A T I O N :  
T h e t a  8 9 . 7 1  
L e n g t h  9 . 0 5  
W i d t h  3 . 3 4  
H e  i g h t  4 . 9 6  
16139.93 

RCA 20 S 
F o l l o w i n s  v o l u m e  c r i t e r i o n  
R C A  20a M a d e 1 2  I P P  
S e c o n d a r y  t e s t  i n g  
V o d ~ l l l  M o d e l 2  
P O S I T I O N  : 
X 8.72 8.83 
Y 7.35 7.37 
Z 2.05 1 47 
ORIENTATION:  
T h e t a  5 6 . 6 4  5 6 . 7 2  
S I Z E  : 
L e n g t h  1 0 . 7 9  1 1 . 3 9  
W i d t h  1.36 2.76 
H e i s h t  2 . 1 0  2 . 4 4  
S H A P E  : 
E 1 0 . 1 0  0.10 
e 2  0.84 1 . 0 0  
F I T  2 2 2 3 . 9 4  3 0 3 5 . 6 4  
SELECTION:  MODEL2 
CLASS : I P P  
RCA 21 

F o l l o w i n g  v o l u m e  c r i t e r i o n  
R C A  2 1 a  Made12 IPP 
Secondary. test i n g  
M o d e l 1  M o d e l 2  
P O S I T I O N  : 
X 8.34 8.41 
Y 6.65 6 - 5 9  
t 2 . 0 0  1 . 6 2  
O R I E N T A T I O N :  
T h e t a  67.17 66.97 
SIZE : 
L e n g t h  10.11 10.87 
W i d t h  1.96 2.10 
Heisht 2.23 2.71 
S H A P E  : 
e 1 0.10 0.10 
e 2 8 - 7 9  0.10 
F I T  3021.54 3321.89 
S E L E C T I O N :  M O D E L 2  
C L A S S  : I P P  

F o l l o w i n g  v o l u m e  c r i t e r i o n  
R C A  21b  M o d e l Z  I P P  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t  i n g  
N o d e l l  M o d e l 2  
P O S I T I O N  : 
X 7.60 7.63 
Y 7.15 7.10 
Z 1.99 1.58 
O R I E N T A T I O N :  
T h e t a  67.41 67.41 
S I Z E  : 
L e n g t h  10.68 10.94 
W i d t h  2.03 2.37 
H e  i g h t  2.36 2.85 
S H A P E  : 
e  1 0.10 0.10 
e 2 0.81 0.66 
F I T  3809.47 4976.03 
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 2  
C L A S S  : IPP 

R C A  Z Z a  M o d e l 1  R O L L  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t i n g  
M o d e l l .  M o d e l 2  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  56.89 
L e n g t h  1 0 . 3 5  
W i d t h  1.37 
H e i s h t  0.69 
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 1  

R C A  23a N o d e l l  I P P  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t  i n g  
M o d e l l .  M o d e l 2  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  4 7 . 8 8  
L e n g t h  9 . 5 3  
W i d t h  0 . 5 0  
H e i g h t  1 . 8 9  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 1  - 
F o l l o w i n g  v o l u m e  cr i t  
R C A  2 3 b  M o d e l 2  I P P  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t  i n s  
P O S I T I O N  : 
6.10 6.05 
O R I E N T A T I O N :  
T h e t a  48.02 
L e n g t h  9 . 1 9  
W i d t h  0 . 5 2  
H e i g h t  1.94 
R C A  2 4 a  M o d e l 1  R O L L  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t i n g  
M o d e l l .  Model2 
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  27.04 
L e n g t h  10.61 
W i d t h  0.99 
H E  i s h t  1 . 7 9  
T A P E R I N G  A N G L E S  : 
a l o n g  X 16.16 
a l o n s  Y 13-66 
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 1  

R C A  2 7 a  M o d e l 2  B O X  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  test i n g  
P O S I T I O N  : 
8 - 0 0  - 8.01 
O R I E N T A T I O N :  
T h e t a  7 . 1 5  
L e n g t h  2 - 3 1  
W i d t h  5 . 7 0  
H e  i s h t  5 . 4 5  
S E L E C T I O N :  M O D E L 2  

R C A  2 8 a  N o d e 1 1  ROLL 
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t i n g  
H o d e l l  M o d e l 2  
P O S I T I Q N  : 
X 11.06 18.81 
Y 13.73 13.75 
Z 1 59 1.04 
O R I E N T A T I O N :  
T h e t a  4.98 5.26 
S I Z E  : 
L e n s t h  0.46 1 . 5 7  
W i d t h  4.44 5 . 7 6  
H e i s h t  5.03 5.47 
SHAPE : 
e  1 0. 10 0.10 
e 2 0.52 0.63 
F I T  551.12 388.19 
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  MODEL1 
C L A S S  : ROLL 

R C A  2 9 a  M o d e l 1  I P P  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t e s t i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  8 7 . 8 8  
L e n g t h  6 . 5 4  
W i d t h  2 . 3 6  
H e i g h t  2 . 5 0  
T A P E R I N G  A N G L E S  : 
a l o n s  X 0 . 0 0  
a l o n g  Y 0 . 0 0  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 1  

F o l l o w i n g  v o l u m e  
R C A  3 0 a  M o d e l 2  I P P  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t - e s t  i n g  
M o d e l 1  M o d e l 2  
P O S I T I O N  : 
X 9 . 3 9  9 . 4 2  
'f 8 . 8 0  8 . 8 0  
Z 0 . 9 8  0 . 8 6  
O R I E N T A T I O N :  
T h e t a  61.24 61.25 
S I Z E  : 
L e n g t h  5 . 3 4  5 . 4 9  
W i d t h  4 . 0 1  4 . 0 7  
He i g h t  0 . 9 4  1 - 1 8  
S H A P E  : 
e 1 0 . 1 0  0 . 1 0  
e 2 0 . 1 0  0 . 1 0  
F I T  6 9 3 6 . 4 2  5707. 
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 2  
C L A S S  : I P P  
c r i t e r i o n  
I 
* I 6  :. 
I 
.: . I -  \ 

R C A  3 1 a  M o d e l 2  I P P  
. . . . . . . . . . . . . . . . . . . .  
S e c o n d a r y  t - e s t  i n g  
P O S I T I O N  : 
O R I E N T A T I O N :  
T h e t a  76.03 
L e n g t h  4 . 5 4  
W i d t h  0 . 9 4  
H e i s h t  2 . 8 9  
T A P E R I N G  A N G L E S  : 
a l o n g  X 1 7 . 7 6  
a l o n g  Y - 8 . 2 9  
. . . . . . . . . . . . . . . . . . . .  
S E L E C T I O N :  M O D E L 2  

R C A  3 2 a  M o d e l l  ROLL 
. . . ................. 
S e c o n d a r y  t e s t i n g  
P O S I T I O N  : 
9.50 .9.61 
O R I E N T A T I O N :  
T h e t a  0.18 
L e n g t h  1 0 . 2 1  
W i d t h  1 . 1 9  
He i g h t  3 . 2 4  
T A P E R I N G  ANGLES : 
a l o n g  X 0 . 2 9  
a l o n g  Y - 2 . 3 0  . -1.66 
-------------------- 
S E L E C T I O N :  MODEL1 

RCA 33 S 

Chapter 4 
Plan for Phase I11 
4.1 Segmentation 
Segmenting range images with a single object was rather trivial in that one only needed to 
threshold the entire image at the gray-level corresponding to the supporting surface. Segmen- 
tation becomes more important in Phase I11 since we know nothing about the geometrical 
structure of supporting objects. The current version of segmentation is somewhat local in 
nature; it is based on the local characteristics of a surface. It does not utilize the global 
2-D shape of segmented regions. Figure 4.1 shows the typical output of the segmentation 
process (RCA-16). Because of the high frequency variation on the surface geometry, the 
segmentation algorithm picks up a small portion of the actual surface. Notice that the shape 
of the region is very irregular. 
To remedy this difficulty, one can force the surface to be smooth by applying a low-pass 
filter. Figure 4.2 depicts the smoothed image and the corresponding segmented region. In 
this example, the original image is smoothed by the Gaussian with a = 1.5. The extracted 
region covers a greater proportion of the actual surface. We found that the Gaussian with 
cr = 3 is the best filter size for this particular range image. The result is shown in Figure 4.3. 
Further smoothing will not change the shape of a region dramatically while the accuracy of 
the range data drops due to the smoothing. - 
The above argument clearly demonstrates the need for a variable smoothing scheme. 
The main problem is how to determine the optimal amount of smoothing adaptively. The 
desirable size of the mask will vary from one image to another depending on how smooth 
(or rough) the actual 3-D surface is. . - 
We plan to tackle this problem by-incorporating the 2-D shape of an extracted region 
into the segmentation process. Since most of mail pieces have a rather predictable shape, 
. 
their 2-D boundary must be quite well-behaved. Therefore regions in Figure 4.1 and Figure 
4.2 are very unlikely to be the entire top-view of a mail piece. It is expected that the way in 
which 2-D shape and its boundary changes with respect to the mask size will tell us about 
the optimal level of smoothing. 
In order to support our approach, a detailed mathematical analysis shall be conducted. 
F o l l o w i n g  v o l u m e  c r i t e r i o n  
R C A  3 3 a  M o d e l 1  BOX 
S e c o n d a r y  t e s t i n g  
N o d e l l  M o d e l 2  
P O S I T I O N  : 
X 8 . 7 8  8 . 8 8  
Y 9 . 9 4  9 . 9 2  
Z 0 . 7 6  1 63 
ORIENTATION:  
T h e t a  0 . 3 9  3 0 . 9 0  
S I Z E  : 
L e n g t h  7 . 8 2  2 . 5 6  
W i d t h  3 . 1 7  8 . 3 2  
H e i g h t  3 . 5 0  2 . 9 6  
SHAPE : 
e 1 0 . 1 1  0 . 2 0  
e Z 0 . 3 3  0 . 1 0  
TAPERING ANGLES : 
a l o n g  X - 1 . 4 2  . 4 0 . 5 5  
a l o n g  Y 1 . 5 2  0 . 7 9  
FIT 5 7 6 . 2 1  4 8 6 . 1 8  
. . . . . . . . . . . . . . . . . . . .  
SELECTION:  MODEL1 
CLASS : BOX 
We plan to investigate the behavior of range images in multiple resolution. Since higher-level 
processing is guided by the features obtained by pixel-level processing, it is important not 
only to reduce the undesired noise and the local variation of a surface by smoothing but also 
to preserve important information (like edges) and avoid the introduction of artifacts in the 
process of smoothing. Multiple resolution representation of images is based on the degree 
of smoothness incorporated in the original image. The most desirable filter for this purpose 
is the Gaussian filter. Yuille and Poggio have proved that the Gaussian low-pass filter is 
the only filter with a nice-scaling behavior for linear derivative operators like the Laplacian 
operator [21]. It is computationally inexpensive as it can be applied separately in the X and 
Y direct ions. It also satisfies the following conditions: 
1. Filtering is shift-invariant and therefore, a convolution. 
2. The filter has no preferred scale. The filter is properly normalized at  all the scales. 
3. The filter recovers the whole image at sufficiently small scales. 
4. The position of the center of the filter is independent of scale of the filter. Otherwise 
zero crossings of a step edge would change their position with change of scale. 
5. The filter goes to zero as 1x1 approaches infinity and as a approaches infinity. 
We shall investigate how the region boundary changes as the scale varies. 
4.2 Providing Additional Depth Data 
As discussed in the previous chapter, we need to add extra points to ensure the convergence 
of the superquadric fitting to the correct solution. This process is essential especially when 
we have a single planar surface. The adding strategy works well when there is a single object 
since we already know where we should expect to find the supporting surface. However, the 
current strategy cannot be directly applicable to the scene in which more than one objects 
are presented. We plan to develop a reasoning process similar to production rules which - 
collects the information available at the present stage of interpretation and hypothesizes 
supporting surfaces. For example, a rule saying: "Do not add extra points when the ex- 
tracted region possesses enough structure to reveal its 3-D shape" will add no extra points 
when the top-most object is a cylinder. In this case, the original data itself is sufficient for - 
the fitting process. In order to use such rule, however, we need to develop a richer descrip- 
tion of the surface level. Such a description shall be available from the previous stage of 
. 
segmentation. In summary, we are aiming at an adaptive control structure which allows the 
partial interpretation at higher-levels to influence the computation at lower-levels. So far in 
our approach, the flow of information is uni-directional. 
Figure 4.1 
Figure 4.2 
Figure 4.3 
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