Neural network based architectures have recently been proposed for reconstruction of undersampled MR acquisitions. A deep network containing many free parameters is typically trained using a relatively large set of fully-sampled MRI data, and later used for on-line reconstruction of undersampled data. Ideally network performance should be optimized by drawing the training and testing data from the same domain. In practice, however, large datasets comprising hundreds of subjects scanned under a common protocol are rare. Here, we propose a transfer-learning approach to address the problem of data scarcity in training deep networks for accelerated MRI. The proposed approach trains neural networks using thousands of samples from a public dataset of natural images (ImageNet). The network is then fine-tuned using only few tens of MR images acquired in the testing domain (T1-or T2weighted MRI). The ImageNet-trained network yields nearly identical reconstructions to networks trained directly in the testing domain using thousands of MR images, and it outperforms conventional compressed sensing reconstructions in terms of image quality. The proposed approach might facilitate the use of neural networks for MRI reconstruction without the need for collection of extensive imaging datasets.
-Introduction
The unparalleled soft-tissue contrast in MRI has rendered it a preferred modality in many diagnostic applications, but long scan durations limit its clinical use. Acquisitions can be accelerated by undersampling in k-space, and a tailored reconstruction can be used to recover unacquired data. Because MR images are inherently compressible, a popular framework for accelerated MRI has been compressive sensing (CS) [1] , [2] . CS has offered improvements in scan efficiency in many applications including structural [2] , angiographic [3] , functional [4] , diffusion [5] , and parametric imaging [6] . Yet the CS framework is not without limitation. First, CS involves nonlinear optimization algorithms that scale poorly with growing data size and hamper clinical workflow. Second, CS commonly assumes that MRI data are sparse in fixed transform domains, such as finite differences or wavelet transforms. Recent studies highlight the need for learning the transform domains specific to each dataset to optimize performance [7] . Lastly, CS requires careful parameter tuning (e.g., for regularization) for optimal performance. While several approaches were proposed for data-driven parameter tuning [8] , [9] , these methods can induce further computational burden.
Neural network (NN) architectures that reconstruct images from undersampled data have recently been proposed to address the above limitations [10] - [19] . A network is trained off-line using a relatively large set of fully-sampled MRI data, and the trained network is later used for on-line reconstruction of undersampled data. Reconstructions can be achieved in several hundred milliseconds, significantly reducing computational burden [12] - [16] , [18] . The NN framework also alleviates the need for adhoc selection of transform domains. For example, an early study replaced explicit sparsity constraints in CS with the output of a four-layered convolutional neural network (CNN) that was trained to trained to learn the mapping from zerofilled Fourier reconstructions of undersampled data to fully sampled images [10] . In other studies, a cascade of CNNs were used that were trained to recover images from zero-filled reconstructions of undersampled data [12] , [13] , [15] . In both cases, the trained networks automatically learn suitable transforms for image reconstruction. The NN framework introduces more tunable hyperparameters (e.g., number of layers, units, activation functions) than would be required in CS. However, previous studies demonstrate that hyperparameters optimized during the training phase generally perform well in the testing phase [10] - [19] . Taken together, these advantages render the NN framework a promising avenue for accelerated MRI.
A common strategy to enhance network performance is to increase the number of layers and units in the architecture. A large set of training data must then be used to reliably learn the numerous network parameters [20] . Previous studies either used an extensive database of MR images comprising several hundreds of subjects [14] , [16] , [17] , or data augmentation procedures to artificially expand the size of training data [12] , [14] . For instance, an early study performed training on T1-weighted brain images from nearly 500 subjects in the human connectome project (HCP) database, and later tested the NN on T2-weighted images [17] . That said, it remains unclear how well a network trained on images acquired with a specific type of tissue contrast generalize to images acquired with different contrasts. Furthermore, for optimal reconstruction performance the network must be trained on images acquired with the same scan protocol that it later will be tested on. Unfortunately, large databases such as those provided by the HCP may not be readily available in many applications, rendering NN-based reconstructions suboptimal.
In this study, we propose a transfer-learning approach to address the problem of data scarcity in network training for accelerated MRI. In transfer-learning, network training is performed in some domain where large datasets are available, and knowledge captured by the trained network is then transferred to a different domain where the dataset is sizably small [21] , [22] . Domain transfer was previously used to suppress coherent aliasing artifacts in projection reconstruction acquisitions [11] , and to perform non-Cartesian to Cartesian interpolation in kspace [17] . Here, we instead employ transfer-learning to enhance NN-based reconstructions of variably-density randomly undersampled acquisitions. The proposed approach uses a deep CNN architecture with multiple subnetworks [12] . In the training domain using several thousand images, each subnetwork is trained sequentially to reconstruct reference images from zerofilled reconstructions of undersampled data. The full network is then fine-tuned end-to-end in the testing domain using few tens of images. With this approach, we demonstrate successful domain transfer between MR images acquired with different contrasts (T1-and T2-weighted images), and between natural and MR images (ImageNet and T1-or T2-weighted images). We show that networks obtained via transfer-learning using only tens of images in the testing domain achieve nearly identical performance to networks trained directly in the testing domain using thousands of images.
Contributions
Following are our contributions: Figure 1 . Proposed transfer-learning approach for NN-based reconstructions of variablydensity undersampled acquisitions. A deep architecture with multiple subnetworks is used. The subnetworks consist of a CNN block "Conv" followed by a data consistency block "DC". (a) Each subnetwork is trained sequentially to reconstruct natural images from the ImageNet database, given zero-filled Fourier reconstructions of their undersampled versions. Due to differences in the characteristics of natural and MR images, the ImageNet-trained network will yield suboptimal performance when tested on MR images. (b) For domain transfer, the ImageNet-trained network is fine-tuned end-to-end in the testing domain using few tens of images. This approach enables successful domain transfer between natural and MR images.
-Methods

-Problem formulation
-MRI Reconstruction via Compressed Sensing (CS)
In accelerated MRI, an undersampled acquisition is followed by a reconstruction to recover missing k-space samples. This recovery can be formulated as a linear inverse problem:
where denotes the image to be reconstructed, is the partial Fourier transform operator at the sampled k-space locations, and denotes acquired k-space data. Since Eq. 1 is underdetermined, additional prior information is typically incorporated in the form of a regularization term:
Here, the first term enforces consistency between acquired and reconstructed data, whereas ( ) enforces prior information to improve reconstruction performance. In CS, ( ) corresponds to the L0 or L1 norm of the image in a known transform domain (e.g., wavelet transform or finite differences transform).
The solution of Eq. 2 involves non-linear optimization algorithms that are often computationally complex. This reduces clinical feasibility as reconstructions times become prohibitive with increasing size of data. Furthermore, assuming ad hoc selection of fixed transform domains leads to suboptimal reconstructions in many applications [7] . Lastly, it is challenging to find a set of reconstruction parameters that work optimally across subjects.
-MRI Reconstruction via Neural Networks (NN)
In the NN framework for accelerated MRI, a network architecture is used for reconstruction instead of explicit transform-domain constraints. Network training is performed via a supervised learning procedure, with the aim to find the set of network parameters that yield accurate reconstructions undersampled acquisitions. This procedure is performed on a large set of training data (with samples), where fully-sampled reference acquisitions are retrospectively undersampled. Network training typically amounts to minimizing the following loss function [10] :
where represents the Fourier reconstruction of n th undersampled acquisition, '( represents the respective Fourier reconstruction of the fully-sampled acquisition, $( ; &) denotes the output of the network given the input image and the network parameters &. To reduce sensitivity to outliers, here we minimized a hybrid loss that includes both mean-squared error and mean-absolute error terms. To minimize over-fitting, we further added an L2regularization term on the network parameters. Therefore, neural network training was performed with the following loss function: 
where ) * is the regularization parameter for the network parameters.
A network trained on a sufficiently large set of training examples can then be used to reconstruct an undersampled acquisition from an independent test dataset. This reconstruction can be achieved by reformulating the problem in Eq. 2 [10] :
where $( ; & * ) is the output of the trained network with optimized parameters & * . Note that the problem in Eq. 5 has the following closed-form solution [10] . 
where k denotes k-space location, 6 represents the set of acquired k-space locations, and >" are the forward and backward Fourier transform operators, and '+ is the reconstructed image. The solution outlined in Eq. 6 performs two separate projections during reconstruction. The first projection calculates the output of the trained neural network $( ; & * ) given the input image , the Fourier reconstruction of undersampled data. The second projection enforces consistency between the acquired and reconstructed k-space data. The parameter , in Eq. 6 controls the relative weighing between data samples that are originally acquired and those that are recovered by the network. Here we used , = ∞ to enforce data consistency strictly by replacing the network-recovered data samples with their original values. The data-consistency projection outlined in Eq. 6 can be compactly expressed as [12] : (7) where B is a diagonal matrix with diagonal terms: 
Conventional optimization algorithms for CS run iteratively to progressively minimize the loss function. A similar approach can also be adopted for NN-based reconstructions [12] , [13] , [15] .
Here, we cascaded several sub-networks in series with data-consistency projections interleaved between consecutive sub-networks [12] . In this architecture, the input E to the F G sub-network was formed as:
Where & E * denotes the parameters of the F G subnetwork. Starting with the initial network with p = 1, each subnetwork was trained sequentially by solving the following optimization problem:
While training the F G subnetwork, the parameters of preceding networks and thus the input E are assumed to be fixed.
-Datasets
Three distinct datasets of images were used in this work to train neural-networks: natural images, T1-weighted MR images, and T2-weighted MR images. The details of the datasets are listed below.
1 -Natural images: For training NNs, we assembled 4000 natural images from the validation set used during the ImageNet Large Scale Visual Recognition Challenge 2011 (ILSVRC2011) [23] . All images were either cropped or zero-padded to yield consistent dimensions of 256x256.
Color RGB images were first converted to LAB color space, and the L-channel was extracted to obtain grayscale images.
2 -T1-weighted images: For training NNs, we assembled a total of 4000 T1-weighted images (34 subjects) from the MIDAS database [24] . A distinct set of 628 images (5 subjects) from the same dataset were reserved for testing the trained networks. The T1-weighted images analyzed here were collected on a 3T scanner via the following parameters: a 3D gradientecho sequence, TR=14ms, TE=7.7ms, flip angle=25 0 , matrix size=256x176, 1 mm isotropic resolution.
3 -T2-weighted images: For training NNs, we assembled a total of 4000 T2-weighted images (32 subjects) from the MIDAS database [24] . A distinct set of 640 images (5 subjects) from the same dataset were reserved for testing the trained networks. The T2-weighted images analyzed here were collected on a 3T scanner via the following parameters: a 2D spin-echo sequence, TR=7730ms, TE=80ms, flip angle=180 0 , matrix size=256x192, 1 mm isotropic resolution.
We trained three separate networks using the aforementioned datasets. The first network was trained on natural images from ImageNet (ImageNet-trained network), the second network was trained on T1-weighted images from MIDAS (T1-trained network), and the third network was trained on T2-weighted images from MIDAS (T2-trained network).
Images in each dataset were undersampled via variable-density Poisson-disc sampling [25] . An acceleration factor of 4x was prescribed for all analyses reported in this study. Note that the undersampling masks for natural, T1-weighted, and T2-weighted images were slightly different due to intrinsic differences in image sizes. To ensure reliability against mask selection, 100 unique undersampling masks were generated and used during the training phase. A different set of 100 undersampling masks were used during the testing phase.
-Network training
For reconstructing undersampled acquisitions, we adopted a cascade of neural networks interleaved by data-consistency layers, an architecture inspired by [12] . Five sub-networks were cascaded in series. Each sub-network contained an input layer, four convolutional layers and an output layer. The input layer consisted of two channels, one for the real part and one for the complex part of the undersampled images. Each convolution operation in the convolutional layers was passed through a rectified linear unit (ReLU) activation function. The hidden layers consisted of 64 channels. The output layer consisted of only a single channel for a magnitude reconstruction.
-Sub-network training
The sub-networks were trained via the back-propagation algorithm [26] . In the forward passes, a batch of 50 samples were passed through the network to calculate the respective loss function. In the backward passes, network parameters were updated according to the gradients of this function with respect to the parameters. The gradient of the loss function with respect to parameters of the M G hidden layer (& N ) can be calculated using chain rule:
where S is the output layer of the network, R Q is the output of the S G layer, and 7 Q is the output of the S G layer passed through the activation function. The parameters of the M G layer will only be updated if the loss-function gradient flows through all subsequent layers (is non-zero).
Each sub-network was trained individually for 20 epochs. In the training phase, the network parameters were optimized using the ADAM optimizer with a learning rate of η=10 -4 , decay rate for first moment of gradient estimates of β1= 0.9 and decay rate for the second moment of gradient estimate of β2=0.999 [27] . Connection weights were L2-regularized with a regularization parameter of ) * =10 -6 .
-Fine tuning
To enhance network performance, networks formed by sequential training of the subnetworks were fine tuned. Here, end-to-end fine tuning was performed on the entire neural-network architecture. To do this, the gradients must be calculated through both the sub-networks and the data-consistency layers. The gradient flow through the convolutional sub-networks that contain basic arithmetic operations and ReLU activation functions are well known. The gradient flow through the data-consistency layer expressed in Eq. 7 with respect to its input $( ; & * ) is given as:
due to the linearity of the Fourier transform operator ( ). During the fine-tuning phase, the ADAM optimizer was used with identical parameters to those used in sub-network training, apart from a lower learning rate of 10 -5 and a total of 150 epochs.
-Performance analyses
First, we investigated how well the network trained on a given dataset generalizes to other types of datasets. We reasoned that a network trained on the same type of images that it will later be tested on should outperform networks trained on different types of images than those in the test set. To investigate this issue, we reconstructed undersampled T1-weighted acquisitions using the ImageNet-trained and T2-trained networks. The reconstructions obtained via these two networks were compared with reference reconstructions obtained from the network trained directly on T1-weighted images. To ensure that our results were not biased by the selection of a specific MR contrast as the test set, we also reconstructed undersampled T2-weighted acquisitions using the ImageNet-trained and T1-trained networks. The reconstructions obtained via these two networks were compared with reference reconstructions obtained from the network trained directly on T2-weighted images.
Next, we examined the success of the proposed transfer-learning approach in NN-based reconstructions. To do this, we performed end-to-end fine-tuning of networks in the testing domain. When T1-weighted images were selected as the testing domain, ImageNet-trained and T2-trained networks were fine-tuned using a small set of T1-weighted images (ranging from 0 to 50). When T2-weighted images were selected as the testing domain, ImageNettrained and T1-trained networks were fine-tuned using a small set of T2-weighted images (ranging from 0 to 50). In both cases, the performance of fine-tuned networks was compared with the networks trained directly in the testing domain.
It is likely that the reconstruction performance of a fine-tuned network depends on both the number of images used for initial training and the number of images used for fine tuning. To examine the interaction between the number of training and fine-tuning samples, separate networks were trained using training sets of varying size between 500 to 4000. Each network was then fine-tuned using sets of size between 0 to 50. Reconstruction performance was evaluated to determine the number of fine-tuning samples that are required to achieve nearoptimal performance for each separate size of training set.
NN-based reconstructions were also compared to those obtained by conventional CS. CS reconstructions were implemented via a nonlinear conjugate gradient method. Libraries in the SparseMRI V0.2 toolbox available at https://people.eecs.berkeley.edu/~mlustig/Software.html were used. Daubechies-4 wavelets were selected as the sparsifying transform, and the L1 regularization parameters was set to 10 -3 . A total of 80 conjugate gradient iterations were used for the reconstruction of undersampled T1-weighted acquisitions, and 120 conjugate gradient iterations were used for the reconstruction of undersampled T2-weighted acquisitions.
To assess reconstruction quality, we used the structural similarity index measure (SSIM) and peak signal-to-noise ratio (PSNR) between the reconstructed and reference images. The training and testing of NN architectures were performed in the TensorFlow framework [28] using 2 nVidia Titan X Pascal GPUs (12 GB VRAM).
-Results
A network trained on the same type of images that it will later be tested on should outperform networks trained on different types of images than those in the test set. However, this performance difference should diminish following successful domain transfer between the training and testing domains. To test this prediction, we examined how well a network trained on a given dataset generalizes to other types of datasets. First, we investigated generalization performance when the testing domain contained T1-weighted images. Figure 2 displays reconstructions of an undersampled T1-weighted acquisition via the ImageNet-trained, T1trained and T2-trained networks. As expected, the T1-trained network yields sharper and more accurate reconstructions compared to the ImageNet-trained and T2-trained networks (Fig.  2a ). However, once the ImageNet-trained and T2-trained networks are fine-tuned using as few as 20 images, all reconstructions become of similar visual quality (Fig. 2b) . Quantitative measurements of PSNR and SSIM are listed in Table 1 . In the absence of fine tuning, ImageNet-trained, T2-trained networks and conventional CS yield comparable PSNR levels, approximately 2 dB lower than that of the T1-trained network. After fine tuning, the difference in PSNR between ImageNet-, T2-trained and T1-trained networks significantly diminishes.
Next, we examined the performance of NN-based reconstructions when the testing domain contained T2-weighted images. Figure 3 displays reconstructions of an undersampled T2weighted acquisition via the ImageNet-trained, T1-trained and T2-trained networks. Again, the network trained directly in the testing domain (T2-weighted) outperforms those that are trained in other domains (ImageNet and T1-weighted). After fine tuning with as few as 20 images, the ImageNet-trained and T1-trained networks yield visually similar reconstructions to the T2trained network (Fig. 3b ). PSNR and SSIM measurements are listed in Table 2 . PSNR difference between the ImageNet-trained and T1-trained networks prior to fine tuning is nearly 1 dB. Following domain transfer, fine-tuned networks trained on the ImageNet and T1weighted datasets yield nearly identical reconstruction quality to the network directly trained on T2-weighted images.
Reconstruction performance of fine-tuned networks may depend on both the number of images used for initial training and the number of images used for fine tuning. To examine potential interactions between the number of training and fine-tuning samples, we trained networks using training sets in the range [500 4000] and fine-tuning sets in the range [0 50]. For T1weighted acquisitions, Fig. 4 displays reconstructions via ImageNet-trained and T1-trained networks, and Table 3 lists the corresponding PSNR and SSIM values. As expected, the reconstruction quality is improved for all networks as the size of training dataset increases. However, for the ImageNet-trained network, the improvements due to the size of training data become less noticeable for larger number of fine-tuning samples. For the largest training set, the Image-Net trained network fine-tuned using 20 samples achieves nearly identical SSIM and a PSNR within 0.43 dB (nearly 5.1% difference in mean-squared error) of the T1-trained network fine-tuned using 50 samples.
Interaction between the number of training and fine-tuning samples was also examined for T2weighted acquisitions. Figure 5 displays reconstructions via ImageNet-trained and T2-trained networks, and Table 4 lists the corresponding PSNR and SSIM values. In the absence of finetuning, the ImageNet-trained network yields lower reconstruction quality compared to the T2trained network. With fine-tuning, the ImageNet-trained network achieves similar performance to the T2-trained network. For the largest training set, the Image-Net trained network fine-tuned using 20 samples achieves nearly identical SSIM and a PSNR within 0.46 dB (nearly 5.4% difference in mean-squared error) of the T2-trained network fine-tuned using 50 samples.
Lastly, we compared NN-based reconstructions obtained via the proposed transfer-learning approach to those obtained via conventional CS reconstructions (Fig. 6 ). For reconstructions of both T1-weighted and T2-weighted acquisitions, the ImageNet-trained network produces images of similar visual quality to those produced by the networks trained directly in the testing domain. At the same time, ImageNet-trained networks outperform CS in terms of image sharpness and residual aliasing artifacts. On average, the proposed transfer-learning approach achieves 2.50 dB higher PSNR than CS for T1-weighted acquisitions, and 3.68 dB higher PSNR than CS for T2-weighted acquisitions. Furthermore, network-based reconstructions are computationally more efficient than iterative CS reconstructions. The total processing time for over 600 images contained in the test samples were 15 s (23 ms per image) with NN.
-Discussion
Neural network based architectures have recently been proposed for reconstruction of undersampled MR acquisitions [10] - [19] . These architectures involve many free parameters that must be learnt, so an extensive amount of training samples is typically needed [29] . Several previous studies trained deep neural networks on relatively large sized datasets by gathering single-contrast images from hundreds of subjects [14] , [16] , [17] . In theory, network performance should be optimized by drawing the training and testing samples from the same domain, ideally acquired under a common MRI protocol. In practice, however, compiling large datasets such as the brain images provided by HCP require coordinated efforts among multiple imaging centers, and therefore such datasets are rare. As an alternative, another study trained neural networks on multi-contrast images of the same anatomy from tens of subjects [19] . When needed, data augmentation procedures were used to further expand the training dataset [12] , [14] . While this approach effectively increases the data size, it remains unclear how well a network trained on images acquired with a specific type of tissue contrast generalizes to images acquired with different contrasts. Thus, inherent variability in image properties across several contrasts can lead to suboptimal reconstruction performance.
Here, we propose a transfer-learning approach to address the problem of data scarcity in training deep neural networks for accelerated MRI. The proposed approach trains neural networks using training samples from a large public dataset of natural images (ImageNet). The trained network is then fine-tuned in the testing domain to transfer the knowledge gained during training. This transfer is achieved via end-to-end fine-tuning of the ImageNet-trained network using only few tens of MR images acquired in the testing domain. We show successful domain transfer between natural images (ImageNet) and MR images with two canonical contrasts (T1or T2-weighted). Reconstructions obtained via the ImageNet-trained network are of nearly identical quality to reconstructions obtained by networks trained directly in the testing domain using thousands of MR images. Therefore, the proposed approach might facilitate the use of neural networks for MRI reconstruction in many applications.
Several recent studies considered domain transfer for neural-network based image reconstruction in MRI. In a previous study, Han et al. [11] trained a network to remove streaking artifacts from CT images, and the trained network was then used to suppress aliasing artifacts in projection-reconstruction MRI. Note that in this case a relatively large set of imaging data is still needed for network training. Another previous study instead used images from ImageNet to train a network that performs interpolation from a spiral to Cartesian sampling grid in the Fourier-domain. The trained network was then used to perform gridding reconstructions of spiral MR acquisitions [17] . Both studies inherently leveraged the characteristic structure of undersampling artifacts that arise in non-Cartesian sampling. However, random undersampling exercised in compressive sensing applications is designed to yield incoherent artifacts without an apparent structure.
To our knowledge this is the first study to address neural-network reconstructions of randomly undersampled MR acquisitions based on domain transfer between natural and MR images.
Here, we demonstrated domain transfer based on a cascade architecture with multiple CNNs interleaved with data consistency layers. The proposed transfer-learning approach might also benefit other types of architectures that have been proposed for accelerated MRI [13] , [15] , [19] , in particular architectures that require extensive datasets for adequate training [14] , [16] . Note that the current study examined the generalization capability of networks trained on natural images to T1-weighted and T2-weighted images of the brain. In future studies, we plan to test how well ImageNet-trained networks generalize to MR images acquired with more specific contrast such as angiograms, and to images acquired in other body parts. In the absence of fine-tuning, the ImageNet-trained network yields lower reconstruction quality compared to the T1-trained network. With fine-tuning, the ImageNet-trained network achieves similar performance to the T1-trained network. As expected, the reconstruction quality is improved for all networks as the size of training dataset increases. However, for the ImageNet-trained network, the improvements due to the size of training data become less noticeable for larger number of fine-tuning samples. In the absence of fine-tuning, the ImageNet-trained network yields lower reconstruction quality compared to the T2-trained network. After fine-tuning, the ImageNet-trained network achieves similar performance to the T2-trained network. As expected, the reconstruction quality is improved for all networks as the size of training dataset increases. However, for the ImageNet-trained network, the improvements due to the size of training data become less noticeable for larger number of fine-tuning samples. 
