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Abstract
The X2 and G2 tests are the most frequently applied tests for testing the independence of two categorical
variables. However, no one, to the best of our knowledge has compared them, extensively, and ultimately
answer the question of which to use and when. Further, their applicability in cases with zero frequencies
has been debated and (non parametric) permutation tests are suggested. In this work we perform extensive
Monte Carlo simulation studies attempting to answer both aforementioned points. As expected, in large
sample sized cases (> 1, 000) the X2 and G2 are indistinguishable. In the small sample sized cases (≤ 1, 000)
though, we provide strong evidence supporting the use of the X2 test regardless of zero frequencies for the
case of unconditional independence. Also, we suggest the use of the permutation based G2 test for testing
conditional independence, at the cost of being computationally more expensive. The G2 test exhibited
inferior performance and its use should be limited.
Keywords: categorical variables, test of independence
1 Introduction
Categorical data are frequently encountered in many disciplines outside statistics, mainly in the ones that
fall under the social sciences umbrella, but also in medicine, biology, sociology, psychology, computer sci-
ence, political sciences, demography, bioinformatics, dentistry, geology, etc. These data can either be or-
dinal or nominal variables. Specifically with nominal categorical variables, for which independence is to
be tested, the X2 test and the G2 test are two commonly applicable tests, both of which are able to capture
non-linear relationships between the variables. Even though the list of independence tests is wider [18],
[11], [12], the aforementioned tests have gained popularity mainly due to their simplicity.
Both tests are considered to be non-parametric as they make no assumption of the underlying distri-
bution of the data. They do however entail some assumptions as stated by [6]. Prior to their application
one must first produce a contingency table and as [6] mentions, the cells should contain frequencies of
pairs of values and not percentages. The values of the variables must be mutually exclusive. For instance,
in a psychology experiment the respondent can choose only one answer. In the same experiment, all re-
spondents must have answered the questions only once, that is, repeated measurements should not be
analyzed using this test. [6] states that the categorical variables can also be ordinal, e.g. nominal-ordinal
or ordinal-ordinal. A necessary condition applied to the expected values should be satisfied. The number
of cells whose expected values is less than 5 should be no more than 20%-25% and no cell must contain 0
frequencies. According to [6], no cell should contain expected values that are less than 3.
In a 2× 2 contingency table for example with low cell values and or zeros, Fisher’s exact test ([3]) is ordi-
narily, even though researchers have argued against its use in such cases ([5], [2] ) because its actual rejection
rate is below the set nominal significance level. Nonetheless, researchers have proposed generalizations to
1
r × c contingency tables ([16], [7]). Another alternative is to compute the associated p-value using Monte
Carlo simulation or random permutations ([14]) which is applicable to larger than 2× 2 contingency tables
as well.
The convenience and ease of application of those categorical tests of independence has made them
widely applicable in the social sciences ( [17]), but also in the computer science and bioinformatics for
network construction ( [15]). Despite them being so broadly used, no one, to the best of our knowledge,
has performed simulation studies in order to give guidance as to which test to use and when. One excep-
tion could be [14] who showed that the permutations based G2 improves the learning quality of Bayesian
networks. Their considered though only the G2 with and without permutations.
The scope of this paper is to provide evidence that the percentage of cells that contain expected values
less than 5, is incorrect and should be neglected. In addition, we provide evidence as to when to com-
pute the asymptotic p-value of the X2 or of the G2 and when to rely on the permutation based p-value.
The evidence is based on simulation studies we conducted covering multiple scenarios of simple inde-
pendence and of conditional independence. The simulation studies showed that the G2 performs bad in
terms attainment of the type I error, whereas the X2 test performed better but is not always applicable. The
permutations based G2 though, produced satisfactorily results, but only in certain cases.
The next section presents the two aforementioned tests covering both unconditional and conditional
independence. Section 3 presents the simulation studies, and section 4 concludes the paper.
2 Tests of independence for categorical data
Suppose we have n observations from two categorical variables X and Y taking discrete values and denote
by |X| and |Y| their cardinalities. The ordinary null and alternative hypotheses are
H0 : X and Y are independent
H1 : X and Y are not independent
The most famous independence tests for testing the above null hypothesis are the X2 and the G2 tests.
2.1 The X2 test of (unconditional) independence
The X2 test was proposed by [9] and its test statistic is given by
X2(X,Y) = ∑
i,j
(
Oij − Eij
)2
E2ij
(1)
TheOij are the observed frequencies of the i− th and j− th values of X and Y respectively. The Eij are their
corresponding expected frequencies computed as Eij =
Oi+O+j
O++
, where Oi+ = ∑
n
j=1Oij, O+j = ∑
n
i=1Oij and
O++ = n. Under the independence assumption, X2 ∼ χ2(|X|−1)(|Y|−1).
2.2 The G2 test of (unconditional) independence
The G2 test or G-test is simply a log-likelihood ratio test whose statistic is given by [1]
G2(X,Y) = 2∑
i,j
Oij log
Oij
Eij
(2)
Similarly to the X2 test, under H0, G
2 ∼ χ2
(|X|−1)(|Y|−1)
.
2
2.3 The X2 and G2-tests of conditional independence
When we wish to test whether the two variables are independent conditional on one or more variables Z
null and alternative hypotheses are
H0 : X and Y are independent conditional on Z
H1 : X and Y are not independent conditional on Z
and the X2 and G2 test statistics are given by [1]
X2(X,Y|Z) = ∑i,j
(Oij|k−Eij|k)
2
E2
ij|k
and
G2(X,Y|Z) = 2∑k ∑i,jOij|k log
Oij|k
Eij|k
respectively,
(3)
where k denotes the k-th value of Z and |Z| indicates the cardinality of Z, the total number of values of Z.
TheOij are the observed frequencies of the i− th and j− th values of X and Y respectively for the k-th value
of Z. The Eij are their corresponding expected frequencies computed as Eij =
Oi+|kO+j|k
O++|k
, where Oi+|k =
∑
n
j=1Oij|k, O+j|k = ∑
n
i=1Oij|k and O++|k = nk. Under the independence assumption, X
2 ∼ χ2
(|X|−1)(|Y|−1)
.
Under H0, both X
2 and G2 follow a χ2
(|X|−1)(|Y|−1)|Z|
. It becomes clear that (1) and (2) are special cases of (3)
when Z = ∅.
2.4 Permutation based p-values
The aforementioned test statistics produce asymptotic p-values. Computer intensive methods include
Monte Carlo simulations and permutations. In this paper we will rely on permutations to obtain the p-
value. With continuous variables for example, the idea is to distort the pairs multiple times and each time
calculate the relevant test statistic (based on Pearson or Spearman). With categorical variables though, extra
caution must be taken. Similarly to Fisher’s exact test ([1]) the permutations must occur in such a way as to
keep the row and column totals fixed. The p-value is then computed as the proportion of times the values
of the permuted test statistics exceed the value of the test statistic in the original data.
2.5 Relationship between the X2 and the G2 test
The X2 test statistic is an approximation of the G2 using a second order Taylor expansion of the natural
logarithm around 0 ([4]). Following [4] let us write Oij = Eij + τij and since ∑i,jOij = ∑i,j Eij this implies
that ∑i,j τij = 0. The G
2 test (2) is then given by
G2 = 2∑
i,j
Oij log
Oij
Eij
= 2∑
i,j
(
Eij + τij
)
log
Eij + τij
Eij
= 2∑
i,j
(
Eij + τij
)
log
(
1+
τij
Eij
)
By expanding
τij
Eij
around 0 we obtain
G2 ≈ 2∑
i,j
(
Eij + τij
)  τij
Eij
−
1
2
(
τij
Eij
)2
+O
(
τ
3
ij
)
G2 = 2∑
ij
τij −∑
ij
τ
2
ij
Eij
+O
(
τ
3
ij
)
+ 2∑
ij
τ
2
ij
Eij
−
1
2 ∑
ij
τ
3
ij
Eij
+O
(
τ
4
ij
)
G2 = ∑
ij
τ
2
ij
Eij
+O
(
τ
3
ij
)
≈ ∑
ij
(
Oij − Eij
)2
Eij
[4], [4] mentions that as the difference betweenOij and Eij increases, the less accurate the above approxima-
tion becomes, and X2 will tend to compute erroneous answers, especially in the small sample sized data.
Further, since X2 is an approximation to the G2, the former is expected to be less accurate the latter.
3
3 Simulation studies
We used R 3.6 ([10], [10]) and the libraryRfast ([8]) that contains fast implementations of the aforementioned
testing procedures. R’s built in function chisq.test can return a Monte Carlo p-value, but not a permutation
p-value, and it is very slow when thousands of tests must be conducted. [13] compared some implemen-
tations in R, showing that conditional independence testing is faster via Poisson log-linear models. Tests
of independence also exist in the R package coin ([19]) but are not as computationally efficient as the ones
in the R package Rfast. Computational efficiency was the reason why we did not consider a computer
intensive version of the X2 test and we only used the tests that are available in Rfast.
Table 1 presents an example of the computational cost of each testing procedure. The G2 test is slightly
slower than the X2 test because it involves computation of logarithms. The permutation G2 test, that per-
forms 999 permutations and computes 999 test statistics, is remarkably fast, as it is at most 2 times slower
than R’s built in X2 test which performs only a single test. R’s built in chisq.test offers the option of a
Monte Carlo p-value, but that would be extremely show for our example here. A reasonable estimate of the
computational cost of this Monte Carlo p-value would be to multiply the last column of Table 1 with 999,
resulting in more than half an hour.
Table 1: Time (in seconds) required by the testing procedures to perform 4950 tests for different sample
sizes and cardinalities. The relative computational cost, normalised with response to the X2 test, appears
inside the parentheses.
Sample size Cardinalities X2 test G2 test Permutation R’s built in
G2 test X2 test
n = 100 |X| = |Y| = 2 0.003(1.00) 0.004(1.12) 0.867(256.96) 2.521(746.95)
n = 200 |X| = |Y| = 3 0.005(1.00) 0.006(1.23) 2.655(549.11) 2.437(504.02)
n = 400 |X| = |Y| = 4 0.007(1.00) 0.010(1.48) 5.962(860.82) 3.031(437.59)
n = 800 |X| = |Y| = 5 0.012(1.00) 0.019(1.50) 6.645(536.00) 3.426(276.37)
n = 10,000 |X| = |Y| = 2 0.141(1.00) 0.136(0.96) 3.369(23.87) 9.558(67.71)
n = 10,000 |X| = |Y| = 3 0.149(1.00) 0.135(0.91) 6.576(44.24) 10.015(67.38)
n = 10,000 |X| = |Y| = 4 0.146(1.00) 0.144(0.99) 10.763(73.93) 10.355(71.12)
n = 10,000 |X| = |Y| = 5 0.14(1.00) 0.138(0.99) 10.7(76.51) 10.165(72.68)
3.1 Difference between the G2 and the X2 test statistics
Figure 1 illustrates the average difference between the two test statistics G2−X2 for a range of sample sizes,
in the case of unconditional independence. Figure 1 contains the differences for small sample sizes, up to
1, 000, and for larger sample sizes, from 1, 000 up to 10, 000. The G2 test statistic is on average greater than
the X2 test statistic and the differences are more pronounced as the cardinalities of the variables increase.
This figure clearly shows that the X2 approximation to the G2 test statistic requires larger sample sizes with
increasing cardinalities. In all cases though, the differences decay towards zero as the sample size is at the
order of hundreds. Yet, the differences between the two test statistics are large and this explains the inflated
type I error of the G2 test, observed later.
A very interesting finding is that as the number of conditioning variables increases, the X2 could not
be computed because of zero expected values. Our data generation mechanism is based on the binomial
distribution and hence the produced tables will contain zero rows and or zero columns. Applying the X2
test on such tables results in division of a finite number with 0 yielding infinite numbers and hence the X2
is not applicable. In contrast, the G2 test is applicable since 0log0 = 0 which is a finite number.
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3.2 Type I error
At first we will consider the type I error of the three hypothesis testing procedures in four case scenarios.
When both X and Y take 2 values, 3 values, 4 values and 5 values. These correspond to 2× 2, 3× 3, 4× 4
and 5 × 5 contingency tables respectively. At first, we considered the type I error for the unconditional
independence case scenario when the data were generated from a discrete uniform distribution U(0, i),
where i = 1, 2, 3, 4. This is a small case scenario andwe did not examine it in more detail. We then generated
random values from Bin(i, 0.5), where i = 1, 2, 3, 4 and most of the times yielded contingency tables with
zero frequencies. The binomial distribution was the main distribution used thought the simulation studies.
In all cases, we generated an n × 100 matrix, where n denotes the sample size and performed all 100 ∗
(100− 1)/2 = 4950 tests with either testing procedure.
All results presented in Figures and Tables refer to the cases of the sample sizes being at most 1, 000. For
larger sample sizes we only tested the X2 and the G2 tests and they exhibited nearly the same performance
and were always size correct and hence not visualized.
Table 2: Proportion of times a testing procedure attained the type I error in the unconditional independence
when the data were generated from a discrete uniform distribution and the sample sizes were at most 1,000.
The highest proportions are bolded.
Cardinalities X2 test G2 test Permutation G2 test
|X| = |Y| = 2 7/8 7/8 2/8
|X| = |Y| = 3 6/7 5/7 7/7
|X| = |Y| = 4 3/7 0/7 5/7
|X| = |Y| = 5 4/11 0/11 9/11
Totals 20/33 12/33 23/33
Figure 3 illustrates the estimated type I error of all testing procedureswhen testing the unconditional in-
dependence of two variables, for various sample sizes and cardinalities of the variables. The most accurate
is the X2, followed by the permutation G2, whereas in all cases, except for Figure 3(a), the G2 test shows an
inflated type I error.
By examining Figure 4 we can see that the conclusions change. The G2 test exhibits the worst perfor-
mance in terms of type I error, as it is either too conservative, i.e. it rejects less frequently than it should,
or it is very risky as it tends to reject more frequently. The X2 test seems to perform adequately, but when
the cardinalities of the variables are equal to 5, it becomes too conservative. The permutation G2 test on the
other hand is the only that holds the type I error within the acceptable limits.
Finally, Figure 5 yields different conclusions again. The permutation G2 test still remains size correct,
but the X2 test performs adequately only in two cases, with |X| = |Y| = 2 and |X| = |Y| = 3. In the other
two cases, it could not be computed, due to the conditional contingency tables formed, that contain rows
and or columns with zero frequencies ,and hence the X2 test statistic could not be computed. the G2 test on
the other hand almost never rejects the conditional independence.
Among the three testing procedures, the G2 manifests the worst performance in terms of attaining the
type I error as it was size correct in only 11 out 130 times (8.46%), as depicted in Table 3. The X2 test per-
formed better as it was size correct in 76 out 130 times (58.46%), whereas the permutation G2 test was size
correct in 120 out of 130 times (92.31%). If we examine Table 3 more closely, we can drawmore specific and
more targeted conclusions. Specifically, when testing the (unconditional) independence between two vari-
ables, the following can be said. The X2 test exhibited the best performance, followed by the permutation
G2 test. The G2 test had the worst performance, as it was size correct in almost 1 out of 4 times.
At this point let us remind the reader about the necessary condition the expected values should satisfy.
The number of cells whose expected values is less than 5 should be no more than 20%-25% and no cell must
contain 0 frequencies. According to [6] [6], no cell should contain expected values that are less than 3. This
does not hold true for the X2 test and this is clearly observed in Figure 3, where we can see that even for
small sample sizes, the X2 retains the nominal significance level (5%). When we move downwards Table 3
5
we draw another interesting conclusion. The permutation G2 test, unlike the X2 test is size correct in the
majority of the cases.
Table 3: Proportion of times a testing procedure attained the type I error for the different cases when the
data were generated from a binomial distribution and the sample sizes were at most 1,000. The highest
proportions are bolded.
# of conditional variables Cardinalities X2 test G2 test Permutation G2 test
Z = 0
|X| = |Y| = 2 8/8 6/8 6/8
|X| = |Y| = 3 7/7 1/7 7/7
|X| = |Y| = 4 7/7 0/7 6/7
|X| = |Y| = 5 11/11 0/11 9/11
Totals 33/33 7/33 28/33
Z = 1
|X| = |Y| = 2 8/8 0/8 8/8
|X| = |Y| = 3 6/7 0/7 3/7
|X| = |Y| = 4 9/15 3/15 14/15
|X| = |Y| = 5 2/21 0/21 21/21
Totals 25/51 3/51 46/51
Z = 2
|X| = |Y| = 2 11/11 0/11 11/11
|X| = |Y| = 3 7/13 1/13 13/13
|X| = |Y| = 4 0/3 0/11 11/11
|X| = |Y| = 5 0/11 0/11 11/11
Totals 18/46 1/46 46/46
3.3 Power
Power comparisons of testing procedures are meaningful only for tests that are size correct. For this rea-
son, we should compare only the X2 with the permutation G2 in the case of unconditional independence.
We have compared all three tests though in the unconditional independence case scenario. The specific
alternatives we used are described as follows.
1. For a range of values of b, from -3 up to 3, increasing with a step-size equal to 1 do the following steps.
2. Generate n values xi from a Bin(|X|, 0.5), where i = 1, . . . , n and |X| is the cardinality of the variable
X.
3. Compute pi =
e−sign(b)+bxi
1+e−sign(b)+bxi
, where sign(.) is the sign function that returns the sign of a number.
4. Generate n values yi from Bin(|Y|, pi), where |Y| is the cardinality of the variable Y and |Y| = |X|.
5. Repeat steps 2-4 1000 times.
6. Compute the power as the proportion of times the H0 is rejected.
Figures 6 and 7 visualize the estimated powers for a range of different alternativeswhen the cardinalities
of the variables are equal to 2 and 4. The powers are similar for the other cases and hence omitted for brevity.
We observe that the estimated power levels are similar for all three tests. We emphasize that the power of
the G2 presented in Figure 7 is not comparable to the powers of the X2 test and the parametric G2 test
because it was not size correct (see Figures 3 - 5 and Table 1).
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4 Conclusions
We performed Monte Carlo simulation studies aiming to provide evidence as to the suitability of two pop-
ular tests for independence of categorical variables. The simulations proved useful and we drawn very
interesting conclusions. We highlight that the following conclusions apply to sample sizes of at most equal
to 1, 000.
When testing the (unconditional) independence of two variables, the G2 test never attained the type I
error when the variables contain 3 or more values (or levels). When the variables take 3 values, the G2
test was size correct only for large sample sizes. On the contrary, the X2 and the permutation G2 test were
size correct in almost all examined cases, regardless of the sample size and of the number of values the
categorical variables could take. This is a strong evidence that the rule of thumb regarding the unsuitability
of the X2 test with zero value frequencies and/or expected values being less than 5 does not hold true and
should be carefully re-examined. Based on our simulations, we have some ground to say that the rule’s
validity seems to be rather small or negligible.
When testing conditional independence of two variables, with 1 or 2 conditioning variables, the per-
mutation G2 test was the only one among the three competitors that performed satisfactorily. It was the
most accurate, in terms of attaining the type I error, in more than 90% of the examined cases, followed by
the X2 which was size correct in only 58% of the cases. The G2 test was size correct in less than 10% of
the examined cases. The value of the G2 test statistic was always greater than that of the X2 test, but this
difference was diminishing with increasing sample sizes. On the other hand, the X2 could not always be
computed due to infinite divisions.
On the other hand, when the sample sizes are at the orders of thousands and higher, use of the X2
and of the G2 is strongly suggested as they both perform equally well. They are always size correct and
poses similar levels of power. Both of them are also computationally extremely efficient, hence we suggest
application of either of them with large sample sizes. Computational efficiency and statistical accuracy are
two essential components of a test in the current era of massive and big data.
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Figure 1: Average difference between the G2 and the X2 (G2 − X2) test statistics. The range of sample sizes
(in the first row goes up to 1, 000, each time increasing by a step equal to 20. The range of sample sizes in
the second row varies from 1, 000 up to 10, 000 increasing by a step equal to 1, 000. The first column refers to
unconditional independence, while the second and third columns refer to conditional independence with
1 and 2 conditioning variables respectively. The cardinalities of the variables are showed with different
colours. In the first row, the X2 could not be computed for all cases with 1 and 2 conditioning variables. In
order to be consistent, in the second row, the the X2 was not be computed for all cases either.
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Figure 2: Estimated type I error of the G2, permutation G2 and X2 tests of independence as a function of the
sample size with no conditioning variable. The data were generated from a discrete uniform distribution
and the sample sizes were at most 1, 000.
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Figure 3: Estimated type I error of the G2, permutation G2 and X2 tests of independence as a function of the
sample size with no conditioning variable. The data were generated from a binomial distribution and the
sample sizes were at most 1, 000.
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Figure 4: Estimated type I error of the G2, permutation G2 and X2 tests of independence for different
cardinalities as a function of the sample size with 1 conditioning variable. The data were generated from a
binomial distribution and the sample sizes were at most 1, 000.
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Figure 5: Estimated type I error of the G2, permutation G2 and X2 tests of independence for different
cardinalities as a function of the sample size with 2 conditioning variables. The data were generated from
a binomial distribution and the sample sizes were at most 1, 000.
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Figure 6: Estimated power of the G2, permutation G2 and X2 tests of independence as a function of the
sample size when |X| = |Y| = 2 and with no conditioning variable. The data were generated from a
binomial distribution and the sample sizes were at most 1, 000.
13
Figure 7: Estimated power of the G2, permutation G2 and X2 tests of independence as a function of the
sample size when |X| = |Y| = 4 and with no conditioning variable. The data were generated from a
binomial distribution and the sample sizes were at most 1, 000.
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