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Abstract
We present a star product between differential forms to second order in the deformation parameter ~.
The star product obtained is consistent with a graded differential Poisson algebra structure on a symplectic
manifold. The form of the graded differential Poisson algebra requires the introduction of a connection with
torsion on the manifold, and places various constraints upon it. The star product is given to second order
in ~2.
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I. INTRODUCTION
Since the early days of quantum mechanics, physicists have used star products to build noncommu-
tative generalizations of commuting theories (see [4] for a historical treatment and the references
therein). From describing theories on noncommutative spaces to providing alternate methods of
quantization [1], star products and, more generally, the procedure of deformation quantization have
given physicists a way to generalize commutative theories into noncommutative theories.
Deformation quantization begins with a manifold M and the ring of smooth functions C∞(M).
The ring of commutative smooth functions C∞(M) is deformed to a noncommutative ring of
smooth functions, C∞(M, ∗)[[~]], where the deformation is parametrized by ~. We denote the
noncommutative product of f, g ∈ C∞(M, ∗)[[~]] by the star product:
f ∗ g = fg + ~{f, g} + ~2C2(f, g) +O(~
3)
where {f, g} = piij∂if∂jg is a Poisson bracket on M . Smooth functions f, g ∈ C
∞(M) are elements
of the noncommutative algebra, and in fact, as a set C∞(M) ⊂ C∞(M, ∗)[[~]], but with a new
product between elements. Although C∞(M, ∗)[[~]] is not commutative, it is required to be asso-
ciative. Associativity places strong conditions on the form of the star product. The star product
of functions is well known from the work of Kontsevich [7], Cattaneo and Felder [2], and many
others, including [8]. We generalize the star product to act between differential forms, to O(~2).
Gauge theories involve the differential form Aµdx
µ, so to study gauge theories on noncommutative
spaces, the star product must be extended to include differential forms. With this motivation,
we deform the graded exterior algebra of differential forms, Ω∗(M), to a noncommutative graded
exterior algebra Ω∗(M, ∗)[[~]]. Thinking of functions as 0-forms, we need to extend the star product
to include forms of arbitrary degree:
α ∗ β = αβ + ~{α, β} + ~2C2(α, β) +O(~
3)
where {α, β} is the generalization of the Poisson bracket to differential forms, and αβ denotes
the wedge product1. The case of constant Poisson bivector, piij is well understood, but we are
interested in the case that piij is not constant. Modulo some conditions to be discussed later, it is
possible to define a consistent star product on the space of differential forms.
1 Unless otherwise specified, the product between two differential forms is the wedge product: αβ = α ∧ β
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In this note we give the explicit form of the star product for differential forms for nonconstant
piij , to O(~2). First we must generalize the Poisson bracket to differential forms. To do so, we
write down the properties a graded differential Poisson algebra should satisfy, following [3] and [6].
After some motivation, we define an explicit graded Poisson bracket between arbitrary forms, and
check that it satisfies the properties required of a graded differential Poisson bracket. We show
that these properties place several conditions on our manifold (these conditions were also found
in [3] and [6]). Lastly, we propose an O(~2) product between differential forms and show that it
satisfies the properties of a star product to that order. In particular, we show explicitly that our
proposed product is associative, a crucial property of the star product.
II. PROPERTIES OF A DIFFERENTIAL POISSON ALGEBRA
The Poisson bracket between two functions, {f, g}, is ubiquitous in the theory of classical me-
chanics, and its properties are widely known (see [10] among many others). The basic properties
are:
1. Skew-symmetry: {f, g} = −{g, f}
2. Jacobi identity: {f, {g, h}} + {g, {h, f}} + {h, {g, f}} = 0
3. Leibniz rule: {f, gh} = {f, g}h+ g{f, h}.
Define the Poisson bivector piij by:
{f, g} = piij∂if∂jg. (1)
Because the Poisson bracket obeys the Jacobi identity, piij must satisfy the following condition:
piim∂mpi
jk + pijm∂mpi
ki + pikm∂mpi
ij = 0. (2)
Since functions are 0-forms, any Poisson bracket on the space of differential forms, Ω∗(M), must
reduce to this simple Poisson bracket when restricted to 0-forms.
When a Poisson bracket is defined on a manifold, the manifold is called a Poisson manifold. If the
Poisson bivector is invertible, its inverse, ωij, is called the symplectic 2-form and the manifold a
symplectic manifold. We use the convention:
piijωjk = δ
i
k
3
Equation (2) is equivalent to the condition dω = 0, where ω = 12ωijdx
idxj. For simplicity, we
take the manifold M to be symplectic, but the results may generalize to the more general Poisson
manifold case.
Following [3], we generalize the Poisson bracket to include differential forms. Denote by |α| the
degree of the form α. For all forms α, β, and γ, a graded differential Poisson algebra on a Poisson
manifold must satisfy:
1. Bracket degree:
|{α, β}| = |α|+ |β| (3)
2. Graded symmetry:
{α, β} = (−1)|α||β|+1{β, α} (4)
3. Graded product rule:
{α, βγ} = {α, β}γ + (−1)|α||β|β{α, γ} (5)
4. Leibniz rule for the exterior derivative, d:
d{α, β} = {dα, β} + (−1)|α|{α, dβ} (6)
5. Graded Jacobi identity:
{α, {β, γ}} + (−1)|α|(|β|+|γ|){β, {γ, α}} + (−1)|γ|(|α|+|β|){γ, {α, β}} = 0 (7)
These properties naturally combine the defining characteristics of differential forms and the Poisson
bracket. The Leibniz rule and the Jacobi identity place strong constraints on how the Poisson
bracket acts on differential forms. As we show in the next section, Properties 1-5 uniquely determine
the form of the Poisson bracket.
III. THE POISSON BRACKET
In this section, we motivate the form of the Poisson bracket between two arbitrary differential
forms on a symplectic manifold. We start by using Properties 1-5 to determine the Poisson bracket
between a function and an arbitrary differential form. Next, we introduce the most general Poisson
bracket between two differential forms and discuss some of the conditions that arise. More detailed
calculations are included in Appendix B.
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A. The Poisson Bracket between a function and a form
In this section, we show that for a symplectic manifold, there is a unique Poisson bracket consistent
with the Poisson algebra. In particular, we show that the object {f, ·} acts as a covariant derivative
on the space of differential forms:
{f, α} = ∇V α
To be a connection, ∇V α must satisfy the following properties for f, g functions, V a vector field,
and a form α:
1. ∇V (f) = V (f) 4. ∇(V+W )α = ∇V α+∇Wα
2. ∇V (fα) = V (f)α+ f∇V α 5. ∇V (α ∧ β) = (∇V α) ∧ β + α ∧ (∇V β)
3. ∇V (α+ β) = ∇V α+∇V β 6. ∇(gV )α = g∇V α.
The Poisson bracket {f, ·} satisfies these properties with V j = piij∂if . Multiplying V
j = piij∂if =
−piji∂if by ωjk, we have
∂kf = ωjkV
j ,
which has as the solution
f =
∫ x
x0
ωjkV
jdxk.
Before checking that the bracket {f, α} is a covariant derivative of the second argument, note
that it is a differential operator of order 1 in the first argument (e.g. {1, α} = 0 and {fg, α} =
{f, α}g + f{g, α}). This implies:
{f, α} = (∂if){x
i, α}.
A simple proof follows from Taylor expanding f inside the Poisson bracket and noticing that only
the term linear in xi does not vanish:
{f, α}
∣∣∣
x=x0
= lim
x→x0
[
{f(x0), α}+(∂if(x0)) {x
i−xi0, α}+
(
1
2
∂i∂jf(x0)
)
{(xi−xi0)(x
j−xj0), α}+. . .
]
.
From this, we see that {f, α} = V iωij{x
j , α}, which makes it easy to prove that {f, ·} satisfies all
the properties of a covariant derivative. Note that our arguments depend on the existence of ωij.
Although a general Poisson manifold, for which piij is not invertible, might have a different Poisson
bracket, we do not consider this case.
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Inserting the vector field V , the Poisson bracket for a function f and a form α is,
{f, α} = piij∂if∇ejα
This form of the Poisson bracket agrees with the bracket put forth by [3] and [6]. The action of
the connection on a basis 1-form may be expressed with the connection coefficients Γijk:
∇eidx
k ≡ −Γkijdx
j . (8)
In general, this connection has torsion, so two connections can be defined from the same connection
coefficients:
Γki = dx
ℓΓkℓi Γ˜
k
i = Γ
k
iℓdx
ℓ,
which act on 1-forms as:
∇eidx
k = −Γkijdx
j = −Γ˜ki ∇˜eidx
k = −Γ˜kijdx
j = −Γkjidx
j = −Γkj ,
where Γ˜kij = Γ
k
ji are the connection coefficients associated with ∇˜. Notation is discussed in more
detail in Appendix A.
The graded differential Poisson algebra structure imposes several conditions upon the connections
that appear in this expression for the Poisson bracket. For example, for the Leibniz rule to hold,
the Poisson bivector piij must be covariantly constant under the connection ∇˜i. The Leibniz rule
requires that:
d{xi, xj} = {dxi, xj}+ {xi, dxj}
dpiij = pijmΓimkdx
k − piimΓjmkdx
k.
Using the definition of the Poisson bracket to calculate each of the quantities, we see that imposing
the Leibniz rule requires the following condition on the connection,
(∇˜ekpi)
ij = ∂kpi
ij + Γimkpi
mj + Γjmkpi
im = 0. (9)
Thus piij is covariantly constant under ∇˜ek , and, equivalently, ωij is covariantly constant under
∇˜ek . We refer to ∇˜ek as a symplectic connection
2, because it annihilates the symplectic 2-form.
One can use the symplectic condition (9) to rewrite the Jacobi identity (2) in terms of the torsion:
piimpijℓ
(
Γkℓm − Γ
k
mℓ
)
+ pijmpikℓ
(
Γiℓm − Γ
i
mℓ
)
+ pikmpiiℓ
(
Γjℓm − Γ
j
mℓ
)
= 0
Note that while this relation shows that a torsionless connection identitically satisfies the Jacobi
identity, the Jacobi identity does not require the connection to be torsionless.
2 In the literature, symplectic connections are usually taken to be torsionless, but the connection defined here
generally has torsion.
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B. The Poisson bracket between two 1-forms
To find the form of the Poisson bracket for two forms, we use the Leibniz rule for basis 1-forms:
{dxi, dxj} = d{xi, dxj}.
The Poisson bracket for a function and a 1-form gives:
{dxi, dxj} = d{xi, dxj}
= d(−piiℓΓjℓbdx
b)
= −∂api
iℓΓjℓbdx
adxb − piiℓ∂aΓ
j
ℓbdx
adxb.
The symplectic condition of ∇˜ek relates the derivative of pi
ij to the connection coefficients Γkij,
which gives
{dxi, dxj} = (Γimapi
mℓ + Γℓmapi
im)Γjℓbdx
adxb − piiℓ∂aΓ
j
ℓbdx
adxb
= −piim(∂aΓ
j
mb − Γ
j
ℓbΓ
ℓ
ma)dx
adxb + pimℓΓimaΓ
j
ℓbdx
adxb.
The term in the parentheses can be rewritten in terms of the curvature R˜jmab of the symplectic
connection ∇˜ek using the anti-symmetry of dx
adxb:3
−piim ·
1
2
(∂aΓ
j
mb − ∂bΓ
j
ma + Γ
j
ℓaΓ
ℓ
mb − Γ
j
ℓbΓ
ℓ
ma)dx
adxb = −
1
2
piimR˜jmabdx
adxb ≡ −
1
2
R˜ijabdx
adxb
The Poisson bracket between two basis 1-forms is then:
{dxi, dxj} = pimℓΓimaΓ
j
ℓbdx
adxb −
1
2
R˜ijabdx
adxb.
To find the expression in terms of two arbitrary 1-forms, not just in terms of the basis dxi, consider
two 1-forms α, β and use the product rule:
{α, β} = {αidx
i, βjdx
j}
= {αi, βj}dx
idxj + dxi{αi, dx
j}βj + αi{dx
i, βj}dx
j + αi{dx
i, dxj}βj
= pimn(∂mαi − Γ
ℓ
miαℓ)dx
i(∂nβj − Γ
k
njβk)dx
j −
1
2
αiβjR˜
ij
abdx
adxb.
After defining the 2-form
R˜ij ≡
1
2
R˜ijabdx
adxb,
3 Note that eRijab ≡ pi
im eR
j
mab, which we often refer to as the curvature. Our notation is discussed further in Appendix
A.
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the last line gives:
{α, β} = pimn∇emα∇enβ − R˜
ijαiβj .
For later convenience, let us also introduce the interior product, iem
4, and rewrite the bracket
between two 1-forms as:
{α, β} = pimn∇emα∇enβ − R˜
mn(iemα)(ienβ) |α| = |β| = 1.
An important property of the curvature tensor R˜ij is its symmetry in the upper two indices.
The graded symmetry of the Poisson bracket requires {dxi, dxj} = {dxj , dxi}. Using the Poisson
bracket to calculate both sides, one finds:
pimℓΓimaΓ
j
ℓbdx
adxb − R˜ij = pimℓΓjmaΓ
i
ℓbdx
adxb − R˜ji.
The “ΓiΓj” term is manifestly symmetric in (i, j), from which it follows that R˜ij ought to be
symmetric in the upper two indices. We will soon show that R˜ij is the curvature of a symplectic
(Poisson) connection; that is (∇˜eipi)
jk = 0. Like in Riemannian geometry where preserving the
metric causes these indices to be anti-symmetric, preserving the symplectic 2-form5 causes these
indices to be symmetric. This calculation is performed in the appendix.
C. The Poisson bracket between two arbitrary forms
It is straightforward to generalize the Poisson bracket for two 1-forms to forms of arbitrary degree.
We take the following ansatz for the Poisson bracket, where now α, β are forms of arbitrary degree:
{α, β} = pimn∇emα∇enβ + (−1)
|α|R˜mn(iemα)(ienβ). (10)
As shown in Appendix B, requiring (10) to satisfy the properties of the graded differential Poisson
bracket places the following conditions, also obtained in [3] and [6], on the connection coefficients
Γijk:
1. ∇˜eℓ is symplectic:
(∇˜eℓpi)
ij = 0 (11)
4 The interior product maps p-forms into (p − 1)-forms. Our conventions for the interior product are discussed in
Appendix A.
5 Or equivalently, the Poisson bivector.
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2. piij satisfies the Jacobi Identity:
(piab∂bpi
mn + pimb∂bpi
na + pinb∂bpi
am) = 0 (12)
3. The connection ∇ei has vanishing curvature:
[∇em ,∇en ]α = 0 (13)
4. The curvature R˜mn is covariantly constant under ∇ea :
(∇eaR˜)
mn = 0 (14)
5. R˜mn satisfies6:
R˜ab(iebR˜
mn) + R˜mb(iebR˜
na) + R˜nb(iebR˜
am) = 0 (15)
Equation 11 comes from requiring the Leibniz rule hold, and Equations 12-15 come from requiring
that the Jacobi identity hold. These conditions, however, are not independent. Consider the
following relation:
d
(
{xi, {dxj , dxk}}+ {dxj , {dxk, xi}} − {dxk, {xi, dxj}}
)
= {dxi, {dxj , dxk}}+ {dxj , {dxk, dxi}} − {dxk, {dxi, dxj}}
After some reorganization, this equation relates (15) to the other conditions:
R˜ib
(
iebR˜
jk
)
+ R˜jb
(
iebR˜
ki
)
+ R˜kb
(
iebR˜
ij
)
=
−
(
piab∂bpi
mn + pimb∂bpi
na + pinb∂bpi
am
)
∇eadx
i∇emdx
j∇endx
k
− piabpimn
(
[∇ea ,∇em ] dx
i∇ebdx
j∇endx
k +∇endx
i [∇ea ,∇em ] dx
j∇ebdx
k +∇ebdx
i∇endx
k [∇ea ,∇em ] dx
k
)
+ piab
(
∇ebR˜
)jk
∇eadx
i + piab
(
∇ebR˜
)ki
∇eadx
j + piab
(
∇ebR˜
)ij
∇eadx
k
+ d
((
piib∂bpi
mn + pimb∂bpi
ni + pinb∂bpi
im
)
∇emdx
j∇endx
k
)
+ d
(
piabpimi
(
[∇ea ,∇em ] dx
i∇ebdx
k +∇ebdx
j [∇ea ,∇em ] dx
k
))
− d
(
piib
(
∇ebR˜
)jk )
+ ... (16)
6 In tensor product notation, the classical Yang-Baxter (CYB) equation is given by [r12, r13]+[r12, r23]+[r13, r23] = 0,
where [, ] is the matrix commutator [5]. Taking into account that eRijab is symmetric in the two upper indices and
antisymmetric in the two lower indices, one can verify that (15) implies that eRijab satisfies the CYB equation.
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where the ellipses represents terms proportional to (∂kpi
ij+piiaΓjak+pi
ajΓiak) and derivatives thereof.
We have not written these terms since they vanish using the symplectic condition (11). Once one
requires (12), (13), and (14), relation (16) implies:
R˜ib
(
iebR˜
jk
)
+ R˜jb
(
iebR˜
ki
)
+ R˜kb
(
iebR˜
ij
)
= 0.
This shows that (15) is implied by the other constraints. Similar relations hold between Equations
12-14. However, none of these constraints can be completely expressed in terms of the others.
If a connection exists that satisfies all of these properties on the manifold, we have given expressions
for the Poisson bracket between two arbitrary differential forms. This bracket is the only possible
bracket between differential forms on a symplectic manifold.
IV. THE STAR PRODUCT
In deformation quantization, star products replace the point-wise multiplication of functions on a
Poisson manifold. For an overview of the subject, see [1] and [4]. The space of smooth functions,
C∞(M), is replaced with C∞(M, ∗)[[~]]. As a set, C∞(M, ∗)[[~]] consists of formal (infinite)
polynomials in ~ with the coefficients belonging to C∞(M):
f(x) = f0(x) +
∞∑
n=1
~
nfn(x).
Functions in C∞(M, ∗)[[~]] are multiplied with the star product. In the limit ~ → 0, the space
C∞(M, ∗)[[~]] becomes C∞(M), and the star product reduces to the usual point-wise multiplication
of functions. Kontsevich [7] showed that the star product exists for all Poisson manifolds and gave
a procedure to obtain the formula to all orders. The star product is written explicitly to O(~2) in
[7], while more recently [8] gave the formula to O
(
~
4
)
. To O
(
~
2
)
, the star product is:
f ∗ g = fg + ~{f, g} + ~2
(
1
2
piijpimn∂i∂mf∂j∂ng +
1
3
piia∂api
mn (∂i∂mf∂ng − ∂mf∂i∂nγ)
)
.
Two star products, ∗1 and ∗2, are considered equivalent if there exists a linear operator T of the
form:
T = id+
∞∑
i=n
~
nTn
such that
T (f ∗2 g) = T (f) ∗1 T (g) .
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A. The Star Product of Differential Forms
To enlarge the definition of the star product to include differential forms, we deform Ω∗(M) to
Ω∗(M, ∗)[[~]], which, as a set, consists of formal power series in ~ with coeffiecients in Ω∗(M):
α = α0 +
∞∑
n=1
~
nαn.
For α, β ∈ Ω0(M, ∗)[[~]] = C∞(M, ∗)[[~]], we require that the star product of forms coincides with
the usual star product of functions. A product of differential forms in Ω∗(M, ∗)[[~]] is a “star
product” if it satisfies the following properties for α, β, γ ∈ Ω∗(M, ∗)[[~]]:
1. The product takes the form:
α ∗ b = αβ +
∞∑
n=1
~
nCn(α, β)
where the Cn are bilinear differential operators.
2. The product is associative: (α ∗ β) ∗ γ = α ∗ (β ∗ γ)
3. The order ~ term is Poisson bracket for forms: C1(α, β) = {α, β}
4. The constant function, 1, is the identity: 1 ∗ α = α ∗ 1 = α
5. The terms Cn have a generalized Moyal symmetry:
Cn(α, β) = (−1)
|α||β|+nCn(β, α).
We want to find a star product which satisifies Properties 1-5 to O
(
~
2
)
for two arbitrary forms α
and β. We propose the following product:
α ∗ β = αβ + ~C1(α, β) + ~
2
[
C∇2 (α, β) + C
eR
2 (α, β)
]
+ . . .
where we have:
C1(α, β) ≡ {α, β} = pi
mn∇emα∇enβ + (−1)
|α|R˜mn(iemα)(ienβ)
C∇2 (α, β) =
1
2
piijpimn∇ei∇emα∇ej∇enβ +
1
3
piia∂api
mn (∇ei∇emα∇enβ −∇emα∇ei∇enβ)
C
eR
2 (α, β) = −
1
2
R˜ijR˜mn
[
(ieiiemα)(iej ienβ)
]
−
1
3
R˜iℓ(ieℓR˜
mn)
[
(−1)|α|(ieiiemα)(ienβ) + (iemα)(iei ienβ)
]
+(−1)|α|piijR˜mn(iem∇eiα)(ien∇ejβ). (17)
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We write the O(~2) term in this way for later convenience.
Properties 1 and 3-5 are manifestly satisfied by (17); however we leave the calculation that shows
(17) is associative (Property 2) to Appendix C, because the calculation is quite involved. However,
constructing (17) for the product to this order was relatively straightfoward. The condition of
associativity at order ~2 requires that for f a function and α, β forms:
fC2(α, β) − C2(fα, β) + C2(f, αβ) − C2(f, α)β = {{f, α}, β} − {f, {α, β}}. (18)
The right-hand side of (18) is calculable using the Poisson bracket (10). The star product between
a function and a form to any order can be obtained by replacing ordinary derivatives in the star
product of functions with covariant derivatives. This prescription gives C2(f, αβ) and C2(f, α)
in (18), so constructing the ansatz for C2(α, β) simplifies considerably. Using the same methods,
constructing an ansatz for the star product to O(~3) is similarly straightforward, although verifying
the associativity of the product is laborous.
B. Changing Coordinates
As can easily be seen from the form of the star product, it behaves very badly under a change in
coordinates. Say we start with coordinates xi and we want to switch to coordinates yµ. First we
write the xi as functions of yµ, e.g. xi(yµ). Then, we see how the basis vectors and basis 1-forms
behave under this change of coordinates:
ei =
∂yµ
∂xi
eµ and dx
i =
∂xi
∂yµ
dyµ
Where ∂yµ/∂xi is the matrix inverse of ∂xi/∂yµ. We will also use the fact that:
∂
∂yµ
(
∂yλ
∂xi
)
= −
∂2xj
∂yµ∂yν
∂yν
∂xi
∂yλ
∂xj
.
When we plug these expressions into the above formula for the star product, we get the same terms,
except now in the y-coordinate basis, plus additional terms. To be precise, after a coordinate
change, we get:
α ∗′ β = αβ + ~C1(α, β) + ~
2
[
C∇2 (α, β) + C
eR
2 (α, β)
]
+
~
2
6
[
−
∂2xi
∂yµ∂yν
∂yλ
∂xi
piµρpiνσ
(
∇eρ∇eσα∇eλβ +∇eλα∇eµ∇eνβ + 2∇eµ∇eλα∇eνβ + 2∇eµα∇eν∇eλβ
)
+
(
7
2
∂2xi
∂yµ∂yν
∂2xj
∂yλ∂yτ
∂yρ
∂xi
∂yσ
∂xj
piµλpiντ + 2
∂2xi
∂yµ∂yν
∂2xj
∂yλ∂yτ
∂yν
∂xj
∂yρ
∂xi
piµλpiτσ
+ 2
∂2xi
∂yµ∂yν
∂yρ
∂xi
piµλ∂λpi
νσ
)(
∇eρα∇eσβ +∇eσα∇eρβ
) ]
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Where C1(α, β), C
∇
2 (α, β), and C
eR
2 (α, β) take the same form, except now in the y
µ coordinates;
e.g. C1(α, β) = pi
µν∇eµα∇eνβ + (−1)
|α|R˜µν(ieµα)(ieνβ). As we can see, this is not the form we
want for the star product, and the difference appears at order ~2. It turns out that this formula
for the star product is actually equivalent (in the sense discussed above) to the original formula
for the star product. To see this, we will need to construct a differential operator T such that
T (α ∗ β) = T (α) ∗′ T (β) ⇒ α ∗ β = T−1
(
T (α) ∗′ T (β)
)
We need to make changes at order ~2, so take T to be of the form T = 1 + ~2T2 + . . . where T2 is
the differential operator that contributes to T at order ~2. Then the formula above implies that:
α ∗ β = α ∗′ β − ~2T2(αβ) + ~
2(T2(α))β + ~
2α(T2(β)) +O(~
3).
It turns that the operator T2 required to eliminate the unwanted terms is given by:
T2(α) =
1
6
[
−
∂2xi
∂yµ∂yν
∂yλ
∂xi
piµρpiνσ∇eλ∇eρ∇eσ +
7
2
∂2xi
∂yµ∂yν
∂2xj
∂yλ∂yτ
∂yρ
∂xi
∂yσ
∂xj
piµλpiντ∇eρ∇eσ
+ 2
∂2xi
∂yµ∂yν
∂2xj
∂yλ∂yτ
∂yµ
∂xj
∂yρ
∂xi
piνλpiτσ∇eρ∇eσ + 2
∂2xi
∂yµ∂yν
∂yρ
∂xi
piµλ∂λpi
νσ∇eρ∇eσ
]
α
Though not very illuminating, it is comforting to know that even though the product appears to
be badly behaved under a change in coordinates, there is a transformation that brings it back into
the form we started out with.
V. DISCUSSION
The graded differential Poisson algebra on a symplectic manifold was initially introduced by [3]
and [6]. These papers contain an explicit form of the bracket for 1-forms. In this note, we have
generalized the explicit form of the graded Poisson bracket for all degrees of forms, and checked that
the form satisfies all the required properties. We found that for the Poisson bracket to satisfy the
properties required of a graded differential Poisson algebra, the symplectic manifold must satisfy
three new conditions7, also found by [3] and [6]:
1. ∇˜eℓ is symplectic: ∇˜eℓpi
ij = 0
2. Rimab is flat: [∇em ,∇en ]α = 0
7 We already have piij = −piij and piim∂mpi
jk + pijm∂mpi
ki + pikm∂mpi
ij = 0 from the Poisson algebra of functions.
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3. R˜ij is covariantly constant:
(
∇ekR˜
)ij
= 0
These conditions come from requiring that the graded Poisson bracket satisfy the Leibniz rule (1)
and the Jacobi identity (2-3). They are not independent.
We then use this graded differential Poisson bracket in our presentation of a non-commutative
deformation (the star product) of the graded differential algebra of forms to O
(
~
2
)
. The star
product we present is:
α ∗ β = αβ + ~C1(α, β) + ~
2C2(α, β),
where we have:
C1(α, β) ≡ {α, β} = pi
mn∇emα∇enβ + (−1)
|α|R˜mn(iemα)(ienβ)
C2(α, β) = C
∇
2 (α, β) + C
eR
2 (α, β)
C∇2 (α, β) =
1
2
piijpimn∇ei∇emα∇ej∇enβ +
1
3
piia∂api
mn (∇ei∇emα∇enβ −∇emα∇ei∇enβ)
C
eR
2 (α, β) = −
1
2
R˜ijR˜mn
[
(ieiiemα)(iej ienβ)
]
−
1
3
R˜iℓ(ieℓR˜
mn)
[
(−1)|α|(ieiiemα)(ienβ) + (iemα)(iei ienβ)
]
+ (−1)|α|piijR˜mn(iem∇eiα)(ien∇ejβ),
and we verify that this star product satisifes all the necessary properties, such as associativity, to
O
(
~
2
)
.
The results of this paper may be generalized in two directions. Using the method outlined in
Section IV, it should be possible (although tedious) to find the star product between differential
forms to O(~3).
It may also be possible to generalize the star product to Poisson manifolds, where piij is not
invertible. Many of the arguments go through unchanged. However, the form of the star product
between a function and a form is not guaranteed in this case, and the conditions on the connection
Γkij are more complicated (e.g. pi
iapijbRkmab = 0 instead of R
k
mab = 0).
Finally, we can apply the star product between differential forms to physics. Applications include
considering more general star products in deformation quantization, to studying gauge theories on
noncommutative spaces, to generalizing the Seiberg-Witten map [9].
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APPENDIX A: NOTATION
1. Basis Vectors and Basis 1-forms
Vectors can be thought of as linear differential operators acting on smooth functions over a manifold.
In a coordinate chart spanned by x1, . . . , xn, there is a natural set of basis vectors, ei, given by:
ei(f) ≡
∂f
∂xi
(= ∂if)
The 1-forms are dual to these vectors and can be thought of as linear operators turning a vector
field into a function. They are spanned by basis 1-forms dxi that are defined by:
dxi(ej) = δ
i
j
2. The Interior Product
The interior product is a map iV : Ω
n(M) → Ωn−1(M). For an n-form the interior product is
given by the formula:
(iV ω)(X1, . . . ,Xn−1) = ω(V,X1, . . . ,Xn−1)
We are concerned with the interior product of a basis vector acting on a differential form in this
paper. We will typically take the interior product with respect to the basis vectors ei.
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Using this notation, here are a few of the properties of the interior product:
α =
1
p!
αi1...ipdx
i1 . . . dxip
iemα =
1
(p − 1)!
αmi2...ipdx
i2 . . . dxip
iem(α ∧ β) = (iemα) ∧ β + (−1)
|α|α ∧ (iemβ)
iemienα = −ieniemα
In essence, the interior product does the following:
iemdx
k = δkm.
It maps 1-forms to numbers and it satisfies the graded product rule as given above. This is the
natural tool to use when describing the Poisson bracket of higher degree forms.
3. The connections ∇ei , ∇˜ei
We use the convention that covariant derivatives only act nontrivially on basis 1-forms, dxi and
basis vectors ei. They act like partial derivatives on the coefficients of 1-forms (and other tensors),
regardless of the index structure. For instance:
∇eiαk = ∂iαk, while ∇eidx
k = −Γkijdx
j .
Combined, these give the expected result,
∇ei(αkdx
k) = (∂iαk)dx
k + αk(−Γ
k
ijdx
j) = (∂iαj − Γ
k
ijαk)dx
j .
Note that the details of the calculation differ from the convention for covariant derivatives widely
used by physicists. What physicists typically call the “covariant derivative” is reproduced by the
so-called covariant differential:
∇α = (∇eiα)⊗ dx
i.
We have explicitly written the full vector ei as the argument of the covariant derivative, ∇ei , rather
than using the conventional ∇i to avoid any potential confusion.
As stated in the text, we have defined the two connections as:
∇eidx
k = −Γkijdx
j ∇˜eidx
k = −Γ˜kijdx
j = −Γkjidx
j.
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The curvature for these two connections are given as:
[∇ea,∇eb ]dx
i = Rimabdx
m =
(
∂aΓ
i
bm − ∂bΓ
i
am + Γ
i
aℓΓ
ℓ
bm − Γ
i
bℓΓ
ℓ
am
)
dxm
[∇˜ea, ∇˜eb ]dx
i = R˜imabdx
m =
(
∂aΓ
i
mb − ∂bΓ
i
ma + Γ
i
ℓaΓ
ℓ
mb − Γ
i
ℓbΓ
ℓ
ma
)
dxm
Without torsion, these two expressions would be equal, but since the torsion is non-zero, these two
curvatures are different from each other. In particular, one of these curvatures is zero while the
other is non-vanishing.
We also define
R˜ijab ≡ pi
imR˜jmab
where we raised one of the lower indices of the curvature tensors with the Poisson bivector pi. We
often also refer to R˜ijab as the curvature.
When the covariant derivative acts on mixed tensors, we use parentheses as a shorthand notation.
For example, (∇ecR˜)
ij is the (i, j) component of
∇ecR˜ =
1
2
[
∂cR˜
ij
ab + Γ
i
cℓR˜
ℓj
ab + Γ
j
cℓR˜
iℓ
ab − Γ
ℓ
caR˜
ij
ℓb − Γ
ℓ
cbR˜
ij
aℓ
]
dxa ∧ dxb ⊗ ∂i ⊗ ∂j .
In particular, we have the following identity:
∇ec
[
R˜mn(iemα)(ienβ)
]
= (∇ecR˜)
mn(iemα)(ienβ) + R˜
mn(iem∇ecα)(ienβ) + R˜
mn(iemα)(ien∇ecβ)
4. Showing R˜ij is Symmetric in the upper two indices
First, remember that the connection ∇˜ei preserves the Poisson bivector:
(∇˜eipi)
jk = ∂ipi
jk + Γ˜jiℓpi
ℓk + Γ˜kiℓpi
jℓ = 0
Next, we manipulate the curvature tensor, using the above relation:
R˜ijab ≡ pi
iℓR˜jℓab = pi
iℓ∂aΓ˜
j
bℓ + pi
iℓΓ˜jamΓ˜
m
bℓ − (a↔ b)
=
[
∂a
(
piiℓΓ˜jbℓ
)
− ∂api
iℓΓ˜jbℓ
]
+ Γ˜jam
(
piiℓΓ˜mbℓ
)
− (a↔ b)
= ∂a
(
−∂bpi
ij − piℓjΓ˜ibℓ
)
− ∂api
iℓΓ˜jbℓ + Γ˜
j
am
(
−∂bpi
im − piℓmΓ˜ibℓ
)
− (a↔ b)
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Notice that ∂a∂bpi
ij and (∂api
iℓΓ˜jbℓ + ∂bpi
imΓ˜jam) vanish when we anti-symmetrize the a, b indices.
Continuing,
R˜ijab = −∂api
ℓjΓ˜ibℓ − pi
ℓj∂aΓ˜
j
bℓ −
(
piℓmΓ˜jam
)
Γ˜ibℓ − (a↔ b)
= −∂api
ℓjΓ˜ibℓ − pi
ℓj∂aΓ˜
j
bℓ −
(
−∂api
ℓj − pimjΓ˜ℓam
)
Γ˜ibℓ − (a↔ b)
= −pimj
(
∂aΓ˜bm − Γ˜
i
bℓΓ˜
ℓ
am
)
− (a↔ b)
= +pijmR˜imab = R˜
ji
ab
The change in sign comes from switching the indices in pimj , which is anti-symmetric. This is
identical to the proof that the Levi-Civita connection is anti-symmetric in the same indices, except
for this last step where instead of having a symmetric metric, we have an anti-symmetric Poisson
bivector.
APPENDIX B: GRADED DIFFERENTIAL POISSON BRACKET PROPERTIES
We verify the ansatz of Equation (10) satisfies the properties of a graded differential Poisson
bracket, Equation (3-7). To save space on the page, we will abbreviate ∇em as ∇m and we will
abbreviate iem as im. Otherwise, equations would not fit on the page.
1. Bracket degree, |{α, β}| = |α|+ |β|:
The covariant derivative does not change the degree of the differential form, |∇aα| = |α|, while the
interior product does, |imα| = |α|− 1. The first term of the Poisson bracket has the proper degree:
|∇aα∇bβ| = |∇aα||∇bβ| = |α| + |β|
as does the second term:
|R˜mn(imα)(inβ)| = |R˜
mn|+ |imα|+ |inβ| = 2 + (|α| − 1) + (|β| − 1) = |α|+ |β|.
2. Graded Symmetry, {α, β} = (−1)|α||β|−1{β, α}:
The first term in the Poisson bracket has the proper graded symmetry by inspection:
pimn∇mα∇nβ = pi
mn(−1)|α||β|∇nβ∇mα = (−1)
(|α||β|−1) pinm∇nβ∇mα.
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The additional minus sign comes from the antisymmetry of the Poisson bivector: pinm = −pimn.
The second term in the bracket also has the proper grading:
(−1)|α|R˜mn(imα)(inβ) = (−1)
|α|R˜mn(−1)(|α|−1)(|β|−1)(inβ)(imα)
= (−1)|α||β|+|β|−1R˜mn(inβ)(imα)
= (−1)|α||β|−1
[
(−1)|β|R˜nm(inβ)(imα)
]
.
In the last line, we use the fact that R˜mn is symmetric in the upper two indices.
3. Graded Product, {α ∧ β, γ} = α ∧ {β, γ}+ (−1)|β||γ|{α, γ} ∧ β:
To show that the Poisson bracket satisfies the graded product rule, consider:
{αβ, γ} = pimn∇m(αβ)∇nγ + (−1)
|α|+|β|R˜mnim(αβ)inγ
= pimn [(∇mα)β + α(∇mβ)]∇nγ + (−1)
|α|+|β|R˜mn
[
(imα)β + (−1)
|α|α(imβ)
]
inγ
= α
[
pimn∇mβ∇nγ + (−1)
|β|R˜mnimβinγ
]
+ (−1)|β||γ|
[
pimn∇mα∇nγ + (−1)
|α|R˜mnimαinγ
]
β
= α{β, γ}+ (−1)|β||γ|{α, γ}β,
where we use βγ = (−1)|β||γ|γβ and |imβ| = |β| − 1 to go from the second line to the third line.
4. Leibniz Rule, d{α, β} = {dα, β}+ (−1)|α|{α, dβ}:
To verify that our bracket satisfies the Liebniz rule, we take the differential of our Poisson bracket
directly:
d{α, β} = d
[
piij∇iα∇jβ + (−1)
|α|R˜ij (iiα) (ijβ)
]
= dpiij∇iα∇jβ + pi
ij
[
(d∇iα)∇jβ + (−1)
|α|∇iα (d∇jβ)
]
+ (−1)|α|
[
dR˜ij (iiα) (ijβ) + R˜
ij
(
(diiα) (ijβ) + (−1)
|α|−1 (iiα) (dijβ)
)]
.
Note that Lj = dij + ijd, where L is the Lie derivative, and Ljγ = ∂jγ for a form γ
8. Also, the
covariant derivative can be rewritten as ∇iγ = ∂iγ − Γ˜
k
i (ikγ). Combining these two observations
8 We take ∂kα to mean:
∂kα =
1
p!
(∂kαii...ip)dx
i1
· · · dx
ip
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results in a useful identity:
piijd∇jγ = pi
ij
[
∇jdγ + Γ˜
k
j ∂kγ − dΓ˜
k
j (ikγ)
]
= piij∇jdγ + pi
ijΓ˜kj∇kγ − R˜
ij (ijγ)
Rewriting d{α, β} using this identities,
d{α, β} = dpiij∇iα∇jβ +
(
piij∇idα+ pi
ij Γ˜ki∇kα+ R˜
ij (iiα)
)
∇jβ + (−1)
|α|∇iα
(
piij∇jdβ + pi
ij Γ˜kj (ikβ)− R˜
ij (ijβ)
)
+ (−1)|α|R˜ij
[
(∂iα− (iidα)) (ijβ) + (−1)
|α|−1 (iiα) (∂jβ − ijdβ)
]
+ (−1)|α|dR˜ij (iiα) (ijβ)
= {dα, β}+ (−1)|α|{α, dβ} +
(
dpiij + pikj Γ˜ik + pi
ikΓ˜jk
)
∇iα∇jβ + (−1)
|α|
(
dR˜ij + R˜ikΓ˜jk + R˜
kjΓ˜ik
)
(iiα) (ijβ) .
Let us inspect dR˜ij + R˜ikΓ˜jk + R˜
kjΓ˜ik. Recall that R˜
ij = piik
(
dΓ˜jk + Γ˜
j
ℓΓ˜
ℓ
k
)
. Then, with a bit of
rewriting,
dR˜ij + R˜ikΓ˜jk + R˜
kjΓ˜ik =
(
dpiik + piiℓΓ˜kℓ + pi
ℓkΓ˜iℓ
)
dΓ˜jk +
(
dpiik + piimΓ˜km + pi
mkΓ˜im
)
Γ˜jℓΓ˜
ℓ
k
=
(
dpiik + piiℓΓ˜kℓ + pi
ℓkΓ˜iℓ
)
R˜jk.
Using this result, d{α, β} becomes:
d{α, β} = {dα, β}+ (−1)|α|{α, dβ}+
(
dpiij + pikjΓ˜ik + pi
ikΓ˜jk
) [
∇iα∇jβ + (−1)
|α|R˜mj (iiα) (imβ)
]
.
Thus, for the Poisson bracket to satisfy the Leibniz rule for all forms, one must apply the constraint
on the connection coefficients that Γijk that ∇˜ℓ is symplectic (Equation 9). Then,
d{α, β} = {dα, β} + (−1)|α|{α, dβ}.
5. Graded Jacobi Identity, {α, {β, γ}}+ (−1)|α|(|β|+|γ|){β, {γ, α}}+ (−1)(|α|+|β|)|γ|{γ, {α, β}} = 0:
Next, we check that the ansatz for the Poisson bracket satisfies the graded Jacobi Identity. We use
the Poisson bracket to calculate {α, {β, γ}}, and after simplifying, we have:
{α, {β, γ}} = piab∂bpi
mn∇aα∇mβ∇nγ + pi
abpimn (∇aα∇b∇mβ∇nγ +∇aα∇mβ∇b∇nγ)
+ piabR˜mn
[
(−1)|β|(∇aα)(im∇bβ)(inγ) + (−1)
|β|(∇aα)(imβ)(in∇bγ)
+ (−1)|α|+|β|(imα)(in∇aβ)(∇bγ) + (−1)
|α|+|β|(imα)(∇aβ)(in∇bγ)
]
+ (−1)|α|+|β|R˜abR˜mn
[
(inα)(ibimβ)(inγ) + (−1)
|β|−1(iaα)(imβ)(ibinγ)
]
+ (−1)|β|piab(∇bR˜)
mn∇aα(imβ)(inγ) + (−1)
|β|−1R˜ab(ibR˜
mn) (iaα)(imβ)(inγ).
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Cycling through α, β, and γ we find that
[
{a, {β, γ}} + (−1)|α|(|β|+|γ|){β, {γ, α}} +
(−1)|γ|(|α|+|β|){γ, {α, β}}
]
does not automatically vanish. Instead:
{a, {β, γ}}+ (−1)|α|(|β|+|γ|){β, {γ, α}}+ (−1)|γ|(|α|+|β|){γ, {α, β}} =
(piab∂bpi
mn + pimb∂bpi
na + pinb∂bpi
am)∇aα∇mβ∇nγ
+ piabpimn
[
([∇a,∇m]α)∇bβ∇nγ +∇nα ([∇a,∇m]β)∇bγ +∇bα∇nβ ([∇a,∇m]γ)
]
+ (−1)|β|piab(∇bR˜)
mn
[
∇aα(imβ)(inγ) + (−1)
|α|+1(inα)∇aβ(imγ) + (−1)
|α|+|β|(imα)(inβ)∇aγ
]
+ (−1)|β|−1
[
R˜ab(ibR˜
mn) + R˜mb(ibR˜
na) + R˜nb(ibR˜
am)
]
(iaα)(imβ)(inγ).
This gives the condition that the bivector piij is a Poisson bivector as well as several new conditions
on the connection coefficients Γkij . In particular we find:
1. piij satisfies the Jacobi Identity:
(piab∂bpi
mn + pimb∂bpi
na + pinb∂bpi
am) = 0
2. The connection ∇i has vanishing curvature:
[∇m,∇n]α = 0
3. The curvature R˜mn is covariantly constant under ∇a:
(∇aR˜)
mn = 0
4. R˜mn satisfies:
R˜ab(ibR˜
mn) + R˜mb(ibR˜
na) + R˜nb(ibR˜
am) = 0
These conditions, however, are not independent. This is discussed in Section IIIC.
APPENDIX C: VERIFYING THE PRODUCT ANSATZ IS A STAR PRODUCT
The associativity condition for the star product is:
α ∗ (β ∗ γ)− (α ∗ β) ∗ γ = 0. (C1)
To O
(
~
2
)
, we have
α ∗ (β ∗ γ) = αβγ + ~ (α{β, γ} + {α, βγ}) + ~2 ({α, {β, γ}} + αC2(β, γ) + C2(α, βγ))
(α ∗ β) ∗ γ = αβγ + ~ ({α, β}γ + {αβ, γ}) + ~2 ({{α, β}, γ} + C2(α, β)γ + C2(αβ, γ)) .
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The associativity condition is trivially satisfied at O (1). At O (~), we must use the graded product
rule of the Poisson bracket:
{αβ, γ} = α{β, γ} + (−1)|β||γ|{α, γ}β.
Checking the associativity condition at order ~, we find:
α ∗ (β ∗ γ)|~− (α ∗ β) ∗ γ|~ = a{β, γ} + {α, βγ} − {α, β}γ − {αβ, γ}
= α{β, γ} + {α, β}γ + (−1)|α||β|β{α, γ} − {α, β}γ − α{β, γ} + (−1)|β||γ|{α, γ}β,
where the last line makes it evident that the associativity condition is satisfied.
At O
(
~
2
)
, the calculation rapidly becomes more complicated. The form of Equation C1 at O(~2)
gives:
{α, {β, γ}} + αC2(β, γ) + C2(α, βγ) − {{α, β}, γ} − C2(α, β)γ − C2(αβ, γ) = 0.
For brevity, we rewrite this condition as:
δC2(α, β, γ) ≡ αC2(β, γ) −C2(αβ, γ) + C2(α, βγ) − C2(α, β)γ = {{α, β}, γ} − {α, {β, γ}},
where δ is called the Hochschild coboundary operator. We do not go into details of Hoschschild
cohomology, but this is a useful shorthand notation.
To check the associativity condition for C2(α, β), we use the graded Jacobi identity to rewrite
{{α, β}, γ}:
{{α, β}, γ} = {α, {β, γ}} + (−1)|α||β|+1{β, {α, γ}}.
Using the Poisson bracket (Equation 10) to calculate {{α, β}, γ} and {{α, β}, γ},
(−1)|α||β|+1{β, {α, γ}} = −piab
[
∂bpi
mn∇emα∇eaβ∇enγ + pi
mn (∇eb∇emα∇eaβ∇enγ +∇emα∇eaβ∇eb∇enγ)
]
+ piabR˜mn
[
(−1)|α|+|β|(iem∇eaα)(∇ebβ)(ienγ) + (−1)
|α|+|β|−1(iemα)(∇eaβ)(ien∇ebγ)
+ (−1)|α|(ien∇eaα)(iemβ)(∇ebγ) + (−1)
|β|−1(∇eaα)(iemβ)(ien∇ebγ)
]
− R˜abR˜mn
[
(−1)|β|(ieb iemα)(ieaβ)(ienγ) + (−1)
|α|(iemα)(ieaβ)(ieb ienγ)
]
+ (−1)|β|−1R˜ab(iebR˜
mn) (iemα)(ieaβ)(ienγ).
The three terms in the first line do not contain R˜ij, while the remaining terms do contain R˜ij.
This means that the associativity condition at O
(
~
2
)
separates into two pieces:
δC∇2 (α, β, γ)
?
= −piab (∂bpi
mn∇emα∇eaβ∇enγ + pi
mn (∇eb∇emα∇eaβ∇enγ +∇emα∇eaβ∇eb∇enγ))
(C2)
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and
δC
eR
2 (α, β, γ)
?
= piabR˜mn
[
(−1)|α|+|β|(iem∇eaα)(∇ebβ)(ienγ)− (−1)
|α|+|β|(iemα)(∇eaβ)(ien∇ebγ)
+ (−1)|α|(ien∇eaα)(iemβ)(∇ebγ) + (−1)
|β|−1(∇eaα)(iemβ)(ien∇ebγ)
]
+ R˜abR˜mn
[
(−1)|β|(iebiemα)(ieaβ)(ienγ) + (−1)
|α|−1(iemα)(ieaβ)(ieb ienγ)
]
+ (−1)|β|−1R˜ab(iebR˜
mn) (iemα)(ieaβ)(ienγ). (C3)
1. Associativity of C∇2
To show that C∇2 satisfies the associativity condition, we calculate the following quantity:
C∇2 (αβ, γ)− αC
∇
2 (β, γ) =
1
2
piijpimn ((∇ei∇emα)β + 2∇eiα∇emβ)∇ej∇enγ
+
1
3
piia∂api
mn
[(
(∇ei∇emα) β +∇eiα∇emβ +∇emα∇eiβ
)
∇enγ − (∇emα)β∇ei∇enγ
]
.
This is found via a straightforward calculation. The quantity C∇2 (α, βγ) − C
∇
2 (α, β)γ can be
calculated similarly, so that δC∇2 is:
δC∇2 (α, β, γ) = pi
ijpimn
[
(∇ei∇emα)∇ejβ∇enγ −∇eiα∇emβ
(
∇ej∇enγ
) ]
−
1
3
piij∂jpi
mn
[
∇emα (∇eiβ∇enγ +∇enβ∇eiγ) + (∇eiα∇emβ +∇emα∇eiβ)∇enγ
]
.
Notice that the second term can be rewritten as:
−
1
3
[
pimj∂jpi
in + pinj∂jpi
im + piij∂jpi
mn︸ ︷︷ ︸
=−πmj∂jπni
+ pimj∂jpi
in
]
∇eiα∇emβ∇enγ = −pi
mj∂jpi
in∇eiα∇emβ∇enγ
The terms in the middle combine via the Jacobi identity. Thus we have the following expression
for δC∇2 :
δC∇2 (α, β, γ) = pi
ijpimn
[
(∇ei∇emα)∇ejβ∇enγ−∇eiα∇emβ
(
∇ej∇enγ
) ]
−pimj∂jpi
ni∇eiα∇emβ∇enγ.
This is identitcal to the right-hand side of (C2), so C∇2 is associative at order ~
2.
2. Associativity of C
eR
2
Calculating the associativity C
eR
2 in the same way, we construct δC
eR
2 by finding:
αC
eR
2 (β, γ) = −
1
2
R˜abR˜mnα(iea iemβ)(ieb ienγ)−
1
3
R˜ab(iebR˜
mn)
[
(−1)|α|+|β|α(iea iemβ)(ienγ) + (−1)
|α|α(iemβ)(iea ienγ)
]
+(−1)|β|piabR˜mnα(iem∇eaβ)(ien∇ebγ)
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and
C
eR
2 (α, βγ) = −
1
2
R˜abR˜mn(iea iemα)
[
(ieb ienβ)γ + (−1)
|β|−1(ienβ)(iebγ) + (−1)
|β|(iebβ)(ienγ) + β(ieb ienγ)
]
−
1
3
R˜ab(iebR˜
mn)
[
(−1)|α|(iea iemα)(ienβ)γ + (−1)
|α|+|β|(iea iemα)β(ienγ) + (iemα)(iea ienβ)γ
+ (−1)|β|−1(iemα)(ienβ)(ieaγ) + (−1)
|β|(iemα)(ieaβ)(ienγ) + (iemα)β(iea ienγ)
]
+ (−1)|α|piabR˜mn(iem∇eaα)
[
(ien∇ebβ)γ + (ienβ)∇ebγ + (−1)
|β|∇ebβ(ienγ) + (−1)
|β|β(ien∇ebγ)
]
.
We get similar equations for C
eR
2 (αβ, γ) and C
eR
2 (α, β)γ. Combining everything, we get:
δC
eR
2 (α, β, γ) = −
1
2
R˜abR˜mn
[
2(−1)|α|(iemα)(ienβ)(iebienγ) + 2(−1)
|β|(iea iemα)(iebβ)(ienγ)
]
+ piabR˜mn
[
(−1)|α|+|β|+1(iemα)∇eaβ(ien∇ebγ) + (−1)
|β|+1∇eaα(iemβ)(ien∇ebγ)
+ (−1)|α|(iem∇eaα)(ienβ)(∇ebγ) + (−1)
|α|+|β|(iem∇eaα)∇ebβ(ienγ)
]
−
1
3
(−1)|β|
[
2R˜ab(iebR˜
mn)−R˜mb(iebR˜
an)− R˜nb(iebR˜
ma)︸ ︷︷ ︸
=+ eRab(ieb
eRmn)
]
(iemα)(ieaβ)(ienγ).
This is identical to the right-hand side of (C3), so C
eR
2 is associative at order ~
2. Combining the
result for C
eR
2 with the result for C
∇
2 , this calculation shows C2 is associative at order ~
2. Thus,
the proposed product is associative, and therefore a star product.
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