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NEWTON POLYHEDRA AND ORDER OF CONTACT
ON REAL HYPERSURFACES
JOE KAMIMOTO
Abstract. The purpose of this paper is to investigate order of contact on real hyper-
surfaces in Cn by using Newton polyhedra which are important notion in the study
of singularity theory. To be more precise, an equivalence condition for the equality of
regular type and singular type is given by using the Newton polyhedron of a defining
function for the respective hypersurface. Furthermore, a sufficient condition for this
condition, which is more useful, is also given. This sufficient condition is satisfied
by many earlier known cases (convex domains, pseudoconvex Reinhardt domains and
pseudoconvex domains whose regular types are 4, etc.). Under the above conditions,
the values of the types can be directly seen in a simple geometrical information from
the Newton polyhedron.
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1. Introduction
LetM be a (C∞) real hypersurface in Cn and let p lie onM . Let r be a local defining
function for M near p (∇r 6= 0 when r = 0). D’Angelo [7], [8] defined an important
invariant ∆1(M, p), the singular type of M at p, by
(1.1) ∆1(M, p) := sup
γ∈Γ
ord(r ◦ γ)
ord(γ − p)
,
and established its fundamental properties. Here Γ denotes the set of (germs of)
holomorphic mappings γ : (C, 0)→ (Cn, p) with γ 6≡ p. For a C∞ mapping h : C→ C
or Cn such that h(0) = 0, let ord(h) denote the order of vanishing of h at 0 (see
Section 6 for its exact definition).
As is well-known, the invariant (1.1) plays important roles in the study of the ∂¯-
Neumann problem. Let M be the boundary of a smoothly bounded pseudoconvex
domain in Cn. It was shown by Catlin [5], [6] that the finite type condition at p (i.e.,
∆1(M, p) < ∞) is equivalent to the condition that the subelliptic estimate holds near
p. Furthermore, since this invariant is deeply connected with many analytical subjects
in the study of several complex variables, its properties have been investigated from
various points of view.
Computing the singular type (1.1), or even determining whether the respective type
is finite, is not always simple matter. This difficulty is often caused by the definition in
which all the mapping in Γ must be treated. Thus, it is desirable that Γ is replaced by
an appropriate smaller class which is easily treated. It has been known in special cases,
below, that in order to decide the type, it suffices to check all the regular holomorphic
mappings in Γ. To be more specific, let us explain this issue. The regular type of M at
p is defined by
(1.2) ∆reg1 (M, p) := sup
γ∈Γreg
{ord(r ◦ γ)},
where Γreg denotes the set of holomorphic mappings γ : (C, 0)→ (Cn, p) with ord(γ) =
1 (i.e. ∇γ(0) 6= 0). Since Γreg ⊂ Γ, the inequality ∆1(M, p) ≥ ∆
reg
1 (M, p) always holds.
We will consider the following question.
Question 1. When does the following equality hold?
(1.3) ∆1(M, p) = ∆
reg
1 (M, p).
Until now, there have been results showing that the equality (1.3) holds forM , where
M is the smooth boundary of the following domains:
(A) Convex domains (McNeal [30]);
(B) Star-shaped domains (Boas-Straube [4]);
(C) Pseudoconvex Reinhardt domains (Fu-Isaev-Krantz [15]);
(D) Pseudoconvex (or property PS) domains with ∆reg1 (M, p) = 4 (McNeal-Mernik
[31], D’Angelo [9]).
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The methods used in the above cited papers are so different that it seems difficult to
find common essential characteristics in them to establish the equality (1.3). In this
paper, we investigate conditions for the equality (1.3) by using the Newton polyhedron
of a defining function for M , which is an important notion in the study of singularity
theory (c.f. [1], [33]), and interpret this phenomenon containing the above cases based
on the geometry of the respective Newton polyhedron.
Let us define the Newton polyhedron of a smooth function F defined near the origin
in Cn. The Taylor series expansion of F at the origin is
(1.4) F (z, z¯) ∼
∑
α, β∈Nn0
Cαβz
αz¯β with Cαβ =
1
α!β!
DαD¯βF (0, 0).
The support of F is defined by S(F ) = {α+β ∈ Nn0 : Cαβ 6= 0}. The Newton polyhedron
of F is defined by
N+(F ) = The convex hull of
 ⋃
α+β∈S(F )
(α + β + Rn≥)
 .
The Newton diagram N (F ) of F is defined to be the union of the bounded faces of
N+(F ). We use coordinates (ξ) = (ξ1, . . . , ξn) for points in the plane containing the
Newton polyhedron. The following classes of functions F simply characterized by using
their Newton polyhedra often appear in this paper:
• F is called to be flat if N+(F ) is an empty set.
• F is called to be convenient if N+(F ) meets every coordinate axis.
Let (z) = (z1, . . . , zn) be a holomorphic coordinate around p such that p = 0. Let
r be a local defining function for M near p on the coordinate (z). For a given tuple
(M, p; (z)), we define a quantity ρ1(M, p; (z)) ∈ N∪ {∞} as follows. If r is convenient,
then let
(1.5) ρ1(M, p; (z)) := max{ρj(r) : j = 1, . . . , n},
where ρj(r) be the coordinate of the point at which the Newton diagramN (r) intersects
the ξj-axis (see Section 2.3). Otherwise, let ρ1(M, p; (z)) := ∞. We remark that
ρ1(M, p; (z)) depends on the chosen coordinate (z), but it is independent of the choice
of defining functions after fixing a coordinate (see Section 2.4).
Now, let us give an equivalence condition for the equality (1.3) by using the quantity
ρ1(M, p; (z)).
Theorem 1.1. When ∆reg1 (M, p) <∞, the following two conditions are equivalent.
(i) ∆1(M, p) = ∆
reg
1 (M, p);
(ii) There exists a holomorphic coordinate (z) at p such that ∆1(M, p) = ρ1(M, p; (z)).
Of course, when ∆reg1 (M, p) =∞, the equality (1.3) holds. The proof of Theorem 1.1
will be given in Section 5.
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It seems to be not so easy to see what kinds of coordinates satisfy the condition in
(ii) in Theorem 1.1. In order to consider a useful class of coordinates, let us introduce
a concept “nondegeneracy condition” on a smooth function F defined near the origin
in Cn.
Let κ be a bounded face of N+(F ). The κ-part of F is the polynomial defined by
(1.6) Fκ(z, z¯) =
∑
α+β∈κ
Cαβz
αz¯β .
The set of complex curves Γ˜∗κ is defined by
Γ˜∗κ := {(c1t
a1 , . . . , cnt
an) : c ∈ (C∗)n, t ∈ C, a ∈ Nn determines κ },(1.7)
where c = (c1, . . . , cn) ∈ (C∗)n, a = (a1, . . . , an) ∈ Nn and “a ∈ Nn determines κ”
means that the equality {ξ ∈ N+(F ) : 〈a, ξ〉 = l} = κ holds for some l ∈ N (see
Section 2.2).
Definition 1.2. Let κ be a bounded face of N+(F ). The κ-part Fκ of F is said to be
nondegenerate if
(1.8) Fκ ◦ γ 6≡ 0 for any γ ∈ Γ˜∗κ.
A function F is said to be nondegenerate, if Fκ is nondegenerate for every bounded
face κ of N+(F ).
Detailed properties of the above condition will be explained in Section 3. This con-
dition is analogous one introduced by Kouchnirenko [27] (see Section 3.1 (5)). His
nondegeneracy condition often plays important roles in resolution of singularities by
using the geometry of Newton polyhedra. The nondegeneracy condition in Defini-
tion 1.2 is also essentially important in our analysis. Indeed, the following theorem
shows that this condition gives sufficiently appropriate properties for the condition (ii)
in Theorem 1.1.
Theorem 1.3. If there exists a holomorphic coordinate (z) at p such that p = 0 on
which a local defining function r for M is nondegenerate, then the following equalities
holds:
(1.9) ∆1(M, p) = ∆
reg
1 (M, p) = ρ1(M, p; (z)).
The above coordinate (z) is said to be canonical forM at p. The proof of Theorem 1.3
will be given in Section 9 below.
From Theorem 1.3, when the Newton polyhedron N+(r) can be explicitly described
on a canonical coordinate, the exact values of the regular and singular types (including
the case of∞) can be directly seen, which are equal to ρ1(M, p; (z)). In particular, the
convenience condition (i.e. N+(r) meets every coordinate axis) determines whether the
type of p is finite.
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Although many important properties of the regular and singular types can be un-
derstood on canonical coordinates, it is another serious issue to determine whether
canonical coordinates exist for a given real hypersurface and, if they exist, to actually
construct these coordinates. We consider this issue not only in the above mentioned
cases (A), (C), (D) but also in more general cases.
Theorem 1.4. If M and p ∈M satisfy one of the following conditions:
(i) M is of semiregular type (h-extendible) at p (see Lemma 12.2);
(ii) M is the boundary of a pseudoconvex Reinhardt domain (p is any point);
(iii) M satisfies property PS at p with ∆reg1 (M, p) = 4,
then M admits canonical coordinates at p.
The cases (i), (ii), (iii) in Theorem 1.4 are respectively treated in Theorems 12.3,
13.4, 14.1, below, whose proofs will be given after their statements. More precise
investigation is seen in Sections 12–14. It follows from Theorem 1.4 that Theorem 1.3
includes the above mentioned results on (A), (C), (D).
Remark 1.5. (1) There exist real hypersurfaces not admitting canonical coordinates.
For example, it is easy to see that there is no canonical coordinates near the origin for
the real hypersurfaces M1, M2 in C
3, which are respectively defined by
r1(z, z¯) = 2Re(z3) + |z
3
1 − z
2
2 |
2,
r2(z, z¯) = 2Re(z3) + |z1|
2|z2|
2|z1 − z2|
2 + |z1|
10 + |z2|
10.
The functions r1, r2 are plurisubharmonic functions. Note that r1 often appears in the
studies of D’Angelo ([7], [8], etc.) and that M2 belongs to the star-shaped case (B)
([4], see Section 15). It is easy to check the following:
∆1(M1, 0) =∞, ∆
reg
1 (M1, 0) = 6;(1.10)
∆1(M2, 0) = 10, ∆
reg
1 (M2, 0) = 10.(1.11)
It follows from (1.11) that the existence of canonical coordinates is not necessary for
the equality of regular and singular types.
(2) Owing to Theorem 1.3, we can easily produce many examples of pseudocon-
vex hypersurfaces satisfying the equality (1.3), which are not contained in the cases
in Theorem 1.4. For example, it will be easily recognized after understanding the
investigation in Sections 12–14 that the pseudoconvex hypersurface defined by
Re(w) + |z1|
8 +
15
7
|z1|
2(Re(z1))
6 + |z1z2|
2 + |z2|
6 = 0
is not contained in any case in Theorem 1.4, but it admits a canonical coordinate at
the origin and its regular and singular types of the origin are 8. Moreover, this example
does not satisfy the hypothesis in the result (see Theorem 15.1) in [4].
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Let us explain ideas of our analysis roughly. The substantial analysis of the types is
to investigate the following order. Let F be a smooth function defined near the origin
in Cn with F (0) = 0. The order of contact of γ with F is defined by
(1.12) O(F, γ) :=
ord(F ◦ γ)
ord(γ)
for γ ∈ Γ,
where Γ is the same as it in (1.1) with p = 0. In order to understand the situation of the
contact of γ with F in (1.12), we use the geometry of the Newton polyhedron of F and
the vector φ(γ) naturally defined by the order of vanishing of γ. Roughly speaking, the
“distance” of the Newton polyhedron of F from the origin expresses the “flatness” at
the origin of the hypersurface M defined by F = 0. When the Newton polyhedron of F
becomes far from the origin, the flatness ofM becomes strong. Our issue about (1.12) is
more complicated. The situation of flatness of the restriction ofM to the complex curve
defined by γ is investigated. We introduce a new quantity “distance of the Newton
polyhedron of F in the direction φ(γ)” and show that the order of contact (1.12) equals
this distance under the nondegeneracy condition on F in Definition 1.2. Furthermore,
this distance can be clearly expressed by more simple geometrical information from
the Newton polyhedron of F . Applying this expression to the computation of the two
types in (1.1), (1.2), we can see that, under the nondegeneracy condition of a defining
function, the regular and singular types agree and that they can be expressed by using
a simple geometrical information from the Newton polyhedron.
The technique of using Newton polyhedra has many significant applications in singu-
larity theory (c.f. [1], [33]). In particular, this technique has been great success in the
study of the  Lojasiewicz exponent ([28], [16], [35], [34], etc.). It is known in [29] that
the  Lojasiewicz exponent of F can be expressed in a similar form to (1.1). Roughly
speaking, this exponent can be written as the supremum of the form (1.12) by replaced
F by ∇F where F is holomorphic. Our study about the types is analogous to the
above cited works on the  Lojasiewicz exponent. There are also many interesting appli-
cations of Newton polyhedra to the other analytical subjects. We only refer for studies
about the oscillatory integrals to [40], [36], [19], [23], etc. and for those about the
Bergman kernel to [21], [11], [10], etc. As for study about order of contact approached
from the singularity theory, there are important works due to McNeal-Ne´methi [32], G.
Heier [18] and Fornæss and Stensønes [14]. This paper mainly treats Question 1 but
we believe that the Newton polyhedron technique may be applied to the other deep
problems around the types.
This paper is organized as follows. In Sections 2–3, detailed properties and subtle
remarks about the Newton polyhedron and the nondegeneracy condition are explained.
In Section 4, we introduce a new invariant from the quantity (1.5) and show that this
invariant equals the regular type in (1.2). Theorem 1.1 is proved in Section 5. Sections
6–8 are the most important parts in our analysis, which show that the order O(F, γ)
in (1.4) can be expressed by using the geometry of the Newton polyhedron of F under
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the nondegeneracy condition. By using results obtained in Section 8, Theorem 1.3 can
be easily shown in Section 9. In Sections 10–14, special cases satisfying the hypothesis
in Theorem 1.3 are precisely investigated and, as a result, Theorem 1.4 is proved. In
Section 15, the result on the star-shaped case in (B) due to Boas and Straube [4], which
generalizes the result [30] and is not included in Theorem 1.3, is discussed.
In [22], part of results of this paper has been announced.
Notation, symbols and terminology.
• The following symbols are used:
N0 := {0} ∪ N, R> := {x ∈ R : x > 0},
R≥ := {x ∈ R : x ≥ 0}, C
∗ := C \ {0}.
• Some specific vectors are denoted as follows.
0 := (0, . . . , 0), 1 := (1, . . . , 1), ∞ := (∞, . . . ,∞),
ej := (0, . . . ,
(j)
1 , . . . , 0) for j = 1, . . . , n.
(1.13)
• The multi-indices are used as follows. For z = (z1, . . . , zn), z¯ = (z¯1, . . . , z¯n),∈
C
n, α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ N
n
0 , define
zα := zα11 · · · z
αn
n , z¯
β := z¯β11 . . . z¯
βn
n ,
|α| := α1 + · · ·+ αn, α! := α1! · · ·αn!, 0! := 1,
Dα :=
∂|α|
∂zα11 · · ·∂z
αn
n
, D¯β :=
∂|β|
∂z¯β11 · · ·∂z¯
βn
n
.
• For ξ = (ξ1, . . . , ξn), ζ = (ζ1, . . . , ζn) ∈ R
n, we denote 〈ξ, ζ〉 =
∑n
j=1 ξjζj.
• In this paper, we always consider smooth functions, mappings, real hypersur-
faces and complex curves as their respective germs without any mentioning.
The following rings of germs of C-valued functions are considered:
– C∞0 (C
n) is the ring of germs of C∞ functions at the origin in Cn.
– O0(C) is the ring of germs of holomorphic functions at the origin in C.
• We use coordinates (ξ) = (ξ1, . . . , ξn) for points in the plane containing the
Newton polyhedron in order to distinguish this plane from the z-plane.
• Let F ∈ C∞0 (C
n) and its Taylor series is as in (1.4). We write jNF for the
N -th order Taylor polynomial of F at the origin, i.e.,
(1.14) jNF (z, z¯) =
∑
|α+β|≤N
Cαβz
αz¯β .
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When {ξ ∈ Rn≥ : |ξ| ≤ N} ∩ N+(F ) = ∅, set jNF ≡ 0. The principal part F0
of F is the polynomial defined by
(1.15) F0(z, z¯) =
∑
α+β∈N (F )
Cαβz
αz¯β .
• We use the words pure terms for any harmonic polynomial and mixed terms
for any sum of monomials that are neither holomorphic nor anti-holomorphic.
2. Elementary properties of Newton polyhedra
2.1. Polyhedra. In order to treat delicate properties of Newton polyhedra, it is nec-
essary to use many kinds of terminology concerning convex geometry. Refer to [42] for
general theory of convex polyhedra.
For (a, l) ∈ Zn × Z, let H(a, l) and H+(a, l) be a hyperplane and a closed halfspace
in Rn defined by
H(a, l) := {ξ ∈ Rn : 〈a, ξ〉 = l},
H+(a, l) := {ξ ∈ R
n : 〈a, ξ〉 ≥ l},
(2.1)
respectively. A (convex) polyhedron is an intersection of closed halfspaces: a set P ⊂ Rn
presented in the form
P =
N⋂
j=1
H+(a
j, lj)
for some a1, . . . , aN ∈ Zn and l1, . . . , lN ∈ Z. A polyhedron P is bounded if P does not
contain a ray {x+ λy : λ > 0} for any x ∈ P and y 6= 0.
Let P be a polyhedron in Rn. A pair (a, l) ∈ Zn × Z is said to be valid for P if P is
contained in H+(a, l). A face of P is any set of the form
(2.2) κ = P ∩H(a, l),
where (a, l) is valid for P . Since (0, 0) is always valid, we consider P itself as a trivial
face of P ; the other faces are called proper faces. Considering the valid pair (0,−1), we
see that the empty set is always a face of P . Indeed, H+(0,−1) = Rn, butH(0,−1) = ∅.
For a nonempty proper face κ and a nonzero vector a ∈ Zn, we say that a determines
κ if (a, l) is valid for P and the equation (2.2) holds for some l ∈ Z. Without any
mentioning, the above vector a = (a1, . . . , an) is always chosen to be primitive, i.e.,
gcd(a1, . . . , an) = ±1. On the other hand, it is easy to see that any face is a polyhedron.
The dimension of a face κ is the dimension of its affine hull (i.e., the intersection of
all affine flats that contain κ). The faces of dimensions 0 and dim(P ) − 1 are called
vertices and facets, respectively. The vertices are denoted by boldfaces (vj, ej , etc.).
For a subset A of Rn, the convex hull of A is the intersection of all convex sets that
contain A:
conv(A) :=
⋂
{K ⊂ Rn : A ⊂ K, K convex}.
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A proper face κ of P can be expressed as κ = conv({v1, . . . ,vm}) where v1, . . . ,vm are
the vertices of κ.
2.2. Newton polyhedra. Let F ∈ C∞0 (C
n). The definition of the Newton polyhedron
of F has been given in the Introduction. Let us explain many useful properties of
Newton polyhedra. The case when F (0, 0) 6= 0 is trivial (when N+(F ) = Rn≥ and
N (F ) = {0}). Hereafter in this paper, we always assume that F (0, 0) = 0.
Let a ∈ Nn0 and let κ be a proper face of N+(F ). When “a determines κ”, we give
some remarks about the relationship between a and κ.
(i) For a given nonzero vector a ∈ Nn0 , a proper face κ of N+(F ) can be uniquely
determined through the equation (2.2).
(ii) Conversely, it is easy to see that for a given proper face κ of N+(F ), there may
be many vectors a ∈ Nn0 determining κ through (2.2). Note that κ is a facet
of N+(F ) if and only if the vector a is uniquely determined by κ.
(iii) It will be shown in Lemma 2.1 that κ is a bounded face if and only if a belongs
to Nn (i.e., each component of a is positive).
It is known in [42] that Newton polyhedra are polyhedra, i.e., Newton polyhedra can
be expressed as an intersection of finitely many closed half spaces. To be more precise,
N+(F ) has the following properties.
Lemma 2.1. There exist finitely many valid pairs (aj , lj) ∈ Nn0 × N for j = 1, . . . , m
such that
N+(F ) =
m⋂
j=1
H+(aj, lj).
Furthermore, for a proper face κ of the polyhedron N+(F ) defined by a valid pair (a, l),
the following three conditions are equivalent:
(i) The face κ is bounded;
(ii) There are finitely many points in κ ∩ Nn0 ;
(iii) Every component of a is positive (i.e., a ∈ Nn).
Proof. It is easy to see that (aj , lj) belong to N
n
0 × N for j = 1, . . . , m.
Let us show the equivalence of the three conditions. Since the equivalence of (i) and
(ii) is obvious, we will show the implications (iii) ⇒ (i) and (ii) ⇒ (iii).
((iii) =⇒ (i).) Let κ be decided by the valid pair (a, l) ∈ Nn × N. Since aj > 0
for all j, the set H(a, l) ∩ Rn≥ is bounded polyhedron containing κ, which implies the
boundedness of κ.
((ii) =⇒ (iii).) Let us assume that the condition (iii) does not hold. Without loss
of generality, we may set a1 = 0. Since κ = P ∩ {ξ :
∑n
j=2 ajξj = l}, if ξ ∈ N
n
0 is
contained in κ, then ξ + {(j, 0, . . . , 0)} is also contained in κ for all j ∈ N, which is a
contradiction to (ii). 
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For a bounded face κ of N+(F ), the κ-part Fκ of F has a good homogeneity, which
is useful for later investigation. For z = (z1, . . . , zn) ∈ Cn, ζ ∈ C, a = (a1 . . . , an) ∈ Nn0 ,
denote
(2.3) ζa • z := (ζa1z1, . . . , ζ
anzn).
Lemma 2.2. Let κ be a bounded face of N+(F ) defined by a valid pair (a, l) ∈ Nn×N.
Then, Fκ has the quasihomogeneous property:
(2.4) Fκ(r
a • z, ra • z) = rlFκ(z, z¯), for all r ≥ 0.
Furthermore, if Fκ is holomorphic, then it has the following stronger property:
(2.5) Fκ(ζ
a • z) = ζ lFκ(z), for all ζ ∈ C.
Proof. From the definition of the κ-part (1.6), we have
Fκ(r
a • z, ra • z) =
∑
α+β∈κ
Cαβ ·
n∏
j=1
(rajzj)
αj ·
n∏
j=1
(raj z¯j)
βj
= r〈a,α+β〉
( ∑
α+β∈κ
Cαβz
αz¯β
)
= r〈a,α+β〉Fκ(z, z¯).
(2.6)
Since the face κ is determined by H(a, l), the equality: 〈a, α + β〉 = l always holds if
α + β ∈ κ. This implies (2.4).
When f is holomorphic, βj = 0 in (2.6), so the equation (2.5) can be samely shown.

Newton polyhedra keep some properties after being multiplied by non-zero functions.
Lemma 2.3. Let h ∈ C∞0 (C
n) satisfy h(0, 0) 6= 0. Then we have
(i) N+(F ) = N+(hF );
(ii) For a bounded face κ of N+(F ), the κ-part of the function h(z, z¯)F (z, z¯) is
h(0, 0)Fκ(z, z¯).
Proof. For general g ∈ C∞0 (C
n), it is easy to see that N+(gF ) ⊂ N+(F ). By regarding
vertices as bounded faces, this inclusion shows that (ii) implies (i). Therefore, we only
show (ii).
Let (a, l) be a valid pair defining κ. Then the boundedness of κ implies that every
component of a is positive (see Lemma 2.1). The positivity of a and Taylor’s formula
imply that
h(z, z¯) = h(0, 0) +
n∑
j=1
zjhj(z, z¯) +
n∑
j=1
z¯jhj(z, z¯);
F (z, z¯) = Fκ(z, z¯) +Rκ(z, z¯),
(2.7)
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where hj , h¯j ∈ C∞0 (C
n) and Rκ ∈ C∞0 (C
n) satisfying that N+(Rκ) ⊂ H+(a, l + 1) with
a valid pair (a, l) defining κ. From (2.7), noticing that N+(zjhjFκ),N+(z¯j h¯jFκ) ⊂
H+(a, l + 1) from the positivity of a, we have
N+(hF − h(0)Fκ) ⊂ H
+(a, l + 1),
which shows (ii). 
2.3. Some quantities related to Newton polyhedra. Let F ∈ C∞0 (C
n). When
N+(F ) meets the ξj-axis, let ρj(F ) be the coordinate of the point at which the Newton
diagram N (F ) intersect the ξj-axis, that is,
(2.8) ρj(F ) = min{ξj > 0 : (0, . . . , 0, ξj, 0, . . . , 0) ∈ N+(F )}.
If N+(F ) does not meet the ξj-axis, then we set ρj(F ) :=∞. The n-tuple of numbers
ρ(F ) is defined by
(2.9) ρ(F ) = (ρ1(F ), . . . , ρn(F )) ∈ (N ∪ {∞})
n.
(When F is convenient, the definition of ρj is the same as it in the Introduction.)
In the special cases of F , the following are easy to see.
• If F is flat, then ρ(F ) = (∞, . . . ,∞).
• F is convenient if and only if every ρj(F ) is a positive integer (<∞).
2.4. Newton polyhedra associated to real hypersurfaces. Let M be a smooth
real hypersurface in Cn and let p lie on M . Let (z) be a holomorphic coordinate
around p such that p = 0 and let r be a local defining function for M near p on the
coordinate (z). We respectively define the Newton polyhedron and the Newton diagram
with respect to (M, p; (z)) by
(2.10) N+(M, p; (z)) := N+(r), N (M, p; (z)) := N (r).
Moreover, the n-tuple of numbers ρ(M, p; (z)) is defined by
(2.11) ρ(M, p; (z)) = (ρ1(M, p; (z)), . . . , ρn(M, p; (z))) ∈ (N ∪ {∞})
n
with ρj(M, p; (z)) = ρj(r) for j = 1, . . . , n. We remark that these are well-defined.
Indeed, since another defining function for M at p can be written as h(z, z¯)r(z, z¯) with
a positive C∞ function h, Lemma 2.3 (i) implies that the shape of the Newton poly-
hedron is independent of the choice of defining functions after fixing the coordinates.
In particular, ρ1(M, p; (z)) has the same property.
By changing the order of variables if necessary, we can always choose a coordinate
(z) such that
(2.12) ρ1(M, p; (z)) ≥ · · · ≥ ρn(M, p; (z)).
Hereafter in this paper, we only consider these coordinates without any mentioning. It
is easy to see the following:
(i) ρn(M, p; (z)) = 1.
12 JOE KAMIMOTO
(ii) A defining function for M is convenient on the coordinate (z) if and only if
ρ1(M, p; (z)) <∞.
3. Remarks on nondegeneracy condition
Let F ∈ C∞0 (C
n). The definition of the nondegeneracy condition on F has been
given in the Introduction. Since this condition plays important roles in our analysis,
its useful properties will be precisely explained.
The following four sets of compex curves are defined, which will be often used in this
paper.
Γ := {γ = (γ1, . . . , γn) : γj ∈ O0(C), γj(0) = 0 for j = 1, . . . , n} \ {0},
Γ∗ := {γ = (γ1, . . . , γn) ∈ Γ : γj 6≡ 0 for j = 1, . . . , n},
Γ˜∗ := {(c1t
a1 , . . . , cnt
an) ∈ Γ∗ : c ∈ (C∗)n, a ∈ Nn, t ∈ C},
Γ˜∗κ := {(c1t
a1 , . . . , cnt
an) ∈ Γ˜∗ : a determines κ},
(3.1)
where c = (c1, . . . , cn) ∈ (C∗)n, a = (a1, . . . , an) ∈ Nn and κ is a bounded face of N+(F )
(Γ with p = 0 and Γ˜∗κ are the same as those in the Introduction).
3.1. Remarks on Definition 1.2. There are many remarks on the definition of non-
degeneracy condition.
(1) By using the map Φ∗ defined below as in (7.5), the set Γ˜
∗
κ is simply expressed
as Γ˜∗κ = {γ ∈ Γ˜
∗ : Φ∗(γ) = κ}.
(2) The set Γ˜∗κ seems complicated, but it often suffices to check the following con-
ditions to see the nondegeneracy of Fκ:
(a) The restriction of the zero variety:
(3.2) V (Fκ) := {z ∈ C
n : Fκ(z, z¯) = 0}
to (C∗)n ∪ {0} does not contain any complex curves through the origin;
(b) Fκ ◦ γ 6≡ 0 for any γ ∈ Γ∗;
(c) Fκ ◦ γ 6≡ 0 for any γ ∈ Γ˜∗.
By Local Parametrization theorem ([17]), (a) and (b) are equivalent. Moreover, the
following implications hold: (b) =⇒ (c) =⇒ (5.1).
(3) In order to check the nondegeneracy condition for a given F , one must consider
not only the facets (i.e., (n−1)-dimensional faces) but also arbitrary dimensional faces
of the Newton polyhedron N+(F ). For example, let us consider the case of the function:
F (z, z¯) = |z1|4 − 2|z1z2|2 + |z2|4 + |z3|4 ∈ C∞0 (C
3). Let
κ1 := conv({4e1, 4e2, 4e3}) and κ2 := conv({4e1, 4e2}).
It is easy to see that κ1 is the facet of N+(F ) and Fκ1 is nondegenerate; while κ2 is a
one-dimensional face of N+(F ) and Fκ1 is degenerate. Thus, F is degenerate.
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(4) In the definition of the nondegeneracy condition, Fκ may vanish at some set in
(C∗)n which does not have the complex structure. For example, let us consider the C∞
functions:
F1(z, z¯) = |z|
8 +
15
7
|z|2Re(z6) on C;
F2(z, z¯) = |z1|
8 +
15
7
|z1|
2Re(z61) + |z2|
8 +
15
7
|z2|
2Re(z62) on C
2.
(3.3)
They vanish on some sets in C∗ or (C∗)2, but these sets contain no complex curves.
The function F1 appears in a famous example of Kohn-Nirenberg in [25]. Note that
the above functions are real-valued plurisubharmonic functions.
(5) Let us recall the definition of the nondegeneracy condition introduced by Kouch-
nirenko [27], which plays important roles in the study of singularity theory (see [1], [33]).
Let F be a holomorphic function defined near the origin in Cn. The function F is said
to be nondegenerate in the sense of Kouchnirenko if
(3.4)
(
∂Fκ
∂z1
, · · · ,
∂Fκ
∂zn
)
6= 0 on (C∗)n
for any bounded face κ of N+(F ). The following Euler identity equation is followed
from the equation (2.5):
∑n
j=1 ajzj
∂Fκ
∂zj
= lFκ for z ∈ Cn, where (a, l) ∈ Nn × N is a
valid pair determining the face κ. From this equation, if ∂Fκ
∂zj
has a common zero on
(C∗)n for j = 1, . . . , n, then Fκ vanishes there. Therefore, our nondegeneracy condition
implies that of Kouchnirenko. But, it follows from Lemma 3.4, below, that almost all
holomorphic functions are degenerate in our sense, so this implication is not useful.
In other words, our nondegeneracy condition makes sense only in the mixed variables
case.
(6) The notion “nondegeneracy condition” in Definition 1.2 is not invariant under
biholomorphic maps. For example, |z1|2 + |z2|4 is nondegenerate, but |z1 − z2|2 + |z2|4
is degenerate. Note that Kouchnirenko’s nondegeneracy is also in the same situation.
Consider the functions: z21 + z
4
2 and (z1 − z2)
2 + z42 . Therefore, when the chosen
coordinate should be strongly paid attention, we write “F is nondegenerate on the
coordinate (z).”
3.2. Elementary properties of nondegeneracy conditions. The nondegeneracy
property remains after being multiplied by nonzero functions.
Lemma 3.1. Let h be a real-valued smooth function with h(0, 0) 6= 0. If F is nonde-
generate, then so is h(z, z¯)F (z, z¯).
Proof. This is trivial from Lemma 2.3 (ii). 
Remark 3.2. If there exists a canonical coordinate (z) for M at p, then every local
defining function for M is nondegenerate on (z).
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The one-dimensional case is obvious.
Lemma 3.3. Every nonflat smooth function F of one variable is nondegenerate.
Proof. Let us assume that F is degenerate. Then the principal part F0 of F (see (1.15))
must identically equal zero, which is a contradiction. 
More generally, let us consider the case of the v-part of F , where v is a vertex
of N+(F ). In the one-dimensional case, Fv is always nondegenerate from the above
lemma. But, F
v
may be degenerate in the multi-dimensional case. Indeed, consider
the two-dimensional example: F
v
(z, z¯) = z21 z¯
8
1z
6
2 z¯
4
2−z
4
1 z¯
6
1z
4
2 z¯
6
2 . Note that v = {(10, 10)}
and F
v
◦ γ ≡ 0, where γ(t) = (t, t).
The following lemma shows that there are few pluriharmonic functions satisfying the
nondegeneracy condition.
Lemma 3.4. Let F be pluriharmonic near the origin. Then the following three condi-
tions are equivalent.
(i) F is nondegenerate;
(ii) The Newton diagram N (F ) consists of only one vertex in Nn0 ;
(iii) There exist C1, . . . , Cn ∈ N0 such that N+(F ) = {ξ ∈ Rn≥ : ξj ≥ Cj for j = 1, . . . , n}.
In particular, when F is holomorphic or antiholomorphic, the same equivalences are
established.
Proof. It suffices to consider the case when F is a holomorphic function. Since the
implications (ii) =⇒ (i) and (ii)⇐⇒ (iii) are obvious, we only show that the implication
(i) =⇒ (ii).
Let us assume that (ii) does not hold. Then, N+(F ) has a one-dimensional bounded
face κ. It is easy to see that Fκ vanishes at some point c = (c1 . . . , cn) ∈ (C∗)n. It follows
from the equation (2.5) in Lemma 2.2 that Fκ(c1t
a1 , . . . , cnt
an) = 0 for any t ∈ C where
a = (a1, . . . , an) ∈ Nn determines κ, which implies that F is not nondegenerate. 
From the definition of the nondegeneracy, it is important to understand the geomet-
rical properties of the singular varieties V (Fκ) in (3.2). The following is an interesting
result about V (Fκ).
Lemma 3.5 ([2]). Let κ be a bounded face of Γ+(F ). If Fκ is plurisubharmonic on C
2,
then V (Fκ) contains only finitely many complex curves.
4. A new invariant and adapted coordinates
In this section, we introduce a new invariant and coordinates related to this invariant,
which will be intrinsically important in this paper.
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4.1. The invariant ρ1(M, p). From the definition of ρ1(M, p; (z)), we can naturally
define the following invariant:
(4.1) ρ1(M, p) = sup
(z)
{ρ1(M, p; (z))},
where the supremum is taken over all holomorphic coordinates (z) around p. A given
holomorphic coordinate (z) at p is called an adapted coordinate for M at p if the
following equality holds:
(4.2) ρ1(M, p; (z)) = ρ1(M, p).
When ρ1(M, p) is finite, there exists an adapted coordinate forM at p since ρ1(M, p; (z))
takes a positive integer. But, when ρ1(M, p) = ∞, there does not always exist an
adapted coordinate. Indeed, let us consider the case of the real hypersurface M ⊂ C2
in [3], [13] defined by Re(z2) + F (z1, z¯1) = 0 where F ∈ C∞0 (C) admits the Taylor
series
∑∞
j=2 j!Re(z
j
1). It can be easily seen that ρ1(M, 0) = ∞ but ρ1(M, 0; (z)) < ∞
for any holomorphic coordinates (z) at the origin. Note that regardless of the value of
ρ1(M, p), canonical coordinates in Theorem 1.3 are always adapted coordinates.
Let us consider the relationship between the invariant (4.1) and the regular type of
M at p (see (1.2)). From the definition, it is easy to see the inequality: ρ1(M, p; (z)) ≤
∆reg1 (M, p) for any coordinates (z). Thus, the following inequality always holds:
(4.3) ρ1(M, p) ≤ ∆
reg
1 (M, p).
Furthermore, we show that these two invariants always agree.
Proposition 4.1. ρ1(M, p) = ∆
reg
1 (M, p).
Proof. From (4.3), it suffices to show that ρ1(M, p) ≥ ∆
reg
1 (M, p). We may assume that
p is the origin.
First, let us consider the case when ∆reg1 (M, p) <∞. Since ord(r ◦ γ) is an integer,
there exists a regular holomorphic mapping γ ∈ Γreg attaining ∆
reg
1 (M, p) = ord(r ◦
γ). By the implicit function theorem, without loss of generality, the map γ may be
expressed by z1 = t, zj = ϕj(t) (j = 2, . . . , n), where ϕj ∈ O0(C) with ϕj(0) = 0.
Let (w) = (w1, . . . , wn) be the holomorphic coordinate defined by w1 = z1, wj =
zj − ϕj(z1) (j = 2, . . . , n). We denote ϕ(w1) := (ϕ1(w1), . . . , ϕn(w1)). Let r˜ be defined
by r˜(w, w¯) = r(w+ ϕ(w1), w + ϕ(w1)), which is a local defining function for M near p
on the coordinate (w). Let γ∗(t) := (t, 0, . . . , 0) ∈ Γ. Then we can see r˜(γ∗(t), γ∗(t)) =
r(γ(t), γ(t)). Since ord(r˜ ◦ γ∗) = ord(r ◦ γ), we have
ρ1(M, p) ≥ ρ1(M, p; (w)) = ord(r˜ ◦ γ∗) = ord(r ◦ γ) = ∆
reg
1 (M, p).
Next, let us consider the case when ∆reg1 (M, p) =∞. For any N ∈ N, there exists a
γN ∈ Γreg such that ord(r ◦ γN) ≥ N . In a similar fashion to the above case of finite
∆reg1 (M, p), we can show that, for any N ∈ N, there exists a holomorphic coordinate
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(w) such that ρ1(M, p; (w)) ≥ N . This means that ρ1(M, p) ≥ N for any N ∈ N, which
implies that ρ1(M, p) =∞. 
4.2. Properties of adapted coordinates. Let us consider a necessary condition for
the adaptedness of coordinates. This condition will be useful for the investigation of
the regular and singular types in Section 14.
Hereafter in this section, we assume that F ∈ C∞0 (C
n) is convenient (i.e. ρj(F ) <∞
for j = 1, . . . , n). Without loss of generality, we may assume that ρ1(F ) = max{ρj(F ) :
j = 1, . . . , n}. Let v∗1 := (ρ1(F ), 0, . . . , 0), which is the vertex of N+(F ) intersecting
the ξ1-axis.
Lemma 4.2. Suppose that there exist a bounded face κ of N+(F ) and the complex
curve γ ∈ Γ˜∗κ (see (3.1)) with ord(γ) = 1 such that κ contains the vertex v
∗
1 and
Fκ ◦γ ≡ 0. Then there exists a local biholomorphic mapping Ψ : (Cn, 0)→ (Cn, 0) such
that ρ1(F ◦Ψ) > ρ1(F ).
Proof. Without loss of generality, we assume that there exists a holomorphic mapping:
γ(t) = (t, c2t
a2 , . . . , cnt
an) with cj ∈ C∗ and aj ∈ N for j = 2, . . . , n such that γ ∈ Γ˜∗κ
and Fκ ◦ γ ≡ 0 on C. Lemma 7.1, below, implies
(4.4) (F ◦ γ)(t, t¯) = (Fκ ◦ γ)(t, t¯) +Rκ(t, t¯) = Rκ(t, t¯),
where Rκ ∈ H˜l+1 with l = ρ1(F ). (Note that Φ(γ) = Φ∗(γ) = κ.)
Now, let us define the local biholomorphic mapping: z = Ψ(w) as z1 = w1, zj =
wj + cjw
aj
1 (j = 2, . . . , n). Let γ∗(t) := (t, 0, . . . , 0) ∈ Γ. Since Ψ ◦ γ∗ = γ, (4.4) gives
(F ◦Ψ)(γ∗(t), γ∗(t)) = (F ◦ γ)(t, t¯) = Rκ(t, t¯).
Therefore, we can see the following.
ρ1(F ◦Ψ) = ord(F ◦Ψ ◦ γ∗) = ord(Rκ) ≥ l + 1 > ρ1(F ).

Definition 4.3. Let κ be a bounded face of a polyhedron P ⊂ Rn≥. We call κ a
regular face of P if κ is determined by a vector a = (a1, . . . , an) ∈ Nn satisfying that
min{aj : j = 1, . . . , n} = 1.
Let r be a convenient local defining function for M at p on the coordinate (z). Let
m be the maximum integer such that ρj(r) = ρ1(r) for j = 1, . . . , m. Let V be the set
of vertices of N+(r) defined by V = {(0, . . . ,
(j)
ρ1(r), . . . , 0) : j = 1, . . . , m}.
Lemma 4.4. If (z) is an adapted coordinate for M at p, then rκ is nondegenerate for
any regular face κ of N+(M, p; (z)) intersecting V.
Proof. This can be easily shown by using Lemma 4.2. 
As a corollary of Lemma 4.4, we can see the following.
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Lemma 4.5. Let (z) be an adapted coordinate for M at p. Suppose that the Newton
diagram N (M, p; (z)) consists of only one facet and that it is a regular face. Then rκ
is nondegenerate for each face κ of N+(M, p; (z)) intersecting V.
Proof. From Lemma 4.4, it suffices to check that all proper faces of N (M, p; (z)) are
regular, which is easy. 
5. Proof of Theorem 1.1
We are now in a position to prove Theorem 1.1.
From Proposition 4.1, it is easy to see that the inequalities:
(5.1) ∆1(M, p) ≥ ∆
reg
1 (M, p) = ρ1(M, p) ≥ ρ1(M, p; (z))
always hold for any holomorphic coordinates (z) at p. Recalling that an adapted
coordinate (z) at p always exists if ρ1(M, p) < ∞, we can see that the equality in (i)
implies (ii) from (5.1). The implication: (ii) =⇒ (i) is obvious from (5.1).
Remark 5.1. In Theorem 1.1, the assumption: ∆reg1 (M, p) < ∞ can be weakened by
the condition: an adapted coordinate exists for M at p.
6. Order of vanishing
Let F ∈ C∞0 (C
n) with F (0, 0) = 0 and let Γ be as in (3.1)
The order of vanishing of a nonflat function F is defined by
ord(F ) := min{l ∈ N : ∃(α, β) ∈ Nn0 × N
n
0
with |α|+ |β| = l such that DαD¯βF (0, 0) 6= 0}.
(6.1)
When F is flat, we set ord(F ) :=∞. For a vector-valued mapping f = (f1, . . . , fm) ∈
(C∞0 (C))
m, let
ord(f) := min{ord(fj) : j = 1, . . . , m}.
We remark that ord(γ) is a positive integer for γ ∈ Γ. (Recall that Γ does not contain
the constant maps.)
For l ∈ Z≥, let Hl be the subset of C[t, t¯] defined by
Hl =
{∑
cjkt
j t¯k : j, k ∈ N0 with j + k = l and cjk ∈ C
}
,(6.2)
and let H˜l be the subset of C∞0 (C) defined by
(6.3) H˜l =
{∑
tj t¯kajk(t, t¯) : j, k ∈ N0 with j + k = l and ajk ∈ C∞0 (C)
}
.
The following properties of the two classes can be directly seen. Let l, l1, l2 ∈ Z≥.
• H0 = C and H˜0 = C
∞
0 (C).
• Hl ⊂ H˜l. If l1 ≤ l2, then H˜l2 ⊂ H˜l1 .
• Hl and H˜l are vector spaces. Moreover, H˜l is an ideal of C∞0 (C).
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• If f1 ∈ Hl1 and f2 ∈ Hl2 , then f1f2 ∈ Hl1+l2 .
• If f1 ∈ H˜l1 and f2 ∈ H˜l2 with l1 ≤ l2, then f1 + f2 ∈ H˜l1 and f1f2 ∈ H˜l1+l2 .
• If f ∈ Hl, then the following two conditions are equivalent:
(6.4) (a) ord(f) = l, (b) f 6≡ 0.
• If f ∈ C∞0 (C) with f(0, 0) = 0, then the following three conditions are equiv-
alent:
(a) f ∈ H˜l, (b) ord(f) ≥ l, (c) f(t) = O(|t|
l).(6.5)
7. Asymptotics of F ◦ γ
Let F ∈ C∞0 (C
n) with F (0, 0) = 0 and let Γ be as in (3.1).
In this section, we compute the leading term of the asymptotic expansion of F ◦γ for
γ ∈ Γ with respect to the classes Hl for l ∈ N0. This leading term can be determined
by appropriate truncations of F and γ.
The computation is divided into the two cases. One of them is the case when γ
belongs to Γ∗ (see (3.1)). This case is considered as a generic one. The second case
treats the curves which are contained in some coordinate planes. (Note that the first
case may be contained in the second one.) The second case seems very complicated
but this complexity is not essential. Essential analytic ideas of the computation can
be explained by using the first generic case only.
7.1. Asymptotics of F ◦ γ in the generic case. Let FCF denote the set of bounded
faces of N+(F ). Exactly understanding the relationship between Γ∗ and FCF is the
most important to compute the asymptotics of F ◦ γ for γ ∈ Γ∗.
Suppose that F is not flat. We define the two important maps l∗ : N
n → N and
κ∗ : N
n → FCF as follows:
l∗(a) := min {〈a, ξ〉 : ξ ∈ N+(F )} ,
κ∗(a) := {ξ ∈ N+(F ) : 〈a, ξ〉 = l∗(a)}(= H(a, l∗(a)) ∩N+(F )).
(7.1)
We remark that κ∗(a) is bounded for a ∈ Nn from Lemma 2.1.
Let us consider the sequence:
(7.2) Γ∗
φ∗
//
˜

N
n κ∗ // FCF
Γ˜∗
φ∗
??
⑦
⑦
⑦
⑦
⑦
⑦
⑦
⑦
where Γ∗, Γ˜∗ are as in (3.1) and the mappings ·˜, φ∗ are defined as follows.
• Since γj 6≡ 0 for j = 1, . . . , n and γj(0) = 0, γj(t) can be expressed by the
convergence series expansion of t as γj(t) = cjt
aj + · · · with some aj ∈ N and
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cj ∈ C∗ for j = 1, . . . , n. Then let γ˜j be the monomial defined by γ˜j(t) = cjtaj .
The map ·˜ from Γ∗ to Γ˜∗ is defined as follows: for γ ∈ Γ∗,
(7.3) γ˜(t) = (γ˜1(t), . . . , γ˜n(t)) = (c1t
a1 , . . . , cnt
an) ∈ Γ˜∗.
• The map φ∗ : Γ∗ → Nn is defined by
(7.4) φ∗(γ) = (ord(γ1), . . . , ord(γn)) ∈ N
n.
Note that φ∗(γ) = φ∗(γ˜) = (a1, . . . , an) =: a where a ∈ Nn is as in (7.3).
When F is not flat, the composition map Φ∗ : Γ
∗ → FCF can be defined by
(7.5) Φ∗(γ) = (κ∗ ◦ φ∗)(γ)
from the sequence (7.2). For γ ∈ Γ∗, Φ∗(γ) is the bounded face defined by the hyper-
plane H(φ∗(γ), l∗(φ∗(γ))).
Lemma 7.1. Let γ ∈ Γ∗ and l = l∗(φ∗(γ)). If F is not flat, then
(7.6) F ◦ γ ≡ FΦ∗(γ) ◦ γ˜ mod H˜l+1,
where FΦ∗(γ) ◦ γ˜ belongs to Hl. In particular, ord(F ◦ γ) ≥ l∗(φ∗(γ)) holds.
Proof. Let F admit the Taylor series (1.4) at the origin. In this proof, we set
κ = Φ∗(γ), a = φ∗(γ), l = l∗(φ∗(γ))
for γ ∈ Γ∗. Taylor’s formula implies that
(7.7) F (z, z¯) = Fκ(z, z¯) +Rκ(z, z¯),
where Rκ ∈ C∞0 (C
n) satisfies N+(Rκ) ⊂ H+(a, l+ 1). Substituting z = γ(t) into (7.7),
we have
(7.8) (F ◦ γ)(t, t¯) = (Fκ ◦ γ)(t, t¯) + (Rκ ◦ γ)(t, t¯).
First, let us consider the function
(7.9) (Fκ ◦ γ)(t, t¯) =
∑
α+β∈κ
Cαβγ(t)
αγ(t)
β
,
where Cαβ are as in (1.4). Note that each γj can be expressed as γj(t) = cjt
aj + rj(t)
where some rj ∈ O0(C) with rj(t) = O(|t|aj+1). Substituting these expressions into
γ(t)α, we have
γ(t)α =
n∏
j=1
γj(t)
αj =
n∏
j=1
(cjt
aj + rj(t))
αj
=
n∏
j=1
(cjt
aj )αj +Rα(t) = c
αt〈a,α〉 +Rα(t),
(7.10)
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where Rα ∈ O0(C). Moreover, it is easy to see that ord(Rα) ≥ 〈a, α〉 + 1, that is,
Rα ∈ H〈a,α〉+1. Moreover, substituting (7.10) into (7.9), we have
(Fκ ◦ γ)(t, t¯) =
∑
α+β∈κ
Cαβc
αc¯βt〈a,α〉 t¯〈a,β〉 + R˜κ(t, t¯)
= (Fκ ◦ γ˜)(t, t¯) + R˜κ(t, t¯),
where R˜κ ∈ C
∞
0 (C). Moreover, it is easy to see that ord(R˜κ) ≥ 〈a, α + β〉+ 1 = l + 1,
that is, R˜κ ∈ H˜l+1. On the other hand, since κ is contained in the hyperplane H(a, l),
Fκ ◦ γ˜ belongs to the class Hl.
Next, let us consider the function Rκ ◦ γ. Taylor’s formula implies that
(7.11) Rκ(z, z¯) =
∑
α+β∈E
Aαβ(z, z¯)z
αzβ ,
where E is a finite subset in H+(a, l+1)∩Nn0 and Aαβ ∈ C
∞
0 (C
n). Note that each γj can
be expressed as γj(t) = dj(t)t
aj where dj ∈ O0(C) with dj(0) = cj ( 6= 0). Substituting
γj(t) = dj(t)t
aj for j = 1, . . . , n into γ(t)α, we have
γ(t)α =
n∏
j=1
γj(t)
αj =
n∏
j=1
(dj(t)t
aj )αj
=
(
n∏
j=1
dj(t)
αj
)
t〈a,α〉 = d(t)αt〈a,α〉.
(7.12)
Moreover, substituting (7.12) into (7.11), we have
(Rκ ◦ γ)(t, t¯) =
∑
α+β∈E
Bαβ(t, t¯)γ(t)
αγ(t)
β
=
∑
α+β∈E
Bαβ(t, t¯)d(t)
αd(t)
β
t〈a,α〉 t¯〈a,β〉,
(7.13)
where Bαβ(t, t¯) = Aαβ(γ(t), γ(t)). Since 〈a, α+β〉 ≥ l+1 if α+β ∈ H+(a, l+1), (6.5)
implies that if α + β ∈ E, then
ord(Bαβ(t, t¯)d(t)
αd(t)
β
t〈a,α〉 t¯〈a,β〉)
=ord(Bαβ(t, t¯)d(t)
αd(t)
β
) · ord(t〈a,α〉) · ord(t¯〈a,β〉)
≥〈a, α〉+ 〈a, β〉 = 〈a, α+ β〉 ≥ l + 1.
(7.14)
Thus, from (7.13), (7.14), we see that Rκ ◦ γ belongs to the class H˜l+1. 
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7.2. The restriction process. In order to treat the curves which are contained in
some coordinate plane, we prepare many kinds of notation and symbols and must
naturally generalize the maps constructed in the generic case. Hereafter in this section,
I is a nonempty subset of {1, . . . , n}.
7.2.1. Notation and symbols. Let K be one of the sets N,N0,R,R>,R≥,C,C
∗. We
denote
(7.15) K̂ := K ∪ {∞}
and
(7.16) KI := {(Xj)j∈I : Xj ∈ K}.
For X = (X1, . . . , Xn) ∈ Kn, we denote XI := (Xj)j∈I ∈ KI .
7.2.2. The maps T
(s)
I , ι
(s)
I , piI . Let s = 0 or∞. The map T
(s)
I : K
n → K̂n is defined by
(7.17) (Xˆ1, . . . , Xˆn) = T
(s)
I (X1, . . . , Xn) with Xˆj :=
{
Xj for j ∈ I,
s otherwise.
When K = R or C, every coordinate plane in Kn can be expressed by T
(0)
I (K
n) for
some I ⊂ {1, . . . , n}, i.e.,
(7.18) T
(0)
I (K
n) = {X ∈ Kn : Xj = 0 if j 6∈ I}.
The map piI : K
n → KI is defined by
(7.19) piI(X) = piI(X1, . . . , Xn) := (Xj)j∈I = XI .
Noticing T
(s)
I (X) ∈ K̂
n depends only on XI , we define an embedding map ι
(s)
I : K
I →
K̂n by
(7.20) ι
(s)
I (XI) := T
(s)
I (X).
It is easy to see that the following diagram commutes.
Kn
T
(s)
I //
piI

K̂n
KI
ι
(s)
I
==
④
④
④
④
④
④
④
④
That is, ι
(s)
I ◦ piI = T
(s)
I holds. When I = {1, . . . , n}, the maps T
(s)
I , ι
(s)
I , piI are the
identity map (i.e., T
(s)
I (X) = ι
(s)
I (X) = piI(X) = X for X ∈ K
n).
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7.2.3. The function FI . Let z = (z1, . . . , zn) ∈ Cn. Let FI ∈ C∞0 (C
I) be the germ of
the function of zI (= (zj)j∈I ∈ CI) defined by
(7.21) FI(zI) := (F ◦ ι
(0)
I )(zI).
When I = {1, . . . , n}, FI(zI) = F (z). Note that FI may be considered as the restriction
of F to the coordinate plane T
(0)
I (C
n) (see (7.18)). The Newton polyhedron of FI is
similarly defined, which is denoted by N+(FI). Note that N+(FI) ⊂ RI≥.
7.2.4. A decomposition of N̂n. Let us consider the case where K = N and s = ∞ in
Section 7.2.2. It is easy to see that
N̂
n \ {∞} =
∐
I⊂{1,...,n}
T
(∞)
I (N
n),
where ∞ := (∞, . . . ,∞) and the disjoint union is taken over all the nonempty subsets
I ⊂ {1, . . . , n}. Since the map ι(∞)I is bijection, T
(∞)
I (N
n) can be identified with NI .
Therefore, N̂n \ {∞} is decomposed into the following disjoint union:
(7.22) N̂n \ {∞} =
∐
I⊂{1,...,n}
N
I .
For aˆ = (aˆ1, . . . , aˆn) ∈ N̂
n \ {∞}, let I(aˆ) be the subset of {1, . . . , n} defined by
(7.23) j ∈ I(aˆ)⇐⇒ aˆj <∞.
When aˆj <∞, we write aˆj = aj . The map pi : N̂
n \ {∞} →
∐
I⊂{1,...,n}N
I is defined by
(7.24) pi(aˆ) := (aˆj)j∈I (= (aj)j∈I = aI) with I = I(aˆ) in (7.23).
For example, it is easy to see the following two-dimensional case.
N̂
2 = N2 ⊔ (N× {∞}) ⊔ ({∞} × N) ⊔ {(∞,∞)}
= T
(∞)
{1,2}(N
2) ⊔ T (∞){1} (N
2) ⊔ T (∞){2} (N
2) ⊔ {∞}
= N{1,2} ⊔ N{1} ⊔ N{2} ⊔ {∞}.
7.2.5. The maps lI , κI , l, κ. We define the maps lI : N
I → N̂ and κI : NI → FFI as
follows. When FI is not flat, set
lI(aI) := min {〈aI , ξI〉I : ξI ∈ N+(FI)} ,
κI(aI) := {ξI ∈ N+(FI) : 〈aI , ξI〉I = lI(aI)}.
(7.25)
When FI is flat, set lI(aI) :=∞ and κI(aI) := ∅.
Now the maps: l : N̂n \ {∞} → N̂ and κ : N̂n \ {∞} → FF are defined by
l(aˆ) := (lI ◦ pi)(aˆ),
κ(aˆ) := (ι
(0)
I ◦ κI ◦ pi)(aˆ),
(7.26)
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where I = I(aˆ) in (7.23), ι
(0)
I is as in (7.20) and pi is as in (7.24).
7.2.6. A decomposition of Γ. Let
(7.27) ΓI := {(γj)j∈I : γj ∈ O0(C) with γj(0) = 0 and γj 6≡ 0 for j ∈ I}.
In a similar fashion to the case of N̂n \ {∞} in (7.22), the set Γ can be decomposed
into the following disjoint union:
(7.28) Γ =
∐
I⊂{1,...,n}
ΓI .
For γ ∈ Γ, let I(γ) be a nonempty subset of {1, . . . , n} such that
(7.29) j ∈ I(γ)⇐⇒ γj 6≡ 0.
(Recall that Γ does not contain the map γ ≡ 0.) The map p˜i : Γ →
∐
I⊂{1,...,n} Γ
I is
defined by
(7.30) p˜i(γ) = p˜i(γ1, . . . , γn) := (γj)j∈I with I = I(γ).
7.3. Asymptotics of FI ◦ γI. In this subsection, let I ⊂ {1, . . . , n} be arbitrarily
given. For z = (z1, . . . , zn) ∈ Cn, let FI be as in (7.21). For (aI , lI) ∈ NI0 × N0, define
(7.31) HI(aI , lI) := {ξI ∈ R
I
≥ : 〈aI , ξI〉I = lI}.
Suppose that FI is not flat. Let us consider the sequence:
(7.32) ΓI
φI //
˜

NI
κI // FCFI
Γ˜I
φI
??
⑧
⑧
⑧
⑧
⑧
⑧
⑧
⑧
where ΓI is as in (7.27), FCFI is the set of bounded faces of N+(FI) and
Γ˜I := {(cjt
aj )j∈I : cI ∈ (C
∗)I , aI ∈ N
I , t ∈ C},
and the mappings ·˜, φI are defined in a similar fashion to the generic case in (7.2).
In this setting, a similar argument to the generic case can be done in the space CI
or RI≥. When FI is not flat, the composition map ΦI : Γ
I → FCFI can be defined by
(7.33) ΦI(γI) := (κI ◦ φI)(γI)
from the sequence (7.32). For γI ∈ ΓI , ΦI(γI) is the bounded face defined by the
hyperplane HI(φI(γI), lI(φI(γI))), where HI is as in (7.31) and lI is as in (7.25).
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Lemma 7.2. Let I be an nonempty subset of {1, . . . , n}. Let γI ∈ ΓI and l = lI(φI(γI)).
If FI is not flat, then
(7.34) FI ◦ γI ≡ (FI)ΦI(γI ) ◦ γ˜I mod H˜l+1,
where (FI)ΦI(γI ) ◦ γ˜I belongs to Hl. ((FI)ΦI(γI ) means the ΦI(γI)-part of FI .) In par-
ticular, ord(FI ◦ γI) ≥ lI(φI(γI)) holds.
Proof. The essential difference between Lemmas 7.1 and 7.2 is in the dimension. This
lemma can be easily shown in a similar fashion to Lemma 7.1. 
7.4. Asymptotics of F ◦γ in the general case. Let us treat general complex curves
in Γ.
The three maps φ : Γ→ N̂n, Φ : Γ→ FCF and ·˜ : Γ→ Γ˜ are defined by
φ(γ) := (ι
(∞)
I ◦ φI ◦ p˜i)(γ),
Φ(γ) := (ι
(0)
I ◦ ΦI ◦ p˜i)(γ),
γ˜ := ι
(0)
I (
˜˜pi(γ)),
(7.35)
for γ ∈ Γ, where I = I(γ) (see (7.29)) and ι(s)I (s = 0 or ∞) is as in (7.20). When
γ ∈ Γ∗, φ(γ) = φ∗(γ), Φ(γ) = Φ∗(γ) and the last equation in (7.35) is trivial. It is easy
to see that
(7.36) I(γ) = I(φ(γ)), l(φ(γ)) = (lI ◦ φI ◦ p˜i)(γ)
for γ ∈ Γ, where I = I(γ) (see (7.23), (7.26), (7.29)).
Theorem 7.3. Let γ ∈ Γ and set l = l(φ(γ)) and I = I(γ). If FI is not flat, then
(7.37) F ◦ γ ≡ FΦ(γ) ◦ γ˜ mod H˜l+1,
where FΦ(γ) ◦ γ˜ belongs to Hl. In particular, ord(F ◦ γ) ≥ l(φ(γ)) holds.
Proof. The definition of I(γ) gives F ◦ γ = FI ◦ γI . Lemma 7.2 implies
FI ◦ γI ≡ (FI)ΦI(γI ) ◦ γ˜I mod H˜lI(φI (γI ))+1.
Noticing (FI)ΦI(γI ) ◦ γ˜I = FΦ(γ) ◦ γ˜ and (7.36), we can get the theorem. 
Remark 7.4. The above theorem shows that FΦ(γ) and γ˜ are appropriate truncations of
F and γ in the computation of the order of contact of F with γ. Indeed, if FΦ(γ)◦ γ˜ 6≡ 0,
then F and γ in (1.12) can be replaced by FΦ(γ) and γ˜. The details will be discussed
in the next section.
NEWTON POLYHEDRA AND ORDER OF CONTACT 25
7.5. Nondegeneracy condition on FI . Let FI be as in (7.21) and let κI be a bounded
face of N+(FI). Let Γ˜∗κI := {(cjt
aj )j∈I : aI determines κI}, where cI = (cj)j∈I ∈ (C∗)I
and aI = (aj)j∈I ∈ NI .
Definition 7.5. Let κI be a bounded face of N+(FI). The κI-part (FI)κI of FI is said
to be nondegenerate if
(FI)κI ◦ γI 6≡ 0 for any γI ∈ Γ˜
∗
κI
.
Now, let us consider the case where a bounded face κ of N+(F ) is contained in some
coordinate plane. Let I(κ) be the minimal subset I of {1, . . . , n} such that κ ⊂ T (0)I (R
n)
(see (7.18)). Hereafter we denote I := I(κ) and κI := piI(κ) ⊂ (R≥)I . Note that κ can
be identified with κI and that κ = ι
(0)
I (κI).
Lemma 7.6. The following two conditions are equivalent.
(i) Fκ is nondegenerate;
(ii) (FI)κI is nondegenerate.
Proof. ((i) =⇒ (ii).) Let γI = (γj)j∈I ∈ Γ˜∗κI be arbitrarily given. Let γˇ = (γˇ1, . . . , γˇn) ∈
Γ be defined by γˇj = γj if j ∈ I and γˇj(t) = t
m if j 6∈ I with m ∈ N. We can choose
m such that γˇ belongs to Γ˜∗κI . Note that γI = piI ◦ γˇ and (FI)κI ◦ piI = Fκ. Since
(FI)κI ◦ γI = (FI)κI ◦ piI ◦ γˇ = Fκ ◦ γˇ, (i) implies (FI)κI ◦ γI 6≡ 0.
((ii) =⇒ (i).) Let γ = (γ1 . . . , γn) ∈ Γ˜∗κ be arbitrarily given. Let γI = (γj)j∈I ∈ Γ
I .
Then γI belongs to Γ˜
∗
κI
. Note that ι
(0)
I ◦ piI is the identity map. Since Fκ ◦ γ =
Fκ ◦ ι
(0)
I ◦ piI ◦ γ = (FI)κI ◦ γI , (ii) implies Fκ ◦ γ 6≡ 0. 
8. Order of contact for smooth functions
Let F ∈ C∞0 (C
n) with F (0, 0) = 0 and let Γ be as in (3.1).
8.1. Newton distance and n-tuple of numbers. In this subsection, let aˆ ∈ N̂n \
{∞} and set I = I(aˆ) (see (7.23)). Note that aˆI = (aˆj)j∈I = (aj)j∈I = aI ∈ NI .
The Newton distance of F in the direction aˆ is defined by
(8.1) d(F, aˆ) :=
l(aˆ)
min{aj : j = 1, . . . , n}
(
=
lI(aI)
min{aj : j ∈ I}
)
,
where l, lI are as in (7.26), (7.25). We define the n-tuple of numbers:
ρ(F, aˆ) := (ρ1(F, aˆ), . . . , ρn(F, aˆ)) ∈ N̂
n
0
as follows.
(i) When FI is not flat and j ∈ I, let ρj(F, aˆ) be the coordinate of the intersection
of the hyperplane HI(aI , lI(aI)) (see (7.31)) in R
I
≥ with the ξj-axis;
(ii) When FI is flat and j ∈ I, we set ρj(F, aˆ) =∞;
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(iii) If j 6∈ I, then we set ρj(F, aˆ) = 0.
When FI is not flat, we similarly define ρ(FI , aI) = (ρj(FI , aI))j∈I ∈ NI as in (i).
The following lemma shows the relationship between ρ(F, aˆ) and ρ(F ) (see (2.9)).
Lemma 8.1. ρj(F, aˆ) ≤ ρj(F ) for aˆ ∈ N̂n \ {∞}, j = 1, . . . , n.
Proof. From the geometrical relationship: N+(FI) ⊂ H+(aI , lI(aI)), the definitions of
ρ(F ) and ρ(F, aˆ) easily imply the inequalities in the lemma. 
By considering the geometrical meaning of l(aˆ), the quantity d(F, aˆ) stands for some
kind of “distance” from the origin to N+(F ) in the direction aˆ. The following lemma
implies that this quantity can be expressed by using ρ(F, aˆ). Since ρ(F, aˆ) can be more
directly computed, it will be convenient to see the value of d(F, aˆ).
Lemma 8.2. d(F, aˆ) = max{ρj(F, aˆ) : j = 1, . . . , n} for aˆ ∈ N̂n \ {∞}.
Proof. Recalling that the hyperplane H(φI(γI), aI) is defined by the equation:
(8.2) 〈aI , ξI〉I =
∑
j∈I
aj · ξj = lI(aI),
we can see ρj(F, aˆ) = lI(aI) · a
−1
j for j ∈ I. By using these equalities,
max{ρj(F, aˆ) : j = 1, . . . , n} = max{ρj(F, aˆ) : j ∈ I}
= max
{
lI(aI)
aj
: j ∈ I
}
=
lI(aI)
min{aj : j ∈ I}
= d(F, aˆ).

8.2. Order of contact and the Newton distance. Let us consider the relationship
between the order of contact and the Newton distance. In this subsection, let γ ∈ Γ
be arbitrarily given and set I = I(γ) (see (7.29)).
Proposition 8.3. (i) ord(F ◦ γ) ≥ l(φ(γ)), (ii) O(F, γ) ≥ d(F, φ(γ)).
Proof. When FI is flat, we see that ord(F ◦ γ) = ord(FI ◦ γI) = ∞, which imply the
estimates in (i), (ii). Therefore, it suffices to consider the case when FI is not flat.
The estimate in (i) has been stated in Theorem 7.3. By noticing that (i) is equivalent
to ord(FI ◦ γI) ≥ lI(φI(γI)), (8.1) gives
O(F, γ) = O(FI , γI) ≥
lI(φI(γI))
min{ord(γj) : j ∈ I}
= d(F, φ(γ)),
which is the estimate in (ii).

The following theorem shows that the order of contact of γ with F exactly equals
the distance of F in the direction φ(γ) under the nondegeneracy assumption.
NEWTON POLYHEDRA AND ORDER OF CONTACT 27
Theorem 8.4. If FΦ(γ) is nondegenerate, then we have
(i) ord(F ◦ γ) = l(φ(γ)), (ii) O(F, γ) = d(F, φ(γ)).
In particular, if F is nondegenerate, then the equalities in (i), (ii) hold for any γ ∈ Γ.
Proof. From the proof of Proposition 8.3, it suffices to show the following lemma. 
Lemma 8.5. If FΦ(γ) is nondegenerate, then ord(FI ◦ γI) = lI(φI(γI)) with I = I(γ).
Proof. Note that Φ(γ) = ι
(0)
I (ΦI(γI)) from I = I(γ). First, let us consider the case
when FI is not flat. Since the nondegeneracy condition of FΦ(γ) implies that of (FI)ΦI(γI )
from Lemma 7.6, we have ord((FI)ΦI(γI ) ◦ γ˜I) = lI(φI(γI)) from the equivalence (6.4).
Therefore, it follows from the asymptotics in Lemma 7.2 that
ord(FI ◦ γI) = ord((FI)ΦI(γI ) ◦ γ˜I) = lI(φI(γI)).
Next, let us consider the case when FI is flat. Since FI ◦ γI is also flat, we have
ord(FI ◦ γI) = ∞. Recall that lI(γI) = ∞, then the equality in the lemma can be
obtained. 
9. Proof of Theorem 1.3
We are now in a position to prove Theorem 1.3.
Let (z) be a canonical coordinate for M at p. Recall that ρj(M, p; (z)) = ρj(r) for
j = 1, . . . , n (see (2.9), (2.11)). From Theorem 1.1, it suffices to show that ∆1(M, p) ≤
ρ1(r).
Since the defining function r for M has the nondegeneracy condition on (z), The-
orem 8.4 and Lemma 8.1 imply that the order of contact of γ ∈ Γ with M can be
estimated as follows.
O(r, γ) = d(r, φ(γ)) = max{ρj(r, φ(γ)) : j = 1, . . . , n}
≤ max{ρj(r) : j = 1, . . . , n} = ρ1(r),
(9.1)
for any γ ∈ Γ. This estimate gives ∆1(M, p) ≤ ρ1(r).
10. On normalized coordinates
It follows from Theorem 1.3 that when a hypersurface admits a canonical coordinate,
important properties of the regular and singular types can be understood. On the other
hand, it is another serious issue to determine the existence of canonical coordinates for
a given hypersurface and, if they exist, to actually construct these coordinates. The
rest of this paper is to devote this issue. In this section, we prepare more convenient
coordinates for this investigation in special cases treated in Sections 11–15.
Let M be a real hypersurface in Cn+1 and let p lie on M .
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10.1. Normalization of coordinates. It is not always easy to check the nondegen-
eracy condition. This difficulty is sometimes caused by the existence of pure terms in
the principal part of a defining function. In order to avoid these situation, we prepare
a convenient coordinate on which a local defining function is of more useful form.
Lemma 10.1. For any N ∈ N, there exists a holomorphic coordinate (z, w) :=
(z1, . . . , zn, w) at p on which a defining function r for M is expressed near the ori-
gin as in the following form:
(10.1) r(z, w, z¯, w¯) = Re(w) + F (z, z¯) +R1(z, z¯) · Im(w) +R2(z, w, z¯, w¯),
where
(i) F ∈ C∞0 (C
n) satisfies that
(a) F (0, 0) = 0 and ∇F (0, 0) = 0;
(b) If N+(F ) ∩ {ξ : |ξ| ≤ N} 6= ∅, then jNF (see (1.14)) contains no pure
terms;
(c) ρ(F ) satisfies ρj(F ) = ρj(M, p; (z, w)) ≥ 2 for j = 1, . . . , n (see (2.9),
(2.11));
(ii) R1 ∈ C∞0 (C
n) and R2 ∈ C∞0 (C
n+1). Moreover, R2 satisfies that |R2(z, w, z¯, w¯)| ≤
C|w|2 near (z, w) = 0 where C is a positive constant independent of (z, w).
Proof. Taylor’s formula easily implies all the above properties except (i-b). A simple
change of coordinates gives the property (i-b). 
We call the above coordinate (z, w) a normalized coordinate for M at p with N ∈ N.
Of course, there are many such coordinates for a given M and N ∈ N. Hereafter,
normalized coordinates will be often used and the value of N is, if possible, assumed to
be so large that the principal part of F contains no pure term without any mentioning
(see (1.15) for the definition of the principal part). It can be easily seen that the above
integer N always exists when ρ1(M, p) < ∞. On the other hand, in the case of the
real hypersurface M with ρ1(M, 0) =∞ in [3], [13] explained in Section 4.1, for every
integer N no matter how large, a pure term necessarily appears in the principal part
of F on normalized coordinates (z, w) with N .
Remark 10.2. In the condition (ii) in Lemma 10.1, |R2| ≤ C2|w|2 can be modified as
|R2| ≤ C2|Im(w)|2. But, the estimate in (ii) is sufficient for our purpose and is more
convenient for the application (see Section 13).
10.2. An equivalence condition for canonical coordinates. After being normal-
ized as in Lemma 10.1, it is relatively easy to check the canonical conditions.
Proposition 10.3. Let (z, w) be a normalized coordinate for M at p in Lemma 10.1.
If the principal part F0 of F contains no pure terms, the following two conditions are
equivalent.
(i) A coordinate (z, w) is canonical for M ;
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(ii) F is nondegenerate.
This proposition easily follows from the following lemma.
Lemma 10.4. Let r, F be as in Lemma 10.1. If the principal part F0 of F contains
no pure terms, then the following conditions are equivalent.
(i) F is nondegenerate;
(ii) r is nondegenerate.
Proof. The implication: (ii) =⇒ (i) is obvious. In order to show the implication: (i) =⇒
(ii), it suffices to show that Gκ(z, w, z¯, w¯) = 2Re(w)+Fκ(z, z¯) is always nondegenerate
for every bounded face κ of N+(F ). We assume that Gκ is not nondegenerate. Then,
there exists a curve γ˜ = (γ, γn+1) : (C, 0)→ (Cn+1, 0) contained in (C∗)n+1 ∪ {0} such
that Gκ ◦ γ˜ ≡ 0. From this equation, we see 2Re(γn+1(t)) = −Fκ(γ(t), γ(t)). Now,
2Re(γn+1(t)) is harmonic, but Fκ ◦ γ ( 6≡ 0) is not so, which is a contradiction. 
Remark 10.5. In the above lemma, the assumption that the principal part F0 of F
contains no pure terms is necessary. Indeed, F (z, z¯) = |z1 − z2|2 + 2Re(z1z2) is non-
degenerate, but r(z, w, z¯, w¯) = 2Re(w) + F (z, z¯) is degenerate (consider the curve:
γ(t) = (t, t,−t2)).
10.3. On canonical normalized coordinates. On the coordinates in Lemma 10.1,
the regular and singular types can be determined by the information of F only under
nondegeneracy conditions. More exactly, these types are equal to the order of contact
with the function F . Let Γ be as in (3.1).
Proposition 10.6. Let (z, w) be a normalized coordinate for M at p in Lemma 10.1.
If the principal part F0 of F contains no pure terms and F is nondegenerate, then
∆1(M, p) = ∆
reg
1 (M, p) = sup
γ∈Γ
O(F, γ) = ρ1(F ).
In particular, M is of finite type at p if and only if F is convenient.
Proof. Since F is nondegenerate, Theorem 8.4 and Lemmas 8.1 and 8.2 imply
O(F, γ) = d(F, φ(γ)) = max{ρj(F, φ(γ)) : j = 1, . . . , n}
≤ max{ρj(F ) : j = 1, . . . , n} = ρ1(F ).
(10.2)
Note that there exists a holomorphic mapping γ attaining the equality in (10.2). Since
ρj(F ) = ρj(r) for j = 1, . . . , n and ρn+1(r) = ρn+1(M, p; (z, w)) = 1, (10.2) and
Theorem 1.3 with Lemma 10.4 imply
sup
γ∈Γ
O(F, γ) = ρ1(F ) = ρ1(r) = ρ1(M, p; (z, w)) = ∆1(M, p).

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11. Pseudoconvexity
Let M be a real hypersurface in Cn+1 and let p lie on M . In the function theory of
several complex variables, the case whereM is the boundary of a pseudoconvex domain
is essentially important. Let us investigate plurisubharmonicity and pseudoconvexity
from the viewpoint of the notion of Newton polyhedra. We say that a real hypersurface
M = ∂Ω is pseudoconvex at p if Ω is pseudoconvex at p.
Let F ∈ C∞0 (C
n) with F (0, 0) = 0 and let Γ be as in (3.1).
11.1. Plurisubharmonicity. The following lemma is valuable and has also been seen
in [14]. Its proof is easy, so it is omitted.
Lemma 11.1. If F ∈ C∞0 (C
n) is plurisubharmonic, then so is the κ-part Fκ of F for
every bounded face κ.
We remark that the converse of the above lemma is not true. For example, consider
the function F (z, z¯) = |z1 − z2|
2 − |z2|
4.
11.2. Property PS. The notion of property PS was introduced by D’Angelo [7],
[9], which is a certain positivity condition, more general than plurisubharmonicity or
pseudoconvexity. It is known that this property is often sufficient for the investigation
of order of contacts to see their important properties.
Definition 11.2. We say that F ∈ C∞0 (C
n) satisfies property PS at 0 if, for any γ ∈ Γ
for which ord(F ◦ γ) <∞,
(i) ord(F ◦ γ) is even, say 2m;
(ii) (d/dt)m(d/dt¯)m(F ◦ γ)(0, 0) > 0.
From the definition, if F is plurisubharmonic and the Taylor series of F contains no
pure terms, then F satisfies property PS at 0 (see [7], [9]). Recall the principal part
F0 of F :
(11.1) F0(z, z¯) =
∑
α+β∈N (F )
Cαβz
αz¯β ,
where N (F ) is the Newton diagram of F (i.e., the union of all bounded faces ofN+(F )).
Proposition 11.3. Suppose that the principal part F0 of F has no pure term. If F sat-
isfies property PS, then the v-part F
v
of F contains a term of the form c|z1|
v1 · · · |zn|
vn,
with some c > 0, for any vertex v = (v1, . . . , vn) of N+(F ).
Remark 11.4. The converse of the above proposition does not always hold. Indeed,
consider the case when F (z, z¯) = |z1 − z2|2 + Re(z21 z¯
3
2) and γ(t) = (t, t).
Proof. Let F admit the Taylor series (1.4) at the origin.
First, we consider the generic case: the vertex v = (v1, . . . , vn) is away from any
coordinate planes, i.e., v ∈ Nn (⇔ vj > 0 for all j). Then there exists the set of valid
pairs {(a(j), l(j)) : j = 1, . . . , n} for N+(F ) such that
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(a) The set of vectors: {a(j) : j = 1, . . . , n} is linearly independent;
(b) H(a(j), l(j)) ∩ N+(F ) = v.
Let γ(j)(t) := (ta
(j)
1 , . . . , ta
(j)
n ). Since Φ(γ(j)) = v from the above (b), γ(j) belongs
to Γ˜∗
v
(see (3.1)). Lemma 7.1 implies F (γ(j)(t), γ(j)(t)) = F
v
(γ(j)(t), γ(j)(t)) + o(tl
(j)
).
Substituting γ(j)(t) = (ta
(j)
1 , . . . , ta
(j)
n ) into the v-part F
v
of F , we have
F
v
(γ(j)(t), γ(j)(t)) =
∑
α+β=v
Cαβt
〈a(j) ,α〉t¯〈a
(j),β〉.
Therefore, property PS gives that, for each j = 1, . . . , n, there exist α(j), β(j) ∈ Nn0
such that
〈a(j), α(j)〉 = 〈a(j), β(j)〉, α(j) + β(j) = v, Cα(j)β(j) > 0.
Since the linearly independence condition (a) implies
n⋂
j=1
{ξ ∈ Nn0 : 〈a
(j), ξ〉 = 0} = {0},
we can see that α(j) = β(j) and α(j) + β(j) = v for j = 1, . . . , n, which imply
α(j) = β(j) =
1
2
v for j = 1, . . . , n.
Next, we consider the general vertex v = (v1, . . . , vn) of N+(F ), i.e., v ∈ Nn0 . Let
I := {j : vj 6= 0} ⊂ {1, . . . , n}. Let FI be as in (7.21). Since an essential difference
between FI and the above generic case of F is only in the dimension, the general case
can be shown in a similar fashion to the generic case. 
From Proposition 11.3, we can easily see the following.
Corollary 11.5. Suppose that F satisfies property PS at 0. Then every component of
the coordinate of the vertices of N+(F ) is even.
Let us recall the definition of property PS in the case of real hypersurfaces in Cn.
Definition 11.6. Let M be a real hypersurface and let p lie on M . Let us consider a
normalized coordinate for M at p with large N and a local defining function r for M
near p as in (10.1) in Lemma 10.1. We say that M satisfies property PS at p if there
exists a N0 ∈ N such that if N ≥ N0 then F in (10.1) satisfies property PS at 0.
It is known that every pseudoconvex hypersurface satisfies property PS. Refer to
[7], [9] for more detailed explanation of property PS.
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12. The semiregular (h-extendible) case
The semiregular (or h-extendible) class was independently introduced in [12], [39].
This class contains many kinds of finite type pseudoconvex domains: for example,
strictly pseudoconvex domains in Cn, pseudoconvex domains in Cn whose boundaries
have at most one zero eigenvalue in the Levi form (in particular, the two-dimensional
case), decoupled domains and convex domains in Cn, etc.
This class can be variously characterized. The following are important.
• The equality holds in the inequality between the components of the Catlin
multitype and the D’Angelo variety type: mn−q+1 = ∆q <∞ for q = 1, . . . , n
(the definition of semiregular in [12]);
• They can be approximated by quasihomogeneous model (see Lemma 12.2 be-
low);
• There exists a bumping function satisfying quasihomogenous property (the
definition of h-extendible in [39]).
12.1. Quasihomogeneous model case. In the quasihomogeneous model, we show
that the nondegeneracy condition exactly corresponds to the finite type condition.
Let P be a real-valued polynomial of z ∈ Cn having the property:
(12.1) P (r1/m • z, r1/m • z) = rP (z, z¯) for all r > 0, z ∈ Cn,
where m = (m1, . . . , mn) ∈ Nn with mj ≥ 2 and
(12.2) r1/m • z := (r1/m1z1, . . . , r
1/mnzn).
Let us consider the real hypersurface:
MP := {(z, w) ∈ C
n+1 : rP (z, w, z¯, w¯) := Re(w) + P (z, z¯) = 0}.
Note that the property (12.1) is equivalent to the condition that the Newton diagram
N (P ) consists of only one facet defined by {ξ ∈ Rn≥ :
∑n
j=1 ξj/mj = 1}.
Lemma 12.1. As for the hypersurface MP , the following two conditions are equivalent.
(i) P is convenient and nondegenerate;
(ii) The origin is of finite type.
Proof. Easy. 
12.2. Existence of canonical coordinates. Let Ω be a domain with smooth bound-
ary and let p lie on ∂Ω. As mentioned in the beginning of this section, the following is
one of the characterizations of semiregular class.
Lemma 12.2 ([12] Theorem 1.9, [39]). The following two conditions are equivalent.
(1) ∂Ω is of semiregular type (h-extendible) at p;
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(2) There exists a normalized coordinate (z, w) around p on which a defining func-
tion for Ω near the origin can be expressed as in (10.1) in Lemma 10.1. Here
R1, R2 satisfy the condition (ii) in Lemma 10.1 and, moreover, the principal
part F0 (see (11.1)) of F satisfies the following conditions:
(a) F0 contains no pure terms;
(b) F0 is a plurisubharmonic polynomial;
(c) F0 satisfies the equation:
(12.3) F0(r
1/m • z, r1/m • z) = rF0(z, z¯) for all r > 0, z ∈ Cn,
where r1/m • z is as in (12.2) and m = (m1, . . . , mn) ∈ Nn with m1 ≥
· · · ≥ mn ≥ 2;
(d) As for the domain Ω0 := {(z, w) : Re(w) + F0(z, z¯) < 0}, the origin is of
finite type.
From the above characterization, Theorem 1.3 directly implies the equality of regular
and singular types. Moreover, the existence of canonical coordinates can be seen.
Theorem 12.3. If ∂Ω is of semiregular type at p, then there exists a canonical coordi-
nate for ∂Ω at p. Indeed, the coordinate (z, w) in Lemma 12.2 (2) itself is a canonical
coordinate for ∂Ω at p.
Proof. We will show that the coordinate (z, w) in Lemma 12.2 is a canonical coordinate
for M at p. The condition (c) implies that F (0, 0) = 0 and ∇F (0, 0) = 0. Moreover,
Lemma 12.1 with the conditions (c) and (d) imply that F is nondegenerate and that
ρj(F ) = mj for j = 1, . . . , n. 
Remark 12.4. The semiregular property can be characterized by using the shapes of
Newton polyhedra on canonical coordinates. Let ∂Ω be of semiregular type at p. It
follows from Lemma 12.2 that there exists a coordinate around p on which a defining
function r for Ω is nondegenerate and it has the Newton polyhedron of the simple form:
N+(r) = conv({m1e1, . . . , mnen, en+1}) + R
n
≥
=
{
ξ ∈ Rn+1+ :
n∑
j=1
ξj
mj
+ ξn+1 ≥ 1
}
.
(12.4)
In other words, the Newton diagram N (r) consists of only one facet.
Before works [12], [39], McNeal [30] and Boas and Straube [4] showed that the
singular type equals the line type in the case of convex domains. Here the line type is
defined by the equation (1.2) by replacing Γreg by the set of complex lines through p.
For a given real hypersurface, it is not always simple matter to check the semireg-
ularity condition and, moreover, to construct coordinates (z, w) as in Lemma 12.2. J.
Y. Yu [38] actually constructed a coordinate as in Lemma 12.2 in the case of convex
domains.
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13. The case of Reinhardt domains
We first recall the definition of Reinhardt domains. For θ = (θ1, . . . , θn) ∈ Rn and
z ∈ Cn, denote
(13.1) eiθ • z := (eiθ1z1, . . . , e
iθnzn).
A domain Ω ⊂ Cn is Reinhardt if eiθ • z ∈ Ω whenever z ∈ Ω and θ ∈ Rn.
It has been shown by Fu, Isaev and Krantz [15] that if a hypersurface is the boundary
of a pseudoconvex Reinhardt domain, then its regular and singular types agree. More
strongly, we will show the existence of canonical coordinates in this case.
13.1. Invariance under the rotation. The function F defined on Cn is said to be
invariant under the rotation if F satisfies
(13.2) F (eiθ • z, eiθ • z) = F (z, z¯) for all θ ∈ Rn.
Let M be a real hypersurface in Cn+1 and let p lie on M .
Theorem 13.1. Let (z, w) be a normalized coordinate forM at p, on whichM is locally
expressed by r in (10.1) in Lemma 10.1. Suppose that F is a nonflat plurisubharmonic
function and that the principal part F0 of F is invariant under the rotation. Then the
coordinate (z, w) is canonical for M at p.
Proof. Lemma 13.2, below, shows that F0 satisfies the nondegeneracy condition. Thus,
by noticing that the property (13.2) implies that F0 contains no pure terms, Proposi-
tion 10.3 implies this theorem. 
Lemma 13.2. Let P be a real-valued plurisubharmonic polynomial 6≡ 0. If P is in-
variant under the rotation, then P is always positive on (C∗)n and, in particular, P is
nondegenerate.
Proof. For ζ ∈ C, let Tk,c(ζ) := (c1, . . . ,
(k)
ζ , . . . , cn), where k = 1, . . . , n and cj ∈ C are
fixed for j 6= k. Let u : C→ R and g : R≥ → R be the functions defined by
u(ζ, ζ) := P (Tk,c(ζ), Tk,c(ζ)), g(r) := P (Tk,c(r), Tk,c(r)).
From the hypothesis of P , we see
g(reiθ) = g(r) for any θ ∈ R and △u ≥ 0 on C.
The above properties give an inequality:
(13.3)
d
dr
(
r
dg
dr
)
≥ 0 for r ≥ 0.
By (13.3), g must satisfy one of the following three conditions:
g ≡ 0 on R≥; g > 0 on R> and g(0) = 0; g > 0 on R≥.
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By applying the above fact and by using an easy inductive argument on the dimension,
if there exists a point z0 in (C
∗)n such that P (z0) = 0, then P ≡ 0 on Cn. This implies
the assertion of the lemma. 
Remark 13.3. In Lemma 13.2, “plurisubharmonic” cannot be replaced by “property
PS”. Consider the polynomial: P (z, z¯) = (|z1|2 − |z2|2)2 + |z1|8|z2|8. It is easy to see
that P satisfies property PS at 0 but P is degenerate.
13.2. Construction of canonical coordinates. Let us show the following theorem,
which implies that the equality (1.3) holds in the pseudoconvex Reinhardt case.
Theorem 13.4. If p is a boundary point of a pseudoconvex Reinhardt domain Ω with
smooth boundary, then there exists a canonical coordinate for ∂Ω at p.
Proof. An important part of construction of a canonical coordinate has already been
done in [15]. Refer for a substantial construction to [15].
Let Ω be in Cn+1. Denote Zj = {(z1, . . . , zn+1) ∈ C
n+1 : zj = 0} for j = 1, . . . , n+1.
Let Z = ∪n+1j=1Zj. We define the holomorphic mapping as
L∗(z1, . . . , zn+1) := (log z1, . . . , log zn+1),
where the logarithm takes the principle branch, and L∗ is defined locally near every
point of Cn \ Z.
We divide the proof into two cases.
(Generic case.) Let us first consider the case where p ∈ ∂Ω \ Z. As is well-
known, L∗(∂Ω\Z) is the boundary of a convex domain. This fact shows that this case
is contained in [30], [4] or in the semiregular case in Section 12.
(The other case.) Let us consider the case where p ∈ ∂Ω∩Z. It has been shown
in [15] that there exists a coordinate (z1, . . . , zn, ζ) near p such that p = (0, . . . , 0, 1),
on which ∂Ω can be expressed as log |ζ | + F (z, z) = 0, where z = (z1, . . . , zn) and F
satisfies all the properties in Theorem 13.1. By putting w = ζ−1, the coordinate (z, w)
is a desired canonical coordinate around (0, 0). Indeed, ∂Ω can be locally expressed
on (z, w) near the origin as Re(w) + F (z, z¯) + R2(w, w¯) = 0, where R2 is a smooth
function of w satisfying R2(w) = (|w|2). Therefore, Theorem 13.1 implies that (z, w)
is a canonical coordinate for ∂Ω around p. 
Remark 13.5. In the semiregular case, the respective Newton polyhedron essentially
has a very simple form (see Remark 12.4). In the Reinhardt case, the respective Newton
polyhedra may take various kinds of shapes. For example, as for the real hypersurface
in C3 defined by
|z1|
6 + |z2|
6 + |z1z2|
2 + |z3|
2 − 1 = 0,
its Newton polyhedron at (1, 0, 0) has two bounded facets. (This example is seen in
[15].)
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14. The case where the regular type is 4
Let M be a real hypersurface in Cn+1 and let p lie on M . Recently, McNeal and
Mernik [31] and D’Angelo [9] deeply investigated order of contact in the case where
∆reg1 (M, p) = 4. Indeed, it was shown in [31], [9] that ∆1(M, p) = ∆
reg
1 (M, p) in (1.3)
always holds in this case under the assumption of pseudoconvexity or property PS for
M . By using the geometry of Newton polyhedra, we can see more precise geometrical
structure of these hypersurfaces in the following theorem which, in particular, implies
that the equality (1.3) holds.
Theorem 14.1. If a real hypersurface M ⊂ Cn+1 satisfies property PS at p and
∆reg1 (M, p) = 4, then there exists a canonical normalized coordinate (z, w) for M at p
on which a local defining function forM can be written as in (10.1) in Lemma 10.1 with
F satisfying that F is nondegenerate and the Newton diagram of F can be expressed as
N (F ) = conv({4e1, . . . , 4em, 2em+1, . . . , 2en}),
where m is an integer with 1 ≤ m ≤ n (when m = n, N (F ) = conv({4e1, . . . , 4en}).
Furthermore, if M is pseudoconvex near p, then its principal part F0 of F (see (11.1))
can be expressed as
(14.1) F0(z, z¯) = P (z
′, z′) +
n∑
j=m+1
|zj|
2,
z′ = (z1, . . . , zm) and P is a nondegenerate polynomial of z
′ and z′ whose Newton
diagram is of the form:
(14.2) N (P ) = conv({4e1, . . . , 4em}).
Remark 14.2. The above property (14.2) is equivalent to the following conditions:
(i) P (r1/4 • z′, r1/4 • z′) = rP (z′, z′) for all r > 0 and z′ ∈ Cm;
(ii) P is convenient,
where r1/4 • z′ := (r1/4z1, . . . , r1/4zm).
Proof. Let (z, w) be a normalized coordinate forM with N > 4, on which a local defin-
ing function can be expressed by using F ∈ C∞0 (C
n) as in (10.1) in Lemma 10.1. From
Corollary 11.5, property PS implies that every component of coordinate of vertices
of N+(F ) is even. Moreover, the condition: ∆
reg
1 (M, p) = 4 implies that the Newton
diagram N (F ) is contained in the closed half space {ξ ∈ Rn : |ξ| ≤ 4}. Therefore, by
simple combinatorial argument and the change of the variables if necessary, N (F ) can
be essentially expressed as in a simple form:
N (F ) = conv({4e1, . . . , 4el, 2el+1, . . . , 2en})
=
{
ξ ∈ Rn≥ :
l∑
j=1
ξj
4
+
n∑
j=l+1
ξj
2
= 1
}
,
(14.3)
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where l is some integer with 1 ≤ l ≤ n (when l = n, N (F ) = conv({4e1, . . . , 4en}).
We only consider the case when 1 ≤ l ≤ n − 1. (The case when l = n can be
considered as a particular case.)
Let κ1 be the face of N+(F ) defined by κ1 = conv({2el+1, . . . , 2en}). Then, the
κ1-part of F is of the form:
Fκ1(z, z¯) =
∑
l+1≤j,k≤n
Cjkzj z¯k =: G(z˜, z˜),
where Cjk ∈ C satisfy Cjk = Ckj for l + 1 ≤ j, k ≤ n and z˜ = (zl+1, . . . , zn). There
exists a unitary linear transform U : Cn−l → Cn−l such that
G(U(z˜), U(z˜)) =
n∑
j=l+1
µj|zj |
2 with µj ∈ R.
From Proposition 11.3, property PS implies µj ≥ 0 for j = l + 1. . . . , n. Without
loss of generality, there exists m ∈ {l, . . . , n − 1} such that µj > 0 if and only if
j ∈ {m+ 1, . . . , n}. Now, we define Fˆ ∈ C∞0 (C
n) as
Fˆ (z, z¯) = F (z1, . . . , zl, U(z˜), z¯1, . . . , z¯l, U(z˜)).
Since the Newton diagram N (Fˆ ) is also contained in the half space {ξ ∈ Rn : |ξ| ≤ 4},
we have
N (Fˆ ) = conv({4e1, . . . , 4em, 2em+1, . . . , 2en}).(14.4)
Let V be the set of vertices of N+(Fˆ ) defined by V = {4ej : j = 1, . . . , m}. Since
the Newton diagram N (Fˆ ) consists of only one facet which is regular, Fˆκ must be
nondegenerate for every face κ intersecting V from Lemma 4.5. On the other hand,
every face not intersecting the set V is of the form
κI = conv({2ej : j ∈ I}) for I ⊂ {m+ 1, . . . , n}.
Since the κI-part of Fˆ is of the form FˆκI (z, z¯) =
∑
j∈I µj|zj |
2 with µj > 0, which
is nondegenerate. We have checked the nondegeneracy condition for all the faces of
N+(Fˆ ) and, as a result, Fˆ is nondegenerate.
Furthermore, adding the pseudoconvex assumption, we can see that the principal
part of Fˆ is of the form:
(14.5) Fˆ0(z, z¯) = P (z
′, z′) +
n∑
j=m+1
µj|zj |
2,
where z′ = (z1, . . . , zm) and P satisfies the properties in the theorem. After slightly
changing of scaling, we obtain an appropriate coordinate as in the theorem. 
As a corollary of Theorem 14.1, we easily obtain the following.
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Corollary 14.3. If M is pseudoconvex at p and ∆reg1 (M, p) = 4, then M is of semireg-
ular type at p.
Proof. It follows form Theorem 14.1 that the Newton diagram N (F ) consists of one
facet. Moreover, from Lemma 11.1, the pseudoconvexity implies the plurisubharmonic-
ities of P and F0. These give the semiregularity of p ∈M . 
Remark 14.4. It has been shown in [31] that ∆reg1 (M, p) = 2 or 3 respectively implies
∆1(M, p) = 2 or 3 without assuming properties PS (see also [24]). Even if the pseu-
doconvexity is assumed, the equality (1.3) can not be generalized to the case where
∆reg1 (M, 0) = 6 (see (1.10)).
Remark 14.5. D. Zaitsev ([41], Theorem 2.1) has obtained a similar result to Theo-
rem 14.1 under the pseudoconvex assumption.
Remark 14.6. McNeal and Mernik [31] gave the following interesting example: the real
hypersurface M in C3 defined by r(z, w, z¯, w¯) = Re(w) + F (z, z¯) = 0 with
(14.6) F (z, z¯) = |z1|
2Re(z21 − z
3
2) + |z2|
2Re(z22)− Re(z
2
1 z¯2).
This hypersurface does not satisfies property PS (in particular, pseudoconvexity) at the
origin. They show that ∆reg1 (M, 0) = 4 but ∆1(M, 0) =∞. Let us observe this example
from our point of view. Theorem 1.3 implies that there is no canonical coordinates for
M at the origin. The Newton diagram N (F ) consists of the two facets:
κ1 := conv({(4, 0), (2, 1)}), κ2 := conv({(2, 1), (0, 4)}).
Notice the existence of the vertex at (2, 1), which is not compatible to property PS (see
Corollary 11.5). The face κ2 is not regular (the vector (3, 2) determines the face κ1)
and Fκ2(z, z¯) = |z2|
2Re(z22)−Re(z
2
1 z¯2) is degenerate, which obstructs the construction
of canonical coordinates.
Remark 14.7. In order to obtain the clear form (14.1) of the principal part F0, the
pseudoconvex assumption is necessary. Let us consider the real hypersurface M in C3
defined by r(z, w, z¯, w¯) = Re(w) + F (z, z¯) = 0 with
(14.7) F (z, z¯) = |z1|
4 + 2|z1|
2Re(z2) + |z2|
2.
This hypersurface satisfies property PS but is not pseudoconvex at the origin.
15. The case of star-shaped domains
Boas and Straube [4] not only give a simple geometrical proof of the McNeal’s result
[30] concerning the convex domains but also essentially generalize his result.
Theorem 15.1. (Boas-Straube [4]) Let M be defined by a defining function r of the
form in (10.1) in Lemma 10.1. Suppose that there is a real interval [0, δ] such that for
every fixed point a = (a1, . . . , an) in the unit ball in C
n, the function r 7→ F (ra, ra¯) is
NEWTON POLYHEDRA AND ORDER OF CONTACT 39
nondecreasing in [0, δ). Then the singular type is equal to the line type. In particular,
the equality (1.3) holds for M at the origin.
Even if M satisfies the hypothesis in the above theorem, M does not always admit
a canonical coordinate. For example, let us consider the hypersurface defined by r2 in
Remark 1.5. Indeed, it is easy to see that this hypersurface satisfies the hypothesis in
Theorem 15.1, but it does not admit any canonical coordinates.
We remark that the hypothesis in the above theorem is not necessary for the equal-
ity (1.3). Indeed, the hypothesis of Theorem 15.1 does not contain the semiregu-
lar property. The Kohn-Nirenberg example in [25], which is given by r(z, w, z¯, w¯) =
Re(w) + F1(z, z¯) where F1 is as in (3.3), does not satisfies the hypothesis under any
coordinate changings, but it has been seen that this hypersurface admits a canonical
coordinate and the equality (1.3) holds. By using results in [25], [26], Theorem 1.3
easily provides many new examples satisfying (1.3), which are not contained in the
cases discussed in Sections 12–15 (see Remark 1.5 (2)).
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