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  Zusammenfassung  
Die Erregungsausbreitung in neuronalen Systemen  beruht auf materieller
Grundlage, Transmittermoleküle werden präsynaptisch emittiert und postsynaptisch
absorbiert. Emission und Absorption sind einander sich selbst verursachende
Prozesse, sie sind voneinander ereignisabhängig  und damit nur schwer zu
unterscheiden. Diese Schwierigkeit wird prekär, wenn es darum geht, den Prozeß der
Erregungsausbreitung  technisch modellieren und simulieren zu wollen. Im Verlaufe
der Simulation bilden sich Abhängigkeiten heraus, deren Ursachen nicht mehr
vereinzelt werden können. Demzufolge  ist es schwierig, das Verhalten des
Simulationsmodells zu prognostizieren.
Gleichermaßen schwierig ist es aber auch, das gezeigte Verhalten zweifelsfrei
interpretieren zu wollen.  Aus diesem Grunde macht es sich erforderlich, das
Verhalten eines neuronalen Netzes auf analytischem Wege zu beschreiben.
Erschwerend wirkt hierbei der Umstand, daß es innerhalb des Netzes voneinander
ereignisabhängige Prozesse gibt, die sich selbst verursachen.  Zur Beschreibung
dessen gibt es zwei n Raum und Zeit variable Parameter: erstens die
Vorzugsorientierung bei der Erregungsausbreitung, bezeichnet als "Beweglichkeit",
und zweitens die Durchlässigkeit des Netzes für den Erregungstransport, bezeichnet
als "Diffusionskoeffizient".  Diese beiden Parameter werden hergenommen, um eine
vektoranalytische Beschreibungsgleichung abzuleiten, Unterschiede zu "klassischen"
neuronalen Netzen werden herausgestellt.
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1.    Kontinuierlicher Beobachtungsraum zur analytischen 
Beschreibung der  Erregungsausbreitung
Ein n-dimensional kontinuierlicher Beobachtungsraum %n∞  entsteht durch die Abbildung eines
Zeitkontinuums T∞ in ein n-dimensionales Raumkontinuum 
=
n
∞ , d.h.
%
n
∞ :  T∞ → 
=
n
∞        /SCH 96a/.
n-dimensionales Raumkontinuum 
=
n
∞
ist eine nichtleere und räumlich geordnete Menge, deren Elemente ρ Raumpunkte
genannt werden und sich auszeichnen durch
Element  auf niedrigster und Element  auf höchster Position,
∨
ρ
∧
ρ
infinitesimal kleine Distanz zwischen unmittelbar benachbarten 
Raumpunkten ρ.
Zeitkontinuum  T∞
ist eine nichtleere und linear geordnete Menge, deren Elemente τ Zeitpunkte 
genannt werden mit 
  ältester  Zeitpunkt  und  jüngster  Zeitpunkt,
∨
τ
∧
τ
(Zeitskala) T⊆ T∞ , speziell   = t0 ∈ T   und    = T ∈ T ,                      
∨
τ
∧
τ
infinitesimal kleiner Distanz zwischen unmittelbar benachbarten 
Zeitpunkten τ.
Der n-dimensionale kontinuierliche Beobachtungsraum   
%
n
∞   wird durchsetzt von bzw. konfiguriert
durch (kontinuierliche) Raum- und Zeitspuren.
Kontinuierliche Raumspur  <ρ>
6
n
∞(τ) : τ →  
=
n
∞ 
ist eine Trajektorie zwischen allen im kontinuierlichen Beobachtungsraum   
%
n
∞
zum Zeitpunkt τ existenten Beobachtungspunkten (ρ,τ) für alle  ρ∈
=
n
∞ .
Kontinuierliche Zeitspur     <τ>
6
n
∞(ρ) : ρ → T∞
ist eine Trajektorie zwischen allen im kontinuierlichen Beobachtungsraum   
%
n
∞
für den Raumpunkt ρ existenten Beobachtungspunkten (ρ,τ) für alle  τ∈T∞ .
Auf die Neuronen einer Population wirken kontinuierlich in Raum und Zeit Erregungen
unterschiedlicher Intensität ein. 
Erregungsintervall  U  ist eine Teilmenge aus der Menge der reellen Zahlen.
Jeder Intensität einer Erregung im kontinuierlichen Beobachtungsraum   
%
n
∞
 ist eine reelle Zahl aus dem Erregungsintervall    zugeordnet mitU 
∨
u,
∧
u
 und  .
∨
u = Min U ∨u,∧u


∧
u = Max U ∨u,∧u


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Die Fortschreibung von Erregungen über alle (unendlich dicht benachbarten) Zeitpunkte aus dem
Zeitkontinuum T∞ erzeugt ein kontinuierliches Erregungsmuster. Alle so entstandenen
Erregungsmuster formieren ein E semble von Erregungsmustern. 
Ensemble von Erregungsmustern   U  :  T∞ → U  
mit  u [τ]∈U  für alle τ∈T∞   ist eine Menge, deren Elemente u Erregungsmuster 
genannt werden. Erregungsmuster sind Abbildungen des Zeitkontinuums  T∞   in
das Erregungsintervall  U.   
Jeder Raumpunkt ρ im  
=
n
∞ , dem n-dimensionalen Raumkontinuum zur Unterbringung der
Neuronenpopulation, nimmt ein Erregungsmuster entgegen. Die Menge aller Zuordnungen von
Raumpunkten zu Erregungsmustern stellt eine Projektion von Erregungen dar.
                                                                
Projektion von Erregungen   :  
=
n
∞  →  U 
•
U
mit    für alle ρ∈
=
n
∞  ist eine Menge, deren Elemente  Projektionen 
•
u (ρ) ∈U
•
u
von Erregungen genannt werden und Abbildungen des n-dimensionalen 
Raumkontinuums 
=
n
∞   in das Ensemble  U  von Erregungsmustern sind.
Speziell sei: [τ] Projektion zum Zeitpunkt τ,
•
U
 die zum Zeitpunkt τ     bzw. 
•
u (ρ)[τ] ∈U
 die im Zeitintervall [τ,τ∗] auf den Raumpunkt ρ
•
u (ρ)[τ,τ∗] ∈U
einwirkende Erregung.
In  /SCH 96a,b/  wurde hervorgehoben, daß Erregungen eines Neurons Reaktionen eines anderen
Neurons hervorrufen, die wiederum Erregungen benachbarter Neuronen darstellen usw.
Schlußfolgerung daraus: Erregungen und Reaktionen verursachen sich gegenseitig. D e Messung
der Wirkung auf diese gegenseitige Verursachung könnte bestehen  in der 
        Feststellung der Anzahl freigesetzter Wirkstoffe, den Transmittermolekülen,          
aber auch  in der 
        Feststellung der Impulsdichte generierter Aktionspotentiale.
Demnach läßt sich eine Maßzahl  zur Quantifizierung der freigesetzten Wirkungen innerhalb der
Neuronenpopulation angeben. 
Wirkungsintervall  W  ist eine Teilmenge aus der Menge der reellen Zahlen.
Jeder Intensität einer Wirkung im kontinuierlichen Beobachtungsraum 
%
n
∞  ist 
eine reelle Zahl aus dem Wirkungsintervall   zugeordnet mit  W 
∨
w,
∧
w
 und   .
∨
w = Min W 
∨
w,
∧
w


∧
w = Max W 
∨
w,
∧
w


Wirkungen ereignen sich räumlich verteilt in zeitlicher Aufeinanderfolge und konfigurieren
dementsprechende Wirkungsmuster. Räumliche Verteilung und zeitliche Aufeinanderfolge können
stochastisch und/oder determiniert orientiert sein. In welcher Weise  und mit welcher Intensität eine
solche Orientierung stattfindet, hängt von den Nachbarschaftsbeziehungen und den Korrespondenzen
zwischen den Neuronen ab. 
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Ensemble von Wirkungsmustern   W  :  T∞ → W  
mit  w[τ]∈W  für alle τ∈T∞   ist eine Menge, deren Elemente w Wirkungsmuster 
genannt werden. Wirkungsmuster sind Abbildungen des Zeitkontinuums  T∞   in
das Wirkungsintervall  W.   
Im n-dimensionalen Raumkontinuum  
=
n
∞ nimmt jeder Raumpunkt eine Projektion aus dem
Ensemble von Wirkungsmustern auf.
Projektion von Wirkungsmustern    :  
=
n
∞  →  W 
•
W
mit   für alle ρ∈
=
1
∞  ist eine Menge, deren Elemente Projektionen von  
•
w (ρ) ∈W
Wirkungen genannt werden und Abbildungen des n-dimensionalen Raumkontinuums 
=
n
∞
in das Ensemble  W  von Wirkungsmustern sind.
Speziell sei: Projektion zum Zeitpunkt τ,
•
W[τ]
 die zum Zeitpunkt τ     bzw. 
•
w (ρ)[τ] ∈W
 die im Zeitintervall [τ,τ∗] im Raumpunkt ρ 
•
w (ρ)[τ,τ∗] ∈ W
genommene Wirkung.
Zur Berechnung der Projektion    bei gegebenem Ensemble von  Wirkungsmustern  W im
•
W
Kontinuum  müssen außerdem  Nachbarschaftsabbildungen und Raumkorrespondenzen im
kontinuierlichen Beobachtungsraum   
%
n
∞  vereinbart werden. Anschaulich kann man sich darunter
in einer Neuronenpopulation den  Durchgriff   von Aktionspotentialen  hinsichtlich ihrer
räumlich-zeitlichen Ausdehnung und Intensität vorstellen, z.B. die Übertragung von
Aktionspotentialen zwischen den multipolaren Ganglienzellen des visuellen Systems der Vertebraten.
Gleichermaßen bestehen auch Korrespondenzen zur Theorie der Spingläser. Spingläser sind
Festkörper,  die sowohl nicht-magnetische als auch ferro- und antiferromagnetische Atome enthalten.
nicht-magnetische und magnetische Atome, 
charakterisiert durch ihren Ising-Spin, vorhanden in
ferro-  und antiferromagnetischen Körpern, 
gekennzeichnet durch einen 
gleich-  und entgegengerichteten Spin. 
Die zwischen den magnetischen Atomen ausgeübten Wechselwirkungen äußern sich in erzwungenen
Ausrichtungen  der einzelnen Ising-Spins. Der Einzugsbereich dieser Wechselwirkungen geht über
lediglich lokale Nachbarschaften hinaus, wobei die nicht-magnetischen Atome einen dämpfenden
Einfluß ausüben. Die "innere Physik" der Spingläser war Ausgangspunkt zur Entwicklung des
Hopfield-Modells  mit dem Wertevorrat für die  input- und  output-Signale.  /HOP 79/, /SCÖ 90/.±1
Erweiterungen des Hopfieldmodells bestanden in der Folgezeit vor allen Dingen in der Zulassung
aller reellen Zahlen zwischen -1 und +1 für die input- und output-Signale.
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1.1    Analyse der Kontrastverschärfung des visuellen Systems 
Folgende Vereinbarungen werden getroffen:
1)    Existenz eines 1-dimensionalen Raumkontinuums  
=
1
∞  und eines 
kontinuierlichen Beobachtungsraumes 
%
1
∞ ;
2)  Die t-potentiell gerichtete Raumkorrespondenz  α   der Eingabe zwischen den           
Beobachtungspunkten  im Beobachtungsraum    
%
1
∞  sei  orts- und zeitinvariant.           
Bezogen auf den diskreten zellularen  Raum   
=
1 ⊆
=
1
∞  gelte:
  mit t,t'∈T∞  .Aµ(ri, r j; t) = Aµ(r i, r j; t ) = Aµ(r i, rj) =

Z∞
1 

∫∫ α(ρ − ρ )δ(ri − ρ)δ(r j − ρ )dρdρ
3) Die t-potentiell gerichtete Raumkorrespondenz  β   zwischen den Wirkungen             
im Beobachtungsraum    B1∞  sei orts- und zeitinvariant. Entsprechend 2) gelte:     
 mit t,t'∈T∞ Aλ(r i, r j; t) = Aλ(r i, rj; t ) = Aλ(r i, rj) =

Z∞
1 

∫∫ β(ρ − ρ )δ(r i − ρ)δ(r j − ρ )dρdρ
Die Nervenzellen der Retina, dem biologischen Unterbringungsraum, bilden ein Kontinuum
hinsichtlich ihrer "Packungsdichte"  in Schichten und deren Aufeinanderfolge /MAR 91/. Der
biologische  Unterbringungsraum  wird   in ein 1-dimensionales  Raumkontinuum  Z1∞ projiziert, um
dort in einem durch die kontinuierliche Zeitskala T∞ vorgegebenen  Zeitintervall fortlaufend
beobachtet zu werden. Die Raumpunkte  im 1-dimensionalen Raumkontinuum Z1∞  nehmen die
multipolaren Ganglienzellen auf.
        Die Projektion von Erregungsmustern wird konfiguriert durch die 
•
U
Rezeptorfeldbeleuchtung.
         Die Projektion von Wirkungsmustern  wird konfiguriert durch Folgen von 
•
W
Aktionspotentialen im nervus opticus zum chiasma opticum. 
Der kontinuierliche Beobachtungsraum  
%
1
∞ entsteht durch Projektion der kontinuierlichen Zeitskala
 T∞  in das 1-dimensionale Raumkontinuum   
=
1
∞ ,   d.h.  
%
1
∞ : T∞ →  
=
1
∞ .
(Bild 1/1)  zeigt im kontinuierlichen Beobachtungsraum   
%
1
∞  die
 Raumspur <ρ> 
6
∞(τ) zur Aufnahme der Projektion   von Erregungsmustern u ,
•
U[τ]
zur Aufnahme der Projektion  von Wirkungsmustern w
•
W[τ]
zum Zeitpunkt τ∈T∞ ;
 Raumspur <ρ> 
6
∞(τ') zur Aufnahme der Projektion   von Wirkungsmustern w
•
W[τ ]
zum Zeitpunkt τ'=τ+1∈T∞ .
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                                                                            x(ρ) =
•
u (ρ ) [τ]
                            
                                                                                        Raumspur der
Rezeptoren :
                                                           ρ' <ρ>S(τ)  ;                                                                                                                                   
                                                     
                                                           α(ρ−ρ')                                                  
                                                                                                                                                        
                                                                               •w (ρ ) [τ] = y(ρ )
    
                                                         Raumspur der Multipolaren :
 
                                                                           ρ'' <ρ>S(τ)   und                     
                                                       
                                                  
                                                      
  
                                    β(ρ−ρ'')   
     
                                                                                                      y(ρ) =
•
w (ρ)[τ ]
 
                                                                                                                         <ρ>S(τ') 
                     ρ'          ∆ρ → 0
    Bild 1 /1 Projektion der Erregungsmuster in der Rezeptorschicht auf die 
•
u
Wirkungsmuster  in der Schicht der Multipolaren durch (laterale)
•
w
Raumkorrespondenzen
Nachfolgend gelte  und   für alle  τ∈T∞ , jeweils erstreckt über eine
•
u (ρ)[τ] = x(ρ)
•
w (ρ)[τ] = y(ρ)
unendlich lange Raumspur. Mit  der Grenzwertbildung  ∆ρ → 0  und  ∆τ → 0 folgt aus (Bild 1/1)
unmittelbar die 
Fredholmsche Integralgleichung  2. Art   :
(1/1)y(ρ) = x(ρ) +
+∞
∫
−∞
α(ρ − ρ )x(ρ )dρ +
+∞
∫
−∞
β(ρ − ρ )y(ρ )dρ
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Die Fourier-Transformation 
F(η) = {f(ρ) ; η} = f(ρ) exp(-jηρ)dρ   mit   
+∞
−∞
∫ j = −1
                       {f(ρ); η}
symbolisch       f(ρ) ========  F(η)
der Integralgleichung (1/1) führt im (Orts-)Frequenzbereich auf die algebraische Gleichung
Y(η) = G(η) X(η)  mit  G(η) =  (2a/1)
1−G1(η)
1−G2(η)
unter Berücksichtigung von
{x(ρ) [ α(ρ), β(ρ) ] ; η} = X(η) [ Y(η), G1(η), G2(η) ] .  
Die Übertragungsfunktion G1(η)>0  (<0) charakterisiert die laterale Erregung (Hemmung) vorwärts
innerhalb des Nervengeflechts der Retina, dementsprechend  G2(η)  eine Rückwärtskopplung /WUN
77/. Anhand experimenteller Untersuchungen am limulus polyphemus formulierte v. Seelen  zur
Beschreibung der zeitinvarianten Raumkorrespondenz eine                                                               
Koppelfunktion  α(ρ), β(ρ) = m exp (2b/1)± −
ρ
B


mit  m als  Koppelweite  und B  als Koppelintensität.
Zum Beispiel gilt für eine laterale  Inhibition rückwärts  [ α(ρ)=0  ⇒  G1(η)=0 ]  
{β(ρ); η}
 β(ρ) = -m exp  ===========   G2(η) = . (2c/1)

−
ρ
B




−2mB
1+η2B2


Für eine Sprungerregung  x(ρ)=σ(ρ-s)  lautet die Fouriertransformierte  X(η) :
                         {x(ρ) ; η}
x(ρ) = σ(ρ-s)   ============  X(η) =  . (2d/1)
exp (−jηs)
jη
Gesucht ist das Übertragungsverhalten des neuronalen Netzes der Retina.  
Aufgabe: Berechnung  der Projektion des Wirkungsmusters  (ρ)[τ] =y(ρ) in 
•
w
Abhängigkeit von der Projektion des  Erregungsmusters  (ρ)[τ] =y(ρ)
•
u
Aus (2c/1)  in  (2a/1)  folgt für  Y(η) = G(η) X(η)   
    mit    und   , (2e/1)G(η) = 1
1+ 2mB
1+η2B2
=
1
B2
+η2
1+2mB
B2
+η2
=
1
B2
+η2
(jη+η )(jη−η )
η = 1+2mBB j = −1
  .     (2f/1)Y(η) = − exp (−jηs)


 1jη
1
B2
+η2
(jη+η )(jη−η )


 =
exp (−jηs)
1+2mB


1
jη +
mB
jη+η +
mB
jη−η


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Die Fourier-Rücktransformation  
f(ρ) = {F(η) ; ρ} = F(η) exp(jηρ)dη   mit   
+∞
−∞
∫ j = −1
                 -1f{F(η); ρ}
symbolisch F(η) ==========  f(ρ)
liefert die Projektion des gewünschten Wirkungsmusters :
•
w (ρ)[τ] = y(ρ)
(2g/1)y(ρ) = 11+2mB[y1(ρ) + y2(ρ) + y3(ρ) ]
mit ,     und  .y1(ρ) = x(ρ) y2(ρ) = +mB e−η [ρ−s]σ(ρ − s) y3(ρ) = −mB e+η [ρ−s]σ(s − ρ)
                                   x(ρ)
                                    1
                                                                s                                   −∞ ←
∨
ρ
∧
ρ→ + ∞
     x(ρ):  zeitinvariantes Erregungsmuster
                                   y(ρ) y(ρ):  zeitinvariantes Wirkungsmuster
                                    1   
1+mB
1+2mB
     11+2mB
m:  Koppelweite
B:   Koppelintensität
                    − mB1+2mB
   Bild 2 /1    Prinzip der Kontrastverschärfung innerhalb der Retina
Der Verlauf von y(ρ), dargestellt im (Bild 2/1),  sagt  aus:
Durch eine laterale Inhibition rückwärts erfolgt im Nervengeflecht der Retina
   Hervorhebung der Hell-Dunkel-Grenze entlang der  Rezeptoren und
   Unterdrückung monotoner Reizgebiete.
Damit ist eine ausgewählte  Verarbeitungsleistung des Nervengeflechts der Retina beschrieben: 
Informationsreduktion von der Rezeptorschicht zum  nervus opticus durch laterale 
Inhibition rückwärts  innerhalb des Nervengeflechts der Retina. 
Die Retina ist jedoch nicht nur in der Lage, Musterreduktionen durchzuführen, sondern besitzt auch
Mechanismen zur Nachwirkung für abrupt beendete Musterprojektionen  auf die Retina durch
Erregungsdiffusion im  Nervengeflecht.
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1.2 Globaler Ansatz zur analytischen Beschreibung der Erregungsausbreitung
In einem natürlichen neuronalen System ist die Freisetzung von Transmittermolekülen ein sich selbst
verursachender Prozeß. Jeder Prozeßparameter, zum Beispiel die D polarisationsdichte, ist dabei
Änderungsursache für jeden anderen Parameter, zum Beispiel die synaptische Verbindungsstärke  
zwischen den Neuronen, die ihrerseits  wieder Einfluß nimmt auf die Depolarisationsdichte. Damit
besitzt der Prozeß der Erregungsausbreitung  eine innere Dynamik, aufgrund derer sich zum Beispiel
Fließgleichgewichte im Verlaufe der Erregungsausbreitung herausbilden  /SCH 96b/. Auf der
inneren Dynamik beruht zum Beispiel die Vereinzelung zusammenhängender Gebiete in
Erregungsmustern wie auch die Rekonstruktion gespeicherter Erregungsmuster. Das
Simulationsmodell zur Analyse der Erregungsausbreitung gestattet eine Nachbildung dieser Effekte
im diskreten zellularen Beobachtungsraum 
%
2 .  Im Simulationsmodell werden die präsynaptischen
Emissionen in einem natürlichen neuronalen System  durch die Inkrementierung einer
Ausgabewarteschlange, bezeichnet als virtuelle Emission, nachgebildet.
Hat sich während des Simulationslaufes im Beobachtungsraum 
%
2  ein Fließgewicht eingestellt, dann
fand im Innern des Simulationssystems ein Adaptionsprozeß  statt. Er bestand darin, daß sich die
lokale Leitfähigkeit von einem emittierenden zu einem absorbierenden Raumpunkt genau der
Häufigkeit angepaßt hat, mit der eine virtuelle Emission auf den absorbierenden Raumpunkt
stattfand. 
Adaption:   Die lokale Dichte aller virtuellen Emissionen von jedem Raumpunkt
(x,y)∈
=
2 zu jedem benachbarten Raumpunkt (x',y')∈
=
2 ist im
Beobachtungsraum 
%
2  in jeder Zeitebene τ  proportional der lokalen
Leitfähigkeit vom Raumpunkt (x,y) zum Raumpunkt (x',y').  
Nachfolgend soll ein Gütekriterium für die Anpassung der Leitfähigkeit  an die Flußdichte virtueller
Emission im  kontinuierlichen Beobachtungsraum 
%
2
∞ erörtert werden.  Jeder Punkt P im
Beobachtungsraum 
%
2
∞  ist  in jeder Zeitlage τ∈T∞  durch  ein Tupel (k1,k2) beschrieben und
damit  sein  Ortsvektor durch   
U
(k1,k2) = k1
H
1 + k2
H
2 .
Im 2D-kontinuierlichen  Beobachtungsraum 
%
2
∞ wird jede Zeitlage im Raumpunkt P(
U
)
von einer kontinuierlichen Zeitspur  
6
2(
U
)  durchsetzt und längs dieser Zeitspur eineT∞
Ereignisfolge notiert.  Wie im (Bild 3/1) dargestellt,  nimmt  in der Zeitlage τ+∆τ der
Raumpunkt P(
U
) vom Raumpunkt P(
U
*) unter der Bedingung,  daß P(
U
*) zum Zeitpunkt τ im
Einzugsbereich der Nachbarschaftsabbildung λ liegt, das heißt P(
U
*)∈λ( 
U
,τ+1;τ), eine Erregung
aus dem Raumpunkt  P(
U
*) entgegen.  In einem natürlichen neuronalen System erfolgt die
Erregungsübernahme in Form einer Verschiebung von Transmittermolekülen. 
Transmittermoleküle bewirken etwas,  nämlich bei erreichter Überschwelligkeit das Stattfinden einer
Depolarisation.  Durch Diffusion der Transmittermoleküle im extrazellulären Raum ändert sich
permanent deren Dichte und, bedingt durch diese Dichteunterschiede, findet permanent eine  
Diffusion statt. In Analogie zu elektrischen Feldern findet der Teilchenfluß entlang einer Kraftlinie
statt, deren Richtung und Stärke durch den Gradienten der Dichteverteilung bestimmt ist. 
9
Zeitspur S2(
U
) zur Protokollierung von Transmitterdichten T∞
              
                                                                                                       w(
U
,τ+∆τ) = A(
U
,
U
*;τ)w(
U
*,τ)
r∗∈λ
Σ
Zeitlage :
                                                                      τ + ∆τ
Diffusionsraum
ausgeführt als
2D-kontinuierlicher
Beobachtungsraum
τ
Bild 3/1 Strukturierung des 2D-kontinuierlichen  Beobachtungsraumes 
%
2
∞ (Diffusionsraum) 
zur analytischen Beurteilung der Übereinstimmung zwischen der  Flußdichte 
virtueller Emissionen  und der Leitfähigkeit des Beobachtungsraumes 
Der Teilchenfluß im Diffusionsraum verläuft von Raumpunkten hoher Konzentration zu
Raumpunkten niedriger Konzentration /LUN 78/.
                                                   ∆
U
 grad w(
U
,τ)  ~  (w(
U
+∆
U
,τ) − w(
U
,τ) ) < 0
                                   
                                                                                     Raumpunkte  im
                                                                                                                Diffusionsraum / kont.
  P(
U
)          P(
U
+∆
U
)    Beobachtungsraum      
Bild 4 /1 Verlauf der Teilchendichte w(
U
,τ) über alle P(
U
) im 
Diffusionsraum  bzw. im kontinuierlichen Beobachtungsraum  
z
zw (     ,τ)        P(  )       
P(   )
A( ,   ;   )  *    τ       
(  ,        ;  )   λ         τ+∆τ    τ          
z
     τ
P(  )    
P(  )    
z
z
z
Potential  im  Raumpunkt 
gerichtete Raumkorrespondenz zur Bemessung der
Intensität von Beeinflussungen in
der Zeitlage
des Einzugsgebietes von 
Nachbarschaftsabbildung der Reaktion zur Begrenzung
P(   )      W(  ,        )
U
U
UU
U
U
U
U
UU
τ+∆τ
τ+∆τ
 
w(r,  )τ   
Zunahme der Teilchendichte
Richtung des Teilchenflusses
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Definiert sei  für alle Zeitlagen τ∈T∞  die
biologische Feldstärke  E(r,τ) = - grad  w(
U
,τ)  . (3/1)
Der Teilchenfluß findet in Richtung abnehmender Teilchendichte statt bzw. ist dem Gradienten der
Teilchendichte entgegengerichtet (Bild 4/1).
In der Elektrophysiologie wird die Depolarisation eines Neurons durch das Auftreten von
Aktionspotentialen  längs des Axons festgestellt. Am Ende des Axons bewirken die
Aktionspotentiale eine Ausschüttung von Transmittermolekülen aus den Vesikeln in den
synaptischen Spalt. Die ausgeschütteten Transmittermoleküle lagern sich auf postsynaptischen
Membranen an und bewirken dort etwas, nämlich, sofern die angelagerte Menge überschwellig ist,
eine Depolarisation. In /SCH 96a/ wurde der Begriff Potential als die Fähigkeit zur Verursachung
einer Wirkung bezeichnet. In Richtung des Teilchenflusses (Bild 4/1) fällt die Intensität der
Teilchendichte  bzw. wächst die Intensität der Teilchendichte entgegen der Richtung des
Teilchenflusses. Der Koordinatenpunkt  

P(
U
) = P(
U
0 - ∆
U
)  als Ort der Ursachenlegung besitzt
gegenüber dem Koordinatenpunkt 

P(
U
0) , dem Ort der Wirkungsnahme,  ein bestimmtes Potential.
Es bringt zum Ausdruck, welche potentielle Energie erforderlich wäre, entgegen(!) der Richtung des
Teilchenflusses die Teilchendichte im Koordinatenpunkt  

P(
U
0)  auf das Niveau der Teilchendichte
im Koordinatenpunkt  P(
U
) = P(
U
0 - ∆
U
)  zu heben.  Identifiziert man die Koordinatenpunkte   P(
U
0 -
∆
U
) und P(
U
0)  im Diffusionsraum mit den jeweiligen Raumpunkten  P(
U
) und  P(
U
0)  im
kontinuierlichen n-dimensionalen zellularen Raum 
=
n
∞ , herrscht im Raumpunkt  P(
U
0 )  zum
Zeitpunkt τ  die Teilchendichte  w(
U
,τ),  dann ist w(
U
,τ) das Potential des Raumpunktes P(
U
)  ∈ 
=
n
∞  
  zum Zeitpunkt τ∈T∞   mit n=2  für den vorliegenden Fall.
Der Raumpunkt 

P(
U
) ist zum Zeitpunkt τ  von einem Volumen  V umgeben, von dem angenommen
wird, daß es N Teilchen bzw. Transmittermoleküle einschließt. Beim Zeitfortschritt von τ nach τ+∆τ
 strömen aus dem Volumensegment ∆A .∆l aus V  vollständig ∆N  Teilchen in die Umgebung. Man
bezeichnet als
Teilchenstromstärke  = ∆I    (5a/1)∆N∆τ
die in der Zeiteinheit ∆τ  ausgeströmte Teilchenmenge ∆N      
und als Teilchenstromdichte S =  =  v ∆w   (5b/1)∆I∆A =
V⋅∆w
∆A⋅∆τ
die Anzahl der Stromfäden beim Austritt aus Flächenelement ∆A.
Die Stromdichte S ist beim Zeitfortschritt von τ  nach  τ+∆τ  im Volumen  V  demzufolge sowohl
dem Dichteverlust ∆w als auch der mittleren Molekülgeschwindigkeit v im Volumen V  (Bild 5/1)
proportional.
Die Beschreibung eines Potentials erfolgt in einem Skalarfeld. Die Überführung eines Potentials von
einem Raumpunkt zu einem anderen Raumpunkt in einem Skalarfeld ist ein sowohl
zeitverbrauchender als auch richtungsgebundener Prozeß. Das Potential  w(
U
*,τ) im Raumpunkt  
P(
U
*) zum  Zeitpunkt τ  bewirkt eine Reaktion  im Raumpunkt  P(
U
) zum Zeitpunkt τ+∆τ.   Es
bezeichnet A(
U
,
U
*;τ)⋅w(
U
,τ) den Einfluß des Potentials  w(
U
*,τ) im Raumpunkt   P(
U
,τ) zum  
Zeitpunkt τ  auf  die Herausbildung des Potentials im Raumpunkt P(
U
*) zum Zeitpunkt τ+∆τ.  
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Zeitlage τ+∆τ                                               N-∆N, V, w(N,V)-∆w
                                                                   v 
                                                         N, V, 
w(N,V)=  Teilchendichte im  NV
Volumen V
Zeitlage τ                                                                                       
                                                                                              
                          V.·∆τ = ∆ l
Quantitätsänderung im Volumen
     Stromfäden
                                                                             ∆N = V   .· ∆w
Teilchenstromstärke∆N∆τ = ∆I
Dichteverlust im Volumen V
Teilchenstromdichte beim Zeitfortschritt von τ ∆I∆A = S
nach τ+∆τ
mittlere Molekülgeschwindigkeit im 
Volumen V und bei Ein-/Austritt der  
Moleküle
 
Bild 5 /1  Molekülbewegung im Volumen V
Außerdem sind aber auch die Potentiale anderer Raumpunkte in der Zeitlage τ  Verursacher  einer
Reaktion im Raumpunkt P(
U
)  zum Zeitpunkt τ+∆τ . An der Herausbildung des Potentials im
Raumpunkt P(
U
) zum Zeitpunkt τ+∆τ sind alle innerhalb der Nachbarschaftsreaktion λ(
U
,τ+∆;τ)
gelegenen Raumpunkte beteiligt, und man schreibt
w(
U
,τ+∆τ)=     A(
U
,
U
*;τ)⋅w(
U
*,τ)    mit λ=λ(
U
,τ+∆τ;τ) . (6/1)Σ
P(
U
)∈λ
Sind die formalen Neuronen ohne Eigendynamik, ist dieser Ansatz  zeitinvariant. In diesem Fall wird
nur die Koinzidenz der Ereignisankünfte berücksichtigt. Das entspricht der Berechnung von
Netzwerkaktivitäten in (klassischen) neuronalen Netzen.  Wird der Ansatz hingegen in Raum und
Zeit entwickelt, lassen sich auch Ankunftsabstände berücksichtigen. Das Ergebnis einer solchen
Entwicklung ist eine Diffusionsgleichung zur Beschreibung der Adaption in einem natürlichen
neuronalen System. 
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1.3 Analytische Beschreibung der Erregungsausbreitung als Diffusionsprozeß
Zum Zeitpunkt τ  findet eine  mit der gerichteten  Raumkorrespondenz  A(
U
,
U
*;τ)  bemessene 
Potentialübertragung vom Raumpunkt P(
U
*) auf den Raumpunkt P(
U
)  statt. Als Potential des
Raumpunktes P(
U
) zum Zeitpunkt τ wurde die Dichte  w(
U
,τ) der auf ihm angelagerten
Transmittermoleküle definiert. Träger des Potentials sind also Transmittermoleküle, demzufolge: 
Potentialübertragung entspricht dem  Transport von Transmittermolekülen. 
Zum Zeitpunkt τ+∆τ stellt die Maßzahl A(
U
,
U
*;τ) für den Raumpunkt P(
U
*)  die
Ankunftsrate genau jener Transmittermoleküle dar, die zum Zeitpunkt τ vom
Raumpunkt P(
U
*) emittiert worden sind. Summiert über alle Ankunftsraten im
Raumpunkt P(
U
)  zum Zeitpunkt τ+∆τ  gilt definitiv
A(
U
,
U
*;τ)=1    mit  P(
U
*)∈λ(
U
,τ+∆τ;τ) , (6a/1)Σ
(
U
)
was den gegebenen Ansatz (6/1) formal erweitert zu  
w(
U
,τ+∆τ)-w(
U
;τ)= A(
U
,
U
*;τ)[w(
U
*,τ)-w(
U
,τ)] . (6b/1)Σ
(
U
)
Gemäß (Bild 3/1) gelten für 
U
*=
U
-∆
U
* und damit für (6b/1) die Taylorentwicklungen:
 w(
U
,τ+∆τ) = w(
U
,τ) + ∆τ δτw(
U
,τ) + o(∆τ)  , (6c/1)
w(
U
*,τ) = w(
U
,τ) -∆
U
* grad  w(
U
,τ) + ∆
U
* grad  (∆
U
* grad  w(
U
,τ)) + o(∆2
U
*)  . (6d/1)
1
2
Für  0<∆τ folgt mit div (ua) = a grad u + u div a   aus der Einsetzung von ( 6c,d/1) in (6b/1):
δτw(
U
,τ) +  = -  A(
U
,
U
*;τ) grad  w(
U
,τ) +  
o(∆τ)
∆τ
1
∆τ Σ
(
U
)    
 +   A(
U
,
U
*;τ) ∆
U
* grad ( ∆
U
* grad w(
U
,τ)) + o(∆2
U
*) . (6e/1)12∆τ Σ 1∆τ
(
U
)
Aus   ∆
U
*  grad (∆
U
* grad w(
U
,τ)) = div (  ∆2
U
* grad  w(
U
,τ)) - ∆
U
* grad w(
U
,τ) div (∆
U
*)   folgt 1∆τ
1
∆τ
δτw(
U
,τ) = - grad  w(
U
,τ) A(
U
,
U
*;τ) ∆
U
*+ div (grad w(
U
,τ)  A(
U
,
U
*;τ)∆2
U
*) +1∆τ Σ 12∆τ Σ
(
U
) (
U
)
                                                              + R(∆
U
* P(
U
*)∈λ(
U
,τ+∆τ;τ) , ∆τ)    
(6f/1)
mit R als Restwert, für den gilt  lim    R(∆
U
*,∆τ)=0    ∀ ∆
U
*=
U
-
U
*   P(
U
*)∈λ(
U
,τ+∆τ;τ) .
 |∆
U
*| → 0 
 ∆τ → 0
Diese in 
U
 und τ partielle Differentialgleichung ist parametrisiert durch 
zwei Charakteristiken im Verlaufe der Erregungsübertragung:  
Richtung der Übertragung im Raum (Beweglichkeitsvektor),
Durchlässigkeit des Raumes  (Diffusionskonstante).
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Richtung der Erregungsübertragung im Raum (Beweglichkeitsvektor)
In (7) summiert der erste Term die mit der Raumkorrespondenz  A(
U
,
U
*;τ) gewichteten
Geschwindigkeitsvektoren ∆
U
*. Es ist ∆
U
*  ein Feldvektor, 
1
∆τ
der im Punkt  P(
U
*) beginnt, 
dessen Spitze auf die Spitze des Ortsvektors 
U
 
gerichtet und 
dessen Betrag mit  A(
U
,
U
*;τ) gewichtet ist. 
Während des  Zeitfortschritts von τ nach τ+∆τ erfolgt längs des Feldvektors ∆
U
* eine
Potentialübertragung. Jedoch wird nicht das gesamte Potential w(
U
*,τ)  des Raumpunktes  
P(
U
*)  zum Raumpunkt  P(
U
) übertragen, sondern nur das mit  A(
U
,
U
*;τ)  gewichtete Potential
von w(
U
*,τ) . 
Die Wichtung des Feldvektors   ∆
U
* repräsentiert die Intensität einer 
Einflußnahme des Raumpunktes  P(
U
*) auf den Raumpunkt  P(
U
).
Die Richtung des Feldvektors   ∆
U
*  repräsentiert die Herkunft der  Einflußnahme
während eines Zeitfortschritts von τ nach τ+∆τ.
In der Diffusionstheorie werden Intensität und Herkunft  zum Begriff Beweglichkeit
zusammengefaßt. Die Beweglichkeit ist ein resultierender Feldvektor, bezeichnet als 
 
Beweglichkeitsvektor E(U,τ) = A(U,U*;τ) ∆U*   mit  U* =U- ∆U* , (7/1)1∆τΣ
  (
U
)
-------------------------------------------------------------------------------------------------------------------------------------------------------
der zum Zeitpunkt τ existiert,
dessen Spitze auf einen Wirkungsort  P(
U
) zeigt, 
dessen Ursprung in jener Umgebung von P(
U
) liegt, von der die größte 
Einflußnahme auf den Wirkungsort  P(
U
) ausgeht und 
dessen Betrag den Abstand dieser Umgebung zum Wirkungsort P(
U
) 
charakterisiert.
Durchlässigkeit des Raumes für eine Erregungsübertragung (Diffusionskoeffizient)
Die Freisetzung von Transmittermolekülen wurde als ein sich selbst verursachender Prozeß
deklariert. Damit werden Erregung und Reaktion miteinander identifiziert, demzufolge auch
der Kegel der Erregung mit dem Kegel der Reaktion, d.h. λ(g,t;t*)=µ(g,t;t*) im
Unterbringungsgebiet G   /SCH 96a/.
Der Gebietspunkt g* ist zum Zeitpunkt t* mit einer Dichte w=w(g*,t*) von
Transmittermolekülen belegt. Während der nachfolgenden Zeitpunkte nimmt diese Dichte
durch Drift ständig ab. Die Abnahme der Konzentration im Gebietspunkt g* ab dem Zeitpunkt
t* führt zu einer Zunahme der Konzentration von Transmittermolekülen auf den von g*
benachbarten Gebietspunkten, so auch zu einer Zunahme der Konzentration im Gebietspunkt
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g. Voraussetzung dafür ist, daß g* im Einzugsbereich einer Nachbarschaftsabbildung λ(g,t;t*)
der Reaktion auf g liegt. Darin ist g  jener Zeitpunkt, an dem der Gebietspunkt g* alle jene 
Transmittermoleküle an den Gebietspunkt g abgegeben hat, die zum Zeitpunkt t* für den
Gebietspunkt g bestimmt waren.  
w(g*,t*)     
        w(g*,t)=(1-A(g,g*;t*)w(g*,t*)
                                         (g*,t*=φ(g,t;t*))
        λ(g,t;t*)       A(g,g*;t*)w(g*,t*)
                           
     (g,t*)                           (g,t=t*+∆t*)
Bild 6 /1 Verlauf der Dichtereduktion im Gebietspunkt g* ab dem Zeitpunkt t* 
und dem Dichtezuwachs im Gebietspunkt g zum Zeitpunkt t=t*+∆t*   
(Die gestrichelten  Linien markieren gedachte Zeitlagen zwischen t* und t*+∆t* )
Ist w(g*,t*) die zum Zeitpunkt * im Gebietspunkt g* vorhandene Dichte bzw. Konzentration
von Transmittermolekülen, dann ist A(g,g*;t*)w(g*,t*) das zum Zeitpunkt t=t*+∆t*  im
Gebietspunkt g vom Gebietspunkt g* empfangene Quantum von Transmittermolekülen. Um
dieses Quantum hat der Gebietspunkt g* während des Zeitfortschritts von t* nach t*+∆t*  einen
zugunsten des Gebietspunktes g bezogenen Konzentrationsverlust erfahren. Aufgabe ist es,
diese Konzentrationsänderung in ihrem örtlichen und zeitlichen Verlauf zu beschreiben. Das
erfolgt im kontinuierlichen Beobachtungsraum 
%
n
∞, entstanden durch die Anwendung der
Raumordnungsvorschrift n auf das Unterbringungsgebiet G, speziell für 
n=2: 2 : g*  →  P(
U
) ∈ 
=
2
∞
    mit   
U
 = k1
H
1 + k2
H
2  und 
2 : g*  →  P(
U
*)    dto. 
%
2
∞
  = { ..., ( P(
U
*),τ*), ...,  ( P(
U
) ,τ), ... } mit τ*, τ=τ*+∆τ* ∈ T∞  ,
2  : w(g,t) →   w(
U
,τ)    und    2  : w(g*,t*) →   w(
U
*,τ*) .
Während des Zeitfortschritts von  τ*  nach τ*+∆τ*  befindet sich der Raumpunkt P(
U
*) im
Einzugsbereich der Nachbarschaftsabbildung λ(
U
,τ;τ*) der Reaktion auf den Raumpunkt P(
U
).
Es ist  ∆
U
*=
U
-
U
* ein Feldvektor, gerichtet vom Raumpunkt P(
U
*) auf den Raumpunkt P(
U
) und
eingebettet in die Raumspur  [P(
U
*),P(
U
)]
6
2
∞(τ). Längs der Raumspur ist    mit 
→
ξ∗
|∆
U
*| =ξ*∆
U
*  ein zum Feldvektor ∆
U
* parallel gerichteter Vektor (Parallelenvektor)  mit  
→
ξ∗
0 ξ* |∆
U
*|.    ≤ ≤
Dichtereduktion in g*
Dichtezuwachs in g
15
Konzentration w
w(ξ*=0,τ*)          [ =A(
U
,
U
*;τ*). w(
U
*,τ*) ]
                                       Konzentrationsverlust
                                    (ξ*,τ*)                                    
Konzentrationsverlust dw(
U
*,τ*) 
                                Wegefortschritt dξ*       längs des Weges   
                                                                                von ξ*=0   nach  ξ*=∆
U
*
im Zeitintervall dτ*                                                    
                       ξ*(τ=τ*)=0 ξ*(τ)                                                          ξ*(τ=τ*+∆τ*)=∆
U
*          
τ*                 
τ    
Zeitbedarf  dτ  für den
Wegefortschritt  dξ*
 
       τ*+∆τ*                                                                                                                                         
                          
                                      Zeitfortschritt
Bild 7 /1 Entwicklung des Zeitbedarfs  während der Teilchendiffusion vom Raumpunkt 
P(
U
*) zum Raumpunkt P(
U
) 
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Zum Zeitpunkt τ=τ* beginnt im Raumpunkt  P(
U
*) die Emission auf den Raumpunkt  P(
U
) und
endet zum Zeitpunkt τ=τ*+∆τ*. Der Betrag  sei hinreichend klein zur Annahme eines linearen
Konzentrationsgefälles von  P(
U
*) nach P(
U
). Längs des Feldvektors ∆
U
* gilt mit ξ*=ξ*(τ) die 
skalare Beschreibungsfunktion für den örtlichen Konzentrationsverlauf /LUN 78/
w(ξ∗(τ)) = A(
U
,
U
*;τ)w(
U
*,τ∗)[ 1-ξ*(τ)|∆
U
*|-1] (8a/1)
mit A(
U
,
U
*;τ)w(
U
*,τ∗) als Konstante.
Mit wachsender Konzentration diffundierender Transmittermoleküle verringert sich bei
konstant gehaltenem Zeitintervall die freie Weglänge eines einzelnen Transmittermoleküls
bzw. vergrößert sich bei konstant gehaltener Weglänge die Transportzeit längs des Weges.
Demgemäß erfolgt über die Weglänge dξ* hinweg eine umso größere Änderung dw der
Konzentration, je niedriger die Konzentrationsdichte am Änderungsort ist und je mehr Zeit dτ
für die Überwindung der Weglänge dξ* zur Verfügung steht, d.h. 
  
A(
U
,
U
*;τ)w(ξ∗(τ)) ξ∗(τ) + D(
U
,τ) w(ξ∗(τ)) = 0 (8b/1)ddτ
d
dξ∗(τ)
mit D(
U
,τ) als Proportionalitätsfaktor (Diffusionskoeffizient).
Die wegbezogene Änderung der Konzentration ergibt sich aus (8a/1) zu
w(ξ∗(τ)) = -A(
U
,
U
*;τ)w(
U
*,τ∗)|∆
U
*|-1 (8c/1)d
dξ∗(τ)
und damit für (8b/1)
ξ∗(τ) = D(
U
,τ) {A(
U
,
U
*;τ)[|∆
U
*| - ξ*(τ)]}−1 = v(ξ*(τ)) . (8d/1)ddτ
Ziel ist die Berechnung des Zeitbedarfs ∆τ* für die Übertragung von A(
U
,
U
*;τ)w(
U
*,τ*)
Transmittermolekülen aus dem Raumpunkt P(
U
*) zum Raumpunkt P(
U
) längs des Feldvektors
∆
U
*.  Aus (8d/1) ergibt sich
|∆
U
* |
∆(τ*) = D−1(
U
,τ)  A(
U
,
U
*;τ)[|∆
U
*| - ξ*(τ)]dξ*(τ) = D−1(
U
,τ) A(
U
,
U
*;τ*) ∆2
U
* . (8e/1)∫ 12
ξ∗=0
Neben dem Raumpunkt P(
U
*) müssen aber auch alle anderen Raumpunkte innerhalb des
Einzugsbereiches der Nachbarschaftsreaktion λ auf P(
U
) berücksichtigt werden. Dies geschieht
summarisch.  Es ist ∆τ die Laufzeit aller Molekülverschiebungen innerhalb des
Einzugsbereiches der Nachbarschaftsreaktion λ hin zum Raumpunkt P(
U
). Für diesen Fall  
konvergiert die Nachbarschaftsabbildung λ  der Reaktion gegen P(
U
) und damit auch 
∆τ*→0 . Aus dem Grenzwert ergibt sich schließlich der 
Diffusionskoeffizient  D(
U
,τ) = lim     A(
U
,
U
*;τ*) ∆2
U
* . (9/1) 
1
2∆τ Σ
 |∆
U
*| → 0   (
U
)
 ∆τ → 0
------------------------------------------------------------------------------------------------------------------------------------
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Mit den phänomenologischen Größen Beweglichkeitsvektor  E(U,τ)  und Diffusionskoeffizient   D(U,τ)
 folgt aus (6f/1) unter Berücksichtigung von  |∆
U
*| → 0 und ∆τ → 0  unmittelbar die
Diffusionsgleichung zur Beschreibung der Erregungsausbreitung
δτw(
U
,τ) = -  E(U,τ) grad  w(U,τ) + div (D(U,τ) grad w(U,τ)) . (10/1) 
Darin charakterisiert  D(
U
,τ) grad w(
U
,τ)  die Durchlässigkeit des Diffusionsraumes. Sie ist
proportional der mittleren quadratischen Weglänge aller auf einen Absorptionspunkt gerichteten
Teilchenverschiebungen im Diffusionsraum pro Zeiteinheit (Bild 7/1) und proportional der lokalen
Dichteänderung  bei Ortsverschiebung von  P(
U
) nach P(
U
+∆
U
)   (Bild 8/1).
                   
         w(
U
+∆
U
,τ+∆τ)
Zeitspur   <τ>
6
n
∞(
U
+∆
U
) 
                                |∆
U
| 2    
Zeitspur   <τ>
6
n
∞(
U
) 
        w(
U
,τ)
                  ∆τ
   Raumspuren <
U
>
6
n
∞(τ) <
U
>
6
n
∞(τ+∆τ)  
        Bild 8 /1 Verhältnis der mittleren quadratischen Weglänge  |∆
U
|2  längs der Raumspur
zur mittleren Laufzeit  ∆τ  längs der Zeitspur bei einer Dichteänderung von
w(
U
,τ)  auf  w(
U
+∆
U
,τ+∆τ)
Die Feldoperatoren  grad   und div  sind anschaulich wie folgt definiert /WUN 73/:
grad  φ   ist die einem Skalarfeld φ(
U
) zugeordnete vektorielle Feldgröße und bezeichnet den Anstieg
des Skalarfeldes im Ortspunkt  P(
U
). Für stetiges φ(
U
) gilt  Grenzwert: grad φ  =  φ d$.
V→0
lim 1V ∫
Dabei ist V ein auf den Punkt P zusammenschrumpfendes Volumen, das von der geschlossenen
Hüllfläche  A  begrenzt ist und $ ein mit dem Skalarwert φ in P gewichteter, in den Außenraum
weisender Normalenvektor  d$ des Flächenelementes dA aus A.    
div E  ist die einem Vektorfeld   E(U)  zugeordnete skalare Feldgröße und bezeichnet die
Ergiebigkeit des Vektorfeldes im Ortspunkt   P(
U
).  Für integrierbares  E(U) gilt Grenzwert: div E =
Ed$. Dabei ist V ein auf den Punkt P zusammenschrumpfendes Volumen, das von der
V→0
lim 1V ∫
geschlossenen Hüllfläche  A  begrenzt ist. Das Skalarprodukt des Vektorflusses E durch das
Flächenelement dA, beschrieben durch den in den  Außenraum weisenden Normalenvektor d$, ist
proportional dem Energieverzehr beim Vektorfluß durch dA.
      
18
Mit den vorangestellten Definitionen für die Feldoperatoren grad und div  erhält man für (10/1)
  δτ w(
U
,τ) =  [D(
U
,τ) grad w(
U
,τ) - E(U,τ) w(U,τ)]d$ . (11/1) 
∆V→0
lim 1∆V ∫
Die Winkellage der  Vektorflüsse  D(
U
,τ) grad w(
U
,τ)  und  E(U,τ) w(U,τ)  bestimmt die Anzahl der
pro Zeiteinheit verschobenen Transmittermoleküle (V rschiebestrom).  Beide Vektorflüsse existieren
nicht unabhängig voneinander.  Abnehmende Beweglichkeit der Transmittermoleküle bewirkt auch
abnehmende Unterschiede in den räumlich verteilten Belegungsdichten der Tansmittermoleküle.
Gemäß (10/1) sinkt damit auch die Stärke des Verschiebestromes.  
In /SCH 96b/  wurde dieser Sachverhalt verbal erläutert. Von den Raumpunkten des
zellularen Raumes gehen (virtuelle) Emissionen aus, die von benachbarten Raumpunkten
absorbiert werden, bezeichnet als Subventionierung, unterschieden in eine lokale
Subventionierung jener Raumpunkte, die im Nahbereich des Emittenten liegen, und in eine
globale Subventionierung aller Raumpunkte des zellularen Raumes. Die Richtung, in der eine
lokale Subventionierung erfolgt, ist umso durchlässiger, bzw. die lokale Subventionierung  in
dieser Richtung ist umso intensiver, je häufiger sie eingenommen wird - und umgekehrt. Im
umgekehrten Fall erfolgt die globale Subventionierung dementsprechend intensiver. Lokale
und globale Subventionierung  entwickeln sich umgekehrt proportional zueinander (Bild 1/2
in /SCH 96b/).  Das Ergebnis einer solchen Entwicklung ist die Herausbildung von
Vorzugsrichtungen für die lokale Subventionierung. Die Gesamtheit aller Vorzugsrichtungen
repräsentiert die Beweglichkeit  des zellularen Raumes, gleichbedeutend mit der räumlichen
Erreichbarkeit der Emissionsströme im zellularen Raum. Die Verteilung der
Vorzugsrichtungen gilt als ausgeprägt, wenn sich zwischen globaler und lokaler
Subventionierung ein Fließgleichgewicht eingestellt hat.
Die Lebendigkeit des neuronalen Systems :  
 /(U,τ) =  D(U,τ) grad w(U,τ) - E(U,τ) w(U,τ) (12/1)
ist eine vektorielle Größe, die zum Ausdruck bringt, daß durch eine verbesserte Leitfähigkeit für
Transmittermoleküle im Diffusionsraum die Intensität des Verschiebestromes wieder angehoben
werden kann. Dieser Sachverhalt ist biologisch relevant, zum Beispiel bei
Kompensationsmechanismen zur Überwindung von Blockaden im synaptischen Spalt.
Kompensationsmechanismen zur Aufrechterhaltung synaptischer Verbindungen                    
                                                            
Die Erlangung und Aufrechterhaltung der Stabilität synaptischer Verbindungen beruht sehr
wesentlich auf zwei Eigenschaften von Neuronen:           
zeitinvariante und ereignisabhängige Sensibilität  für Transmittermoleküle zur 
Depolarisation der Zellmembran;       
    
innere und wechselseitige Kompensationsmechanismen zur  Überwindung von 
Blockaden des synaptischen Spalts. 
      
Dies verdeutlicht, daß Neuronen nicht isoliert, sondern nur aus ihrer Umgebung heraus erklärt
werden können. Zur Überwindung chemischer Blockaden des synaptischen  Spalts, z.B.
infolge einer Einbringung von Reserpin in die Flüssigkeitsumgebung der Synapse, gibt es nach
einer Darlegung von Matthies   /MAT 88/  folgende Kompensationsmechanismen :
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Erhöhung der Anzahl von Rezeptorproteinen  im  postsynaptischen Neuron (Bild 10a/1)
Reserpinblockade
Kompensation durch erhöhte 
Rezeptorproteinsynthese
(n. Matthies)
  Bild 10a /1   Erhöhte Rezeptorproteinsynthese
Chemische Blockaden werden kompensiert, indem postsynaptische Neuronen die
Synthesegeschwindigkeit von Rezeptorproteinen erhöhen.      
Erhöhung der Synthesegeschwindigkeit von  Transmittermolekülen  (Bild 10b/1)        
Bild  10b /1     Erhöhte Transmittermolekülsynthese
Wie (Bild 10b/1) zeigt,  gibt es Neuronen, die nicht unmittelbar in eine Nervenbahn zur
Erregungsfortleitung eingebunden sind. Vielmehr besteht deren Aufgabe darin,  die
Erregungsfortleitung entlang einer Nervenbahn durch Freisetzung zusätzlicher
Transmittersubstanzen lateral zu unterstützen, gleichbedeutend mit einer Verbesserung der
Leitfähigkeit für Transmittermoleküle. Dadurch bleibt dem neuronalen System die ursprüngliche
Lebendigkeit  (12/1) erhalten. Unter Berücksichtigung von (11/1) läßt sich dieser Sachverhalt auch
wie folgt interpretieren (Bild 9/1):
cholinerges  Neuron zur
vermehrten Synthese von 
vermehrten Synthese von
Acetylcholin
adrenerges Neuron zur
Noradrenalin
(Tyrosinhydroxylase)
A
ce
ty
lc
ho
lin
N
or
ad
re
na
lin
Reserpinblockade
(n. Matthies)
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Die zeitbezogene Änderung δτ w(
U
,τ) der Dichte des Transmitterstromes  
δτ w(
U
,τ) =  /(U,τ)d$ entspricht dem Vektorfluß /(U,τ)  aus dem  Volumen ∆V 
∆V→0
lim 1∆V ∫
über die Hüllfläche  A  unter der Bedingung  ∆V → 0.
                              
         
                                        
               Normalenvektor von dAi: d$i       Vektorfluß  /(
U
,τ)  über die 
                  Hüllfläche A
im Raumpunkt P(
U
)
zum Zeitpunkt τ     
                                                                   
       
                                  
                                                                           
         
Bezugspunkt                   umgebende Hüllfläche A
  
 
Bild 9 /1 Vektorflüsse über die den Raumpunkt  P(
U
) mit dem Volumen  ∆V  
einschließende Hüllfläche  A . 
2. Erregungsausbreitung im Beobachtungsraum und 
Netzwerkaktivitäten in neuronalen Netzen 
Die Dichteänderung  ∆w  der Transmittermoleküle im Raumpunkt P(
U
) beim Zeitfortschritt von τ  
nach ∆τ  wurde mittels  Taylorreihe w(
U
,τ+∆τ) - w(
U
,τ) = ∆τ δτw(
U
,τ) + o(∆τ) entwickelt.  Auch gilt 
w(
U
,τ)  =    A(
U
,
U
*;τ−∆τ)⋅w(
U
*,τ−∆τ)    mit λ=λ(
U
,τ;τ−∆τ)   und damit Σ
P(
U
)∈λ
Absorption  
in P(
U
) zum Zeitpunkt (τ−∆τ)              
   A(
U
,
U
*;τ−∆τ)⋅w(
U
*,τ−∆τ) + ∆τ δτw(
U
,τ) + o(∆τ) = w(
U
,τ+∆τ)  .  (0a/2)Σ
P(
U
)∈λ
Zustands- Emission  
überführung         aus P(
U
)  zum Zeitpunkt (τ+∆τ)          
in P(
U
) zum Zeitpunkt (τ−∆τ)                                 
    
.      .      
 P(  )
UTeilstück der Hüllfläche A: dA i   
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Zwischen dem Ansatz (6/1) zur Berechnung der Erregungsausbreitung und der
Ereignisfortschreibung in künstlichen neuronalen Netzen besteht ein formaler Zusammmenhang wie
dargestellt mit Hilfe  (0d/2). 
w(
U
,τ+∆τ)  =     A(
U
,
U
*;τ−∆τ)⋅w(
U
*,τ−∆τ) + ∆τ δτw(
U
,τ) + o(∆τ) (0b/2) Σ
P(
U
)∈λ
  kneti : Netzwerkaktivität am Formalen Neuron (i) in der Ereignislage (k),
∧
=
resultierend aus der Signalverteilung in der Ereignislage (k-1)
  k+1ai  = F( 
kneti  
kai )  Folgezustand des Formalen Neurons (i) in der
∧
=
Ereignislage (k+1) mit F als Transferfunktion
  k+1oi = 
k+1ai  Identifizierung des Ausgangssignals mit dem Zustand des Formalen 
∧
=
Neurons (i) in der Ereignislage (k+1)  1
wi,1                               Schnittufer (k)   &    (k+1)
  k-1o1 
wi,j                                  
kneti                
k+1ai            
  k-1oj                      
                                                                                           k+1oi    
wi,N     
  k-1oN 
(in der Regel) zum Beispiel
gewichtete Summierung Sigmoidfunktion F(net) = 11+exp (−g∗net)
  ) mit g*  als Dämpfungsparameterknet i =
N
j=
Σ w i,j k−1oj
für das Back-Propagation-Netz
Ereigniswahrscheinlichkeit 
P(k+1oi = 1) =
1
1+exp


−k neti+Θi
ϑ


für die Boltzmann-Maschine
1
Es bedeutet in der Variablennotation  ksoi : Ausgangssignal des Formalen Neurons (i) der Schicht s in  der Ereignislage k.
~
    
~
    
Transferfunktion
input-Funktion zur
Berechnung der 
Netzwerkaktivität
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2.1    Error-Back-Propagation
Der Error-Back-Propagation-Algorithmus stellt einen Adaptions-Algorithmus für eine
vorwärtsgekoppelte Netzwerkstruktur dar  /GRA 92, KOS 92/.  Das Netzwerk besteht aus mehreren
Schichten (Bild 1/2).
         
Stimulus-Schicht  zur Erregungsaufnahme     
Die Zellen der Stimulus-Schicht sind wahlfrei mit den Zellen der nachfolgenden 
hidden-Schicht(en) verbunden. Die Anzahl nachfolgender hidden-Schichten ist 
beliebig.
            hidden-Schicht(en) zur Erregungstransformation 
Die Zellen der hidden-Schicht(en) sind wahlfrei mit den Zellen der nachfolgenden 
Ausgabe- Schicht  verbunden.
            
output-Schicht zur Ausgabe der an die Stimulus-Schicht angelegten und durch 
die hidden-Schicht(en) transformierten Erregung.
Die Wahl der Transferfunktion  in der jeweiligen Schicht  ist beliebig. Zu beachten ist, daß
aufeinanderfolgende Schichten mit linearer Transferfunktion zu einer einzigen Schicht
zusammengefaßt werden können. Die einzelnen Schichten sollten eine nichtlineare Transferfunktion
besitzen. Die am wohl häufigsten verwendete Transferfunktion ist die 
Sigmoid-Funktion:  . (1a/2)F(net) = 11+exp (−g∗net)
Die Sigmoidfunktion steigert die Schicht-Empfindlichkeit umgekehrt proportional zur Netzaktivität,
sie dämpft die Empfindlichkeit der Schicht für große Netzaktivitäten und ist urch  g*  für die
Steilheit des Kurvenverlaufes parametrisiert /KOZ 96/.
Der Lernvorgang bei Backpropagation-Verfahren erfolgt durch Unterweisung. Der Vektor der
output-Schicht wird mit einem Zielvektor verglichen. Die dabei festgestellte Abweichung dient zur
Korrektur der Gewichte der vorangegangenen hidden-Schicht(en), realisiert als  
Gradienten-Abstiegsverfahren.
Gradientenabstiegsverfahren
Methode zur Ermittlung des Minimums Fmin  einer Funktion F(x) mit x als
Variablenvektor. An einen Punkt x(1) mit  F(x(1)) wird ein Richtungsvektor s(1) geheftet,
brauchbar für F(x(1) +s(1) ) <F(x(1)) . Die Brauchbarkeit von s(1)  ist für   grad  F(x(1)) in
Abwärtsrichtung  erfüllt (Gradientenabstiegsverfahren). Durch Fortschreiten in
Richtung   s(1) wird  ein neuer Punkt   x(2) = x(1) +µs(1) erreicht mit µ>0. Der Punkt  x(2)  ist
der neue Ausgangspunkt, an den ein Richtungsvektor geheftet wird. Gilt   ,
i→∞
lim x(i) → x∗
dann fixiert x* den Minimalpunkt von F(x).
(Bild 1a/2) veranschaulicht den Error-Back-Propagation-Algorithmus. Eine input-Schicht nimmt
den input-Vektor entgegen (Erregungsaufnahme), die darauffolgende(n) hidden-Schicht(en)
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verarbeitet(en in aufsteigender Reihenfolge) den output-Vektor der jeweils vorangehenden
Schicht(en), bis schließlich eine output-Schicht als letzte Schicht den output-Vektor der  
                                                           
→
O
→
Z
Σ
output-Schicht Differenz-Vektor
Π
Anpassung       Fehlervektor der∗
der Gewichte  output-Schicht
∗
                  hidden-Schicht(en) Differenz-Vektor
  Π
Anpassung Fehlervektor    der∗
der Gewichte hidden-Schicht
input-Schicht
Bild 1 a/2 Schichtenstruktur des  Error-Back-Propagation -Algorithmus'
(s. Text)
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     Transferfunktion  :    F(net) =     
1
1+exp (−g∗net)
                   Schicht  (s+1)                                                  (output-)Schicht (s+2)
s+1o1 s+2o1
s+1PE1 s+2PE1
                  |        s+1
k+1oi
s+1PEi        
                             [          ]•
N(s+2)
h=1
Σ s+2k δh s+2k wh,j
        s+2
k oh
 s+2PEi
  |  = s+2
k δ i dd netF s+2
k−1net i • zh−s+2
k oh 
              
   =   
s+2
k+1wh,i s+2
k δh • s+2
k oh • sigma + s+2
k wh,i
(Anpassung der
 Gewichte)
             s+1o1
             
s+1o1
s+1PEN(s+1) s+1PEN(s+2)
       
Bild 1b /2 Algorithmus zur Anpassung der Gewichte für das gewählte (s. Text) 
Error-Back-Propagation-Verfahren
ERROR BACK PROPAGATION
~~~~~~
~~~~~~
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vorangegegangenen Schicht(en) entgegennimmt und ihrerseits einen Ausgabevektor  rzeugt, den
→
O
Ausgabevektor des Systems. Dieser Ausgabevektor wird als aktueller Vektor (Ist-Vektor) mit einem
Zielvektor (Soll-Vektor) verglichen. Aus der dabei festgestellten Abweichung wird ein
Differenzvektor  gebildet. Die Existenz eines solchen Differenz-Vektors resultiert aus einer
→
Z
fehlerhaften Gewichtseinstellung der vorangegangenen hidden-Schicht(en), d.h., jede hidden-Schicht
ist beteiligt an der Existenz des Differenzvektors. Jede hidden-Schicht (s) zeichnet sich durch einen
bestimmten Fehlervektor  aus. Durch Rückführung des Fehlervektors (Error Back Propagation)
→
sδ
von der output-Schicht in Richtung  input-Schicht wird von Schicht zu Schicht der Fehlervektor
aktualisiert und eine Anpassung (Korrektur) der Gewichte vorgenommen. Den Algorithmus zur
Anpassung  der Gewichte zeigt (Bild 1b/2). Die Schicht (s+2) sei output-Schicht, der eine
hidden-Schicht, parametrisiert durch (s+1), vorangestellt ist  /GRA 92/. 
Die Existenz eines Differenz-Vektors  kann interpretiert werden als das Vorhandensein einer inneren
Energie s+2E , die das System  bei erreichtem output-Vektor    der Einnahme eines Soll-Vektors
→
s+2O
 entgegensetzt. Diese Energie entspreche der quadratischen Fehlersumme über alle Elemente von
→
Z
und  .
→
s+2O
→
Z
 
  (1b/2)s+2E = 12
(h)
Σ [zh−s+2 oh]2 mit s+2oh ∈
→
s+2O und zh ∈
→
Z
Der Zustand einer jeden Schicht resultiert aus einer Transformation der Netzwerkaktivität
vorgelagerter Schichten; der output einer jeden Schicht resultiert aus der Transformation des
Zustandes.  
Nachfolgend dient als Transferfunktion die Sigmoid-Funktion  bei linearer Zustandstransformation 
  . (1c/2)s+2oh = F(s+2neth) mit s+2neth =
(i)
Σ s+1wh,i s+1oi
(1c/2) in (1b/2) unter Berücksichtigung von (1a/2) ergibt (1d/2). 
    s+2E = 12
(h)
Σ [zh − F(s+2neth)]2
          (1d/2)= 12
(h)
Σ [zh]2; −
(h)
Σ zhF(s+2neth); +12
(h)
Σ [F(s+2neth)]2
Die Differenz der Elemente von  und   resultiert aus einer Fehleinstellung der Gewichte, sie
→
s+2O
→
Z
ist mithin eine Funktion dieser Gewichte, und man kann schreiben   
 .   (1e/2)s+2E =s+2 E(s+2wh,i ; h = 1, ..., N(s + 2) ; ; i ∈ {1, ..., N(s + 1) ; 1, ..., N(s) ; ... ; 1, ..., N(s)}
(1e/2) berücksichtigt, daß die Netzwerkaktivität einer jeden Schicht, im vorliegenden Fall der
output-Schicht, von den outputs aller vorangegangenen Schichten, einschließlich der  
Stimulus-Schicht mit den Elementen   PE1, ...,PENN(0)  , abhängt. 
Die Lernregel des Error-Back-Propagation-Algorithmus' ist auf der Empfindlichkeit begründet, mit
der eine Gewichtsänderung Einfluß auf die innere Energie des Systems nimmt. Das Ziel besteht
darin, den Fehler der quadratischen Abweichung durch die zielgerichtete Einstellung der Gewichte zu
minimieren. Bezeichnet man mits+2
Z
 den Variablenvektor von s+2E, dann ist dieser Vektor so zu
entwickeln, daß s+2E gegen s+2EMIN konvergiert.  Die Entwicklungsrichtung ist durch den Gradienten
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von (s+2)E gegeben. Anschaulich repräsentiert  g ad s+2E  die Empfindlichkeit des Systems gegenüber
einer Änderung der Gewichte. 
Die Empfindlichkeit des Systems gegenüber einer Änderung des Gewichts  s+2wh,i berechnet sich als
partielle Ableitung von s+2E (s. 1d/2)  nach s+2wh,i .
∂s+2E
∂s+2wh,i
= ∂s+2E∂s+2neth
∂s+2neth
∂s+2wh,i
             (1f/2)∂s+2E∂s+2neth =
∂s+2E
∂ F (s+2neth)
∂ F (s+2neth)
∂s+2neth
= [−zh + F(s+2neth)]
∂ F (s+2neth)
∂s+2neth
Aus (1c/2) folgt    (1g/2)∂s+2neth∂s+2wh,i = s+1oi
                         
Damit kann die partielle Ableitung von s+2E  nach s+2wh,i  dargestellt werden als Produkt eines Fehlers
s+2δh mit dem output s+2oi der Ebene (s+1).
(1h/2)
∂s+2E
∂s+2wh,i
= s+2δh • s+1oi mit s+2δh = [−zh + s+2oh)]
∂ F (s+2neth)
∂s+2neth
Feststellungen / Schlußfolgerungen
       Ist die Entwicklungsrichtung des Variablenvektorss+2
Z
der Energie  s+2E durch den 
Gradienten von  s+2E
  gegeben, dann repräsentiert die partielle Ableitung   
∂s+2E
∂s+2wh,i
den anteiligen Beitrag der Gewichtsänderung von  s+2wh,i an der Änderung der 
Energie s+2E
 . 
       Wie aus (1h/2) hervorgeht, ergibt sich die partielle Ableitung von  s+2E
 nach   s+2wh
als das Produkt eines Fehlers   s+2δh  mit dem output  s+2oi  des Elements PEi 
der Schicht (s+1).  
       Der Fehler  s+2δh  selbst ist Element des Fehlervektors . Das Element  
 
s+2δh  als 
→
s+2δ
multiplikativer Bestandteil der partiellen Ableitung von  s+2E
  nach  s+2wh,i  ist null, wenn der 
Ist-output  s+2oh  mit dem Soll-output  zh  übereinstimmt. Stimmen  hingegen  s+2oh   und  zh  
nicht überein, dann ist der Fehler  s+2δh  ein Maß dafür, mit welcher Intensität alle 
Gewichte der Schicht (s+1) , die Einfluß  auf die Netzwerkaktivität  s+2neth  des Elements  
PEh der Schicht (s+2) ausüben, geändert werden müssen. 
o
o
o
o
o
w
w
w
w
   s+1
   s+1
   s+1
   s+1
   s+2
   s+2
   s+2
   s+2
   s+2    s+2
1      
2      
h      
h      
N(s+1)      
h,1      
h,2      
h,i      h      
h,N(s+1)      
Σ
(i)        
net =
Schicht (s+1) Schicht (s+2)
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Darauf  beruht beim Error-Back-Propagation-Algorithmus die Regel für eine Anpassung der
Gewichte. Um die Kausalität dieses Algorithmus' in Raum und Zeit vollständig berücksichtigen zu
können, sind nicht nur Schichten und Elemente innerhalb dieser Schichten zu indizieren, sondern
auch die Ereignislagen, über welche eine Wirkungsfortschreibung im Netz stattfindet. 
Lernregel für den gewählten Error Back Propagation Algorithmus:
s+1
k+1wh,i = s+1
k wh,i + sigma ⋅ skoi ⋅s+1
k δh + µ⋅s+1
k−1 wh,
mit s+1
k δh =
∂s+1
k E
∂s+1
k neth
sigma  (Lernrate)
µ (Momentum) unter Berücksichtigung  der
Indexierung
(k-1), (k), (k+1) Ereignislagen, 
    (s), (s+1) Schichtenebenen, 
    sPEh formales Neuron  h der Schicht s, 
      kwh,i Gewicht vom Neuron i zum Neuron h 
in der Ereignislage k
Zur Beschleunigung der Konvergenz des Verfahrens enthält  die Lernregel intuitiv die summarische
Komponente   . Sie berücksichtigt die bereits in der Ereignislage (k-1) stattgefundenes+1
k−1wh,i
Änderung  von  wh,i . Ob und in welchem Maße diese Änderung berücksichtigt wird, hängt vom
Faktor µ, dem Momentum, ab .(0 ≤ µ ≤ 1)
2.2   Boltzmann-Maschine
Die Boltzmann-Maschine wurde 1985 von Ackley, Hinton und Sejnowski entwickelt. Die
Topologie dieses Netzwerkes gleicht der Topologie des Hopfield-Netzes mit dem
Unterschied, daß zwischen sichtbaren und verdeckten (hidden) Elementen zu unterscheiden
ist. 
Die sichtbaren Elemente unterteilen sich in solche zur Signalaufnahme über 
einen input-Vektor und in solche zur Signalausgabe in Form eines output-Vektors.
 
       Die unsichtbaren Elemente sind von außen nicht beeinflußbar, sie können 
lediglich mittelbar durch die Elemente der sichtbaren Schichten beeinflußt werden. 
In der Literatur  /PHXI 95, KAHE 92/ werden die verdeckten Elemente in Schichten   unterteilt, wobei
die Schichtenstruktur mittelbar durch die Stärke der Verbindungsgewichte präsentiert wird.
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 Bild 2a /2 Topologie der Boltzmann-Maschine
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*
*
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net
→
O
= ( net i ∈
→
NET h = N, ..., N ) = ( oh h = N, ..., N)
→
net
→
O
= ( net i ∈
→
NET i = N, ..., N − 1 )
= ( oi i = N, ..., N − 1)
→
net
→
O
= ( net j ∈
→
NET j = 1, ..., N − 1 ) = ( oj j = 1, ..., N − 1)
→
X
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Innerhalb der Boltzmann-Maschine kann jedes Element (bzw. jedes Formale Neuron) mit jedem
anderen verkoppelt sein. Aufgabe der Lernregel ist es,  durch Bewertung der output-Signale aller
Elemente ein additives Korrekturgewicht zu berechnen und dessen Einfluß auf die Empfindlichkeit
des Netzes durch einen Faktor, der Lernrate sigma, zu bemessen.  
(Bild 2a/2) zeigt die Topologie der Boltzmann-Maschine, bestehend aus den Schichten:
input- bzw. Stimulus-Schicht 
zur Erregungsaufnahme mit einem Wertevorrat von 0 und 1,
      hidden-Schicht(en) 
zur Erregungstransformation entsprechend der durch die Lernregel eingestellten 
Gewichte  und 
      output-Schicht zur Ausgabe des transformierten Erregungsmusters, ebenfalls 
mit einem Wertevorrat von 0 und 1. 
Bei der Boltzmann-Maschine handelt es sich um ein neuronales Netz mit überwachtem Lernvorgang.
  Das Netz besitzt, ebenso wie das Hopfield-Modell,  einen physikalischen Hintergrund. 
      Physikalischer Hintergrund beim Hopfield-Netz:
 Die Spin-Orientierungen der Atome beeinflussen sich gegenseitig und determiniert.  
Sie bewirken, daß die innere Energie des physikalischen Systems ein Min mum 
annimmt. 
      Physikalischer Hintergrund der Boltzmann-Maschine:
Bei gegebenem Vorrat an innerer Energie stellen sich d e Zustände der einzelnen 
Elemente statistisch ein.
 
Die Statistik der Boltzmann-Maschine wird sowohl durch den Schwellwert eines jeden Elementes
parametrisiert als auch durch die von jedem Element entgegengenommene Netzwerkaktivität. Die
Verwandtschaft zur Boltzmann-Statistik besteht darin, daß die innere Dynamik des Systems
unmittelbar durch die von außen zugeführte und im Innern des Systems umgesetzte Energie bestimmt
wird. Ein physikalisches System befindet sich im thermodynamischen Gleichgewicht, wenn sich die
innere Energie im Mittel auf alle Freiheitsgrade der Beweglichkeit des Systems gleichmäßig verteilt2.
Bezogen auf die Boltzmann-Maschine (wie auch auf das Hopfield-Modell) bedeutet das: 
Die Differenz zwischen der Netzwerkaktivität kneti 
als Ausdruck der aus der Umgebung auf das Element i in der Ereignislage k 
einwirkenden Energie (Umgebungsenergie) 
und dem in der Ereignislage k im Element i vorhandenen Schwellwert Θ i
als Ausdruck der potentiellen Energie des Elementes i in der Ereignislage k, 
summiert über alle N Elemente des Netzes, ist im Mittel konstant. 
Im Mittel konstant heißt, daß in den verdeckten Elementen zwar noch Zustandsübergänge stattfinden
können, diese Zustandsübergänge aber ohne Einfluß auf das Verhalten der sichtbaren Elemente   
bleiben. Die Stabilität im Mittel ist demzufolge nicht zu verwechseln mit dem Verlust der Fähigkeit
einzelner Elemente, Zustandsüberführungen weiterhin noch  vornehmen zu können, vielmehr besagt
Stabilität im Mittel, daß bei konstant gehaltenen Parametern das Gesamtverhalten des Systems in
der Folgezeit unverändert bleibt. 
2
s. hierzu auch Grimsehl: Lehrbuch der Physik, Bd. 2
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Ein Festkörper als reales physikalisches System erfährt durch einen zugeführten Wärmestrom einen
Energieeintrag, der durch die angenommene Temperatur meßbar ist. Durch Erhöhung des
Energieeintrages wächst die kinetische Energie des Systems, was dazu führen kann, daß bestehende
Gitterstrukturen im bestehenden Kristallgefüge aufgebrochen werden. Die zugeführte Energie
bewirkt Zustandsänderungen. Gleichermaßen wird aber auch durch den Entzug von Energie die
Fähigkeit des Systems zum Vollzug von Zustandsänderungen reduziert - und das umso
wirkungsvoller, je mehr Energie dem System entzogen wird. Dadurch kann es zum Einfrieren von
Zuständen kommen, ohne daß zuvor ein vollständiger Energieausgleich im Innern des Systems
stattgefunden hat. Demzufolge kommt es zu  eruptiven Spannungszuständen. Dieser physikalische
Prozeß entspricht der inneren Dynamik der Boltzmann-Maschine, bekannt als simulated annealing. 
    mit   als Schwellwert von PEi        (2a/2)P(
k+1oi = 1) = 1
1+exp


−k neti + Θi
ϑ


Θ i
                 
Gleichung (2a/2), die in ihrer Struktur der Fermi-Funktion entspricht, beschreibt jene
Wahrscheinlichkeit, mit der das Element i in der Ereignislage k+1 den output oi=1 annimmt. Die
Fermi-Funktion  ist eine Verteilungsfunktion. Sie sagt aus, wieviele Elektronen sichf(E) = 1
1+exp 
E−ζ
kϑ


innerhalb eines Festkörpers bei gegebener Temperatur  im Mittel in einem bestimmtenϑ
Energiebereich befinden.   bezeichnet die Fermische Grenzenergie. Das ist jene Energie, die beimζ
Erreichen des absoluten Nullpunktes irgendeines der Elektronen gerade noch besitzt3.
Die auf das Element i einwirkende Netzwerkaktivität kneti>0  vergrößert die Wahrscheinlichkeit einer
Zustandsüberführung nach koj=1, der Schwellwert    wirkt einer solchen ZustandsüberführungΘ i
entgegen. Mit Hilfe des Parameters , der (Netzwerk-)Temperatur,  wird die innere Turbulenz desϑ
Netzwerkes beeinflußt. Analog einem physikalisch realen System, was bei vollständigem
Energieentzug  einfriert, d.h zu keiner Zustandsänderung im Innern mehr fähig ist, verlieren auch
beim simulated annealing  die einzelnen Elemente der Boltzmann-Maschine ihre Fähigkeit zur
Zustandsüberführung. Es gilt entweder P(oj=1)=1 oder P(oj=1)=0, was bedeutet, daß in beiden Fällen
keine Zustandsüberführungen mehr stattfinden, d.h., die Zustände sind eingefroren. Andererseits ist
zu erwarten, daß mit zunehmendem Energieeintrag im System, d.h. bei wachsender
Systemtemperatur,   auch die Wahrscheinlichkeit einer homogenen Zustandsverteilung zunimmt.
Auch diesem Sachverhalt entspricht die Boltzmann-Maschine. Für  wird p(oi=1)=0,5.ϑ → ∞
Demzufolge nimmt kein Element mehr einen statistisch bevorzugten Zustand ein.   
Lernregel der Boltzmann-Maschine
Die Lernregel der Boltzmann-Maschine nimmt eine Anleihe an die Erreichung des
thermodynamischen Gleichgewichts in einem abgeschlossenen physikalischen System. Beim
thermodynamischen Gleichgewicht sind die Zustände im Innern des Systems so verteilt, daß sich das
System in einem Energieminimum befindet. Das "Hineinfinden" des Systems aus einem
Anfangszustand in das Energieminimum erfolgt durch einen stufenweisen und ausgeglichenen
Energieentzug. Auf jeder Stufe des Entzuges findet das System sein thermodynamisches
Gleichgewicht und verharrt darin, bis ein weiterer Energieentzug stattfindet. (Bild 2b/2)
veranschaulicht die Lernregel für die Boltzmann-Maschine. 
3
s. hierzu Grimsehl: Lehrbuch der Physik, Bd. 2
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→
Z[µ] ⇒ P(s+2k oh[µ] = s+2
k ah = zh [µ]; ∀h) = 1
  
 
   
                        Bild 2b /2   Lernregel für die Boltzmann-Maschine
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⇒ P(s+1k+1o i[µ] = s+1k+1a i = 1) = 1
1+exp −s+1
k neti+Θ i 
1
ϑ
⇒ P(s+1
k+1o j [µ] = s+1
k+1a j = 1)
+p i,j[µ] = vmax→∞lim
1
vmax
vmax
Σ
v = 1

k→∞
lim k o i[µ, ν]

k→∞
lim k oj[µ, ν]
→
X
⇒ P(s+1
k+1o i[µ] = s+1
k+1a i = 1) = 1
1+exp −s+1
k neti+Θ i 
1
ϑ
⇒ P(s+1
k+1o j[µ] = s+1
k+1a j = 1)
−p i,j[µ] = vmax→∞lim
1
vmax
vmax
Σ
v = 1

k→∞
lim k oi[µ, ν]

k→∞
lim k oj[µ, ν]
→
X
mit k+1w i,j = kw i,j + sigma • (+p i,j − −p i,j)
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In der Plus-Phase  wird die Stimulus-Schicht des Netzes mit einem input-Vektor   belegt
→
X[µ]
und die output-Schicht mit einem output-Vektor  , dem  Soll-Vektor. Beide Vektoren zusammen
→
Z[µ]
bilden jeweils ein Musterpaar V[µ] aus insgesamt M Musterpaaren. Vor  Beginn der Plus-Phase
werden alle Gewichte mit relativ kleinen Zufallszahlen belegt. Ein Musterpaar V[µ] fixiert die
Zustände der sichtbaren Elemente.  Nach Beginn der Plus-Phase können über die vorhandenen
Rückkopplungen die Elemente der  hidden-Schicht(en) ihren Zustand ändern. Mit dem Start der
Plus-Phase in einem ersten Versuchsdurchlauf (v=1) beginnt bei gegebener Temperatur    eineϑ
Zustandsänderung. Nach Erreichen des thermischen Gleichgewichts in der gestarteten Plus-Phase 
(für ) bei angelegter Temperatur    wird   das Produktk → ∞ ϑ
 der hidden-Schicht(en) gebildet und protokolliert. π i,j[µ, ν = 1] =
k→∞
lim k oi[µ, ν = 1]•
k→∞
lim k oj[µ, ν = 1]
In folgenden Versuchsdurchlauf (v=2) innerhalb der Plus-Phase wird bei weiterhin fixiertem
Musterpaar  V[µ] die Temperatur um einen (i.d.R. intuitiv festgelegten) Betrag  reduziert. Nach∆ϑ
erreichtem "thermischen Gleichgewicht" wird das Produkt      πi,j[µ,ν=2] gebildet. 
Nach gleichem Schema werden innerhalb der Plus-Phase weitere Temperaturerniedrigungen
durchgeführt und die erreichten Produkte  πi,j[µ,ν]   protokolliert. Aus hinreichend vielen
Versuchsläufen resultiert die relative Ereignishäufigkeit der Produkte π=1 mittels Produktbildung.
. (2b/2)+pi,j[µ] = vmax→∞lim
1
vmax
vmax
Σ
v = 1

k→∞
lim k oi[µ, v]

k→∞
lim k oj[µ, v]
∀i, j ∈ { N, ..., N − 1}
In der nachfolgenden Minus-Phase  läuft die gesamte Prozedur erneut ab, jedoch mit dem
Unterschied, daß nunmehr auch die sichtbaren Elemente ihren Zustand ändern dürfen. Der
Eingabevektor bleibt erhalten, und der (zustandserzwingende) Zielvektor   wird suspendiert.
→
Z[µ]
Demzufolge können die Elemente der output-Schicht ohne Zwang  einen Zustand gemäß (2a/2)
einnehmen.  Am Ende der Minus-Phase wird festgestellt, welche Korrelationen sich bei der  
"freilaufenden" Boltzmann-Maschine einstellen.
(2c/2)−pi,j[µ] = vmax→∞lim
1
vmax
vmax
Σ
v = 1

k→∞
lim k oi[µ, v]

k→∞
lim k oj[µ, v]
∀i, j ∈ {1, ..., N}
Bei "ungeeigneter" Gewichtsverteilung innerhalb der Boltzmann-Maschine differieren die +pi,j[µ] -  
und  -pi,j[µ] - Werte.  Diese Differenz ist Bemessungsgrundlage für die Gewichtsänderung.
Lernregel der Boltzmann-Maschine
 Musterpaare Vµ | µ=1,2,...  k+1w i,j = kw i,j + sigma
+pi,j[µ] − −p i,j[µ] ∀
mit sigma (Lernrate)
Der Faktor 0<sigma<1 (Lernrate) bestimmt die Geschwindigkeit des Einschwingvorganges. Zu
Beginn des Lernvorganges ist die Lernrate groß zu wählen und anschließend (intuitiv) zu reduzieren.
Das beschleunigt den Lernvorgang und kann lokale Minima verhindern. 
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Verzeichnis ausgewählter Formelzeichen
  G Unterbringungsgebiet 
   = { g1 , ... gi, ..., g*..., g , ..., gn = G  | n = card G }
mit g1, ..., gi, ..., gn in indexierter
und g*..., g in symbolischer Notation
T Zeitskala
 = { t0 , t1, ..., 
>t, ..., t*, ..., , ...,t, t', ..., t↑ρ, ..., tn=T | n = card T } 
−
t
mit t0 , t1, ..., ti , ..., tn in indexierter
und >t, ..., t*, ...,, ..., t,t', ..., t↑ρ in symbolischer Notation. 
B Beobachtungsgebiet
=G xT = {(g1,t0), ..., (g1,T), (g2,t0), ..., (g,t), ..., (G,T)} 
 <g>S(t) Zeitspur
 <t>S(g) = { (g,t)∈B   t∈<t>⊆T , g∈G } 
<g>S(t) Gebietsspur  
<g>S(t) = { (g,t)∈B   t∈<t>⊆T , g∈G } 
µ(gi,t;>t) Nachbarschaftsabbildung  der Erregung   
 
λ(gi,t;>t) Nachbarschaftsabbildung der Reaktion  
t-potentiell gerichtete Korrespondenz  vom Gebietspunkt gj  auf den      
A(gk,g j; t)
                  Gebietspunkt gk zum Zeitpunkt t
speziell: Aµ(gk,gj,;t) Korrespondenz der Erregung
Aλ(gk,gj,;t) Korrespondenz der Reaktion
n  zellulare  Raumordnungsvorschrift
(k1, k2, ...., kn) Elemente eines n-Tupels
=n  n-dimensionaler diskreter zellularer Raum   
mit  n : G → =n ,  
%n  n-dimensionaler diskreter zellularer Beobachtungsraum      
mit n : B →    %n 
6
n(t) Raumspur   im n-dimensionalen diskreten zellularen <k1,k2,...,kn>
Beobachtungsraum %n 
mit  n : <g>S(t) →  
6
n(t)    <k1,k2,...,kn>
 <t>
6
n(k1,k2, ...., kn) Zeitspur  im n-dimensionalen diskreten zellularen 
Beobachtungsraum %n 
mit n : <t>S(g) →  <t>
6
n(k1, k2, ...., kn) 
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=
n
∞, n-dimensional kontinuierlicher  zellularer Raum  (Raumkontinuum)
T∞  Zeitkontinuum
%
n
∞, n-dimensionaler kontinuierlicher zellularer Beobachtungsraum
mit    
%
n
∞  :  T∞ → 
=
n
∞
<ρ>
6
n
∞(τ) Kontinuierliche Raumspur   im n-dimensionalen kontinuierlichen 
zellularen Beobachtungsraum 
%
n
∞  
mit <ρ>S
n
∞(τ) : τ → 
=
n
∞ für alle  τ∈T∞    und  ρ∈
=
n
∞,  
<τ>
6
n
∞(ρ) Kontinuierliche Zeitspur   im n-dimensionalen kontinuierlichen 
zellularen Beobachtungsraum 
%
n
∞  
mit   <τ>S
n
∞(ρ) : ρ → T∞   für alle  ρ∈
=
n
∞,  und τ∈T∞    
U
Ortsvektor  im n-dimensionalen   kont.   zellularen Beobachtungsraum 
%
n
∞  
=k1H1+k1H1+...+knHn
PU Ortspunkt im n-dimensionalen kont.  zellularen Beobachtungsraum  %n∞ 
D(
U
,τ) Diffusionskoeffizient für die Ortslage  PU im n-dimensionalen kontinuierlichen 
zellularen Beobachtungsraum 
%
n
∞zum Zeitpunkt τ
E(U,τ) Beweglichkeitsvektor (Feldvektor) im  n-dimensionalen kontinuierlichen 
zellularen Beobachtungsraum  
%
n
∞  in der Ortslage  P
U zum Zeitpunkt τ
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