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1 Introduction
In this paper, we are concerned with quasilinear parabolic partial differential equations, which describe
the phenomenon of convection-diffusion of the ideal fluids and therefore arise in a wide variety of im-
portant applications, including for instance two or three phase flows in porus media or sedimentation-
consolidation processes (see, e.g. [9] and the references therein ). The addition of a stochastic noise to
this physical model is fully natural as it represents external random perturbations or a lack of knowl-
edge of certain physical parameters. More precisely, we consider the following quasilinear parabolic
stochastic partial differential equations,

du + div(B(u))dt = div(A(u)∇u)dt + σ(u)dW(t), x ∈ Td, t ∈ [0, T ]
u(0) = u0.
(1.1)
Where W(t), t ≥ 0 is a cylindrical Brownian motion, A(·), B(·) are appropriate coefficients specified
later. There are several recent works about the existence and uniqueness of pathwise weak solution
of the above equation, i.e. strong in the probabilistic sense and weak in the PDE sense. We mention
two of them which are relevant to our work. In [3], Debussche, Hofmanová and Vovelle obtained the
well-posedness of the Cauchy problem for quasilinear degenerate parabolic stochastic partial differential
1
equations. For the nondegenerate case, Hofmanová and Zhang [11] provided a direct ( and therefore
much simpler) approach to the existence and uniqueness of the pathwise solution.
The purpose of this paper is to establish the Freidlin-Wentzell’s large deviation principle (LDP) for
the quasilinear parabolic stochastic partial differential equations, which provides the exponential decay
of small probabilities associated with the corresponding stochastic dynamical systems with small noise.
The proof of the large deviations will be based on the weak convergence approach introduced in
Boué and Dupuis [1], Budhiraja and Dupuis [2]. As an important part of the proof, we need to obtain
global well-posedness of the so called skeleton equation. For the uniqueness, we adopt the method
introduced in [11]. For the existence, we first use the heat kernel operators to construct a sequence of
approximating equations as in [11]. We then show that the family of the solutions of the approximating
equations is compact in an appropriate space and that any limit of the approximating solutions gives rise
to a solution of the skeleton equation. In this way, we removed the extra conditions imposed on the
diffusion coefficient σ(·) in [11]. To complete the proof of the large deviation principle, we also need
to study the weak convergence of the perturbations of the system (1.1) in the random directions of the
Cameron-Martin space of the driving Brownian motions.
This paper is organized as follows. The mathematical formulation of quasilinear parabolic stochastic
partial differential equations is in Section 2. In Section 3, we introduce the weak convergence method
and state the main result. Section 4 is devoted to the study of the skeleton equations. The Large deviation
principle is proved in Section 5.
2 Framework
Let T > 0 and Td = [0, 1]d be the d-dimensional torus. Consider the following quasilinear parabolic
stochastic partial differential equations (SPDEs),

du + div(B(u))dt = div(A(u)∇u)dt + σ(u)dW(t), x ∈ Td, t ∈ [0, T ]
u(0) = u0.
(2.2)
We will follow closely the framework of [11]. Let L(K1,K2) (resp. L2(K1,K2)) be the space of bounded
(resp. Hilbert-Schmidt) linear operators from a Hilbert space K1 to another Hilbert space K2, whose
norm is denoted by ‖ · ‖L(K1 ,K2)(resp. ‖ · ‖L2(K1,K2)). C1b stands for the space of continuously differentiable
functions, not necessarily bounded but having bounded first order derivative. For r ∈ [1,∞], Lr(Td) are
the Lebesgue spaces and ‖ · ‖Lr represents the corresponding norm. In particular, denote H = L2(Td). For
all a ≥ 0, let Ha be the usual Sobolev space of order a with the norm
‖u‖2Ha =
∑
|α|≤a
∫
Td
|Dαu|2dx.
H−a will denote the topological dual of Ha.
Now, we introduce the following hypothesis.
2
Hypothesis H The flux function B, the diffusion matrix A, and the noise in (2.2) satisfy:
(i) B = (B1, · · ·, Bd) : R→ Rd is of class C1b.
(ii) A = (Ai j)
d
i, j=1
: R → Rd×d is of class C1
b
, uniformly positive definite and bounded, i.e. δI ≤
A ≤ CI.
(iii) For each u ∈ H, σ(u) : U → H defined by σ(u)e¯k = σk(u(·)), where U is a separable Hilbert
space (with inner product 〈·, ·〉U and norm | · |U), (e¯k)k≥1 is some orthonormal basis of U and
σk(·) : R → R are real-valued functions. In particular, assume that σ satisfies the usual
Lipschitz condition∑
k≥1
|σk(y)|2 ≤ C(1 + |y|2),
∑
k≥1
|σk(y1) − σk(y2)|2 ≤ C|y1 − y2|2 for y, y1, y2 ∈ R. (2.3)
Let (Ω,F ,Ft, P) be a stochastic basis with a complete, right-continuous filtration with expectation E. The
driving process W(t) is a U−cylindrical Wiener process defined on this stochastic basis whose paths be-
long to C([0, T ], Y), where Y is another Hilbert space such that the embedding U ⊂ Y is Hilbert-Schmidt.
W admits the following decomposition W(t) =
∑∞
k=1 βk(t)e¯k, (βk)k≥1 is a sequence of independent real-
valued Brownian motions.
Remark 1. The above (iii) implies that σ maps H into L2(U,H). Thus, for a given predictable process
u ∈ L2(Ω, L2([0, T ],H)), the stochastic integral t →
∫ t
0
σ(u)dW is a well defined H−valued square
integrable martingale.
Now, we recall the definition of a solution to (2.2) in [11].
Definition 2.1. An (Ft)−adapted, H−valued continuous process (u(t), t ≥ 0) is said to be a solution to
equation (2.2) if
(i) u ∈ L2(Ω,C([0, T ],H)) ∩ L2(Ω, L2([0, T ],H1)), for any T > 0,
(ii) for any φ ∈ C∞(Td), t > 0, the following holds almost surely
〈u(t), φ〉 − 〈u0, φ〉 −
∫ t
0
〈B(u(s)),∇φ〉ds
= −
∫ t
0
〈A(u(s))∇u(s),∇φ〉ds +
∫ t
0
〈σ(u(s))dW(s), φ〉 (2.4)
With the help of the global well-poseness results in [11] and a suitable approximation of initial values
by smooth functions in [3], we have
Theorem 2.1. Let u0 ∈ Lp(Ω,F0, Lp(Td)) for all p ∈ [1,∞). Under the Hypothesis H, there exists a
unique solution to the quasilinear SPDE (2.2) that satisfies the following energy inequality
E sup
0≤t≤T
‖u(t)‖2H +
∫ T
0
E‖u(t)‖2
H1
dt < ∞. (2.5)
Remark 2. The solution here is pathwise, the so-called strong solution in the probabilistic sense.
3
3 The weak convergence approach and the statement of the main result
In this section, we will recall the weak convergence approach developed by Budhiraja and Dupuis in [2].
Let us first recall some standard definitions and results from the large deviation theory (see [5])
Let {Xε} be a family of random variables defined on a probability space (Ω,F , P) taking values in
some Polish space E.
Definition 3.1. (Rate Function) A function I : E → [0,∞] is called a rate function if I is lower semicon-
tinuous. A rate function I is called a good rate function if the level set {x ∈ E : I(x) ≤ M} is compact for
each M < ∞.
Definition 3.2. (Large Deviation Principle) The sequence {Xε} is said to satisfy a large deviation prin-
ciple with rate function I if for each Borel subset A of E
− inf
x∈Ao
I(x) ≤ lim inf
ε→0
ε log P(Xε ∈ A) ≤ lim sup
ε→0
ε log P(Xε ∈ A) ≤ − inf
x∈A¯
I(x),
where Ao and A¯ denote the interior and closure of A in E, respectively.
Suppose W(t) is a U-cylindrical Wiener process defined on a probability space (Ω,F , {Ft}t∈[0,T ], P).
The paths of W take values in C([0, T ], Y), where Y is another Hilbert space such that the embedding
U ⊂ Y is Hilbert-Schmidt.
To state the criterion obtained by Budhiraja et al. in [2], we introduce the following spaces. Set
A = {φ : φ is a U-valued {Ft} − predictable process such that
∫ T
0
|φ(s)|2
U
ds < ∞ P-a.s.};
S N = {h ∈ L2([0, T ],U) :
∫ T
0
|h(s)|2
U
ds ≤ N};
AN = {φ ∈ A : φ(ω) ∈ S N , P-a.s.}.
Here, the space S N is equippied with the weak topology, which makes it a compact subspace of
L2([0, T ],U). For ε ≥ 0, suppose Gε : C([0, T ], Y) → E is a measurable map. Set Xε = Gε(W) for
ε > 0. Consider the following conditions
(I) For every N > 0, let {hε : ε > 0} ⊂ AN . If hε converges to h in distribution as S N−valued random
elements, then Gε(W(·) + 1√
ε
∫ ·
0
hε(s)ds) converges to G0(
∫ ·
0
h(s)ds) in distribution.
(II) For every N < ∞, {G0(
∫ ·
0
h(s)ds) : h ∈ S N} is a compact subset of E.
The following result is due to Budhiraja et al. in [2].
Theorem 3.1. Suppose the above conditions (I), (II) hold. Then Xε satisfies a large deviation principle
on E with a good rate function I given by
I( f ) = inf
{h∈L2([0,T ],U): f=G0(
∫ ·
0
h(s)ds)}
{1
2
∫ T
0
|h(s)|2Uds
}
, ∀ f ∈ E. (3.6)
By convention, I(∅) = ∞.
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Consider the following quasilinear parabolic stochastic partial differential equations driven by small
multiplicative noise:

duε(t) + div(B(uε(t)))dt = div(A(uε(t))∇uε(t))dt + √εσ(uε(t))dW(t), x ∈ Td, t ∈ [0, T ],
uε(0) = u0.
(3.7)
According to Theorem 2.1, under the Hypothesis H, there exists a unique strong solution of (3.7) in
C([0, T ],H) ∩ L2([0, T ],H1). Therefore, there exists a Borel-measurable mapping
Gε : C([0, T ], Y) → C([0, T ],H) ∩ L2([0, T ],H1)
such that uε(·) = Gε(W).
For h ∈ L2([0, T ],U), consider the following skeleton equation

duh + div(B(uh))dt = div(A(uh)∇uh)dt + σ(uh)h(t)dt,
uh(0) = u0.
(3.8)
The solution uh, whose existence will be proved in next section, defines a measurable mapping G0 :
C([0, T ], Y) → C([0, T ],H) ∩ L2([0, T ],H1) so that G0(
∫ ·
0
h(s)ds) := uh.
Our main result reads as
Theorem 3.2. Suppose the Hypothesis H is in place and u0 ∈ Lp(Td) for all p ∈ [1,∞). Then, uε satisfies
a large deviation principle on C([0, T ],H) with the good rate function I defined by (3.6).
The rest of the paper is devoted to the proof of the main result.
4 The skeleton equations
In this section, we will show that the skeleton equation (3.8) admits a unique solution for every h ∈
L2([0, T ],U). The following result gives the uniqueness.
Theorem 4.1. Assume the Hypothesis H holds. Then for every h ∈ L2([0, T ],U), there exists at most one
solution to equation (3.8) in the space C([0, T ],H) ∩ L2([0, T ],H1).
Proof. The proof is based on a suitable approximation of L1 norm introduced in [11].
Let 1 > a1 > a2 > · · · > an > · · · > 0 be a fixed sequence of decreasing positive numbers such that
∫ 1
a1
1
u
du = 1, · · ·,
∫ an−1
an
1
u
du = n, · · ·
Let ψn(u) be a continuous function such that supp(ψn) ⊂ (an, an−1) and
0 ≤ ψn(u) ≤ 2
1
n
× 1
u
,
∫ an−1
an
ψn(u)du = 1.
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Define
φn(x) =
∫ |x|
0
∫ y
0
ψn(u)dudy.
We have
|φ′n(x)| ≤ 1, 0 ≤ φ′′n (x) ≤ 2
1
n
× 1|x| , (4.9)
and
φn(x) → |x|, as n →∞. (4.10)
Suppose that u1, u2 are two solutions to (3.8) with the same initial data u0. Define a functional
Φn : H → R by
Φn(u) =
∫
Td
φn(u(z))dz, u ∈ H.
Then, we have
Φ′n(u)(h) =
∫
Td
φ′n(u(z))h(z)dz.
Applying the chain rule, we obtain
Φn(u1(t) − u2(t)) =
∫ t
0
Φ′n(u1(s) − u2(s))d(u1(s) − u2(s))
=
∫ t
0
∫
Td
φ′n(u1(s, z) − u2(s, z))
(
− div(B(u1(s, z))) + div(B(u2(s, z)))
)
dzds
+
∫ t
0
∫
Td
φ′n(u1(s, z) − u2(s, z))
(
div(A(u1(s, z))∇u1(s, z)) − div(A(u2(s, z))∇u2(s, z))
)
dzds
+
∫ t
0
∫
Td
φ′n(u1(s, z) − u2(s, z))
(
σ(u1(s, z))h(s) − σ(u2(s, z))h(s)
)
dzds
:= I1n (t) + I
2
n (t) + I
3
n(t).
Exactly argued as [11], we have
I1n (t) + I
2
n(t) ≤
C
n
∫ t
0
∫
Td
|∇u1(s, z)|dzds +
C
n
∫ t
0
∫
Td
|∇u2(s, z)|dzds
+
C
n
∫ t
0
∫
Td
|∇u2(s, z)|2dzds +
C
n
∫ t
0
∫
Td
|∇u1(s, z)|2dzds
:= Kn(t). (4.11)
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By Hölder inequality, (2.3) and (4.9), we have
I3n (t) ≤
∫ t
0
∫
Td
|φ′n(u1(s, z) − u2(s, z))||(σ(u1(s, z)) − σ(u2(s, z)))h(s)|dzds
≤
∫ t
0
∫
Td
|
∑
k≥1
(σk(u1(s, z)) − σk(u2(s, z)))hk(s)|dzds
≤
∫ t
0
∫
Td
(
∑
k≥1
|σk(u1(s, z)) − σk(u2(s, z))|2)
1
2 (
∑
k≥1
|hk(s)|2)
1
2 dzds
≤ C
∫ t
0
∫
Td
|u1(s, z) − u2(s, z)||h(s)|Udzds
≤ C
∫ t
0
|h(s)|U
∫
Td
|u1(s, z) − u2(s, z)|dzds
= C
∫ t
0
|h(s)|U‖u1(s) − u2(s)‖L1ds. (4.12)
Combing (4.11) and (4.12), we obtain
Φn(u1(t) − u2(t)) ≤ CKn(t) + C
∫ t
0
|h(s)|U‖u1(s) − u2(s)‖L1ds. (4.13)
Let n → ∞, we obtain
‖u1(t) − u2(t)‖L1 ≤ C
∫ t
0
|h(s)|U‖u1(s) − u2(s)‖L1ds.
By Gronwall inequality, we get
‖u1(t) − u2(t)‖L1 = 0,
which proves the uniqueness.

Next, we establish the existence of the solution of the skeleton equation (3.8).
Theorem 4.2. Let u0 ∈ H. Under the Hypothesis H, there exists a solution to (3.8) that satisfies the
following energy inequality
sup
0≤t≤T
‖uh(t)‖2H +
∫ T
0
‖uh(t)‖2H1dt < ∞. (4.14)
We will introduce some suitable approximating equations and show that the corresponding solutions
converge to a solution to the skeleton equation. Let Pr, r > 0 denote the semigroup on H generated by
the Laplacian on Td. Recall that
Pr f (x) =
∫
Td
Pr(x, z) f (z)dz,
where Pr(x, z) stands for the heat kernel, x, z ∈ Td.
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For r > 0, u ∈ H, set
Ar(u)(x) = Pr(A(u))(x), x ∈ Td, (4.15)
where
Pr(A(u))(x) = (Pr(Ai j(u))(x))
d
i, j=1.
Note that there exists a constant C, independent of r, such that
δ|ξ|2 ≤ Ar(u)(x)ξ · ξ ≤ C|ξ|2 ∀r > 0, u ∈ H, x ∈ Td, ξ ∈ Rd. (4.16)
See (4.8) in [11]. Consider the following partial differential equations:

dur(t) + div(B(ur))dt = div(Ar(u
r(t))∇ur(t))dt + σ(ur(t))h(t)dt,
ur(0) = u0.
(4.17)
We have the following result.
Theorem 4.3. Let u0 ∈ H. Under Hypothesis H, for every r > 0, there exists a unique solution ur to
equation (4.17). Moreover, the following uniform energy inequality holds
sup
r
{
sup
0≤t≤T
‖ur(t)‖2H +
∫ T
0
‖ur(t)‖2
H1
dt
}
< ∞. (4.18)
Proof. Set
Fr(u) := −div(B(u)) + div(Ar(u)∇u) + σ(u)h, u ∈ H1.
For u ∈ H1, by Hölder inequality and (2.3), we have
〈σ(u(s))h, u〉 =
∫
Td
∑
k≥1
σk(u(s, z))hku(s, z)dz
≤
∫
Td

∑
k≥1
|σk(u(s, z))|2

1
2

∑
k≥1
|hk |2

1
2
|u(s, z)|dz
≤ |h|U
∫
Td

∑
k≥1
|σk(u(s, z))|2

1
2
|u(s, z)|dz
≤ |h|U

∫
Td
∑
k≥1
|σk(u(s, z))|2dz

1
2 (∫
Td
|u(s, z)|2dz
) 1
2
≤ C|h|U‖u(s)‖H +C|h|U‖u(s)‖2H .
Thus, by (3.10) in [11], we have
〈Fr(u(s)), u(s)〉 = 〈B(u(s)),∇u(s)〉 − 〈Ar(u(s))∇u(s),∇u(s)〉 + 〈σ(u(s))h, u(s)〉
≤ C +C‖u‖2H − δ1‖u‖2H1 +C|h|U‖u‖H +C|h|U‖u‖2H
≤ C +C|h|U +C(1 + |h|U )‖u(s)‖2H − δ1‖u(s)‖2H1 , (4.19)
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for some constant δ1 > 0. Moreover, by Hölder inequality and (2.3),
〈(σ(u(s)) − σ(v(s)))h, u(s) − v(s)〉
≤
∫
Td
|
∑
k≥1
(σk(u(s, z)) − σk(v(s, z)))hk ||u(s, z) − v(s, z)|dz
≤
∫
Td

∑
k≥1
|σk(u(s, z)) − σk(v(s, z))|2

1
2

∑
k≥1
|hk |2

1
2
|u(s, z) − v(s, z)|dz
≤ |h|U

∫
Td
∑
k≥1
|σk(u(s, z)) − σk(v(s, z))|2dz

1
2 (∫
Td
|u(s, z) − v(s, z)|2dz
) 1
2
≤ C|h|U‖u(s) − v(s)‖2H ,
Combining the above inequalities and recalling (3.13) in [11], we obtain
〈Fr(u(s)) − Fr(v(s)), u(s) − v(s)〉
= 〈B(u) − B(v),∇(u − v)〉 − 〈Ar(u)∇u − Ar(v)∇v,∇(u − v)〉 + 〈(σ(u(s)) − σ(v(s)))h, u(s) − v(s)〉
≤ C +C‖u − v‖2H +C(r)‖u − v‖2H‖v‖2H1 − δ2‖u − v‖2H1 +C|h|U‖u(s) − v(s)‖2H
≤ C +C(1 + |h|U )‖u − v‖2H +C(r)‖u − v‖2H‖v‖2H1 − δ2‖u − v‖2H1 , (4.20)
for some constant δ2 > 0. (4.19) and (4.20) together mean that the coefficient Fr is locally monotone.
Applying Theorem 1.1 in [12], we obtain a unique solution ur to (4.17). By the chain rule,
‖ur(t)‖2H = ‖u0‖2H + 2
∫ t
0
〈Fr(ur(s)), ur(s)〉ds
≤ ‖u0‖2H +C
∫ t
0
(
1 + |h(s)|U + (1 + |h(s)|U )‖ur‖2H
)
ds − δ1
∫ t
0
‖ur(s)‖2
H1
ds.
Hence,
‖ur(t)‖2H + δ1
∫ t
0
‖ur(s)‖2
H1
ds
≤ ‖u0‖2H +Ct +C
∫ t
0
|h(s)|Uds +C
∫ t
0
(1 + |h(s)|U )‖ur(s)‖2Hds.
By Gronwall inequality, we obtain
‖ur(t)‖2H + δ1
∫ t
0
‖ur(s)‖2
H1
ds
≤
(
‖u0‖2H +CT +C
∫ T
0
|h(s)|Uds
)
· exp
{
C
∫ T
0
(1 + |h(s)|U )ds
}
. (4.21)
Because the constants involved in the above equation are independent of r, (4.18) follows.

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Let K be a Banach space with norm ‖ · ‖K . Given p > 1, α ∈ (0, 1), as in [7], let Wα,p([0, T ];K) be
the Sobolev space of all u ∈ Lp([0, T ],K) such that
∫ T
0
∫ T
0
‖u(t) − u(s)‖p
K
|t − s|1+αp dtds < ∞,
endowed with the norm
‖u‖p
Wα,p([0,T ];K)
=
∫ T
0
‖u(t)‖p
K
dt +
∫ T
0
∫ T
0
‖u(t) − u(s)‖p
K
|t − s|1+αp dtds.
Lemma 4.1. [7] Let B0 ⊂ B ⊂ B1 be Banach spaces, B0 and B1 being reflexive, with compact embedding
B0 ⊂ B. Let p ∈ (1,∞) and α ∈ (0, 1) be given. Let X be the space
X = Lp([0, T ], B0) ∩Wα,p([0, T ]; B1),
endowed with the natural norm. Then the embedding of X into Lp([0, T ], B) is compact.
Lemma 4.2. [13] Let V and H be two Hilbert spaces such that the imbedding V ⊂ H is compact. Denote
by V ′ the dual space of V. If u ∈ L2([0, T ],V), du
dt
∈ L2([0, T ],V ′), then u ∈ C([0, T ],H).
Next we prove the following result.
Proposition 4.4. Let ur be the solution to equation (4.17), then the family {ur}r≥0 is compact in
L2([0, T ],H).
Proof. Recall
ur(t) = u0 −
∫ t
0
div(B(ur(s)))ds +
∫ t
0
div(Ar(u
r(s))∇ur(s))ds +
∫ t
0
σ(ur(s))h(s)ds
:= I1 + I2(t) + I3(t) + I4(t).
Clearly, ‖I1‖H ≤ C1. By integration by parts and Hypothesis H, we have
‖div(B(ur(s)))‖H−1 = sup
‖v‖
H1
≤1
|〈v, div(B(ur(s)))〉|
= sup
‖v‖
H1
≤1
|〈∇v, B(ur(s))〉|
≤ C(1 + ‖ur(s)‖H).
Then
‖I2(t) − I2(s)‖2H−1 = ‖
∫ t
s
div(B(ur(l)))dl‖2
H−1
≤ C(t − s)
∫ t
s
‖div(B(ur(l)))‖2
H−1dl
≤ C(t − s)2(1 + sup
t∈[0,T ]
‖ur(t)‖2H),
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Hence, by Theorem 4.3, we have for α ∈ (0, 1
2
),
‖I2‖2Wα,2([0,T ];H−1)
≤
∫ T
0
‖I2(t)‖2H−1dt +
∫ T
0
∫ T
0
‖I2(t) − I2(s)‖2H−1
|t − s|1+2α dsdt
≤ C2(α).
Moreover, by the boundedness of Ar,
‖div(Ar(ur(s))∇ur(s))‖H−1 = sup
‖v‖
H1
≤1
|〈v, div(Ar(ur(s))∇ur(s))〉|
= sup
‖v‖
H1
≤1
|〈∇v, Ar(ur(s))∇ur(s)〉|
≤ C(1 + ‖ur(s)‖H1 ),
and hence,
‖I3(t) − I3(s)‖2H−1 = ‖
∫ t
s
div(Ar(u
r)∇ur)dl‖2
H−1
≤ C(t − s)
∫ t
s
‖div(Ar(ur)∇ur)‖2H−1dl
≤ C(t − s)(T +
∫ T
0
‖ur(s)‖2
H1
ds).
this again implies
‖I3‖2Wα,2([0,T ];H−1) ≤ C3(α).
By Hypothesis H, we have
‖σ(ur(s))h(s)‖H ≤ C|h(s)|(1 + ‖ur(s)‖H).
Hence,
‖I4(t) − I4(s)‖2H = ‖
∫ t
s
σ(ur(l))h(l)dl‖2H
≤ C(t − s)
∫ t
s
‖σ(ur(l))h(l)‖2Hdl
≤ C(t − s)(1 + sup
s∈[0,T ]
‖ur(s)‖2H)
∫ T
0
|h(s)|2ds,
which yields that for α ∈ (0, 1
2
),
‖I4‖2Wα,2([0,T ];H) ≤ C4(α).
Combining the above estimates together, we have for α ∈ (0, 1
2
),
sup
r
‖ur‖2
Wα,2([0,T ];H−1) < +∞. (4.22)
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By Theorem 4.3 and (4.22), we see that ur, r > 0 are bounded uniformly in the space
L2([0, T ],H1) ∩Wα,2([0, T ];H−1).
Apply Lemma 4.1 to conclude the proof.

From Theorem 4.3 and the proof of Proposition 4.4 we see that the family {urn }n≥1 is bounded in the
space C([0, T ],H) ∩Wα,2([0, T ];H−1). Therefore, the following result is valid.
Corollary 4.5. The family {urn}n≥1 is tight in C([0, T ],H−1).
As a consequence of Theorem 4.3, Proposition 4.4 and Corollary 4.5, we have
Corollary 4.6. There exist a sequence {urn }n≥1 and an element u ∈ L∞([0, T ],H) ∩ L2([0, T ],H) ∩
L2([0, T ],H1) ∩C([0, T ],H−1) such that
urn → u in L∞([0, T ],H) in weak star,
urn → u strongly in L2([0, T ],H),
urn → u strongly in C([0, T ],H−1),
urn ⇀ u weakly in L2([0, T ],H1).
Now, we are ready to prove Theorem 4.2.
Proof of Theorem 4.2. Let u be defined as in Corollary 4.6. We will show that u is a solution to the
skeleton equation (3.8) and u ∈ C([0, T ],H). For a test function φ ∈ C∞(Td), we have
〈urn(t), φ〉 − 〈u0, φ〉 −
∫ t
0
〈B(urn(s)),∇φ〉ds
= −
∫ t
0
〈Arn(urn (s))∇urn (s),∇φ〉ds +
∫ t
0
〈σ(urn (s))h(s), φ〉ds. (4.23)
Taking Corollary 4.6 into account and letting n → ∞ in (4.23), we obtain
|〈urn (t) − u(t), φ〉| → 0.
Since urn → u strongly in L2([0, T ],H), we have
|
∫ t
0
〈B(urn(s)) − B(u(s)),∇φ〉ds| ≤ ‖∇φ‖L∞
∫ t
0
‖urn − u‖Hds → 0,
and
|
∫ t
0
〈(σ(urn (s)) − σ(u))h(s), φ〉ds| ≤ ‖φ‖H
(∫ t
0
|h(s)|2Uds
) 1
2
(∫ t
0
‖urn − u‖2Hds
) 1
2
→ 0.
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Note that
∫ t
0
〈Arn(urn(s))∇urn (s) − A(u(s))∇u(s),∇φ〉ds
=
∫ t
0
〈(Arn(urn (s)) − Arn(u(s)))∇urn (s),∇φ〉ds
+
∫ t
0
〈(Arn (u(s)) − A(u(s)))∇urn (s),∇φ〉ds
+
∫ t
0
〈A(u(s))(∇urn (s) − ∇u(s)),∇φ〉ds.
By the contraction property of the semigroup of Prn , Lipschitz continuity of A, Corollary 4.6 and
Theorem 4.3, we have
|
∫ t
0
〈(Arn(urn (s)) − Arn(u(s)))∇urn (s),∇φ〉ds|
≤ ‖∇φ‖L∞
∫ t
0
∫
Td
|Prn(A(urn (s)) − A(u(s)))(x)||∇urn (s)(x)|dxds
≤ C
(∫ t
0
‖A(urn (s)) − A(u(s))‖2Hds
) 1
2
(∫ t
0
‖urn(s)‖2
H1
ds
) 1
2
≤ C
(∫ t
0
‖urn (s) − u(s)‖2Hds
) 1
2
(∫ t
0
‖urn (s)‖2
H1
ds
) 1
2
→ 0.
By the strong continuity of the semigroup Prn and the boundedness of A(u), we have
|
∫ t
0
〈(Arn(u(s)) − A(u(s)))∇urn (s),∇φ〉ds|
≤ ‖∇φ‖L∞
∫ t
0
∫
Td
|PrnA(u(s))(x) − A(u(s))(x)||∇urn (s)(x)|dxds
≤ C
(∫ t
0
‖PrnA(u(s)) − A(u(s))‖2Hds
) 1
2
(∫ t
0
‖urn (s)‖2
H1
ds
) 1
2
→ 0.
On the other hand, the weak convergence of urn implies
|
∫ t
0
〈A(u(s))(∇urn (s) − ∇u(s)),∇φ〉ds| → 0.
Thus, let n → ∞ in (4.23) to obtain
〈u(t), φ〉 − 〈u0, φ〉 −
∫ t
0
〈B(u(s)),∇φ〉ds
= −
∫ t
0
〈A(u(s))∇u(s),∇φ〉ds +
∫ t
0
〈σ(u(s))h(s), φ〉ds,
which means that u is the solution to (3.8). The energy inequality (4.14) is implied by (4.18). To see
u ∈ C([0, T ],H), we simply appeal to Lemma 4.2.
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Now, we can define G0 : C([0, T ], Y) → C([0, T ],H) ∩ L2([0, T ],H1) by
G0(hˇ) :=

uh, if hˇ =
∫ ·
0
h(s)ds for some h ∈ L2([0, T ],U),
0, otherwise.
(4.24)
5 Large deviations
This section is devoted to the proof of the main result. For any N > 0 and a given family {hε; ε > 0} ⊂
AN , let u¯hε denote the solution of the following SPDE
u¯hε(t) +
∫ t
0
div(B(u¯hε ))ds
= u0 +
∫ t
0
div(A(u¯hε )∇u¯hε)ds +
√
ε
∫ t
0
σ(u¯hε)dW(s) +
∫ t
0
σ(u¯hε)hε(s)ds. (5.25)
Then, we have u¯hε(·) = Gε(W(·) + 1√ε
∫ ·
0
hε(s)ds).
Referring to [3], [11] and using the same method as in Section 4, the following result holds.
Proposition 5.1. Assume u0 ∈ Lp(Ω,F0, Lp(Td)) for all p ∈ [1,∞) and Hypothesis H holds. Then there
exists a unique solution u¯hε to equation (5.25). Moreover, we have
sup
ε
E
{
sup
0≤t≤T
‖u¯hε (t)‖2H +
∫ T
0
‖u¯hε(t)‖2H1dt
}
< ∞,
sup
ε
E sup
0≤t≤T
‖u¯hε (t)‖2pH < ∞, ∀p ≥ 1.
The following result concerns the tightness of the above solution.
Proposition 5.2. The family {u¯hε , ε > 0} is tight in L2([0, T ],H).
Proof. Set
F(u) := −div(B(u)) + div(A(u)∇u).
We have
u¯hε(t) = u0 +
∫ t
0
F(u¯hε )ds +
√
ε
∫ t
0
σ(u¯hε)dW(s) +
∫ t
0
σ(u¯hε)hε(s)ds
:= J1 + J2(t) + J3(t) + J4(t). (5.26)
Clearly, E‖J1‖2H ≤ C1. By (4.2) in [11], we have
‖F(u¯hε)‖H−1 ≤ C(1 + ‖u¯hε‖H1),
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then,
‖J2(t) − J2(s)‖2H−1 = ‖
∫ t
s
F(u¯hε(l))dl‖2H−1
≤ C(t − s)
∫ t
s
‖F(u¯hε (l))‖2H−1dl
≤ C(t − s)(T +
∫ T
0
‖ur(t)‖2
H1
dt).
Thus, combining with Proposition 5.1, we have for α ∈ (0, 1
2
),
E‖J2‖Wα,2([0,T ];H−1) ≤ C2(α).
Moreover, by (2.3), we get
E‖J3(t) − J3(s)‖2H
= εE‖
∫ t
s
σ(u¯hε)dWr‖2H
≤ εE
∫
Td
∫ t
s
∑
k≥1
|σk(u¯hε(r, z))|2drdz
≤ εCE
∫
Td
∫ t
s
(1 + |u¯hε (r, z)|2)drdz
≤ C(t − s)E(1 + sup
t∈[0,T ]
‖u¯hε (t)‖2H).
This implies that for α ∈ (0, 1
2
),
E‖J3‖Wα,2([0,T ];H) ≤ C3(α).
By Hölder inequality and (2.3), we obtain
‖J4(t) − J4(s)‖2H = ‖
∫ t
s
σ(u¯hε)hε(r)dr‖2H
≤
∫
Td
|
∫ t
s
∑
k≥1
|σk(u¯hε)||hkε(r)|dr|2dz
≤
∫
Td
|
∫ t
s

∑
k≥1
|σk(u¯hε)|2

1
2

∑
k≥1
|hkε(r)|2

1
2
dr|2dz
≤
∫
Td

∫ t
s
∑
k≥1
|σk(u¯hε)|2dr


∫ t
s
∑
k≥1
|hkε(r)|2dr
 dz
≤ C
∫
Td
∫ t
s
(1 + |u¯hε |2)drdz
∫ t
s
|hε(r)|2Udr
≤ C(t − s)(1 + sup
t∈[0,T ]
‖u¯hε (t)‖2H)
∫ t
s
|hε(r)|2Udr.
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In view of the boundedness of hε in L
2([0, T ],U), we deduce that for α ∈ (0, 1
2
),
E‖J4‖Wα,2([0,T ];H) ≤ C4(α).
Collecting the above estimates, we obtain
sup
ε∈[0,ε0]
E‖u¯hε‖Wα,2([0,T ];H−1) < +∞ for some ε0 > 0. (5.27)
Set Λ = L2([0, T ],H1) ∩Wα,2([0, T ];H−1). Since the imbedding H1(Td) ⊂ H is compact, we see from
Lemma 4.1 that Λ is compactly imbedded in L2([0, T ],H). Set
‖ · ‖Λ := ‖ · ‖L2([0,T ],H1) + ‖ · ‖Wα,2([0,T ];H−1).
Then, for any L > 0, KL = {u ∈ L2([0, T ],H), ‖u‖Λ ≤ L} is a compact subset of L2([0, T ],H). By
Proposition 5.1 and (5.27), we have
sup
ε∈[0,ε0]
E‖u¯hε‖Λ = C < +∞. (5.28)
Since
P(u¯hε < KL) ≤ P(‖u¯hε‖Λ ≥ L) ≤
1
L
E(‖u¯hε‖Λ) ≤
C
L
,
choosing L to be as large as we wish, it follows that {u¯hε ; ε > 0} is tight in L2([0, T ],H).

Since the imbedding C([0, T ],H)∩Wα,2([0, T ];H−1) ⊂ C([0, T ],H−1) is compact, as a consequence
of (5.27), we also have
Proposition 5.3. {u¯hε ; ε > 0} is tight in C([0, T ],H−1).
Proof of Theorem 3.2. According to Theorem 3.1, the proof of Theorem 3.2 will be completed if the
following Theorem 5.4 and Theorem 5.5 are established.
Theorem 5.4. Fix N ∈ N and let {hε} ⊂ AN . If hε converge in distribution to h as ε → 0, then
Gε
(
W(·) + 1√
ε
∫ ·
0
hε(s)ds
)
converges in distribution to G0
(∫ ·
0
h(s)ds
)
,
in the space C([0, T ],H) as ε → 0.
Proof. Recall u¯hε(·) = Gε(W(·) + 1√ε
∫ ·
0
hε(s)ds). By Proposition 5.2 and Proposition 5.3, we know
that {u¯hε ; ε > 0} is tight in the space L2([0, T ],H) ∩ C([0, T ],H−1). Let (u, h,W) be any limit point of
the tight family {(u¯hε , hε,W), ε ∈ (0, ε0)}, we have to show that u has the same law as
uh = G0(
∫ ·
0
h(s)ds), and u¯hε → u in distribution in the space C([0, T ],H).
Set
Π =
(
L2([0, T ],H) ∩ C([0, T ],H−1), S N ,C([0, T ], Y)
)
.
16
By the Skorokhod representation theorem, there exists a stochastic basis (Ω1,F 1, {F 1t }t∈[0,T ], P1) and
Π−valued random variables (X˜ε, h˜ε, W˜ε), (X˜, h˜, W˜) on this basis, such that (X˜ε, h˜ε, W˜ε) (resp. (X˜, h˜, W˜))
has the same law as (u¯hε , hε,W) (resp. (u, h,W)), and (X˜ε, h˜ε, W˜ε) → (X˜, h˜, W˜), P1−a.s. in Π. Hence,
∫ T
0
‖X˜ε − X˜‖2Hdt → 0 P1 − a.s.. (5.29)
In the following, to simplify the notations, we denote
X = X˜, h = h˜, W = W˜, Xε = X˜ε, hε = h˜ε, Wε = W˜ε.
From the equation satisfied by (u¯hε , hε,W), it follows that (Xε, hε,Wε) satisfies the following equation
Xε(t) = u0 −
∫ t
0
div(B(Xε))ds +
∫ t
0
div(A(Xε)∇Xε)ds
+
√
ε
∫ t
0
σ(Xε)dWε(s) +
∫ t
0
σ(Xε)hε(s)ds. (5.30)
Similar to the proof of Theorem 4.2, using (5.29), let ε → 0 in (5.30) to see that X is the unique solution
of the following equation
X(t) = u0 −
∫ t
0
div(B(X))ds +
∫ t
0
div(A(X)∇X)ds +
∫ t
0
σ(X)h(s)ds. (5.31)
By the uniqueness of the skeleton equation, we have X = uh, which implies that u has the same law as
G0(
∫ ·
0
h(s)ds). Finally, to complete the proof, it suffices to show that Xε → X in probability in the space
C([0, T ],H) as ε → 0.
Let ωε(t) = Xε(t) − X(t). We have
dωε(t) + (div(B(Xε)) − div(B(X)))dt
= (div(A(Xε)∇Xε) − div(A(X)∇X))dt +
√
εσ(Xε)dWε(t) + (σ(Xε)hε − σ(X)h)dt. (5.32)
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Applying Itô formula, we obtain
‖ωε(t)‖2H = 2
∫ t
0
〈ωε,−div(B(Xε) − B(X))〉ds
+2
∫ t
0
〈ωε, div(A(Xε)∇Xε − A(X)∇X)〉ds
+2
∫ t
0
〈ωε, σ(Xε)hε − σ(X)h〉ds + 2
∫ t
0
〈ωε,
√
εσ(Xε)dWε(s)〉
+ε
∫ t
0
∫
Td
∞∑
k=1
|σk(Xε(s, z))|2dzds,
= 2
∫ t
0
〈∇ωε, B(Xε) − B(X)〉ds − 2
∫ t
0
〈∇ωε, A(Xε)∇Xε − A(X)∇X〉ds
+2
∫ t
0
〈ωε, σ(Xε)hε − σ(X)h〉ds + 2
∫ t
0
〈ωε,
√
εσ(Xε)dWε(s)〉
+ε
∫ t
0
∫
Td
∞∑
k=1
|σk(Xε(s, z))|2dzds,
:= K1(t) + K2(t) + K3(t) + K4(t) + K5(t). (5.33)
By the Young’s inequality, for δ > 0, we have
K1(t) ≤ C
∫ t
0
‖ωε‖H‖ωε‖H1ds
≤ δ
4
∫ t
0
‖ωε‖2H1ds +C
∫ t
0
‖ωε‖2Hds. (5.34)
K2(t) can be written as
K2(t) = −2
∫ t
0
〈∇ωε, A(Xε)∇Xε − A(Xε)∇X〉ds
−2
∫ t
0
〈∇ωε, A(Xε)∇X − A(X)∇X〉ds
:= L1(t) + L2(t).
In view of Hypothesis H, we have
L1(t) ≤ −2δ
∫ t
0
‖ωε‖2H1ds. (5.35)
By Hölder inequality and the Young’s inequality, we have
L2(t) ≤
δ
4
∫ t
0
‖ωε‖2H1ds +C
∫ t
0
∫
Td
|A(Xε) − A(X)|2|∇X|2dzds
:=
δ
4
∫ t
0
‖ωε‖2H1ds + Nε(t). (5.36)
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For any constant M > 0, we have
Nε(t) = C
∫ t
0
∫
Td
|A(Xε) − A(X)|2|∇X|2I{|∇X(z)|≤M}dzds
+C
∫ t
0
∫
Td
|A(Xε) − A(X)|2|∇X|2I{|∇X(z)|>M}dzds
≤ CM2
∫ t
0
∫
Td
|A(Xε) − A(X)|2dzds +C
∫ t
0
∫
Td
|∇X(z)|2I{|∇X(z)|>M}dzds
≤ CM2
∫ t
0
‖ωε‖2Hds +C
∫ t
0
∫
Td
|∇X(z)|2I{|∇X(z)|>M}dzds. (5.37)
In light of (5.29), let ε → 0 and then M →∞ in (5.37) to obtain
lim
ε→0
Nε(T ) = 0, P1 − a.s.. (5.38)
Combing (5.35) and (5.37), we have
K2(t) ≤ −
7δ
4
∫ t
0
‖ωε‖2H1ds + Nε(t), and Nε(t) → 0, P1 − a.s.. (5.39)
By Hölder inequality and (2.3), we bound K3(t) in (5.33) as follows
K3(t) = 2
∫ t
0
〈ωε, σ(Xε)hε − σ(Xε)h〉ds + 2
∫ t
0
〈ωε, σ(Xε)h − σ(X)h〉ds
≤ 2
∫ t
0
|hε − h|U‖ωε‖H

∫
Td
∑
k≥1
|σk(Xε)|2dz

1
2
ds
+2
∫ t
0
|h|U‖ωε‖H

∫
Td
∑
k≥1
|σk(Xε) − σk(X)|2dz

1
2
ds
≤ C
∫ t
0
|hε − h|U‖ωε‖H(1 + ‖Xε(s)‖H)ds +C
∫ t
0
|h|U‖ωε‖2Hds
≤ C sup
t∈[0,T ]
(1 + ‖Xε‖H)
∫ t
0
‖ωε‖H |hε − h|Uds +C
∫ t
0
‖ωε‖2H |h|Uds
≤ C sup
t∈[0,T ]
(1 + ‖Xε‖H)
(∫ t
0
|hε − h|2Uds
) 1
2
(∫ t
0
‖ωε‖2Hds
) 1
2
+ 2C
∫ t
0
‖ωε‖2H |h|Uds
≤ CN 12 sup
t∈[0,T ]
(1 + ‖Xε‖H)
(∫ t
0
‖ωε‖2Hds
) 1
2
+ 2C
∫ t
0
‖ωε‖2H |h|Uds.
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By the Burkholder-Davis-Gundy inequality and (2.3), we have
E sup
t∈[0,T ]
|K4(t)| ≤ 2
√
εCE

∑
k≥1
∫ T
0
(∫
Td
ωεσk(Xε(s, z))dz
)2
ds

1
2
≤ 2√εCE

∑
k≥1
∫ T
0
(∫
Td
|ωε|2dz
) (∫
Td
|σk(Xε(s, z))|2dz
)
ds

1
2
≤ 2√εCE
[∫ T
0
‖ωε‖2H(1 + ‖Xε(s)‖2H)ds
] 1
2
≤ 2√εCE sup
t∈[0,T ]
(1 + ‖Xε(t)‖H)
(∫ T
0
‖ωε(s)‖2Hds
) 1
2
.
Using the linear growth of σ, we have
K5(t) = ε
∫ t
0
∫
Td
∞∑
k=1
|σk(Xε(s, z))|2dzds
≤ εC
∫ t
0
∫
Td
(1 + |Xε(s, z)|2)dzds
≤ εC
∫ t
0
(1 + ‖Xε(s)‖2H)ds.
Combing all the above estimates, we obtain
‖ωε(t)‖2H ≤ C
∫ t
0
‖ωε‖2Hds + Nε(t) +CN
1
2 sup
t∈[0,T ]
(1 + ‖Xε‖H)
(∫ t
0
‖ωε‖2Hds
) 1
2
+2C
∫ t
0
‖ωε‖2H |h|Uds + sup
t∈[0,T ]
|K4(t)| + εC
∫ t
0
(1 + ‖Xε(s)‖2H)ds
:= C
∫ t
0
(1 + |h|U)‖ωε‖2Hds + Θ(ε, T ), (5.40)
where
Θ(ε, T ) = Nε(T ) +CN
1
2 sup
t∈[0,T ]
(1 + ‖Xε‖H)
(∫ t
0
‖ωε‖2Hds
) 1
2
+ sup
t∈[0,T ]
|K4(t)| + εC
∫ T
0
(1 + ‖Xε(s)‖2H)ds.
Applying Gronwall inequality, it follows from (5.40) that
sup
t∈[0,T ]
‖ωε(t)‖2H ≤ Θ(ε, T ) exp
( ∫ T
0
(1 + |h(s)|U )ds
)
.
Since E(supt∈[0,T ] ‖Xε‖2H) ≤ C and by (5.29), (5.37), we have
lim
ε→0
EΘ(ε, T ) = 0.
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In particular, Θ(ε, T ) → 0 in probability as ε → 0. Since
exp
( ∫ T
0
(1 + |h(s)|U)ds
)
< ∞, a.s.
we conclude that
sup
t∈[0,T ]
‖ωε(t)‖2H → 0 in probability as ε → 0,
which completes the proof.

Replacing
√
ε
∫ t
0
σ(Xε)dWε(s) by 0 in the proof of Proposition 5.2, Proposition 5.3 and Theorem 5.4,
we can prove the following result.
Theorem 5.5. G0(
∫ ·
0
h(s)ds) is a continuous mapping from h ∈ S N into C([0, T ],H), in particular,
{G0(
∫ ·
0
h(s)ds); h ∈ S N} is a compact subset of C([0, T ],H).
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