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Abstract
In this paper, let P ln;≤s;k denote a set of k-flaw preference sets (a1, . . . , an) with n
parking spaces satisfying that 1 ≤ ai ≤ s for any i and a1 = l and p
l
n;≤s;k = |P
l
n;≤s;k|.
We use a combinatorial approach to the enumeration of k-flaw preference sets by their
leading terms. The approach relies on bijections between the k-flaw preference sets and
labeled rooted forests. Some bijective results between certain sets of k-flaw preference
sets of distinct leading terms are also given. We derive some formulas and recurrence
relations for the sequences pln;≤s;k and give the generating functions for these sequences.
Keyword: Flaw; Leading term; Parking function; Forest
∗Partially supported by NSC 96-2115-M-006-012
†Email address of the corresponding author: majun@math.sinica.edu.tw
‡jean.yh@ms45.url.com.tw
1 Introduction
Throughout the paper, let [n] := {1, 2, . . . , n} and [m,n] := {m, . . . , n}. Suppose that n
cars have to be parked in m parking spaces which are arranged in a line and numbered 1 to
m from left to right. Each car has initial parking preference ai; if space ai is occupied, the car
moves to the first unoccupied space to the right. We call (a1, . . . , an) preference set. Clearly,
the number of preference sets is mn. If a preference set (a1, . . . , an) satisfies ai ≤ ai+1 for
1 ≤ i ≤ n− 1, then we say that the preference set is ordered. If all the cars can find a parking
space, then we say the preference set is a parking function. If there are exactly k cars which
can’t be parked, then the preference set is called a k-flaw preference set.
Let n, m, s, and k be four nonnegative integers with 1 ≤ s ≤ m and k ≤ n − 1. Suppose
that there are m parking spaces. We use Pn,m;≤s;k to denote a set of k-flaw preference sets
(a1, . . . , an) of length n satisfying 1 ≤ ai ≤ s for all i. For 1 ≤ l ≤ s, we use P
l
n,m;≤s;k to denote
a set of preference sets (a1, . . . , an) ∈ Pn,m;≤s;k such that a1 = l. Let pn,m;≤s;k = |Pn,m;≤s;k|
and pln,m;≤s;k = |P
l
n,m;≤s;k|. For any of the above cases, if the parameter k ( resp. m ) doesn’t
appear, we understand k = 0 ( resp. m = n ); if the parameter m and s are both erased, we
understand s = m = n.
There are some results about parking functions with s = m = n. Riordan introduced
parking functions in [15]. He derived that the number of parking functions of length n is (n+
1)n−1, which coincides with the number of labeled trees on n+1 vertices by Cayley’s formula.
Several bijections between the two sets are known (e.g., see [7, 15, 16]). Furthermore, define
a generating function P (x) =
∑
n≥0
(n+1)n−1
n!
xn. It is well known that xP (x) is the compositional
inverse of the function ψ(x) = xe−x, i.e., ψ(xP (x)) = x. Riordan concluded that the number
of ordered parking functions is 1
n+1
(
2n
n
)
, which is also equals the number of Dyck path of
semilength n. Parking functions have been found in connection to many other combinatorial
structures such as acyclic mappings, polytopes, non-crossing partitions, non-nesting partitions,
hyperplane arrangements,etc. Refer to [6, 7, 8, 13, 17, 18] for more information.
Any parking function (a1, . . . , an) can be redefined such that its increasing rearrangement
(b1, . . . , bn) satisfies bi ≤ i. Pitman and Stanley generalized the notion of parking functions in
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[13]. Let x = (x1, . . . , xn) be a sequence of positive integers. The sequence α = (a1, . . . , an)
is called an x-parking function if the non-decreasing rearrangement (b1, . . . , bn) of α satisfies
bi ≤ x1 + . . . + xi for any 1 ≤ i ≤ n. Thus, the ordinary parking function is the case
x = (1, . . . , 1). By the determinant formula of Goncˇarove polynomials, Kung and Yan [12]
obtained the number of x-parking functions for an arbitrary x. See also [19, 20, 21] for the
explicit formulas and properties for some specified cases of x.
An x-parking function (a1, . . . , an) is said to be k-leading if a1 = k. Let qn,k denote the
number of k-leading ordinary parking functions of length n. Foata and Riordan [7] derived a
generating function for qn,k algebraically. Recently, Sen-peng Eu, Tung-shan Fu and Chun-Ju
Lai [3] gave a combinatorial approach to the enumeration of (a, b, . . . , b)-parking functions by
their leading terms.
Riordan [15] told us the relations between ordered parking functions and Dyck paths. Sen-
peng Eu et al. [4, 5] considered the problem of the enumerations of lattice paths with flaws.
It is natural to consider the problem of the enumerations of preference sets with flaws. There
is a interesting facts. Salmon and Cayley in 1849 established the classical configuration of 27
lines in a general cubic surface. Given a line l, the number of lines, which are disjoint from,
intersect or are equal to l, are 16,10 and 1, respectively, see [9] for the detail information.
These number exactly are the number of 0-, 1- and 2-flaw preference sets of length 3. Peter
J Cameron et al. [1] indicate that there are some relations between k-flaw preference sets
and the context of hashing since data would be lost. Also they counted the number of k-flaw
preference sets and calculate the asymptotic. Ordered k-flaw preference sets were studied in
[10] and some enumerations for some parking functions were given in [11].
In this paper, we use the methods developed by Sen-peng Eu et al. [3] to study k-flaw
preference sets. Sen-peng Eu et al. find that triplet-labelled rooted forests enable (a, 1, . . . , 1)-
parking functions to be manipulated on forests easily. The methods are different with that
in [1]. We consider triplet-labelled rooted forests associated with k-flaw preference sets and
establish a bijection between k-flaw preference sets and label rooted forests, so as to enumerate
k-flaw preference sets by leading term.
First, we enumerate k-flaw preference sets in the set Pn;≤s;k. Then we consider the
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triplet-labelled rooted forests and bijections associated with the parking functions in the set
Pn,n+k;≤n+k. Using these bijections, we find that p
1
n,n+k;≤n+k = p
2
n,n+k;≤n+k = . . . = p
k+1
n,n+k;≤n+k
for any k ≥ 0. Taking l = 1, we have (1) p1n,n+k;≤n+k = pn−1,n+k;≤n+k for any k ≥ 0 and n ≥ 1;
(2) p1n,n+k,≤n+k =
n∑
i=1
(
n−1
i−1
)
p1i,i+k−1,≤i+k−1pn−i for any k ≥ 1. When k + 1 ≤ l ≤ n + k − 1, we
obtain the recurrence relation pln,n+k;≤n+k − p
l+1
n,n+k;≤n+k =
(
n−1
l−k−1
)
pl−k−1,l−1;≤l−1pn+k−l.
To enumerate k-flaw preference sets in the set P ln;≤s;k, we study the triplet-labelled rooted
forests and bijections associated with the k-flaw preference sets in the set Pn;≤s;k. We prove
that p1n;≤s;k = p
2
n;≤s;k = . . . = p
k
n;≤s;k for any k ≥ 1; letting l = 1, we have p
1
n;≤s;k =
s−k−1∑
i=1
(
n−1
s−i−k−1
)
pn+k−s+i;≤ip
1
s−k−i,s−i−1;≤s−i−1 for any k ≥ 1 and k + 1 ≤ s ≤ n. For the cases
with s = l, we derive some interesting identities: (1) psn;≤s;k+1 = p
1
n;≤s;k for any k ≥ 1 and
k + 2 ≤ s ≤ n; (2) psn+1;≤s;k = pn;≤s;k for k ≥ 0 and k + 1 ≤ s ≤ n; (3) p
s
n+1;≤s;k = pn;≤s;k for
any k ≥ 0 and k + 1 ≤ s ≤ n; (4) pnn;1 = p
2
n for any n ≥ 2; (5) p
n
n;1 − p
n−1
n;1 = pn−2 for any
n ≥ 2. When k ≤ l ≤ s− 1, we obtain the following recurrence relation
pl+1n;≤s;k − p
l
n;≤s;k =
l−2∑
i=k−1
(
n− 1
i− k + 1
)
pi−k+1,i;≤i
[
pl−in+k−i−1;≤s−i−1 − p
l−i−1
n+k−i−1;≤s−i−1
]
+
(
n− 1
l − k
)
pl−k,l−1;≤l−1
[
p1n+k−l;≤s−l − p
s−l
n+k−l;≤s−l;1
]
.
We also are interested in generating functions for some sequences. For any k ≥ 1 and s ≥ 0,
define a generating functionDk,s(x) =
∑
n≥s+k
pn;≤n−s;k
n!
xn, thenDk,s(x) = [P (x)]
k+1
k+s∑
i=0
(−1)i(k+s+1−i)i
i!
xi−
[P (x)]k
k+s−1∑
i=0
(−1)i(k+s−i)i
i!
xi. Furthermore, let D(x, y, z) =
∑
k≥1
∑
s≥0
∑
n≥s+k
pn;≤n−s;k
n!
xnyszk, then
D(x, y, z) = zP (x)
y−zP (x)
[
P (x)−y
exy−y
− (1−z)P (x)
exzP (x)−zP (x)
]
.
For any l ≥ 0 and k ≥ 0, define a generating function Hl,k(x) =
∑
n≥l+1
pn+k−l
n,n+k;≤n+k
(n−1)!
xn, then
Hl,k(x) satisfies the recurrence relation Hl,k(x) = Hl−1,k(x) −
p1
l,l+k;≤l+k
(l−1)!
xl + pl
l!
xl+1[P (x)]k+1
with the initial conditions H0,k(x) = x[P (x)]
k+1. Let Hk(x, y) =
∑
l≥0
Hl,k(x)y
l and H(x, y, z) =
∑
k≥0
Hk(x, y)z
k , thenHk(x, y) =
xP (xy){[P (x)]k+1−y[P (xy)]k+1}
1−y
andH(x, y, z) = xP (xy)
1−y
[
P (x)
1−zP (x)
− yP (xy)
1−zP (xy)
]
.
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Define a generating function W (x, y, z, v) =
∑
k≥1
∑
s≥0
∑
l≥s
∑
n≥k+l
pn−l
n;≤n−s;k
(n−1)!
xnylzsvk, then
W (x, y, z, v) =
xyvP (xy)
y − 1
{[
yP (xy)
yz − vP (xy)
−
P (x)
yz − vP (x)
]
R(xy, z)
+
P (x)
yz − vP (x)
R(xy,
v
y
P (x))−
yP (xy)
yz − vP (xy)
R(xy,
v
y
P (xy))
}
+
vP (x)
yz − vP (x)
[
F (x, y, z)− F (x, y,
v
y
P (x))
]
where R(x, y) = P (x)−y
exy−y
and F (x, y, z) = x
exyz−z
[
P (xy)(P (x)−yP (xy))
1−y
− zP (xyz)[P (x)−yzP (xyz)]
1−yz
]
.
Recently, Postnikov and Shapiro [14] gave a new generalization, building on work of Cori,
Rossin and Salvy [2], the G-parking functions of a graph. For the complete graph G = Kn+1,
the defined functions in [14] are exactly the classical parking functions. So, in the future work,
we will consider k-flaw G-parking function.
We organize this paper as follows. In Section 2, we enumerate k-flaw preference sets in the
set Pn;≤s;k. In Section 3, we consider the triplet-labelled rooted forests and bijections associated
with the parking functions in the set Pn,n+k;≤n+k. In Section 4, we give the enumerations of
parking functions in the set P ln,n+k;≤n+k. In Section 5, we study the triplet-labelled rooted
forests and bijections associated with the k-flaw preference sets in the set Pn;≤s;k. In Section 6,
we investigate the problems of the enumerations of preference sets in the set P ln;≤s;k. In Section
7, we obtain some generating functions for some sequences given in the previous sections. In
Appendix, we list the values of pln;≤s;k for n ≤ 7 and p
l
n,n+k;≤n+k for any n ≤ 5 and k ≤ 3.
2 Counting the number of elements in Pn;≤s;k
In this section, we will consider the enumerations of preference sets in the set Pn;≤s;k.
Lemma 2.1. Let 1 ≤ s ≤ n and 1 ≤ k ≤ s− 1, then
pn;≤s;k =
s−k∑
i=1
(
n
n− s+ i+ k
)
ps−i−k,s−i−1;≤s−i−1pn−s+i+k;≤i
Proof. For any α = (a1, . . . , an) ∈ Pn;≤s;k, suppose that the (n − i)-th parking space is
the last empty one. Obviously, n − s + 1 ≤ i ≤ n − k. Let S = {j | aj > n − i} and αS be
a subsequence of α determined by the subscripts in S. Then |S| = k + i. Let T = [n] \ S,
5
then |T | = n− k − i and aj < n− i for any j ∈ T . Let αT be a subsequence of α determined
by the subscripts in T , then αT ∈ Pn−k−i,n−i−1;≤n−i−1. Suppose αs = (b1, . . . , bk+i), then
(b1 − n+ i, . . . , bk+i − n+ i) ∈ Pi+k;≤s+i−n.
There are
(
n
i+k
)
ways to choose i + k numbers from [n] for the elements in S. There are
pi+k;≤s+i−n and pn−k−i,n−i−1;≤n−i−1 possibilities for αS and αT , respectively. Hence, for any
1 ≤ k ≤ s− 1, we have,
pn;≤s;k =
n−k∑
i=n−s+1
(
n
i+ k
)
pn−i−k,n−i−1;≤n−i−1pi+k;≤s+i−n
=
s−k∑
i=1
(
n
n− s+ i+ k
)
ps−i−k,s−i−1;≤s−i−1pn−s+i+k;≤i.

3 Triple-labelled rooted forests and a bijection
In this section, we consider the triplet-labelled rooted forests and bijections associated with
the parking functions in the set Pn,n+k;≤n+k. Using these bijections, we give the enumerations
of parking functions in the set P ln,n+k;≤n+k.
Let Bn,k be a set of all sequences (T0, . . . , Tk) of length k+1 such that (1) the union of the
vertex sets of T0, . . . , Tk is {Ri | 0 ≤ i ≤ k} ∪ [n], where Ri /∈ [n] is just an artificial label; (2)
each Ti is a tree with root Ri; (3) Ti and Tj are disjoint if i 6= j.
Let F ∈ Bn,k. For any x ∈ [n], there is an unique root Ri which is connected with x.
Define the height of x to be the number of edges connecting x with root Ri. If the height of
a vertex z is less than the height of x and {z, x} is an edge of F , then z is the predecessor of
x, x is a child of z, and write z = pre(x) and x ∈ child(z).
Fixing a sequence F of rooted trees in Bn,k, we define a linear order <F on [n] by the
following rules. Let x, y ∈ [n].
(1) For any i 6= j, x ∈ Ti and y ∈ Tj , if i < j, then x <F y.
(2) For any i and x, y ∈ Ti, if the height of x is less than the height of y, then x <F y; if
the height of x is equals the height of y, and pre(x) <F pre(y), then x <F y.
(3) For any i and x, y ∈ Ti, if pre(x) = pre(y), but x < y, then x <F y.
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The sequence formed by writing {1, . . . , n} in the increasing order with respect to <F is
denoted by σ−1F = (σ
−1
F (1), . . . , σ
−1
F (n)). And the permutation σF is the inversion of σ
−1
F .
Next, we define the forest specification of F . Let mi be the number of the vertices in
i−1⋃
j=0
Tj
for 1 ≤ i ≤ k + 1. Clearly, mk+1 = n + k + 1. Set rF = (r1, . . . , rn+k) as follows.
(1) r1 is the number of children of the vertex R0.
(2) ri is the number of children of the vertex σ
−1
F (i− 1) if 2 ≤ i ≤ m1.
(3) rmi+1 is the number of children of the vertex Ri for 1 ≤ i ≤ k.
(4) ri is the number of children of the vertex σ
−1
F (i− j) if mj−1 + 2 ≤ i ≤ mj for some j.
Given F ∈ Bn,k, we may obtain (rF , σF ). Let
ai =


1 if 1 ≤ σF (i) ≤ r1
k + 1 if 1 +
k∑
i=1
ri ≤ σF (i) ≤
k+1∑
i=1
ri
It is well known that each labeled tree on n+1 vertices would correspond to a parking function
of length n. So, we obtain a parking function αF = (a1, . . . , an) ∈ Pn,n+k;≤n+k and parking
spaces m1, . . . , mk could not be occupied.
Conversely, for any α = (a1, . . . , an) ∈ Pn,n+k;n+k, let rα = (r1, . . . , rn+k) be the specificatioin
of α, i.e., ri = |{j | aj = i}|. Furthermore, we may suppose that parking spaces m1, . . . , mk
are empty, then rmi = 0 for i = 1, . . . , k.
For 1 ≤ i ≤ n, define
piα(i) = |{aj | either aj < ai, or aj = ai and j < i}|.
Note that piα = (piα(1), . . . , piα(n)) is a permutation of [n]. Let pi
−1
α be the inversion of piα.
Let
ti =


m1 − 1 if i = 0
mi+1 −mi − 1 if i = 1, . . . , k − 1
n+ k −mk if i = k
Bym1, . . . , mk, we can decompose rα and pi
−1
α into the following k+1 subsequences,respectively:
ri = (ri,1, . . . , ri,ti) =


(r1, . . . , rm1−1) if i = 0
(rmi+1, . . . , rmi+1−1) if i = 1, . . . , k − 1
(rmk+1, . . . , rn+k) if i = k + 1
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and
σi = (σi(1), . . . , σi(ti)) =


(pi−1(1), . . . , pi−1(m1 − 1)) if i = 0
(pi−1(mi − i+ 1), . . . , pi
−1(mi+1 − i− 1)) if i = 1, . . . , k − 1
(pi−1(mk − k + 1), . . . , pi
−1(n)) if i = k + 1
We associate (ri, σi) with a rooted tree Ti on ti + 1 vertices. The vertex set of Ti is
{Ri} ∪ {σi(j) | 1 ≤ j ≤ ti}, where Ri /∈ [n] is just an artificial label. Let Ri be the root of
Ti. The children of Ri are σi(1), . . . , σi(ri,1). For any 1 ≤ j ≤ ti, the children of σi(j) are
σi(1 +
j∑
m=0
ri,m), . . . , σi(
j+1∑
m=0
ri,m). So, we obtain a rooted forest Fα with k + 1 components
T0, . . . , Tk and the vertex set of Fα is {Ri | 0 ≤ i ≤ k} ∪ [n].
Lemma 3.1. There is a bijection φ between Pn,n+k;≤n+k and Bn,k.
Corollary 3.1. Let α = (a1, . . . , an) ∈ Pn,n+k;≤n+k and F = (T0, . . . , Tk) = φ(α) ∈ Bn,k.
Suppose x ∈ [n], x is a child of root Rs for some 0 ≤ s ≤ k. Let µ be the number of the
non-root vertices of
s−1⋃
j=0
Tj, then ax = µ+ s+ 1.
Proof. Since α ∈ Pn,n+k;≤n+k, we could obtain (rα, pi
−1
α ) and suppose that parking spaces
m1,. . .,mk couldn’t be occupied. Observe that aj = mi + 1 for some j ∈ [n] if and only if j is
a child of Ri in F . Hence, we have ax = ms + 1. So ax = µ+ s+ 1 since µ = ms − s. 
Corollary 3.2. Let α ∈ Pn,n+k;≤n+k and F = (T0, . . . , Tk) = φ(α) ∈ Bn,k. Suppose x1, x2 ∈
[n], x1x2 is an edge of Ts for some 0 ≤ s ≤ k and piα(x1) < piα(x2), then ax2 = piα(x1) + s+1.
Proof. Since α ∈ Pn,n+k;≤n+k, we could obtain (rα, pi
−1
α ) and suppose that parking spaces
m1,. . .,mk couldn’t be occupied. Then there are the subsequences (rs, σs) of (rα, pi
−1
α ) such
that x1 = σs(j) and x2 = σs(l+
j∑
m=0
ri,m) for some j and l. Note that piα(x1) = ms− s+ j and
ax2 = ms + j + 1. Hence, ax2 = piα(x1) + s+ 1. 
By Corollary 3.1 and Corollary 3.2, we may associate α with a (k + 1)-component rooted
forest Fˆα on n+ k+1 vertices, called triplet-labeled rooted forest. Since α ∈ Pn,n+k;≤n+k, we
suppose that parking spaces m1, . . . , mk couldn’t be occupied. Let m0 = 0 and µi = mi − i
for any 0 ≤ i ≤ k. The vertex set of Fˆα is {(Ri, 0, µi) | 0 ≤ i ≤ k} ∪ {(i, ai, piα(i)) | 1 ≤ i ≤ n}
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of triplets, where Ri /∈ [n] is just an artificial label for discriminating the additional triplets.
Let (R0, 0, µ0), . . . , (Rk, 0, µk) be the root of distinct trees of Fˆα. For any two vertices u =
(x1, y1, z1) and v = (x2, y2, z2), v is a child of u if there exists i such that µi ≤ z1, z2 ≤ µi+1
and y2 = z1 + i+ 1.
For example, take n = 12 and α = (7, 1, 11, 12, 6, 11, 12, 2, 6, 2, 6, 12, 1) ∈ P12,14;≤14. It is
easy to check that m1 = 4 and m2 = 11. Hence, µ0 = 0, µ1 = 3 and µ2 = 9. We can obtain
the following table:
i 1 2 3 4 5 6 7 8 9 10 11 12
ai 6 1 8 12 7 12 5 8 12 2 1 5
piα(i) 6 1 8 10 7 11 4 9 12 3 2 5
pi−1α (i) 2 11 10 7 12 1 5 3 8 4 6 9
and rα = (2, 1, 0, 0, 2, 1, 1, 2, 0, 0, 0, 3, 0, 0). The rooted forest Fα associated with α is shown
on Fig.1.
2 11
10
7 12
51
3 8
4 6 9
R0 R1 R2
Fig.1. A rooted forest Fα associated with the parking function
α = (7, 1, 11, 12, 6, 11, 12, 2, 6, 2, 6, 12, 1).
The triplet-labelled rooted forest Fˆα associated with α is shown on Fig.2.
(2,1,1)
(11,1,2)
(10,2,3)
(7,5,4) (12,5,5)
(3,8,8) (8,8,9)
(4,12,10) (6,12,11) (9,12,12)
(R ,0,0)0 (R ,0,3)1 (R ,0,9)2
(5,7,7)
(1,6,6)
Fig.2. A triplet-labelled rooted forest Fˆα associated with the parking function
α = (7, 1, 11, 12, 6, 11, 12, 2, 6, 2, 6, 12, 1).
For any α ∈ Pn,n+k;≤n+k, by triplet-labelled rooted forest Fˆα associated with α, we could
obtain the bijection φ between Pn,n+k;≤n+k and Bn,k.
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Given α ∈ Pn,n+k;≤n+k, let Fˆα be a triplet-labelled rooted forest Fˆα associated with α. Let
ψ(x, y, z) = x for any (x, y, z) ∈ {(Ri, 0, µi) | 0 ≤ i ≤ k} ∪ {(i, ai, piα(i)) | 1 ≤ i ≤ n}, and two
vertices ψ(x1, y1, z1) and ψ(x2, y2, z2) are adjacent if and only if (x1, y1, z1) and (x2, y2, z2) are
adjacent in Fˆ . So, we get a labeled forest Fα. Let φ(α) = Fα, clearly, φ(α) ∈ Bn,k.
To describe φ−1, for each F ∈ Bn,k, let F = (T0, . . . , Tk) and the tree Ti have the root
Ri for each i. We express F in a form, called canonical form, of a plane rooted forest. Let
T0, . . ., Tk be placed from left to right. If a vertex has more than one child then the labels
of these children are increasing from left to right. Let µ0 = 0 and µi be the number of the
non-root vertices in
i−1⋃
j=0
Tj for 1 ≤ i ≤ k. Let θ(Ri) = (Ri, 0, µi) for each i. For any j ∈ [n], let
θ(j) = (j, yj , zj), where yj and zj are determined by the following algorithm A.
Algorithm A.
(1) Let F = (T0, . . . , Tk). Traverse Ti by a breadth-first search, suppose j is the s-th
non-root vertex and label the third entries zj = s+ µi.
(2) For any two v = (x1, y1, z1) and u = (x2, y2, z2), if u is a child of v and x1 = Ri, then
y2 = µi + i + 1; if u is a child of v, the vertices x1 and x2 are in Ti and x1, x2 ∈ [n], then
y2 = z1 + i+ 1.
Note that if u is a child v in Ti, then y2 − µi − i = z2 − µi = 1 if x1 = Ri; and z2 > z1
implies that y2 − µi − i = (z1 + i + 1) − µi − i ≤ z2 − µi if x1 6= Ri. Sorting the triplets of
non-vertices by the first entries, the sequence ϕ−1(F ) = (y1, . . . , yn), which is formed by their
second entries, is the required parking function. Obviously, parking spaces µi + i couldn’t be
occupied for 1 ≤ i ≤ k. 
For any α = (a1, . . . , an) ∈ Pn,n+k;≤n+k, we may obtain rα = (r1, . . . , rn+k) and piα =
(piα(1), . . . , piα(n)) and suppose that parking spaces m1, . . . , mk couldn’t be occupied with
m1 < m2 < . . . < mk, then define the following parameters about α:
(1) lα : the leading term of α, i.e., lα = a1;
(2) nα : the number of a1 in α, i.e., tα = |{i | ai = a1}|;
(3) mα = mk;
(4) gα = max{mi | mi < lα};
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(5) hα = max{i | mi < lα};
(6) τα = |{i | aj < lα}|+ 1;
Clearly, τα ≥ lα − hα. Now, let P
l
n,n+k;≤n+k = {α ∈ Pn,n+k;≤n+k | lα = l}. Let F
l
n,k
denote the set of triplet-labelled rooted forests F ′α associated with α ∈ P
l
n,n+k;≤n+k. If R is
a set consisting of some parking functions, then we always use F(R) to denote the set of
triplet-labelled rooted forests associated with the parking functions in R.
The following lemma has the same proof as the lemma in [3]. For the sake of completeness,
we still prove it as follows.
Lemma 3.2. Let k ≥ 0. For any 1 ≤ l ≤ n + k − 1, let A1 = {α ∈ P
l
n,n+k;≤n+k | τα >
l− hα or nα ≥ 2} and C1 = {α ∈ P
l+1
n,n+k;≤n+k | l ≥ gα + 1}. Then there is a bijection from A1
to C1.
Proof. It suffices to establish a bijection ψ : F(A1) → F(C1). Given an Fˆα ∈ F(A1), let
u = (1, l, piα(1)) ∈ Fˆα. Obviously, u ∈ Thα and l ≥ gα + 1. If τα > l − hα, then piα(1) > l − hα
and Thα − Thα(u) has at least l − hα vertices. On the other hand, u ∈ Thα implies that there
are at least l− hα − 1 terms aj satisfying gα + 1 ≤ aj < l. Hence, if nα ≥ 2, then there are at
least l − hα vertices in Thα − Thα(u) as well.
Let (Rhα, 0, gα− hα) be the 0-th vertex. Traverse Thα − Thα(u) by breadth-first search and
locate the (l − gα)-th vertex in Thα − Thα(u), say v. By attaching Thα(u) to v so that u is
the first child of v in Thα − Thα(u), updating the second and the third entries of all non-root
vertices by Algorithm A, and the other trees remain unchangeable, we obtain ψ(Fˆα). the
triplet of u becomes (1, l + 1, pi(1)). l ≥ gα + 1 implies that ψ(Fˆα) ∈ F(C1).
To find ψ−1, given an Fˆβ ∈ F(C1), let u = (1, l + 1, piβ(1)) ∈ Fˆβ and v the parent of u.
Clearly, u ∈ Thβ . Since l ≥ gβ + 1, v isn’t the root (Rhβ , 0, gβ − hβ) of Thβ . In Fˆβ, we locate
the vertex, say w, the third entry of which is equal to l − hβ − 1. Attach Thβ(u) to w so that
u is the first child of w. By Algorithm A, the updated triplet of u becomes (1, l, pi(1)) and the
other trees are unchangeable. We observe that either pi(1) = l if v is another child of w, or
pi(1) > l otherwise. Hence ψ−1(Fˆβ) ∈ F(R). 
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For example, take n = 12, k = 2 and l = 2. We consider a parking function α =
(2, 4, 8, 12, 9, 1, 12, 8, 4, 12, 1, 3) ∈ P12,14;≤14. Then hα = 0, nα = 1, gα = 0 and τα = 3.
Observe that τα > l − hα. On Fig.3 is the forest Fˆα associated with α. Let u = (1, 2, 3).
Note that v = (11, 1, 2) is the 2-th vertex of Fˆα − T1(u) that is visited by a breadth-first
search. On Fig.4 is the corresponding forest ψ(Fˆα), which is obtained from Fˆα − T1(u) with
T1(u) attached to v and with the second and third entries of the triplet updated. Sorting the
triplets of non-root vertices by the first entries, we retrieve the corresponding parking function
α = (3, 4, 8, 12, 9, 1, 12, 8, 4, 12, 1, 3) with leading term 3 from their second entries.
(6,1,1)
(11,1,2)
(1,2,3)
(3,8,7)
(8,8,8)
(2,4,5) (9,4,6)
(4,12,10)(7,12,11) (10,12,12)
(R ,0,0)0 (R ,0,2)1 (R ,0,7)2
u (12,3,4) (5,9,9)
v
Fig.3. The forest F ′αassociated with the parking function α = (2, 4, 8, 12, 9, 1, 12, 8, 4, 12, 1, 3)
(6,1,1)
(11,1,2)
(1,3,3)
(3,8,7) (8,8,8)
(12,3,4) (5,9,9)
(2,4,5) (9,4,6)
(4,12,10) (7,12,11) (10,12,12)
(R ,0,0)0 (R ,0,6)1 (R ,0,9)2
Fig.4. The corresponding forest φ(F ′α)
Lemma 3.3. Let k be an integer with k ≥ 1. For any 1 ≤ l ≤ n + k − 1, Let A2 = {α ∈
P ln,n+k;≤n+k | τα = l− hα, nα = 1, hα ≤ k − 1} and C2 = {α ∈ P
l+1
n,n+k;≤n+k | l = gα}, then there
is a bijection from A2 to C2.
Proof. It suffices to establish a bijection ψ : F(A2) → F(C2). Given an Fˆα ∈ F(A2), let
u = (1, l, piα(1)) ∈ Fˆα. Obviously, u ∈ Thα . Let rhα+1 be the root of the tree Thα+1. Delete
Thα(u) from Thα and attach Thα(u) to rhα+1 so that u is the first child of rhα+1. Then updating
the second and the third entries of all non-root vertices by Algorithm A, and the other trees
remain unchangeable, we obtain ψ(Fˆα). The triplet of u becomes (1, l + 1, l − hα). Suppose
Fˆβ = ψ(Fˆα), then gβ = l, hence ψ(Fˆα) ∈ F(C2).
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To find ψ−1, given an Fˆβ ∈ F(C2), let u = (1, l + 1, piβ(1)) ∈ Fˆβ . Since l = gβ, we
have hβ ≥ 1 and that the parent of u is the root Rhβ of the tree Thβ in Fˆβ . Traverse Thβ−1 by
breadth-first search and suppose v is the last vertex. Delete Thβ(u) from Thβ and attach Thβ(u)
to v. Then updating the second and the third entries of all non-root vertices by Algorithm
A, and the other trees remain unchangeable, we obtain ψ−1(Fˆβ). The triplet of u becomes
(1, l, l − hβ + 1). Hence, ψ
−1(Fˆβ) ∈ F(A2). 
For example, take n = 10, k = 2 and l = 3. We consider a parking function α =
(3, 10, 4, 10, 7, 1, 4, 1, 10, 7) ∈ P10,12;≤12. Then hα = 0, τα = 3 and tα = 1. Observe that
τα = l − hα. On Fig.6 is the corresponding forest ψ(Fˆα), which is obtained from Fˆα − T1(u)
with T1(u) attached to (R1, 0, 5) and with the second and third entries of the triplet updated.
Sorting the triplets of non-root vertices by the first entries, we retrieve the corresponding
parking function (4, 10, 5, 10, 4, 1, 5, 1, 10, 4) with leading term 4 from their second entries.
(6,1,1) (8,1,2)
(1,3,3)
(5,7,6) (10,7,7)
(3,4,4) (7,4,5)
(2,10,8) (4,10,9) (9,10,10)
(R ,0,0)0 (R ,0,2)1 (R ,0,7)2
u
Fig.5. The forest F ′αassociated with the parking function α = (3, 10, 4, 10, 7, 1, 4, 1, 10, 7)
(6,1,1)
(8,1,2)
(1,4,3)
(5,4,4)
(10,4,5)
(3,5,6) (7,5,7)
(2,10,8) (4,10,9) (9,10,10)
(R ,0,0)0 (R ,0,2)1 (R ,0,7)2
v
u
Fig.6. The corresponding forest φ(F ′α)
Lemma 3.4. Let k ≥ 0 . For any k + 1 ≤ l ≤ n + k, Let A3 = {α ∈ P
l
n,n+k;≤n+k | τα =
l − hα, nα = 1, hα = k} and C3 = {β ∈ P
n+k+1
n,n+k+1;≤n+k+1 | mβ = l}, then there is a bijection
from A3 to C3.
Proof. For any α = (l, a2, . . . , an) ∈ A3, let β = (n + k + 1, a2, . . . , an). Let S = {j |
l + 1 ≤ ai ≤ n + k} and T = {j | mα + 1 ≤ ai ≤ l − 1}. Furthermore, let αS and αT be two
subsequences of α determined by the subscripts in S and T , respectively. Since α ∈ A3, αS
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and αT correspond with a parking function of length n + k − l and l −mα − 1, respectively.
So, hα = k implies β ∈ C3.
Conversely, for any β = (n+ k + 1, a2, . . . , an) ∈ C3, let α = (l, a2, . . . , an). mβ = l implies
α ∈ A3. This complete the proof. 
Lemma 3.5. Let k ≥ 0. For any k + 1 ≤ l ≤ n + k, Let A3 = {α ∈ P
l
n,n+k;≤n+k | τα =
l − hα, nα = 1, hα = k}, then |A3| =
(
n−1
l−k−1
)
pl−k−1,l−1,≤l−1pn+k−l.
Proof. Lemma 3.4 implies that |A3| = |C3|. For any α = (a1, . . . , an) ∈ C3, let S = {j |
ai ≤ l − 1} and T = [n] \ S, then |S| = l − k − 1 and |T | = n + k + 1 − l. Furthermore, let
αS and αT be two subsequences of α determined by the subscripts in S and T , respectively.
Obviously, αS ∈ Pl−k−1,l−1,≤l−1. Suppose αT = (b1, . . . , bn+k+1−l), since l + 1 ≤ bj ≤ n+ k + 1
for any 1 ≤ j ≤ n+ k + 1− l, we have (b1 − l, . . . , bn+k+1−l − l) ∈ P
n+k+1−l
n+k+1−l .
There are
(
n−1
l−k−1
)
ways to choose l − k − 1 numbers from [2, n] for the elements in S.
There are pl−k−1,l−1,≤l−1 and pn+k−l possibilities for αS and αT , respectively. Hence, we have
|A3| = |C3| =
(
n−1
l−k−1
)
pl−k−1,l−1,≤l−1pn+k−l. 
4 Enumerations for parking functions in P ln,n+k;≤n+k
In this section, with the benefit of the triplet-labelled rooted forests, we enumerate parking
functions in the set P ln,n+k;≤n+k.
Theorem 4.1. For any k ≥ 0, we have p1n,n+k;≤n+k = p
2
n,n+k;≤n+k = . . . = p
k+1
n,n+k;≤n+k.
Proof. Let A1 and C1 be defined as that in Lemma 3.2, A2 and C2 defined as that in
Lemma 3.3. Note that P ln,n+k;≤n+k =
2⋃
i=1
Ai and P
l+1
n,n+k;≤n+k =
2⋃
i=1
Ci. Hence, by Lemmas 3.2
and 3.3, we obtain the desired results. 
Theorem 4.2. (1) p1n,n+k;≤n+k = pn−1,n+k;≤n+k for any k ≥ 0 and n ≥ 1;
(2) p1n,n+k,≤n+k =
n∑
i=1
(
n−1
i−1
)
p1i,i+k−1,≤i+k−1pn−i for any k ≥ 1.
Proof. (1) For any α = (1, a2, . . . , an) ∈ P
1
n,n+k;≤n+k, let ψ(α) = (a2, . . . , an), then
ψ(α) ∈ Pn−1,n+k;≤n+k. Obviously, the mapping ψ is a bijection between the sets P
1
n,n+k;≤n+k
and Pn−1,n+k;≤n+k. Hence, p
1
n,n+k;≤n+k = pn−1,n+k;≤n+k for any k ≥ 0 and n ≥ 1.
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(2) For any α ∈ P1n,n+k,≤n+k, we suppose that the last parking space which don’t be
occupied is i. Obviously, k + 1 ≤ i ≤ n + k. Let S = {j | aj ≤ i − 1, aj ∈ α} and
T = [n] \ S, then |S| = i − k, |T | = n + k − i. Let αS and αT be two subsequences of
α determined by the subscripts in S and T , respectively. Then we have αS ∈ P
1
i−k,i−1,≤i−1.
Suppose αT = (b1, . . . , bn+k−i), then (b1 − i, . . . , bn+k−i − i) ∈ Pn+k−i.
There are
(
n−1
i−k−1
)
ways to choose i−k−1 numbers from [2, n] for elements in S since 1 ∈ S.
There are p1i−k,i−1,≤i−1 and pn+k−i possibilities for the preference sets αS and αT , respectively.
Hence, we have
p1n,n+k,≤n+k =
n+k∑
i=k+1
(
n− 1
i− k − 1
)
p1i−k,i−1,≤i−1pn+k−i
=
n∑
i=1
(
n− 1
i− 1
)
p1i,i+k−1,≤i+k−1pn−i.

Theorem 4.3. Let n ≥ 1, k ≥ 0 and k + 1 ≤ l ≤ n + k − 1. Then
pln,n+k;≤n+k − p
l+1
n,n+k;≤n+k =
(
n− 1
l − k − 1
)
pl−k−1,l−1;≤l−1pn+k−l.
Proof. Let A = {α ∈ P ln,n+k;≤n+k | hα = k, nα = 1, τα = l − k} and B = P
l
n,n+k;≤n+k\A.
By Lemmas 3.2 and 3.3, there is a bijection from the sets B to P l+1n,n+k;≤n+k. Hence, p
l
n,n+k;≤n+k−
pl+1n,n+k;≤n+k = |A|. Lemma 3.5 implies that
pln,n+k;≤n+k − p
l+1
n,n+k;≤n+k =
(
n− 1
l − k − 1
)
pl−k−1,l−1;≤l−1pn+k−l.

Lemma 4.1. For any k ≥ 0 and n ≥ 1, we have pn+kn,n+k;≤n+k = pn−1,n+k−1;≤n+k−1
Proof. For any α = (n + k, a2, . . . , an) ∈ P
n+k
n,n+k;≤n+k, let ϕ(α) = (a2, . . . , an), then
ϕ(α) ∈ Pn−1,n+k−1;≤n+k−1. Obviously, this is a bijection. 
5 The Bijections for k-flaw preference sets in P ln;≤s;k
In this section, we consider triplet-labelled rooted forests associated with preference sets
in the set P ln;≤s;k.
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For any 1 ≤ s ≤ n, let Bn,s,k denote a set of the forests F = (T0, . . . , Tk) ∈ Bn,k such that
(1) the tree Tk has at least n+ k − s+ 1 vertices; (2) all the vertices σ
−1
F (s− k), σ
−1
F (s+ 1−
k), . . . , σ−1F (n) are leaves, where σ
−1
F is the linear order on [n] with respect to <F .
Lemma 5.1. Let n and k be two nonnegative integers. Suppose that 1 ≤ s ≤ n and the
mapping φ is defined as that in Lemma 3.1, then φ is a bijection between the sets Pn;≤s;k and
Bn,s,k.
Proof. For any α = (a1, . . . , an) ∈ Pn;≤s;k, if we add k parking spaces, then α can be
viewed as an element in the set Pn,n+k;≤n+k. So, we may suppose that the empty parking
spaces are m1, . . . , mk and Fˆα = (T0, . . . , Tk) is the triple-let labeled rooted forest associated
with α. Lemma 3.1 implies that φ(α) ∈ Bn,k. Since s ≤ n, we have mk ≤ s−1, hence, the tree
Tk has at least n + k − s + 1 vertices. On the other hand, let rα and piα be the specification
and the permutation on [n] of α, respectively. Then the vertex pi−1α (i) is a leaf in Tk since
ri+k+1 = 0 for any i ∈ [s− k, n]. So, φ(α) ∈ Bn,s,k.
Conversely, for any F ∈ Bn,s,k, Lemma 3.1 tells us that φ
−1(F ) = (a1, . . . , an) ∈ Pn,n+k;≤n+k.
Suppose that all the empty parking spaces are m1, . . . , mk, then mk ≤ s − 1 since Tk has at
least n + k − s + 1 vertices. Let σ−1F be the linear order on [n] with respect to <F . Fur-
thermore, let Fˆ be the triple-let labeled rooted forest from F . Then ai ≤ s for any i ∈ [n]
since the vertices σ−1F (s−k), σ
−1
F (s−k+1), . . . , σ
−1
F (n) are leaves. If we erase exact k parking
spaces n+1, . . . , n+k, then there are k cars which can’t be parked, hence, φ−1(F ) ∈ Pn;≤s;k. 
The proofs of the following four lemmas is similar to Lemmas 3.2, 3.3, 3.4 and 3.5. We
just state them as follows.
Lemma 5.2. Suppose that k ≥ 1, l ≥ 1 and l + 1 ≤ s ≤ n. Let A′1 = {α ∈ P
l
n;≤s;k | hα ≤
k − 1 and τα > l − hα or nα ≥ 2} and C
′
1 = {α ∈ P
l+1
n;≤s;k | hα ≤ k − 1 and l ≥ gα + 1}. Then
there is a bijection from A′1 to C
′
1.
Lemma 5.3. Suppose that k ≥ 2 and 1 ≤ l ≤ s − 3. Let A′2 = {α ∈ P
l
n;≤s;k | τα =
l − hα, nα = 1, hα ≤ k − 2} and C
′
2 = {α ∈ P
l+1
n;≤s;k | hα ≤ k − 1 and l = gα}, then there is a
bijection from A′2 to C
′
2.
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Lemma 5.4. Suppose that k ≥ 1 and k + 1 ≤ l ≤ s − 2. Let A′3 = {α ∈ P
l
n;≤s;k | τα =
l − hα, nα = 1, hα = k − 1} and C
′
3 = {β ∈ P
s
n;≤s;k+1 | mk = l}, then there is a bijection from
A′3 to C
′
3.
Lemma 5.5. Suppose k ≥ 1 and k + 1 ≤ l ≤ s − 2. Let A′3 = {α ∈ P
l
n;≤s;k | τα =
l − hα, nα = 1, hα = k − 1}, then |A
′
3| =
(
n−1
l−k
)
pl−k,l−1,≤l−1p
s−l
n+k−l;≤s−l;1.
Using the above four lemmas, we may consider the problem of enumerations of preferences
sets in the set P ln;≤s;k.
6 Enumerations for the preference sets in P ln;≤s;k
First, we study the case with 1 ≤ l ≤ k.
Theorem 6.1. Suppose that 1 ≤ s ≤ n. For any k ≥ 1, we have p1n;≤s;k = p
2
n;≤s;k = . . . =
pkn;≤s;k.
Proof. Let A′1 and C
′
1 be defined as that in Lemma 5.2, A
′
2 and C
′
2defined as that in
Lemma 5.3. Note that P ln;≤s;k =
2⋃
i=1
A′i and P
l+1
n;≤s;k =
2⋃
i=1
C′i. Hence, by Lemmas 5.2 and 5.3,
we obtain the desired results. 
Theorem 6.2. Let k ≥ 1 and k + 1 ≤ s ≤ n, then
p1n;≤s;k =
s−k−1∑
i=1
(
n− 1
s− i− k − 1
)
pn+k−s+i;≤ip
1
s−k−i,s−i−1;≤s−i−1.
Proof. For any α = (a1, . . . , an) ∈ P
1
n;≤s;k, we suppose that the last empty parking space is
s−i. Obviously, 1 ≤ i ≤ s−k−1. Let S = {j | s−i+1 ≤ aj ≤ s} and αS be a subsequence of
α determined by the subscripts in S, then |S| = n+k−s+ i. Suppose αS = (b1, . . . , bn+k−s+i),
then (b1 − s+ i, . . . , bn+k−s+i− s+ i) ∈ Pn+k−s+i;≤i. Let T = [n] \ S and αT be a subsequence
of α determined by the subscripts in T , then |T | = s− k − i and αT ∈ P
1
s−k−i,s−i−1;≤s−i−1.
There are
(
n−1
s−k−i−1
)
ways to choose s− k− i− 1 numbers from [2, n] for the elements in T
since 1 ∈ T . There are pn+k−s+i and p
1
s−k−i,s−i−1;≤s−i−1 possibilities for the parking function
αS and the preference set αT , respectively. Hence, we have
p1n;≤s;k =
s−k−1∑
i=1
(
n− 1
s− i− k − 1
)
pn+k−s+i;≤ip
1
s−k−i,s−i−1;≤s−i−1.
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Now, we consider the case with l = s.
Theorem 6.3. psn;≤s;k+1 = p
1
n;≤s;k for any k ≥ 1 and k + 2 ≤ s ≤ n.
Proof. It suffices to establish a bijection ϕ : F(P1n;≤s;k) → F(P
s
n;≤s;k+1). Given an
Fˆα = (T0, . . . , Tk) ∈ F(P
1
n,≤s,k), let u = (1, 1, piα(1)) ∈ Fˆα. Clearly, u ∈ T0. Deleting T0(u)
from T0, we denote T
′
0 = T0 − T0(u). Suppose the number of the non-root vertices in T
′
0 is a,
let the triplet of u becomes (R1, 0, a) and T
′
1 = T0(u). Let the triplet (R2, 0, µ2) of the root
in T2 become (R3, 0, µ2 − 1) and let T
′
3 = T2. For any j ≥ 2, let the triplet (Ri, 0, µi) of the
root in Ti become (Ri+1, 0, µi) and let T
′
i+1 = Ti. Traverse T
′
k+1 by breadth-first search and
suppose v is the (s−1−k−µk)-th vertex, attach a new vertex w, where the first entry of w is
1, as the first child v. Then updating the second and the third entries of all non-root vertices
by Algorithm A, we obtain ϕ(Fˆα) ∈ F(P
s
n;≤s;k+1).
To find ϕ−1, given an Fˆβ = (T
′
0, . . . , T
′
k+1) ∈ F(P
s
n;≤s;k+1), let w = (1, s, piβ(1)) ∈ Fˆβ.
Clearly, w ∈ T ′k+1. Delete w from T
′
k+1. Suppose that the root of T
′
1 is u = (R1, 0, µ1). Let
the first entry of the triplet of u become 1 and attach u to be the first child of the root of
T ′0. We denote the obtained tree as T0. Let the triplet (R2, 0, µ2) of the root in T
′
2 become
(R1, 0, µ2+1) and let T1 = T
′
2. For any j ≥ 3, let the triplet (Ri, 0, µi) of the root in T
′
i become
(Ri−1, 0, µi) and let T
′
i−1 = Ti. Then updating the second and the third entries of all non-root
vertices by Algorithm A, we obtain ϕ−1(Fˆα) ∈ F(P
1
n;≤s;k). 
Theorem 6.4. Let k ≥ 0 and k + 1 ≤ s ≤ n. Then psn+1;≤s;k = pn;≤s;k.
Proof. For any β = (s, b1, . . . , bn) ∈ P
s
n+1,≤s,k, we consider the mapping ϕ(β) = (b1, . . . , bn).
It is easy to check that ϕ if a bijection from the sets psn+1;≤s;k to Pn;≤s;k. Hence, p
s
n+1;≤s;k =
pn;≤s;k. 
Corollary 6.1. Let k, n and s be three integers. Suppose k ≥ 1 and k + 2 ≤ s ≤ n. Then
p1n+1;≤s;k = pn;≤s;k+1.
Proof. By Theorems 6.3 and 6.4, we immediately obtain the desired results. 
Theorem 6.5. pnn;1 = p
2
n for any n ≥ 2.
18
Proof. It suffices to establish a bijection ϕ : F(P2n) → F(P
n
n,1). Given an Tˆα ∈ F(P
2
n),
let u = (1, 2, piα(1)) ∈ Tˆα and w = (R0, 0, 0) be the root of Tˆα. Suppose the number of the
vertices in Tˆα(u) is a. Obviously, a ≥ 1. Let the triplets of w and u become (R1, 0, a − 1)
and (R0, 0, 0), respectively. We denote T0 = Tˆα(u). Deleting Tˆα(u) from Tˆα and traversing
Tˆα− Tˆα(u) by breadth-first search and suppose v is the (n− 1− a)-th vertex, attaching a new
vertex s, where the first entry of s is 1, as the first child v, we denote the obtained tree as T1.
Then updating the second and the third entries of all non-root vertices by Algorithm A, we
obtain ψ(Tˆα) ∈ F(P
n
n;1).
To find ϕ−1, given an Fˆβ ∈ F(P
n
n;1), let s = (1, n, piβ(1)) ∈ Fˆβ = (T0, T1). Clearly, s ∈ T1.
Suppose u = (R0, 0, 0) is the root of T0, the number of non-root vertices of T0 is a and the
root of T1 is w = (R1, 0, a). Delete the vertex s from T1. Let the first entry of the triplets of
u become 1 and the triplets of w become (R0, 0, 0). Traverse T1 by breadth-first search and
suppose v is the first non-root vertex and attach u to be the first child of v. Then updating
the second and the third entries of all non-root vertices by Algorithm A, we obtain ϕ−1(Fˆβ).
The triplet of u becomes (1, 2, pi(1)). Hence, ϕ−1(Fˆβ) ∈ F(P
2
n). 
Lemma 6.1. For any n ≥ 2, we have pnn;1 − p
n−1
n;1 = pn−2
Proof. Let A1 = {α ∈ P
n−1
n;1 | rn−1+rn ≤ 2} and C1 = {β ∈ P
n
n;1 | rn−1+rn ≤ 2 and mβ <
n− 1}. Let A2 = {α ∈ P
n−1
n;1 | rn−1 = 3} and C2 = {β ∈ P
n
n;1 | rn−1 = 2 and rn = 1}. For any
α = (n− 1, a2, . . . , an) ∈ A1 ∪A2, we consider the mapping ψ1(α) = (n, a2, . . . , an) ∈ C1 ∪ C2.
Clearly, the mapping ψ1 is a bijection from the sets A1 ∪ A2 and C1 ∪ C2.
Let A3 = {α ∈ P
n−1
n;1 | rn = 1 and rn−1 = 2} and C3 = {β ∈ P
n
n;1 | rn−1 = 1 and rn = 2}.
For any α = (a1, . . . , an) ∈ A3, obviously, a1 = n − 1 and there are i 6= 1 and j such that
ai = n − 1 and aj = n. Let b1 = bi = n, bj = n − 1 and bh = ah for any h /∈ {1, i, j}, then
β = (b1, . . . , bn) ∈ C3. It is easy to obtain that ψ2 is a bijection between the sets A3 to C3.
Let A4 = {α ∈ P
n−1
n;1 | rn = 2 and rn−1 = 1} and C4 = {β ∈ P
n
n;1 | rn = 2 and mβ = n−1}.
Note that (A1,A2,A3,A4) and (C1, C2, C3, C4) form a partition for P
n−1
n;1 and P
n
n;1, respectively.
Hence, pnn;1 − p
n−1
n;1 = |P
n
n;1| − |P
n−1
n;1 | = |C4| − |A4|. It is easy to obtain that |C4| = (n− 1)pn−2
and |A4| =
(
n−1
2
)
2(n− 1)n−4 = (n− 2)pn−2. Therefore, p
n
n,1 − p
n−1
n,1 = pn−2 for any n ≥ 2. 
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To enumerate preference sets in P ln;≤s;k with k ≤ l ≤ s, we need the following lemma.
Lemma 6.2. Suppose k ≥ 1, k ≤ l ≤ s− 1 and s ≤ n. Let P˜ ln;≤s;k = {α ∈ P
l
n;≤s;k | mα <
l}. Then |P˜ ln;≤s;k| =
l−2∑
i=k−1
(
n−1
i+1−k
)
pi+1−k,i;≤ip
l−i−1
n+k−i−1;≤s−i−1.
Proof. For any α = (a1, . . . , an) ∈ P˜
l
n;≤s;k, we suppose that the last empty parking space
is i + 1, then k − 1 ≤ i ≤ l − 2. Let S = {j | 1 ≤ aj ≤ i} and αS be a subsequence
of α determined by the subscripts in S, then |S| = i + 1 − k and αS ∈ Pi+1−k,i;≤i. Let
T = [n] \ S and αT be a subsequence of α determined by the subscripts in T , then |T | =
n + k − i − 1. Suppose αT = (b1, . . . , bn+k−i−1), since i + 2 ≤ aj ≤ s for any j ∈ T , we have
(b1 − i− 1, . . . , bn+k−i−1 − i− 1) ∈ P
l−i−1
n+k−i−1;≤s−i−1.
There are
(
n−1
i+1−k
)
ways to choose i+ 1− k numbers from [2, n] for the elements in S since
1 /∈ S. There are pi+1−k,i;≤i and p
l−i−1
n+k−i−1;≤s−i−1 possibilities for the preference set αS and the
parking function αT , respectively. Hence, we have
|P˜ ln;≤s;k| =
l−2∑
i=k−1
(
n− 1
i+ 1− k
)
pi+1−k,i;≤ip
l−i−1
n+k−i−1;≤s−i−1.

Example 6.1. Take n = 7,s = 6, l = 4 and k = 2. By the computer search, we have
|P˜47;≤6;2| = 6265. By the data in Appendix, we find p0,1;≤1 = 1, p
2
7;≤4 = 3361, p1,2;≤2 = 2 and
p16;≤3 = 242. Hence, it is easy to check that |P˜
4
7;≤6;2| =
2∑
i=1
(
6
i−1
)
pi−1,i;≤ip
3−i
8−i;≤5−i.
Theorem 6.6. Let n, s, k, l be integers. Suppose k ≥ 1, k ≤ l ≤ s− 1 and s ≤ n. Then
pl+1n;≤s;k − p
l
n;≤s;k =
l−2∑
i=k−1
(
n− 1
i− k + 1
)
pi−k+1,i;≤i
[
pl−in+k−i−1;≤s−i−1 − p
l−i−1
n+k−i−1;≤s−i−1
]
+
(
n− 1
l − k
)
pl−k,l−1;≤l−1
[
p1n+k−l;≤s−l − p
s−l
n+k−l;≤s−l;1
]
.
Proof. Let A′1 and C
′
1 defined as that in Lemma 5.2, A
′
2 and C
′
2 defined as that in Lemma
5.3, A′3 defined as that in Lemma 5.4, P˜
l+1
n,≤s,k and P˜
l
n,≤s,k defined as that in Lemma 6.2.
Obviously, P ln;≤s;k =
3⋃
i=1
A′i ∪ P˜
l
n;≤s;k and P
l+1
n;≤s;k =
2⋃
i=1
C′i ∪ P˜
l+1
n;≤s;k. Hence,
|P l+1n;≤s;k| − |P
l
n;≤s;k| = |P˜
l+1
n;≤s;k| − |P˜
l
n;≤s;k| − |A
′
3|.
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By Lemmas 5.5 and 6.2, we have
pl+1n;≤s;k − p
l
n;≤s;k
=
l−1∑
i=k−1
(
n− 1
i+ 1− k
)
pi+1−k,i;≤ip
l−i
n+k−i−1;≤s−i−1 −
l−2∑
i=k−1
(
n− 1
i+ 1− k
)
pi+1−k,i;≤ip
l−i−1
n+k−i−1;≤s−i−1
−
(
n− 1
l − k
)
pl−k,l−1;≤l−1p
s−l
n+k−l;≤s−l;1
=
l−2∑
i=k−1
(
n− 1
i− k + 1
)
pi−k+1,i;≤i
[
pl−in+k−i−1;≤s−i−1 − p
l−i−1
n+k−i−1;≤s−i−1
]
+
(
n− 1
l − k
)
pl−k,l−1;≤l−1
[
p1n+k−l;≤s−l − p
s−l
n+k−l;≤s−l;1
]
.

Example 6.2. Take n = 7,s = 6, l = 4 and k = 1. By the data in Appendix, we
find p57;≤6;1 = 19042, p
4
7;≤6;1 = 18602. Hence, p
5
7;≤6;1 − p
4
7;≤6;1 = 440. On the other hand,
we have p0,0;≤0 = 1, p
4
7;≤5 = 9351, p
3
7,≤5 = 10026, p1,1,≤1 = 1, p
3
6,≤4 = 701, p
2
6;≤4 = 776,
p2,2;≤2 = 3, p
2
5;≤3 = 65, p
1
5,≤3 = 80, p3,3,≤3 = 16, p
1
4,≤2 = 8, p
2
4;≤2;1 = 1. It is easy to check that
p57;≤6;1 − p
4
7;≤6;1 =
(
6
3
)
p3,3;≤3
[
p14;≤2 − p
2
4;≤2;1
]
+
2∑
i=0
(
6
i
)
pi,i;≤i
[
p4−i7−i;≤5−i − p
3−i
7−i;≤5−i
]
.
7 The generating function
In this section, we will study some generating functions for some sequences given in the
previous sections. First, we need the following three lemmas [11].
Lemma 7.1. [11] Suppose that k ≥ 0. Let Qk(x) =
∑
n≥0
pn,n+k;≤n+k
n!
xn, then Qk(x) =
[P (x)]k+1.
Lemma 7.2. [11] Suppose that k ≥ 0. Let Rk(x) =
∑
n≥k
pn;≤n−k
n!
xn and R(x, y) =
∑
k≥0
Rk(x)y
k,
then Rk(x) = P (x)
k∑
i=0
(−1)i(k+1−i)i
i!
xi −
k−1∑
i=0
(−1)i(k−i)i
i!
xi and R(x, y) = P (x)−y
exy−y
.
Lemma 7.3. [11] Let F (x, y, z) =
∑
k≥0
∑
s≥k
∑
n≥s+1
pn−s
n;≤n−k
(n−1)!
xnyszk, then
F (x, y, z) =
x
exyz − z
[
P (xy)(P (x)− yP (xy))
1− y
−
zP (xyz)[P (x)− yzP (xyz)]
1− yz
]
.
Now, for any k ≥ 1 and s ≥ 0, we define a generating function Dk,s(x) =
∑
n≥s+k
pn;≤n−s;k
n!
xn.
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Theorem 7.1. Suppose s ≥ 0 and k ≥ 1. Let Dk,s(x) be the generating function for
pn;≤n−s;k, then
Dk,s(x) = [P (x)]
k+1
k+s∑
i=0
(−1)i(k + s+ 1− i)i
i!
xi − [P (x)]k
k+s−1∑
i=0
(−1)i(k + s− i)i
i!
xi.
Proof. By Lemma 2.1, we have
∑
n≥s+k
pn;≤n−s;k
xn
n!
=
∑
n≥s+k
n−s−k∑
i=1
(
n
s+ i+ k
)
pn−s−i−k,n−s−i−1;≤n−s−i−1ps+i+k;≤i
xn
n!
=
∑
n≥0
n∑
i=0
pn−i,n+k−i−1;≤n+k−i−1
(n− i)!
ps+i+k;≤i
(s+ i+ k)!
xn+s+k,
hence,
Dk,s(x) = Qk−1(x)Rs+k(x)
= [P (x)]k+1
k+s∑
i=0
(−1)i(k + s+ 1− i)i
i!
xi − [P (x)]k
k+s−1∑
i=0
(−1)i(k + s− i)i
i!
xi.

Corollary 7.1. Let Dk(x, y) =
∑
s≥0
Dk,s(x)y
s for any k ≥ 1, then
Dk(x, y) =
[
P (x)
y
]k [
R(x, y)−
k−1∑
s=0
Rs(x)y
s
]
.
Furthermore, let D(x, y, z) =
∑
k≥1
Dk(x, y)z
k, then
D(x, y, z) =
zP (x)
y − zP (x)
[
P (x)− y
exy − y
−
(1− z)P (x)
exzP (x) − zP (x)
]
.
Proof. By Theorem 7.1, we have
Dk(x, y) =
∑
s≥0
Dk,s(x)y
s
=
∑
s≥0
[P (x)]kRs+k(x)y
s
=
[
P (x)
y
]k [
R(x, y)−
k−1∑
s=0
Rs(x)y
s
]
.
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Hence,
D(x, y, z) =
∑
k≥1
[
P (x)
y
]k [
R(x, y)−
k−1∑
s=0
Rs(x)y
s
]
zk
=
∑
k≥0
[
zP (x)
y
]k+1
R(x, y)−
∑
k≥0
[
zP (x)
y
]k+1 k∑
s=0
Rs(x)y
s
=
zP (x)
y − zP (x)
[R(x, y)− R(x, zP (x)]
=
zP (x)
y − zP (x)
[
P (x)− y
exy − y
−
(1− z)P (x)
exzP (x) − zP (x)
]
.

For any k ≥ 1, we define a generating function Ik(x) =
∑
n≥1
p1
n,n+k;≤n+k
(n−1)!
xn and let I(x, y) =∑
k≥0
Ik(x)y
k.
Lemma 7.4. Suppose that k ≥ 0. Let Ik(x) be the generating function for p
1
n,n+k;≤n+k,
then Ik(x) satisfies the following recurrence relation
Ik(x) = Ik−1(x)P (x)
for any k ≥ 1, with the initial condition I0(x) = x[P (x)]
2. Equivalently,
Ik(x) = x[P (x)]
k+2.
Let I(x, y) =
∑
k≥0
Ik(x)y
k, then
I(x, y) =
x[P (x)2]
1− yP (x)
.
Proof. When k = 0, it is known that I0(x) = x[P (x)]
2. When k ≥ 1, Theorem 4.2 implies
that
∑
n≥1
p1n,n+k;≤n+k
(n− 1)!
xn =
∑
n≥1
n∑
i=1
p1i,i+k−1;≤i+k−1
(i− 1)!
pn−i
(n− i)!
xn.
Hence,
Ik(x) = Ik−1(x)P (x) and Ik(x) = x[P (x)]
k+2.
It is easy to obtain that
I(x, y) =
x[P (x)]2
1− yP (x)
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For any l ≥ 0 and k ≥ 0, we define a generating function Hl,k(x) =
∑
n≥l+1
pn+k−l
n,n+k;≤n+k
(n−1)!
xn
Theorem 7.2. Suppose l ≥ 0 and k ≥ 0. Let Hl,k(x) be the generating function for
pn+k−ln,n+k;≤n+k, then Hl,k(x) satisfies the following recurrence relation
Hl,k(x) = Hl−1,k(x)−
p1l,l+k;≤l+k
(l − 1)!
xl +
pl
l!
xl+1[P (x)]k+1
with the initial conditions H0,k(x) = x[P (x)]
k+1.
Proof. When l = 0, Lemma 4.1 tells us that
pn+kn,n+k;≤n+k = pn−1,n+k−1;≤n+k−1
for any k ≥ 0 and n ≥ 1. Hence,
H0,k(x) =
∑
n≥1
pn+kn,n+k;≤n+k
(n− 1)!
xn
=
∑
n≥1
pn−1,n+k−1;≤n+k−1
(n− 1)!
xn
= x
∑
n≥0
pn,n+k;≤n+k
n!
xn
= xQk(x)
= x[P (x)]k+1.
Given l ≥ 1, by Theorem 4.3, we have
pn+k−ln,n+k;≤n+k − p
n+k−l+1
n,n+k;≤n+k =
(
n− 1
l
)
pn−l−1,n+k−l−1;≤n+k−l−1pl.
This implies that
Hl,k(x) = Hl−1,k(x)−
pk+1l,l+k;≤l+k
(l − 1)!
xl + xl+1
pl
l!
Qk(x)
= Hl−1,k(x)−
p1l,l+k;≤l+k
(l − 1)!
xl +
pl
l!
xl+1[P (x)]k+1.

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Corollary 7.2. Let Hk(x, y) =
∑
l≥0
Hl,k(x)y
l , then Hk(x) satisfies the following equation
Hk(x, y) = yHk(x, y)− xy[P (xy)]
k+2 + x[P (x)]k+1P (xy).
Equivalently,
Hk(x, y) =
xP (xy)
{
[P (x)]k+1 − y[P (xy)]k+1
}
1− y
.
Let H(x, y, z) =
∑
k≥0
Hk(x, y)z
k, then
H(x, y, z) =
xP (xy)
1− y
[
P (x)
1− zP (x)
−
yP (xy)
1− zP (xy)
]
.
Proof. By Theorem 7.2, we have
∑
l≥1
Hl,k(x)y
l =
∑
l≥1
Hl−1,k(x)y
l −
∑
l≥1
p1l,l+k;≤l+k
(l − 1)!
(xy)l + x[P (x)]k+1
∑
l≥1
pl
l!
(xy)l.
Therefore, Hk(x, y) = yHk(x, y)− xy[P (xy)]
k+2 + x[P (x)]k+1P (xy). Equivalently, we have
Hk(x, y) =
xP (xy)
{
[P (x)]k+1 − y[P (xy)]k+1
}
1− y
.
Furthermore,
H(x, y, z) =
xP (xy)
1− y
[
P (x)
1− zP (x)
−
yP (xy)
1− zP (xy)
]
.

Let k ≥ 1 and s ≥ 0 . Define a generating function Ms,k(x) =
∑
n≥s+k+2
p1
n;≤n−s;k
(n−1)!
xn.
Lemma 7.5. Suppose that k ≥ 1 and s ≥ 0. Let Ms,k(x) be the generating function for
p1n;≤n−s;k, then
Ms,k(x) = Rs+k(x)Ik−1(x).
Let Mk(x, y) =
∑
s≥0
Ms,k(x)y
s and M(x, y, z) =
∑
k≥1
Mk(x, y)z
k, then
Mk(x, y) = Ik−1(x)y
−k
[
R(x, y)−
k−1∑
s=0
Rs(x)y
s
]
and
M(x, y, z) =
xz[P (x)]2
y − zP (x)
[
P (x)− y
exy − y
−
(1− z)P (x)
exzP (x) − zP (x)
]
.
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Proof. For any k ≥ 1 and s ≥ 0, Theorem 6.2 implies that
p1n;≤n−s;k =
n−s−k−1∑
i=1
(
n− 1
s+ k + i
)
ps+k+i;≤ip
1
n−s−k−i,n−s−i−1;≤n−s−i−1,
hence,
Ms,k(x) = Rs+k(x)Ik−1(x).
So,
Mk(x, y) =
∑
s≥0
Rs+k(x)Ik−1(x)y
s
= Ik−1(x)y
−k
[
R(x, y)−
k−1∑
s=0
Rs(x)y
s
]
Furthermore, we have
M(x, y, z) =
∑
k≥1
Ik−1(x)y
−k[R(x, y)−
k−1∑
s=0
Rs(x)y
s]zk
=
xz[P (x)]2
y − P (x)z
[R(x, y)− R(x, zP (x))]
=
xz[P (x)]2
y − zP (x)
[
P (x)− y
exy − y
−
(1− z)P (x)
exzP (x) − zP (x)
]
.

Define a generating function
W (x, y, z, v) =
∑
k≥1
∑
s≥0
∑
l≥s
∑
n≥k+l
pn−ln;≤n−s;k
(n− 1)!
xnylzsvk.
Theorem 7.3.
W (x, y, z, v) =
xyvP (xy)
y − 1
{[
yP (xy)
yz − vP (xy)
−
P (x)
yz − vP (x)
]
R(xy, z)
+
P (x)
yz − vP (x)
R(xy,
v
y
P (x))−
yP (xy)
yz − vP (xy)
R(xy,
v
y
P (xy))
}
+
vP (x)
yz − vP (x)
[
F (x, y, z)− F (x, y,
v
y
P (x))
]
Proof. First, let Wk,s,l(x) =
∑
n≥k+l
pn−l
n;≤n−s;k
(n−1)!
xn. When l = s = 0, Theorems 6.5 and 6.3
imply that
pnn;k =


p2n = p
1
n − pn−1 if k = 1
p1n;k−1 if k ≥ 2
.
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This tells us that
Wk,0,0(x) =


xP (x)[P (x)− 1] if k = 1
M0,k−1(x) if k ≥ 2
.
When l = s ≥ 1, by Theorem 6.4, we have Wk,s,s(x) = xDk,s−1(x).
For any l ≥ s+ 1, by Theorem 6.6, it follows that
pn−l+1n;≤n−s;k − p
n−l
n;≤n−s;k =
n−k−l−1∑
i=0
(
n− 1
i
)
pi,i+k−1;≤i+k−1
[
pn−k−l+1−in−i;≤n−s−k−i − p
n−k−l−i
n−i;≤n−s−k−i
]
+
(
n− 1
n− k − l
)
pn−k−l,n−l−1;≤n−l−1
[
p1l+k;≤l−s − pl+k−1;≤l−s;1
]
=
n−k−l∑
i=0
(
n− 1
i
)
pi,i+k−1;≤i+k−1
[
pn−k−l+1−in−i;≤n−s−k−i − p
n−k−l−i
n−i;≤n−s−k−i
]
−
(
n− 1
n− k − l
)
pn−k−l,n−l−1;≤n−l−1pl+k−1;≤l−s;1.
Let Fk,s(x) =
∑
n≥s+1
pn−s
n;≤n−k
(n−1)!
xn, then
Wk,s,l−1(x)−
pkk+l−1;≤k+l−1−s;k
(k + l − 2)!
xk+l−1 −Wk,s,l(x)
=
[
−
pl+k−1;≤l−s;1
(k + l − 1)!
xk+l + Fs+k,k+l−1(x)− Fs+k,k+l(x)
]
Qk−1(x).
Let Wk,s(x, y) =
∑
l≥s
∑
n≥k+l
pn−l
n;≤n−s;k
(n−1)!
xnyl =
∑
l≥s
Wk,s,l(x)y
l and Fk(x, y) =
∑
s≥k
Fk,s(x)y
s, then
yWk,s(x, y)− y
−k+1Ms,k(xy)−Wk,s(x, y) +Wk,s,s(x)y
s
=
[
−D1,s+k−1(xy)y
−k+1x+ Fs+k(x, y)y
−k(y − 1) + Fs+k,s+k(x)y
s
]
Qk−1(x).
Furthermore, note that F (x, y, z) =
∑
k≥0
Fk(x, y)z
k and letWk(x, y, z) =
∑
s≥0
∑
l≥s
∑
n≥k+l
pn−l
n;≤n−s;k
(n−1)!
xnylzs =∑
s≥0
Wk,s(x, y)z
s, then
(y − 1)Wk(x, y, z)− y
−k+1Mk(xy, z) +Wk,0,0(x) + xyzDk(x, yz)
= −
[
D1(xy, z)−
k−2∑
s=0
D1,s(xy)z
s
]
(yz)−k+1xQk−1(x)
+
[
F (x, y, z)−
k−1∑
s=0
Fs(x, y)z
s
]
(yz)−k(y − 1)Qk−1(x)
+x(yz)−k+1
[
R(x, yz)−
k−2∑
s=0
Rs(x)(yz)
s
]
Qk−1(x)
−xk
∑
s≥k−1
ps;≤0
s!
(xyz)s−k+1Qk−1(x).
27
Since W (x, y, z, v) =
∑
k≥1
∑
s≥0
∑
l≥s
∑
n≥k+l
pn−l
n;≤n−s;k
(n−1)!
xnylzsvk =
∑
k≥1
Wk(x, y, z)v
k, we have
(y − 1)W (x, y, z, v)− yM(xy, z,
v
y
) + vxP (x)[R(x, vP (x))− 1] + xyzD(x, yz, v)
= −
xyzvP (x)
yz − vP (x)
D1(xy, z) +
xv2[P (x)]2
yz − vP (x)
D1(xy,
v
y
P (x))
+
(y − 1)vP (x)
yz − vP (x)
[
F (x, y, z)− F (x, y,
v
y
P (x))
]
+
xyzvP (x)
yz − vP (x)
R(x, yz)−
xv2[P (x)]2
yz − vP (x)
R(x, vP (x))− xvP (x)
Therefore,
W (x, y, z, v) =
xyvP (xy)
y − 1
[
yP (xy)
yz − vP (xy)
−
P (x)
yz − vP (x)
]
R(xy, z)
+
xyvP (xy)
y − 1
[
P (x)
yz − vP (x)
R(xy,
v
y
P (x))−
yP (xy)
yz − vP (xy)
R(xy,
v
y
P (xy))
]
+
vP (x)
yz − vP (x)
[
F (x, y, z)− F (x, y,
v
y
P (x))
]

8 Appendix
For convenience to check the equations given in the previous sections, by the computer
search, for n ≤ 7, we obtain the number of k-flaw preference sets α = (a1, . . . , an) of length
n satisfying a1 = l and ai ≤ s for all i ∈ [n] and list them in the following tables. Note that
pln;≤s;k = 0 if l > s or n ≤ k. In Table 5, we give the values of p
l
n,n+k;≤n+k for any n ≤ 5 and
k ≤ 3.
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k = 0 l = 1 2 3 4 5 6 7 8 pn,≤s
(n, s) = (1, 1) 1 0 1
(2, 1) 1 0 1
(2, 2) 2 1 0 3
(3, 1) 1 0 1
(3, 2) 4 3 0 7
(3, 3) 8 5 3 0 16
(4, 1) 1 0 1
(4, 2) 8 7 0 15
(4, 3) 26 19 16 0 61
(4, 4) 50 34 25 16 0 125
(5, 1) 1 0 1
(5, 2) 16 15 0 31
(5, 3) 80 65 61 0 206
(5, 4) 232 171 143 125 0 671
(5, 5) 432 307 243 189 125 0 1296
(6, 1) 1 0 1
(6, 2) 32 31 63
(6, 3) 242 211 206 0 659
(6, 4) 982 776 701 671 3130
(6, 5) 2642 1971 1666 1456 1296 0 9031
(6, 6) 4802 3506 2881 2401 1921 1296 0 16807
(7, 1) 1 0 1
(7, 2) 64 63 0 127
(7, 3) 728 665 659 0 2052
(7, 4) 4020 3361 3175 3130 0 13686
(7, 5) 14392 11262 10026 9351 9031 0 54062
(7, 6) 36724 27693 23667 20922 18682 16807 0 144495
(7, 7) 65536 48729 40953 35328 30208 24583 16807 0 262144
Table.1. pl
n;≤s for 1 ≤ n ≤ 7
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k = 1 l = 1 2 3 4 5 6 7 8 pn,≤s,1
(n, s) = (2, 1) 0 0 0
(2, 2) 0 1 0 1
(3, 1) 0 0 0
(3, 2) 0 1 0 1
(3, 3) 1 4 5 0 10
(4, 1) 0 0 0
(4, 2) 0 1 0 1
(4, 3) 1 8 10 0 19
(4, 4) 13 29 31 34 0 107
(5, 1) 0 0 0
(5, 2) 0 1 0 1
(5, 3) 1 616 19 0 36
(5, 4) 23 84 97 107 0 311
(5, 5) 165 290 293 291 307 0 1346
(6, 1) 0 0 0
(6, 2) 0 1 0 1
(6, 3) 1 32 36 0 69
(6, 4) 41 247 291 311 0 890
(6, 5) 436 1107 1206 1266 1346 0 5361
(6, 6) 2341 3637 3591 3461 3381 3506 0 19917
(7, 1) 0 0 0
(7, 2) 0 1 0 1
(7, 3) 1 64 69 0 134
(7, 4) 75 734 857 890 0 2556
(7, 5) 1151 4281 4858 5161 5361 0 20812
(7, 6) 8402 17433 18329 18602 19042 19917 0 101725
(7, 7) 37883 54690 53435 51008 48808 47433 48729 0 341986
Table.2. pl
n;≤s;1 for 2 ≤ n ≤ 7
k = 2 l = 1 2 3 4 5 6 7 8 pn,≤s,2
(n, s) = (3, 1) 0 0 0
(3, 2) 0 0 0 0
(3, 3) 0 0 1 0 1
(4, 1) 0 0 0
(4, 2) 0 0 0 0
(4, 3) 0 0 1 0 1
(4, 4) 1 1 8 13 0 23
(5, 1) 0 0 0
(5, 2) 0 0 0 0
(5, 3) 0 0 1 0 1
(5, 4) 1 1 16 23 0 41
(5, 5) 27 27 88 129 165 0 436
(6, 1) 0 0 0
(6, 2) 0 0 0 0
(6, 3) 0 0 1 0 1
(6, 4) 1 1 32 41 0 75
(6, 5) 46 46 252 371 436 0 1151
(6, 6) 581 581 1252 1656 1991 2341 0 8402
(7, 1) 0 0 0
(7, 2) 0 0 0 0
(7, 3) 0 0 1 0 1
(7, 4) 1 1 64 75 0 141
(7, 5) 81 81 740 1049 1151 0 3102
(7, 6) 1442 1442 4572 6385 7627 8402 0 29870
(7, 7) 12373 12373 21404 26326 29938 33563 37883 0 173860
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Table.3. pl
n;≤s;2 for 3 ≤ n ≤ 7
k = 3 l = 1 2 3 4 5 6 7 8 pn,≤s,3
(n, s) = (4, 1) 0 0 0
(4, 2) 0 0 0 0
(4, 3) 0 0 0 0 0
(4, 4) 0 0 0 1 0 1
(5, 1) 0 0 0
(5, 2) 0 0 0 0
(5, 3) 0 0 0 0 0
(5, 4) 0 0 0 1 0 1
(5, 5) 1 1 1 16 27 0 46
(6, 1) 0 0 0
(6, 2) 0 0 0 0
(6, 3) 0 0 0 0 0
(6, 4) 0 0 0 1 0 1
(6, 5) 1 1 1 32 46 0 81
(6, 6) 51 51 51 257 451 581 0 1442
(7, 1) 0 0 0
(7, 2) 0 0 0 0
(7, 3) 0 0 0 0 0
(7, 4) 0 0 0 1 0 1
(7, 5) 1 1 1 64 81 0 148
(7, 6) 87 87 87 746 1241 1442 0 3690
(7, 7) 1763 1763 1763 4893 7942 10573 12373 0 41070
Table.4. pln;≤s;3 for 4 ≤ n ≤ 7
l = 1 2 3 4 5 6 7 8 pn,n+k;≤n+k
(n, k) = (1, 0) 1 1
(1, 1) 1 1 2
(1, 2) 1 1 1 3
(1, 3) 1 1 1 1 4
(2, 0) 2 1 3
(2, 1) 3 3 2 8
(2, 2) 4 4 4 3 15
(2, 3) 5 5 5 5 4 24
(3, 0) 8 5 3 16
(3, 1) 15 15 12 8 50
(3, 2) 24 24 24 21 15 108
(3, 3) 35 35 35 35 32 24 196
(4, 0) 50 34 25 16 125
(4, 1) 108 108 92 74 50 432
(4, 2) 196 196 196 180 153 108 1029
(4, 3) 320 320 320 320 304 268 196 2048
(5, 0) 432 307 243 189 125 1296
(5, 1) 1029 1029 904 776 632 432 4802
(5, 2) 2048 2048 2048 1923 1731 1461 1029 12288
(5, 3) 3645 3645 3645 3645 3520 3264 2832 2048 26244
Table.5. pl
n,n+k;≤n+k for 1 ≤ n ≤ 5 and k ≤ 3
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