On the Optimality of Reconfigurable Intelligent Surfaces (RISs): Passive
  Beamforming, Modulation, and Resource Allocation by Jung, Minchae et al.
ar
X
iv
:1
91
0.
00
96
8v
1 
 [c
s.I
T]
  2
 O
ct 
20
19
1
On the Optimality of Reconfigurable Intelligent
Surfaces (RISs): Passive Beamforming,
Modulation, and Resource Allocation
Minchae Jung, Member, IEEE, Walid Saad, Fellow, IEEE,
Mrouane Debbah, Fellow, IEEE, and Choong Seon Hong, Senior Member, IEEE
Abstract
Reconfigurable intelligent surfaces (RISs) have recently emerged as a promising technology that
can achieve high spectrum and energy efficiency for future wireless networks by integrating a massive
number of low-cost and passive reflecting elements. An RIS can manipulate the properties of an incident
wave, such as the frequency, amplitude, and phase, and, then, reflect this manipulated wave to a desired
destination, without the need for complex signal processing. In this paper, the asymptotic optimality
of achievable rate in a downlink RIS system is analyzed under a practical RIS environment with its
associated limitations1. In particular, a passive beamformer that can achieve the asymptotic optimal
performance by controlling the incident wave properties is designed, under a limited RIS control link
and practical reflection coefficients. In order to increase the achievable system sum-rate, a modulation
scheme that can be used in an RIS without interfering with existing users is proposed and its average
symbol error ratio is asymptotically derived. Moreover, a new resource allocation algorithm that jointly
considers user scheduling and power control is designed, under consideration of the proposed passive
beamforming and modulation schemes. Simulation results show that the proposed schemes are in close
agreement with their upper bounds in presence of a large number of RIS reflecting elements thereby
verifying that the achievable rate in practical RISs satisfies the asymptotic optimality.
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1In fact, an optimal performance can be achieved by an ideal RIS which has infinite and continuous phase shifts and lossless
reflection coefficients and is higher than that of a massive multiple-input and multiple-output system as proved in [1].
2Index Terms
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I. INTRODUCTION
The concept of a metasurface is rapidly emerging as a key solution to support the demand for
massive connectivity, mainly driven by upcoming Internet of Things (IoT) and 6G applications
[1]–[16]. A metasurface relies on a massive integration of artificial meta-atoms that are commonly
made of metal structures of low-cost and passive elements. Each meta-atom can manipulate the
incident electromagnetic (EM) wave impinging on it, in terms of frequency, amplitude, and phase,
and reflect it to a desired destination, without additional signal processing. A metasurface can
potentially provide reliable and pervasive wireless connectivity given that man-made structures,
such as buildings, walls, and roads, can be equipped with metasurfaces in the near future and used
for wireless transmission [4]–[6]. Moreover, a tunable metasurface can significantly enhance the
signal quality at a receiver by allowing a dynamic manipulation of the incident EM wave. Tunable
metasurfaces are mainly controlled by electrical, optical, mechanical, and fluid operations [7]
that can be programmed in software using a field programmable gate array (FPGA) [8]. The
concept of a reconfigurable intelligent surface (RIS) is essentially an electronically operated
metasurface controlled by programmable software, as introduced in [7] and [8]. In wireless
communication systems, a base station (BS) can send control signals to an RIS controller (i.e.,
FPGA) via a dedicated control link and controls the properties of the incident wave to enhance
the signal quality at the receiver. In principle, the electrical size of the unit reflecting elements
(i.e., meta-atoms) deployed on RIS is between λ/8 and λ/4, where λ is a wavelength of radio
frequency (RF) signal [7]. Note that conventional large antenna-array systems, such as a massive
multiple-input and multiple-output (MIMO) and MIMO relay system, typically require antenna
spacing of greater than λ/2 [5]. Therefore, an RIS can provide more reliable and space-intensive
communications compared to conventional antenna-array systems as clearly explained in [4]–
[6]. Moreover, a large number of reflecting elements can be arranged on each RIS thus offering
precise control of the reflection wave and allowing it to coherently align with the desired channel.
A. Related Works
Owing to these advantages, the use of an RIS in wireless communication systems has recently
received significant attention as in [1] and [8]–[14]. An RIS is typically used for two main
3wireless communication purposes: a) RIS as an RF chain-free transmitter and b) RIS as a
passive beamformer that amplifies the incident waveform (received from a BS) and reflects it to
the desired user. In [8], the authors analyzed the error rate performance of a phase-shift keying
(PSK) signaling and proved that an RIS transmitter equipped with a large number of reflecting
elements can convey information with high reliability. The works in [9] and [10] proposed RF
chain-free transmitter architectures enabled by an RIS that can support PSK and quadrature
amplitude modulation (QAM). Meanwhile, the works in [1] and [11] designed joint active and
passive beamformer that minimize the transmit power at the BS, under discrete and continuous
phase shifts, respectively. Also, in [12] and [13], the authors designed a passive beamformer that
maximizes the ergodic data rate and the energy efficiency, respectively. Moreover, the work in
[8] theoretically analyzed the average symbol error rate (SER) resulting from an ideal passive
beamformer and proved that the SER decays exponentially as the number of reflecting elements
on RIS increases. In [14], we provided a first insight on a passive beamformer that can achieve,
asymptotically, an ideal RIS performance. However, these previous studies in [1] and [8]–[14]
have not considered practical RIS environments and their limitations, such as practical reflection
coefficients and the limited capacity of the RIS control link. In fact, an RIS can manipulate the
properties of an incident wave based on the resonant frequency of the tunable reflecting circuit.
Then, the incident EM power is partially consumed at the resistance of the reflecting circuit
according to the difference between the incident wave frequency and the resonant frequency.
This results in the amplitude of the reflection coefficients less than or equal to one depending
on the phase shifts of the incident wave. However, the works in [1], [8], [11] and [12] assumed
an ideal RIS whose amplitude of the reflection coefficients are always equal to one which is
impractical for an RIS. Moreover, in [8] and [11]–[14], the authors assumed a continuous phase
shift at each reflecting element. However, this continuous phase shift requires infinite bits to
control each reflecting element and the RIS control link between a BS and an RIS cannot
support those infinite control bits. Finally, the signals from the RIS transmitters proposed in
[9] and [10] can be undesired interference for existing cellular network, given that those RISs
operate as an underlay coexistence with cellular networks. Therefore, there is a need for new
analysis of practical RISs when dealing with a limited RIS control link capacity and practical
reflection coefficients that can verify the asymptotic optimality of realistic RISs.
4B. Contributions
The main contribution of this paper is a rigorous optimality analysis of the data rates that
can be achieved by an RIS under consideration of practical reflection coefficients with a limited
RIS control link capacity. In this regard, we first design a passive beamformer that achieves
asymptotic signal-to-noise ratio (SNR) optimality, regardless of the reflection power loss and
the number of RIS control bits. In particular, the proposed passive beamformer with one bit
RIS control can achieve the asymptotic SNR of an ideal RIS with infinite control bits, lead to
a much simpler operation at the BS especially for a large number of reflecting elements on an
RIS. We then propose a new modulation scheme that can be used in an RIS to achieve sum-rate
higher than the one achieved by a conventional network without RIS. In the proposed modulation
scheme, each RIS utilizes an ambient RF signal, convert it into desired signal by controlling
the properties of incident wave, and transmit it to the desired user, without interfering with
existing users. We also prove that the achievable SNR from the proposed modulation converges
to the asymptotic SNR resulting from a conventional massive MIMO or MIMO relay system,
as the number of reflecting elements on an RIS increases. Given the aforementioned passive
beamformer and modulation scheme, we finally develop a novel resource allocation algorithm
whose goal is to maximize the average sum-rate under the minimum rate requirements at each
user. We then study, analytically, the potential of an RIS by showing that a practical RIS can
achieve the asymptotic performance of an ideal RIS, as the number of RIS reflecting elements
increases without bound. Our simulations show that the proposed schemes can asymptotically
achieve the performance resulting from an ideal RIS and its upper bound.
The rest of this paper is organized as follows. Section II describes the fundamentals of RIS
and the system model. Section III describes the optimality of achievable rate in downlink RIS
system. Simulation results are provided in Section IV to support and verify the analyses, and
Section V concludes the paper.
Notations: Throughout this paper, boldface upper- and lower-case symbols represent matrices
and vectors respectively, and IM is a size-M identity matrix. The conjugate, transpose, and
Hermitian transpose operators are (·)∗, (·)T, and (·)H, respectively. The norm of a vector a is
‖a‖, the amplitude and phase of a complex number a are denoted by |a| and ∠a, respectively.
E [·] and Var [·] denote expectation and variance operators, respectively. O(·) denotes the big O
notation and CN (m, σ2) denotes a complex Gaussian distribution with mean m and variance σ2.
5Fig. 1. Illustrative architecture of an RIS consist of multiple two-dimentional layers.
II. SYSTEM MODEL
In this section, we first describe the fundamental operating principle of RISs and we also
discuss practical RIS properties in terms of reflection phase, reflection amplitude, and their
relationship. These fundamentals are then used to develop our system model.
A. Fundamentals of Reconfigurable Intelligent Surface
We consider an RIS that consists of multiple two-dimensional layers and operates based on the
varactor-tuned resonator as shown in Fig. 1. A metasurface is located on the top of a dielectric
substrate and a large number of metallic patches are periodically printed on it. In a reflecting
element (i.e., a meta-atom), two separate metalic patches are connected to each other through
a common varactor diode and each of which is linked to a conductive cylindrical post. This
results in a parallel connection between the varactor and the cylindrical post. Those cylindrical
posts are connected to a metal layer through a dielectric substrate and a control layer, and the
metal layer performs the role of a ground plane. Therefore, the length of the cylindrical post
and the thickness of the substrate determine the inductance of the circuit. In the control layer, a
bias direct-current (DC) voltage is controlled by an FPGA-based controller and the capacitance
of each varactor changes according to separately controlled bias voltages. As discussed in [1]
and [8], the FPGA-based controller takes the role of a gateway which can receive and decode
signals from other networks (e.g., cellular network) and control the bias voltages based on this
signal. Electromagnetic leakage from the metal layer is eliminated by an insulation layer. When
an RF signal arrives on the metalic patch, the current flows through the metalic patch and is
divided into two different directions of the cylindrical post and the varactor, according to their
6Fig. 2. Equivalent circuit examples of (left) an RF antenna structure with perfect impedance matching and (right)
an RIS structure with impedance mismatch.
impedance. Then, the seperated current converges on the other side of the metalic patch and
reflects RF signal through this metalic patch. The equivalent circuit of this RIS is shown on the
right side of Fig. 1. In this equivalent circuit, L0 represents the inductance resulting from two
conductive cylindrical posts, and Lv, Rv, and Cn are passive elements belonging to the varactor
which can be determined according to the varactor model. Hereinafter, we use the SMV1231-079
varactor which has Lv = 0.7 nH, Rv = 2.5 Ω, and 0.466 pF ≤ Cn ≤ 2.35 pF, and assume that
L0 = 2.5 nH as in [16] and [17]. By controlling Cn from 0.466 pF to 2.35 pF, the impedance
seen by the incident wave will change which yields a phase shift of the incident wave for entire
range of [−pi, pi] at each reflecting element.
In conventional RF antennas, the antenna acts as an impedance transformer (i.e. impedance
matching network) between the feedline and free space as shown in the left side of Fig. 2. This
matching network enables the feedline impedance of RF antenna (i.e., ZL = 50 Ω) to match,
perfectly, the impedance of free space (i.e., Z0 = 377 Ω) at RF carrier frequency fc. Given a
perfect matching network, a resonant frequency, fr, is generated through the parallel connection
between Lm and Cm yielding fr = fc =
1
2pi
√
LmCm
. Then, only the incident wave at frequency
fc flows into the receiver and the power of this incident wave is consumed, thoroughly, at the
receiver ZL. Therefore, a maximum data rate can be achieved and there will be no reflection
wave at fc, as shown in the left side of Fig. 2. On the other hand, a reflecting RIS does not
need to match the impedance at fc. Instead, it needs to reflect the entire power of the incident
wave to achieve the maximum data rate. Hence, a reflecting RIS does not require an RF antenna
or impedance matching network unlike conventional RF systems. As shown in the right side of
Fig. 2, the considered reflecting element n generates the resonance resulting from the parallel
connection between L0 and the varactor n, as follows: fr =
1
2pi
√
(Lv+L0)Cn
, where fr changes
7according to Cn which is controlled by the RIS controller. Since the impedance between the
reflecting element and free space will not be matched, the incident wave at fr flows through the
varactor and its power is consumed, partially, at Rv. Here, the incident wave at fc can be fully
reflected when fc 6= fr. However, as fr gradually approaches to fc, the phase shift decreases
from pi to zero or increases from −pi to zero [15]. Hence, in order to cover the phase shifts
of the incident wave for entire range of [−pi, pi], power loss is inevitable and it is necessary to
analyze the optimal phase shifts, under this practical limitation of an RIS. In [17], the relation
between a reflection amplitude and its phase is approximated under this partial power loss, as
follows:
|Γn| ≈ A (∠Γn) = 0.8
(
sin (∠Γn − 0.43pi) + 1
2
)1.6
+ |Γ|min , (1)
where Γn, |Γn|, and ∠Γn are the reflection coefficient, amplitude, and phase, respectively, and
|Γ|min = 0.2 is the minimum reflection amplitude when fc = 2.4 GHz. Given the approximated
reflection amplitude An (∠Γn), as seen later in Section III, we will derive asymptotic optimal
reflection phases at each reflecting element for the maximum performance as the number of
reflecting elements increases to infinity.
B. System Model
Consider a single BS multiple-input single-output (MISO) system that consists of a set K of
K single-antenna user equipments (UEs) and multiple RISs each of which having N reflecting
elements, as shown in Fig. 3. The BS is equipped with M antennas and serves one UE at each
time slot based on a time-division multiple access (TDMA) [18]. Also, the BS transmits the
downlink signal to scheduled UE through the transmit beamforming. In our system model, we
consider two types of UEs: a) UEs directly connected to the BS (called DUEs) and b) UEs
connected to the BS via an RIS (called RUEs). Each UE can measure the downlink channel
quality information (CQI) and tranmit this information to the BS as done in existing cellular
systems [19]. For UEs whose CQI exceeds a pre-determined threshold, the BS will directly
transmit downlink signals to these UEs (which are now DUEs) without using the RIS. When the
CQI is below a pre-determined threshold (i.e., the direct BS-UE channel is poor), the BS will
have to allocate, respectively, suitable RISs to those UEs (that become RUEs) experiencing this
poor CQI and, then, send a control signal to each RIS controller via a dedicated control link.
Given the received BS control signal, the RIS controller determines N bias DC voltages for
8Fig. 3. Illustrative system model of the considered RIS-based MISO system.
all reflecting elements and then, the varactor capacitance can be controlled, resulting in phase
shifts of the reflection wave. Note that an RIS cannot coherently align, simultaneously, with the
desired channels of all RUEs which, in turn, limits system performance [4]–[6]. For densely
located RISs, we assume that each RUE is connected to different RISs (i.e., one RUE per one
RIS) depending on the location of each RUE. Also, given a practical range of mobility speed
and carrier frequency, we consider that all channels are generated from quasi-static block fading
whose coherence time covers the downlink transmission period [20], as shown in Fig. 4. In
accordance with 3GPP LTE specification [21], we consider two types of reference signals (RSs):
Channel state information-RS (CSI-RS) and demodulation RS (DMRS). A CSI-RS is used to
estimate the CSI and report CQI back to the BS, and a DMRS is a beamformed RS used to
estimate an effective CSI for demodulation [21]. In order to estimate accurate CSI, an RIS will
not operate during the CSI-RS period and, simultaneously, the BS can send a control signal
to the RIS controller via a dedicated control link during this period. Then, the RIS operates
based on this control signal, and reflects the DMRS and data signal with controlled phase shifts.
The RUE receives the phase-shifted DMRS and estimates the effective CSI, and eventually, the
downlink signal can be decoded. Hereinafter, we assume that the channel state of each wireless
link follows a stationary stochastic process under a perfect CSI at the BS and, hence, our analysis
will result in a performance bound of practical channel estimation scenarios.
We divide the UE set into two sets, such that K = D ∪ R where D is the set of DUEs and
9Fig. 4. Downlink frame structure at BS in considered RIS system.
R is the set of RUEs. Then, the received signal at UE k is obtained as
yk =


√
PhHkwkx
d
k + n
d
k, if k ∈ D,√
PfHkΦkGkwkx
r
k + n
r
k, if k ∈ R,
(2)
where P is the BS transmit power and hk ∈CM×1,Gk ∈CN×M , and f k ∈CN×1 are, respectively,
the fading channels between the BS and DUE k, between the BS and RIS k, and between RIS k
and RUE k. Also, wk ∈ CN×1 is the transmit beamforming vector and xdk and xrk are downlink
transmit symbols for DUE k and RUE k, respectively, with noise terms ndk ∼ CN (0, N0) and
nrk ∼ CN (0, N0). In (2), Φk ∈ CN×N is a reflection matrix (i.e., passive beamformer) that
includes reflection amplitudes and phases resulting from N reflecting elements. This reflection
matrix is controlled by the RIS control signal from the BS and then, Φk can be obtained by
using (1) as follows:
Φk = diag
(
A (∠Γ1) e
j∠Γ1 , A (∠Γ2) e
j∠Γ2, · · · , A (∠ΓN) ej∠ΓN
)
. (3)
Hence, the instantaneous SNR at UE k can be obtained as follows:
γk =

 PE
d
k
∣∣hHkwk∣∣2 /N0, if k ∈ D,
PErk
∣∣fHkΦkGkwk∣∣2 /N0, if k ∈ R, (4)
where Edk and E
r
k are the average energy per symbol for DUE k and RUE k, respectively. Given
this practical RIS model, our goal is to maximize (4) and eventually achieve (asymptotically)
the SNR of an ideal RIS as N → ∞. In most prior studies such as [1] and [11]–[13], the
properties of the reflection wave, such as the frequency, amplitude, and phase, are assumed
to be independently controlled, however, these properties are closely related to each other as
discussed in Section II. A. Hence, their relationship should be considered in the system model
to accurately verify the potential of practical RISs. Note that the SNR of an ideal RIS system
increases with O (N2) as N → ∞ [11]. Since the diversity order of a conventional antenna
array system is linearly proportional to the number of transmit antennas [22], an ideal RIS
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can achieve a squared diversity order of a conventional array system equipped with N transmit
antennas. This squared diversity gain can be obtained from an ideal RIS assumption in which
the incident wave is reflected by an RIS without power loss and the BS sends infinite bits to
the RIS controller via unlimited RIS control link capacity. Given a practical RIS model in (4),
we will propose a novel passive beamformer that can achieve O (N2), asymptotically, even with
one bit control for each reflecting element. Moreover, we will propose a new modulation scheme
and an effective resource allocation algorithm that can be used in our RIS system to increase an
achievable sum-rate under the aforementioned practical RIS considerations.
III. OPTIMALITY OF THE ACHIEVABLE DOWNLINK RATE IN AN RIS
We analyze the optimality of the achievable rate using practical RISs under consideration of
the limited capacity of the RIS control link and practical reflection coefficients, as N increases to
infinity. As proved in [11], given an ideal RIS that reflects the incident wave without power loss
under unlimited control link capacity, the downlink SNR of the RIS achieves, asymptotically,
the order of O (N2), as N increases to infinity. However, the downlink SNRs of a conventional
massive MIMO or MIMO relay system, each of which equipped with N antennas, equally
increase with O (N) as proved in [22]. This squared SNR gain of RIS will analytically result in
twice as much performance as conventional array systems in terms of achievable rate, without
additional radio resources. In order to prove the optimality of the achievable rate using practical
RISs under the aforementioned limitations, we first design a passive beamformer that achieves the
SNR order of O (N2) asymptotically. We then design a modulation scheme which can be used
in an RIS that uses ambient RF signals to transmit data without additional radio resource and
achieves the asymptotic SNR in order of O (N) like a conventional massive MIMO (or MIMO
relay) system. We finally propose a resource allocation algorithm to maximize the sum-rate of
the considered RIS-based MISO system.
A. Passive Beamformer Design
The maximum instantaneous SNR at DUE k can be achieved by using a maximum ratio
transmission (MRT) where wk = hk/ ‖hk‖, which yields an SNR γk = PEdk ‖hk‖2 /N0. We
then formulate an optimization problem whose goal is to maximize instantaneous SNR at RUE
k with respect to Φk and wk, as follows:
max
Φk,wk
PErk
∣∣fHkΦkGkwk∣∣2
N0
, (5)
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Algorithm 1 Reflection Phase Selection Algorithm
1: Initialization: Select mˆ = argmax
1≤m≤M
‖gm‖ and set s0 = 0 and i = 1.
2: Reflection phase selection: θˆ = argmax
θ∈P
|si−1 + aimˆφ (θ)|.
3: Update reference vector: si = si−1 + aimˆφ
(
θˆ
)
.
4: Select φi = φ
(
θˆ
)
.
5: Set i← i+ 1 and go to Step 2 until i = N + 1.
6: Return Φˆk = diag (φ1, φ2, · · · , φN ).
s.t. |Γ|min ≤ A (∠Γn) ≤ 1, ∀n, (5a)
− pi ≤ ∠Γn ≤ pi, ∀n. (5b)
For any given Φk, it is well known that the MRT precoder is the optimal solution to problem
(5) such that wk =
GHkΦ
H
k fk
‖GHkΦHk fk‖ [23]. Then, we formulate an optimization problem with respect
to Φk as follows:
max
Φk
PErk
∥∥fHkΦkGk∥∥2
N0
, (6)
s.t. (5a), (5b).
This problem is non-convex since
∥∥fHkΦkGk∥∥2 is not concave with respect to Φk. Let fk =
[f1, · · · , fN ]T and Gk = [g1, · · ·gM ], where gm ∈ CN×1 = [g1m, · · · , gNm]T is the channel
between BS antenna m and RIS k. Then,
∥∥fHkΦkGk∥∥2 is obtained by
∥∥fHkΦkGk∥∥2 = M∑
m=1
∣∣∣∣∣
N∑
n=1
|fn| |gnm|A (∠Γn) ej(∠Γn+∠f∗n+∠gnm)
∣∣∣∣∣
2
(7)
=
M∑
m=1
∣∣∣∣∣
N∑
n=1
anm · φ (∠Γn)
∣∣∣∣∣
2
, (8)
where anm = |fn| |gnm| ej(∠f∗n+∠gnm) and φ (∠Γn) = A (∠Γn) ej∠Γn . Since |fn| |gnm|A (∠Γn) is
always greater than zero given that |Γ|min > 0, (8) can readily achieve O (N2) when ∠Γn =
−∠f ∗n − ∠gnm0 for 1 ≤ m0 ≤ M and ∀n. However, using continuous reflection phases is
impractical when we have a limited RIS control link capacity and practical RIS hardware. Given
a discrete reflection phase set P = {−pi,−pi+∆φ, · · · ,−pi+∆φ(2b−1)} where ∆φ = 2pi/2b and
b is the number of RIS control bits at each reflecting element, we design a suboptimal reflection
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matrix Φˆk which can achieve O (N2) as N →∞, asymptotically, as shown in Algorithm 1. In
this algorithm, we first select antenna mˆ which has the largest channel gain among M channels
between the BS and the RIS. Since a reflection amplitude is always 1 when its phase equals
to −pi, φ (−pi) is selected as a reflection phase φ1 and we determine a1mˆφ (−pi) as a reference
vector, s1, in the first round. Note that
∥∥fHkΦkGk∥∥2 is calculated based on the sum of N vectors
such as
∑N
n=1 anmφ (∠Γn), as shown in (8). Therefore, when i > 1, we compare the Euclidean
norm of vector additions between si−1 and θ shifted candidates, i.e., |si−1 + aimˆφ (θ)| , ∀θ ∈ P ,
and select θˆ with the maximum Euclidean norm. Therefore, we can derive the suboptimal solution
such that φi = φ
(
θˆ
)
for each reflecting element i. Algorithm 1 results in a suboptimal solution
and will not achieve the optimal performance that can be obtained by the exhaustive search
method with O(2bN) complexity. However, we can prove the following result related to the
asymptotic optimality of Algorithm 1.
Proposition 1. Algorithm 1 can achieve an instantaneous SNR in order of O (N2) regardless
of the number of RIS control bits, b ≥ 1, as N →∞.
Proof: In order to analyze the impact of b on the instantaneous SNR resulting from Algo-
rithm 1, we first consider the case of b = 1 with P = {−pi, 0}. In Step 2 of Algorithm 1, the
Euclidean norm of vector addition is obtained as follows:
|si−1 + aimˆφ (θ)| =
√
|si−1|2 + |aimˆφ (θ)|2 + 2 |si−1| |aimˆφ (θ)| cos δ (9)
≥
(a)
√
|si−1|2 + |fi|2|gimˆ|2 |Γ|2min + 2 |si−1| |fi| |gimˆ| |Γ|min cos δ, (10)
where δ = ∠si−1−∠aimˆ−θ and (a) results from the worst case scenario where |φ (θ)| = |Γ|min.
Given that θ ∈ {−pi, 0} and |Γ|min > 0, we can always select θ that satisfies cos δ ≥ 0 and
then, |si| will increase as i increases until i = N . Therefore, |sN | will increase with O (N)
as N → ∞. Since
∣∣∣∑Nn=1 anmˆ · φ (∠Γn)∣∣∣2 in (8) equals to |sN |2 in Algorithm 1, ∥∥∥fHk ΦˆkGk∥∥∥2
increases with O (N2) as N →∞, which completes the proof.
Proposition 1 shows that the instantaneous SNR resulting from Algorithm 1 can be in order
of O (N2) even with one bit control for each reflecting element. Moreover, Algorithm 1 requires
a complexity of O (N) resulting in simpler RIS control compared to the various existing works
on RIS in [1], [11], and [17].
Next, we analyze the average SNR of a downlink RIS system, under consideration of the RIS
reflection matrix derived from Algorithm 1. We first consider an ideal RIS control link that can
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use an infinite and continuous reflection phases at the RIS, and assume that f k ∼ CN (0, IN)
and gm ∼ CN (0, IM) considering Rayleigh fading channels. From (7), the instantaneous SNR
at RUE k is obtained by
γk =
PErk
N0
∥∥fHkΦkGk∥∥2 = PErkN0
M∑
m=1
∣∣∣∣∣
N∑
n=1
|fn| |gnm|A (∠Γn) ej(∠Γn+∠f∗n+∠gnm)
∣∣∣∣∣
2
. (11)
By selecting ∠Γn = θn = −∠f ∗n − ∠gnm0 for 0 ≤ m0 ≤M and ∀n, we have the following:
PErk
N0
∥∥∥fHk ΦˆkGk∥∥∥2 ≥ PErkN0


∣∣∣∣∣
N∑
n=1
|fn| |gnm0 |A (θn)
∣∣∣∣∣
2
+
M∑
m6=m0
∣∣∣∣∣
N∑
n=1
|fn| |gnm|A (θn) ej∆gnmm0
∣∣∣∣∣
2


≥
(b)
PErk |Γ|2min
N0


∣∣∣∣∣
N∑
n=1
|fn| |gnm0 |
∣∣∣∣∣
2
+
M∑
m6=m0
∣∣∣∣∣
N∑
n=1
|fn| |gnm| ej∆gnmm0
∣∣∣∣∣
2

 , (12)
where ∆gnmm0 = ∠gnm − ∠gnm0 and Φˆk and (b) result from Algorithm 1 with infinite b and
the minimum reflection amplitude, i.e., A (θn) ≥ |Γ|min, ∀n, respectively. We refer to (12) as an
instantaneous SNR lower bound
¯
γk. For notational convenience, we define
¯
γl =
∑N
n=1 |fn| |gnm0|
and
¯
γr,m =
∑N
n=1 |fn| |gnm| ej∆gnmm0 in (12). Then, the random variable
¯
γk follows Lemma 1.
Lemma 1. Based on the central limit theorem (CLT), as N → ∞,
¯
γk follows a non-central
chi-square distribution with one degree of freedom and its mean and variance are asymptotically
converge to
E
[
¯
γ
k
]
=
N2PErkpi
2 |Γ|2min
16N0
, Var
[
¯
γ
k
]
=
(
1− pi
2
16
)
N3P 2(Erk)
2pi2 |Γ|4min
4N20
. (13)
Proof: Since |fn| and |gnm0| are independent,
¯
γl converges to a Gaussian distribution based
on the CLT:
¯
γl ∼ N
(
Npi
4
, N
(
1− pi2
16
))
, as N → ∞. Then, ∣∣
¯
γl
∣∣2 follows a non-central chi-
square distribution with one degree of freedom with mean of N
(
1 + pi
2
16
(N − 1)
)
and variance
of N2
(
1− pi2
16
)(
2− pi2
8
+ Npi
2
4
)
. Similarily,
¯
γr,m converges to a complex Gaussian distribution
as
¯
γr,m ∼ CN (0, N), and
∣∣
¯
γr,m
∣∣2 follows a central chi-square distribution with two degrees of
freedom with mean N and variance N2, as N → ∞. Since |γ¯r,m|2 are independent random
variables for different m and also independent with
∣∣
¯
γl
∣∣2, we have the following mean and
variance of
¯
γk, respectively:
E
[
¯
γ
k
]
=
NPErk |Γ|2min
N0
(
M +
pi2 (N − 1)
16
)
, (14)
Var
[
¯
γ
k
]
=
N2P 2(Erk)
2 |Γ|4min
N20
{(
1− pi
2
16
)(
2− pi
2
8
+
Npi2
4
)
+M − 1
}
. (15)
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As N →∞, (14) and (15) converge to (13), which completes the proof.
Lemma 1 shows that the lower bound of the average SNR increases with O (N2) and the
average SNR gains from M − 1 antennas become negligible compared to those from m0, as
N → ∞. Moreover, we can observe from (13) that this lower bound is equal to the single
antenna case in [8]. Since O (N2) can also be achieved by the instantaneous SNR resulting from
Algorithm 1 with limited b, as proved in Proposition 1, the average SNR gains from M − 1
antennas are also negligible compared to those from m0 in the limited RIS control link capacity,
as N → ∞. Therefore, the average SNR resulting from Algorithm 1 with limited b will also
converge to that of the single antenna case. Given this convergence of the average SNR, we can
use wk as an antenna selection that can achieve full multi-antenna diversity with a low-cost and
low-complexity instead of a MRT [24]. By selecting the BS antenna whose channel gain has
the maximum value such as in Step 1 of Algorithm 1, we can determine the transmit precoding
vector, wk = [w1, · · · , wM ]T, as follows:
 wm = 1, if m = mˆ,wm = 0, if m 6= mˆ, (16)
where mˆ = argmax
1≤m≤M
‖gm‖. Although an MRT precoder achieves the optimal performance for
a single-user MISO system, it requires multiple RF chains associated with multiple antennas
resulting in higher cost and hardware complexity compared to the transmit antenna selection
scheme. Moreover, since the average SNR will converge to the single antenna system as N
increases, a large N results in a performance convergence between MRT and transmit antenna
selection. Lemma 1 also shows that the variance of the instantanenous SNR increases with
O (N3), asymptotically, and this will result in scheduling diversity. To achieve this scheduling
diversity for a large N , we will develop a new resource allocation algorithm that can achieve the
maximum scheduling diversity in Section IV. C. Moreover, we can observe from Lemma 1 that
(14) with M = 1 is equal to the average SNR derived in [8], showing that the SER resulting
from Algorithm 1 also decays exponentially as a function of N .
B. Modulation for Unscheduled RUE
Next, we devolop a modulation scheme that can be used to increase the achievable RIS
sum-rate. In our downlink TDMA scheme, the BS can transmit the downlink signal to only
one scheduled UE at each time slot. However, by reflecting the ambient RF signals generated
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from the BS, each RIS also can send the downlink signal to its unscheduled RUE at each time
slot, as done in ambient backscatter communications [25]. Different from ambient backscatter
communications, an RIS can convey information by reflecting the ambient RF signal without
interfering with existing scheduled UEs. In addition to the data rates obtained from the BS’s
downlink DUEs, we can obtain additional data rates at unscheduled RUEs without additional
radio resources, resulting in higher achievable sum-rate than a conventional network without
RIS. For convenience, we refer to each unscheduled RUE and its connected RIS as uRUE and
uRIS, respectively. As shown in [8] and [9], an RIS can transmit PSK signals to serving user by
controlling its reflection phase. As such, we consider that each uRIS controls its reflection phase
to send the downlink signal to each corresponding uRUE by reflecting the incident wave from
the BS, whenever the DUE is scheduled. In order to avoid undesired interference from uRISs to
the scheduled DUE, we consider the following procedure. First, the BS sends the RIS control
signals, which are related to the data symbols for each uRUE, to uRISs during the CSI-RS period
(see Fig. 4). Each uRIS controls N bias DC voltages for all reflecing elements depending on the
control signal and reflects the incident wave from the BS with the same reflection phase during
the DMRS and data transmission periods. Meanwhile, each scheduled DUE (sDUE) receives the
DMRS from the BS and estimates the effective CSI which includes the transmit precoding at the
BS and the phase shifts from the uRISs. Since all uRISs keep using the same reflection phase
from the beginning of the DMRS to the end of the data transmission, this effective CSI will not
change during the downlink data transmission and this results in zero interference. Similarily,
each uRUE receives the CSI-RS from the BS and estimates the CSI between the BS and each
uRUE without controlled phase shifts. Note that the BS broadcasts the information about the
transmit precoder and the modulation of sDUE by using the downlink control indicator (DCI),
based on the LTE specification in [26] and [27]. Given the estimated CSI and the broadcast DCI,
the uRUE can calculate the effective CSI and eventually decode the downlink signal transmitted
from the uRIS. By using this procedure, each uRIS needs to transmit only one symbol during the
channel coherence time, however, the uRUEs can achieve the asymptotic SNR in order of O (N)
as will be proved in Theorem 1. Moreover, since the uRUE receives the same symbols from the
uRIS during the data transmission period, the uRUE will achieve a diversity gain proportional to
the length of the data transmission period. Furthermore, since the BS can send the RIS control
signal related to one symbol for each uRIS during the entire channel coherence time, we can
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reduce the link burden of the RIS control link. Given this procedure, the received downlink
Fig. 5. Proposed constellation for uRUE under consideration with two examples of QPSK signaling when (left) xdk is BPSK
symbol and (right) QPSK symbol.
signal at uRUE i can be obtained by:
yi =
√
PfHi Φ¯iGiwkx
d
k + n
r
i, (17)
where i ∈ R, k ∈ D, and wk and xrk are the transmit precoder and the downlink signal for
sDUE k, respectively. To modulate the downlink data bits into the reflection matrix, we propose
the following modulated reflection matrix for the uRUE i:
Φ¯i = A (ωi) e
jωiIN , ωi ∈M, (18)
where ejωi is the proposed Mo-PSK modulation symbol for uRUE i and M = [µ1, · · · , µ2Mo ] is
a set of the corresponding Mo-PSK modulation. For two examples of QPSK signaling as shown
in Fig. 5, M = {0, pi
4
, pi
2
, 3pi
4
}
when xdk is BPSK symbol and M =
{
0, pi
8
, pi
4
, 3pi
8
}
when xdk is
QPSK symbol. When xdk is a QAM symbol, we can also obtain M according to the minimum
angle between adjacent QAM symbols. Hence, using (17) and (18), we obtain:
yi =
√
PfHi GiwkA (ωi) e
jωixdk + n
r
i. (19)
Note that fHi Gi can be estimated from the CSI-RS, and the modulation scheme of x
d
k and wk
are known at the uRUE from the broadcasted DCI. Assuming that all RISs are equipped with
the same passive elements resulting in identical reflection coefficient models as in (1), the uRUE
can calculate A (ωi) for |M| symbols and eventually estimate ωi resulting in additional data
rate in the considered RIS system. From (19), we can prove the following result related to the
average SER at the uRUE.
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Theorem 1. The uRUE achieves an average SNR in order of O (N) as N → ∞ and the
average SER with the proposed Mo-PSK signaling can be approximated by
Pe =
1
2Mo
∑2Mo
p=1
ˆ pi−∆µ
2
0
1
1− NNsEst(θ)A(µp)2
N0
dθ, (20)
where t (θ) = −sin
2(∆µ/2)
sin2θ
, ∆µ is the angular spacing of the proposed Mo-PSK symbols, and Ns
is the number of transmitted symbols during the downlink data transmission period.
Proof: See the appendix.
Theorem 1 shows that the uRUE can achieve an asymptotic SNR in order ofO (N) by using the
proposed modulation scheme resulting in several implications. First, an RIS can provide the same
asymptotic SNR as a conventional massive MIMO or MIMO relay system for all unscheduled
RUEs, simultaneously. For the scheduled RUEs, an RIS also provides an asymptotic SNR in
order of O (N2), which is much higher than that of conventional MIMO systems, as proved in
Proposition 1. Hence, an RIS can support the demand for massive connectivity and high data
traffic, without additional radio resources. Moreover, Theorem 1 shows that the average SER
of uRUE can be obtained based on deterministic values and we can evaluate the reliability of
the considered RIS system without extensive simulations. In particular, we can observe from
(20) that the average SER decreases as N increases and it eventually reaches zero as N →∞,
resulting in reliable communication regardless of Es/N0 even at the uRUEs.
C. Resource Allocation Algorithm
Next, we develop a new resource allocation algorithm for RIS based on the approaches of
Section IV. We propose a resource allocation algorithm that includes joint transmission power
control and user scheduling for the maximum average sum-rate. Given our downlink TDMA
system, we allow the channel states to vary over time slot, t, in which each time slot has
duration of the channel coherence time. In accordance with the LTE specification, the minimum
scheduling period is equal to one transmission time interval (TTI) and lasts for 1 ms duration
[28]. For analytical simplicity, we assume that the channel coherence time is equal to one TTI
and consider a scheduling indicator qtk that q
t
k = 1 when UE k is scheduled in time slot t,
otherwise qtk = 0, resulting in
∑
k∈K q
t
k = 1. Given the proposed phase selection algorithm and
the modulation scheme for uRUE, the instantaneous achievable rate at UE k in time slot t is
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given as follows:
Rtk =


qtk log
(
1 +
P t‖htk‖2
N0
)
, if k ∈ D,
qtk log
(
1 +
P t
∣∣∣(f tk)
H
Φˆ
t
kgˆ
t
k
∣∣∣
2
N0
)
+
∑
i∈D
qti log (1 + γ¯
t
ak) , if k ∈ R,
(21)
where we use superscript t for all time-varying variables and we assume that Erk = E
d
k = 1,
∀k ∈ K. Also, gˆtk is the selected channel from Gtk according to (16) and γ¯tak is the received
signal-to-interference-plus-noise ratio (SINR) at uRUE k in time slot t, which corresponds to
the additional rate achieved at the uRUE, as given by:
γ¯tak =
P tαti
∣∣∣(f tk)H Φ¯tkGtkhti∣∣∣2
N0
Ns
∥∥hti∥∥2 + ∑
j 6=k,j∈R
P t
∣∣∣(f tjk)H Φ¯tjGtjhti∣∣∣2 , (22)
where f tjk is the interference channel between uRIS j and uRUE k, and α
t
i denotes the SNR
loss at uRUE resulting from the modulation order at sDUE i. As the modulation order at the
sDUE increases, ∆µ in (20) decreases resulting in a throughput loss at the uRUE and α
t
i captures
this throughput loss. Since the CQI of DUE i is higher than the pre-determined threshold, we
assume that αti ≪ 1, ∀i ∈ D, resulting from a high order modulation at sDUE i. Given that we
consider a TDMA system and uRISs will not interfer with scheduled UEs, we do not consider
the interference from uRISs to the scheduled UEs as shown in (21). However, since uRUEs will
experience interference resulting from the undesired reflection wave generated by neighboring
uRISs, we consider the interference from other uRISs to uRUE as in (22). Then, the instantaneous
sum-rate in time slot t can be obtained as follows:
Rt =
∑
i∈D
qti
{
log
(
1 + γ¯tdi
)
+
∑
k∈R
log
(
1 + γ¯tak
)}
+
∑
k∈R
qtk log
(
1 + γ¯trk
)
, (23)
where γ¯tdi =
P t‖hti‖2
N0
and γ¯trk =
P t
∣∣∣(ftk)
H
Φˆ
t
kgˆ
t
k
∣∣∣
2
N0
. Hence, the average sum-rate of the considered
RIS-based MISO system will be: R =
∑
st∈S
pitR
t, where the set S consists of S system states
and each system state represents one of the possible channel states for all links [29]. Also, st is
the system state at time slot t and pis is the probability that the actual system state is in state s,
∀s ∈ S. In accordance with the LTE specification [19], a CSI is the quantized information which
consists of the limited feedback bits and discrete system states, S, is known at the BS which
include all possible quantized CSI (i.e., st ∈ S). Moreover, the number of those system states
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will increase as the number of feedback bits and the number of wireless links increase. Since
we consider a large N , we will analyze the average sum-rate of the considered RIS system as
S →∞.
Next, we formulate an optimization problem whose goal is to maximize the average sum-rate
with respect to the scheduling indicator (i.e., q =
[
q1, · · · , qS] where qt = [qt1, · · · , qtK ]) and
the transmission power at the BS (i.e., p =
[
P 1, · · · , P S]) as follows:
max
q,p
∑
st∈S
pitR
t, (24)
s.t.
∑
st∈S
pitR
t
k ≥ R¯, ∀k ∈ K, (24a)∑
st∈S
pitP
t ≤ P¯, (24b)
0 ≤ P t ≤ Pmax, ∀st ∈ S, (24c)
qtk ∈ {0, 1} , ∀k ∈ K, ∀st ∈ S, (24d)∑
k∈K
qtk = 1, ∀st ∈ S, (24e)
where R¯ is the minimum average rate requirement and P¯ and Pmax are the maximum average
and instantaneous transmission power at the BS, respectively. Note that (24) is a mixed integer
optimization problem which is generally hard to solve. Hence, we relax qtk into continuous value
such that 0 ≤ qtk ≤ 1, ∀k ∈ K, ∀st ∈ S. Given that the objective function and constraints in (24)
are continuous after relaxation, we can easily show that the duality gap of (24) becomes zero
as N →∞ by using [29, Proposition 1]. To formulate a dual problem, we define a Lagrangian
function corresponding to the optimization problem in (24) to solve its dual problem as follows:
L (q,p,λ, µ) =
∑
st∈S
pitR
t +
∑
k∈K
λk
(∑
st∈S
pitR
t
k − R¯
)
+ µ
(
P¯ −
∑
st∈S
pitP
t
)
(25)
=
∑
st∈S
pitL
t
(
qt, P t,λ, µ
)−∑
k∈K
λkR¯ + µP¯, (26)
where Lt (qt, P t,λ, µ) = Rt +
∑
k∈K λkR
t
k − µP t, and λ = [λ1, · · · , λK ] and µ are the La-
grangian multipliers. Then, we have the following dual problem:
min
λ<0,µ≥0
F (λ, µ) , (27)
where
F (λ, µ) = max
q,p
L (q,p,λ, µ) , (28)
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s.t. 0 ≤ P t ≤ Pmax, ∀st ∈ S, (28a)
qt ∈ Qt, ∀st ∈ S, (28b)
and Qt =
{
qt
∣∣0 ≤ qtk ≤ 1, ∀k ∈ K, and ∑k∈K qtk = 1}. Given Largrangian multipliers λ and
µ, we can solve (28) by maximizing Lt (qt, P t,λ, µ) for each slot t:
max
qt,P t
∑
k∈K
(1 + λk)R
t
k − µP t, (29)
s.t. 0 ≤ P t ≤ Pmax, (29a)
qt ∈ Qt. (29b)
(29) shows that the optimal qt and P t can be obtained without knowledge of the underlying
probability pit. For notational simplicity, we define R¯
t
=
∑
k∈K
(1 + λk)R
t
k which, using (23), can
be given by:
R¯
t
=
∑
k∈K
qtkR¯
t
k, (30)
where
R¯
t
k =


∑
k
(1 + λk)
(
log (1 + γ¯tdk) +
∑
i∈R
log (1 + γ¯tai)
)
, if k ∈ D,∑
k
(1 + λk) log (1 + γ¯
t
rk) , if k ∈ R.
(31)
Since (29) is still nonconvex optimization problem, we first determine the optimal P t for given
qt and then, obtain the optimal qt under the pre-determined P t. For the fixed P t, we can observe
from (30) that R¯t is an affine function with respect to qtk and thus, the optimal q
t
k will be one
of the boundary conditions (i.e., qtk ∈ {0, 1}). Hence, the gap between the original problem in
(24) and the problem after qtk relaxation will be zero. Given an integer solution q
t
k, we have the
following result related to the optimal qt and P t.
Proposition 2. The optimal qt and P t that solve the optimization problem in (29) are obtained,
respectively, as follows:
qˆtk =


1, if k = argmax
i
(
R¯ti
∣∣
P t=Pˆ
t
i
− µPˆ ti
)
,
0, otherwise,
(32)
Pˆ t =

 Pˆ
t
k, if qˆ
t
k = 1,
0, otherwise,
(33)
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for all k ∈ K, where Pˆ ti = argmax
P t
(
R¯ti − µP t
)
for all i ∈ K.
Proof: The integer solution qtk always has a value of 0 or 1 for the entire range of P
t.
If we can calculate the optimal P t that maximizes R¯tk for each q
t
k = 1, k ∈ K (i.e., qti = 0,
∀i 6= k ∈ K), we can jointly find the optimal P t and qtk by comparing those maximum R¯tk values.
Since γ¯tdk, γ¯
t
ai, and γ¯
t
rk in (31) are strictly concave functions with respect to P
t, R¯tk − µP t is
also a concave function with respect to P t. For k ∈ R, we can readily find the maximizer Pˆ tk
Algorithm 2 Resource Allocation Algorithm
1: Initialization: λ0 = 0, µ0 = 0, and t = 0.
2: For each time slot t: λ = λt and µ = µt .
3: Calculate Pˆ ti = argmax
P t
(
R¯ti − µP t
)
, ∀i ∈ K.
4: Select ∀k ∈ K,
qˆtk =


1, if k = argmax
i
(
R¯ti
∣∣
P t=Pˆ
t
i
− µPˆ ti
)
,
0, otherwise,
Pˆ t =


Pˆ tk, if qˆ
t
k = 1,
0, otherwise.
5: Scheduling and power control: qˆt (λ, µ) =
[
qˆt1, · · · , qˆtK
]
and Pˆ t (λ, µ) = Pˆ t.
6: Update λt+1 =
[
λt −∆trt]+, µt+1 = [µt −∆tpt]+, and t← t+ 1.
7: End for
by letting the first derivative be zero under consideration of the power constraint in (29a):
Pˆ tk =

1 + λk
µ
− N0∣∣∣(f tk)HΦˆtkgˆtk∣∣∣2


Pmax
0
, ∀k ∈ R, (34)
where [x]ba = a if x < a, [x]
b
a = b if x > b, and otherwise, [x]
b
a = x. For k ∈ D, we can also
obtain the globally optimal Pˆ tk using a simple gradient method under the constraint in (29a).
From those results of Pˆ tk, ∀k ∈ K, we can find the optimal qˆtk as in (32) and the corresponding
Pˆ tk is the optimal transmission power, which completes the proof.
Proposition 2 shows that, for given λ and µ, we can obtain the optimal solution by solving
qˆt (λ, µ) = [qˆt1, · · · , qˆtK ] and Pˆ t (λ, µ) = Pˆ t. In fact, γ¯tak and γ¯trk should be calculated based
on Algorithm 1 and (18), respectively, to obtain the optimal Pˆ tk for all k ∈ K and this will
result in high complexity. In case of γ¯tak, Φ¯
t
k is used for the proposed PSK modulation and is
the pre-determined reflection matrix regardless of its channel state. However, in case of γ¯trk, Φˆ
t
k
is designed based on Algorithm 1 and should be updated at each time slot t for all k ∈ K,
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resulting in high computational complexity. Note that Algorithm 1 achieves O (N2) in terms
of instantaneous SNR regardless of the number of RIS control bits as N → ∞, as proved in
Proposition 1. Consider an ideal RIS that can achieve an optimal instantaneous SNR using a
continuous reflection phases with lossless reflection amplitudes, we can obtain the upper bound
of the instantaneous SNR at RUE k as follows:
100 200 500 1000 2000 5000 10000
Number of reflecting elements (N)
0.65
0.7
0.75
0.8
0.85
0.9
Proposed (b )
Proposed (b = 1)
Proposed (b = 2)
Proposed (b = 3)
AO (b
Fig. 6. Performance comparison of the ergodic rates resulting from Algorithm 1 with different b values when
PEr
k
N0
= 1.
γ¯trk ≤ γˆtrk =
P t
N0
∑M
m=1
∣∣∣∑N
n=1
∣∣f tn∣∣ ∣∣gtnm∣∣∣∣∣2. (35)
In (35), we can observe that γˆtrk also increases with O (N2) as N → ∞, verifying the SNR
optimality of Algorithm 1. Therefore, we can use γˆtrk instead of γ¯
t
rk that can significantly reduce
the computational complexity.
Next, we solve the dual problem whose goal is to minimize F (λ, µ) in (27). Since F (λ, µ)
is a convex function with respect to λ and µ, we use the stochastic subgradient algorithm as the
following iterative updates in [30] and [31]:
λt+1 =
[
λt −∆trt]+, µt+1 = [µt −∆tpt]+, (36)
where [x]+ = max {0, x} and ∆t is the step size at time slot t. Also, rt and pt are the stochastic
subgradients of F (λ, µ) which can be obtained by using Danskin’s theorem in [32]:
rt =
[
rt1, r
t
2, · · · , rtK
]
, pt = P¯ − Pˆ t (λt, µt) , (37)
where rtk = R
t
k|qt=qˆt(λt,µt),P t=Pˆ t(λt,µt) − R¯. The stochastic subgradient algorithm in (36) always
converges when we consider the step size of the subgradient algorithm as ∆t = 1/t, as proved
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in [30] and [31]. Since the duality gap goes to zero and the optimality of γˆtrk is satisfied as
N → ∞, the proposed dual optimal solution asymptotically achieves the maximum average
sum-rate under the constraints. The detailed procedure of the proposed algorithm is provided in
Algorithm 2.
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Fig. 7. Performance comparison of the average SERs resulting from the proposed modulation with different N values.
IV. SIMULATION RESULTS AND ANALYSIS
We run extensive simulations to assess the downlink performance, in terms of the ergodic rate
and SER, under a practical-sized RIS environment with finite N . We assume that all channels
are generated by Rayleigh fading, resulting in f k ∼ CN (0, IN) and gm ∼ CN (0, IM) , ∀k,m,
where M = 2. Note that all numerical results are obtained from Monte Carlo simulations that
are statistically averaged over a large number of independent runs.
Fig 6 shows the ratio between the ergodic rate at the RUE, Rrk, resulting from Algorithm 1
and theoretical upper bound. The theoretical upper bound is derived from (35) as follows:
Rˆk = E

log

1 + P
N0
M∑
m=1
∣∣∣∣∣
N∑
n=1
|fn| |gnm|
∣∣∣∣∣
2



 . (38)
We compare the results with the AO algorithm proposed in [17] which is shown up to N = 500
due to its computational complexity. As shown in Fig. 6, the ergordic rate ratios resulting from
the proposed scheme increase toward 1 as N increases, verifying the optimality of Algorithm
1 as proved in Proposition 1. Although the AO algorithm can also achieve the upper bound
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performance, asymptotically, it requires very high complexity. In the AO algorithm, a complexity
in order of O (N2) is required for each iteration and it continues until convergence [17]. However,
the proposed Algorithm 1 requires O (N) resulting in a much simpler operation at the BS
especially for a large N . Moreover, the AO algorithm uses MRT which requires multiple RF
chains resulting in higher cost and hardware complexity compared to the proposed algorithm.
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Fig. 8. Convergence of the average sum-rate resulting from Algorithm 2.
In Fig. 7, Theorem 1 is verified in the following scenario. The BS transmits BPSK signals to
the sDUE via a wireless channel, hk, and also sends the RIS control signals related to the data
symbols for the uRIS via a dedicated RIS control link. Data symbols for the uRIS are modulated
based on the proposed modulation technique assuming the BPSK signaling (i.e., M0 = 2). As
shown in Fig. 7, the asymptotic SERs derived from Theorem 1 are close to the results of our
simulations. Moreover, the SERs linearly decrease as N increases given that the SNR difference
is always equal to 3 dB when N is doubled. For instance, when the target SER is 2 · 10−2,
the corresponding SNRs are 5, 2, −1, −4, −7, −10 dB for N = 16, 32, 64, 128, 256, 512,
respectively. This result shows that the SER can be reduced by increasing N and eventually it
converges to zero as N →∞.
In Figs. 8–11, Algorithm 2 is verified in the following scenario. The average transmission
power at the BS and the noise power are set to −50 dBm/Hz and −174 dBm/Hz, respectively,
and 10 UEs (5 DUE and 5 RUE) are located around the BS. For experimental simplicity, we
consider fixed locations for the RISs and UEs such that the distances from the BS to DUEs,
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Fig. 9. Average individual rates at each UE with and
without R¯ when N = 100 and b = 1.
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Fig. 10. Performance comparison of the average sum-
rates for cases with and without R¯.
from the BS to RISs, and from the RISs to their serving RUEs are set equally to 5 m, and the
distances between the interfering RISs and RUEs are set equally to 10 m. The minimum rate
requirement is set to 3 bps/Hz per UE and we consider a path loss model as 11+ 20 log10 d [m]
where d [m] is distance in meters [23].
Fig 8 shows the convergence of the average sum-rate resulting from Algorithm 2. This
convergence shows that Algorithm 2 always satisfies the constraints of the transmission power
and the rate requirements in (24) regardless of N , verifying the convergence of Algorithm 2.
Also, the convergence is satisfied within seconds after initial access (e.g., 1 ms ×1600 TTIs =
1.6 s) regardless of N , showing that the optimal performance can always be achieved after a
few seconds.
Figs. 9 and 10 compare the average data rates resulting from Algorithm 2 with and without
the minimum rate requirements. As proved in Proposition 1, the received SNRs at the RUEs
increase with O (N2) while those at the DUEs approximately keep constant as N increases. For
a large N without considering the rate requirements, Algorithm 2 always selects RUEs for better
sum-rate resulting in unfairness of individual rates, as shown in Fig. 9. However, in this case, we
can achieve better performance in terms of the average sum-rate compared to the case in which
the UEs have the requirements on the minimum rates, as shown in Fig. 10. On the other hand,
when we consider the minimum rate requirements, all individual rates satisfy those requirements
while the average sum-rate decreases, as shown in Figs. 9 and 10. Hence, Algorithm 2 can
26
control the tradeoff between fairness and maximum performance.
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Fig. 11. The average sum-rates with the minimum rate requirements when we do not consider the interference at uRUEs.
In Fig. 11, we assume that the numbers of DUEs and RUEs are set equally to 10, 20, and
50 for K = 20, 40, 100, respectively, and the upper bound is derived from (38) as follows:
Rˆ = max
k∈R
Rˆk. In the considered downlink RIS system, the uRUEs will experience interference
from neighboring uRISs resulting in the performance degradation as given in (22). To compensate
for this performance degradation, the BS can send the same RIS control signal to neighboring
uRISs and prevent interference, as done in coordinated multipoint transmission [33]. Then, the
interference from the neighboring uRISs will be eliminated and the uRUE can rather achieve
the diversity gain proportional to the number of those uRISs. In this regard, Fig. 11 shows
the average sum-rates resulting from Algorithm 2 without considering the interference from the
neighboring uRISs. Since the BS serves a single UE at each time slot, the user selection gain
resulting from Rˆ = max
k∈R
Rˆk will be limited at high SNR region. Therefore, as shown in Fig. 11,
the upper bounds for different K (e.g., K = 20, 40, 100) converge equally to the same value as
N increases. However, since the additional sum-rate is calculated by the sum of |R| additional
rates from all uRUEs, the additional sum-rate linearly increases as K increases as shown in Fig.
11. This additional sum-rate gradually increases its effects on the average sum-rate as N and
K increase. Moreover, when N ≥ 850 and K ≥ 100, the average sum-rate resulting from the
proposed scheme achieves the performance higher than that of single-user upper bound.
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V. CONCLUSIONS
In this paper, we have asymptotically analyzed the optimality of the achievable rate using
practical RISs in presence of limitations such as practical reflection coefficients and limited RIS
control link capacity. In particular, we have designed a passive beamformer that can achieve
the asymptotic optimal SNR under discrete reflection phases with a practical reflection power
loss, and shown that it achieves a SNR optimality even with one bit RIS control. We have also
proposed a modulation scheme that can be used in a downlink RIS system resulting in higher
achievable sum-rate than a conventional network without RIS. Moreover, we have derived the
approximated SER of the proposed modulation scheme, showing that it achieves an asymptotic
SNR of a conventional massive array systems such as a massive MIMO or MIMO relay system.
Furthermore, we have proposed the resource allocation algorithm under consideration of the
aforementioned passive beamforming and the modulation schemes that achieves the asymptotic
optimal sum-rate. We have shown that the proposed algorithms can analytically achieve the
performance of an ideal RIS. Simulation results have shown that the results of our algorithms
converge to the asymptotic upper bound as N → ∞. In particular, we have observed that the
approximated SER is in close agreement with the result from our simulations and the proposed
resource allocation algorithm asymptotically achieves the optimal performance satisfying the
minimum rate requirements at each UE. Moreover, our results have shown that the proposed
resource algorithm can control the tradeoff between fairness of individual performance and
maximum system performance. We finally have shown that the performance of our algorithm
becomes higher than the single-user upper bound as the number of UEs increases. Therefore,
we expect that our algorithm will be invaluable solution for future wireless networks supporting
massive connectivity.
APPENDIX
PROOF OF THEOREM 1
Given that the maximum instantaneous SNR at sDUE k can be achieved by using the MRT
such as wk = hk/ ‖hk‖, the instantaneous SNR at uRUE i can be derived by using (19), as
follows:
γuRi =
PA(ωi)
2NsE
d
k
∣∣fHi Gihk∣∣2
N0‖hk‖2
. (39)
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Since the uRIS transmits the same symbols during the data transmission period, the uRUE
achieves the diversity gain proportional to Ns resulting in Ns-fold of the desired signal power as
shown in (39). In order to analyze the impact on (39) of the number of BS antennas, we consider
two exteme cases: M = 1 and M → ∞. We first analyze (39) when M = 1. Then, (39) is
obtained by γuRi = PA(ωi)
2NsE
d
k
∣∣∣∑Nn=1 f ∗ngn∣∣∣2/N0. By using the CLT,∑Nn=1 f ∗ngn converges to
a complex Gaussian distributed random variable with zero mean and variance of N , as N →∞.
Then, we have
γuRi
d−−−→
N→∞
PA(ωi)
2NNsE
d
k
2N0
χ22, (40)
where “
d−−−−→
M→∞
” denotes the convergence in distribution and χ2k denotes the chi-square distri-
bution with k degress of freedom. We consider a random variable Y1 as γ
uR
i when M = 1.
Then, the mean and the probability density function (PDF) of Y1 can be obtained, respectively,
as follows:
E [Y1] =
PA(ωi)
2NNsE
d
k
N0
, (41)
fY1 (y) =
N0
PA(ωi)
2NNsE
d
k
e
− N0y
PA(ωi)
2
NNsE
d
k . (42)
Next, we analyze (39) as M →∞. Then, (39) can be obtained by:
γuRi = lim
M→∞
PA(ωi)
2NsE
d
k
∣∣∣∑Mm=1 hm∑Nn=1 f ∗ngnm∣∣∣2
N0
∑M
m=1 |hm|
2 , (43)
where hk = [h1, · · · , hM ]T. On the basis of the CLT for a large M ,
∑M
m=1 hm
∑N
n=1 f
∗
ngnm in
(43) converges to a complex Gaussian distributed random variable with zero mean and variance
of NM . Hence, we have ∣∣∣∑M
m=1
hm
∑N
n=1
f ∗ngnm
∣∣∣2 d−−−−→
M→∞
NM
2
χ22, (44)
Also, the denominator in (43) follows the chi-square distribution: N0
∑M
m=1 |hm|
2 ∼ N0
2
χ22M .
Note that the distribution of the ratio of two chi-square distributed random variables is the beta
prime distribution [34]. Considering a random variable YM as γ
uR
i with a large M , the mean
and the PDF of YM can be obtained based on the beta prime distribution, respectively:
E [YM ] =
PA(ωi)
2NMNsE
d
k
N0 (M − 1) , (45)
fYM (y) =
N0
PA(ωi)
2NNsE
d
k
(
1 +
N0y
PA(ωi)
2NMNsE
d
k
)−M−1
. (46)
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As M →∞, (45) and (46) are obtained, respectively, as follows:
E [Y∞] = lim
M→∞
E [YM ] = PA(ωi)
2NNsE
d
k/N0, (47)
fY∞ (y) =
(c)
lim
M→∞
fYM (y) =
N0
PA(ωi)
2NNsE
d
k
e
− N0y
PA(ωi)
2
NNsE
d
k , (48)
where (c) is obtained from the exponential function definition ex = lim
n→∞
(1 + x/n)n. Hence,
we can obtain the following equalities: E [Y1] = E [Y∞] and fY1 (y) = fY∞ (y) . Since the
transmit precoder at the BS is designed to match hk independent with f
H
i Gi, the moments of
instantaneous SNR at the uRUE will be a monotonic function with respect to M . Therefore,
γuRi can be approximated as the chi-square distributed random variable given in (40) regardless
of M . By using the characteristic of a chi-square distribution, γuRi has the following moment
generating function (MGF) [35]: MγuRi (µp, t) =
1
1−NNsEsA(µp)
2
t
N0
. Based on this MGF, we can
obtain the average SER of the proposed M0-PSK signal at the uRUE as follows [36]:
Pe =
1
2Mo
2Mo∑
p=1
ˆ pi−∆µ
2
0
MγuRi
(
µp,
−sin2 (∆µ/2)
sin2θ
)
dθ. (49)
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