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1. INTRODUCTION 
The space of regular operators between two Banach lattices E and F, L,(E, F), 
is the linear span of the cone of positive operators ordered by that cone. It is rare 
that this space is a lattice - one of the few cases known dating back to [7], being 
when F is Dedekind complete. Little attention has been paid in the literature to 
weaker order theoretic properties of C,(E, F), which it might be hoped would be 
true rather more often. 
One property worthy of consideration is the Riesz separation property (we ab- 
breviate this to RSP in future) which states that if xi, x2 < ZI, z2 then there is y 
with xi, x2 5 y 5 ~1, ~2. A simple induction argument shows that if a space has 
the RSP then it also satisfies the corresponding property for n- and m-tuples: if 
Xl,..., & IZl,...,Z,, then there is y with xi,. . . ,x, 5 y 2 ~1,. . . ,z,. The 
Riesz separation property is sometimes called the finite interpolation property. It 
is clearly satisfied by lattices, but also by some other ordered vector spaces. It is 
well-known that an ordered vector space E satisfies the RSP if and only if E has 
the Riesz decomposition property: if 0 5 Xi, yj E E (i = 1, . . , n; j = 1, . . . , WI) 
and Cy=, xi = Xi”= 1 yj then there exist 0 5 zv E E such that 
*This work was done whilst the author was visiting Indiana University-Purdue University at In- 
dianapolis in the summer of 1993 under the auspices of a NATO Collaborative Research Grant CRG- 
890909. The author would like to thank Prof. Y.A. Abramovich for several useful and stimulating 
discussions about the subject matter of this paper. 
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xi = 2 z&, Yj = k zkj 
k=l k=l 
for all i,j. The RSP is of substantial interest because of a theorem of Ando, [4], 
which states that an ordered Banach space has the RSP if and only if its dual has. 
If that dual is positively generated then it is but a small step to deduce that these 
conditions are also equivalent o the dual being a lattice. In fact Davies in [5] 
shows that if E is a Banach space ordered by a closed cone then E’ is a Banach 
lattice (under the usual dual norm and order) if and only if 
(i) E has the RSP. 
(ii) If x, y E E and -x < y < x then 11 y(( < I/xJI. 
(iii) If x E E and E > 0 then there is y E E with y > x, -x and (1 y(( < llxll + E. 
The question of when a space LC,(E, F) has the RSP does not appear to have 
been addressed in the literature. In [I], in a slightly more general context, we 
gave an example of a (non-Banach) vector lattice with the property that the 
space of all regular operators from it into itself fails to have the RSP, but in the 
Banach lattice setting such an example does not seem to have been published 
previously. 
In this paper we commence the study of the RSP in spaces of regular operators 
between Banach lattices by showing among other things that it is possible for 
such a space to have the RSP without being a lattice, and that not all spaces of 
regular operators have the RSP. Moreover, in Theorem 3.1 we give a character- 
ization of Banach lattices E, for which the space Cr(c, E) has the RSP. 
For any undefined terms in the theory of Banach lattices or positive operators 
we refer the reader to [3] or [8]. The author would like to thank Professor J.J. 
Grobler for posing the problem or whether of not the space of all regular op- 
erators between two Banach lattices could have the RSP without actually being a 
lattice. 
2. SOME PRELIMINARY RESULTS 
In this section we prove some technical results that will be required in the main 
result. The first of these will also be used in another forthcoming paper. 
Proposition 2.1. Let X be a compact Hausdorfspace and A be an open F,-subset 
of X There are two sequences in the space C(X), of all continuous real-valued 
functions on X, ( fn) and (g,,), with thefollowing properties: 
(i) 0 Ifn(x),g,(x) < 1 forallx E X. 
(ii) Ifm#nthenf;,Af,=g,Ag,,=O. 
(iii) fn A g, = 0 for all n E N. 
(iv) X21 (f,-‘(l) Ug;‘(l)) = U,“, {x: _/Xx) > 0) u {x: g,(x) > 0) = A. 
Proof. Suppose that A = Urz, H, where each H,, is closed. By the Tie&e ex- 
tension theorem, for each n E N there isp, E C(X) with 
(o) 0 _< p,(x) _< 1 for all x E X, 
(P) pn(x) = 1 for all x E H,,, and 
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(y) pn(x) = 0 for all x @ A. 
If we define p = CT=, p,/2-” then this series is uniformly convergent so that 
p E C(X) and it is clear that 0 5 p(x) 5 1 for all x E X and that f(x) > 0 if 
and only if x E A. Let (Q,) be a strictly decreasing sequence of positive reals 
converging to zero, with (~1 = supp(X). Let F,, = p-’ ([cxzn, ~2~ _ 11) for each 
n E N, so that each F,, is closed and F,, n F,,, = 0 if m # n. Let also U,, = 
P-‘((( a2n+a2n+1)/2),((a2,-1 + a2n_ 2)/2)) (setting a0 = ~1 + 1, for ex- 
ample), so that each U,, is open, F,, C U,, and we still have U,,, rl U,, = 0 if 
m # n. We may use Urysohn’s lemma to produce fn E C(X) with 
(a) O<f,(x)<lforallxEX, 
(b) fn(x) = 1 for all x E F,,, and 
(c) fn(x) = 0 for all x @ U,. 
The sequence (fn) certainly does all that is claimed in (i) and (ii) of the statement 
of the theorem. Similarly working with the closed sets G, = p-’ ( [cqn + 1, a~~]) 
and the open sets vn = P-‘(((w~+ 1 + a+2)/‘4, ((~2~ + QB- 1)/z)) we may 
find g,, E C(X) with 
(a’) 0 5 gn(x) 5 1 for all x E X, 
(b’) gn(x) = 1 for all x E G,,, and 
(c’) gn(x) = 0 for all x 9 V,. 
Again the sequence (g,) does all that is claimed in (i) and (ii). 
Claim (iv) in the theorem is true because 
A > .p, {x: $X(x) > 0) u {x: g,(x) > O} 
2 l7 (K’(1) UK’(l)) 
n=l 
cc 
2 U (Fn u 6) 
n=l 
2 p-l ((0,~)) (as aI? 10) 
= A. 
This only leaves claim (iii) to be verified. Note that V, n U, = 0, and hence 
fm A g, = 0, unless m = n or m = n + 1. Adding two zero functions at the start of 
the sequence (gm) does not alter what we have already established and ensures 
that fn will be disjoint from g,. q 
The main result in the next section deals with operators from the space c of all 
convergent real sequences (with the usual norm and order) into a Banach lattice. 
We extract here some results in this setting that may be of independent interest. 
We use e, to denote the sequence with n’th entry equal to 1 and all others zero 
and also denote by 1 the constantly one sequence. 
Proposition 2.2. If T is a bounded linear operator from c into a Banach lattice E 
then T is positive if and only if 
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(i) Te,, > 0 for all n E N 
and 
(ii) T(l - CE=, ek) > 0 for all n E N. 
Proof. The proof of ‘only if is clear as e, > 0 and 1 - xi=, 6-k is in c and is 
positive. 
Suppose that (i) and (ii) are satisfied and that x = (xn) E c+. Let lim,,, x, = 
x, and put 
&I = (XI,X2,...,X,,X,,X,,...) 
so that llxn - xJJ, -+ 0 as n --+ 00. If we show that TX, > 0 then the continuity of 
T (and the fact that Banach lattices have closed positive cones) will guarantee 
that TX 2 0. 
We may write 
x,=x, .1+(x,-Xm,X2-xX, )...) x,-x,,o,o ,... ). 
As x > 0 we have x, 2 0 for all n E N and hence x, > 0. Thus for each n E N 
we have -x m 5 x, - x, and hence (by (i)) -x, Te, < (x, - x,) Te,. Thus we 
have 
n 
TX, = T(x, 1) + c (Xk - X,)Tek 
k=l 
2 x,Tl- 5 X,Tek 
k=I 
=Xm+k$,Q) 
20 
by (b) and the fact that x, > 0. 0 
Proposition 2.3. Let E be a Banach lattice and let S, T be continuous linear op- 
eratorsfrom c into E. Let ( y,) be a sequence in E with Se,, 5 y, 5 Te,, for all n E N 
and let y E E be arbitrary. There is a continuous linear operator R from c into E 
with Re, = y, for all n E N and R 1 = y. 
Proof. It clearly suffices to consider only the case that S = 0. We only need to 
verify that if cy,, --f 0 (for some real sequence (a,)) then C a,~,, converges in E. 
It also clearly sutlices to prove this in the case that a, 2 0 for all n E N. If E > 0 
there is no E N such that m > n > no implies that 
and hence 
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But 
0 5 5 akyk 5 5 (YkTt?k 
k=n k=n 
so that 
and hence c Qkyk is Cauchy and therefore convergent. q 
3. THE MAIN THEOREM 
The main result in this section characterises those Banach lattices E such that 
&(c, E) has the RSP as being those with the Cantor properry, countable inter- 
polation property or o-interpolation property. This means that whenever we have 
sequences (x,) and (zn) in E with x, t, z, 1 and x, < z, for all m, n E N then there 
is y E E with x,, 5 y 2 z, for all n E N. Unlike the RSP, vector lattices need not 
have the countable interpolation property. For example, Seever has shown in [9] 
that C(X) has the countable interpolation property if and only if X is an F- 
space, i.e. any pair of disjoint open F, subsets of X have disjoint closures. 
Moreover it was shown by C.B. Huijsmans and B. de Pagter in [6] that an 
Archimedean vector lattice E has the countable interpolation property if and 
only if E is uniformly complete and normal (the latter meaning that E = 
{x’}~ + {x-}~ for all x E E). 
We introduce now the related notion of the strong countable interpolation 
property. This asserts that for any sequences (x,) and (z,,) with x, 5 z, for all 
m, n E N there exists y E E with x, 5 y 5 z, for all n E N. For vector lattices the 
countable interpolation property is clearly equivalent to the strong countable 
interpolation property. For more general ordered vector spaces the two notions 
are not equivalent. For example finite dimensional vector spaces ordered by 
closed cones certainly have the countable interpolation property (use compact- 
ness of order intervals) but need not have the strong countable interpolation 
property as, for example, that implies the RSP. 
Although our interest was initially to find examples of spaces of regular op- 
erators which had the RSP but were not lattices, it turns out the class of examples 
that we construct with the RSP will automatically have the strong countable in- 
terpolation property. 
Theorem 3.1. The following conditions on a Banach lattice E are equivalent: 
(i) E has the countable interpolation property. 
(ii) Cr(c, E) has th e strong countable interpolation property. 
(iii) &(c, E) has the Riesz separation property. 
Proof. Our first step in the proof will be to show that if E has the countable in- 
terpolation property then &(c, E) has the strong countable interpolation prop- 
erty. To this end, let (S,), (U,) be two sequences in L(c, E) with 
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(4 S*l uq vp,qEN 
and recall ([8], Proposition 1.3.5) that these operators are all norm bounded. We 
wish to find a bounded linear operator R from c into E with 
(b) S, I R 5 UP b’p E N 
and it will certainly be the case then that R is regular. By Proposition 2.2, (a) is 
equivalent o 
(al) S& 5 U+ %p,q E N 
and 
Similarly the operator R that we wish to construct must satisfy 
conditions 
(bl) Spe,, 5 Re, 5 UPen Vn,p E N 
and 
the following two 
The countable interpolation property for E certainly tells us that for each n E N 
we can find elements of E lying above S,e, and below U,e, for each p E N. Pick 
one such element and call it Re,,. The sequence (Re,,) will be norm bounded and 
for any choice of y = RI E E there will be a (unique) continuous linear extension 
of R to the whole of c by Proposition 2.3. Thus we need only worry about 
choosing Rl so that (bz) holds. This is equivalent o asking that 
s~(l-~,ek)+k~,Rek<R1_<Lb(l-k~,e*)+k~,Re* 
Vn,p E N 
which we will be able to do, using the countable interpolation property, if we can 
show that 
(b4) %(lpk$ ek) fk.$ Rek < up(lek$, a) +k$, Rek hP E N. 
Let us now introduce a further sequence of elements V, of &(c, E) defined by 
requiring that 
Vm(4 = 1 Si (en) if m # n Re n ifm=n 
VJ = S,l. 
By Proposition 2.3 bounded linear operators, Vm, with such properties do exist. 
Note that if m # n then 
V,e, = Slen I Uqe, 
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whilst if m = n then 
V,,,e, = Re,, < Uqe, 
so that we always have V,,,e, < U4e,. Also we have, if m < n, 
(U,- Vm)(l-$,ek) =(Uq-Sl)(l-k$lek) +(Re,-Sle,) 20 
since U, > S1 and Re, > Sle,, whilst if m > n then certainly 
By Proposition 2.2 we thus have U, 2 V, for all m, q E N. 
Consider the set 3 = {S, : p E N} u { V, : m E N} and the set 6 of all finite 
suprema, calculated in Cr(c, E”), from 3. If Ti, T2 E F then for each n E N we 
have, using the Riesz-Kantorovich formula ([S], Corollary 1.3.4), which we may 
use as E” is Dedekind complete, and using the fact that each e, is an atom, 
(TI V Tz)(e,) = sup{XTie, + (1 - X)T;!e,: 0 < X 5 1) 
= Tie, V Tze,. 
From the definition of, first, Re, and then of V, we certainly have Te, < Re, 
for all T E F and hence for all T E 9. If Q denotes the supremum of the family 
4 in &(c, E”) then, as G is upward directed, for each x E c+ we have Qx = 
V {TX: T E G’}, so in particular we have 
Qe,,=v{Te,: TEG}<R~,. 
But we also must have Qen > V,,e,, = Re, so that we actually have 
(c) Qe,, = Re, ‘dn E N. 
We thus have found Q E Cr(c, E”) with S, 5 Q 5 Up for allp E N and also with 
Qen = Re, E E for all n E N. If it weren’t for the fact that Ql need not lie in E 
then we would be finished. 
The fact that S, 5 Q 5 Up tells us that 
(dl) sP(lPk$,ek) SQ(l-g,ek) 5 h(l-k$,ek) %pEN 
holds and hence, noting (c), that 
s~(l-~,ek)+~,Rek~Ql~U,(l-k~,ek)+k~,Rek 
Vn,p E IV. 
In particular this shows that we do have 
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As the order in E” extends that in E, this is precisely (bd) so the proof of the first 
implication is complete. 
The strong countable interpolation property clearly implies the RSP, so let us 
now suppose that &(c, E) has the RSP. Clearly, &(c, I) has the RSP for any 
principal ideal Z in E. In order to prove that E has the Cantor property, it suffices 
to prove that every principal ideal in E has the Cantor property. Thus (using 
Kakutani’s representation theorem, [8], Theorem 2.1.3) we may restrict our at- 
tention to the case that E = C(X) for some compact Hausdorff space X. In view 
of the theorem of Seever quoted above, we must prove that X is an F-space. 
Let A and B be disjoint open F”‘s in X. We must prove that they have disjoint 
closures. By Proposition 2.1 we can find disjoint non-negative sequences (sn), 
(Q, (u,) and (vn) in C(X), 1 . ymg under the constantly one function, with 
J, (sn-l (1) I_ r,‘(l)) = .F, {x: &l(x) > 01 u 1x: t&4 > 0) = A 
and 
Jj, (u,-‘(l) uv,-‘(1)) =z { x: u,(x)>O}u{x: v,,(x)>O}=B 
n=l 
and s, A t,, = u,, A v,, = 0 for all n E N. 
Define operators S, T : c + C(X) with Se, = s,, Sl = 0, Te, = t, and Tl = 0. 
The disjointness of the sequences (sn) and (tn) guarantees the existence of such 
operators. For example if (Ye -+ 0 and m, n are such that 1) CT=. okek]l < E then 
each JCQ[ < E and hence 
Define also U, V : c + C(X) with Ue, = s, + t, + u,, Ve, = s, + t, + v,, and 
Ul = Vl = lx, where 1~ denotes the constantly one function in C(X). This 
time the fact that the operators U and V extend to the whole of c is proved by 
writing them as S + T plus another operator for which the image of the (e,) is a 
disjoint sequence. Clearly Se,, Te, < Ue,, Ve, for all n E N. We also have, for 
each n E N, 
(“-S)(l-&ek) = k=, kc, 
UI - SI + 5 Sek - 5 uek 
n n 
= 1X + 0 + c Sk - c (Sk + tk + vk) 
k=l k=l 
= 1X - 5 (tk + vk) 
k=l 
as all the functions tk and Vk for 1 < k 5 n are disjoint, non-negative and lie be- 
low lx. Thus S 5 U and similarly we can show that S, T < U, V. By hypothesis 
there is a linear operator R : c + C(X) with S, T 5 R < U, V. Note first that 
Se,,Te,_<Re,< Ue,,,Ve, Vn’nN 
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so that 
sn, tn I Re, 5 s, + tn + v,, s, + tn + v,, 
and hence 
sfl V t, = s, + t, < Re, I s, + t, + (u,, A v,) = S, + t,, 
showing that Re, = s, + t,. At this stage, let us ask what we know about Rl. For 
each n E N 
= Rl - 2 (s, + t,,) 
k=l 
That is, 
- i: sk, - 5 tk 5 Rl - 5 (sk + tk) 
k=l k=l k=l 
<lx- 2 (sk+tk+Uk),h- 5 (sk+tk+vk) 
k=l k=l 
so that 
k$ skjkcl tk 5 R1 5 lx - 2 Uk, 1x - 2 vk. 
k=l k=l 
If, for some n E N and some x E X we have s,,(x) = 1 or tn(x) = 1 then this 
shows us that Rl(x) = 1 as if, for example, s,(x) = 1 then 
n 
1 < c Sk(x) i RI(x) < h(x) = 1, 
k=l 
and similarly Rl(x) = 0 if u,(x) = 1 or v,(x) = 1. That is, the function Rl, which 
is an element of C(X), takes the value 1 on A and 0 on B. This certainly suffices 
to prove that 2 fl B = 0 and hence that X is an F-space. o 
Example 3.2. If X is an F-space which is not quasi-Stonean (such as p(N)\N) 
then C(X) has the Cantor property but is not Dedekind cT-complete (see [8] 
Proposition 2.1.5). By Theorem 3.1, &(c, C(X)) has the RSP. On the other hand, 
by Theorem 3.10 of [2], &(c, C(X)) is not a lattice. Thus we can have spaces of 
operators between Banach lattices which are not lattices but which do have the 
RSP. 
Example 3.3. If E does not have the Cantor property, e.g. if E = c, then L,(c, E) 
does not have the RSP. 
In Corollary 3.4 of [2] we show that if S is a compact metric space and K is an 
F-space then for every bounded linear operator T : C(S) + C(K) there is a 
positive operator U : C(S) --f C(K) with U 2 T,-T and j/U// = (IT11 (and 
hence all bounded operators are regular). In the light of this, of Davies’ char- 
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acterisation of preduals of Banach lattices cited in the introduction, and of 
Theorem 3.1 the following result is immediate. 
Corollary 3.4. If K is a compact Hausdorff space then L(c, C(K))’ is a Banach 
lattice ifand only ifK is an F-space. 
It is possible to prove rather more than has been shown above. The techniques 
used in the proof of Theorem 3.1 of [2] may be modified to prove that 
&(C(S), E) has the RSP provided that E has the Cantor property and S is a 
compact metric space. This leads us propose to the following conjecture: 
&(H, E) will always have the RSP when E has the Cantor property and H is a 
separable Banach lattice. 
The assumption of separability in the above conjecture is essential. If we allow 
the domain of our spaces of operators to be non-separable, then we obtain yet 
another characterisation of Dedekind complete Banach lattices. 
Theorem 3.5. Let E be a Banach lattice, then the folllowing are equivalent: 
(i) E is Dedekind complete. 
(ii) For all Banach lattices X, &(X, E) is a Dedekind complete vector lattice. 
(iii) For all Banach lattices X, &(X, E) has the Riesz separation property. 
Proof. That (i) implies (ii) dates back to [7], whilst it is clear that (ii) implies (iii). 
In order to show that (iii) implies (i) it suffices to prove that each principal ideal 
in E is Dedekind complete and hence, once again, we need only consider the case 
that E = C(K) for some compact Hausdorff space K. In order to prove that 
C(K) is Dedekind complete, we must prove ([8], Proposition 2.1.4) that any two 
disjoint open subsets of K have disjoint closures. The proof is very similar to the 
last part of the proof of Theorem 3.1, so we will omit many of the details. 
Let A and B be two such disjoint open subsets of K and let r be an index set 
sufficiently large that there are disjoint collections of open FO’s, {A, : y E r} and 
{By : y E T} with A, C A and B7 C B for each y E r and A C U,, r A, and 
B C U, E r B,. In order to accomplish this it may be necessary to take some of 
the A, and B7 to be empty. In that case the corresponding sequences of func- 
tions that we will define will all be zero but that will not affect the proof at all. 
For each y E r, construct sequences (snr), (tny), (unr) and (vnr) as in the proof 
of Theorem 3.1. Let X denote the Banach lattice of all real-valued functions on 
the discrete topological space lW x r which tend to a limit at infinity. Note that 
analogues of Propositions 2.2 and 2.3 are valid in this context. If we now use eyn 
to denote the function on N x r that is zero except at (n, y), where it takes the 
value 1, and 1 to denote the constantly one function on N x r then we may again 
construct operators S, T, U, V : X --f C(K) with 
Se,, = sy, Sl = 0 
Teyn = t,, TI = 0 
Ue,, = sTn + t,, + uyn 171 = 0 
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T/e,, = Syn + t,, + Vyn T/l = 0 
and then verify that S, T 5 U, V. If there is R : X --t C(K) with S, T < 
R 5 U, V then we will again have Reyn = syn + tyn and we will again be able to 
see that Rl will be constantly 1 on each A, and 0 on each B7. Continuity will 
then tell us that Rl is constantly 1 on A and 0 on B, showing that A and B do 
indeed have disjoint closures. q 
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