In this paper we present some general solution of the system of linear equations formed by Guibas and Odlyzko in Th.3.3 [2]. We derive probabilities for given patterns to be first to appear in random text and the expected waiting time till one of them is observed and also till one of them occurs given it is known which pattern appears first.
Introduction
It is a classical problem in probability theory to study occurrence of patterns in a random text formed by independent realizations of letters chosen from finite alphabet. Feller in [3] considered randomness and recurrent patterns connected with Bernoulli trials. Solov'ev in [7] found the formula on the expected waiting time for an appearance of one pattern. Penney in [5] proposed a coin-flip game with a coin tossed repeatedly until one of patterns appeared, then this pattern wins. A formula for computing the odds of winning for two competing pattern was discovered by Conway and described by Gardner [1] . A martingale approach to the study of occurrence of patterns in repeated experiments was presented by Li [4] .
Results dealing with the occurences of patterns have been applied in several areas of information theory including source coding, code synchronization, randomness testing, etc. They are also important in molecular biology in DNA analysis and for gene recognition.
Guibas and Odlyzko in Th.3.3 [2] formed the system of linear equations which relates the generating function of probabilities that given pattern occurs before others and the generating function for tails distribution of probabilities until some pattern appears. In this paper we present some general solution of this system (Th.2.3). It has a general form but it allows us to obtain formulas on the probability that a given pattern precedes the remaining ones and a new formula on the expected waiting time until some pattern occurs in a random text (Cor.2.4 and 2.5). For complementary of our presentation we recall in a general context some facts obtained in [8] dealt with the probability-generating functions but in this paper we focus our attention on the expected waiting time and we show how this general solution could be used to obtain conditional expected waiting times (Prop.2.6). We also present on some example how it could be used to prove in a simply way some known result deal with presented topic (Rem.2.7).
Waiting time on patterns
Let (ξ n ) be a sequence of i.i.d. random letters from a finite alphabet Ω. For a given pattern (word) A = (a 1 , a 2 , ..., a l ) ∈ Ω l by A (k) and A (k) we will denote subpatterns formed by first and last k letters of A, respectively; A (k) = (a 1 , a 2 , ..., a k ) and 
if l = min{l, m} then in the above sum for the index k = l we assume that P (A (0) ) = 1.
Example 2.1. Let Ω = {H, T } and (ξ n ) be a sequence of i.i.d. letters in Ω with the distribution P r(ξ n = H) = p and P r(ξ n = T ) = q = 1 − p. Let us note that the correlation polynomials up to some differences in their definition can be used to investigate the appearances of patterns not only in Bernoulli trials but also in Markov chains (see for instance [6] ). Now we briefly recall results presented by Guibas and Odlyzko in [2, sec.3] . Consider a set of m patterns (words) A i (1 ≤ i ≤ m) of lengths l i , respectively. We assume that the set of patterns is reduced that is none of the patterns contains any other as a subpattern.
Consider two patterns
Let τ i denote the stopping time until A i occurs and τ be the stopping time till some of considered patterns is observed, i.e.
Let p n and p A i n be probabilities P r(τ = n) and P r(τ = τ i = n), respectively. Let g τ (s) denote E(s τ ) = ∞ n=0 p n s n the probability generating function of random variable τ and g A i τ be the generating functions
τ . By Q τ we denote the generating function for tails probabilities of τ , i.e. Q τ (s) = ∞ n=0 q n s n , where q n = P r(τ > n) = k>n p k . Let B n be the set of sequences such that any pattern A i does not appear in the string of the first n letters of these sequences. Notice that P r(B n ) = q n . In the system of m patterns if we add to each initial n-string in B n the word A i then we must check if neither it nor other ones appear earlier. Since P r(B n ) = q n we get the following system of equations
for each 1 ≤ i ≤ m, which is compatible with (3.2) in [2] . Notice now that
(see (3.1) in [2] ). Multiplying (1) by s n+l i and (2) by s n and summing from n = 0 to infinity we obtain the following system of linear equations
Remark 2.2. In our opinion the definition of the correlation polynomial (second line from above page 195 [2] ) appearing in the system of linear equation formed in Th.3.3 [2] should be of the following form
.
we get the equivalence of the system of linear equation in Th.3.3 [2] and this one described in (3).
Theorem 2.3. The solution of the system of linear equations (3) has the following form
and
where B denotes a matrix formed by correlations polynomials w
and B j (s) is the matrix arisen by replacing the j-th column of B(s) by the column vector
Proof. Leading Q τ (s) out of the first equation of the system (3) and substituting it into the remaining ones we obtain an equivalent system of linear equations of the form
Let A denote the coefficient matrix of the above system, i.e.
A(s)
Notice that because w 
into the first equation of the system (3) one can calculate that
Notice that the probability-generating function g
n s n is well define on the interval [−1, 1] for sure (it is an analytic function on (−1, 1) ). The right hand side of (4) is a rational function equal to g A i τ on some neighborhood of zero. By the analytic extension we know that there exists the limit of the right hand side of (4) by s → 1 − which is equal to g
. Thus we obtain the following Corollary 2.4. The probability P r(τ = τ i ) that the pattern A i precedes all the remaining m − 1 patterns is equal to g
where the right hand side of the above equality we understand as the limit of (4) by
An application of the above to the generalization of the Conway's formula one can find in [8] .
Since Q τ (1) is the expected value of τ , we can formulate the another
Corollary 2.5. The expected waiting time till one of m patterns is observed is given by
where the above right hand side is the limit of (5) by s → 1 − .
Note that the above formula is also true for one pattern A ∈ Ω l (m = 1) since
(compare Solov'ev's result in [7] ). Now we can proceed to calculate the expected waiting time for the pattern A i knowing that it appears as a first, namely the conditional expectation of the random variable τ given the event {τ = τ i } that is we prove the following Proposition 2.6.
Proof. Observe that the conditional expectation E(τ |τ = τ i ) can be expressed in terms of the function g A i τ as follows
Differentiating the function g
given by formula (4) and taking the value at 1 we get
Notice that the first summand can be expressed as
(1) and the second one, by Corollaries 2.4 and 2.5, is equal to P r(τ = τ i )Eτ . Thus, by (10), we get the formula (9) on E(τ |τ = τ i ).
Before we present some examples we would like to show applications of our results to obtain some known fact contained in [4] .
Remark 2.7. Define a number
Let us emphasizes that the above coincides with the notation (2.3) in [4] . Consider now a matrix
where C j is the matrix formed by replacing the j-th column of C by the column vector 1 1≤i≤m . In this way we can rewrite Corollaries 2.4 and 2.5 in terms of matrix C as follows
By the martingale arguments Li proved in [4] (see Theorem 3.1) that for every i = 1, 2, . . . , m we have
which in our notation is equivalent to the following formula
Now we independently prove the above determinant's identity.
Proof. Let D be extended matrix C on an initial row and column as follows
. . .
, where a 00 = 1, (a 01 , . . . , a 0m ) is the i-th row of the matrix C, i.e. a 0j = A j * A i , 1 ≤ j ≤ m, and a k0 = 1 for k = i and a i0 = 0. The Laplace expansion along the zero column yields det D = det C whereas taking the Laplace expansion along the i-th row we obtain
Notice that for every matrix D ij permuting the zero column and zero row in the place of removed ones, by the determinant's properties, we get
and this completes the proof.
Example 2.8. Let Ω = {A, C, G, T } and (ξ n ) be a sequence of i.i.d. letters in Ω with the probabilities P r(ξ n = A) = p a , P r(ξ n = C) = p c , P r(ξ n = G) = p g and P (ξ n = T ) = p t .
Consider the set of three patterns: A 1 = ACG, A 2 = AT G and A 3 = AG. Observe that w 
the probabilities that the i-th pattern occurs as a first are given by
Applying now Colorary 2.5 we obtain
By Proposition 2.6 we can calculate
,
Note that for each pattern by the Solov'ev's formula (8) we have
Observe that for different p a , p c , p g , p t the values Eτ 1 , Eτ 2 , Eτ 3 are mostly different. But in this example we obtained that E(τ |τ = τ 1 ) = E(τ |τ = τ 2 ) for any p a , p c , p g , p t .
Remark 2.9. If B(s) is the identity matrix then applying Proposition 2.6 one can calculate that
It means that if additionally patterns A i and A j are of the same length then E(τ |τ = τ i ) = E(τ |τ = τ j ). For this reason in the above example E(τ |τ = τ 1 ) = E(τ |τ = τ 2 ).
Example 2.10. Let now Ω = {H, T } and P r(ξ n = H) = p and P r(ξ n = T ) = q = 1−p. Consider three patterns: A 1 = T HH, A 2 = HT H and A 3 = HHT . In this case By Corollary 2.4 we get P r(τ = τ 1 ) = q(1 + pq) 1 + q , P r(τ = τ 2 ) = q 1 + q , P r(τ = τ 3 ) = p(1 − q 2 ) 1 + q .
Taking into account that q = 1 − p, by virtue of Corollary 2.5 we obtain the formula on the expected waiting time of τ Eτ = −p 5 + 2p 4 + p 3 − 3p 2 + p + 1
By Proposition 2.6 one can calculate that E(τ |τ = τ 1 ) = Eτ + −p 5 + 9p 4 − 12p 3 − 6p 2 + 12p − 3 (1 − p)(1 + p − p 2 )(2 − p) , E(τ |τ = τ 2 ) = Eτ + p 3 − 10p 2 + 11p − 3 (1 − p)(2 − p) , E(τ |τ = τ 3 ) = Eτ + −p 4 + 7p 3 + 3p 2 − 10p + 3 p 2 (2 − p) .
In the symmetric case p = q = 
