ABSTRACT . An interstitial diffuse optical tomography (iDOT) system with multiple light diffusers and isotropic detectors has been developed to characterize the optical properties of prostate gland during photodynamic therapy (PDT). During the data acquisition, linear or point sources and detectors are inserted into the prostate gland, sequentially, and controlled by a motorized system. For our continuous-wave (CW) iDOT system, CW measurements of optical signal are made, and the spatial distributions of light fluence rate can be described by the CW diffusion equation. Optical properties (absorption and reduced scattering coefficients) of the prostate gland are reconstructed by solving the inverse problem with the use of an adjoint model based on the CW diffusion equation. To exam our methodology, two and three dimensional mathematical prostate phantoms including anomalies with known optical properties is prepared and we compare the absorption and reduced scattering images reconstructed for the phantom with the known results. In the end, we discuss the issue of reconstruction of optical properties using human patient data.
INTRODUCTION
Light, photosensitizer and oxygen are the major elements of Photodynamic therapy (PDT) [1] , and the therapeutic efficacy of PDT significantly depends on the understanding of light diffusion, sensitizer concentration and distribution, and oxygen transport and consumption mechanism during treatment. With the implementation of interstitial diffuse optical tomography, the optical properties of tumor tissue can be reconstructed spatially using inverse algorithm. Accurately characterizing the abnormal optical properties of tumor in both spatial distribution and absolute value is an important subject to improve in vivo light dosimetry. Further, the spatially-resolved hemoglobin oxygen saturation and sensitizer distribution are expected to be established with the reconstructed optical properties [2] .
Prostate cancer is the most common cancer expected to occur in men and is also the second leading cause of cancer death in year 2007 among American male population [3] . In addition, there is a need for fast and cheap diagnostic tool. An interstitial diffuse optical tomography (iDOT) system with multiple light diffusers and isotropic detectors has been developed to characterize the optical properties of prostate gland during photodynamic therapy (PDT). Several catheters paralleled with each other are inserted into prostate. Inside the catheters, there are light sources and detectors. For each source position, the isotropic detectors scan and record the light fluence rate distribution in the direction along with the catheter axis. The movement of the sources and detectors are driven by a motorized system and controlled by a in-home control program written in Visual Basic. For our continuous-wave (CW) iDOT system, the spatial distributions of light fluence rate can be described by the steady state diffusion equation. Optical properties (absorption and reduced scattering coefficients), of the prostate gland are reconstructed by solving the inverse problem with the use of an adjoint model based on the CW diffusion equation. Unlike our prior studies [4] [5] [6] [7] , we concentrate on the use of NIRFAST [2] for solving the inverse problem for the data obtained using linear and point sources. To exam our methodology, two dimensional mathematical phantom with linear source and three dimensional phantom with point sources with known optical properties are prepared and we compare the absorption and reduced scattering images reconstructed for the phantom with the known results. 1 shows a standard procedure we used for the reconstruction of optical properties for the CW iDOT system. In the first step, prostate contour is obtained from computer tomography or ultrasound image modality. We then input the contour, and the inserting locations of sources and detectors into COMSOL 3.4 (COMSOL AB, SE-111 40, Stockholm, Sweden) to generate mesh (Fig. 5) for the subsequent finite element method (FEM) calculation for 2D or 3D cases. In next step, the measured fluence rate data (φ m ) at each location is analyzed by the program coded in MATLAB (MathWorks, Inc., Natick, MA, United States), and used for the following reconstruction algorithm.
The goal of the steps 4 to 7 ( Fig. 1) is to recover the optical properties at each finite element mesh node using the fluence rate data φ m measured interstitially. The NIRFAST provided by Dr. Hamid Dehghani and Dr. Brian Pogue et al. [2] has been chosen as the software package and modified for our CW reconstruction purpose. In step 4, the fluence rate data in forward calculation (φ c ) is generated using finite element method and based on the steady state light diffusion equation,
with a set of initial values of optical properties, absorption coefficient μ a and diffusion coefficient D. In Eq. (1), S is the source term. In step 5, the Jacobian matrix in CW scheme is established, which has the form
The Jacobian or sensitivity matrix represents the change of the calculated fluence rate data φ c at each detector or measured position to a small change of optical properties (μ a , D) at each mesh node points, where M and N are the number of measured data and total mesh nodes, respectively. The Jacobian matrix is established using an adjoint model, which is highly efficient in computational speed [8] .
In next step, we calculate the projection error between φ m and φ c . The projection error is defined as the summation of the absolute difference between φ m and φ c . If the set tolerance is achieved, we record the reconstructed optical properties and terminate the program. Otherwise, the optical properties will be updated and used for step 4 ( Fig.  1 ). The inverse calculation will repeat until the stopping criteria reached. The optical properties was updated using Jacobian matrix and the Levenberg-Marquardt (LM) procedures, and in which case ( )
where I is an identity matrix, δφ is the data misfit between φ m and φ c at each iteration, δμ is the update for the optical properties, λ = 2λ, and λ is monotonically decreased over the iteration procedure [2] . In this study, if the projection error between two iterations does not improve by more than a predetermined limit, e.g. 2 %, the program will terminate and record the data.
Validation of forward calculation
The forward calculation is an essential part of reconstruction procedures, and the accuracy of forward calculation significantly affects the reconstruction results in a quantitative way. In this section, we compare the forward calculation results of point source generated by the modified NIRFAST in 3D sphere geometry with analytical solution and COMSOL computed results. For 2D case, the point source results computed by NIRFAST are compared with the analytical formula of linear source and the results generated by COMSOL for both 3D linear source and 2D point source. where r is the radial distance relative to the source location, s is source strength, φ is fluence rate, μ s ' and μ eff are the reduced scattering and effective attenuation coefficient, respectively. The linear source solution can be easily obtained by using the point source formula (Eq. (4)) and integrating the length of linear source. Fig. 2 (A) shows the COMSOL-generated mesh used for 3D point source calculation for COMSOL and NIRFAST. A point source is placed in the center of the sphere, and the radius of the sphere is 5 cm. The number of nodes is 2514 and number of tetrahedral elements is 13000. Fig. 2 (B) shows the mesh used for 3D linear source calculation in a cylindrical geometry. The radius and height of the cylinder is 5 and 20 cm, respectively. Nodes number is 18832, and the tetrahedral element number is 109676. )). r is the radial distance to the source location. Except for the 3D point source and large optical properties case, the NIRFAST result has approximate 14 % higher than the analytical and COMSOL generated result at r = 1 cm location, for all the other cases, the NIRFAST results are consistent with the other two results (Fig. 3 (A) and (B) ). Results of Fig.  3 demonstrate the accuracy of our forward calculation. 
RESULTS AND DISCUSSION
In this section, we demonstrate the reconstructed results for a 2D mathematical phantom using linear sources and for a 3D mathematical phantom using point sources. Fig. 4 (A) shows the contour of prostate, urethra, and rectum in a 2D plan, and circle and cross are the locations of isotropic detectors and linear sources. There are 12 detectors, 5 linear sources, and total 60 measurement data. The closest source and detector separation is 5 mm. Fig. 4. (B) shows a layout of two anomalies inserted into the prostate. We include an extra outer medium surrounding the prostate. This boundary is used to avoid an artificial effect, a sudden drop of fluence rate on the prostate boundary if there is no outer medium existed. The boundary condition applied on the outer medium is Type III condition, in which the fluence at the edge of the outer medium exists and does not return [9] , and the boundary condition used in the internal boundary is Dirichlet boundary. The optical properties of the background are set as μ s ' = 14 (cm -1 ) and μ a = 0.3 (cm -1 ) [10] . For the left anomaly (purple), the optical properties are The COMSOL-generated mesh used for 2D mathematical phantom is shown in Fig. 5 . To optimize the simulated data for the subsequent reconstruction purpose, we use a finer mesh (Fig. 5(A) ). The number of nodes and elements are 1819 and 3548, respectively. To reduce the reconstructed unknowns and improve the computational speed, we use a coarse mesh for the forward calculation in reconstruction procedures (Fig. 5 (B) , and Fig. 1 Step 4). The number of nodes and elements are 779 and 1524, respectively. We also set the locations of source and detector at mesh nodes. In this case, COMSOL automatically generates finer mesh in the region close to the source and detector positions (ex: red circle in Fig. 5 (A) and (B) ), and therefore, the accuracy of forward calculation in these points can be improved. To further reduce the reconstructed unknowns in the optical properties updated procedure ( Fig. 1 Step 7), NIRFAST has an option to choose a separated second reconstruction basis, pixel basis [2] . The Jacobian matrix can be integrated onto .. this second basis, and the ill-conditioned of the inverse algorithm is further reduced. In this study, we use 12 x 12 uniform cells as our second pixel basis mesh.
Reconstruction for 2D mathematical phantom
The reconstructed results are shown in Fig. 6 . The left and right figures represent the spatial distribution of μ a and μ s ', respectively. The images show that the locations of anomalies are correctly reconstructed. However, for the image of μ a , there is a cross talk between the two anomalies. The maximum values of reconstructed μ a and μ s ' are 0.58 Fig. 7 (A) Layout of prostate contour and source and detector locations for 3D mathematical phantom. Circle and cross symbol represent the locations of isotropic detector and point source, respectively. Fig. 7 (B) shows a layout of two anomalies inserted into the prostate, and an extra outer medium is applied to enclose the prostate. '(p and 24 (1/cm) vs. the true optical properties 0.6 and 28 (1/cm). The reconstructed μ s ' is 14 % lower than the true value. The total iteration is 17 and computational time is 15 s in an Intel 2.4 GHz processor and 2G of RAM. The initial regularization λ is set as 100.
Reconstruction for 3D mathematical phantom
The orientation and location of prostate, source and detector are the same as 2D mathematical phantom. Instead of using linear source in 2D mathematical phantom, to simulate clinical environment, point sources are chosen as the light source used in 3D mathematical phantom. For the source location at a certain z plan, our isotropic detectors scan along the zaxis and record the fluence rate. Therefore, the locations where the isotropic detectors recorded data are equal to the virtual detector locations used in forward and inverse calculation. Circle and cross symbols in Fig. 7 (A) represent the locations of detectors and sources. The separation between each detector along the z axis is 1 mm. The 2D prostate contour (Fig. 4. (A) ) is expanded in z axis to construct a 3D prostate structure (Fig. 7 (A) and (B) ). Two anomalies and an outer medium are placed inside and surrounding the prostate (Fig. 7 (B) ). The optical properties of the background are set as μ s ' = 14 (cm -1 ) and μ a = 0. ).
Similar to the mesh generated procedures in 2D mathematical phantom case (Sec. 3.1), we use finer mesh to generate the simulated data, and coarse mesh for the forward calculation in reconstruction procedures ( Fig. 8 (A) and (B)). The nodes and tetrahedral number are 8834 and 49927 for finer mesh (Fig. 8 (A) ), and 5618 and 32410 for coarse mesh ( Fig. 8 (B) ). A pixel basis 12 x 12 x 12 of uniform cells is chosen as a second reconstruction basis.
The reconstructed results for 3D mathematical phantom are shown in Fig. 9 Fig. 9 , the anomalies start to appear as we move our plan from z = 0 to z = 0.5 cm, and disappear as we move toward z = 1 cm. The maximum reconstructed μ a and μ s ' are 0.5 and 27 (1/cm) at z = 0.5 cm vs. the true optical properties 0.6 and 28 (1/cm). The reconstructed μ a ' is 17 % lower than the true value. The total iteration is 15 and computational time is 2 hrs in an Intel 2.4 GHz processor and 2G of RAM. The initial regularization λ is set as 100. Fig. 8 (A) COMSOL-generated mesh used for simulated data. (B) COMSOL-generated mesh used in the forward calculation in reconstruction procedures (Fig. 1 Step 4).
Based on the results of 2D and 3D phantom studies, we found that the reconstructed μ a for 2D mathematical phantom case using linear sources is more accurate than the 3D case using point sources. The reconstructed maximum .. 
CONCLUSION
In this study, the accuracy of the forward calculation performed by NIRFAST has been demonstrated by comparing the analytical and COMSOL computed results, in both 2D linear source and 3D point source cases. We also demonstrate that the spatial distribution of optical properties for a 2D and 3D mathematical phantom are successfully reconstructed.
The ongoing direction in our group is to reconstruct optical properties of patient prostate cancer. The challenges we face are less measured data available, large computational cost, and measurement noise, compared with the case of reconstruction for a mathematical phantom. In clinical environment, only detectors located closely to source can maintain good signal to noise ratio. Consequently, the increased reconstructed unknowns and measurement noise will reduce the stability of inverse calculation. Moreover, male prostate is around 4 -5 cm in length and 2 -3 cm in width. Significant amount of tetrahedral element is necessary to compute accurate forward data. Therefore, the algorithm to stabilize the inverse calculation and improve computational speed is necessary. 
