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методов определения весомости показателей 
используют экспертные оценки, коэффициенты 
регрессии, коэффициенты эластичности, частной 
детерминации.
Агрегирование показателей по методу П.М. 
Рабиновича производится при помощи средней 
арифметической. При этом используются мно-
гомерные средние как оценочные показатели, но 
непременно в связи с результативными призна-
ками [1, с. 63].
В.М. Рябцев [2] дополнил метод многомер-
ной средней взвешиванием влияния различных 
факторов на результативные признаки частным 
коэффициентом детерминации.
Метод многомерной средней, так же как и дру-
гие методы интегральной оценки, не учитывает 
динамику частных показателей и нормирование 
результативных.
стандартизация показателей. Формула стан-
дартизации, разработанная В.А. Прокофьевым 
[3, с. 21], учитывает как статический, так и дина-
мический аспекты:
Неравномерность развития, разнонаправлен-
ное действие признаков, сложные взаимосвязи 
между ними затрудняют анализ социально-эконо-
мических процессов, возможность интегральной 
оценки и сравнение уровня явления. В связи с этим 
возникает необходимость определения сводного 
показателя, синтезирующего результаты частных 
характеристик исследуемого явления. Интеграль-
ную характеристику рассматриваемого явления 
вполне правомерно находить через агрегирование 
его частных признаков. Поставим задачу отыскать 
наиболее обоснованную методику агрегирования 
различных по содержанию, информационной 
ценности и направлениям развития частных харак-
теристик явления в интегральную величину.
Чаще всего интегральные показатели строятся 
с учетом только статического аспекта. Как прави-
ло, используются взвешенные средние с учетом 
значимости признаков (методы многомерной 
средней, паттерн, относительных разностей). 
Наиболее важной и трудной проблемой при 
построении интегральных показателей является 
проблема взвешивания признаков. В качестве 
В статье рассматриваются методы построения интегральных показателей социально-экономических явлений и процессов, 
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где zij - стандартизированные в статическом и динами-
ческом аспектах значения j-го частного показателя i-й 
единицы (i = 1, n), j = 1,m); xij  - значения j-го частного 
показателя i-й единицы за последний период времени; 
xjmax - максимальное значение j-го показателя по всем 
единицам; x5ij  - значение средней динамической величины 
за пять последних периодов по каждой единице.
Стандартизация методом «�roba-�ystan» [3,  
с. 22] предполагает использование формулы
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где x3ij  - значение средней динамической величины за три 
последних периода по каждой единице; 
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 - макси-
мальное значение величин, полученных в результате деле-
ния частных показателей отчетного периода на среднюю 
динамическую величину за три последних периода.
Используя стандартизированные значения, 
можно рассчитать коэффициенты весомости 
частных показателей в интегральном показателе, 
например, как отношение модуля коэффициента 
корреляции между стандартизированными зна-
чениями частных и интегральным показателями 
к сумме модулей коэффициентов корреляции по 
всем частным показателям:
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где wj  - коэффициент весомости (иерархии) j-го частного 
показателя; rz¯zj - коэффициент корреляции между ин-
тегральным показателем (z¯) и j-м стандартизированным 
частным показателем (zj ).
Таким образом, стандартизация методами В.А. 
Прокофьева и «�roba-�ystan» позволяет учесть   
динамический аспект при построении интеграль-
ного показателя, но лишь частично, не разграни-
чивая иерархию периодов исследования.
панельные данные. Множество данных, со-
стоящих из наблюдений за однотипными ста-
тистическими объектами в течение нескольких 
временных периодов, называется панельными, 
или пространственными, данными [4, с. 495]. 
Таким образом, панельные данные представляют 
собой двумерные массивы: они сочетают в себе 
пространственные данные по единицам наблю-
дения и временные данные.
Часто массивы панельных данных содержат 
небольшое число периодов, поэтому моделиро-
вание на основе панельных данных в большей 
степени направлено на определение различий 
между объектами наблюдения. Но несмотря 
на то, что временные эффекты в явном виде не 
моделируются, панельные данные содержат ин-
формацию относительно развития однотипных 
объектов во времени [4, с. 495]. Таким образом, 
для увеличения веса временного аспекта необхо-
димо включать большее число периодов.
Преимущество панельных данных по срав-
нению с пространственными данными состоит 
в том, что панельные данные характеризуются 
большим количеством наблюдений, что позво-
ляет получать более эффективные оценки. Кроме 
того, возникают возможности учета и анализа 
индивидуальных различий между объектами на-
блюдения, контроля над неоднородностью объек-
тов, идентификации эффектов, недоступных в 
анализе пространственных данных. Благодаря 
специальной структуре панельные данные поз-
воляют строить более гибкие и содержательные 
модели [5, с. 359].
В итоге коэффициенты весомости, полученные 
на основе панельных данных, будут постоянны во 
времени и вполне могут быть использованы для 
построения интегрального показателя сложных 
явлений.
Для определения весомости периодов лучше 
подходят методы, использующие аналитические 
зависимости, а именно арифметической или гео-
метрической прогрессии.
Весовые коэффициенты фишберна.  Веса 
Фишберна подчиняются системе убывающего 
предпочтения и изменяются по арифметической 
прогрессии. Для статических данных формулу 
Фишберна можно представить в виде:
( )
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2 1
1
.j
m j
w
m m
⋅ − +
=
⋅ +
Согласно формуле Фишберна, первый част-
ный показатель (j ��  1) является наиболее важным 
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и имеет наибольший вес. С точки же зрения дина-
мики, первый (наиболее ранний) период времени 
обладает меньшей информативностью и соответс-
твенно меньшим весом. Поэтому модифицируем 
формулу Фишберна и запишем ее в виде:
 ( )
2
1
,t
t
w
T T
=
⋅ +  (1)
где wt  - коэффициент весомости для периода t (j = 1,T ).
Веса при этом увеличиваются при переходе от 
одного периода к другому на величину, равную 
2
1
.
( )T T⋅ +
 Различие в значимости последнего 
(t = T) и первого (t = 1) периодов равно числу 
периодов исследования (T), что, по нашему мне-
нию, достаточно много. В таблице 1 приведены 
коэффициенты весомости, рассчитанные по 
формуле Фишберна.
Таблица 1
коэффициенты весомости, рассчитанные по формуле фишберна (1)
Число периодов
Коэффициенты весомости wT
w1 w1 w2 w3 w4 w5 w6 w7 w8
2 0,333 0,667 – – – – – – 2
3 0,167 0,333 0,500 – – – – – 3
4 0,100 0,200 0,300 0,400 – – – – 4
5 0,067 0,133 0,200 0,267 0,333 – – – 5
6 0,048 0,095 0,143 0,190 0,238 0,286 – – 6
7 0,036 0,071 0,107 0,143 0,179 0,214 0,250 – 7
8 0,028 0,056 0,083 0,111 0,139 0,167 0,194 0,222 8
Метод геометрической прогрессии. Метод гео-
метрической прогрессии предполагает, что веса 
изменяются по арифметической прогрессии. В [6] 
предлагается использовать следующую формулу 
для расчета весов:
1
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где, согласно правилу золотого сечения, 
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Для динамических рядов формула примет вид:
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В таблице 2 приведены коэффициенты весо-
мости, рассчитанные по формуле (2).
Анализ данных, приведенных в таблице 2, по-
казывает, что различия в значимости последнего 
и первого периодов резко растут при увеличении 
числа периодов, участвующих в исследовании. 
Таблица 2
коэффициенты весомости, рассчитанные по формуле (2)
Число периодов
Коэффициенты весомости wT
w1 w1 w2 w3 w4 w5 w6 w7 w8
2 0,382 0,618 – – – – – – 1,618
3 0,191 0,309 0,500 – – – – – 2,618
4 0,106 0,171 0,276 0,447 – – – – 4,236
5 0,061 0,099 0,160 0,260 0,420 – – – 6,854
6 0,036 0,059 0,095 0,155 0,250 0,405 – – 11,090
7 0,022 0,036 0,058 0,093 0,151 0,244 0,396 – 17,944
8 0,013 0,022 0,035 0,057 0,092 0,149 0,242 0,390 29,034
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Указанный факт усложняет применение рассмат-
риваемого метода на практике.
В [7] предлагается метод определения коэф-
фициентов весомости локальных критериев, под-
чиняющийся геометрической прогрессии. Адап-
тировав данный метода к динамическим рядам, 
получим следующий порядок расчета весов:
1
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Таким образом, при расчете весов в качестве 
исходных данных должны быть заданы различия 
в значимости последнего и первого периодов 
1
Tw
w
, 
что существенно затрудняет исследование.
Метод определения коэффициентов весомости с 
учетом динамического фактора, подчиняющийся 
геометрической прогрессии, был предложен ав-
торами в [8]. Рассмотрим основные положения 
данного метода.
К коэффициентам весомости должны предъ-
являться следующие требования:
1. Сумма всех коэффициентов весомости равна 
единице, то есть
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2. Каждому следующему периоду присваива-
ется больший вес с целью повышения его зна-
чимости:
wt+1 > wt .
3. Различие в значимости двух ближайших пе-
риодов постоянно в относительном выражении:
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4. Чем меньше периодов в исследовании, тем 
больше различие между их весомостью:
 1 2
1 2
1 2
1 1
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t t
w w
T T
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где wt1
, wt1 – 1 
 и wt2
, wt2 – 1
 - веса периодов двух выборок, 
отличающихся количеством периодов  T1 и T2.
5.  Чем больше периодов охвачено ис- 
следованием, тем более значимым должно 
быть различие конечного и начального перио-
дов, то есть
1 2
1 2
1 1
если,      .T T
w w
T T
w w
> <
В качестве величины, характеризующей значи-
мость конечного и начального периодов, предла-
гается следующее выражение:
 
1
ln( ),Tw T k
w
= +  (4)
где k - положительное число.
Из (4) следует, что при увеличении k увеличи-
вается и различие в значимости периодов.
Поскольку минимальное число периодов в 
исследовании равно двум, то k не должно быть 
меньше e – 2 ≈ 0,718. В этом случае ln(T + k) = 1, 
значимость периодов не отличается и требования 
(2) и (4) не выполняются. Для выполнения требо-
вания (2) k должно быть не меньше e – 2 ≈ 0,718. 
Для выполнения требования (4) k должно быть 
больше 1,37.
Полученное оптимальное значение k = 1,6. 
Тогда (4) принимает вид:
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Его выбор объясняется тем, что при k < 1,6 
значения для T = 2 (иногда для T = 3 ) лежат ниже 
линии регрессии, построенной по значениям w2 
при различном числе периодов T, а при k > 1,6 - 
выше линии регрессии. Таким образом, на-
блюдается непропорциональное изменение 2
1
w
w
 
при увеличении числа периодов. При k = 1,6 это 
устраняется.
В таблице 3 приведены коэффициенты ве- 
сомости, полученные рассмотренным мето-
дом.
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*           *
*
Интегральный показатель может заменить 
собой целую систему частных показателей. 
Рассмотренные методы определения весов в 
динамическом аспекте могут найти применение 
в различных сферах социально-экономической 
жизни. Интегральные показатели, построенные 
с учетом как динамики, так и статики, можно 
непосредственно сопоставлять и в пространс-
тве, и во времени для получения сравнительной 
характеристики сложных явлений. Метод оп-
ределения коэффициентов весомости с учетом 
динамического фактора можно использовать 
для построения рейтингов с учетом развития 
во времени. Еще одной областью применения 
является многомерная группировка, в частности 
кластерный анализ.
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The article deals with methods of constructing integral indicators of socio-economic phenomena and processes; and argues for 
the necessity to record the development of the phenomena over time; it also introduces new approaches to the aggregation. A method 
of aggregation of individual features that characterize different sides of complex phenomena, in the integral indicator that takes into 
account the nonequivalence of individual features and their trends in time. 
Much attention is paid to calculating integral indicators weight indexes in a dynamic aspect. The calculated indicators can be 
matched both in statics and in time, providing a comparative description of a complex phenomenon, allowing to judge its dynamics, 
making final conclusions more visible and unequivocal. The article investigates of weighting coefficients in the economic and statistical 
analysis of economic and social phenomena.
Keywords: integral indicator, aggregation, weighting coefficients, method of multivariate average, normalization.
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Таблица 3
коэффициенты весомости, рассчитанные по формуле (4)
Число периодов
Коэффициенты весомости wT
w1 
wt
wt-1 w1 w2 w3 w4 w5 w6 w7 w8
2 0,438 0,562 – – – – – – 1,283 1,281
3 0,266 0,328 0,406 – – – – – 1,526 1,235
4 0,187 0,224 0,268 0,321 – – – – 1,717 1,199
5 0,142 0,166 0,195 0,229 0,268 – – – 1,887 1,172
6 0,114 0,131 0,151 0,174 0,200 0,230 – – 2,018 1,152
7 0,094 0,107 0,122 0,138 0,157 0,179 0,203 – 2,160 1,136
8 0,080 0,090 0,101 0,114 0,128 0,144 0,162 0,181 2,263 1,124
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к выходу в свет монографии Б.т. Рябушкина 
«Развитие социально-экономической статистики»
В издательстве ИИЦ «Статистика России» опубликована монография Б.Т. Рябушкина 
«Развитие социально-экономической статистики» (Российский опыт: 1990-2017 годы). М., 
2017. 263 с. В монографии рассмотрены отдельные направления реформирования отечествен-
ной социально-экономической статистики - концептульно-содержательного ядра статистики 
в целом, которые произошли в период с 1990-х годов по настоящее время. Дана характеристика 
развития российской СНС как информационно-методологической основы макростатисти-
ческих измерений, становления статистики «ненаблюдаемой экономики», показана эволюция 
статистических измерений социальных процессов и уровня жизни населения, обозначены 
организационно-методологические принципы межгосударственных и межтерриториальных 
(внутристрановых) сопоставлений параметров социально-экономического развития, рассмот-
рены вопросы переформатирования статистического наблюдения в условиях новой парадигмы 
социально-экономических измерений.
Для экономистов, социологов и статистиков, специалистов в области макроэкономики, 
студентов и аспирантов вузов экономических специальностей.
По вопросам приобретения книги можно обратиться в ИИЦ «Статистика России» по 
тел.: (495) 607-4890, (495) 607-4882. E-mail: shop@infostat.ru.    
