Abstract. We define symmetric Dellac configurations as the Dellac configurations that are symmetric with respect to their centers. The symmetric Dellac configurations whose lengths are even were previously introduced by Fang and Fourier under the name of symplectic Dellac configurations, to parametrize the torus fixed points of symplectic degenerate flag varieties. In general, symmetric Dellac configurations generate the Poincaré polynomials of (odd or even) symplectic or orthogonal versions of the degenerate flag varieties. In this paper, we give several combinatorial interpretations of the polynomial extensions (Dn(x)) n≥ 0 of median Euler numbers, defined by Randrianarivony and Zeng, in terms of objects that we name extended Dellac configurations and which generate symmetric Dellac configurations. As a consequence, the cardinalities of the odd and even symmetric Dellac configurations are respectively given by the two adjoining sequences (ln) n≥ 0 = (1, 1, 3, 21, 267, . . . ) and (rn) n≥ 0 = (1, 2, 10, 98, 1594, . . . ), defined as specializations of the polynomials (Dn(x)) n≥ 0 .
Notation
For a pair of integers n < m, the set {n, n+1, . . . , m} is denoted by [n, m] , and the set [1, n] by [n] . If T is a rectangular tableau, then its j-th column (from left to right) is denoted by C T j , and its i-th row (from bottom to top) is denoted by L T i . The intersection C T j ∩ L T i is a box that we denote by (j : i). If this box contains a point p, we also write p = (j : i). If it is known than L T i contains one unique point, then this point is denoted by p T i .
Introduction
Let N be a positive integer. Recall that a Dellac configuration [De] D ∈ DC N is a tableau made of N columns and 2N rows, which contains 2N points (one per row, two per column) between the lines y = x and y = n + x (in other words, if a box (j : i) of T contains a point, then j ≤ i ≤ n+j). The cardinality of DC N is h N where (h N ) N ≥ 0 = (1, 1, 2, 7, 38, 295, . . . ) [OEIS1] is the sequence of normalized median Genocchi numbers [BD, B2, B3, B4, F1, F2, HZ1, HZ2, K] . For D ∈ DC N , let inv(D) be the number of pairs (p 1 , p 2 ) of points of D such that p 1 is located to the left of p 2 and above p 2 (such a pair is named an inversion of D). For example, we depict in Figure 1 the elements of (DC N ) N ∈[3] (from top to bottom), whose inversions are represented by segments connecting the concerned points. In [F1] (see Figure 1 . The elements of DC 1 , DC 2 , DC 3 (the elements of SDC 1 , SDC 2 , SDC 3 are framed in red).
also [F3, FFL] ) it is proved that the Poincaré polynomial of the degenerate flag variety F a N has the following combinatorial interpretation for all N ≥ 1 :
For example, we can compute the Poincaré polynomials of ( (q) = q 3 + 3q 2 + 2q + 1.
1.1. Symmetric Dellac configurations. Note that, in general, the set DC N is stable by the rotation r π of angle π with respect to the center (N/2, N ) of Dellac configurations. We then define symmetric Dellac configurations D ∈ SDC N as the Dellac configurations D ∈ DC N such that r π (D) = D. In Figure 1 , the symmetric Dellac configurations are framed in red.
Even symmetric Dellac configurations D ∈ SDC 2n have been introduced in [FF] under the name symplectic Dellac configurations, to parametrize the torus fixed points of symplectic degenerate flag varieties SpF a 2n . In [BF] , we extend naturally the definition of SpF a N for all N ≥ 1, and we prove that the Poincaré polynomials of these varieties have the following combinatorial interpretation : (q) = q 4 + 3q 3 + 3q 2 + 2q + 1.
In [BF] , we also define natural varieties (SOF a N ) N ≥1 , named orthogonal degenerate flag varieties, whose Poincaré polynomials have the following combinatorial interpretation : The primary goal of this paper is to determine the cardinalities of the sets (SDC N ) N ≥ 1 . According to the parity of N , they appear in two adjoining sequences (l n ) n≥ 0 = (1, 1, 3, 21, 267, . . . ) [OEIS2] and (r n ) n≥ 0 = (1, 2, 10, 98, 1594, . . . ) [OEIS3] defined in [RZ] as specializations of polynomials interpolating median Euler numbers, of which we give a reminder hereafter.
Extended median Euler numbers.
Consider the family of polynomials (D n (x)) n≥ 0 defined by
They were introduced by Randrianarivony and Zeng [RZ] as interpolations of median Euler numbers (L n ) n≥ 0 = (1, 1, 4, 46, 1024, . . . ) [OEIS4] and (R n ) n≥ 0 = (1, 3, 24, 402, . . . ) [OEIS5] , through the equalities L n = D n (1/2) and R n = D n (−1/2).
It is easy to check that for all n ≥ 1, the polynomial D n (x) is of the form 2 n (x + 1)P n (x + 1) for some polynomial P n (x) with positive integer coefficients and degree n − 1, whose induction formulas are
Several first values are
For all n ≥ 1, let c n,n−1 x n−1 + c n,n−2 x n−2 + · · · + c n,1 x + c n,0 = P n (x). It is easy to check the following induction formulas : c 1,0 = 1 and
c n,n−1 = nc n−1,n−2 (1.3) for all n ≥ 2 and k ∈ [n − 2]. In particular c n,n−1 = n! for all n ≥ 1.
The sequences of positive integers (l n ) n≥ 0 = (1, 1, 3, 21, 267, . . . ) and (r n ) n≥ 0 = (1, 2, 10, 98, 1594 . . . ) are defined by l n = D n (0)/2 n and r n = D n (1)/2 n for all n ≥ 0, which, in terms of P n , is equivalent with l 0 = r 0 = 1 and
for all n ≥ 1. From [RZ, Théorème 24] and [RZ, Proposition 25] , we deduce that 1 +
for all n ≥ 1, where :
• SP n is the set of surjective pistols [Du, DR, DZ, ZZ] of size n (surjective maps f : [2n] ։ {2, 4, 6, . . . , 2n} such that f (j) ≥ j for all j); • max(f ) is the number of maximal points of f (integers j ∈ [2n − 2] such that f (j) = 2n);
such that there exists j ′ < j with f (j ′ ) = f (j) = j).
For example SP 2 has three elements :
1 2 3 4 2 2 4 4 , 1 2 3 4 4 2 4 4 and 1 2 3 4 2 4 4 4 , whose numbers of maximal points are respectively 0,1 and 1, and whose number of doubled fixed points are respectively 1,0 and 0, hence P 2 (x) = 2 1−0−1 x 0 + x 1−1−0 x + x 1−1−0 x = 2x + 1.
Even symmetric Dellac configurations.
One of the goals of this paper is to give a new proof of the statement that the cardinality of SDC 2n (for n ≥ 1) is the number r n from the sequence (r n ) n≥ 0 = (1, 2, 10, 98, 1594, . . . ) (another proof can be found in [B1] ). The first step towards this is to reduce SDC 2n to smaller elements that we name even extended Dellac configurations, whose set is denoted by T e n . The main result of this section is Theorem 1.7, which interprets P n (x) combinatorially in terms of T e n , and which implies the equality |SDC 2n | = 2P n (2) = r n .
1.3.1. Generation of SDC 2n . An even extended Dellac configuration T ∈ T e n is a tableau made of n columns and 2n rows, which contains 2n points (one per row, two per column) above the line y = x (in other words, this is the definition of DC n , except that we remove the condition that the points must be under the line y = n + x). By considering the two points of the last column (from left to right) of a tableau T ∈ T e n , it is easy to obtain the formula |T e n | =
There exists a one-to-one correspondence between SDC 2n and the set of tableaux T ∈ T e n whose free points are labeled with the number 0 or 1 : for such a tableau T , the principle is :
• to draw an empty tableau T made of 2n columns and 4n rows;
• for a box (j : i) of T , if this box contains a point, -if this point is not free, or if it is a free point whose label is 1, then we draw a point in the box (j : i) of T ; -otherwise this point is free and its label is 0, and we draw a point in the box (2n + 1 − j : i) of T ; • to apply the central reflexion with respect to the center (n, 2n) of T to the 2n points that have been drawn in T , which indeed makes T an element of SDC 2n . For example, we depict in Figure 3 how a labeled tableau T 0 ∈ T e 2 is mapped to its corresponding element T 0 ∈ SDC 4 . This bijection between the tableaux T ∈ T e n whose free points are labeled with 0 or 1 and SDC 2n implies the following formula :
For the example n = 2, the 10 = 2 2 +2 1 +2 2 elements of SDC 4 are generated by the 3 elements of T e 2 as depicted in Figure 4 , where the elements of SDC 4 in a same frame under every T ∈ T e 2 correspond with the 2 fr(T ) different labellings of the free points of T .
1.3.2.
A combinatorial interpretation of P n (x) in terms of T e n . Definition 1.1. Let T ∈ T e n . For a given point p 0 = (j : i) of T , we first define a path (p 0 , p 1 , . . . ) of points of T as follows : for all k ≥ 0, assume that the points p 0 , . . . , p k are defined, and let (j k : i k ) = p k ; a) if j k = n, then p k+1 is defined as p k ; b) if j k < n and p k is the upper point of its column, then p k+1 is defined as
c) if j k < n and p k is the lower point of its column, then p k+1 is defined as p T j k . We then define a finite subsequence S T (i) = (p k 0 , . . . , p k f ) of (p 0 , p 1 , . . . ) by k 0 = 0 and, if we assume that k 0 , . . . , k q are defined for some q ≥ 0,
• otherwise f = q. We finally define B(T ) = S T (n) and R(T ) = S T (2n). Let b(T ) + 1 and r(T ) + 1 be their respective number of elements.
For example, we represent in Figure 5 a tableau T 1 ∈ T e 7 with B(T 1 ) = ((2 : 7), (3 : 12), (7 : 11)) and R(T 1 ) = ((4 : 14), (7 : 10)). In general, when depicting a tableau T ∈ T e n , the b(T ) first elements of B(T ) and the r(T ) first elements of R(T ) are painted in blue and red respectively. The meaning of the green color in Figure 5 will be explained afterwards (see Definition 1.4). Definition 1.2. Let j ∈ [n] and consider a tableau T made of n columns (each of which contains at most two points) and 2n rows (each of which contains at most one point), such that each of the j − 1 first rows (from bottom to top) of T contains exactly one point above the line y = x, and each of the j −1 first columns (from left to right) contains exactly two points (for example, any tableau T ∈ T e n satisfies this condition). Let i ∈ [j, 2n] be such that the j − 1 first boxes of the L T i are empty (for example, any i ∈ [j, 2n] such that the box (j : i) of T contains a point). We define a sequence I T (j : i) = (i 0 , i 1 , . . . 
, and i k+1 is defined by (i k : i k+1 ) being the lower point of the C T i k .
For example, in Figure 5 , one can read the sequences corresponding to the free points p = (j : i) that appear in the red, blue or green path, by following the path in the reversed direction (. . . , p k , p k−1 , . . . ). We have I T 1 (7 : 10) = (10, 14, 14, . . . ), I T 1 (7 : 11) = (11, 12, 13, 2, 7, 7, . . . ) , etc. The green path, as a subpath of the blue path, also gives I T 1 (2 : 13) = (13, 2, 2, . . . 
, the rule (i) of Definition 1.2 is never applied. Then, the sequence (i k ) k≥ 0 is reversible :
This reversibility and the equality
Let k min be the smallest integer k ≥ 0 such that i k = root T (j : i). As stated in the previous paragraph, the sequence (i = i 0 , i 1 , . . . , i k min ) is reversible because it never involves the rule (i) of Definition 1.2, so the map i → root T (j : i) is injective. Finally, the number of integers i ∈ [j, 2n] such that the first j − 1 boxes of L T i are empty is exactly 2(n − j + 1) = |[j, 2n − j] ⊔ {2n}| (hence i → root T (j : i) is bijective) : since the j − 1 first rows of T contain exactly j − 1 points, and the j − 1 first columns of T contain exactly 2(j − 1) points, then, among the 2n − j + 1 upper rows of T (the rows C T j , C T j+1 , . . . , C T 2n ), exactly j − 1 of them contain a point in one of their j − 1 first boxes, so 2n − j + 1 − (j − 1) = 2(n − j + 1) of them have their j − 1 first boxes empty. Definition 1.4. We define G(T ) as the set of the free points p = (j : i) of T such that :
• the point distinct from p in C T j is an element of B(T ); • the integer root T (j : i) equals j. The cardinality of G(T ) is denoted by g(T ) and its elements are painted in green in the graphical representation of T .
For example, in Figure 5 , we have G(T 1 ) = {(2 : 13)}. Definition 1.5. Let n ≥ 1 and T ∈ T e n . We denote by Omax(T ) (whose cardinality is omax(T )) the set of the elements of B(T ), R(T ) and G(T ). Note that omax(T ) ≥ 2. The set Max(T ) (whose cardinality is max(T )) is defined as Omax(T ) from which we removed the last element of B(T ) and the last element of R(T ), hence
Remark 1.6. For all T ∈ T e n , the b(T ) last points of B(T ), the r(T )+1 points of R(T ), and the g(T ) points of G(T ), are pairwise distinct free points of T , so fr(T ) ≥ max(T ) + 1.
The first main result of this paper is the following.
Theorem 1.7. For all n ≥ 1,
The cardinality of SDC 2n being r n = 2P n (2) is then obtained by setting x = 2 in Theorem 1.7 in view of formula (1.5). Section 2 is dedicated to the proof of Theorem 1.7 (by induction, using the inductions formulas (1.1),(1.2) and (1.3)).
Remark 1.8. An independent proof of |SDC 2n | = r n is given in [B1] . It consists in defining a surjection ϕ : T e n ։ SP n such that
for all f ∈ SP n , which proves indeed |SDC 2n | = 2P n (2) = r n in view of formula (1.4) and formula (1.5). Afterwards, one can check that for all f ∈ SP n and
is the number of integers j ∈ {2, 4, . . . , 2n − 2} such that
is the number of integers j ∈ {1, 3, . . . , 2n − 3} such that f (j) = 2n. It follows that max(f ) = max(T ), which proves Theorem 1.7 by formula (1.4) and formula (1.6) 1.4. Odd symmetric Dellac configurations. A second goal is to prove that the cardinality of SDC 2n−1 (n ≥ 1) is the number l n from the sequence (l n ) n≥ 0 = (1, 1, 3, 21, 267, . . . ) introduced in Section 1.2. It is obviously true for n = 1 (see Figure 1) . Afterwards, as we did for the even case, we reduce SDC 2n−1 (n ≥ 2) to smaller elements called odd extended Dellac configurations, whose set is denoted by T o n−1 . In Theorem 1.10, we give a combinatorial interpretation of P n (x) in terms of T o n−1 , which implies the equality |SDC 2n−1 | = P n (1) = l n .
1.4.1. Generation of SDC 2n+1 (n ≥ 1). We define odd extended Dellac configurations T ∈ T o n (n ≥ 1) as the rectangular tableaux T of size n×(2n+1) with the following conditions :
• every column of T contains exactly two points;
• every row of T contains at most one point;
• each of the first n rows of T contains exactly one point.
In other words, a tableau T ∈ T o n is like an element of T e n , except that it has 2n + 1 rows instead of 2n, and exactly one of its n + 1 upper rows is empty (i.e., has no points). There is a natural surjection φ : T o n ։ T e n which consists in deleting the empty row of the elements of T o n , and it is clear that |φ −1 (T )| = n + 1 for all T ∈ T e n , hence |T o n | = (n + 1)|T e n | = ((n + 1)!) 2 /2 n .
Note that when depicting the tableaux T ∈ T o n , we represent with stars the points of T located on or above the line y = 2n + 1 − x (represented by a dashed line), which we also name free points of T as for the elements of T e n , and whose number is also denoted by fr(T ).
Similarly as for SDC 2n , the odd symmetric Dellac configurations D ∈ SDC 2n+1 are in one-to-one correspondence with the elements of T o n whose free points are labeled with the integers 0 or 1 : for such a tableau T , we construct the corresponding element of SDC 2n+1 as follows :
• we draw an empty tableau T made of 2n + 1 columns and 4n + 2 rows; • for a box (j : i) of T , if this box contains a point,
-if this point is not free, or if it is a free point whose label is 1, then we draw a point in the box (j : i) of T ; -otherwise this point is free and its label is 0, and we draw a point in the box (2n + 2 − j : i) of T ; • we draw a point in the box (n + 1 : i 0 ) where L T i 0 is its unique empty row;
• we apply the central reflexion with respect to the center (n + 1/2, 2n + 1) of T to the 2n + 1 points that have been drawn in T , which indeed makes T an element of SDC 2n+1 .
For example, we depict in Figure 6 how a labeled tableau T 2 ∈ T o 2 is mapped to its corresponding element T 2 ∈ SDC 5 . This bijection between the tableaux T ∈ T o n whose free points are labeled with 0 or 1 and SDC 2n+1 implies the following formula for all n ≥ 1 : Figure 6 . Construction of an odd symmetric Dellac configuration.
For the example n = 1, the 3 = 2 0 + 2 1 elements of SDC 3 are generated by the 2 elements of T o Figure 7 . Construction of SDC 3 from T o 1 .
1.4.2.
A combinatorial interpretation of P n (x) in terms of T o n−1 . We adapt Definition 1.1, Definition 1.2, Proposition 1.3 and Definition 1.4 to the tableaux T ∈ T o n as follows : • first of all, we replace all the occurrences of 2n with 2n + 1, which doesn't change the proof of Proposition 1.3; • regarding S T (i) from Definition 1.1, if L T i is its unique empty row, then S T (i) is defined as the empty sequence ; otherwise, if the points p 0 , . . . , p k 0 are defined for some k 0 ≥ 0, and if the rule b) or the rule c) involves the unique empty row of T , then we define p k as p k 0 for all k > k 0 ;
• in Definition 1.1, instead of R(T ) and B(T ), we define a unique finite sequence V (T ) = S T (2n + 1) (possibly empty), whose number of elements is denoted by v(T ); • the set G(T ) is defined by replacing B(T ) with V (T ) in Definition 1.4. For example, we represent in Figure 8 a tableau T 3 ∈ T o 6 with V (T 3 ) = ((2 : 13), (3 : 11), (4 : 10)) and G(T 3 ) = {(2 : 12)}. In general, when depicting a tableau T ∈ T o n , the v(T ) elements of V (T ) and the g(T ) elements of G(T ) are painted in purple and green respectively. 
the v(T ) elements of V (T ) and the g(T ) elements of G(T ) are pairwise distinct free points, so fr(T ) ≥ v(T ) + g(T ).
The second main result of this paper is the following. Theorem 1.10. For all n ≥ 2,
For example, the two elements of T o 1
⋆
give P 2 (x) = 2 0−0 x 0 (1+x) 0 +2 1−0 x 1 (1+x) 0 = 2x+1, and the nine elements
The cardinality of SDC 2n−1 being P n (1) = l n for all n ≥ 2 is then obtained by setting x = 1 in Theorem 1.10 in view of formula (1.7). Section 3 is dedicated to the proof of Theorem 1.10.
Proof of Theorem 1.7
For all n ≥ 1, let
By Remark 1.6 and the inequality fr(T ) ≤ n for all T ∈ T e n (the free points of T are of the kind (j : i) such that 2n ≥ i ≥ 2n + 1 − j ≥ n + 1, hence are located in the n top rows), the polynomial E n (x) has positive integers coefficients and its degree is at most n − 1. Moreover, if T n,max ∈ T e n is the tableau whose points are (j : j) and (j : 2n + 1 − j) for all j ∈ [n] (see Figure 9 for the case n = 4), then b(T n,max ) = 0, r(T n,max ) = n − 1 and g(T n,max ) = 0, so max(T n,max ) = n − 1 and the degree of E n (x) is exactly n − 1. For all k ∈ [0, n − 1], let T e n,k be the set of the tableaux T ∈ T e n such that max(T ) = k, and let e n,k = T ∈T e n,k 2 fr(T )−1−k , so that
Theorem 1.7 states that E n (x) = P n (x), i.e., that e n,k = c n,k for all k ∈ [0, n − 1]. It is clear that e 1,0 = 1 = c 1,0 . We will prove the rest by checking that (e n,k ) 0≤k≤n satisfies the induction formulas (1.1) ,(1.2),(1.3). To do so, we first define in the next section a surjection from T e n to T e n−1 .
2.1. A surjection Π : T e n ։ T e n−1 (n ≥ 2). Consider T ∈ T e n and the integers (j n−1 , j n+1 ) ∈ [n] 2 such that the points of L T n−1 and L T n+1 are located in C T j n−1 and C T j n+1 respectively. We define (i min , i max ) as (n − 1, n + 1) if j n−1 ≤ j n+1 , as (n + 1, n − 1) otherwise.
We define two new paths
if C T n−1 contains an element of G(T ), (S T (n + 1), S T (n − 1)) otherwise and if p T n+1 is free, (S T (n − 1), S T (n + 1)) otherwise, and one new set G ′ (T ) defined as the free points of T of the kind p = (j : i) such that the other point of C T j is an element of B ′ (T ) and root T (j : i) = j. Their respective numbers of elements located in C T 1 , C T 2 , . . . , C T n−1 are denoted by b ′ (T ), r ′ (T ) and g ′ (T ). Note that S T (n + 1) = ((n : n + 1)) for all T in which p T n+1 is free, so r ′ (T ) or b ′ (T ) can equal 0. However, the first element of S T (n − 1), the point p T n−1 , is always of the kind (j : n − 1) for some j < n, so b ′ (T ) + r ′ (T ) ≥ 1 in general. The set of the elements of
For example, consider the tableau T 1 ∈ T e 7 from Figure 5 , we depict in Figure 10 the paths B ′ (T 1 ) = ((5 : 6), (6 : 9)) and R ′ (T 1 ) = ((6 : 8)) by painting them in light blue and orange respectively (there the set G(T 1 ) is empty).
In order to construct an element Π(T ) of T e n−1 from T ∈ T e n , we "project" all points of T that are not elements of Max(T ) or Max ′ (T ) in a tableau (n − 1) × (2n − 2), then we construct Max(Π(T )) as a "union" of Max(T ) and Max ′ (T ), in a meaning that we will make explicit. For example, if T is a 7 × 14 tableau whose first column is the same as in Figure 10 , then the insertions of points in the boxes (2 : 2) and (2 : 7) of T result in plotting points in the boxes (2 : 13) and (2 : 7) of T respectively.
In general, let us now label the points of Max(T ) and Max ′ (T ) with letters ρ, β or γ. The points labeled with β (respectively ρ, γ) will correspond with the elements of B(Π(T )) (respectively R(Π(T )), G(Π(T ))).
Definition 2.2. Let T ∈ T e n (n ≥ 2). We label the elements of Max(T ) and Max ′ (T ) as follows.
• If a point p 1 belongs to B(T ) (respectively R ′ (T )) and the other point p 2 in the same column belongs to B ′ (T ) (respectively R(T )), then we label p 1 with β and p 2 with γ.
• If a point p belongs to B(T ) or B ′ (T ) (respectively R(T ) or R ′ (T ), G(T ) or G ′ (T )) and is not concerned by the first rule, then we label it with β (respectively ρ, γ).
Definition 2.3 (Map Π : T e n → T e n−1 ). Let T ∈ T e n . We first define a rectangular tableau Π 0 (T ), made of n − 1 columns and 2n − 2 rows, that contains a point in its box j : i for all points p = (j : i) of T that doesn't belong to Max(T ) or Max ′ (T ) (in particular j < n and i ∈ {n, n+1}), where
For the example of T 1 ∈ T e 7 depicted in Figure 10 , we obtain the tableau Π 0 (T 1 ) of Figure Afterwards, let X T be the empty set. For j from 1 to n − 1, if C T j contains a point p labeled with β (respectively ρ, γ), we insert a point in the box (j : n − 1) of Π 0 (T ) (respectively the box (j : 2n − 2), the box (j : j)), following Definition 2.1. We say that we have inserted p in Π 0 (T ). Also, if p ∈ Max(T ), let p new be the point just plotted in Π 0 (T ) following the latter insertion, then we add p new to X T .
Let Π(T ) be the tableau obtained at the end of this algorithm. It is straightforward by Definition 2.1 that Π(T ) is an element of T e n−1 , and that X T Omax(Π(T )) (it is not equal because the point p
Π(T )
n−1 is an element of Omax(Π(T )) that results from the insertion in Π 0 (T ) of the point p T n−1 , but p T n−1 belongs to Max ′ (T ), not to Max(T ), hence p
n−1 ∈ X T ). The set X T will be useful to reconstruct T from Π(T ) (see Proposition 2.10).
For example, the tableau Π(T 1 ) ∈ T e 6 is as depicted in Figure 12 , and X T 1 = {(2 : 6), (2 : 11), (3 : 10), (4 : 12)}.
Note that (b(Π(T 1 )), r(Π(T 1 )), g(Π(T 1 ))) = (3, 1, 1).
Remark 2.4. For all T ∈ T e n , we have max(Π(T )) = max(T ) + max ′ (T ) − 2.
1 Indeed, the insertions in Π 0 (T ) of the two points of C T n−1 , which both belong to Max(T ) or Max ′ (T ) (because their roots belong to {n − 1, n, n + 1, 2n}), produce the two points of C
n−1 , in other words, the last element of B(Π(T )) and the last element of R(Π(T )), which are not counted by the statistics b and r.
In particular, since max ′ (T ) ≥ 1 in general (the set Max ′ (T ) always contains p T n−1 ), we have
For the example of T 1 ∈ T e 7 , we obtain max(Π(T 1 )) = (2 + 1 + 1) + (2 + 1) − 2 = 5.
We now intend to construct Π −1 (T 0 ) for all T 0 ∈ T e n−1 . To do so, we first need to define labels for the elements of Omax(T 0 ), given a subset X Omax(T 0 ). Definition 2.5. For a tableau T 0 ∈ T e n−1 and a subset X Omax(T 0 ), let us define labels of the elements of Omax(T 0 ) as follows.
• For a point p ∈ G(T 0 ), let q = p be the other point of the column of p (the point q is then an element of B(T 0 )).
-If neither p nor q belong to X, we label p and q with the respective letters g ′ and b ′ . -If only q ∈ X, we label p and q with the respective letters b ′ and b. -If only p ∈ X, we label p and q with the respective letters r and r ′ . -If both p and q belong to X, we label p and q with the respective letters g and b.
• For all points p among the b 0 (T ) first elements of B(T 0 ) (respectively among the r(T 0 ) first elements of R(T 0 )) that is not concerned by the first case, if p ∈ X, then we label p with b ′ (respectively r ′ ), otherwise we label it with b (respectively r).
• Let p b (respectively p r ) be the last element of B(T 0 ) (respectively R(T 0 )). Recall that p b and p r are the two points of C Remark 2.6. In the context of Definition 2.5, the elements of Omax(T 0 ) that are labeled with b, r or g are exactly the elements of X.
Definition 2.7. Let i ∈ [0, n − 2], and T 0 ∈ T e n−1,i . We consider a subset X Omax(T 0 ), whose cardinality |X| is denoted by k. Note that omax(T 0 ) = i+2 hence k ∈ [0, i+1]. We intend to define a set T(T 0 , X) ⊂ T e n whose cardinality is either 1 or 2 following three situations described below. Consider the labels introduced in Definition 2.5.
1. Let S 1 be the situation where k ≤ i and no point of the last column C T 0 n−1 of T 0 is labeled with r or g. 2. Let S 2 be the situation where :
• either k = i + 1;
• or one of the points of C T 0 n−1 is labeled with r or g, and there are no two elements of Omax(T 0 )\X labeled with b ′ and r ′ . 3. Let S 3 be the remaining situation, i.e., where k ≤ i, one of the points of C T 0 n−1 is labeled with r or g, and there exist two elements of Omax(T 0 )\X labeled with b ′ and r ′ .
In any situation, first consider a n × 2n tableau T 0 (T 0 ) that contains points only in its boxes j : i for all points (j : i) of T 0 that doesn't belong to Omax(T 0 ), where i is defined as i if i < n, as i + 2 otherwise. Let us set T 1 = T 2 = T 3/ = T 3\ = T 0 (T 0 ). For j from 1 to n − 1, assume that C T 0 j contains an element p ∈ Omax(T 0 ) (otherwise T 1 , T 2 , T 3/ , T 3\ already contain two points in their j-th columns and we do nothing).
• If the label of p is b (respectively r, g, g ′ ), we insert a point in the box (j : n) (respectively (j : 2n), (j : j), (j : j)) of T 1 , T 2 , T 3/ and T 3\ .
• If the label of p is b ′ (respectively r ′ ),
-in the situation S 1 , we insert a point in the box (j : n − 1) (respectively (j : n + 1)) of T 1 ; -in the situation S 2 , we insert a point in the box (j : n − 1) of T 2 ; -in the situation S 3 , * if the points of the last column of T 0 have the labels r ′ and r, or b and g, then we insert a point in the box (j : n + 1) (respectively (j : n − 1)) of T 3/ , and we insert a point in the box (j : n − 1) (respectively (j : n + 1)) of T 3\ ; * otherwise, we insert a point in the box (j : n − 1) (respectively (j : n + 1)) of T 3/ , and we insert a point in the box (j : n + 1) (respectively (j : n − 1)) of T 3\ . We say that we inserted p in T 1 (respectively T 2 , T 3/ and T 3\ ) in the situation S 1 (respectively S 2 , S 3 ). At the end of this algorithm, we finally insert two points in the boxes (n : n) and (n : 2n) of T 1 (respectively T 2 , T 3/ and T 3\ ) in the situation S 1 (respectively S 2 , S 3 ).
The choice of T 0 and X Omax(T 0 ) raises one of the three situations S 1 , S 2 , S 3 , following which either T 1 , or T 2 , or both T 3/ and T 3\ belong to T e n at the end of the above algorithm. Let T(T 0 , X) ⊂ T e n be defined as {T 1 } (respectively {T 2 }, {T 3/ , T 3\ }) in the situation S 1 (respectively S 2 , S 3 ).
Remark 2.8. If T ∈ T(T 0 , X), then by construction the cardinality of Max(T ) is the number of points of Omax(T 0 ) labeled with b, r or g, in other words the cardinality k of X by Remark 2.6, and T(T 0 , X) ⊂ T e n,k . Remark 2.9. In the context of Definition 2.7, if a tableau is defined in the situation S 1 or S 3 , then the point p T n+1 is not free, in other words the box (n : n + 1) of T is empty, whereas in the situation S 2 the point p T n+1 is (n : n + 1) hence is free. Indeed, in the situation S 1 , the points of C T 0 n−1 have the labels b ′ and r ′ , so the points of C T n−1 are obtained by inserting two points in the boxes (n − 1 : n − 1) and (n − 1 : n + 1) of T 1 , which implies that p T n+1 is located in the n − 1 first columns of T and p T n+1 is then not free ; in the situation S 3 , since there exists two elements of Omax(T 0 )\X with the labels b ′ and r ′ , by construction we insert a point in boxes (j 1 : n − 1) and (j 2 : n + 1) for some j 1 , j 2 < n in both tableaux T 3/ and T 3\ , so p T n+1 is also not free ; finally, in the situation S 2 , we never insert a point in any box (j : n + 1) for all j < n, so p T n+1 is necessarily located in C T n hence is free. Let us now compare the number of free points in T 0 and in the elements of T(T 0 , X). First of all, note that the number of free points of T 0 is the number of free points in T 0 (T 0 ) (let's denote it by fr 0 (T 0 )), plus omax(T 0 ) − 1 = i + 1 in view of Remark 1.6. Likewise, if T ∈ T(T 0 , X), by construction
where η is the number of non-free points of Max
is free (in which case p T n−1 is the only non-free point of Max ′ (T )), which happens exactly in the situation S 2 , or η = 2 otherwise, in the situations S 1 and S 3 . Since max(T ) = k (in view of Remark 2.8) and max ′ (T ) = omax(T 0 ) − |X| = i + 2 − k by construction, we then have
Therefore, Π is surjective.
k=0 T e n,k . Let us now prove that the elements T ∈ T(T 0 , X) for all X Omax(T 0 ) are indeed mapped to T 0 by Π. It is straightforward that Π 0 (T ) is obtained by erasing all the elements of Omax(T 0 ) from T 0 . Afterwards, for a point p ∈ Omax(T 0 ), letp ∈ Max(T ) ⊔ Max ′ (T ) be the point of T obtained by inserting p in T 0 (T 0 ). One can check that the label ofp as defined by Definition 2.2 is β (respectively ρ, γ) if and only if p ∈ B(T 0 ) (respectively p ∈ R(T 0 ), G(T 0 )), so we obtain Π(T ) = T 0 and T(T 0 , X) ⊂ Π −1 (T 0 ).
Reciprocally, for all T ∈ Π −1 (T 0 ), we show that T ∈ T(T 0 , X T ). It is straightforward that T 0 (T 0 ) is obtained by erasing all the elements of Omax(T ) and Max ′ (T ) from T . Afterwards, for a point p ∈ Max(T ) ⊔ Max ′ (T ), letp ∈ Omax(T 0 ) be the point of T 0 that was obtained by in-
, then the label ofp as defined by Definition 2.5 with X = X T (recall that X T is defined at the same time as
. formula (2.1) then follows from Remark 2.8.
Lemma 2.11. Let T 0 ∈ T e n−1 , X Omax(T 0 ) and T ∈ T(T 0 , X). The following assertions are equivalent.
(i) The set T(T 0 , X) is defined in the situation S 1 of Definition 2.7.
(ii) The point p T n+1 is not free and no point of
The set X doesn't contain the last element p r of R(T 0 ), and |X| ≤ max(T 0 ).
Proof.
The equivalence (i) ⇔ (iii) is straightforward by the third point of Definition 2.5. Suppose that T(T 0 , X) is defined in the situation S 1 of Definition 2.7, hence T(T 0 , X) = {T }. We know that max(T ) = |X| ≤ max(T 0 ) by hypothesis, so max ′ (T ) = omax(T 0 ) − |X| ≥ 2. Now, as stated in the proof of Proposition 2.10, the hypothesis that no point of C T 0 n−1 has the label r or g implies that no point of C T n−1 belongs to R(T ) or G(T ). It remains to prove that p T n+1 is free. In general, by Proposition 1.3, the roots of the points of C T n−1 belong to {n−1, n, n+1, 2n}. Since no point of C T n−1 belongs to R(T ) by hypothesis, their roots cannot be 2n. If a point p of C T n−1 has the root n + 1, then obviously p T n+1 is located in one of the n − 1 first columns of T , so it is not free. Otherwise, one point p ∈ C T n−1 has the root n − 1 and the other point q of C T n−1 has the root n. It implies that q is an element of B(T ). Since p ∈ G(T ) by hypothesis, it cannot be free in this situation, so p = (n − 1 : n − 1) and S T (n − 1) = (p). Since max ′ (T ) ≥ 2 by hypothesis, the sequence S T (n + 1) has at least one element located in the n − 1 first columns of T , in other words p T n+1 (the first element of S T (n + 1)) is not free. So (i) implies (ii).
Let us now prove that (ii) implies (i). If p T n+1 is not free and no point of C T n−1 belongs to R(T ) or G(T ), as stated in the proof of Proposition 2.10 no point of C T n−1 has the label r or g. Also, since max ′ (T ) ≥ 2 because Max(T ) contains p T n−1 in general and p T n+1 in this case (because p T n+1 is not free),
Lemma 2.12. Let T 0 ∈ T e n−1 , X Omax(T 0 ) and T ∈ T(T 0 , X). The following assertions are equivalent.
(i) The set T(T 0 , X) is defined in the situation S 2 of Definition 2.7.
(ii) The point p T n+1 is free. Proof. The equivalence (i) ⇔ (iii) is straightforward by the third point of Definition 2.5. Suppose that T(T 0 , X) is defined in the situation S 2 of Definition 2.7, hence T(T 0 , X) = {T }. If |X| = max(T 0 ) + 1, then max ′ (T ) = omax(T 0 ) − |X| = 1, so Max ′ (T ) = {p T n−1 } and p T n+1 is free (because it doesn't belong to Max ′ (T )). If |X| < max(T 0 ) + 1, one of the points of C T 0 n−1 is labeled with r or g, so one of the points of C T n−1 is labeled with ρ or γ. Assume then that p T n+1 is not free, then one of the two points p T n−1 and p T n+1 is an element of B ′ (T ) and the other is an element of R ′ (T ), which by Definition 2.2 have labels β and ρ, and their insertions in Π 0 (T ) plot two points labeled with b ′ and r ′ , which contradicts (i). So (i) implies (ii).
Reciprocally, suppose that p T n+1 is free. Recall that X = X T has the cardinality max(T ) by Remark 2.8, so if max(T ) = max(T 0 ) + 1 then we indeed have (i). Suppose now that max(T ) < max(T 0 ) + 1. In general, by Proposition 1.3, the roots of the points of C T n−1 belong to {n − 1, n, n + 1, 2n}. Since p T n+1 is free, these roots cannot be n + 1. Since max ′ (T ) = omax(T 0 ) − max(T ) ≥ 2, the point p T n−1 cannot be located in the box (n − 1 : n − 1) (otherwise Max ′ (T ) would be {p T n−1 } because p T n+1 is free, whereas its cardinality exceeds 2). Consequently, if the roots of the points of C T n−1 are n − 1 and n, then the point whose root is n − 1 is free, which implies that it is an element of G(T ) (because the point whose root is n belongs to B(T )), hence it is labeled with γ and its insertion in Π 0 (T ) plots a point labeled with g in C T 0 n−1 . Otherwise, the roots of the points of C T n−1 are n and 2n, in particular the point whose root is 2n belongs to R(T ) so it is labeled with ρ and its insertion in Π 0 (T ) plots a point labeled with r in C T 0 n−1 . In both cases, we have (i). The following lemma is a consequence of Lemma 2.11 and Lemma 2.12.
Lemma 2.13. Let T 0 ∈ T e n−1 , X Omax(T 0 ) and T ∈ T(T 0 , X). The following assertions are equivalent.
(i) The set T(T 0 , X) is defined in the situation S 3 of Definition 2.7.
(ii) The point p T n+1 is not free and one point of C T n−1 is an element of R(T ) or G(T ). Proposition 2.14. For all i ∈ [0, n − 2] and T 0 ∈ T n−1,i , the set Π −1 (T 0 ) ⊂ i+1 k=0 T e n,k is partitioned as follows :
• Π −1 (T 0 )∩ T e n,0 has one unique element, which has fr(T 0 ) free points;
n,i+1 has i + 2 elements, each of which has fr(T 0 ) + 1 free points;
is free. All these tableaux have fr(T 0 ) + 1 free points. Afterwards, in addition to these tableaux, the set Π −1 (T 0 ) ∩ T e n,k is also composed of : - Proof. By formula (2.1), the set Π −1 (T 0 ) ∩ T e n,0 is T(T 0 , ∅). By Lemma 2.11, this set is defined in the situation S 1 of Definition 2.7, hence T(T 0 , ∅) has one unique element T 1 such that fr(T 1 ) = fr(T 0 ) in view of Remark 2.9.
Still by formula (2.1), the set Π −1 (T 0 ) ∩ T e n,i+1 is
and for every of the i+2 i+1 = i + 2 subsets X ⊂ Omax(T 0 ) whose cardinality is i + 1, the set T(T 0 , X) is defined in the situation S 2 of Definition 2.7 in view of Lemma 2.12, so it contains one unique element T 2 such that fr(T 2 ) = fr(T 0 ) + 1 in view of Remark 2.9.
Let k ∈ [i]. Consider the tableaux T ∈ Π −1 (T 0 )∩T e n,k such that p T n+1 is not free and no point of C T n−1 is an element of R(T ) or G(T ). By formula (2.1) and Lemma 2.11, the set of these tableaux is X T(T 0 , X) where the union is over the subsets X ⊂ Omax(T 0 )\{p r } (where p r is the last element of R(T 0 )) such that |X| = k. Since omax(T 0 ) = i + 2, there are i+1 k such subsets, and for every of these subsets X, the set T(T 0 , X) is defined in the situation S 1 of Definition 2.7, hence T(T 0 , ∅) has one unique element T 1 such that fr(T 1 ) = fr(T 0 ) in view of Remark 2.9.
Consider now the
is free. By formula (2.1) and Lemma 2.12, the set of these tableaux is X T(T 0 , X) where the union is over the subsets X ⊂ Omax(T 0 ) such that p r ∈ X, |X| = k and no two elements of Omax(T 0 )\X are labeled with b ′ and r ′ . For every of these subsets X, the set T(T 0 , X) is defined in the situation S 2 of Definition 2.7, hence T(T 0 , X) has one unique element T 2 such that fr(T 2 ) = fr(T 0 ) + 1 in view of Remark 2.9. Consequently, the number of subsets X ⊂ Omax(T 0 ) that contain p r , whose cardinality is k, and such that no two elements of Omax(T 0 )\X are labeled with b ′ and r ′ , is exactly N k (T 0 ).
Finally, consider the tableaux T ∈ Π −1 (T 0 ) ∩ T e n,k such that p T n+1 is not free and one of the points of C T n−1 is an element of R(T ) or G(T ). In view of the above paragraphs, they are exactly the tableaux T ∈ Π −1 (T 0 ) ∩ T e n,k defined in the situation S 3 of Definition 2.7. By Lemma 2.13, the set of these tableaux is X T(T 0 , X) where the union is over the subsets X ⊂ Omax(T 0 ) such that p r ∈ X, |X| = k, and there exist two elements of Omax(T 0 )\X labeled with b ′ and r ′ . Since there exist i+1 k−1 subsets X ⊂ Omax(T 0 ) that contain p r and whose cardinality is k, in view of the previous paragraph, the number of these subsets X such that there exist two elements of Omax(T 0 )\X labeled with b ′ and r ′ is exactly i+1 k−1 − N k (T 0 ). For every of these subsets X, the set T(T 0 , X) is defined in the situation S 3 of Definition 2.7, hence T(T 0 , X) has two element T 3/ and T 3\ such that fr(T 3/ ) = fr(T 3\ ) = fr(T 0 ) in view of Remark 2.9, so the total number of tableaux T ∈ Π −1 (T 0 )∩ T e n,k defined in the situation S 3 is exactly 2 This completes the proof.
3. Proof of Theorem 1.10
In this section, we construct a surjection P : T e n ։ T o n−1 (n ≥ 2) such that for all T 0 ∈ T o n−1 , which proves Theorem 1.10 in view of Theorem 1.7. Definition 3.1. Let T ∈ T e n . We label the elements of B(T ) and R(T ) with the letter ν, and the elements of G(T ) with the letter γ.
Definition 3.2 (Map P : T e n → T o n−1 ). Let T ∈ T e n . We first define a rectangular tableau P 0 (T ), made of n − 1 columns and 2n − 1 rows, that contains a point in its box j : ≈ i for all points p = (j : i) of T that doesn't belong to Max(T ) (in particular j < n), where
For the example of T 1 ∈ T e 7 depicted in Figure 5 , we obtain the tableau P 0 (T 1 ) of Figure 13 . Afterwards, for j from 1 to n − 1, if C T j contains a point p labeled with ν (respectively γ), we insert a point in the box (j : 2n − 1) of P 0 (T ) (respectively the box (j : j)), following Definition 2.1.
Let P(T ) be the tableau obtained at the end of this algorithm. It is straightforward by Definition 2.1 that P(T ) is an element of T o n−1 . For the example of T = T 1 ∈ T e 7 (see Figure 5 ), the tableau P(T 1 ) ∈ T o 6 is as depicted in Figure 8 . Let now T 0 ∈ T o n−1 . To construct P −1 (T 0 ), we consider four words b, r, br, bg with which we will label the columns of T 0 that contain elements of V (T 0 ) (recall that if a point of a column of T 0 belongs to G(T 0 ), then the other point of this column belongs to V (T 0 )). Let Definition 3.3. For all l ∈ L(T 0 ), we define a tableau U l (T 0 ) ∈ T e n as follows. First consider a rectangular tableau U l 0 (T 0 ) made of n columns and 2n rows, that contain points in its boxes j : i for all points (j : i) of T 0 that doesn't belong to V (T 0 ) or G(T 0 ), where i is defined as i if i < n, as i + 1 otherwise. Let us set T = U l 0 (T 0 ). For j from 1 to n − 1, assume that C T 0 j contains an element of V (T 0 ) (otherwise C T j already contains two points and we do nothing).
• If no point of C T 0 j belongs to G(T 0 ), we have j ∈ J(T 0 )\J g (T 0 ), and l(j) ∈ {b, r}. If l(j) = b (respectively l(j) = r), then we insert a point in the box (j : n) (respectively (j : 2n)) of T .
• Otherwise j ∈ J g (T 0 ) and l(j) ∈ {br, bg, r}. If l(j) = br (respectively bg, r), then we insert two points in the boxes (j : n) and (j : 2n) (respectively (j : n) and (j : j), (j : 2n) and (j : j)) of T .
At the end of the algorithm, we insert two points in the boxes (n : n) and (n : 2n) of T . By Definition 2.1, the tableau T has become an element of T e n , that we denote by U l (T 0 ).
For example, the tableau T 1 ∈ T e 7 depicted in Figure 5 is U l (P(T 1 )), where recall that P(T 1 ) ∈ T o 6 is the tableau depicted in Figure 8 , and where l = 2 3 4 bg b r .
Proposition 3.4. The set P −1 (T 0 ) is exactly {U l (T 0 ) : l ∈ L(T 0 )} (so P is surjective).
Proof. Let T ∈ P −1 (T 0 ). By Definition 3.2, for all j ∈ [n − 1], we have j ∈ J(T 0 ) (respectively j ∈ J g (T 0 )) if and only if one of the points of C T j
