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Multiple-input multiple-output (MIMO) antennas can be exploited to pro­
vide high data rate using a limited bandwidth through multiplexing gain. MIMO 
combined with orthogonal frequency division multiplexing (OFDM) could po­
tentially provide high data rate and high spectral eﬃciency in frequency-selective 
fading channels.  MIMO-OFDM technology has been widely employed in mod­
ern  communication  systems,  such  as  Wireless  Local  Area  Network  (WLAN), 
Long Term Evolution (LTE) and Worldwide Interoperability for Microwave Ac­
cess (WiMAX). However, most of the conventional schemes either are compu­
tationally prohibitive or underutilize the full performance gain provided by the 
inherent merits of MIMO and OFDM techniques. 
In the ﬁrst part of this dissertation, we ﬁrstly study the channel matrix in­
version which is commonly required in various MIMO detection schemes.  An 
algorithm that exploits second-order extrapolation in the time domain is pro­
posed to eﬃciently reduce the computational complexity.  This algorithm can 
be  applied  to  both  linear  detection  and  non-linear  detection  such  as  ordered successive interference cancellation (OSIC) while maintaining the system per­
formance.  Secondly, we study the complexity reduction for Lattice Reduction 
Aided Detection (LRAD) of MIMO-OFDM systems.  We propose an algorithm 
that exploits the inherent feature of unimodular transformation matrix that re­
mains  the  same  for  relatively  highly  correlated  frequency  components.  This 
algorithm eﬀectively eliminates the redundant brute-force lattice reduction iter­
ations among adjacent subcarriers.  Thirdly, we analyze the impact of channel 
coherence bandwidth on two LRAD algorithms.  Analytical and simulation re­
sults demonstrate that carefully setting the initial calculation interval according 
to the coherence bandwidth is essential for both algorithms. 
The  second  part  of  this  dissertation  focuses  on  eﬃcient  multi-user  (MU) 
scheduling and coordination for the uplink of WLAN that uses MIMO-OFDM 
techniques. On one hand, conventional MU-MIMO medium access control (MAC) 
protocols require large overhead, which lowers the performance gain of concur­
rent  transmissions  rendered  by  the  multi-packet  reception  (MPR)  capability 
of  MIMO  systems.  Therefore,  an  eﬃcient  MU-MIMO  uplink  MAC  schedul­
ing scheme is proposed for future WLAN. On the other hand, single-user (SU) 
MIMO achieves multiplexing gain in the physical (PHY) layer and MU-MIMO 
achieves multiplexing gain in the MAC layer. In addition, the average through­
put of the system varies depending on the number of antennas and users, av­
erage  payload  sizes,  and  signal-to-noise-ratios  (SNRs).  A  comparison  on  the 
performance between SU-MIMO and MU-MIMO schemes for WLAN uplink is 
hence conducted.  Simulation results indicate that a dynamic switch between 
the SU-MIMO and MU-MIMO is of signiﬁcance for higher network throughput 
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 Chapter 1 – Introduction 
1.1  Background and Motivation 
Multiple antennas can be utilized at both the transmitter and receiver of a 
wireless system, which is called multiple-input multiple-output (MIMO) system. 
A MIMO system takes advantage of the spatial diversity oﬀered by spatially sep­
arated antennas in a rich scattering multipath environment. MIMO systems may 
be implemented in many ways to obtain either a diversity gain to combat signal 
fading or to obtain a capacity gain to increase the throughput [1].  Generally, 
there are a few categories of MIMO techniques. One technique aims to improve 
the power eﬃciency by exploiting spatial diversity gains.  Such techniques in­
clude delay diversity, space-time block codes (STBC) [2,3] and space-time trellis 
codes (STTC) [4].  Another class uses a layered approach to increase capacity. 
One example of such a system is V-BLAST introduced in [5,6], where full spatial 
diversity is usually not achieved. 
Orthogonal frequency division multiplexing (OFDM) converts a frequency-
selective channel into a number of parallel frequency-ﬂat subchannels. The sub-
carriers (tones) have the minimum frequency separation required to maintain 
orthogonality of their corresponding time domain waveforms, yet the signal spec­
tra corresponding to the diﬀerent subcarriers overlap in frequency.  Hence, the 
available bandwidth is used eﬃciently [1].  In order to maintain orthogonality 
among tones, a cyclic preﬁx is added that has length greater than the expected 2 
delay spread so that each subcarrier is more robust to multipath.  With proper 
coding and interleaving across frequencies, multipath turns into an OFDM sys­
tem  advantage  by  yielding  frequency  diversity.  OFDM  can  be  implemented 
eﬃciently  by  using  fast  Fourier  Transform  (FFT)  at  the  transmitter  and  re­
ceiver [7].  Combined with MIMO, the channel response becomes a matrix for 
each tone.  Multipath remains an advantage for a MIMO-OFDM system since 
frequency selectivity caused by multipath improves the rank distribution of the 
channel matrices across frequency tones, thereby increasing capacity [8]. 
With  the  introduction  of  OFDM  and  single-user  multiple-input  multiple-
output (SU-MIMO) techniques,  the recently ﬁnalized Third Generation Part­
nership Project (3GPP) Long Term Evolution (LTE) Release 8 (Rel-8) standard 
allows one to achieve 300 Mbps for downlink (DL) and 75 Mbps for uplink (UL). 
The  3GPP  candidate  technology  for  the  next-generation  wireless  broadband 
network, developed in the form of LTE Rel-10, also known as LTE-Advanced, 
has been conferred International Mobile Telecommunications-Advanced (IMT-
Advanced), or fourth generation (4G). DL MIMO enhancements especially in 
terms of multi-user MIMO (MU-MIMO) is the key enabling technology for LTE-
Advanced to meet the IMT-Advanced spectral eﬃciency targets [9]. OFDM was 
ﬁrst adopted in IEEE 802.11a Wireless Local Area Networks (WLAN) standard 
operating on the 5GHz Unlicensed National Information Infrastructure (U-NII) 
band  [10].  Currently  OFDM  has  been  the  major  technique  for  802.11a/g/n 
standards [11, 12]. 
Many studies have been conducted regarding MIMO and OFDM system de­
tection in the Physical (PHY) layer, or scheduling in the Medium Access Control 
(MAC) layer [15, 16, 22, 24, 26, 39–45, 49].  However, quite a few of the schemes 3 
either are computationally prohibitive or underutilize the full performance gain 
provided by the inherent merits of MIMO and OFDM systems.  Since detec­
tion in MIMO systems usually requires matrix manipulation, the computation 
could require huge digital signal processing (DSP) resources, especially for large 
number of antennas at both the transmitter and receiver. In addition, detection 
of OFDM systems needs processing for each of the subcarriers,  which results 
in heavy computational burden on the receiver.  Therefore, eﬃcient MIMO and 
OFDM detection schemes are imperative for computation reduction.  On the 
MAC layer aspect, since MU-MIMO has been included in the DL 802.11ac draft 
standard [12], eﬃcient UL scheduling scheme as a future candidate is of great sig­
niﬁcance to fully utilize the multi-packet reception (MPR) capability of MIMO 
systems.  In addition,  the SU-MIMO scheme enables high data rate for each 
station at the PHY layer whereas it does not support concurrent transmissions 
from multiple stations and the MU-MIMO scheme mitigates the collision in the 
MAC layer and provides high network throughput as well. In addition, the aver­
age throughput of the system varies depending on the number of antennas and 
users, channel conditions, and signal-to-noise-ratios (SNRs).  A comparison on 
the performance of these two MIMO schemes for uplink WLAN is of importance 
to achieve better network performance. 
1.2  Summary of Contributions 
The major contributions of this dissertation is summarized as follows: 
Inversion of channel matrix is required for commonly used detection schemes 
in MIMO systems.  In time-varying fading channels, frequent matrix inversion 4 
is computationally intensive for mobile terminals operating at high data rates. 
Several existing papers have addressed this problem for MIMO-OFDM systems 
by employing interpolation since the channel coeﬃcients are correlated in the 
frequency domain.  The correlation of the channel in the time domain, i.e., the 
channel matrices at consecutive symbol intervals vary only slightly, could also 
be exploited. We propose an algorithm that employs second-order extrapolation 
in the time domain to lower the computational complexity of matrix inversion. 
While existing schemes are mainly designed for linear MIMO detection, the pro­
posed algorithm can be applied for both non-linear detection such as ordered 
successive interference cancellation (OSIC) and linear detection.  The proposed 
scheme  can  be  eﬃciently  implemented  with  only  addition  and  integer  multi­
plication.  Simulation results of the proposed scheme applied in MIMO OSIC 
detection demonstrate that it can signiﬁcantly reduce the matrix inversion com­
plexity while maintaining the system performance. 
We propose a computationally eﬃcient lattice reduction (LR) algorithm for 
MIMO-OFDM systems in frequency-selective fading channels.  In our proposed 
algorithm, we exploit the inherent feature of unimodular transformation matrix 
P that remains the same for frequency components which have relatively high 
amplitude  correlation.  We  eliminate  the  redundant  calculations  by  reducing 
brute-force LR iterations among adjacent subcarriers.  We simulate the error 
performance and complexity of the proposed algorithm under various MIMO­
OFDM system conﬁgurations. The results demonstrate that the proposed algo­
rithm could signiﬁcantly reduce the LR complexity by up to 90% multiplications 
and 99% divisions of brute-force LR while maintaining the system performance. 
We  study  the  impact  of  frequency  correlation  on  two  complexity-reduced 5 
LRAD algorithms for MIMO-OFDM systems under correlated fading channels. 
Analytical and numerical results demonstrate that the channel coherence band­
width has a strong inﬂuence on the complexity of both adaptive LR and ﬁxed 
interval LR algorithms.  Simulation results also reveal that the adaptive algo­
rithm with both optimum and globally suboptimum initial interval setting could 
signiﬁcantly reduce the LRAD complexity compared with brute-force LR and 
ﬁxed interval LR methods. 
We propose an eﬃcient MU-MIMO scheduling MAC protocol for the up­
link  802.11  WLANs.  This  protocol  has  a  very  low  overhead  and  allows  the 
optimum  number  of  stations  to  opportunistically  transmit  data  packets  with 
two-round  control  packets  exchanges  for  transmission  coordination  if  the  AP 
can concurrently receive multiple packets due to the multi-packet reception ca­
pability.  Besides, this protocol maintains the collision avoidance and timeout 
mechanism with only slight modiﬁcations to the traditional IEEE 802.11 WLAN 
distributed coordination function (DCF). Simulation results demonstrate that 
this  proposed  protocol  signiﬁcantly  improves  the  network  throughput  of  the 
IEEE 802.11 DCF and outperforms two related existing multi-user uplink MAC 
protocols, i.e., Jung’s scheme [48] and Zhou’s scheme [49]. 
We  compare  the  performance  of  SU-MIMO  and  MU-MIMO  schemes  for 
802.11 WLAN uplink. The multiplexing gain in the PHY layer from SU-MIMO 
and  the  multi-packet  reception  gain  in  the  MAC  layer  from  MU-MIMO  are 
extensively evaluated.  Simulation results indicate that there is a throughput 
performance tradeoﬀ between SU-MIMO and MU-MIMO with diﬀerent number 
of antenna and users, average payload sizes and signal-to-noise-ratios. Dynamic 
switching between SU-MIMO and MU-MIMO based on these parameters is es­6 
sential to achieve better network performance. 
1.3  Organization of the Dissertation 
This dissertation is organized as follows. 
In Chapter 2, a complexity-reduced channel matrix inversion scheme is pro­
posed for MIMO systems under time-varying channels. 
Chapter 3 introduces a computationally eﬃcient LRAD algorithm for MIMO­
OFDM detection in frequency-selective channels. 
Chapter 4 analyzes the impact of frequency correlation on two LRAD algo­
rithms for MIMO-OFDM systems under correlated fading channels. 
In Chapter 5, we propose an eﬃcient MU-MIMO MAC protocol for uplink 
802.11 WLANs. 
Chapter 6 focuses on performance comparison between SU-MIMO and MU­
MIMO schemes in uplink 802.11 WLANs. 
Chapter 7 brieﬂy summarizes this dissertation and lists a few potential re­
search topics. 7 
1.4  Notation 
≈  approximately equal to
 
≪  much smaller than
 
(·)T  the transpose
 
(·)H  the conjugate transpose
 
(·) 
′ 
the ﬁrst derivative
 
E {·}  the expectation
 8 
1.5  Abbreviations 
3GPP  Third Generation Partnership Project
 
AWGN  Additive white Gaussian noise
 
BER  Bit Error Rate
 
DL  DownLink
 
FCF  Frequency Correlation Function
 
LOS  Line-Of-Sight
 
LRAD  Lattice Reduction Aided Detection
 
LTE  Long Term Evolution
 
MAC  Medium Access Control
 
MIMO  Multiple-Input Multiple-Output
 
ML  Maximum Likelihood
 
MMSE  Minimum Mean Square Error
 
MPR  Multi-Packet Reception
 
MU  Multi-User
 
NLOS  Non-Line-Of-Sight
 
OFDM  Orthogonal Frequency Division Multiplexing
 
OSIC  Ordered Successive Interference Cancellation
 
PHY  PHYsical
 
SNR  Signal-to-Noise Ratio
 
STBC  Space-Time Block Code
 
SU  Single-User
 
U-NII  Unlicensed National Information Infrastructure
 
UL  UpLink
 
WLAN  Wireless Local Area Network
 
ZF  Zero-Forcing
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Chapter 2 – Complexity-Reduced Channel Matrix Inversion 
for MIMO Systems in Time-Varying Channels 
2.1  Introduction 
For  multiple-input  and  multiple-output  (MIMO)  communication  systems 
[5, 6], in order to cancel the amplitude and phase distortion introduced by the 
wireless fading channel, matrix inversions or weight vector calculation in linear 
and  nonlinear  detections  such  as  ordered  successive  interference  cancellation 
(OSIC) need to be performed at the receiver.  For high-data-rate applications, 
frequent channel matrix inversion could be computationally very intensive. 
Iterative  methods  such  as  successive  over-relaxation  (SOR)  [13]  could  be 
used for matrix inversion.  The number of ﬂoating point operations that SOR 
requires is approximately k × N3 for an N × N matrix, where k is the iteration 
count.  This is higher than some direct solution methods such as LU decompo­
sition, which requires  2 N3  ﬂoating point operations, especially when k is large  3 
(desired to ensure convergence). Although convergence of SOR could be acceler­
ated by letting the iteration start from the accurate inverse of previous channel 
matrix whose elements are slightly diﬀerent from those of the current one, the 
complexity of SOR could still be high since k must be large enough to ensure 
convergence.  Therefore, SOR method is, in general, not appropriate for MIMO 
channel matrix inversion, especially when the number of antennas is large. 10 
A class of interpolation-based algorithm for computationally eﬃcient matrix 
inversion in MIMO orthogonal frequency division multiplexing (OFDM) zero-
forcing (ZF) receivers is proposed in [14].  A linear interpolation-based MIMO 
detection is analyzed in [15].  Both of these algorithms are interpolation in the 
frequency domain for linear detection such as ZF and minimum mean-square 
error (MMSE) detection.  It is pointed out in [15] that interpolation operations 
are not compatible with BLAST detection using OSIC. In [16], a linear channel 
extrapolation method is proposed to predict the channel for multi-user MIMO 
E-SDM systems. 
In this chapter, we propose a novel algorithm to signiﬁcantly reduce the com­
putational needs to obtain the inverse of the channel matrix for MIMO detection. 
This algorithm employs second-order extrapolation in the time domain by ex­
ploiting the correlation among successive channel matrices.  It can be applied 
for both linear detection and OSIC detection for MIMO systems [17]. 
We will brieﬂy review the MIMO ﬂat-fading channel model and detection 
schemes in Sec. 2.2. In Sec. 2.3, we develop the linear extrapolation and second-
order extrapolation techniques for matrix inversion. In Sec. 2.4, we analyze the 
complexity of the proposed algorithm.  Simulation environment and numerical 
results are given in Sec. 2.5. This chapter is concluded in Sec. 2.6. 11 
2.2  MIMO Flat-Fading Channel Model and Detection 
2.2.1  MIMO Flat-Fading Channel Model 
Consider an M × N  MIMO system, where N  ≥ M.  Its input-output rela­
tionship during one sampling interval can be expressed as [18] 
y = Hs + n  (2.1) 
where y = [y1 y2  ··· yN ]T (superscript T denotes transpose), s = [s1 s2  ··· sM ]T , 
and  n  = [n1  n2  ···  nN ]T  represent,  respectively,  the  received  signal  vector, 
the  transmitted  symbol  vector,  and  the  received  noise  vector.  yn  and  nn, 
n = 1, 2, ··· ,N, denote the received signal and noise components by the nth re­
ceive antenna, respectively; sm denotes the transmitted symbols with an average 
energy Es  from the mth transmit antenna.  The elements of n are independent 
and identically distributed (i.i.d.), zero-mean, complex Gaussian random vari­
ables with variance N0/2 per dimension. The channel matrix H has a dimension 
of N × M, and its mth column, hm, represents the channel coeﬃcients from the 
mth transmit antenna to all receive antennas. Note that since we consider time-
varying channels in this paper, the channel matrix should more appropriately 
be written as a function of time t. 
2.2.2  MIMO Detection in Flat-Fading Channel 
Let us ﬁrst brieﬂy review linear detection algorithms, i.e., zero-forcing algo­
rithm and MMSE algorithm, for MIMO detection. These two algorithms can be 12 
described by 
⎪ s = Wy  (2.2) 
where ⎪ s denotes the decision statistics of the transmitted symbol vector s and 
W denotes the weight matrix.  The transmitted data symbols can be recovered 
by passing the elements of ⎪ s through a decision device. 
For ZF detection, the weight matrix W is H†, where superscript †  denotes 
the pseudo-inverse of a matrix. For MMSE algorithm, W is generated according 
to the MMSE criterion and is given by [19] 
W = HH (HH H + σ2IN )−1 = (HH H + σ2IM )−1HH  (2.3) 
where σ2 = N0/Es, superscript H  stands for the complex conjugate transpose, 
and IM  denotes the M × M identity matrix. Note that for M ≤ N, the second 
equality of Eq. (2.3) leads to lower computational complexity. 
The V-BLAST scheme [5] is a nonlinear detection scheme that is based on 
nulling  and  OSIC.  It  includes  ZF-OSIC  and  MMSE-OSIC  algorithms.  This 
scheme  requires  M  iterations  at  each  sample  interval.  The  main  processing 
steps at each iteration are as follows [20]: 
1) Compute the weight matrix according to zero-forcing or MMSE algorithm; 
2) Determine which symbol should be recovered and choose the nulling vector 
from the columns of the conjugate transpose of the weight matrix; 
3) Compute the decision statistic of the desired symbol and obtain the cor­
responding hard decision result; 
4) Delete the interferences of the recovered symbols from the received signal 
vector. 13 
2.3  Liner Extrapolation and Second-Order Extrapolation 
Let us assume that at some time instants the channel matrices H’s have been 
accurately estimated. Now, further channel matrix manipulations such as matrix 
inversion or weight matrix generation are needed for detection. As discussed in 
the previous section, both ZF and MMSE algorithms require computation of the 
inverse of matrices, and frequent inversions are computationally too intensive. 
We now focus on developing a computationally eﬃcient algorithm for computing 
the  weight  matrices  W’s  for  detecting  the  symbol  vector,  s,  at  each  sample 
interval assuming that the channel matrices H’s have been estimated. 
A straightforward method is to use the brute-force inversion, i.e., directly 
compute W with conventional algorithms such as LU decomposition or Gaussian 
elimination for every MIMO symbol vector. With such a method, matrix inver­
sions should be performed frequently since there will always be a small variation 
between successive channel matrices in time-varying fading channels.  As the 
channel coherence time decreases, the calculation interval should be shortened 
accordingly, which results in even higher computational needs at the receiver. 
The autocorrelation function of the fading process, h(t), in a rich-scattering 
environment can be expressed as [21] 
E{h  ∗ (t) × h(t + δ)} = ρ2 × J0(2πfdmδ)  (2.4) 
where J0(·) is the zeroth order Bessel function of the ﬁrst kind, ρ2  is the mean 
power of the fading channel, and fdm  is the maximum Doppler frequency.  For 14 
small values of fdmδ, J0(2πfdmδ) can be approximated as [22] 
J0(2πfdmδ) ≈ 1 − 
1
(2πfdmδ)2  1 
(2πfdmδ)4 +  .  (2.5)
4 64
From  this  approximation,  one  can  clearly  see  that  when  the  time  interval  δ 
between two adjacent symbol intervals is small (much smaller than the value of 
fdm), which is the case for receivers operating at high data rates, the channel 
matrix changes slowly. 
Interpolation or extrapolation (I/E) has been used for channel estimation 
in [16, 22, 23].  This method, as shown in Fig.  2.1(a), exploits the correlation 
between consecutive channel matrices.  I/E techniques could also be used for 
channel matrix inversion or other channel matrix manipulations,  as shown in 
Fig.  2.1(b).  Note that for I/E based channel estimation, the processing speed 
at the matrix manipulation stage is still high but, for I/E based matrix manip­
ulation, since direct calculations are performed only at direct time instants, the 
processing speed before the I/E block is much lower. From this perspective, I/E 
at the matrix manipulation stage can lower the processing requirements,  and 
thus lower the burden on DSP hardware. 
Next, we develop a novel algorithm that uses extrapolation to estimate the 
weight matrix without brute-force inversion of channel matrices for every MIMO 
symbol interval.  Unlike the traditional second-order extrapolation [22], we do 
not  predict  the  channel  matrix  inverse  with  second-order  polynomial.  Based 
on the last two or three successive direct (and accurate) inversion results, e.g., 
obtained by using the brute-force methods, as shown in Fig.  2.2, we perform 
linear extrapolation and second-order extrapolation. We assume that the brute­ 
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Figure 2.1:  In/Out sampling intervals of each algorithm block.  (a) I/E based 
channel estimation; (b) I/E based channel matrix manipulation. 
force inversion is performed at every l  sample times, i.e., the direct calculation 
interval equals l; thus there are l − 1 channel matrices between the two direct 
calculation instants. 
Let W(t−2), W(t−1), W(t0), W(t1) be four consecutive directly calculated 
weight matrices. Suppose that the diﬀerence between W(t−1) and W(t0) is the 
same as the diﬀerence between W(t0) and W(t1), i.e., 
W(t0) − W(t−1) = W(t1) − W(t0).  (2.6) 
Then  the  sample-to-sample  increment  ∆1  for  this  estimated  interval  is  then 
expressed as 
1 
∆1 = (W(t−1) − W(t0)).  (2.7)
l 
Thus, linear extrapolation can be expressed as 
ˆ W1st(t0 + kδ) =  W(t0) + 
k 
(W(t−1) − W(t0))
l 
=  W(t0) + k∆1  (2.8) 16 
where δ represents the transmission interval of MIMO symbol vectors.  Hence, 
ˆ W1st(t0 + kδ)  is  the  linearly  extrapolated  weight  matrix  for  the  kth  MIMO 
symbol vector within time interval [t0, t1].  In practice, after we calculate the 
sample-to-sample increment ∆1  for this estimation interval, we obtain the con­
secutive weight matrices using linear extrapolation within this interval by 
W1st(t0 + δ) ˆ =  W(t0) + ∆1 
ˆ ˆ W1st(t0 + 2δ) =  W1st(t0 + δ) + ∆1 
.  .  . 
ˆ ˆ W1st(t0 + (l − 1)δ) =  W1st(t0 + (l − 2)δ) + ∆1.  (2.9) 
For second-order extrapolation, we assume the following fact 
(W(t1) − W(t0)) − (W(t0) − W(t−1)) = 
(W(t0) − W(t−1)) − (W(t−1) − W(t−2)).  (2.10) 
Then the total increment for the estimation interval is expressed as 
W(t1)−W(t0) = 2(W(t0)−W(t−1))−(W(t−1)−W(t−2)) 
= 2W(t0) − 3W(t−1) + W(t−2).  (2.11) 
The sample-to-sample increment ∆2 for this estimation interval is calculated as 
1 
∆2  =  (2W(t0) − 3W(t−1) + W(t−2)).  (2.12)
l 17 
Therefore, the second-order extrapolation is given by 
ˆ W2nd(t0 + kδ) = W(t0)+ 
k 
(2W(t0) − 3W(t−1) + W(t−2))
l 
= W(t0) + k∆2.  (2.13) 
ˆ where  W2nd(t0 + kδ)  is  the  kth  second-order-extrapolated  weight  matrix  for 
MIMO symbol vectors within the time interval [t0, t1]. 
Similarly, after we calculate the sample-to-sample increment ∆2  for this es­
timation interval, we obtain the consecutive weight matrices using second-order 
extrapolation within this interval by 
W2nd(t0 + δ) ˆ =  W(t0) + ∆2 
ˆ ˆ W2nd(t0 + 2δ) =  W2nd(t0 + δ) + ∆2 
.  .  . 
ˆ ˆ W2nd(t0 + (l − 1)δ) =  W2nd(t0 + (l − 2)δ) + ∆2.  (2.14) 
This  algorithm  is  referred  to  as  direct  and  second-order  extrapolation  (D&E 
(second-order)). 
From Eqs.  (2.9) and (2.14), we observe that only matrix addition, rather 
than multiplication, is involved when using extrapolation to compute the weight 
matrices.  In other words, since the increment has already been calculated and 
will remain within one direct calculation interval, the estimates of the weight 
matrices within this estimation interval can be obtained by simply adding the 
increment for consecutive matrices. 
We can extend the extrapolation techniques to every layer at each iteration  
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Second-order 
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Figure 2.2: Linear and second-order extrapolation for weight matrix estimation. 
in OSIC detection. Since the channel matrix changes slowly, the detection order 
with OSIC scheme can be maintained for a relatively long period.  Therefore, 
ZF-OSIC and MMSE-OSIC with extrapolation can be realized as in Table 2.1. 
Finally, for comparison only we also introduce the so-called direct and hold 
(D&H) algorithm. Similar to the direct-and-extrapolation algorithm mentioned 
above, for D&H algorithm, brute-force inversion is performed at direct calcula­
tion instants and then the inversion result is held as the weight matrices within 
one direct calculation interval. We will discuss the complexity and performance 
for these algorithms in the next two sections. 19 
Table 2.1: OSIC with Extrapolation Algorithm 
1  Initialization:  Obtain weight matrix W from H based 
on extrapolation; 
2  if  decoding order does not change 
3  Recursion: for m = 1, 2, . . . , M − 1 
4  Use extrapolation to obtain current weight matrix; 
5  else 
6  Recursion: for m = 1, 2, . . . , M − 1 
7  Directly calculate the weight matrix of this layer for 
all MIMO symbol vectors within three consecutive direct 
calculation intervals; 
Buﬀer the results only at the original direct calcu­
lation instant; 
8  Solutions: 
Estimate the transmitted signals; 
Update decoding order. 
2.4  Complexity Analysis 
The transmitted and received signals as well as the channel matrices are all 
of complex valued. Thus, all manipulations including additions, multiplications, 
and divisions are performed on complex values.  In the rest of this paper, when 
we  discuss  computational  complexity,  we  refer  to  multiplications  of  complex 
numbers (with two variable operands, i.e., a real part and an imaginary part). 
For MMSE detection, from Eq.  (2.3), since HH  is the Hermitian matrix of 
M2 1 H, computing A = HH H requires NM2 − 1  +  M  multiplications.  Also, 2 2 
3 1 M multiplications are needed to calculate (A+σ2IM )−1HH 
Linear extrapolation needs  (N + 1)M  multiplications to compute the in­
M3+(N 2  +1)M2+ 2  , 
assuming that σ2IM  has been pre-computed. 
1 
2 
crement for one interval; second-order extrapolation requires 3(N + 1)M  mul­
tiplications to compute the increment for one interval.  Therefore, the average 20 
complexity for obtaining one weight matrix of direct and linear extrapolation 
algorithm is 
{( ) [ ] }
1  1 1 3  1 1 
NM2 −  M2 +  M +  M3 + (N + 1)M2 +  M + (N + 1)M
l  2 2 2  2 2
( )
1  1  3 1 3 
= 2NM2 +  NM +  M3 +  M2 +  M
l  2  2 2 2 
( )
1 7  3 
=  N3 + N2 +  N ,  if M = N, 
l  2 2 
where l is the number of channel matrices within one direct calculation interval. 
For direct and second-order extrapolation method, the average complexity 
for obtaining one weight matrix is 
{( ) [ ] }
1  1 1 3  1 
NM2 −  M2 +  M +  M3 + (N + 1)M2 +  M + 3(N + 1)M
l  2 2 2  2 
( )
1  3 1 
= 2NM2 + 3NM +  M3 +  M2 + 4M
l  2 2 
( )
1 9  7 
=  N3 +  N2 + 4N ,  if M = N. 
l  2 2 
For direct and hold method, the average complexity for obtaining one weight 
matrix is 
{( ) [ ]}
1  1 1 3  1 
NM2 −  M2 +  M +  M3 + (N + 1)M2 +  M
l  2 2 2  2 
( )
1  3 1 
= 2NM2 +  M3 +  M2 + M
l  2 2 
( )
1 7  1 
=  N3 +  N2 + N ,  if M = N. 
l  2 2 
For brute-force inversion at every sample instant, the complexity for calcu­21 
lating one weight matrix is expressed as 
3 1 
2NM2 +  M3 +  M2 + M 
2 2 
7 1 
=  N3 +  N2 + N,  if M = N. 
2 2 
For MMSE-OSIC detection, the number of columns of the channel matrix 
decreases as the interferences from the transmitted symbols is cancelled one-
by-one  at  each  iteration.  Therefore,  the  channel  matrix  dimension  decreases 
accordingly, and thus the computational complexities at diﬀerent layers are dif­
ferent.  Let i be the iteration count.  Then, the complexity for direct and linear 
extrapolation is expressed as 
M ∑ −1  1  1  3 1 3 
2N(M − i)2 +  N(M − i) +  (M − i)3 + (M − i)2 + (M − i). 
l  2  2 2 2
i=0 
The complexity for direct and second-order extrapolation is given by 
M ∑ −1 1  3 1 
2N(M − i)2 + 3N(M − i) +  (M − i)3 + (M − i)2 + 4(M − i). 
l  2 2
i=0 
The complexity for direct and hold method is calculated by 
M ∑ −1 1  3 1 
2N(M − i)2 + (M − i)3 + (M − i)2 + (M − i). 
l  2 2
i=0 
The complexity for brute-force inversion is given by 
M ∑ −1 
2N(M − i)2 + 
3
(M − i)3 + 
1
(M − i)2 + (M − i). 
2 2
i=0 22 
2.5  Numerical Results and Discussion 
Based on the results in the previous sections, we will compare the complexity 
versus bit error rate (BER) performance of the above algorithms.  The system 
is assumed to employ 16-QAM without channel coding.  Diﬀerent complexities 
correspond to diﬀerent direct calculation intervals, i.e., diﬀerent values of l. 
One important quantity is the normalized Doppler frequency, which is the 
absolute Doppler frequency divided by MIMO symbol rate in Hz. This parame­
ter shows how fast the channel actually changes relatively to the MIMO trans­
mission rate.  In the following simulations, we assume two normalized Doppler 
frequencies of 1.5×10−3 and 2.2×10−4 . At a transmission rate 106 symbols/sec, 
these two normalized Doppler frequencies correspond to an absolute Doppler fre­
quency of 1500 Hz and 220 Hz, respectively. 
With the algorithms developed in Sec.  2.3, the real part of one estimated 
weight matrix element with diﬀerent direct calculation intervals under the nor­
malized Doppler Frequency of 1.5 × 10−3 are shown in Fig. 2.3 and Fig. 2.4. As 
seen in Fig.  2.3, since the direct calculation interval is 3, D&E (second-order) 
matches  brute-force  inversion  well,  D&E  (linear)  has  a  slight  oﬀset  from  the 
exact result, and D&H has the largest oﬀset among the three. When the direct 
calculation interval increases to 6, as shown in Fig.  2.4, D&E (second-order) 
still matches well brute-force inversion, though with a slightly increased oﬀset 
compared with the previous case; however, D&E (linear) has a large oﬀset from 
the exact result; D&H has a much greater oﬀset from the exact values as the 
direct calculation interval increases. 
The  error  performance  of  the  diﬀerent  algorithms  for  MIMO  detection  is 1295 1300 1305 1310 1315
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Figure 2.3:  Weight matrix element estimated by diﬀerent algorithms (l = 3). 
This ﬁgure shows a portion of one element of the inverted fading channel matrix 
versus time.  The x-axis shows the sampling instant; the y-axis is the real part 
of one weight matrix element. 
given in Fig.  2.5 and Fig.  2.6.  As shown in Fig.  2.5, for MMSE detection in a 
5 × 6 MIMO system, D&E (second-order) algorithm can signiﬁcantly reduce the 
complexity while maintaining the same BER performance as brute-force inver­
sion.  At the same bit error rate value, D&E (second-order) algorithm reduces 
the complexity of brute-force inversion by 80% when the direct calculation in­
terval is only 6.  However, D&E (linear) and D&H algorithm could achieve the 
same BER as brute-force inversion only at the highest complexity,  i.e.,  when 
direct calculation interval equals 2. 
Fig.  2.6  demonstrates  that  D&E  (second-order)  algorithm  can  maintain 4645 4650 4655 4660 4665 4670 4675 4680 4685
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Figure 2.4:  Weight matrix element estimated by diﬀerent algorithms (l = 6). 
The x-axis and y-axis are the same as deﬁned in Fig. 2.3. 
the  same  BER  as  brute-force  inversion  with  approximately  one  third  of  the 
complexity of the latter for MMSE-OSIC detection in a 4 × 4 MIMO system. In 
comparison, D&H algorithm achieves the same BER as brute-force inversion only 
at the highest complexity.  However, D&E (linear) algorithm can hardly reach 
the same BER even at the highest complexity level.  Compared to Fig.  2.5, for 
D&E (second-order) algorithm, the direct calculation interval is shortened to be 
5 in order to maintain the same BER as brute-force inversion. 
We also note from the simulation results that as the direct calculation inter­
val increases (thus the complexity decreases accordingly), the BER performance 
of all algorithms degrades.  In order to maintain the same BER as brute-force 
inversion, the direct calculation interval should not be set too high. In addition, 0 100 200 300 400 500
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D&E (second-order) under smaller normalized Doppler frequencies might not 
possess as much advantage over D&E (linear) or D&H as at high Doppler fre­
quencies. Furthermore, the BER performance is better under smaller normalized 
Doppler frequencies. 
Figure 2.5:  BER vs complexity of MMSE detector in 5 × 6 MIMO system for 
16-QAM with normalized Doppler frequency: (1) 1.5 × 10−3; (2) 2.2 × 10−4 . 
2.6  Conclusion 
We have proposed a computationally eﬃcient algorithm for matrix inversion in 
MIMO linear and nonlinear detection. This algorithm is based on second-order 
extrapolation.  It signiﬁcantly reduces the complexity for inverting channel ma­0 100 200 300 400 500
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Figure 2.6: BER vs complexity of MMSE-OSIC detector in 4 × 4 MIMO system 
for 16-QAM with normalized Doppler frequency: (1) 1.5 × 10−3; (2) 2.2 × 10−4 . 
trices while maintaining the same BER performance as the traditional method 
of  brute-force  inversion.  Simulation  shows  that  for  MIMO  MMSE  detection 
and MMSE-OSIC detection, the proposed algorithm reduces the the complex­
ity of brute-force inversion by approximately 80% and 67%, respectively.  The 
general idea developed in this chapter is also applicable for other MIMO de­
tection schemes, such as QR decomposition and singular value decomposition. 
Therefore, this algorithm can be easily extended to more sophisticated MIMO 
detection schemes. 27 
Chapter 3 – Computationally Eﬃcient Lattice Reduction
 
Aided Detection for MIMO-OFDM System in
 
Frequency-Selective Channels
 
3.1  Introduction 
Multiple-input  multiple-output  (MIMO)  antennas  combined  with  orthog­
onal  frequency  division  multiplexing  (OFDM)  could  potentially  provide  both 
high data rates and a high spectral eﬃciency in frequency-selective fading chan­
nels [1].  For MIMO signal detection, the maximum likelihood (ML) algorithm 
achieves optimal performance but is computationally prohibitive.  On the other 
hand,  linear  detection  schemes  such  as  zero-forcing  (ZF)  or  minimum  mean 
square error (MMSE) algorithms are simple, but they result in signiﬁcant per­
formance degradation.  Lattice reduction aided detection (LRAD) is regarded 
as a suboptimal solution for detection in MIMO systems in that it realizes full 
diversity with some penalty in signal-to-noise ratio (SNR) to achieve the same 
bit error rate (BER) as the ML scheme.  An eﬃcient but not optimal method 
to compute the reduced channel matrix was proposed in [25],  known as LLL 
algorithm.  However, the computation needs for LLL algorithm are still high, 
especially for systems with a large number of antennas. 
A complexity-reduced LRAD technique was proposed in [26],  where large 
reduction in complexity could be achieved by using temporal correlation of the 28 
fading channel.  Another computationally eﬃcient lattice reduction algorithm 
for time varying channels is proposed in [27], where it is found that the unimod­
ular transformation matrices of LR frequently remain the same for quite a few 
adjacent channel matrices; in a slow fading channel, they may remain the same 
for several tens of consecutive channel matrices. 
Both [26] and [27] focus on the correlation in the time domain. We ﬁnd in [29] 
that, for MIMO-OFDM systems in channels with a large coherence bandwidth 
Bc, the LR unimodular transformation matrices remain the same for many adja­
cent subcarriers. Inspired by this observation, we proposed a reduced complexity 
LR algorithm that signiﬁcantly reduces the computational needs of lattice re­
duction for MIMO-OFDM detection, referred to as adaptive LR. This algorithm 
fully exploits the correlation of channel matrices among successive subcarriers in 
the frequency domain. Besides, a ﬁxed direct calculation interval is used in [27], 
which is not eﬃcient especially when the fading rate of the time-varying chan­
nel changes.  This inspires us to develop an adaptive direct calculation interval 
setting in the proposed algorithm. 
This  computationally  eﬃcient  LRAD  algorithm  can  be  deployed  in  most 
MIMO-OFDM-based  wireless  systems,  such  as  3GPP  Long  Term  Evolution 
(LTE),  IEEE  802.11n  and  802.16,  since  all  of  them  work  under  frequency-
selective fading channels. 
The remainder of this paper is organized as follows.  In Sec.  3.2, we brieﬂy 
review the MIMO-OFDM system model and lattice reduction aided detection. 
We develop the proposed LR-aided detection algorithm in Sec.  3.3.  The sim­
ulation environment and numerical results are given in Sec.  3.4 to corroborate 
our theoretical claims. Finally, Sec. 3.5 concludes this chapter. 29 
3.2  System Model and LR-aided Detection 
3.2.1  System Model 
Consider an nT ×nR MIMO system with nT  transmit and nR receive antennas. 
A frequency domain narrowband model of a MIMO-OFDM system is considered 
as 
y(f) = H(f)s(f) + n(f),  (3.1) 
where y = [y1 y2  ··· ynR ]T (superscript T denotes transpose), s = [s1 s2  ··· snT ]T , 
and n = [n1 n2  ···  nnR ]T  represent, respectively, the received signal vector, the 
transmitted symbol vector, and the received noise vector.  The channel matrix 
H has a dimension of nR × nT , and its mth column, hm, represents the channel 
coeﬃcients from the mth transmit antenna to all receive antennas. We consider 
the case in which the channel matrix H is known at the receiver but not at the 
transmitter. 
3.2.2  LR-aided Detection 
A lattice reduced channel matrix H 
′ 
can be written as 
H 
′ 
= HP,  (3.2) 
where P is an nT × nT  unimodular matrix with all integer elements and deter­
minant +1 or -1.  The system model for the reduced lattice can be obtained by 30 
reformulating the original system model 
y = HPP−1 s + n = H 
′ 
z + n,  (3.3) 
P−1 where  z  =  s  is  the  transmitted  signal  in  the  reduced  lattice.  Since  the 
reduced channel matrix is generally signiﬁcantly better conditioned, LR-aided 
linear detection can be simply applied according to ZF or MMSE algorithms 
and more reliable estimates of the transmitted symbols can be obtained [30]. 
3.3  Complexity-Reduced LR-aided Detection Algorithm 
Motivated by the features explained in Sec.  3.1, we proposed a novel com­
plexity reduction scheme, adaptive LR [29], based on the observation that two 
consecutive unimodular transformation matrices Pi and Pi+1 (the subscripts are 
the subcarrier indices) frequently remain the same in the correlated frequency-
selective channels of our interest.  This is because their elements are all integer 
valued due to ’round’ operation in lattice reduction algorithm and change only 
in the case of a substantial diﬀerence between channel matrices Hi  and Hi+1. 
Furthermore, for the channel with a relatively large coherence bandwidth, Pi 
may remain the same for several channel matrices of consecutive subcarriers. 
Moreover, in order to overcome the drawback of ﬁxed interval in [27], we make 
the direct calculation interval adjustable to adapt to the real channels. 
Initially, in order to determine if Pi  changes or not, we perform brute-force 
LR only at the two boundaries of a relatively large direct calculation interval 
K.  K  is initialized to be K0,  which is determined by the channel coherence 31 
bandwidth.  We will  elaborate  on this  issue  in Sec.  4.2 of the  next  chapter. 
Note that we combine the so-called pre-multiplied LR method in [31] and [32] 
to reduce the computations for LR operation by using pre-multiplied channel 
matrix Hi+K Pi as the initial state of Hi+K  in LR iterations beforehand.  Then 
we compare Pi+K  with Pi.  Depending on whether they are the same or not, 
one of the following two modes are enabled: the block mode and halve mode. 
First, the block mode is actuated if Pi+K  equals Pi. In this case, we conjec­
ture that all the rest of the K−1 P matrices within this direct calculation interval 
are the same and equal to Pi.  By setting Pj  = Pi  for i + 1 ≤ j ≤ i + K − 1, 
brute-force LR operations for a block of K − 1 channel matrices are eliminated. 
Then, the corresponding lattice reduced channel matrices, H 
′ 
s, are simply ob- j 
tained by performing the matrix multiplication given in Eq.  (3.2).  Therefore, 
this block mode reduces the total amount of calculation required for a whole LR 
operation into just a single matrix multiplication for each subcarrier in between. 
Second, in the halve mode which is activated if Pi+K  does not equal Pi, we 
halve the direct calculation interval, i.e., the new interval is set to be K/2, and 
similarly, perform brute-force LR operations for the new boundary Hi+K/2  by 
using Hi+K/2Pi+K  as the initial state of Hi+K/2  in LR iterations.  This comes 
from  the  expectation  that  Pi+K/2  is  more  likely  equal  or  at  least  similar  to 
Pi+K  than Pi. Then we continue to compare Pi+K/2 with both previous direct 
calculation boundaries, i.e., Pi  and Pi+K .  Depending on whether either pair 
are the same or not, another block mode or halve mode will be activated. Then 
we repeat this procedure until we obtain all the lattice reduced channel matrices 
H 
′ 
s for all subcarriers. 
The overall procedure of adaptive LRAD scheme is summarized in Table 3.1. 32 
For comparison, we brieﬂy introduce the so-called ﬁxed interval LR from [27] 
in Table 3.2, which can also be applied in MIMO-OFDM systems with slight 
modiﬁcations. 
For comparison, we brieﬂy introduce the so-called ﬁxed interval LR from [27], 
which can also be applied in MIMO-OFDM systems with slight modiﬁcation. 
LR is performed only once in every block with L consecutive channel matrices 
in the frequency domain.  Let us assume that we perform LR for Hi  whenever 
i is a multiple of L, i.e., i = jL.  Then, we compare PjL  with P(j−1)L  that has 
already been calculated in the previous block.  Depending on whether they are 
the same or not, we will perform the following procedures:  (a) if P(j−1)L  and 
PjL  are the same, then it is highly probable that all Pi  are equal to P(j−1)L, 
for (j − 1)L ≤ i ≤ jL.  For this reason, LR operations for a block of (L − 1) 
channel matrices are eliminated by just setting Pi=P(j−1)L; and (b) if P(j−1)L 
and PjL are not the same, then individual LR operations are performed for each 
L − 1 channel matrices, one by one, but the computations for LR operation are 
reduced by using pre-multiplied channel matrix HiPi−1  as the initial state of 
Hi  in LR iterations.  The ﬁxed interval L for the 2 × 2 and 4 × 4 cases in the 
simulations is equal to 128 and 64, respectively. 
Simulation results in the next section demonstrate that the complexity re­
duction in the block mode, especially the halve mode induced block mode, is so 
signiﬁcant that the adaptive scheme achieves greater computational eﬃciency 
than both the brute-force LLL algorithm and the ﬁxed interval LR scheme.  It 
is  worthwhile  to  remark  that  since  we  apply  this  algorithm  in  the  frequency 
domain, we will not encounter the problem of buﬀering channel matrices of con­
secutive subcarriers in [27] and therefore, detection latency can be avoided in 33 
Table 3.1: Adaptive LRAD Algorithm 
1	  Initialization:  Set i = 1; 
2	  Perform LR for Hi. 
3	  Set K  =  K0,  perform LR for Hi+K  with 
the initial setting of 
Hi+K = Hi+K Pi; 
4	  if Pi+K = Pi: block mode 
5  for j = i + 1 : i + K − 1 
6  Set Pj = Pi, 
7  Compute H 
′ 
= Hj Pj = Hj Pi.  (4) j 
8  end for 
9	  else halve mode 
10  Set K = K/2, 
11  Perform LR for Hi+K  with the initial 
setting of 
Hi+K = Hi+K Pi+2K ; 
12  if Pi+K = Pi: block mode 
13  for j = i + 1 : i + K − 1 
14  Set Pj = Pi, 
15  Compute H 
′ 
= Hj Pj = Hj Pi. j 
16  end for 
17  end if 
18  if Pi+K = Pi+2K : block mode 
19  for j = i + K + 1 : i + 2K − 1 
20  Set Pj = Pi+K , 
21  Compute H 
′ 
= Hj Pj = Hj Pi+K . j 
22  end for 
23  else go to step 10. 
24  end if 
25  end if 
26  Set i = i + K0, go to step 3. 34 
Table 3.2: Fixed interval LRAD Algorithm 
1	  Initialization:  Set i = 1; 
2	  Perform LR for Hi. 
3	  Perform LR for Hi+K with initial setting of 
Pi+K = Pi in the LR iteration. 
4	  if Pi+K = Pi: block mode 
5  for j = 1,...,K − 1 
6  Set Pi+j = Pi, 
7  Compute H 
′ 
= Hi+j Pi+j . i+j 
8  end for 
9	  else sequential mode 
10  for j = 1,...,K − 1 
11  Preform  LR  for  Hi+j  with  initial 
setting of Pi+j = Pi+j−1 in the iteration. 
12  end for 
13	  end if. 
14	  Set i = i + K and go to step 3. 
the adaptive LR and ﬁxed interval LR algorithm. 
3.4  Numerical Results and Discussion 
This section compares the symbol error rate (SER) performance and compu­
tational complexity of proposed adaptive LR scheme with those of conventional 
schemes. The system is assumed to employ 16-QAM constellation without chan­
nel coding. We use the simulation parameters summarized in Table 3.3. 
The correlated frequency-selective multipath channel is generated as follows. 
For a channel with Lt  resolvable channel paths and Nc  subcarriers,  a rule of 
thumb would be that Bcn =Nc/Lt  [35].  The time resolution of multipath for 
OFDM systems, Tr, is determined by Ts/Nc. Assuming that all paths arrive con­
secutively, the maximum delay spread of multipath channel Tm, which is approx­0 500 1000 1500 2000
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Table 3.3: Simulation parameters for frequency-selective channel 
FFT size  2048 
Modulation  16-QAM 
Bandwidth  20 MHz 
Symbol duration  66.7 µs 
Subchannel spacing  15 kHz 
Cyclic preﬁx ratio  1/4 
Figure 3.1: Graphical illustration of a fading coeﬃcient over the subcarrier axis 
for various Bcn. 
imately the reciprocal of Bc, can be simply obtained by (Lt − 1)Tr.  Therefore, 
one entry of the correlated channel coeﬃcients for the nth, n = 0, 1, · · ·  , Nc − 1, 
subcarrier can be generated as 
L ∑ t−1 
α(k)e  −j2�n∆f α (k),  (3.5) 
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where α(k) is i.i.d.  complex Gaussian random variable and the delay for each 
path τ (k) is equal to kTr.  For clarity,  we plot the graphical illustration of a 
fading coeﬃcient over the subcarrier axis for various Bcn in Fig. 3.1. It is clear 
that the channel becomes more ﬂat, i.e., the channel becomes more correlated, 
as Bcn increases. 
Figure 3.2: The occurrence rates and failure rates of block modes for 2 × 2 and 
4 × 4 MIMO-OFDM systems. 
In Fig.  3.2, we plot the occurrence rate of block modes pB  and failure rate 
of block  modes  pF  under  various  coherence  bandwidths  for  diﬀerent  conﬁgu­
rations, where pB  is deﬁned to indicate the probability of the reduced lattice 
channel  matrices  obtained  by  block  modes  out  of  the  total  number  of  chan­
nel matrices,  and pF  denotes the probability that unimodular transformation 0 100 200 300
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matrices obtained in block modes are not equal to the corresponding matrices 
calculated by brute-force LR, i.e., 
pF  = Pr[Pj = ̸ Pi,  for ∃j ∈ [i + 1,i + 2, ··· ,i + K − 1]|block mode].  (3.6) 
We note that with the same coherence bandwidth, as the number of antennas 
increases,  the  occurrence  rate  of  block  modes  decreases.  This  is  because  as 
the channel matrix dimension increases, the probability that Pi+K =Pi reduces. 
Moreover, as the coherence bandwidth increases, the failure rate of the proposed 
scheme decreases, since the channel becomes more correlated in the frequency 
domain. 
Figure 3.3: Distribution of block length with varying Bcn for 2×2 MIMO-OFDM 
systems. 10 15 20 25
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We should also clarify that even though pF  for the proposed scheme is rela­
tively high, i.e., the LR results obtained by block mode are not exactly the same 
as the accurate results computed by brute-force LR, the performance degrada­
tion is negligible (this is justiﬁed in Fig.  3.4), since a few element errors of P 
matrix will not lead to signiﬁcant error for the reduced lattice channel matrix. 
In Fig.  3.3, we plot the distribution of block length for various coherence 
bandwidths.  These  ﬁgures  demonstrate  that  as  Bc  increases,  i.e.,  the  corre­
lation among subcarriers increases,  longer block length becomes the majority 
and, therefore, more brute-force LR manipulations can be saved and the overall 
complexity is consequently reduced. 
Figure 3.4:  SER performance of various LRAD schemes for 2 × 2 and 4 × 4 
MIMO-OFDM systems. 200 300 400 500 600 700 800
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The SER performance of the diﬀerent algorithms for MIMO-OFDM detec­
tion is compared in Fig.  3.4.  The proposed scheme, as shown in Fig.  3.4, can 
achieve the same SER performance as brute-force LR and ﬁxed interval LR al­
gorithms.  The estimate error of the proposed scheme,  as discussed above,  is 
therefore negligible and does not cause any performance degradation. 
Figure 3.5: Comparison of computational complexity for various LRAD schemes 
for 2 × 2 MIMO-OFDM systems. 
Fig.  3.5 and Fig.  3.6 illustrate the computational complexities in terms of 
nm  and nd  versus Bcn  for diﬀerent lattice reduction aided detection schemes, 
where nm and nd denote the average number of the required real multiplications 
and  divisions,  respectively.  Since  the  number  of  iterations  in  LR  operation 
varies depending on the channel conditions, resulting in diﬃculties in deriving 200 300 400 500 600 700 800
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Figure 3.6: Comparison of computational complexity for various LRAD schemes 
for 4 × 4 MIMO-OFDM systems. 
a compact closed form for the complexity  of the algorithm,  we simply count 
the number of computations whenever we meet the multiplication or division 
operations during the simulation, and compute the average.  We note from the 
results  that  our  proposed  algorithm  outperforms  the  LR  schemes  mentioned 
above with respect to computational eﬃciency.  For example, as illustrated in 
Fig. 3.5, the proposed algorithm can save up to 90% of multiplications and 99% 
of divisions of brute-force LR, 65% of multiplications and 93% of divisions of 
pure pre-multiplied LR and 50% of multiplications and 80% of divisions of ﬁxed 
interval LR, respectively. 41 
3.5  Conclusion 
In this chapter, we develop a complexity-reduced LR algorithm for MIMO­
OFDM systems under frequency-selective channels.  The notable feature of P 
matrices that can remain the same among multiple subcarriers is fully exploited. 
Computational redundancy is signiﬁcantly eliminated by activating block mode 
LR that turns the complete LR iterations into just a single matrix multiplication 
per channel matrix.  Simulation reveals that the proposed idea eﬀectively out­
performs conventional LR schemes in terms of computational eﬃciency without 
any performance degradation. 42 
Chapter 4 – Impact of Frequency Correlation on Eﬃcient
 
LRAD Schemes for MIMO-OFDM Systems under Correlated
 
Fading
 
4.1  Introduction 
In the previous chapter, we found that for MIMO-OFDM systems in channels 
with a large coherence bandwidth Bc, the LR unimodular transformation matri­
ces remain the same for many adjacent subcarriers. Inspired by this observation, 
we proposed a reduced complexity LR algorithm that signiﬁcantly reduces the 
computational needs of lattice reduction for MIMO-OFDM detection, referred 
to as adaptive LR. This algorithm fully exploits the correlation of channel matri­
ces among successive subcarriers in the frequency domain [29].  Besides, a ﬁxed 
direct calculation interval is used in [27], which is not eﬃcient especially when 
the fading rate of the time-varying channel changes. This inspires us to develop 
an adaptive direct calculation interval setting in the proposed algorithm. 
As  we  mentioned,  the  fading  rate  of  the  correlated  channel  could  change 
over time, for example, the mobile station could be in motion, and therefore, 
the initial direct calculation interval setting is a key issue for both adaptive LR 
and  ﬁxed  interval  LR  algorithm.  On  the  one  hand,  if  the  initial  calculation 
interval is too large,  a lot more brute-force LR operations are needed due to 
halve mode of adaptive LR or sequential mode of ﬁxed interval LR; on the other 43 
hand,  if  the  initial  calculation  interval  is  too  small,  we  may  not  fully  utilize 
the channel correlation and cannot save those brute-force LR operations that 
could be saved. The initial calculation interval is set according to the coherence 
bandwidth, which can be derived from the channel frequency correlation function 
(FCF) [28]. 
The remainder of this chapter is organized as follows.  Channel coherence 
bandwidth calculation and initial interval setting of adaptive LR algorithm is 
given in Sec.  4.2.  The relationship between channel coherence bandwidth and 
initial interval setting of the aforementioned algorithms is analyzed and justiﬁed 
by simulation results in Sec.  4.3.  Simulation environment and comprehensive 
numerical results are given in this section as well to corroborate our theoretical 
claims. Finally, Sec. 4.4 concludes this chapter. 
4.2  Frequency Correlation and Initial Interval Setting 
The initial direct calculation interval setting is a key issue for both adaptive LR 
and ﬁxed interval LR algorithm.  We will analyze the relationship between the 
channel coherence bandwidth and the initial direct calculation interval setting 
based on the channel frequency correlation function in this section. 
We denote Ts  as the OFDM symbol duration.  The subchannel spacing ∆f 
will be determined using the orthogonality principle [33], i.e., Ts∆f=1.  There­
fore, the coherence bandwidth in terms of number of subcarriers, Bcn, can be 
determined by Bcn =Bc/∆f = BcTs. 
The correlated frequency-selective Ricean fading multipath channel is gen­
erated as follows.  A delay proﬁle is assumed in the form of a tapped delay­44 
line, characterized by a number of paths at ﬁxed positions on a sampling grid. 
A wide-sense stationary and uncorrelated scattering (WSSUS) channel model 
with one LOS path and Lt  resolvable diﬀused paths is considered in this pa­
per. The time resolution of multipath for OFDM systems, Tr, is determined by 
Ts/Nc. Assuming that all paths arrive consecutively, the maximum delay spread 
of multipath channel Tm, which is approximately the reciprocal of Bc, can be 
simply obtained by (Lt − 1)Tr.  The multipath channel impulse response from 
pth (p = 1, 2,...,nT ) transmit antenna to qth (q = 1, 2,...,nR) receive antenna 
is generated as [34] 
L ∑ t−1 
α
p,q hp,q(t) = α
p,q  δ(t − τLOS) +  δ(t − τl).  (4.1) LOS  l 
l=0 
Usually, the ﬁrst tap contains the LOS ray and some NLOS rays (only one 
NLOS ray is considered in the ﬁrst tap in this paper).  Thus, τ0 = τLOS .  Note 
that τLOS  in Eq. (4.1) can always be normalized to 0 without loss of generality. 
The total power of the diﬀused multipaths is 2Lt  and the Ricean factor of the 
channel is thus given by |α
p,q  |2/2Lt.  Therefore,  applying Fourier transform  LOS 
to Eq.  (4.1), the channel frequency response for the nth, n = 0, 1, ··· ,Nc − 1, 
subcarrier is obtained by 
L ∑ t−1 
α
p,q  −j2�n∆fαl (n) = α
p,q  −j2�n∆fαLOS  +  e ,  (4.2) Hp,q LOS e  l 
l=0 
where αl  is i.i.d.  circularly symmetric complex Gaussian random variable with 
zero mean and variance d2 and the delay for each path τl  is equal to lTr. l 
From [34], the space-frequency correlation RLOS  between the p1th transmit 45 
antenna, q1th receive antenna, n1th subcarrier and p2th transmit antenna, q2th 
receive antenna, n2th subcarrier is 
RLOS (p1, q1, n1; p2, q2, n2)  =  E{Hp1,q1 (n1)H  ∗ 
p2,q2 (n2)} 
=  |αLOS |2exp[−j2π(p1 − p2)dtsinθ0 
−j2π(q1 − q2)drsinϕ0]exp[−j2π∆f(n1 − n2)τLOS ] 
L ∑ t−1 
+ 
l=0 
ε2 
l χ
p1,q1;p2,q2 
l  E{α
p1,q1 
l  (α
p2,q2 
l  )  ∗ },  (4.3) 
where dt,  dr  are the transmit and receive antenna spacing normalized to the 
wavelength, θ0 is the direction-of-departure (DOD), ϕ0 is the direction-of-arrival 
(DOA), ε2 is the average power of each tap, χ
p1,q1;p2,q2  is the spatial correlation  l l 
coeﬃcient.  We will use χl  instead of χ
p1,q1;p2,q2  for brevity.  Note that as RLOS  l 
increases, the elements in the channel matrix for the same subcarrier or across 
subcarriers  become  more  correlated  and  therefore  according  to  the  property 
of lattice reduction, the probability that P matrix remain the same along the 
subcarrier axis becomes larger. 
In practice, spatial elements are supposed to be more or less independent to 
gain maximal spatial multiplexing or diversity gains.  Therefore, we will elabo­
rate the correlation in the frequency domain to evaluate these two algorithms in 
this paper with the following simpliﬁed correlation model. 
For a channel with Lt  resolvable channel paths and Nc  subcarriers, a rule 
of thumb would be that Bcn =Nc/Lt  in [35].  We veriﬁed that for this Bcn, the 
frequency correlation function is only about 0.5 and therefore it is far too large 
to be used as initial calculation interval.  Regardless of antenna correlation, the 46 
Table 4.1:  Bcn  with frequency correlation function above 0.9 for UPDP Ricean 
fading channel 
Lt  Bcn (R=0.9) 
10  71 
5  155 
3  294 
2  530 
correlation R between any two subcarriers on the same antennais a univariate 
function of their frequency indices span m, given by 
L ∑ t−1  ml 
d2 R(m) = E{H(k)H  ∗ (k − m)} =  l exp(j2π  ),  (4.4)
Nc l=0 
where the subscript (·)∗ , Nc, d2 denotes the complex conjugate, number of sub- l 
carriers, path variance, respectively [36]. Eq. (4.4) indicates that the frequency 
correlation  function  of  subcarriers  is  simply  the  Discrete  Fourier  Transform 
(DFT) of the channel’s power delay proﬁle (PDP). Without loss of generality, 
∑
 
the channel powers are assumed to be normalized such that
  l d2 
l  = 1.
 
In this paper, we consider the uniform power delay proﬁle (UPDP) Ricean 
fading channel and therefore, the variance for each tap is 
d2 =  l 
 
  
 
 
|�LOS |2+2  ,l = 0  |�LOS |2+2Lt 
2  ,l = 1, ··· ,Lt − 1. |�LOS |2+2Lt 
From Eq. (4.4), we can calculate Bcns with frequency correlation function above 
0.9 for UPDP Ricean fading channel [37], as listed in Table 4.1. 
After all the Bcns for this speciﬁc channel are calculated, we can simply ap­
ply them to the adaptive LR algorithm by setting the initial direct calculation 47 
interval.  Simulation results in section Sec.  4.3 will reveal a good rule of thumb 
for optimum initial interval setting of adaptive LR algorithm is Bcn(R = 0.9) 
divided by the number of channel matrix elements. As for ﬁxed interval LR, al­
though it is diﬃcult to ﬁnd a close-form relationship between the interval setting 
and channel coherence bandwidth, we will see that the interval setting increases 
slowly and monotonically as channel coherence bandwidth getting larger in the 
next section. 
4.3  Numerical Results and Discussions 
A system similar to the 3GPP LTE is employed in the simulations. We use the 
same simulation parameters summarized in Table 3.3 of the previous chapter. 
The Ricean factor is set to be a constant and equal to 6 dB for 2 × 2 case and 
12 dB for 4 × 4 case for all multipath fading situations. 
We plot the computational complexities of the adaptive LR and ﬁxed interval 
LR algorithms in Fig. 4.1 and 4.2 for 2 × 2 case, Fig. 4.3 and 4.4 for 4 × 4 case. 
Since the number of iterations in LR operation varies depending on the channel 
conditions,  resulting  in  diﬃculties  in  deriving  a  compact  closed  form  for  the 
complexity of the algorithms, we simply count the number of computations as the 
complexity whenever we meet the multiplication or division operations during 
the simulation, and compute the average nm and nd, where nm and nd denote the 
average number of the required real multiplications and divisions, respectively. 
These ﬁgures demonstrate that the initial interval setting is signiﬁcant for both 
LRAD algorithms.  If the optimum initial interval is not used according to the 
coherence bandwidth,  the lowest calculation complexity will not be achieved. 50 100 150 200 250 300 350 400 450 500 550
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With various simulation settings, we can ﬁnd the optimum initial setting under 
each Bcn  for these two algorithms.  For example, for 2 × 2 case, the optimum 
initial interval is [16 32 64 128], which roughly agrees with that Bcn =[71 155 294 
530] divided by 4, where 4 is the number of channel matrix elements.  We also 
notice that, as for adaptive LR algorithm, the initial interval setting becomes less 
important as the coherence bandwidth increases, which is due to the inherent 
adaptive property of halve mode in this algorithm. 
Figure 4.1:  Comparison of number of multiplications for various initial interval 
settings with LRAD schemes for 2 × 2 MIMO-OFDM systems. 
We plot the impact of spatial correlation coeﬃcient on the computational 
complexity  in  terms  of  nm  versus  χl  at  Bcn  ≈  300  in  Fig.  4.5.  From  [34], 
χl  is a complex number and the real and imaginary part of χl  are uniformly 50 100 150 200 250 300 350 400 450 500 550
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Figure 4.2: Comparison of number of divisions for various initial interval settings 
with LRAD schemes for 2 × 2 MIMO-OFDM systems. 
distributed in the range [0.3, 0.7] or [-0.3, -0.7].  We assume the transmit and 
receive antenna arrays are parallel, so the spatial correlation is independent of 
θ0  and ϕ0.  Fig.  4.5(a) shows the results for the case the real and imaginary 
parts  of  χl  are  positive,  while  Fig.  4.5(b)  corresponds  to  the  case  the  real 
and imaginary parts are negative.  Fig.  4.5(a) shows as the spatial correlation 
increases, the complexities of both algorithms decrease, while 4.5(b) shows as 
the spatial correlation increases, the complexities of both algorithms increase, 
since for case (b) the subcarriers have negative spatial correlations.  It is worth 
pointing out that both ﬁgures reveal that the ﬁxed interval LR algorithm is more 50 100 150 200 250 300 350 400 450 500 550
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Figure 4.3:  Comparison of number of multiplications for various initial interval 
settings with LRAD schemes for 4 × 4 MIMO-OFDM systems. 
sensitive to the spatial correlation; however, the impact of spatial correlation on 
adaptive LR algorithm is trivial.  Due to the beneﬁts brought by halve mode, 
the adaptive LR algorithm is quite immune to the spatial correlation. 
Fig.  4.6 and Fig.  4.7 illustrate the computational complexities in terms of 
nm and nd versus Bcn for diﬀerent lattice reduction aided detection schemes with 
optimum initial interval settings.  We note from the results that the adaptive 
algorithm outperforms the other two LR schemes mentioned above with respect 
to computational eﬃciency. For example, in 4× 4 case with Bcn ≈ 530, adaptive 
LR requires only 11.4%(= 164/1434) multiplications and 3.7%(= 5.5/150) divi­
sions of brute-force LR, 72.2%(= 164/227) multiplications and 65.5%(= 5.5/8.4) 50 100 150 200 250 300 350 400 450 500 550
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Figure 4.4: Comparison of number of divisions for various initial interval settings 
with LRAD schemes for 4 × 4 MIMO-OFDM systems. 
divisions of ﬁxed interval LR. 
In  a  real  system,  the  mobile  device  may  not  have  the  channel  coherence 
bandwidth information, or does not need to measure the instantaneous coherence 
bandwidth all the time, therefore, it may be diﬃcult for mobile devices to apply 
optimum initial intervals.  For this reason, we include the simulation results for 
the case in which a constant value of suboptimum initial interval, K0 = 32 for 
2 × 2 and K0  =  16 for 4 × 4,  is applied  in adaptive  LR irrespective  of Bcn, 
respectively. The results reveal that even a globally suboptimum initial interval 
is employed instead of the optimum initial interval , the complexity reduction 
performance of adaptive LR will not degrade much and still have signiﬁcant gap 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
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Figure 4.5:  Impact of spatial correlation coeﬃcient on the computational com­
plexity for two LRAD schemes for 2 × 2 MIMO-OFDM systems.  (a) The real 
and imaginary parts of spatial correlation coeﬃcient are positive; (b) The real 
and imaginary parts of spatial correlation coeﬃcient are negative. 
between the adaptive LR and the other two algorithms. This merit comes from 
the adjustable initial interval setting in the halve mode of adaptive LR scheme, 
which accommodates the ﬂuctuation of channel frequency-selectivity. 
If we properly set the initial interval K0, we can roughly estimate the average 
computational complexity per channel matrix for adaptive LR: 
Cadaptive  ≈  pB × Cmatrix  mult + (1 − pB) × Chalve  (4.5) 
≈  (1 − pB ) × Chalve,  (4.6) 
where Cmatrix  mult denotes the computational complexity for one matrix multi­100 150 200 250 300 350 400 450 500
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plication in Eq.  4.5 and Chalve  denotes the average computational complexity 
of one LR operation in step 3 and step 11 of the halve mode in Table 3.1.  As 
Cmatrix  mult  is typically much smaller than Chalve, Cadaptive  can be further ap­
proximated as Eq. 4.6. This estimate implies that we can eﬀectively reduce the 
computational complexity to approximately the fraction (1 − pB) of the com­
putation complexity of one LR operation in the halve mode.  For example, for 
2 × 2 case, with optimum K0  at Bcn  ≈ 150, 19%(= 35/184) multiplications of 
brute-force LR are needed, and this roughly agrees with 1 − pB  = 17% where 
pB = 83%. 
Figure 4.6: Comparison of computational complexity for various LRAD schemes 
with optimum initial interval settings for 2 × 2 MIMO-OFDM systems. 100 150 200 250 300 350 400 450 500
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Figure 4.7: Comparison of computational complexity for various LRAD schemes 
with optimum initial interval settings for 4 × 4 MIMO-OFDM systems. 
4.4  Conclusion 
In  this  chapter,  we  analyzed  the  relationship  between  channel  coherence 
bandwidth  and  two  complexity-reduced  LRAD  algorithms  for  MIMO-OFDM 
systems under correlated fading channels.  Computational redundancy is signif­
icantly eliminated by activating the halve mode in adaptive LR algorithm that 
accommodates  the  ﬂuctuation  of  frequency  correlation.  Based  on  the  previ­
ous work in [29], we further analyzed the impact of space-frequency correlation 
on these two LR algorithms. Simulation results show that adaptive LR is more 
immune to the spatial correlation than the ﬁxed interval LR. In addition, simula­
tion demonstrates that the adaptive LR algorithm with optimum initial interval 55 
settings eﬀectively outperforms conventional LR schemes in terms of computa­
tional eﬃciency without any performance degradation.  Furthermore, adaptive 
LR  with  suboptimum  initial  interval  setting  achieves  acceptable  complexities 
and is suﬃciently feasible in real wireless communication systems. 56 
Chapter 5 – Eﬃcient MU-MIMO MAC Protocol in Uplink 
802.11 WLANs 
5.1  Overview 
With low-cost chipsets and support for high data rates,  IEEE 802.11 has 
become a universal solution for an ever increasing communications application 
space, such as home, oﬃce and public areas [38].  Basic 802.11 medium access 
control (MAC) operates according to a listen-before-talk scheme, and is known 
as the distributed coordination function (DCF), which is a carrier sense multiple 
access with a collision avoidance (CSMA/CA) scheme with binary exponential 
backoﬀ [10]. The DCF employs two types of packet transmission schemes: basic 
access and request-to-send/clear-to-send (RTS/CTS) access mechanisms. Com­
pared to the basic access mechanism, the RTS/CTS access mechanism exchanges 
RTS and CTS frames before the transmission of a data frame in order to reduce 
the time resource waste caused by the collision of large-sized packet transmis­
sions. 
Due  to  the  recent  advanced  signal  processing  techniques  at  the  physical 
(PHY)  layer  especially  with  multi-user  multiple-input  multiple-output  (MU­
MIMO) techniques, the receiver can detect all or partial of the simultaneously 
transmitted frames from diﬀerent transmitters, which is also called multi-packet 
reception (MPR) [40]. The MPR capability makes it possible for wireless nodes 57 
to successfully receive multiple packets from simultaneous transmitters in a wire­
less network. As it can provide more transmission opportunities without causing 
collisions, the network throughput performance can be dramatically improved. 
However, in DCF basic access mode, where the data packet transmission itself 
serves as contention, there is actually only one single round of contention before 
data transmission.  Similarly, in DCF RTS/CTS mode, where the data packet 
transmission follows a successful RTS/CTS frame exchange, there is essentially 
only one round of contention to schedule data transmission.  Due to the ran­
dom access nature, the number of stations (STAs) that simultaneously contend 
for channel varies, depending on the packet arrival rate and the corresponding 
backoﬀ time for each station.  Therefore, the MPR capability is inevitably un­
derutilized if there are less than MPR stations contending for channel at the 
same time [46].  Therefore, an eﬃcient MU-MIMO scheduling and coordination 
scheme is of great importance to fully utilize the MPR capability. 
Quite a few MAC multi-user scheduling protocols have been proposed in the 
following work [43–49]. 
Huang et  al.  developed a cross layer framework for MIMO-OFDM based 
wireless local area networks (WLANs) [43]. In contrast to conventional systems 
where the MAC and PHY layers are separately optimized, this proposed method­
ology jointly designs an MPR based protocol with adaptive resource allocation. 
In  this  work,  since  the  access  point  (AP)  can  support  multiple  simultaneous 
transmissions, multiple stations contend for channel with RTS/CTS mechanism. 
This scheme is also referred to as a single-round contention protocol. 
Two signiﬁcant issues for MU-MIMO are addressed in [44], namely, synchro­
nized transmission  among the stations  and the spatial  compatibility  between 58 
the transmitting stations.  An OFDMA-based uplink access request transmis­
sion scheme is proposed.  The overhead of this scheme is very high due to the 
excessive control message exchanges. 
Chu et al.  proposed a scheme that takes advantage of the meshed topology 
of ad hoc networks to exploit the multi-user diversity and spatial diversity in 
order to maximize the data rate of the network while supporting diﬀerent trans­
mission priorities, reducing transmission delay, and ensuring fair transmissions 
among nodes [45]. Cross-layer centralized and distributed scheduling algorithms 
that exploit physical layer channel information to opportunistically schedule co­
operative spatial multiplexed transmissions between nodes are analysed. 
Zhang proposed  a multi-user  scheduling  scheme,  where stations  are given 
multiple chances to contend for the channel until there are a suﬃcient number 
of  winning  stations  that  can  share  the  MPR  channel  for  data  packet  trans­
mission [46].  The author also proposed a solution for the identiﬁcation of the 
optimal time to stop the contention process and start data transmission.  Since 
for each contention round within a super round, the stations need to monitor 
the channel for a DCF Interframe Space (DIFS) and perform random backoﬀ, 
this protocol has very high overhead before a successful transmission. Moreover, 
all the contending stations have to wait for the CTS from the AP to determine 
the results of contention, which disables the traditional timeout mechanism of 
802.11 DCF. In the case of CTS loss, all the contending stations fail to know 
when to determine a collision and thus start to schedule a retransmission. 
Yoon et al.  proposed a practical protocol that considers both the PHY and 
MAC layers for MIMO-based concurrent transmissions in wireless ad hoc net­
works, called Contrabass in [47].  This open-loop concurrent transmission pro­59 
tocol implements simultaneous channel training for concurrently transmitting 
links without any control message exchange. This MAC protocol is designed for 
each active transmitter to independently decide to transmit with near optimal 
transmission probability.  Contrabass maximizes the number of successful con­
current transmissions, thus achieving a high aggregate throughput, low delays 
and scalability even in dynamic environments. This MAC protocol has very low 
overhead but successful transmission probability maximization does not neces­
sarily guarantee the maximum throughput.  Furthermore, the authors did not 
provide rigorous network throughput analysis either. 
Jung et al. proposed an MAC protocol which allows multiple stations to op­
portunistically transmit packets even though they do not exchange any control 
packets for transmission coordination if the AP can concurrently receive more 
packets due to the multi-packet reception capability [48]. Since the transmission 
is based on probability, there is no eﬀective collision avoidance mechanism for 
other candidate nodes and therefore the potential collision could degrade the 
system performance.  Besides, according to the authors’ analysis, the optimal 
transmission probability is diﬃcult to be determined and adjusted with respect 
to the MPR capability and the number of transmitters.  In addition, this pro­
tocol requires that the packet lengths of the candidate nodes should be shorter 
than the maximum length of the winning nodes, which limits the total network 
throughput as well. 
Zhou et al. proposed a contention-based uplink medium access protocol with 
space division multiple access (SDMA) support for the 802.11 networks [49]. In 
the protocol, the whole procedure is divided into two periods:  random access 
period  and  data  transmission  period.  The  random  access  period  allows  sev­60 
eral RTS/CTS exchanges for stations to compete for the channel, while the data 
transmission period includes parallel uplink data transmissions and a broadcast­
ing ACK. The data transmission utilizes the multi-packet reception capability 
of  the  AP  but  the  random  access  only  supports  one  station  at  one  time  to 
accomplish channel estimation and frequency synchronization.  Therefore, this 
protocol has very high overhead due to the several RTS/CTS exchanges before 
concurrent data transmissions. 
Based  on  the  previous  related  work,  we  propose  an  eﬃcient  MU-MIMO 
scheduling MAC protocol for uplink 802.11 WLANs.  This protocol has very 
low overhead and allows the optimum number of stations to opportunistically 
transmit  packets  with  two  rounds  of  control  packets  exchanges  for  transmis­
sion coordination  if the AP can concurrently  receive multiple  packets  due to 
the multi-packet reception capability.  Besides, this protocol maintains the col­
lision avoidance and timeout mechanism with only slight modiﬁcations to the 
traditional 802.11 WLAN DCF. 
5.2  System Model and Assumptions 
Without loss of generality, we assume each station has one antenna while the 
AP is assumed to have a total of M  antennas.  We consider uplink traﬃc only 
and deﬁne a channel to be the wireless link between a station’s transmitting 
antenna and an AP’s receiving antenna.  A station is active if it has a packet 
to transmit.  There are n active stations in the same AP coverage range and 
a subset of stations transmit simultaneously.  We assume that the number of 
concurrently transmitting stations is equal to nt. 61 
The multi-user MIMO channel is described as 
y = Hx + n  (5.1) 
where y = [y1 y2  ··· yM ]T (superscript T denotes transpose), x = [x1 x2  ··· xnt ]T , 
and n = [n1 n2  ···  nM ]T  represent, respectively, the received signal vector, the 
transmitted symbol vector, and the received additive white Gaussian noise vec­
tor.  The channel matrix H has a dimension of M × nt,  and its element hi,j 
represents the channel coeﬃcient from station i to the jth antenna of the AP. 
Given a rich-scattering environment such as a Rayleigh fading channel, wire­
less signals experience diverse paths before reaching the AP and the channel 
coeﬃcients become linearly independent from each other.  With nt  ≤ M, it is 
possible for the AP to recover the original input vector x.  Although for the 
case nt > M, the AP may correctly decode some of the input vector, we do not 
consider such capture eﬀect in this chapter. Let W denote a linear ﬁlter, which 
is an nt × M matrix such that x ˆ = Wy, where x ˆ is the estimate of the original 
input vector x by the AP. The AP must estimate all channels of nt  stations 
through channel training in order to obtain W [47]. 
We assume the AP can decode multiple RTS packets from diﬀerent stations 
by blind detection as in [50], but each station is assigned an orthogonal training 
sequence in the preamble of data packets in order to make it possible for the AP 
to estimate the channel coeﬃcients. 62 
5.3  Proposed Medium Access Control Protocol 
The proposed medium access control protocol is featured by a two-round 
contention before data transmission.  The detailed procedure of the proposed 
medium access control protocol is as follows: 
1) When the stations sense that the channel has been idle for a DIFS, the 
stations that have packets to send perform the same random backoﬀ as in 802.11 
DCF. The stations with the smallest countdown slots transmit their own RTS 
frames to the AP. Note that the number of stations sending RTS packets could 
be equal to or greater than one.  The AP is able to detect the overlapping RTS 
packets with blind iterative algorithms as long as the number of RTS packets is 
equal to or less than M. Denote the total number of contention stations that send 
RTS packets as K1. A collision happens if the number of RTS packets K1 is larger 
than M. The contention stations can determine a collision at Requested Multi-
packet Capability (RMC) or CTS packet timeout and initialize retransmission 
by doubling their contention windows, which is the same procedure as in the 
802.11 DCF. The RMC packet will be deﬁned in the next step. This is referred 
to as the ﬁrst round contention. Note that in the case when K1 equals M, which 
means the number of contending stations equals the AP MPR capability, the 
procedure jumps to step four and start data transmission immediately. 
2) After successful reception of all the RTS packets, the AP identiﬁes the 
number of requested antennas K1, and the number of active stations n in the 
network.  These two pieces of information are embedded in the so-called RMC 
frame and broadcast to all stations in range, since K1  corresponds to the re­
quested MPR capability in the ﬁrst round.All the stations can decode the RMC 63 
packet and therefore know the requested portion of multi-packet capability from 
the AP and the number of active stations. The other candidate stations start a 
second round contention by sending RTS packets to the AP with transmission 
probability τ.  Here τ  is determined by the number of requested antennas and 
the total number of active stations in range from the RMC packet.  We will 
elaborate how to determine τ  in more detail in the next section.  Note that the 
second-round contention stations are not subject to the backoﬀ timer restriction 
but simply send their RTS packets with probability τ. Collision detection is the 
same as stated in step one.  If the number of second-round contention stations 
exceeds M, the AP is not able to decode the RTS packets and thus the expected 
CTS packet which contains no address of any contention stations in the sec­
ond round will be sent in step three. The second-round contention stations will 
see a collision and remain silent after receiving the CTS packet without their 
addresses. 
3) The AP detects all the RTS packets from the second-round contention. 
Similarly, denote the total number of contention stations on the second round as 
K2. Note that it is possible that K1 +K2 > M, so it is the AP’s discretion how to 
choose the best number of antennas and their corresponding stations to utilize as 
close to M antennas as possible. The selection criteria could be either aggregate 
throughput  maximization  or  fairness  concerns.  In  our  proposed  scheme,  we 
assume that the winning stations in the ﬁrst round are always selected.  The 
longest payload length depends on the winning stations from both rounds, not 
just the winning stations from the ﬁrst round, which is a major diﬀerence from 
[48]. If a collision happens in the second round contention, the AP simply selects 
the winning stations from the ﬁrst round to transmit.  After decision is made, 64 
the AP broadcasts the addresses of the chosen stations in the CTS packet. 
4) The winning stations start the data transmission after receiving the CTS 
packet. Note that the CTS frame contains the data packet duration and therefore 
all winning stations know when to expect the ACK timeout and other stations 
in range know how to set the Network Allocation Vector (NAV) and defer their 
transmission accordingly. 
5) After the AP receives all the data packets from winning stations, it send 
out the group ACK. 
The ﬂow chart of the proposed MU uplink MAC protocol is illustrated in 
Fig.  5.1, and Fig.  5.2 is an example of the proposed protocol.  In this example, 
the  MPR  capability  of  the  AP  is  set  to  three.  In  the  ﬁrst  round,  station  1 
and station 2 send their own RTS packets in the same time slot and after AP 
successfully decode the two RTS packets, the AP broadcasts the RMC packet 
that announces two stations have requested to transmit their data.  All other 
stations  that  have  packets  ready  determine  whether  to  send  the  RTS  packet 
or not based on the RMC information and calculated transmission probability. 
Here only station 3 sends out the RTS and then AP makes decision and embeds 
the information that stations 1, 2 and 3 are winning stations in the CTS packet. 
Therefore, stations 1, 2 and 3 transmit data packets simultaneously after the 
two-round contention period. 
5.4  Throughput Analysis 
In  this  section,  we  analyse  the  throughput  performance  of  the  proposed 
protocol.  From  [51],  the  backoﬀ  process  of  802.11  DCF  yields  an  equivalent Is backoff
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Figure 5.1: Flow chart of the proposed MU uplink MAC protocol. 
transmission probability pt  at which a station transmits in a random time slot. 
When the number of stations, n, is large, it is reasonable to assume the number 
of concurrent transmissions in a random time slot follows Poisson distribution 
with parameter λ = npt, [46], i.e., 
Pr(nt stations transmit in a random time slot) = 
λnt 
e  −� .  (5.2) 
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Figure 5.2: Example of the proposed MU uplink MAC protocol. 
From the proposed protocol described in the previous section, a typical con­
tention period includes the backoﬀ procedure, ﬁrst round RTS/RMC frame ex­
change, second round RTS/CTS frame exchange and the short inter-frame spaces 
(SIFS) during the control frame exchanges.  We assume in the analysis the sec­
ond round contention must be gone through whether or not there is equal to M 
stations in the ﬁrst round.  Therefore, the contention period can be calculated 
as 
Tcontention  =  RT S + SIF S + RMC + SIF S + RT S 
+SIFS + CTS + SIF S 
= 2RT S + 4SIF S + RMC + CT S,  (5.3) 
where RMC is the requested multi-packet reception capability frame time dura­
tion and the other acronyms represent the corresponding time duration speciﬁed 
in the IEEE 802.11 standard. 
A  data  transmission  period  contains  the  data  packet  transmission,  group 67 
ACK and the inter-frame spaces, i.e., 
Tdata = Theader + max(Li/Ri) + SIF S + ACK + DIF S,  (5.4) 
where Theader  denotes the transmission time of a packet header, Li  denotes the 
payload length of the ith winning station, Ri  denotes the corresponding data 
transmission rate of ith winning station,  ACK  denotes the group ACK time 
duration. 
Then a successful transmission time duration is the sum of the contention 
period and the data transmission period, i.e., 
TS = Tcontention + Tdata.  (5.5) 
Therefore, the time duration of a slot time is expressed as 
T = PS TS + PI TI + PC TC ,  (5.6) 
where PS , PI , and PC  are the probability of successful transmission, the prob­
ability of idle state and the probability of collision, TI  and TC  denote the time 
duration for idle state and the time duration for collision, respectively.  PS , PI , 
and PC  are given as 
 
     
    
 
PS = 
∑M 
i=1
(

n
 
i

)

p
 i(1 − pt)n−i 
t ,
 
(5.7) PI = (1 − pt)n ,
 
PC = 1 − PS − PI .
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TI  and TC  are deﬁned as 
 
  
 
 
TI = σ, 
(5.8) 
TC = RT S + DIF S, 
where σ denotes the length of an idle slot time. 
The aggregate network throughput S can therefore be calculated as 
E[Payload transmitted in a slot time] 
S  = 
∑
E[Duration of a slot time] 
PS E[  Li] 
= 
T
 ∑
 
PS E[	  Li] 
=  .	  (5.9)
PS TS + PI TI + PC TC 
5.5	  Determining the Second Round Transmission Opportu­
nity 
As in our protocol,  the second round contention stations are not subject 
to the backoﬀ timer restriction but simply send their RTS packets with certain 
probability.  If the transmission probability is too low, we may not have enough 
winning stations from second round contention and thus can not fully utilize 
AP’s  remaining  MPR  capability.  If  the  transmission  probability  is  too  high, 
we may encounter so many collisions that we can not select any stations from 
the second round. Either case will lower the network throughput and make the 
proposed protocol ineﬃcient.  Therefore, it is of signiﬁcance to determine the 
optimal second round transmission probability for the candidate stations.  We 
employ the similar method to determine the optimal second round transmission 69 
probability as adopted in Yoon’s work [47] for ad hoc networks. 
Suppose that the number of active stations n is readily available to the AP 
and this information is broadcast to all the stations through AP RMC frame. 
Recall that the second round contention is successful only when the number of 
simultaneous transmissions within the interference range is less than or equal to 
M, where M is the number of antennas the AP has. Since our goal is to utilize 
as close to M antennas as possible in the data transmission stage, although K1 
antennas have been reserved after the ﬁrst round contention, we still encourage 
up to M stations transmit their RTS packets during the second round, and thus 
the transmission probability of second round contention depends on not only 
n − K1  but also M, where n and K1  are broadcast by the AP via RMC frame. 
We also assume that M is broadcast to all stations with AP beacon or wireless 
network management frame. Given that the stations transmit their RTS packets 
with probability τ in the second round, we can express the probability of second 
round successful transmission, pS , by adding the probabilities of all the events 
that the number of concurrent RTS transmissions is less than or equal to M, 
M ( ) ∑  n − K1  pS =  τi(1 − τ)n−K1−i .  (5.10)
i 
i=1 
It is easy to ﬁnd that the transmission success probability has a single ex­
tremum for τ  ∈ (0, 1), which is the maximum for pS .  Therefore, we can ﬁnd 
the optimum transmission probability τ∗ that maximizes pS  by letting the ﬁrst 
derivative  of  Eq.  (5.10)  equal  zero.  The  ﬁrst  derivative  of  Eq.  (5.10)  with 70 
respect to τ is given as 
M	 ( ) ∑ ′  n − K1  p  =	 (iτi−1(1 − τ )n−K1−i − S  i 
i=1
 
(n − K1 − i)τ i(1 − τ )n−K1−i−1).  (5.11)
 
Eq. (5.11) can be further simpliﬁed into 
( )
′	  n − K1 − 1 
pS = (n−K1)(1−τ)n−K1−1−(n−K1) τM (1−τ )n−K1−M−1 .  (5.12)
M 
Finally, by ﬁnding τ that results in p 
′ 
equal to 0, we easily obtain the optimal  S 
transmission probability τ∗ that maximizes pS : 
1 
τ ∗ =	  √( )  .  (5.13) 
M  n − K1 − 1 
+ 1 
M 
The assumption that the number of active stations are known to the AP may 
not be practical in some cases, so the AP may perform the dynamic parameter 
adjustment in [49] or binary search method in [47] to record the traﬃc history 
and estimate the number of active stations accordingly. 
5.6  Simulation Results 
In this section, simulation results are provided to demonstrate the performance 
gain of our proposed MU uplink MAC protocol over the IEEE 802.11 DCF with 
RTS/CTS access mode and two other existing schemes, i.e., Jung’s scheme [48] 
and Zhou’s scheme [49]. 71 
Table 5.1: Simulation parameters based on 5 GHz band OFDM PHY from IEEE 
802.11-2012 standard 
Parameter  Value 
Slot time  9 µs 
SIFS  16 µs 
DIFS  34 µs 
ACK timeout  60µs 
RTS  160 bits 
CTS  112 bits 
RMC  112 bits 
Each RA ﬁeld  48 bits 
ACK  112 bits 
Basic rate  6 Mbps 
Data rate  54 Mbps 
CWmin  15 
CWmax  1023 
We carry out extensive simulations of the collision probability and network 
throughput  in  MATLAB.  Simulation  parameters  are  set  according  to  IEEE 
802.11-2012 standard  [52]  and  listed  in  Table  5.1.  In  the  proposed  protocol, 
we introduce RMC packet which contains the number of active stations and the 
requested multi-packet reception capability after the ﬁrst round contention. We 
modify the CTS packet to accommodate the multi-user support by adding addi­
tional receive address (RA) ﬁeld for each winning stations. We assume that the 
control frames and data frames are transmitted with rate 6 Mbps and 54 Mbps 
in the single data rate scenario,  respectively.  The packet arrival rate for the 
stations is assumed to follow Poisson distribution, which is a valid assumption 
if the number of stations are large enough.  The payload length is assumed to 
have an exponential distribution with an average of 1500 bytes. 
Figure 5.3 demonstrates the collision probability for various MAC protocols 72 
Table 5.2: Rate adaptation table from Table I in [49] 
Post-MD SNR (dB)  Data Rate  Post-MD SNR (dB)  Data Rate 
> 24.56  54 Mbps  > 10.79  18 Mbps 
> 24.05  48 Mbps  > 9.03  12 Mbps 
> 18.80  36 Mbps  > 7.78  9 Mbps 
> 17.04  24 Mbps  other  6 Mbps 
of WLAN uplink.  Due to the MPR capability by allowing multiple stations to 
transmit simultaneously, the multi-user MAC protocols can reduce the collision 
probability compared to 802.11 DCF. It is worth pointing out that our proposed 
multi-user  MAC  protocol  can  signiﬁcantly  reduce  the  collision  probability  in 
comparison  to  Zhou’s  scheme  and  Jung’s  method.  Therefore,  our  proposed 
protocol could achieve a higher throughput, which will be illustrated in the next 
ﬁgure. 
Fig.  5.4 depicts the comparison of throughput performance with respect to 
the number of stations. The MPR capability is ﬁxed to 5 and we vary the number 
of stations from 5 to 50. The throughput of the proposed protocol are almost at 
least 2.5 times of that of the IEEE 802.11 DCF RTS/CTS access mode. The pro­
posed protocol also outperforms the other two schemes, by approximately 25% 
of Jung’s scheme and 55% of Zhou’s scheme when number of stations equals 
25.  Our  proposed  protocol  is  superior  to  Zhou’s  scheme  due  to  the  reduced 
overhead  from  RTS/CTS  exchanges  and  backoﬀ  process.  The  drawback  and 
limitation of Jung’s scheme that other stations whose packet transmission du­
ration is larger than the winning stations cannot transmit is also eliminated in 
the proposed protocol.  Meanwhile, compared with Jung’s scheme, the protocol 
trades the second round control frame exchange for higher throughput, which 5 10 15 20 25 30 35 40 45 50
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Figure 5.3:  Comparison of collision probability with respect to number of sta­
tions. 
guarantees that there is no collision during the data transmission period and 
oﬀers more choices to allow the AP to select winning stations from both rounds 
of contention. 
Fig.  5.5  compares  the  network  throughput  performance  with  respect  to 
packet reception capability. The number of stations is ﬁxed to 30 and the MPR 
capability varies from 2 to 10.  From this ﬁgure, the throughput performance 
of  the  IEEE  802.11  DCF  RTS/CTS  access  mode  does  not  improve  as  MPR 
capability  increases.  The  throughput  performance  of  the  three  MU  schemes 
improves as MPR increases in general.  However, our proposed scheme always 
outperforms the other two and its throughput increases much faster as the MPR 5 10 15 20 25 30 35 40 45 50
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Figure 5.4:  Comparison of throughput performance with respect to number of 
stations. 
capability increases. 
The relationship between the network throughput and SNR is provided in 
Fig.  5.6.  We vary SNR from 5 dB to 40 dB and simulate how the throughout 
changes  as  a  function  of  SNR.  We  use  a  simple  rate  adaptation  table  from 
[49] and list it in Table 5.2.  The stations adjust their own transmission rates 
according  to  the  post-Multi-user  Detection  (MD)  SNR.  From  Fig.  5.6,  it  is 
observed that the throughput increases for all schemes as SNR increases, since 
higher data rates are used with larger SNR. In addition, our proposed protocol 
performs better than the other three protocols over the whole SNR range.  We 
also see that in the high-SNR region, the throughput gap between the schemes 2 3 4 5 6 7 8 9 10
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Figure 5.5:  Comparison of throughput performance with respect to Packet Re­
ception Capability. 
are larger compared with the gap in the low-SNR region. 
5.7  Conclusion 
In this chapter, we proposed an eﬃcient MU-MIMO scheduling MAC pro­
tocol for uplink 802.11 WLANs.  This protocol has very low overhead and al­
lows the optimum number of stations to opportunistically transmit data packets 
with two-round control packet exchanges for transmission coordination if the 
AP can concurrently receive multiple packets due to the multi-packet reception 
capability.  Besides,  this protocol maintains the collision avoidance and time­5 10 15 20 25 30 35 40
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Figure 5.6: Comparison of throughput performance with respect to SNR. 
out mechanism with only slight modiﬁcations to the traditional IEEE 802.11 
WLAN DCF. Simulation results reveal that this proposed protocol outperforms 
the 802.11 DCF and two other multi-user MAC protocols in terms of network 
throughput. 77 
Chapter 6 – Performance Comparison between SU-MIMO 
and MU-MIMO in Uplink 802.11 WLANs 
6.1  Introduction 
Single-user MIMO (SU-MIMO) with spatial multiplexing is potentially the 
most powerful MIMO strategy for increasing the peak throughput of a system. 
The basic idea is to simultaneously transmit independent data streams from the 
diﬀerent antennas and use multiple receive antennas to separate the interfering 
streams. In theory, this increases the capacity by a factor of min(M, N), where 
M and N are the numbers of transmit and receive antennas, respectively [53]. 
Multi-user MIMO (MU-MIMO) is considered a key technology for system 
capacity improvement in modern wireless networks.  In contrast to SU-MIMO, 
where the spatial multiplexing gain is conﬁned to a single user, MU-MIMO allows 
multiple  users  to  be  jointly  scheduled  to  use  the  same  space-time-frequency 
resources. This is particularly beneﬁcial as high-rank SU-MIMO transmission is 
often limited by the number of antennas and antenna design constraints at the 
user end, whereas high-rank transmission using MU-MIMO is more feasible due 
to the scattered user distribution [9]. 
Deployment of either SU-MIMO or MU-MIMO should be jointly considered 
with the system loading and traﬃc types.  It is well known that the asymp­
totic capacity of MU-MIMO broadcast channel scales as O(log log(K)), where 78 
K  is  the  number  of  users.  A  highly  loaded  system  with  a  large  number  of 
users experiencing steady downlink (DL) traﬃc (e.g., video streaming) provides 
more MU-MIMO grouping possibilities and is considered more appropriate for 
MU-MIMO transmission [9].  On the contrary, a system with only a few users 
requiring large packets and real-time traﬃc while most of the other users having 
only bursty short packet transmissions can employ SU-MIMO to accommodate 
the large data traﬃc needs.  Since some stations may be best served with SU­
MIMO, while others beneﬁt from MU-MIMO operation, as channel and traﬃc 
conditions may vary from subframe to subframe, dynamic switching is important 
to optimize system performance. 
As for the MIMO-based WLAN uplink,  there is a tradeoﬀ among perfor­
mance, implementation complexity and the scheduling overhead for SU-MIMO 
and MU-MIMO schemes.  For SU-MIMO, in the PHY layer, the spatial multi­
plexing gain could increase the throughput, whereas in the MAC layer, since it 
obeys the 802.11 DCF, the potential collision may counteract the performance 
improvement.  For  MU-MIMO,  the  PHY  layer  implementation  complexity  is 
generally higher than SU-MIMO, but the multi-packet reception gain brought 
by concurrent transmissions from co-scheduled stations improves the through­
put performance.  Furthermore, if the AP knows all the co-scheduled stations’ 
modulation and coding scheme (MCS) and packet duration, the AP can exploit 
the information associated with these stations for possibly more sophisticated 
interference suppression and hence provide better PHY layer performance.  In 
addition, the multi-user MAC protocols usually induce higher scheduling over­
head than IEEE 802.11 basic access DCF, which counterworks the aggregate 
network throughput improvement. 79 
As previously stated, the advantages brought by MIMO technology has been 
widely acknowledged and thus MIMO has become one of the major technologies 
of current broadband communications. The current IEEE 802.11n standard has 
already adopted SU-MIMO technique which enables each station to transmit 
multiple streams through its multiple antennas [11].  Moreover,  the downlink 
MU-MIMO scheme has been adopted by the IEEE 802.11ac draft standard [12]. 
With the downlink MU-MIMO scheme in IEEE 802.11ac, much higher imple­
mentation complexity will be added at the AP if the uplink MU-MIMO scheme 
is  further  employed.  The  SU-MIMO  scheme  enables  high  data  rate  for  each 
station at PHY layer whereas it does not support concurrent transmissions from 
multiple stations. The MU-MIMO scheme mitigates the collision in MAC layer 
and provide high network throughput as well.  Thus, although the uplink MU­
MIMO scheme has not been included in the 802.11 standard family yet, as a 
potential candidate scheme for the future WLAN systems, it is valuable to com­
pare the performance of the uplink WLANs with the MU-MIMO scheme to that 
with the SU-MIMO scheme. 
Due to an inherent collision mitigation property of the MU-MIMO scheme 
in WLANs, there have been several studies dealing with the MU-MIMO based 
uplink WLANs [39, 40, 42, 54].  With the basic access mechanism, Jin et al. [39] 
proposed a collision mitigation scheme in uplink WLANs using multiple anten­
nas at an AP. Utilizing MU-MIMO detection techniques at the AP, the authors 
showed that multiple frames can be successfully decoded even in the presence of 
simultaneous transmissions in uplink. For the WLAN systems, since stations are 
usually located with diﬀerent distances away from the AP, they may operate at 
diﬀerent average received signal-to-noise-ratio (SNR) regions and, consequently, 80 
each station may select a diﬀerent data rate.  Therefore, there are some cases 
where SU-MIMO outperforms an MU-MIMO in terms of throughput, which mo­
tivates the need for a mechanism that could switch between SU-MIMO and MU­
MIMO operation as the dynamics of the system changes.  Jin et al.  compared 
the  performance  of  uplink  WLANs  with  SU-MIMO  and  MU-MIMO  schemes 
with  the assumption  of a single-rate  WLAN environment  in [42].  Extending 
this work, the authors analyzed and compared the throughput performance of 
the SU-MIMO and the MU-MIMO schemes in the uplink WLANs with random 
station  distribution  scenarios.  The  performance  of  both  the  SU-MIMO  and 
the MU-MIMO schemes in uplink WLANs in terms of average throughput and 
maximum throughput is evaluated and a trade-oﬀ between these two schemes 
is also investigated  [54].  One major drawback in this work is that the basic 
access mechanism is assumed in the MAC layer analysis.  This is not practi­
cal because a simple collision-based random access nature of the basic access 
802.11  DCF  can  not  eﬀectively  schedule  multiple  simultaneous  transmissions 
from  diﬀerent  stations.  Therefore,  this  simple  assumption  severely  underuti­
lizes the MPR capability of MU-MIMO system, which leads to underestimated 
throughput performance. 
Zhao et al. [56] presented an MIMO MAC design that can adaptively switch 
between a single link scheme and a concurrent link scheme to improve the link 
throughput  by  guaranteeing  each  link’s  throughput  to  be  no  less  than  that 
achievable via a single link MAC protocol for MIMO-enabled networks.  This 
works is mainly for ad hoc type network and limits to only two concurrent links, 
so it is not easily extended to multi-user uplink WLAN where multiple stations 
concurrently transmit their packets to the AP. 81 
Based on the previous work, we aim to compare the average throughput of the 
SU-MIMO and our proposed MU-MIMO MAC system from the precious chapter 
with diﬀerent number of antennas, number of users, average payload sizes and 
SNRs. The provided extensive simulation results indicate that eﬃcient dynamic 
switch between SU-MIMO and MU-MIMO scheme is essential for future uplink 
WLAN. 
6.2  System Model 
6.2.1  SU-MIMO 
Fig. 6.1 shows two MIMO system models, where one is based on SU-MIMO 
scheme and the other one is based on the MU-MIMO scheme.  We assume the 
number of antennas at each station and the AP is set to N  in the SU-MIMO 
scheme.  We consider a scenario when all stations work on the spatial multi­
plexing mode, where N independent spatial streams are transmitted through N 
antennas, i.e., the number of transmit antennas is equal to the number of inde­
pendent spatial streams.  The post-detection can be done by MIMO decoding 
techniques, such as linear decoding like zero-forcing (ZF), minimum mean square 
error (MMSE), nonlinear decoding like successive interference cancellation (SIC) 
and maximum likelihood (ML). As the transmission power, P , is limited at each 
station, the transmit power at each antenna of a station is then only P/N. The 
system model for SU-MIMO is similar to the system used in Chapter 2, so it 
is not elaborated in this chapter.  Collisions may occur in the MAC layer when 
there are multiple transmissions from multiple stations simultaneously. STA AP
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Figure 6.1: SU-MIMO and MU-MIMO system models. 
6.2.2  MU-MIMO 
For multi-user MIMO system, we also assume the AP and each station have 
N  antennas.  When M  (M � N) stations transmit diﬀerent spatial streams to 
the AP, the system model can be represented by the following equation: 
√  √ √ 
Y  =  ρH1s1 + ··· +  ρHisi + ... +  ρHM sM + Z 
s1 
√
  .
  =
  ρ[H1, ··· ,HM ]  + Z,  (6.1)
 .
  . 
sM 





 





 83 
where Y  is the N × 1 received signal at the AP, si  is the Nss × 1 transmitted 
streams from the ith station, Nss  is the number of space-time streams for each 
station (here we assume Nss  = N), Hi  is the N × N  channel matrix between 
the AP and the ith station, Z is N × 1 additive white Gaussian noise at the AP, 
and ρ is the received power.  Although the average energy is diﬀerent for each 
station, we assume the received power of signals from each station at the AP 
is the same, since each station typically uses power control to compensate the 
diﬀerences caused by path loss. 
The AP can decode the simultaneous spatial streams from up to N stations 
with the assumption that each station uses Alamouti STBC [2] or QOSTBC [57]. 
The AP can perform ML or array processing for multi-user detection. Although 
MU-MIMO allows multiple stations to transmit packets simultaneously to the 
AP,  the  PHY  layer  implementation  complexity  is  much  higher  than  the  SU­
MIMO scheme. 
6.3  Throughput Analysis 
Since SU-MIMO scheme follows 802.11 DCF RTS/CTS access mode,  the 
throughput should follow the analysis results from Bianchi’s work [51]: 
PsPtrE[P ] 
=  ,  (6.2) SSU  (1 − Ptr)σ + PtrPsTs + Ptr(1 − Ps)Tc 
where E[P ] is the average packet payload size, Ts is the average time the channel 
is sensed busy because of a successful transmission, and Tc  is average time the 
channel is sensed busy by each station during a collision.  Note that since SU­84 
MIMO spatial multiplexing mode is utilized, E[P ] is multiple times of the average 
packet  payload  size  of  the  traditional  single  antenna  case,  depending  on  the 
number of antennas used.  Here, σ is the duration of an empty slot time.  Ptr  is 
the probability that there is at least one transmission in the considered slot time. 
Since stations contend on the channel, and each transmits with probability τ, 
Ptr = 1 − (1 − τ)n .  (6.3) 
The probability Ps  that a transmission occurring on the channel is successful 
is given by the probability that exactly one station transmits on the channel, 
conditioned on the fact that at least one station transmits, i.e., 
nτ (1 − τ )n−1 
Ps =  .  (6.4)
Ptr 
Ts and Tc are deﬁned as 
 
     
    
 
Ts = RT S + SIF S + CTS + SIFS + Hheader 
+ E[P ] + SIF S + ACK + DIF S,  (6.5) 
Tc = RT S + DIF S, 
where the propagation delay is ignored. 
Since we utilize our proposed multi-user MAC protocol in Chapter 5 as the 
MAC layer protocol of MU-MIMO scheme, the aggregate network throughput 
can be obtained from Eq. (5.9) as 
∑
 
PSE[  Li] 
=  ,  (6.6) SMU  PS TS + PI TI + PC TC 85 
where all related parameters are deﬁned in Sec. 5.4. 
6.4  Simulation Results 
Extensive simulation results are presented in this section to compare the per­
formance of SU-MIMO scheme and MU-MIMO scheme for 802.11 WLAN uplink. 
We model the SU-MIMO and MU-MIMO based WLAN in MATLAB, in which 
both PHY layer and MAC layer are considered. The simulation parameters are 
the same as those in Table 5.1. 
We employ our proposed multi-user uplink MAC layer protocol proposed in 
Chapter 5, which leads to accurate multi-user scheduling overhead and reason­
able contention behaviour. This is the major improvement from Jin’s work [54], 
in which basic access MAC protocol is assumed in the multi-user scheduling and 
therefore results in severely underestimated simulation results. 
The collision probability for SU-MIMO and MU-MIMO is compared in Fig. 
6.2.  Since in SU-MIMO scheme, the stations contend for access to the channel 
regardless how many antennas each of them has, the collision probability does 
not  vary  with  number  of  antennas  for  SU-MIMO.  On  the  contrary,  since  in 
our  case,  the  number  of  antennas  corresponds  to  the  multi-packet  reception 
capability, as the number of antennas increases, the number of stations which 
AP can schedule at one time increases accordingly and more potential collisions 
are  mitigated.  Therefore,  as  in  Fig.  6.2,  the  collision  probability  decreases 
signiﬁcantly as the number of antenna increases for MU-MIMO scheme. 
Fig.  6.3 shows the network throughput with respect to number of contend­
ing stations for diﬀerent antenna conﬁgurations.  We ﬁx the data date to 54 5 10 15 20 25 30 35 40 45 50
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Figure 6.2:  Comparison of collision probability with respect to number of sta­
tions for SU-MIMO and MU-MIMO schemes. 
Mbps  and  average  payload  size  to  3000  bytes.  The  throughput  performance 
for MU-MIMO scheme is generally slightly better than the SU-MIMO scheme. 
The reason lies on that although MU-MIMO can schedule multiple stations to 
transmit simultaneously, it has a much higher scheduling overhead compared to 
802.11 basic access,  which counteracts the multi-packet reception gain.  Note 
that when the number of antennas equals 6 and there are only 5 contending 
stations, the throughput performance of MU-MIMO scheme is much worse than 
that of SU-MIMO scheme. This is because the MU-MIMO MAC protocol always 
tries to schedule stations as close to N  as possible and in this case, when there 
is fewer stations than the AP antennas, the multi-packet reception capability 5 10 15 20 25 30 35 40 45 50
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can not be fully utilized. On the other hand, the SU-MIMO scheme can always 
make full use of the spatial multiplexing again whatever number of contending 
stations is.  Consequently, when the number of stations in the network is less 
than the multi-packet reception capability, employing SU-MIMO scheme results 
in a higher throughput. 
Figure 6.3:  Comparison of throughput with respect to number of stations for 
SU-MIMO and MU-MIMO schemes. 
The network throughout with respect to diﬀerent average payload sizes is 
evaluated in Fig. 6.4. We ﬁx the number of stations to 30 and vary the payload 
size from 100 bytes to 10000 bytes.  From this ﬁgure, MU-MIMO scheme out­
performs SU-MIMO scheme in general; however, it shows diﬀerent behaviors for 
diﬀerent antenna conﬁgurations.  For N = 2, MU-MIMO performs only slightly 88 
better than SU-MIMO, while for N  = 4, the throughput performance gap be­
tween MU-MIMO and SU-MIMO becomes a lot larger. But, for N = 6, there is 
a tradeoﬀ between MU-MIMO and SU-MIMO that when the payload size be­
comes larger, the SU-MIMO has higher throughput compared with MU-MIMO. 
The  reason  is  that  when  the  payload  size  is  small,  MU-MIMO  can  schedule 
multiple  small  packets  and  improve  the  aggregate  throughput,  but  when  the 
payload size is large enough, the multiplexing gain from SU-MIMO signiﬁcantly 
improves the throughput and eventually outperforms MU-MIMO. It is worth 
pointing out that since the maximum MAC service data unit (MSDU) and A­
MSDU (Aggregate-MSDU) size are 2304 bytes and 7935 bytes [52], respectively, 
dynamic switching between SU-MIMO and MU-MIMO based on average pay­
load size and antenna conﬁguration results in higher throughput performance. 
Fig.  6.5 depicts the throughput performance of the SU-MIMO scheme and 
the MU-MIMO scheme under a multi-rate scenario.  The stations choose data 
rates  from  6,  18,  36  and  54  Mbps  based  on  their  instantaneous  SNRs.  For 
MU-MIMO, the throughput increases slowly as the number of station increases, 
while  for  SU-MIMO,  the  throughput  decreases  as  the  number  of  stations  in­
creases as more collisions happen.  Meanwhile, the throughput performance of 
SU-MIMO is generally better than MU-MIMO for a medium size of stations 
in  the  network.  Speciﬁcally,  for  the  case  of  N  =  2  and  4,  MU-MIMO  per­
forms worse than SU-MIMO in terms of network throughput.  However, when 
N = 6, there is a tradeoﬀ between SU-MIMO and MU-MIMO that MU-MIMO 
outperforms SU-MIMO when the contending stations are more than 30.  This 
phenomenon reveals again that in a multi-rate network uplink, there is also a 
tradeoﬀ between the multi-packet reception gain achieved by MU-MIMO and 10
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Figure 6.4: Comparison of throughput with respect to multiple payload sizes. 
the spatial multiplexing gain brought by SU-MIMO. If the channel conditions 
or SNRs of the stations vary rapidly, for example, when the stations are moving 
or the environment changes fast, which results in multi-rate transmission for the 
contending stations, it is better to select SU-MIMO scheme in order to obtain 
higher network throughput.  If the number of stations is large and the AP has 
large number of antennas, employing MU-MIMO with collision mitigation may 
render better throughput performance. 5 10 15 20 25 30 35 40 45 50
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Figure 6.5: Comparison of throughput with respect to number of stations under 
multi-rate scenario. 
6.5  Conclusion 
We compared the performance of SU-MIMO and MU-MIMO schemes for 
802.11 WLAN uplink in this chapter.  The MU-MIMO scheme is based on our 
proposed MAC protocol from Chapter 5.  The multiplexing gain in PHY layer 
from SU-MIMO and the multi-packet reception gain in MAC layer from MU­
MIMO are evaluated. The simulation results demonstrate that there is a trade-
oﬀ  between  the  throughput  performance  of  SU-MIMO  and  MU-MIMO  with 
diﬀerent antenna numbers, number of users, average payload sizes and signal-
to-noise-ratios.  Dynamic switching between SU-MIMO and MU-MIMO based 
on these parameters could help achieve better performance. 91 
Chapter 7 – Conclusion and Future Work 
7.1  Conclusion 
This dissertation focuses on eﬃcient detection in the PHY layer and scheduling 
in the MAC layer for MIMO-OFDM systems. 
In  Chapter  2,  a  complexity-reduced  channel  matrix  inversion  scheme  was 
proposed for MIMO systems under time-varying  channels.  This algorithm is 
based  on  second-order  extrapolation.  It  signiﬁcantly  reduces  the  complexity 
for  inverting  channel  matrices  while  maintaining  the  same  BER  performance 
as the traditional method of brute-force inversion.  Simulation shows that for 
MIMO MMSE detection and MMSE-OSIC detection, the proposed algorithm 
reduces the the complexity of brute-force inversion by approximately 80% and 
67%, respectively.  The general idea developed in this chapter is also applicable 
for  other  MIMO  detection  schemes,  such  as  QR  decomposition  and  singular 
value decomposition.  Therefore, this algorithm can be easily extended to more 
sophisticated MIMO detection schemes. 
Chapter 3 introduced a computationally eﬃcient LRAD algorithm for MIMO­
OFDM detection in frequency-selective channels. The notable feature of P ma­
trices that can remain the same among multiple subcarriers is fully exploited. 
Computational redundancy is signiﬁcantly eliminated by activating block mode 
LR that turns the complete LR iterations into just a single matrix multiplication 
per channel matrix.  Simulation reveals that the proposed idea eﬀectively out­92 
performs conventional LR schemes in terms of computational eﬃciency without 
performance degradation. 
Chapter 4 analyzed the relationship between channel coherence bandwidth 
and two complexity-reduced LRAD algorithms, i.e., adaptive LR and ﬁxed inter­
val LR, for MIMO-OFDM systems in correlated fading channels. Computational 
redundancy is signiﬁcantly eliminated by activating the halve mode in the adap­
tive LR algorithm that accommodates the ﬂuctuation of frequency correlation. 
Building  upon  our  previous  work  [29],  we  analyzed  the  impact  of  the  space-
frequency correlation on these two LR algorithms.  Simulation results showed 
that the adaptive LR algorithm is more immune to the spatial correlation than 
the ﬁxed interval LR algorithm.  In addition, simulation demonstrated that the 
adaptive LR algorithm with optimum initial interval settings eﬀectively outper­
forms the conventional LR schemes in terms of computational eﬃciency without 
any performance degradation.  Furthermore,  the adaptive LR algorithm with 
a  suboptimum  initial  interval  setting  achieves  acceptable  complexities  and  is 
suﬃciently feasible in real wireless communication systems. 
In Chapter 5, we proposed an eﬃcient MU-MIMO MAC protocol for uplink 
802.11 WLANs.  This protocol has very low overhead and allows the optimum 
number of stations to opportunistically transmit data packets with two-round 
control packet exchanges for transmission coordination if the AP can concur­
rently receive more packets due to the multi-packet reception capability. Besides, 
this protocol maintains the collision avoidance and timeout mechanism of the 
traditional IEEE 802.11 WLAN DCF with only slight modiﬁcations. Simulation 
results reveal that this proposed protocol outperforms the IEEE 802.11 DCF and 
two other multi-user MAC protocols in terms of average network throughput. 93 
Chapter 6 focused on performance comparison between SU-MIMO and MU­
MIMO  schemes  in  uplink  802.11  WLANs,  where  the  latter  is  based  on  our 
proposed MAC protocol in Chapter 5. The multiplexing gain in the PHY layer 
from  SU-MIMO  and  the  multi-packet  reception  gain  in  the  MAC  layer  from 
MU-MIMO are evaluated.  The simulation results demonstrate that there is a 
tradeoﬀ between the throughput performance of SU-MIMO and MU-MIMO with 
diﬀerent antenna numbers, number of users, average payload sizes and signal-
to-noise-ratios.  Dynamic switching between SU-MIMO and MU-MIMO based 
on these parameters are essential to achieve better performance. 
7.2  Future Work 
The MAC protocol proposed in Chapter 5 is open to various selection criteria 
for the second round contention in a multi-rate scenario. Diﬀerent payload sizes 
and transmission rates usually result in diﬀerent packet lengths, which may make 
the proposed protocol ineﬃcient. Therefore, better selection criteria needs to be 
derived for higher eﬃciency. 
In addition, our currently proposed MU-MIMO MAC protocol encourages 
up to the MPR capability of stations to send their RTS packets in the second 
round, which may not guarantee all of them to be selected by the AP to trans­
mit during the data transmission period.  This could waste the energy of those 
stations that are not selected, especially for those energy-concerned users like 
handsets. Therefore, we could adjust the second round transmission probability 
to encourage the second round contention stations to be as close to the remain­
ing MPR capability after the ﬁrst round as possible, which may help prolong 94 
the stations’ battery life but still fully utilize the AP’s multi-packet reception 
capability. 
Recently, an asynchronous MAC protocol [58] has been proposed for 802.11 
WLAN uplink, which enables senders to independently start their transmissions 
if the AP can receive more simultaneous packets up to its multi-packet reception 
capability without waiting for an idle channel.  This overcomes the limitations 
of  current  synchronous  WLAN  MAC  protocol  and  may  further  improve  the 
multi-user  uplink  WLAN.  However,  the  throughput  analysis  of  asynchronous 
MAC protocol needs to be carefully considered and the backward compatibility 
remains a big issue for such asynchronous protocols. 
As we presented in Chapter 6, there is a performance tradeoﬀ between SU­
MIMO and MU-MIMO schemes for WLAN uplink.  It is of value to ﬁnd and 
design eﬃcient criteria on the dynamic switching between SU-MIMO and MU­
MIMO scheme under various application scenarios and system conditions. 95 
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