We introduce a novel co-learning paradigm for manifolds naturally equipped with a group action, motivated by recent developments on learning a manifold from attached fibre bundle structures. We utilize a representation theoretic mechanism that canonically associates multiple independent vector bundles over a common base manifold, which provides multiple views for the geometry of the underlying manifold. The consistency across these fibre bundles provide a common base for performing unsupervised manifold co-learning through the redundancy created artificially across irreducible representations of the transformation group. We demonstrate the efficacy of the proposed algorithmic paradigm through drastically improved robust nearest neighbor search and community detection on rotation-invariant cryo-electron microscopy image analysis.
Introduction
Fighting with the curse of dimensionality by leveraging low-dimensional intrinsic structures has become an important guiding principle in modern data science. Apart from classical structural assumptions commonly employed in sparsity or low-rank models in high dimensional statistics [TWH15, CR09, CSPW09, RWY12, BBEKY13, Ver18, Wai19], recently it has become of interest to leverage more intricate properties of the underlying geometric model, motivated by algebraic or differential geometry techniques, for efficient learning and inference from massive complex datasets [CLL + 05a, CLL + 05b, NLKC06, OWNB17, BKSW18]. The assumption that high dimensional datasets lie approximately on a low-dimensional manifold, known as the manifold hypothesis, has been the cornerstone for the development of manifold learning [TSL00, RS00, DG03, BN02, BN03, BNS06, CL06, SW12, VG18] in the past few decades.
In many real applications, the low-dimensional manifold underlying the dataset of high ambient dimensionality enjoys additional structures that can be fully leveraged to gain deeper insights into the geometry of the data. One class of such examples arises in scientific fields such as cryo-electron microscopy (cryo-EM), where large numbers of random projections for a three-dimensional molecule generate massive collections of images that can be determined only up to in-plane rotations [SZSH11, ZS14] . Another source of examples is the application in computer vision and robotics, where a major challenge is to recognize and compare three-dimensional spatial configurations up to the action of Euclidean or conformal groups [Ken89, BBK08] . In these examples, the dataset of interest consists of images or shapes of potentially high spatial resolution, and admits a natural group action that plays the role of a nuisance or latent variable that needs to be "quotient out" before useful information can be distilled. In geometric terms, on top of a differentiable manifold M underlying the dataset of interest, as assumed in the manifold hypothesis, we also assume the manifold admits a smooth right action of a Lie group G, in the sense that there is a smooth map φ : G × M → M satisfying φ (e, m) = m and φ (g 2 , φ (g 1 , m)) = φ (g 1 g 2 , m) for all m ∈ M and g 1 , g 2 ∈ G, where e is the identity element of G. A left action can be defined similarly. Such a group action reflects abundant information about the symmetry of the underlying manifold, with which one can study geometric and topological properties of the underlying manifold through the lens of the orbit, stablizer, or induced finite-or infinite-dimensional representations of G. In modern differential and symplectic geometry literature, a smooth manifold M admitting the action of a Lie group G is often referred to as a G-manifold (see e.g. [Mic08, §6] , [Ric01, AA93] and references therein), and thus transformation-centered methodology has been proven fruitful [MFK94, Sch08, Mic08, Kob12] by several generations of geometers and topologists.
Recent development of manifold learning has started to digest and incorporate the additional information encoded in the G-actions on the low-dimensional manifold underlying the high-dimensional data. In [LS18] , the authors constructed a steerable graph Laplacian on the manifold of images -modeled as a rotationally invariant manifold (or U (1)-manifold in geometric terms) -that serves the role of graph Laplacian in manifold learning but naturally encodes the rotational invariance by construction. In [LMQW18] , the authors proposed a principal bundle model for image denoising, which achieved state-of-the-art performance by combining patch-based image analysis with rotationally invariant distances in microscopy [PZF96] . A major contribution of this paper is to provide deeper insights into the success of these group-transformation-based manifold learning techniques from the perspective of multi-view learning [SR08, Sun13, LYZ18] or co-training [BM98] , and propose a family of new methods that fully utilize these additional information in a systematic way, by exploiting the inherent consistency across representation theoretic patterns. Motivated by the recent line of research bridging manifold learning with principal and associated fibre bundles [SW12, SW16, Gao16, FZ19b, FZ19a], we point out that to a G-manifold admitting a principal bundle structure is naturally associated as many vector bundles as the number of distinct irreducible representations of the transformation group G, and each of these vector bundles provide a separate "view" towards unveiling the geometry of the common base manifold on which all the fibre bundles reside.
More specifically, the main contributions of this paper are summarized as follows: (1) establish a new unsupervised co-learning paradigm on G-manifold and propose an optimal alignment affinity measure for high-dimensional data points that lie on or close to a lower dimensional G-manifold, using both the local cycle consistency of group transformations on the manifold (graph) and the algebraic consistency of the unitary irreducible representations of the transformations; (2) introduce the invariant moments affinity in order to bypass the computationally intensive pairwise optimal alignment search and efficiently learn the underlying local neighborhood structure; and (3) empirically demonstrate that our new framework is robust to noise and apply it to improve cryo-EM image classification.
Related Work
Manifold Learning: Initiated from early explorations [TSL00, RS00], more recently [BNS06, SR08, MBM16] provided reproducing kernel Hilbert space frameworks for scalar and vector valued kernel and interpreted the manifold assumption as a specific type of regularization; [BN02, BN03, CL06] used the estimated eigenfunctions of the Laplace-Beltrami operator to parametrize the underlying manifold; [HS11b, HS11a, SZSH11] investigated into the representation theoretic pattern of an integral operator acting on certain complex line bundles over the unit two-sphere naturally arising from cryo-EM image analysis; [SW12, SW16, Gao16] demonstrated the benefit of using differential operators defined on fibre bundles over the manifold, instead of the Laplace-Beltrami operator on the manifold itself, in manifold learning tasks. Recently, [FZ19b, FZ19a, GZ19, GFZ19] proposed to utilize the consistency across multiple irreducible representations of a compact Lie group to improve spectral decomposition based algorithms. Co-training and Multi-view Learning: In their seminal work [BM98] , Blum and Mitchell demonstrated both in theory and empirically that distinct "views" of a dataset can be combined in to improve the performance of learning tasks, through their complementary yet consistent prediction for unlabelled data. Similar ideas exploiting the consistency of the information contained in different sets of features has long existed in statistical literature such as canonical correlation analysis [Ket71] . Since then, multi-view learning has remained a powerful idea percolating through aspects of machine learning ranging from supervised and semi-supervised learning to active learning and transfer learning [FHM + 06, MMK06, SH10, CWB11, SN05, SR08, KI11, KRD11]. See surveys [Sun13, XTX13, ZXXS17, LYZ18] for more detailed accounts.
Geometric Motivation
Motivated by [LMQW18, LS18] , we consider a G-manifold M admitting a principal bundle structure. We collect the definition of fibre bundle and principal bundle here for convenience; see [BGV03] for more details. Briefly speaking, a fibre bundle is a manifold which is locally diffeomorphic to a product space, and a principal fibre bundle is a fibre bundle with a natural group action on its "fibres." For any x ∈ B, we denote F x := π −1 (x) and call it the fibre over x.
Definition 3.2 (Principal Bundle). Let M be a fibre bundle, and G a Lie group. We call M a principal G-bundle if (1) M is a fibre bundle, (2) M admits a right action of G that preserves the fibres of M, in the sense that for any m ∈ M we have π (m) = π (g · m), and (3) For any two points p, q ∈ M on the same fibre of M, there exists a group element g ∈ G satisfying p · g = q.
If M is a principal G-bundle over B, any representation ρ of G on a vector space V induces an associated vector bundle over B with typical fibre V , denoted as M × ρ V , defined as a quotient space
and v ∈ V . This construction gives rise to as many different associated vector bundles as the number of distinct representations of the Lie group G. This allows us to study the G-manifold M, as a principal G-bundle, through tools developed for learning an unknown manifold from attached vector bundle structures, such as vector diffusion maps (VDM) [SW12, SW16] . We consider each of these associated vector bundles as a distinct "view" towards the unknown data manifold M, as the representations inducing these vector bundles are different. In the rest of this paper, we will illustrate with several examples how to design learning and inference algorithms that exploit the inherent consistency in these associated vector bundles by representation theoretic machinery. Unlike the co-training setting where the consistency is induced from the labelled samples onto the unlabelled samples, in our unsupervised setting no labelled training data is provided and the consistency lies purely in the geometry of the manifold.
Methods
In many applications of interest, the Lie group is compact and thus always admits unitary irreducible representations. By the renowned Peter-Weyl theorem, any square integrable function f ∈ L 2 (G) can be decomposed as
This is the compact Lie group analogy of the standard Fourier series over the unit circle. The "generalized Fourier coefficient" F k in (4.1) is defined by the integral taken with respect to the Haar measure on G.
Problem Setup
Given a dataset {x 1 , . . . , x n } ⊂ R l , we assume that the data lie on or close to a low dimensional smooth manifold M of intrinsic dimension d l, and that M is a G-manifold admitting the structure of a principal G-bundle with a compact Lie group G. The data space M is closed under G if g · x ∈ M for all g ∈ G and x ∈ M, where '·' denotes the group action. The G-invariant distance between two data points is defined as
(4.2) Algorithm 1: Weight Matrix Filtering Input: Initial graph G = (V, E) with n nodes and the corresponding edge weights w ij and transformation group g ij , cutoff parameter m k for k = 1, . . . , k max , and diffusion time t Output: The filtered weight matrix W k,t 1 for k = 1, . . . , k max do 2 Construct the block weight matrix W k of size nd k × nd k and the normalized symmetric matrix A k according to (4.3) and (4.5)
Compute the singular value decomposition of ψ (k)
Vertically concatenate ψ (k)
Construct the filtered and normalized weight matrix
where · is the Euclidean distance on the ambient space R l and g ij is the associated optimal alignment. We assume that the optimal alignment is unique and construct an undirected graph G = (V, E) based on distance (4.2) using the -neighborhood criterion, i.e. (i, j) ∈ E iff d ij < , or κ-nearest neighbor criterion, i.e. (i, j) ∈ E iff j is one of the κ nearest neighbors of i. The edge weights w ij are defined using a kernel function on the G-invariant distance w ij = K σ (d ij ). In many applications, noise in the observational data affects the estimations of G-invariant distances d ij and optimal alignments g ij . This results in errors in the edge connections in the -neighborhood graph or κ-nearest neighbor graph, and connects points on B where the underlying geodesic distances are large. To recover the underlying clean geometric graph structure on B, we propose an unsupervised co-learning framework using the irreps of G. The main intuition is to systematically explore the cycle consistency of the transformations of the principal bundles across all irreps (see Fig. 1 ).
Weight Matrices Using Irreps
We extend VDM using multiple irreps of the compact Lie group G. Given the graph structure G = (V, E) with n nodes and the group transformations g ij , we define a set of weight matrices that takes into account both the scalar edge connection weight and the corresponding alignment group using unitary irreps,
where w ij = w ji and ρ k (g ji ) = ρ * k (g ij ) for all (i, j) ∈ E. Therefore the matrix W k is a block matrix with n × n blocks of size d k × d k . The degree of node i is: deg(i) := j:(i,j)∈E w ij and the degree matrix D is a block diagonal matrix and the (i, i)-block of the matrix D(i, i) = deg(i)I d k ×d k . We construct the normalized matrix A k = D −1 W k . The Hilbert space H, as a unitary representation of the compact Lie group G, admits an
The matrix A k is an averaging operator for vector fields in H k , i.e.,
(4.4)
Then the averaging operator A k is similar to the Hermitian matrix
which has real eigenvalues and orthonormal eigenvectors {λ
l } n l=1 and all the eigenvalues are within [−1, 1]. For simplicity, here we assume that data points are uniformly distributed on B. If the data are nonuniformly distributed, we apply the normalization proposed in [CL06] to W k . The matrices L k = I − A k are the normalized graph connection Laplacians.
VDM defines the affinity between i and j as A 2t 1 (i, j) 2 HS , the squared Hilbert-Schmidt norm of the d 1 × d 1 matrix A 2t 1 (i, j), which takes into account all paths of length 2t, where t is a positive integer. It measures both the connectivity and the amount of agreement between their transformations at k = 1. The affinity is larger when the path transformations are in agreement, and is smaller when they differ. We generalize this to compute the HS norm of the filtered and normalized weight matrix W k,t = η 2t ( A k ), where η 2t (·) denotes a spectral filter for the graph adjacency matrices, for example η 2t (λ) = λ 2t . With top eigenvalues and eigenvectors {λ
(4.6)
We also normalize ψ (k) t (i) to ensure that the diagonal blocks of W k,t are identity. The steps for filtering weight matrices are detailed in Alg. 1.
Optimal Alignment Affinity
VDM and frequency-k VDM [FZ19b] only explore the transformation consistency at a single representation, which is achieved by computing the filtered and normalized weight matrix. As shown in Fig. 1 , it is advantageous to couple the information under different irreps, similar to unsupervised multi-view learning. We apply the algebraic relation among different W k,t 's according to the generalized Fourier transform in (4.1) and define the optimal alignment affinity,
which can be evaluated using generalized FFTs [MR97] (see Alg. 2). For the nearest neighbor pairs (i, j), the alignment group can be estimated as
Tr W k,t (i, j)ρ k (g) .
(4.8)
Invariant Moments Affinity
Searching for the optimal alignment as described above is challenging and time consuming. Therefore, we use invariant features to speed up the computation of the similarity measure. The power spectrum, the Fourier transform of the auto-correlation defined as P f (k) = F k F * k , is transformation invariant since under the right Compute S power spec t (i, j) as the weighted sum of the trace of P k,t (i, j) according to (4.9) 7 end 8 end
We compute the power spectrum P k,t of the filtered weight matrices W k,t and define the corresponding affinity,
(4.9)
Previously, multi-frequency vector diffusion maps (MFVDM) proposed in [FZ19b] uses the power spectrum rotational invariant moments to combine the cycle consistencies of the in-plane rotations at different frequencies.
Here, we extend it to general compact Lie group. The affinity S power spec t combines the information at different irreps, however, it does not couple them and loses the relative phase information. Thus the affinity might be inaccurate under high level of noise.
Consider two unitary irreducible representations on vector spaces H k1 and H k2 of G. For G is compact and H k1 and H k2 finite dimensional, there is a unique decomposition of ρ k1 ρ k2 into a set of unitary irreducible representations ρ k , k ∈ N, where is the Kronecker product of matrices, and we use to denote direct sum. There exists G-equivariant maps from H k1 H k2 → H k , called generalized Clebsch-Gordan coefficients C k1,k2 for compact Lie group G , which satisfies
(4.10)
Using (4.10) and the fact that C k1,k2 and ρ k 's are unitary matrices, we have
To systematically impose the algebraic consistency without solving the optimization problem in (4.7), we propose to use bispectrum invariants to define a new affinity. The triple correlation of a function f on G can be defined as, a 3,f (g 1 , g 2 ) = G f * (g)f (gg 1 )f (gg 2 )dµ g . The bispectrum is the Fourier transform of the triple correlation a 3,f and has the form 
If the transformations are consistent across different k's, then the trace of B k1,k2,t in (4.13) should be large. The proposed new affinity measure takes into account the consistency of the transformation at each frequency and also enforces the algebraic consistency across different irreps.
Higher Order Invariant Moments
It is possible to design higher order invariant features to define pairwise affinity. For example, we can define the order-d + 1 G-invariant features as
where C k1,...,k d is the extension of the Clebsch-Gordan coefficients. However, using higher order spectra dramatically increases the computational complexity that grows exponentially with the order d. The bispectra are sufficient to enforce the consistency of the group transformations between nodes and across all irreps.
Computational Complexity
Filtering the normalized weight matrix involves computing the top m k d k eigenvectors of the sparse Hermitian matrices A k , for k = 1, . . . , k max , which can be efficiently evaluated using block Lanczos method [RST09] , and its cost is O(nm k d 2 k (m k + l k )), where l k is the average number of non-zero elements in each row of A k . We compute the spectral decomposition for different k's in parallel. Computing the power spectrum invariant affinity for all pairs takes O(n 2 kmax k=1 d 2 k ) flops. The computational complexity of evaluating the bispectrum invariant affinity is O(n 2 ( kmax k1=0 kmax k2=0 d 2 k1 d 2 k2 )). For the optimal alignment affinity, the computational complexity depends on the cost of optimal alignment search C a and the total cost is O(n 2 C a ). For certain group structures, where FFTs are developed, the optimal alignment affinity can be efficiently and accurately approximated. However C a is still larger than the computation cost of invariants.
Examples with SO(2) and SO(3)
If the transformation parameter is a 2-D in-plane rotational angle α ∈ (0, 2π], i.e. G = SO(2), the unitary irreps of the group are ρ k (α) = e ıkα , where ı = √ −1. The dimensions of the irreps are d k = 1, and k 1 k 2 = k 1 + k 2 . The generalized Clebsch-Gordan coefficients is 1 for all (k 1 , k 2 ) pairs. For the optimal alignment affinity, we can use length N zero-padded FFT to efficiently find approximate solution, therefore the computational complexity for evaluating S OA
, the unitary irreps are the Wigner D-matrices D k (ω) for ω ∈ SO(3) [Wig32] . The dimensions of D k are d k = 2k + 1, and k 1 k 2 = {|k 1 − k 2 |, . . . , k 1 + k 2 }. The Clebsch-Gordan coefficients for all (k 1 , k 2 ) pairs can be numerically precomputed [Hal15] . The optimal alignment affinity can be efficiently approximated using the FFTs on rotation group [KR08] .
Experiments
We evaluate our paradigm on several examples: (1) Nearest neighbor (In brevity: NN) search on 2-sphere S 2 and 3-sphere S 3 ; (2) Cryo-EM 2-D image classification; (3) Spectral clustering with SO(2) or SO(3) transformation. All the experiments are conducted in MATLAB on a computer with Intel i7 7th generation quad core CPU. Random Rewiring Model: One advantage of our paradigm is the robustness to noise. We demonstrate this through simulated data under the following random rewiring model. We start with the clean neighborhood graph according to the G-invariant distances, then build a noisy graph as following: with probability p, we keep the existing clean graph edge (i, j), and with probability 1 − p, we remove it and link i to a vertex, drawn uniformly at random from the remaining vertices that are not already connected to i. For rewired edges, the alignment g ij is uniformly distributed over G according to the Haar measure. Therefore, the parameter p controls the signal to noise ratio (SNR) of our graph where p = 1 indicates the clean case. Nearest Neighbor Search for M = SO(3), G = SO(2), B = S 2 : We simulate n = 10 4 points x i uniformly distributed over SO(3) according to the Haar measure. Each x i can be represented by a 3 × 3 orthogonal matrix R i = [R 1 i , R 2 i , R 3 i ] whose determinant is equal to 1. Then the vector v i = R 3 i can be identified as a point on the unit 2-sphere S 2 . The first two columns R 1 i and R 2 i spans the tangent plane of the sphere at v i . The angle α ij optimally aligns the tangent bundles [R 1 j , R 2 j ] to [R 1 i , R 2 i ]. We build the clean graph by connecting nodes with v i , v j ≥ = 0.97, and add noise following the rewiring model with different SNRs p. For each node, we find its 50 NNs based on the affinities introduced in this paper and the vector diffusion maps (VDM) [SW12] affinity. In Fig. 2 we plot the histogram of arccos v i , v j of founded neighbors. When p = 0.08 to p = 0.1 (over 90% edges are corrupted), bispectrum and optimal alignment outperform power spectrum and VDM. This indicates our proposed affinities are able to recover the underlying clean graph, at extremely high noise level. Nearest Neighbor Search for M = SO(4), G = SO(3), B = S 3 : Similarly, we simulate n = 500 points x i uniformly distributed over SO(4) according to the Haar measure. In our experiments we build the clean graph by connecting each nodes with its 20 nearest neighbors (distance of x i and x j is measured by x i , x j ), then noise is added based on the rewiring model. In Fig. 3 we show the 20 nearest neighbor search result at different noise levels. Due to the large computational complexity we do not perform the optimal alignment affinity in this example. It can be seen that both bispectrum and power spectrum could achieve similar results at different noise levels, they also outperform VDM [SW12] , which only consider the transformation consistency at single representation. Again, this result demonstrates the robustness of our propose affinities. Figure 2 : Histograms of arccos vi, vj between estimated nearest neighbors on S 2 , with different SNRs p. The clean histogram should peak at small angles. The lines of bispectrum and optimal alignment (Opt) almost overlap in all these plots. We set the maximum frequency kmax = 10, the truncation m k = 50 and the length t = 1. Cryo-EM 2-D Image Classification: An important application of the NN search above is the cryo-EM image analysis: Given a series of projection images of a macromolecule, with unknown random orientations, we aim to identify images with similar views, and perform local alignment and averaging to boost the image SNRs. Therefore, each projection can be viewed as a data point lying on the S 2 sphere, and the transformation is in-plane rotation of the image (i.e., SO(2)). In our experiments we simulate n = 10 4 projection images from a 3D electron density map of the 70S ribosome, the orientations of all projections are uniformly distributed over SO(3) and the images are contaminated by additive white Gaussian noise with different SNRs, sample images are shown in Fig. 4 . As a preprocessing step, we use fast steerable PCA (sPCA) [ZSS16] and rotationally invariant features [ZS14] to initially identify the images with similar views and the in-plane rotational angles according to [ZS14] . Then we compute our three proposed affinities and further improve the NN search result. In Fig. 4 , we display the histograms of the angles (i.e., arccos v i , v j ) between the estimated NN pairs. All our proposed methods outperform VDM [SW12] . Moreover, power spectrum and bispectrum affinity achieve similar accuracy, and outperform the optimal alignment affinity. This observation is different from the previous synthetic examples because of the different noise models in random rewiring model (independent noise on edges) and cryo-EM 2-D images (independent noise on nodes). Table 1 : Rand indices of spectral clustering results with SO(2) or SO(3) group transformation. We set the number of clusters Figure 5 : The affinity matrices for 2 clusters with SO(3) group transformation estimated by (1) the original scalar edge connections (Scalar), (2) vector diffusion maps (VDM), (3) power spectrum (Power spec.), and (4) bispectrum (Bispec.), at different SNRs. The underlying clean graph is corrupted according to the random rewiring model. The clusters are of equal size and form two diagonal blocks in the clean affinity matrix (see the scaler column at p = 1). Here we do not include the affinity of each node with itself and the diagonal entries are 0. Spectral Clustering with SO(2) or SO(3) Transformations: We apply our unsupervised co-learning framework on spectral clustering: Given totally n data points with K equal sized clusters. For point i we assign in-plane rotational angle α i ∈ [0, 2π), or 3-D rotation ω i ∈ SO(3). Then the ground truth alignment is α ij = α i − α j (SO(2)), or ω ij = ω i ω −1 j (SO(3)). We build the clean graph by fully connecting nodes within each cluster. The noisy graph is then built following the random rewiring model at a given SNR p. We perform clustering by using our proposed affinities as the input of spectral clustering, and compare with the traditional spectral clustering [NJW02, VL07] , which only takes into account the scalar edge connection, and VDM [SW12] , which defines affinity based on the transformation consistency at single representation. In Tab. 1, we use rand index [Ran71] to measure the performance (larger value is better). Our proposed three affinities achieve similar accuracy and they outperform traditional spectral clustering (scalar) and VDM. The values (mean and standard deviation) reported in Tab. 1 are evaluated over 50 trials for SO(2) and 10 trials for SO(3) respectively.
To a better visualization, in Fig. 5 we show the graph adjacency matrices using the VDM affinity, the power spectrum and bispectrum affinities, for the 2 clusters example with G = SO(3) transformation (SO(2) case is similar). At low noise levels as p > 0.2, all the three affinities could reveal the 2 clusters. While at high noise levels as p = 0.16 or 0.2, VDM is visually unable to reveal the clusters, whereas our proposed affinities still work. It visually demonstrates that our framework is more robust to noise than the state-of-the-arts.
To better understand the performance and the properties of the power spectrum and bispectrum affinity, in Fig. 6 and Fig. 7 , we present the affinities |Tr [P k,t (i, j)] | and |Tr [B k1,k2,t (i, j)] | at individual k (for power spectrum) and (k 1 , k 2 ) (for bispectrum) respectively. For the power spectrum affinity, we observe that with increasing frequency k, the 2-cluster structural property is gradually revealed. Similarly, for the bispectrum with k 1 and k 2 > 0, we find that individual (k 1 , k 2 ) components are able to reveal the underlying 2-cluster structure at high level of noise (p = 0.16). These two examples indicate the importance of using high frequencies to make the affinity robust to noise. To visualize the clustering results of K = 10, in Figs. 8 and 9 , we show the coloring of the clusters in the 2-D scatter plots of the data (clustering accuracies are shown in the main paper), with SO(2) and SO(3) group transformations. We generate the scatter plots by first assigning the coordinates for each data point on the 2-D plane (these coordinates are used for visualization and not used for the initial clean graph generation). The top rows of Figs. 8 and 9 show the ground truth coloring of the points based on the clean graphs. For noisy graphs, we assign colors based on the clustering results by each affinity measure (the ordering of the colors may vary from plot to plot). Visually, our proposed affinities achieve more accurate clustering than vector diffusion maps (VDM) [SW12] and traditional spectral clustering [NJW02] , with less mixing colors within individual clusters.
Choice of Parameters:
We test the influence of the maximum frequency cutoff k max on the performance of spectral clustering and also discuss the choice of m k . In the clean case, the number of non-zero eigenvalues of the weight matrices W k is d k K for K clusters and the dimension of the representation is d k at frequency k. Therefore, the matrix has a low-rank structure and we truncate at top d k K eigenvectors, i.e. m k = K. The noisy graph can be modeled as the clean weight matrices perturbed by random matrices R k ,
where R k is a random matrix whose elements are independent and identically distributed (i.i.d) zero mean random variables with finite moments. The top d k K eigenvectors of W k have non-trivial correlation with the top eigenvectors of W clean k as long as the 2-norm of R k is not too large. Therefore, we are able to use the top d k K eigenvectors for clustering. Using m k < K will lead to loss of information and using m k > K will include spurious information from noise.
For the maximum frequency cutoff k max , in Tab. 2, we show that the rand indices of clustering results get improved with increasing k max for all three affinities proposed in the paper. However, using a larger k max cutoff increases the computational complexities for all three affinity measures and the dimension of the irrep might increase with k (e.g. the dimension of Wigner-D matrix at index k is 2k + 1), which is undesirable. Therefore, there is a tradeoff between the statistical accuracy and computational complexity. In the main paper, we use a moderate k max = 10.
Conclusion
In this paper, we propose a novel mathematical and computational framework for unsupervised co-learning on G-manifolds across multiple unitary irreps for robust nearest neighbor search and spectral clustering. We have a two stage algorithm. At the first stage, the graph adjacency matrices are individually denoised through spectral filtering. This step uses the local cycle consistency of the group transformation. The second stage checks the algebraic consistency over different irreps and we propose three different ways to combine the information across all irreps. Using invariant moments bypass the pairwise alignment and are computationally more efficient than the affinity based on optimal alignment search. Experimental results show efficacy of the framework compared to the state-of-the-arts which do not take into account of the transformation or only use single representation. This general framework can be applied to many other applications, such as multi-frame alignment in computer vision [BGH + 18]. For future work, we will take into account node-level noise and other noise models.
