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1. INTRODUCTION 
Representations of the solutions to the principal boundary value problems of 
mathematical physics, can always be obtained provided certain boundary integral 
equations can be solved. It is fair to say that much effort has been devoted 
towards ensuring that the associated boundary integral equations are equations 
of the second rather than the first kind. (In this connection we would cite the 
work of Kleinman and Roach [S] as a source reference.) However, it is fre- 
quently the case that methods leading to boundary integral equations of the 
first kind are more instructive. Nevertheless, these methods have been very 
largely neglected due to the difficulty of handling the equations involved. 
Recently, new developments have been made in solving certain integral equations 
of the first kind [l-5, g-101 and in consequence a more unified and instructive 
analysis of boundary value problems would appear to be available. We shall 
demonstrate this here by considering the Dirichlet, and Neumann problems for 
the Laplace equation. The approach we shall adopt will be centered on the use of 
Green’s identities rather than on layer theoretic methods. The reason for this 
is that in general the density function required in the layer theoretic approach is 
not a natural physical quantity but rather an ingenious mathematical artifact. 
On the other hand the Green’s Theorem approach is concerned only with quanti- 
ties of immediate physical significance. 
Finally, we would remark that a further advantage of being able to handle 
boundary integral equations of the first kind in this connection is that a natural 
association with the theory of integral transform seems to be established. By this 
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we mean that while Green’s Theorem gives a representation of the solution to the 
boundary value problem in question, this representation is only of use when an 
associated boundary integral equation can be solved; when the boundary 
integral equation is of the first kind this latter statement amounts to requiring 
that we should be able to invert an integral transform having as its kernel a 
fundamental solution of the given differential equation. This particular aspect 
will be developed more fully in a separate communication. 
2. BOUNDARY VALUE PROBLEMS FOR SECOND ORDER ELLIPTIC EQUATIONS 
Let D- denote a bounded domain in IWn with a boundary aD which is a closed 
Lyapunov surface. We denote the exterior of aD, namely the complement of 
D- v i3D in lR*, by D, . We denote by L a typical, linear second order elliptic 
partial differential expression defined in [Wm. A fundamental solution of the equa- 
tion Lu = 0 is a two point function of position y(p, q) where p, q denote points in 
Iw” with coordinates appropriately subscripted. 
The four principal boundary value problems associated with the expression L 
are 
(a) Exterior Naumann problem (ENP): 
LU+(P) = 0, PED+, (2.1) 
Z(P) = ‘t!+(P), PEW W-9 
u+ to satisfy an appropriate radiation condition at infinity, (2.3) 
where a/an, denotes differentiation in the direction of fi, the outward drawn 
unit normal to aD at the point p E aD and where p ED, is assumed to have 
spherical polar coordinates (Y 1) , ep , +,) relative to a Cartesian coordinate system 
erected with origin in D- . 
(b) Interior Neumann problem (INP): 
Lu-(p) = 0, PED-, (2.4) 
e (PI = g-(P), PEaa (2.5) 
(c) Exterior Dirichlet Problem (EDP): 
La+(p) = 0, PED+, (2.6) 
V+(P) = f+(P), PEaa (2.7) 
v+ to satisfy an appropriate radiation condition at infinity. (2.8) 
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(d) Interior Dirichlet Problem (IDP): 
Lv-(p) = 0, p~D-9 (2.9) 
QP) = f-(P), PEED. (2.10) 
The various problems may be reformulated as boundary integral equations 
either by applying the boundary conditions together with the appropriate jump 
conditions to the Green’s Theorem representation of the solution or by assuming 
that the required solution has the form of either a single or double layer distribu- 
tion. The most commonly sought objective of either method is a boundary 
integral equation of the second kind and this approach is now reasonably well 
documented ([7, 81). Th ere is however an alternative approach which leads to 
equations of the first kind and it is this method which we wish to discuss further 
in this note. 
3. REFORMULATION OF BOUNDARY VALUE PROBLEMS 
Applying Green’s Theorem to the various problems listed in Section 2 
obtain for any exterior problem 
s, 1% (9) r(P, P> - 4+(q) Y$ (P, dj 6 = 
! 
2:::;;: 
PED+, 
PEW (3.1)* 
0, PED-, 
while for any interior problem we have 
I, /g;k)~(P. 4) -O-(n) j$‘,q)] ds, = O;-(P), 
PeD+, 
- PEW (3.2) 
2+-(P), PED-. 
Our intention is to show that given one type of boundary value problem 
associated with L it can be more convenient to solve first another boundary 
value problem associated with L. To be more specific, assume that we wish to 
solve an (INP) with L = d. Then we consider first an (IDP) for L = A. From 
(2.9), (2.10) and (3.2) we obtain 
PEW (3.3) 
PED-. (3.4) 
Equation (3.4) is a representation of the solution to the (IDP). However, it is only 
a practical proposition i&(3.3) can be solved for (&J&J (q). As it stands (3.3) 
is a boundary integral equation of the first kind and in the normal course of 
* In contrast to the usual presentation, a multiplicative constant factor two has been 
absorbed in y(p, q). 
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events it is usually replaced by an equivalent boundary integral equation of the 
second kind for (~v.J&z,) (4). (See [S]). T o establish such an equation requires 
the use of differentiation and limitting processes; both of which can sometimes 
present quite severe technical problems. However (3.3) can be regarded alter- 
natively as a boundary integral equation for f-(q) provided that (a~-/an,) (4) 
could be regarded as known. This is of course the situation which obtains when 
studying a Neumann problem. Consequently the following strategy is suggested 
for solving the (INP): (2.4), (2.5). 
1. Take (3.4) as a representation of the solution to the (IDP): (2.9), (2.10). 
2. Regard (3.3) as a boundary integral equation for the quantity f- with 
&-/&z, = g-(q) where g-(q) is given in (2.5). 
As a result of (2) we obtainf- the boundary data which must be specified in the 
(IDP) so as to ensure that the solution v- defined by (3.4) has a specified value of 
normal derivative on the boundary. Clearly whenever this is done we will have 
solved an (INP). We notice that we have so far only been concerned with 
equations of the second kind. 
Now assume that the underlying problem is an (IDP). The above discussion 
would suggest examining an (INP) of the form (2.4), (2.5). Such a problem in 
conjunction with (3.2) yields: 
(3.5) - 6, j&7) AA 4) - u-(P) g 04 4)j dsa = ]uz;rS!j, : z p’. (3.6) 
Normal we would regard (3.5) as a boundary integral equation of the second 
kind for u- . However we are principally concerned with an (IDP), and therefore 
we regard (3.5) as a boundary integral equation of the first kind forg- . A solution 
of this equation will then give the appropriate boundary data to be specified in 
an (INP), which will ensure that the solution assumes a prescribed value on the 
boundary, and by so doing we solve an (IDP) as required. We notice that when 
the underlying problem is an (LDP) we are required to solve an associated 
boundary integral equation which is of the first kind. It is this particular aspect 
which, until comparitively recently, has presented considerable technical 
difficulties. As a result of recent work by Hsiao and MacCamy [3] and Hsiao 
and Wendland [4], the solution of such first kind equations becomes a practical 
proposition. Before developing this aspect further it will be convenient to 
summarize the above strategies in the notation used in [S]. This will have the 
advantages of enabling such compatability conditions as may be required to 
be introduced and also of demonstrating the interplay between interior and 
exterior problems. To be specific we define 
(S/J) (PI := JaD EL(P) Y(P, 4) dsa 1 P E w, (3.7) 
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P,qEaD, (3.10) 
where a bar denotes the complex conjugate. 
Ackonwledging the boundary conditions and various jump conditions at the 
boundary, the solution to the principal boundary value problems in terms of 
solutions of associated boundary integral equations have been tabulated as 
follows. 
Problem 
Boundary Integral Representation of 
Equations Solution 
(ENP) (3.12) sZ* + R*zS* = Sg+ (3.14) U+ = @g, - &DC,* in D, 
(3.13) D@” = Kg+ -g+ 
(W) (3.15) e,* - ff*d* = -Sg- (3.17) u- = +DzZ* - +Sg- in D- 
(3.16) D,C* = Kg- + g- 
(EDP) (3.18) w - Kw = -L&f+ (3.20) v+ = &SW - $Df+ in D, 
(3.19) SW = R*f+ + f+ 
(IDP) (3.21) w + Kw = D,f- (3.23) v- = $Df- - *SW in D- 
(3.22) SW = R*f- -f- 
In this table for each problem, the boundary integral equations obtained from 
the Green’s theorem are listed first and the associated boundary integral equa- 
tions second. The various symbols involving the letter w denote the boundary 
value of the unspecified quantity in the problem under consideration. For 
instance in (ENP) the symbol zZ* denotes u+ evaluated on aD. 
The validity of the procedures proposed in this note can be easily 
demonstrated by means of this table. For example if the original problem is an 
(IDP), we consider first an (INP). We solve (3.15) for g- assuming zZ* is known. 
If the resulting solution also satisfies the compatibility condition (3.16) then the 
function U- represented by (3.17) will solve the (INP) and be such that it 
assumes prescribed values on aD. That such a function as U- , created in this 
way, will actually solve the given (IDP) is easily seen to be the case by noticing 
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that (3.16), (3.21) and (3.15), (3.22) are identical pairs of equations, each pair 
involving the same unknown. 
The interaction of interior and exterior problems may be demonstrated as 
in [8]. 
4. REMARKS ON SOLUTION OF INTEGRAL EQUATIONS OF THE FIRST KIND 
As pointed out in [3] the general integral equation of the first kind 
s a&) Y(P, P> 6 = A(P), p E aD c w, (4.1) aD 
where r(p, Q) = l/n log 1 p - p ) , may not have a solution. However it is 
proved in [3, Theorem 31 that the system of equations 
and 
$ aD &I) Y(P, d dS, = A(P) + c (4.2) 
s aD P(4) dSa = A (4.3) 
does have a unique solution (p, c) for given (f, A). Here, both A and c are 
constants. 
In Section 3 we obtained, in (3.9, the first kind equation for the unknown g-: 
- s,, jg(d AP, 4) - u-k) $ (~5 d1 dsa = U-(P), pEaD. (3.5) 
a 
In order to be assured that this equation can be solved for g- we should, perhaps, 
consider the system: 
- S,, ]g-(p) r(P, !I) - U-(4 j$$ (PP 41 dsa = u-(P) + ‘j pEm (4.4) 
I aD g-(!7) dsa = A 
(4.5) 
for any arbitrary given constant A. Consequently, instead of (3.6) we should 
.take as a representation of the required solution, 
u-tP) = - $ S,, ]iY-k) Y(P, !7) - G7) j$ (P, 411 dSa - Jj cl pED-. 
a 
(4.6) 
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Equations (4.4) and (4.6) can be regarded as a slight but very convenient gene- 
ralization of Green’s formula. We would remark that the conditions imposed 
by the equation (4.4) and (4.5) are not at all unreasonable. For instance, in 
particular, we may set A = 0 and obtain 
the familiar necessary condition for the harmonic function in D- , in which case 
c = 0 if g- = &J-/&Z. One may also use the generalized Green’s formula for 
(EDP) at least in the two-dimensional space. Note that if u+(p) is the solution of 
an (EDP) for the Laplace equation in R2, then we obtain from a similar repre- 
sentation as (4.6) the estimate 
u+(P) = I&- IaD g+(q) 61 log I P I + O(1) as lPI-+~. (4.7) 
Hence by setting A = 0, A = J&g+(q) dS, , we recover the usual condition on 
the behavior of harmonic functions in a neighborhood of infinity [a. 
In closing, we now present a simple example for illistrating the idea in this 
section. We discuss three different cases for the (IDP) of the Laplace equation 
in R2. 
do-(p) = 0, PED-, (4.8) 
dP> = f-(P), peaD (4.9) 
with f-(p) = 1 or x (p = (x, JJ)). We shall show that in either case one will 
obtain the exact solution, namely V-(P) =f-(p), from the approach of using the 
associated boundary integral equations of the first kind. We begin with the 
system (4.5) and (4.6). That is 
- s aD g-(q) Y(P, d ds, = 4~) + c, pe:aD (4.10) 
and 
s aD g-(q) ds, =A. 
Here 
h(P) : = U-(P) - j-, U-(P) z (P, 4) 
and r(p, q) = l/r log 1 p - q 1 . From (3.2), it follows that 
(4.13) 
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We now consider three cases: 
Case 1. u-(p) =f-(p) = 1; A = 0. In this case 
by virtue of (4.13). Then (4.10) and (4.11) admit the unique solution 
c=o and g-G?) = 0. 
Consequently, we have from (4.6) the representation for the solution of (4.8) 
and (4.9), 
dP> = U-(P) 
1 = -- 2 s, /g-(q) r(P, 4) -f-(q) $ (P, d/ ds, - $ c, PED- Q 
1 =- s ay (P, q) ds, =1, 2 aD an, PED-, 
as we expected. 
Case 2. u-(p) -f-(p) = 1; A = -T, and aD = {(x, y) 1 x2 + (l/e2) y2 = 1, 
0 < E < 11, an ellipse. Again in this case k(p) = 0, but the solution of (4.10) 
and (4.11) takes the form [3]: 
c = -log2 + log(1 + <), 
g-(q) = - 2 (8x2 + yy-1’2, Q = (x3 Y>* 
(4.14) 
Then 
v-(P) = - & s,, /g-(q) r(P, d - $ (P, 41 d& - ; c, PED-, (4.15) * 
with g- and c given by (4.14). However by the uniqueness of the Dirichlet 
problem, it is easy to see that 
- s g-(q) Y P, d ds,= c> peD_uaD. . aD 
Hence, we have from (4.13) and (4.15), V-(P) = 1 for p E D- u 80, 
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Case 3. u-(p) =f-(p) = x, p = (x, y); A = -n and aD = 1(x, Y) I x2 + Y' 
= l}, a unit circle. We first note that a/an, log 1 p - q I = s for P, 4 E al). 
Hence, 
h(P) = U-(P) - I,, u-(4 $ (P, 4) ds, , pEaD 
Q 
1 211 
=x-- 
s 23-r 0 
cos f3 d0 
= x, p = (x,y)EaD. 
Then the solution of (4.10) and (4.11) can be found as 
c = 0, g-(q) = - $(l - 2x), q=(%Y)EaD 
(see [3]). This yields the representation: 
QP> = - ; s,, fg.(d r(P, 4) -f-k) $r(A cl)} dS* 7 P E D- (4.16) 
a 
withf&) = x and g-(q) = - +(l - 2x), q = (x, y). For the unit circle aD, we 
have the identity 
I Y(P, Q) d&z = 0, 
pED_uaD. 
aD 
Then it follows that 
- j,, g-k) Y(P, 4)ds, = j.Df-(~) Y(P,a> ds, = f-(p), LED-. 
Similarily one can easily show that in this case, 
J aDf-(~) $ Y(P, 4 ds, = f-(P), P E D- . (I 
Therefore, again the representation (4.16) gives the exact solution v-(p) = X, 
p=(x,y)~D-uaD. 
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