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Abstract
A high-speed product integrator has been developed. A one-hundred-point solution
is obtained every 1.67 sec. The solution is displayed on a cathode-ray tube screen.
This product integrator is made up of electronic differential analyzer components and
a set of motor-driven potentiometers. The evaluation of the solutions of the Fourier,
Schlomilch, and superposition integral equations is considered and typical examples
are given. An analysis of the principal sources of error has been made and verified
experimentally. The errors depend upon the problem. In the worst case observed
the error had a maximum value of 10 percent, while for most cases the observed
error is of the order of 2 percent.
II
A HIGH-SPEED PRODUCT INTEGRATOR
In the fields of engineering and physics one is frequently confronted with the prob-
lem of evaluating product integrals of the form
b or x
F(y) = f(x) K(x, y) dx (1)
a
where f(x) and the kernel K(x, y) are known functions, and y is a variable parameter.
Two well-known equations of this form are the Fourier integral equation (1) and the
convolution or superposition integral (2).
Work on the evaluation of product integrals of this type by machine methods was
begun at the Massachusetts Institute of Technology in 1928 (3). This work continued
and culminated in 1940 in the completion of the cinema integraph (4, 5).
This paper describes how the components of an electronic differential analyzer (6)
can be applied to this problem. The use of electronic computing elements with their
high computing speeds permits the evaluation of a one-hundred-point curve for F(y)
every 1.67 sec. This curve is generated at a sufficiently high rate to permit its dis-
play on a cathode-ray tube with a long persistence P-7 screen. This high speed is
particularly important if solutions are to be iterated.
I. Product Integrator
In considering the electronic differential analyzer components necessary for the
evaluation of Eq. (1) it is convenient to rewrite the equation in terms of the independent
variable of the analyzer, time. This gives
T or t
F(y) = f(t) K(y, t) dt . (2)
From this equation it is apparent that the computing elements necessary to evaluate a
product integral are a function generator to produce f(t), a device to generate the
function of two variables K(y, t), a multiplier to form the product of these two functions,
and a time integrator to evaluate the integral of the product. A block diagram of the
interconnections of these units and the output oscilloscope is shown in Fig. 1. Three of
the computing elements listed above and shown in Fig. 1 are standard units of the
electronic differential analyzer. These are the integrator, the multiplier, and the func-
tion generator for the function of one variable f(t). Since these elements have been
described elsewhere (6), they will not be described in any detail here.
The integrator is of the Miller feedback type (7). It is built around an a-c coupled
amplifier having a gain of 63. 5 db. This amplifier contains switched diode clamping
circuits (8) which, when operated, reduce the amplifier gain to less than unity, and
force the output voltage to zero volts. These diodes are controlled by a 60-cps square
wave voltage. Thus the integrator built around this amplifier is turned on and off sixty
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times a second. During the off-period the
clamping circuits also perform the function
of discharging the integrating condenser.
The function generator used here, and in
the electronic differential analyzer, makes
use of photoelectric tracking of a mask placed
on the face of a cathode-ray tube (9, 10, 11).
This generates any single-valued function of
the input voltage, which can be made propor-
tional to time. There is no restriction on
Fig. 1 the function f(t) which can be handled other
Block diagram of product integrator.
than that it be single-valued. Before it can
be generated by the machine, the function
must be prepared as an opaque mask. In many cases this can be done with sufficient
accuracy with a pair of scissors and a piece of black paper. For more accurate work
photographic reduction of a large scale drawing is used. For some problems involving
product integrals it is desirable to adjust the function f(t) many times. For these cases
a continuously adjustable function mask is being developed for use with the cathode-ray
tube function generator. This mask consists of ninety adjustable metal shims clamped
in a suitable frame. The ends of these shims form the function mask across the face
of the function generator cathode-ray tube. A preliminary model of this mask is shown
in Fig. 2.
Fig. 2
Adjustable function generator mask.
The multiplier of Fig. 1 forms the instantaneous product of two voltages proportional
to f(t) and K(y, t). Since both of the input voltages vary at very high speeds, an all-
electronic method of multiplication is required. The crossed-fields multiplier developed
for electronic differential analyzer work is used for this purpose (6, 12). In this device
a cathode-ray tube electron beam is acted on by a magnetic force which is proportional
to the product of a magnetic field and the beam velocity at right angles to this field. This
force is balanced, and thus measured, by an electrostatic force which is automatically
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adjusted by a photoelectric feedback loop. The input voltages to this multiplier control
the magnetic field (generated by a current in an external coil) and the beam velocity at
right angles to this field (controlled by a voltage on one pair of electrostatic deflecting
plates). The output voltage is the voltage fed back from the photocells to the second
pair of electrostatic deflecting plates; the measuring electrostatic force is proportional
to the electric field generated by these plates.
II. The Kernel Generator
The kernel K(y, t) is a function of two variables y and t. Consideration of the way
the setup of Fig. 1 evaluates the function F(y) will bring out one very helpful, special
characteristic of the kernel function. Figure 1 evaluates the function F(y) at a finite
number of values of y by a step-by-step procedure. This is done by setting y = 0 and
evaluating
T
F(O) = f(t) K(O, t) dt (3)
then changing to y = Y1 and evaluating
F(Yl) = f(t) K(y1 , t) dt (4)
and so forth. If a sufficiently large number of values of y are taken over the range from
O to Ymax, an accurate determination of F(y) over this range is obtained. The details
of this step-by-step procedure bring out the fact that the variable y need vary only rather
slowly relative to the variable t. For this reason it is often referred to as the para-
metric variable y. In particular, if y varies continuously, it must vary sufficiently
slowly as to be essentially constant over the time of one integration, that is, T seconds.
III. Kernel Generation
Since the kernel K(y, t) is essentially a function of t alone over each integration from
O to T, one way of obtaining many useful kernels is to use the electronic differential
analyzer to generate the necessary functions of time and introduce some way of varying
the necessary parameter in these functions. Since the parameter variation is very slow,
it can be produced by mechanical means such as a motor-driven potentiometer. If the
kernel function of time can be represented as the solution of an ordinary differential
equation, the analyzer can be made to solve this equation directly.
A. Fourier Transforms
This approach to the generation of kernel functions will be illustrated with a particu-
lar example. The Fourier transformation
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g() = 1 f(t) e(t dt (5)
Go
is conveniently broken down into the two real product integrals
g(o) = gl ( ) + g2 () (6)
where
g l(w) = fl(t) coswt dt (7)
o
and
g2(c) w= |f 2 (t) sinwt dt . (8)
The functions fl(t) and f2 (t) are the even and odd parts of the original time function f(t).
To evaluate the product integrals of Eqs. (7) and (8) it is necessary to generate the two
kernel functions coswt and sinot. This is done by solving the differential equation
d2x 2
= -W 2 (9)
dt
on the electronic differential analyzer. The setup for doing this is shown in Fig. 3.
The potentiometers P 1 and P 2 are provided to permit variation of the parametric varia-
ble w. These potentiometers are capable of continuous rotation. As indicated they are
geared together and driven by a synchronous
motor, through a reduction gear box at a
speed of 0. 6 rps. The differential analyzer
solves equations 60 times a second; therefore
in one rotation of the potentiometers one
hundred kernel functions are obtained. The
differential equation solved by the setup of
Fig. 3 is
Fig. 3 Setup for generating the kernel
functions cosaot and sint. d x 0 12 
d7- ( X 0+ 2 T (10)dt L
where
2 1 R4
oo: RlcR 2 C 2z (11)
and o = potentiometer shaft position in radians.
Choosing initial conditions x = 0, %o = 1, voltages proportional to cosct and sinwt become
available at the points indicated, with the parametric variable
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As has been indicated the differential analyzer components of Fig. 3 are turned on
60 times a second for a period of 1/100 sec. If the potentiometer shafts were held at
a fixed value over this 1/100-sec period and then stepped to the next value during the
off time of the analyzer, the sine and cosine kernels would be generated exactly.
Actually these potentiometer shafts are continuously moving even when the differential
analyzer components are turned on. There is, therefore, a small variation of the
parametric variable X during each of the individual integrations from 0 to T seconds.
If this variation inO is considered, one finds that the setup of Fig. 3 solves the differ-
ential equation
d + ( [ + T O (13)Z±() ~1±00 %x0
where now 0 is constant over each integration cycle. This equation has the approximate
solution, for T = 1/100 sec,
x = C 1 cos 0o t + Wo4 + C 2 sin [W Wo°4 (14)
By making C 1 or C 2 zero, either the sine or cosine kernels can be generated. The effect
of the difference between the ideal kernels and the terms of Eq. (14) is considered in
Section IV.
B. Schl6milch's Integral Equation
A problem frequently encountered in radio engineering is the determination of the
static nonlinear detector characteristics required to give a particular dynamic response
to an amplitude modulated signal. If the static transfer characteristic of a detector is
F(e), where e is the input voltage, then the d-c response of this detector to a sinusoidal
voltage of x volts amplitude is
r/2
f(x) = F(xsinO) dO . (15)
The problem is usually to determine the necessary static characteristic F(e) to give a
desired dynamic characteristic f(x). This is the Schlomilch integral equation, and it can
be shown to have the solution (13, 14)
F(x) = f(0) + x d f(xsin) dp (16)
The product integral of Eq. (16) has been evaluated using the electronic differential
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analyzer components. Making the change of variable t = ZPT/rr in Eq. (16) one obtains
F(x) = f(O) +2T x dx t . (17)
0 o
The differential analyzer setup for evaluating the kernel of Eq. (17) is shown in
Fig. 4 The input voltage sin(rrt/2T) will
7rt
s in(t df[x sin(2T)]
2T dx
FUNCTION
1.5K GENERATOR 1.5K 
- 'A
Kx
1.5K MT
Fig. 4 Setup for generation of
Schl6milch kernel function.
x; it is used for horizontal deflection of
be generated by solving Eq. (9) on another part
of the differential analyzer. The setup for
doing this is not included in Fig. 4 as it is
identical with the interconnection of units
shown in Fig. 3 without the potentiometers.
A plot of the derivative of the desired dynamic
characteristic df/dx is put into one of the
arbitrary function generators and the variation
of the parametric variable x is obtained with
the motor-driven potentiometers P 1 and P 2.
The third potentiometer P3 in this setup, and
in Fig. 3, is connected across a battery. The
voltage on the arm of this potentiometer is
then proportional to the parametric variable
the output oscilloscope as shown in Fig. 1.
C. Superposition Integral
In the study of transients in linear systems one frequently encounters the superposi-
tion integral
y
F(y) = NJ fl(t) f2 (y - t) dt
0i ~ )f( 
(18)
The interconnection of differential analyzer components necessary to generate the kernel
function for Eq. (18) is given in Fig. 5. A constant voltage is integrated to give a voltage
proportional to time t. This voltage is added to a voltage proportional to the parametric
Fig. 5
Superposition integral kernel generator.
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variable y obtained at potentiometer P 1 . The resulting sum is then applied to a function
generator which generates the desired f2 (y - t).
D. Other Methods of Kernel Generation
The use of the electronic differential analyzer computing elements together with
motor-driven potentiometers to generate kernel functions for the Fourier, Schl6milch,
and superposition integral equations has been described above. These particular func-
tions were chosen to illustrate the method which can be extended to many other useful
kernels. If there were no limitation on the numbers of computing elements available,
this technique could be extended to the generation of completely arbitrary kernels. One
such method would be to approximate the kernel function with a Fourier series whose
coefficients were suitable functions of the parametric variable. This would require two
integrators, a sign changer, and an arbitrary function generator for each term in the
series. The practical difficulty of such an approach is the prohibitively large number
of computing elements required to generate even three or four terms in such a series.
For this reason there is still a considerable need for other methods of kernel generation
in the interests of economy of equipment required to generate complicated kernels.
One possibility is the use of a controlled-density function mask. If a photographic
negative could be prepared in which the opacity is the proper function of the x and y
coordinates, such a mask could be tracked automatically by a photocell feeding back to
the intensity grid of a cathode-ray tube in the same manner that the present arbitrary
function generators track on the y-coordinate.
IV. Error Due to Component Limitations
Of the four computing elements indicated in Fig. 1 the two most subject to error are
the multiplier and the kernel generator. Time integrators can easily be made accurate
to within 0. 1 percent. The photocell-feedback arbitrary-function generator is accurate
to within 2 percent of the maximum output. A greater accuracy than this can be achieved
by suitably compensating the function masks. If the adjustable function mask is used, one
can adjust it by comparing the f(t), as observed on a cathode-ray oscilloscope, with the
desired function.
A. Errors in Kernel Generation
As pointed out in Section III-A there is normally an error in the kernel generated with
differential analyzer components and the motor driven potentiometers. This error is
caused by the potentiometers being rotated at a uniform speed instead of in a quantized
manner during the integrator off-time. This effect has been analyzed for the case of the
sine and cosine kernels.
Consider the cosine transform of the time function f(t)
1g(() = - f(t) coswt dt (19)
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Because of the continuous variation of the parametric variable X during each integration,
the product integrator has an output, from Eq. (14), of
g'() = ~ f(t) cos t + -- dt . (20)
The error term in the kernel of Eq. (20) has a maximum value of oT 2 /4 at the end of
each integration, i.e. t = T. As long as this maximum value is equal to or less than
1/4, the integral of Eq. (20) can be approximated by
T g'(o)= g(co) -~ f f(t) sinct dt= g(c) + (ca) . (21)
This is obtained from Eq. (20) by replacing the cosine of the sum of two angles with the
difference of the products of their cosines and sines; the cosine of the small angle wot2/4
is approximately unity, and the sine is the angle itself.
Equation (21) shows that the output of the product integrator will be the desired cosine
transform minus a small error term. The magnitude of this error term will evidently
depend upon the behavior of f(t) over the range 0 to T. An f(t) which remains large over
all of this range would be expected to give a larger error than an f(t) which rapidly
approaches zero as t increases.
The second term on the right-hand side of Eq. (21) has been evaluated for two time
functions: a. f(t) = r/T, for 0 t T, and zero for t > T; b. f(t) = 2rr(1 - t/T)/T, for
0 t < T, and zero for t > T. For case a,
2 [sin(T) _ cos(wT) cos(cT) - 1 (22)
O (T) 2 2wT (wT) 3
The functions g(w), E(w - 0oT/2), and g'( - o T/2) are plotted in Fig. 6 with wo = 16 00w
(this is about one-half the maximum value readily obtainable with existing electronic
differential analyzer integrators and adders) and T = 1/100 sec. To show the nature of
the error clearly the horizontal axis of Fig. 6 has been multiplied by a factor of eight
over what would normally appear on the output oscilloscope of the product integrator.
There are two principal errors: the frequency scale is initially shifted to the right
0. OZ2 radians (0. 12 percent of the total frequency range); and the magnitude of the trans-
form is in error from 2 percent to 5 percent. The nature of the error is more easily
seen for larger values of w. For cT 3 4w
_o cos(wT)
and2 tT (23)
and therefore
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sinwTg(U) TwT
wO = 16007r RAD/SEC
T = 1/100 SEC
0.2
0
|1 + 2 T4/4
1-oT sin(T)i7To
woTg'(- WoT )2
g(w) 2 (I - cos wT)
(wT) 2
wT
woT 
,~(W - )2
Fig. 6 Calculated curves illustrating the
error due to continuous potentiometer rota-
tion, case a.
Fig. 7 Calculated curves illustrating the
error due to continuous potentiometer rota-
tion, case b.
In practice, if the full range of o were displayed on the output of the product inte-
grator, the frequency shift error would be less than the width of the cathode-ray tube
trace. The magnitude error for this very unfavorable case would be 3 percent over
88 percent of the total frequency range. If one wishes to examine the initial portion of
the Fourier transform more closely, the maximum frequency should be reduced. This
is achieved by merely changing a potentiometer setting on one of the integrators or the
sign changer of Fig. 3. For example, halving wo0 will reduce the magnitude error to
less than 1 percent.
For case b the functions g(w), E ( - o0T/2), and g'(w - o0 T/2) are plotted in Fig. 7
for the same w0 and T as were used in Fig. 6. As may be expected the magnitude error
is less in this case. Here as in the previous case a frequency shift and magnitude error
are observed. For wT > 4 rr one finds that
g( - o0 T/2) + (c - woT/2) = 2 
1 - 1 + o2T 4 /16 cos(wT - oT2/4)1
o2 T2 (1- oT/2) 2
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as compared to the desired transform
g(wo) = 2 1 - cos(T) . (26)(coT)2
The frequency shift error in this case is 0.25 percent of the total frequency range. The
magnitude error is less than 1 percent over 88 percent of the frequency range.
From the results of these two examples it is concluded that the errors introduced by
continuously varying the parametric variable in the product integration, rather than
g (W) varying it in a quantized manner from integration
to integration, will in most cases be small enough
to be negligible. Case b is about as bad a situation
as one can possibly encounter in the evaluation of
0L 
_II IC rk~y power density spectra from autocorrelation func-
tions. This error can always be reduced by re-
ducing the rate of change of the parametric variable
O r 2r wT c, and this affords an experimental means of testing
Fig. 8a Double exposure photo of for this error. The results of such a test are showl
sinoTff/a vs. afi showing error due in Fig. 8a. The solid curve in the photograph was
to continuous variation of paramet-
ric variable . The a)T axis is obtained by varying the parametric variable very
magnified eight times. slowly by hand. The dotted curve is the transform
normallv dicninvyaJ with -n itshtronairo , r;,
n
......... -......-. .,,.,. V A aAA ';A- L-IJ-PUWg 1 - 1Iliaglull ca-
tion of the horizontal scale. This is the case a just
discussed. Fig. 8b is the same curve as Fig. 8a
without the magnified horizontal scale.
B. Multiplication Errors
The second important source of error in the
o 164 T product integrator is the multiplier used to form the
Fig. 8b Photo of sinar/agp v. product f(t) K (y, t) in Fig. 1. For this product inte-
showing full range of a. grator the electronic differential analyzer crossed-
fields multiplier is employed. The output of this
multiplier normalized to unity is a voltage (6)
E 3 = E E Z + 0. 009E 1 + 0. 015 E2 + 0. 0005 (27)
where E1 is the input controlling the y-deflection, normalized to a maximum value of
unity, and E 2 is the voltage controlling the coil current, normalized to a maximum value
of unity. When the multiplier is used in the product integrator, E1 is made equal to
K(y, t); and E 2 is made equal to f(t). For this case from Eq. (27) one sees that the
output of the product integrator, F'(y), will contain two error terms in addition to the
desired F(y); that is
F'(y) = F(y) + el(y) + e2 (28)
-10-
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(Y) 0. 009 f K Z (y, t) dt (29)
and T
E2 = 0.015 f(t) + dt . (30)
The second of these error terms E2 is independent of the parametric variable y and
can therefore always be cancelled by adding a suitable constant to the output of the
integrator in Fig. 1. This adjustment is made after the multiplier has been balanced
as accurately as possible; the kernel voltage K(y, t) is disconnected from the multiplier
input, and a constant added to the integrator output until the product integrator output
as observed on the output oscilloscope is zero.
The first error E1(y) being a function of y cannot be simply removed. It can be
evaluated for any particular kernel function by means of Eq. (29). This can be done
analytically or the product integrator itself can be used. In the latter case the kernel
would be connected to both inputs of the multiplier in Fig. 1. Since this error is not a
function of f(t), it will be constant for a particular kernel. It is minimized by making
the desired F(y) as large as possible without overloading the multiplier. This means
that the scale of the f(t) voltage should always be such as to use all of the available
multiplier dynamic range. For those cases where it cannot be made negligible it can
be calculated and subtracted graphically from F'(y).
For the particular case of the cosine transforms this error term is
2(0): 0. 0045 1 + Sin(2wT) (31)
It starts at 0. 009 and rapidly approaches 0. 0045 as increases. This expression was
calculated by normalizing the maximum value of the desired transform g(w) to unity.
The percentage error encountered in any particular case will depend upon the particular
f(t) being transformed. For the best possible case, f(t) = r/T, for 0 t T and zero
0g()
O0_
g 0
O
q'c)J[
6 2ir aT 0 27r wT
Fig. 9a (left) Transform of f(t): 2(1--t/T)/T for 0 < t T and error term E1(O) vs. .
Fig. 9b (right) Transform of Fig. 9a with constant part of E1(w) subtracted.
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for t > T, the error will vary from 0. 9 percent at o = 0 to 22 percent at = 1600r. This
is improved very considerably by subtracting at the output of the integrator the constant
part of Eq. (31), 0. 0045. The error will then vary from 0.45 percent to 0. 9 percent
over the range of o.
The 1(w) error for the particular case of f(t) = 2r(l - t/T)/T for 0 t T, and zero
for all other times is shown in Fig. 9a. This is a double exposure showing the desired
transform plus the error term el(w) and the error term alone vs. w. Figure 9b shows
the same transform after a constant has been added to the output of the integrator to
cancel the constant portion of ( ) .
V. Experimental Results
The high-speed product integrator described in this report has been used to evaluate
integrals of the Fourier, Schl6milch, and superposition types. A few examples of this
work are given here.
A. Fourier Integral
The block diagram of Fig. 1 plus Fig. 3 gives the setup for evaluating sine and cosine
integrals. Figure 10 is a photograph of the motor-driven potentiometers used by the
product integrator.
In order to check the accuracy of the product integrator for this work functions of
time which lend themselves to analytic integration were chosen. The first of these is
fl(t) = r [1 + cos ()t for 0 t T
(32)
fl(t) = 0 for t >T, and t 0
Figure 11 shows the cosine and sine transforms of this function as they are observed at
the product integrator output. This is a double exposure photograph; normally only one
of these curves is displayed. The calculated cosine transform for this time function is
shown in Fig. 12. The points plotted in this figure were taken from Fig. 11 graphically.
The negative for this figure was viewed on a microfilm viewer, and the points measured
off with a pair of dividers and a scale.
The second time function chosen is
f(t) = e for a = 6/T . (33)
This is a difficult function for the product integrator to handle because f2 (t) is rather
close to zero over most of each integration period. The multiplier is, therefore, opera-
ting in a very unfavorable manner most of the time, and one might expect the errors to
be high. The observed sine and cosine transforms are shown in Fig. 13. Figure 14
gives the measured curves and the calculated points. The error in this case is certainly
12-
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Fig. 10 Product integrator motor-driven potentiometers
used to vary the parametric variable.
g ()_
6 2 T wT
Fig. 11 Cosine and sine transforms of
on high-speed product integrator.
fl(t) as observed
g(w) [ I+coS(T)t] COSt dt
s in(wT) [ ]
(T) I I-( ()
0 0 MEASURED POINTS
CALCULATED CURVE
7' 21
Fig. 12 Calculated and observed cosine transforms of fl(t).
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Fig. 13 Cosine and sine transforms of T/6e- 6 t/T
as observed at output of product integrator.
0 1 2 3 4
/a
Fig. 14 Calculated and observed cosine and sine
transforms of f2(t) = T/6e- 6t/.
I-30.Ilx10TIME IN SECONDS
Fig. 15 Autocorrelation curve of filtered noise
as observed with Cheatham correlator.
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greater than that observed in Fig. 13, but is less than 10 percent over most of the output
range.
This second example illustrates one of the applications of the cosine and sine inte-
grals. If the function f(t) is considered as the desired impulse response of a linear
passive network, then the real and imaginary parts of the transfer impedance of this
network are respectively the cosine transform and the negative of the sine transform
of this f(t). Thus the curves of Fig. 14 are the real part and the negative imaginary
part of the impedance of a parallel RC network.
Another application of cosine transforms is the evaluation of the power density
spectrum of experimentally observed autocorrelation functions (15). The high-speed
integrator has been used for this purpose by N. H. Knudtzon (16). A typical autocor-
relation function of some filtered random noise is shown in Fig. 15. The data for this
curve was obtained with T. P. Cheatham's electronic correlator. This data was plotted
,, (T)
0(f)
0
I I _ I I -
0 O.IIx 10- 3 0 60
TIME IN SECONDS FREQUENCY IN KC/SEC.
Fig. 16a (left) Autocorrelation curve as generated by arbitrary function generator.
Fig. 16b (right) Power density spectrum observed at product integrator output.
on an 8 X 1 -in. piece of paper, and photographically reduced to a mask for the arbitrary
function generator. Figure 16a shows the output of the arbitrary function generator.
Figure 16b is the power density curve for this correlation function as observed at the
output of the product integrator.
B. Schl6milch Integral
The Schl6milch integral equation (15) is solved by evaluating Eq. 17 with the product
integrator. Figures 1 and 4 give the setup for doing this. The example described here
was formulated and solved by Mr. A. Soltes.
In this problem it was desired to have a detector whose output was zero for all sig-
nals below a certain amplitude b. For signals of amplitude between b and a the response
is to be linear, and for signals greater than a a square-law response is required. This
required dynamic characteristic f(x) is plotted in Fig. 17a. To evaluate Eq. (17) a
function generator is set up to generate the derivative df/dx as indicated in Fig. 4. This
derivative function as generated by the arbitrary function generator is shown in Fig. 17b.
Finally the required static characteristic F(x) as generated by the product integrator is
-15-
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f(x)
dx
0 
0 ba x
Fig. 17a Required dynamic detector
characteristic f(x).
0 ba x
Fig. 17b Derivative of required
characteristic df/dx.
F(x)
0
0O-- ba x
Fig. 17c Necessary static detec-
tor characteristic F(x).
x
Fig. 18 Measured and calculated detector static characteristic.
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shown in Fig. 17c. This required static characteristic has been calculated analytically
by Mr. Soltes. It is found to be
F(x) = 0 x b
2
F(x) = (a xsin -l b < x a (34)
- ) ( a _bJ x X
This calculated curve is plotted in Fig. 18. The points spotted along this curve are taken
from the product integrator solution, Fig. 17c.
C. Superposition and Autocorrelation Integrals
If the response of a linear passive network to a unit step voltage applied at t = 0 is
A(t), the response of this network e(t) to an arbitrary driving voltage e(t) applied at
t = 0 is given by
It
eo(t) = e(0)A(t) + ) -(k)A(t - X) dX . (35)
This particular form of the superposition integral has been evaluated with the high-speed
product integrator. The setup for doing this is the combination of Figs.l and 5. For the
purposes of machine computation the variables in Eq. (35) are interchanged.
The example considered is the response of an RC coupled video amplifier when driven
by an identical amplifier excited by a unit step of voltage. For this case
A(t) = e(t) = (1 - e- t/RC) t > 0
(36)
A(t) = e(t) = 0 t, < 0
Photographs of de/dt, A(X - t), and e(X) are shown in Fig. 19. For this example the
analytic solution for e(X) is
e ( I -+R-) e0/RC] X 0
(37)
eo(X) = X 0
A plot of this analytic solution and points taken from the product integrator solution of
Fig. 19c is given in Fig. 20.
If f(t) is a periodic time function of Period T, it is characterized by an autocorrela-
tion function ll(r) which is by definition
-17-
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de 
dt
O _
A(T-t)4
0 _
0 5 t/RC
Fig. 19a Derivative of applied volt-
age de/dt vs. t/RC.
0 5 t/RC
Fig. 19b Superposition integral ker-
nel A(X - t) for = T.
eo(t)
0
0 5 t/RC
Fig. 19c Solution of superposition
integral eo(t) vs. t/RC.
I.
e,(X)
0.
0.
0
QO:
o.
0 1 2 3 4 5
X/RC
Fig. 20 Measured and calculated solutions of superposition integral.
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~ll(T) = f(t) f(t - T) dt . (38)
-T/2
This integral is of the same form as the superposition integral, and it can therefore be
easily evaluated by the product integrator. It is only necessary to change the sign of
the constant corrected to P 1 and the integrator in Fig. 5. The autocorrelation function
of the periodic saw-tooth wave
f(t) = t T/2 t < T/2 (39)
has been evaluated on the product integrator. Oscilloscope photographs of f(t), f(t - T),
and ,ll(T) are shown in Fig. 21. Figure 22 is the calculated autocorrelation function for
this case together with points taken from the product integrator output in Fig. 21c.
It will be recognized that the setup for evaluating autocorrelation functions of the
superposition integral might be used to solve the Wiener-Haupt equation directly in the
time domain. The adjustable function mask shown in Fig. 2 was developed for this
application. If the function fl(t) in Eq. (18) is generated by an arbitrary function genera-
tor employing this adjustable function mask, it will be possible to try different fl(t)'s
while observing the output of the product integrator F(y). Lack of time has prevented
the trying of such a procedure on the product integrator. How difficult it will prove to
adjust fl(t) to give a required F(y) is therefore not known. The high speed of this pro-
duct integrator will permit a large number of trial runs in a very short time. This is
one application of the high-speed product integrator which should certainly be given
further attention.
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