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Abstract
In this paper a class of bottleneck combinatorial optimization problems with uncer-
tain costs is discussed. The uncertainty is modeled by specifying a discrete scenario set
containing a finite number of cost vectors, called scenarios. In order to choose a solution
the Ordered Weighted Averaging aggregation operator (shortly OWA) is applied. The
OWA operator generalizes traditional criteria in decision making under uncertainty such
as the maximum, minimum, average, median, or Hurwicz criterion. New complexity and
approximation results in this area are provided. These results are general and remain
valid for many problems, in particular for a wide class of network problems.
Keywords: combinatorial optimization; robust approach; computational complexity; OWA
operator; network problems
1 Introduction.
In a combinatorial optimization problem we are given a finite set of elements E = {e1, . . . , en}
and a set of feasible solutions Φ ⊆ 2E . In a deterministic case, each element ei ∈ E has some
nonnegative cost ci and we seek a feasible solution X ∈ Φ for which a given cost function
F (X) attains minimum. Two types of the cost function are commonly used. The first one,
called a linear sum cost function, is defined as F (X) =
∑
ei∈X
ci, and the second, called a
bottleneck cost function, is defined as F (X) = maxei∈X ci. In this paper, we focus on the
bottleneck cost function and we consider the following bottleneck combinatorial optimization
problem:
BP : min
X∈Φ
F (X) = min
X∈Φ
max
ei∈X
ci. (1)
Formulation (1) encompasses a large class of problems. In this paper we will consider
an important class of network problems, where E is a set of arcs of a given graph G and Φ
contains the subsets of the arcs forming some object in G such as s− t paths (Bottleneck
Path), spanning trees (Bottleneck Spanning Tree), s− t cuts (Bottleneck Cut), or
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perfect matchings (Bottleneck Assignment). All these network problems are polynomi-
ally solvable and were discussed, for example, in [7, 8, 15, 16].
Because the size of the set Φ is typically exponential in n, we provide with E an efficient
description of Φ, for example a set of constraints that define Φ or a polynomial time algorithm,
which decides whether a given subset of the elements belongs to Φ. We will also consider
the following problem FBP associated with BP : given a set of elements E and an efficient
description of Φ, check if Φ is nonempty and if so, return any solution from Φ. For instance,
in Bottleneck Path, the FBP problem consists in checking if there is at least one path
between two distinguished nodes of a network encoded in some standard way and if so,
returning any such a path. It is easy to verify that BP can always be reduced to solving
at most n problems FBP and an algorithm works as follows. We first order the elements
of E with respect to nonincreasing costs and remove them one by one in this order, each
time solving the resulting FBP problem with the modified description of Φ. We stop when
Φ becomes empty and the last feasible solution enumerated must minimize the bottleneck
cost. This method is general and implies that BP is polynomially solvable if only FBP is
polynomially solvable. We will make use of this idea later in this paper. Let us, however,
point out that for some particular problems faster algorithms exist and for descriptions of
them we refer the reader to [7, 8, 15, 16].
The assumption that the element costs are precisely known in advance is often unrealistic.
In many cases decision makers can rather provide a set of possible realizations of the element
costs. This set is called a scenario set and will be denoted by Γ. Each vector c = (c1, . . . , cn) ∈
Γ is called a scenario and represents a realization of the element costs which may occur with a
positive but perhaps unknown probability. Several methods of describing scenario set Γ were
proposed in the existing literature. Among the most popular are the discrete and interval
uncertainty representations [12]. In the discrete uncertainty representation, which will be
used in this paper, Γ = {c1, . . . , cK} contains K ≥ 1 explicitly given cost scenarios. In the
interval uncertainty representation, it is assumed that each element cost may fall within some
closed interval and Γ is the Cartesian product of all these intervals. In the discrete uncertainty
representation, each scenario can model some event that has a global influence on the element
costs. On the other hand, the interval uncertainty representation is appropriate when each
element cost may vary within some range independently on the values of the other costs.
Some other methods of defining scenario sets were described, for instance, in [3, 5, 6].
When scenario set Γ contains more than one scenario, an additional criterion is required to
choose a solution. If no probability distribution in Γ is provided, then the robust optimization
framework is widely used [5, 12]. The idea of robust optimization is to choose a solution
minimizing a worst case performance over Γ. A typical robust criterion is the maximum,
i.e. we seek a solution minimizing the largest cost over all scenarios. It turns out that for
the linear sum cost function the minmax problems are typically NP-hard for two scenarios
even if the underlying deterministic problem is polynomially solvable. This is the case for
the minmax versions of the shortest path [12], selecting items [2] and other classical problems
described, for instance, in [1, 12]. On the other hand, for the bottleneck cost function the
situation is quite different. If the deterministic BP problem is polynomially solvable, then
its minmax version with K scenarios is also polynomially solvable (a straightforward proof of
this fact can be found in [1]). In consequence, the robust bottleneck problems are easier to
solve than their corresponding versions with the linear sum cost function.
The robust (minmax) approach is often regarded as too conservative or pessimistic. It
follows from the fact that the minmax criterion takes into account only one, the worst-case
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scenario, ignoring the information connected with the remaining scenarios. This fact is well
known in decision theory and sample problems in which the minmax criterion seems to be
not appropriate can be found, for example, in [13].
In this paper, we consider the discrete scenario uncertainty representation, so we assume
that the scenario set Γ contains K distinct cost scenarios. In order to choose a solution we
use the Ordered Weighted Averaging aggregation operator (shortly OWA) proposed by Yager
in [17]. The key element of the OWA operator are weights whose number equals the number
of scenarios. Namely, the jth weight expresses an importance of the jth largest solution cost
over all scenarios. By using various weight distributions one can obtain different criteria such
as the maximum, minimum, average, median or Hurwicz. The weights can model an attitude
of decision makers towards the risk and allow them to take more information into account
while computing a solution. The OWA operator is typically used in multiobjective decision
problems (see, e.g., [9, 10, 14]). However, it is natural to use it also under uncertainty by
treating each scenario as a criterion. In this paper we explore the computational properties
of the problem of minimizing the OWA criterion in bottleneck combinatorial optimization
problems for various weight distributions.
2 Problem formulation
Let scenario set Γ = {c1, . . . , cK} contain K distinct cost scenarios, where cj = (c1j , . . . , cnj)
for j ∈ [K] (we use [K] to denote the set {1, . . . ,K}). The bottleneck cost of a given
solution X depends on scenario cj and will be denoted by F (X,cj) = maxei∈X cij . Let us
introduce weights w1, . . . , wK such that wj ∈ [0, 1] for all j ∈ [K] and w1+ · · ·+wK = 1. For
a given solution X, let σ be a permutation of [K] such that F (X,cσ(1)) ≥ · · · ≥ F (X,cσ(K)).
The Ordered Weighted Averaging aggregation operator (OWA) is defined as follows [17]:
OWA(X) =
∑
j∈[K]
wjF (X,cσ(j)).
The OWA operator has several natural properties which follow directly from its definition.
Since it is a convex combination of the cost functions, minj∈[K]F (X,cj) ≤ OWA(X) ≤
maxj∈[K]F (X,cj). It is also monotonic, i.e. if F (Y,cj) ≥ F (X,cj) for all j ∈ [K], then
OWA(Y ) ≥ OWA(X), idempotent, i.e. if F (X,c1) = · · · = F (X,cK) = a, then OWA(X) = a
and symmetric, i.e. its value does not depend on the order of scenarios. In this paper we
examine the following optimization problem:
Min-Owa BP : min
X∈Φ
OWA(X).
We now discuss several special cases of the OWA operator and the corresponding Min-
Owa BP problem (see also Table 1). If w1 = 1 and wj = 0 for j = 2, . . . ,K, then OWA
becomes the maximum and the corresponding problem is denoted as Min-Max BP . This is
a typical problem considered in the robust optimization framework. If wK = 1 and wj = 0
for j = 1, . . . ,K − 1, then OWA becomes the minimum and the corresponding problem is
denoted as Min-Min BP. In general, if wk = 1 and wj = 0 for j ∈ [K] \ {k}, then OWA is
the k-th largest element and the problem is denoted as Min-Quant(k) BP. In particular,
when k = ⌊K/2⌋+ 1, the k-th element is the median and the problem consists in minimizing
the median of the costs and is denoted as Min-Median BP. If wj = 1/K for all j ∈ [K], i.e.
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Table 1: Special cases of Min-Owa BP.
Name of the problem Weight distribution
Min-Max BP w1 = 1 and wj = 0 for j = 2, . . . ,K
Min-Min BP wK = 1 and wj = 0 for j = 1, . . . ,K − 1
Min-Average BP wj = 1/K for j ∈ [K]
Min-Quant(k) BP wk = 1 and wj = 0 for j ∈ [K] \ {k}
Min-Median BP w⌊K/2⌋+1 = 1 and wj = 0 for j ∈ [K] \ {⌊K/2⌋ + 1}
Min-Hurwicz BP w1 = α, wK = 1− α, α ∈ [0, 1] and wj = 0 for j ∈ [K] \ {1,K}
when the weights are uniform, then OWA is the average (or the Laplace criterion) and the
problem is denoted as Min-Average BP. Finally, if w1 = α and wK = 1− α for some fixed
α ∈ [0, 1] and wj = 0 for the remaining weights, then we get the Hurwicz pessimism-optimism
criterion and the problem is denoted as Min-Hurwicz BP.
3 Polynomially solvable cases
In this section, we identify the cases of Min-Owa BP which are polynomially solvable. It is
easy to check that among the problems listed in Table 1, Min-Max BP and Min-Min BP are
polynomially solvable if only BP is polynomially solvable. It is straightforward to check that
an optimal solution to Min-Max BP can be obtained by computing an optimal solution for
the costs cˆi = maxj∈[K] cij , ei ∈ E (see [1]). This can be done in O(nK + g(n)) time, where
g(n) is the time required for solving the deterministic BP problem. On the other hand, the
Min-Min BP problem can be solved by computing an optimal solution under each scenario
and choosing the one with the smallest bottleneck cost, which can be done in O(Kg(n)) time.
We now discuss the general problem in which the number of scenarios K is constant (it
is not a part of the input).
Theorem 1. If FBP is solvable in f(n) time, then Min-OWA BP is solvable in O(nK(f(n)+
K logK)) time.
Proof. Let F = (f1, f2, . . . , fK) be a vector of, not necessarily distinct, elements of E. Element
fj is associated with the scenario cj , j ∈ [K], and thus vector F defines a vector of costs
cF = (c
′
1, c
′
2, . . . , c
′
K), where c
′
j is the cost of fj under cj . Let σ be a sequence of [K] such
that c′σ(1) ≥ c
′
σ(2) ≥ · · · ≥ c
′
σ(K). Define owa(cF ) =
∑
j∈[K]wjc
′
σ(j). Let EF ⊆ E be the subset
of the elements constructed as follows. For each j ∈ [K] and ei ∈ E, if cij > c
′
j then ei is
removed from E. The set EF contains all the elements which have been not removed. Let
ΦF be the set of feasible solutions that contain only the elements from EF . It is clear that for
any X ∈ ΦF , OWA(X) ≤ owa(cF ). Let X
∗ be an optimal solution to Min-Owa BP . We will
show that there exists vector F ∗ = (f∗1 , f
∗
2 , . . . , f
∗
K) such that OWA(X
∗) = owa(cF ∗ ). Indeed,
this equality holds if f∗j ∈ X
∗ is an element of the maximal cost in X∗ under scenario j.
Now the algorithm works as follows. We enumerate all possible vectors F . If the set ΦF
is not empty, then we choose any solution XF ∈ ΦF . Among the solutions computed we
choose the one, say XF ′ , of the minimum owa(cF ′ ). It is clear that XF ′ must be optimal.
Let us estimate the running time of the algorithm. The number of vectors F which must
be enumerated is bounded by nK . For each F the solution XF can be found by solving the
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FBP problem, which requires f(n) time. Finally, computing owa(cF ) requires K logK time.
Hence the running time of the algorithm is bounded by O(nK(f(n) +K logK)).
Corollary 1. If FBP is polynomially solvable and K is constant, then Min-Owa BP is
polynomially solvable.
Of course, the algorithm shown in the proof of Theorem 1 is efficient only when the number
of scenarios is small. For largeK the result obtained is only theoretical and the approximation
algorithm designed in Section 5 might be more appropriate. We now show how Theorem 1
can be applied to solve the Min-Hurwicz BP problem with unbounded K.
Theorem 2. If FBP is solvable in f(n)-time, then Min-Hurwicz BP is solvable in O(Kn2f(n))
time.
Proof. The Hurwicz criterion with parameter α ∈ [0, 1] can be rewritten as follows:
OWA(X) = αmax
j∈[K]
max
ei∈X
cij + (1− α) min
j∈[K]
max
ei∈X
cij = αmax
ei∈X
max
j∈[K]
cij + (1− α) min
j∈[K]
max
ei∈X
cij .
Let cˆi = maxj∈[K] cij . Then
OWA(X) = αmax
ei∈X
cˆi + (1− α) min
j∈[K]
max
ei∈X
cij = min
j∈[K]
(αmax
ei∈X
cˆi + (1− α)max
ei∈X
cij).
Let us define
Hj(X) = αmax
ei∈X
cˆi + (1− α)max
ei∈X
cij , j ∈ [K].
Hence
OWA(X) = min
j∈[K]
Hj(X).
Let Xj minimize Hj(X). It is easy to see that an optimal solution to Min-Hurwicz BP is
among X1, . . . ,XK . So, the problem reduces to solving K auxiliary optimization problems
consisting in minimizingHj(X), j ∈ [K]. But each of these problems is theMin-Hurwicz BP
with α and only two scenarios, namely c1 = (cˆ1, . . . , cˆn) and c2 = (c1j , . . . , cnj), which follows
from the fact that cˆi ≥ cij for each i, j ∈ [n]. Thus, according to Theorem 1, each Xj can be
computed in O(n2f(n)) time. In consequence, the Min-Hurwicz BP problem is solvable in
O(Kn2f(n)) time.
Corollary 2. If FBP is polynomially solvable, then Min-Hurwicz BP is polynomially solv-
able.
We now consider the problem of minimizing the kth largest cost, i.e. the problem Min-
Quant(k) BP. It is clear that this problem is polynomially solvable for k = 1 and k = K
if only BP is polynomially solvable. We now show that Min-Quant(k) BP is polynomially
solvable for any k, provided that k is constant.
Theorem 3. If Min-max BP is solvable in f(n) time, then Min Quant(k) BP is solvable
in O
(( K
k−1
)
f(n)
)
time.
Proof. The algorithm works as follows. We enumerate all the subsets of scenarios of size
k − 1. For each such a subset, say C, we solve the Min-Max BP problem for the scenario
set Γ \ C obtaining a solution XC . Among the computed solutions we return XC for which
the maximal bottleneck cost over Γ \ C is minimal. It is straightforward to verify that this
solution must be optimal.
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Corollary 3. If k or K−k is constant and BP is polynomially solvable, then Min Quant(k) BP
is polynomially solvable.
Again, the algorithm proposed in the proof of Theorem 3 is efficient only when k is close
to 1 or close to K. It has the largest running time when k = ⌊K/2⌋+1, i.e. when we minimize
the median of the costs. In this case, however, k is not constant since its value depends on K.
In the next section we will show that the Min-Median BP problem can be strongly NP-hard
and not at all approximable even if BP is polynomially solvable.
4 Hard cases
In order to identify the hard cases of Min-Owa BP, we have to assume that the number
of scenarios K is unbounded (it is a part of the input). Otherwise, Min-Owa BP is poly-
nomially solvable (see Theorem 1). In this section, we first show several negative results
when BP is Bottleneck Path. We then show how these negative results can be extended
to other network problems such as Bottleneck Spanning Tree, Bottleneck Cut, or
Bottleneck Assignment.
Theorem 4. If K is unbounded, then Min-Average Bottleneck Path is strongly NP-
hard and not approximable within 7/6− ǫ for any ǫ > 0 unless P=NP.
Proof. We show a polynomial time approximation preserving reduction from the Min 3-SAT
problem which is known to be strongly NP-hard [11]. This problem is defined as follows.
We are given boolean variables x1, . . . , xn and a collection of clauses C1, . . . , Cm, where each
clause is a disjunction of at most three literals (variables or their negations). We ask if
there is an assignment to the variables which satisfies at most L clauses. The optimization
(minimization) version of the problem is hard to approximate within 7/6− ǫ for any ǫ > 0 [4].
Given an instance of Min 3-Sat, we construct the graph shown in Figure 1.
PSfrag replacements
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Figure 1: The graph in the reduction.
The arcs e1, . . . , en correspond to literals x1, . . . , xn and the arcs f1, . . . , fn correspond
to literals x1, . . . , xn. There is one-to-one correspondence between paths from s to t and
assignments to the variables. We fix xi = 1 if a path chooses ei and xi = 0 if a path chooses
fi. The set Γ is constructed as follows. For each clause Cj = (l
j
1∨ l
j
2∨ l
j
3), j ∈ [m], we form the
cost vector cj in which the costs of the arcs corresponding to l
j
1, l
j
2 and l
j
3 are set to 1 and the
costs of the remaining arcs are set to 0. Let us fix wj = 1/m for j ∈ [m]. Suppose that the
answer to Min 3-Sat is yes. Then there is an assignment to the variables satisfying at most
L clauses. Consider the path X corresponding to this assignment. From the construction of Γ
it follows that the cost of X is equal to 1 under at most L scenarios. Hence OWA(X) ≤ L/m.
On the other hand, if the answer to Min 3-sat is no, then any assignment satisfies more than
L clauses and each path X has the bottleneck cost equal to 1 for more than L cost vectors.
Hence OWA(X) > L/m. So, the answer to Min 3-SAT is yes if and only if there is a path
X such that OWA(X) ≤ L/m. The reduction is approximation preserving. In consequence,
the inapproximability result for Min-Average Bottleneck Path follows.
6
Theorem 5. If K is unbounded, then Min-Median Bottleneck Path is strongly NP-hard
and not at all approximable unless P=NP.
Proof. In order to prove this result we only need to modify the reduction given in the proof of
Theorem 4. We proceed as follows. Assume first that L < ⌊m/2⌋, where m is the number of
causes in the instance of Min 3-Sat. We then add to Γ additional m− 2L scenarios with the
costs equal to 1 for all the arcs. So the number of scenarios is 2m− 2L. We fix wm−L+1 = 1
and wj = 0 for the remaining scenarios. Now, the answer to Min 3-SAT is yes, if and only
if there is a path X whose cost is 1 under at most L+m− 2L = m−L scenarios. According
to the definition of the weights OWA(X) = 0. Assume that L > ⌊m/2⌋. We then we add
to Γ additional 2L −m scenarios with the costs equal to 0 for all the arcs. The number of
scenarios is then 2L. We fix wL+1 = 1 and wj = 0 for all the remaining scenarios. Now, the
answer to Min 3-SAT is yes, if and only if there is a path X whose cost is 1 under at most
L scenarios. According to the definition of the weights OWA(X) = 0. We thus can see that
it is NP-hard to check whether there is a path X such that OWA(X) ≤ 0 and the theorem
follows.
Theorem 5 leads to the following corollary:
Corollary 4. If both K and k are unbounded (or k is a function of K), then Min-Quant(k)
Bottleneck Path is strongly NP-hard and not at all approximable unless P=NP.
The weights used in the OWA operator can reflect an attitude of decision maker towards
the risk. If the weights are nonincreasing, i.e. w1 ≥ w2 ≥ · · · ≥ wK , then decision maker is
risk averse. In the extreme case, when w1 = 1, he minimizes the largest solution cost over all
scenarios. Nonincreasing weights are compatible with the robust optimization framework. On
the other hand, if decision maker is risk seeking, then the weights should be nondecreasing
i.e. w1 ≤ w2 · · · ≤ wK . In the extreme case, when wK = 1, he minimizes the smallest
solution cost over all scenarios. Theorem 4 implies that Min-Owa Bottleneck Path with
both nonincreasing and nondecreasing weights is strongly NP-hard. There is, however, a
fundamental difference between these two types of weight distributions. In the next section
we will show that the problem with nonincreasing weights can be approximated within some
guaranteed worst case ratio. On the other hand, the problem with nondecreasing weights is
not at all approximable and this fact is demonstrated by the following result.
Theorem 6. If K is unbounded and the weights are nondecreasing, then Min-Owa Bot-
tleneck Path is strongly NP-hard and not at all approximable unless P=NP.
Proof. It is enough to slightly modify the proof of Theorem 4 by replacing the uniform weight
distribution with the following one: w1 = w2 = · · · = wL = 0 and wL+1 = wL+2 = · · · =
wK = 1/(K−L). If there is an assignment to the variables satisfying at most L clauses, then
the cost of the corresponding path X is positive under at most L scenarios and, consequently,
OWA(X) = 0. On the other hand, if each assignment satisfies more than L clauses, then each
path has a positive cost under more than L scenarios and OWA(X) > 0. So, it is NP-hard
to check whether there is a path X such that OWA(X) ≤ 0 and the theorem follows.
Theorems 4, 5 and 6 and Corollary 4 hold when BP is Bottleneck Path. However,
the simple structure of the network in Figure 1 allows us to extend these results for other
classical network problems. We can see at once, that each optimal s-t path in G (see Figure 1)
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can easily be transformed into an optimal spanning tree in G, and vice versa, by adding or
removing a number of dummy (dashed) arcs. Consequently, all the results obtained in this
section hold when BP is Bottleneck Spanning tree. In order to modify the proofs for
the Bottleneck Cut and Bottleneck Assignment problems it is enough to replace the
graph presented in Figure 1 with the corresponding graphs shown in Figure 2.
PSfrag replacements
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Figure 2: The graphs: (a) for the minimum s-t cut problem, (b) for the minimum assignment
problem.
5 Approximation algorithm
If the number of scenarios K is large, then the exact algorithm proposed in Section 3 is
inefficient. Furthermore, if K is unbounded, then Min-Owa BP can be strongly NP-hard
even if BP is polynomially solvable. In this section, we propose an approximation algorithm
with some guaranteed worst-case performance ratio, which can be applied in some cases when
K is large. We start with proving the following result:
Theorem 7. Suppose that w1 = · · · = wk−1 = 0 and wk > 0 and let Xˆ be an optimal
solution to the Min-Quant(k) BP problem. Then for each X ∈ Φ, it holds OWA(Xˆ) ≤
(1/wk)OWA(X) and the bound is tight
Proof. Let σ be a sequence of [K] such that F (Xˆ, cσ(1)) ≥ · · · ≥ F (Xˆ, cσ(K)) and ρ be a
sequence of [K] such that F (X,cρ(1)) ≥ · · · ≥ F (X,cρ(K)). It holds:
OWA(Xˆ) =
K∑
j=k
wjF (Xˆ, cσ(j)) ≤ F (Xˆ, cσ(k)).
From the definition of Xˆ and the assumption that wk > 0 we get
F (Xˆ, cσ(k)) ≤ F (X,cρ(k)) ≤
1
wk
∑
j∈[K]
wjF (X,cρ(j)) =
1
wk
OWA(X).
Hence OWA(Xˆ) ≤ (1/wk)OWA(X). To see that the bound is tight consider an instance of
the problem shown in Table 2, where E = {e1, . . . , en}, n = 2K, Φ = {X ⊆ E : |X| = K}
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and wj = 1/K for each j ∈ [K]. If we solve the Min-Quant(1) BP problem (i.e. the
Min-Max BP problem) we can get any solution X ∈ Φ, which follows form the fact that
maxj∈[K] cij = K for each ei ∈ E. Let us choose Xˆ = {eK+1, . . . , e2K} with OWA(Xˆ) = K.
Table 2: A hard example for the approximation algorithm.
c1 c2 c3 . . . cK
e1 0 0 0 . . . K
e2 0 0 0 . . . K
...
eK 0 0 0 . . . K
eK+1 K 0 0 . . . 0
eK+2 0 K 0 . . . 0
...
e2K 0 0 0 . . . K
But, when X = {e1, . . . , eK}, then OWA(X) = 1. Hence OWA(Xˆ) = K · OWA(X) =
(1/w1)OWA(X).
The algorithm suggested in Theorem 7 is efficient only when the first positive weight is
close to 1 or close to K. Only in this case, we can solve the Min-Quant(k) BP problem
efficiently and obtain Xˆ by using the algorithm proposed in Section 3. We now show several
consequences of Theorem 7. If the first weight, associated with the largest cost, is positive,
then in order to obtain an approximate solution, we need to solve the Min-Max BP problem,
which is polynomially solvable if only BP is polynomially solvable. We thus get the following
corollary:
Corollary 5. If BP is polynomially solvable and w1 > 0, then Min-Owa BP is approximable
within 1/w1.
In the previous section we have shown that the problem with nondecreasing weights can
be not at all approximable. The situation is quite different if the weights are nonincreasing,
because in this case we have w1 ≥ 1/K and we get the following two corollaries.
Corollary 6. If the weights are nonincreasing and BP is polynomially solvable, then Min-
Owa BP is approximable within 1/w1 ≤ K.
Corollary 7. If BP is polynomially solvable, then Min-Average BP is approximable within K.
In general, if the weights are nonincreasing, then the problem is approximable within some
guaranteed worst-case ratio not greater than K. This ratio takes the largest value, equal to
K, when the weights are uniform. Observe that the less uniform the weight distribution is, the
better worst-case approximation ratio is. The worst case ratio becomes 1 when w1 = 1, i.e. for
the maximum criterion. Notice that an approximation algorithm with a worst-case ratio being
a polynomially computable function of K cannot exist for the general Min-Owa BP problem
unless P=NP. This is a consequence of Theorems 5 and 6, where strong inapproximability
results were shown.
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6 Summary
In this paper we have shown some computational properties of the problem of minimizing the
OWA criterion for the class of bottleneck combinatorial optimization problems with uncertain
costs. The positive and negative results obtained are general and remain valid for many
particular problems. We believe that some of them could be refined by taking into account
a particular structure of the underlying problem BP. The computational properties of Min-
Owa BP, where BP is Bottleneck Path, Bottleneck Spanning Tree, Bottleneck
Cut, or Bottleneck Assignment, are summarized in Table 3. The most interesting open
problem is to close the approximability gap for the average criterion, since the problems are
approximable within K and not approximable within 8/7− ǫ for any ǫ > 0 unless P=NP.
Table 3: Summary of the known and new results for the Min-Owa BP, when BP is Bot-
tleneck Path, Bottleneck Spanning Tree, Bottleneck Cut, or Bottleneck As-
signment; f(n) is the time required for solving FBP and g(n) is the time required for
solving BP.
Problem K ≥ 2 constant K unbounded
Min-Owa BP polynomially solvable strongly NP-hard;
in O(nKf(n)) time approximable within 1/w1 if the weights
are nonincreasing;
not at all approximable if the weights
are arbitrary (or nondecreasing)
Min-Max BP polynomially solvable polynomially solvable
in g(n) time in O(Kn+ g(n)) time
Min-Min BP polynomially solvable polynomially solvable
in g(n) time in O(Kg(n)) time
Min-Average BP polynomially solvable strongly NP-hard;
in O(nKf(n)) time approximable within K
not approximable within 8/7 − ǫ
Min-Hurwicz BP polynomially solvable polynomially solvable
in O(n2f(n)) time in O(Kn2f(n)) time
Min-Quant(k) BP polynomially solvable polynomially solvable for constant k
in O(nKf(n)) time (or K − k) in O
((
K
k−1
)
(Kn+ g(n))
)
time;
strongly NP-hard and
not at all approximable if k is unbounded
Min-Median BP polynomially solvable strongly NP-hard;
in O(nKf(n)) time not at all approximable
References
[1] H. Aissi, C. Bazgan, and D. Vanderpooten. Min–max and min–max regret versions
of combinatorial optimization problems: A survey. European Journal of Operational
Research, 197:427–438, 2009.
10
[2] I. Averbakh. On the complexity of a class of combinatorial optimization problems with
uncertainty. Mathematical Programming, 90:263–272, 2001.
[3] I. Averbakh. Minmax regret bottleneck problems with solution-induced interval uncer-
tainty structure. Discrete Optimization, 7(3):181–190, 2010.
[4] A. Avidor and U. Zwick. Approximating MIN k-SAT. Lecture Notes in Computer
Science, 2518:465–475, 2002.
[5] A. Ben-Tal, L. El Ghaoui, and A. Nemirovski. Robust Optimization. Princeton Series in
Applied Mathematics. Princeton University Press, Princeton, NJ, 2009.
[6] D. Bertsimas and S. Melvyn. Robust discrete optimization and network flows. Mathe-
matical Programming, 98:49–71, 2003.
[7] P. M. Camerini. The minimax spanning tree problem and some extensions. Information
Processing Letters, 7:10–14, 1978.
[8] H. N. Gabow and R. E. Tarjan. Algorithms for two bottleneck optimization problems.
Journal of Algorithms, 9:411–417, 1988.
[9] L. Galand, P. Perny, and O. Spanjaard. Choquet-based optimisation in multiobjective
shortest path and spanning tree problems. European Journal of Operational Research,
204:303–315, 2010.
[10] L. Galand and O. Spanjaard. Exact algorithms for OWA-optimization in multiobjective
spanning tree problems. Computers and Operations Research, 39:1540–1554, 2012.
[11] R. Kohli, R. Krishnamurti, and P. Mirchandani. The minimum satisfiability problem.
SIAM Journal on Discrete Mathematics, 7:275–283, 1994.
[12] P. Kouvelis and G. Yu. Robust Discrete Optimization and its applications. Kluwer
Academic Publishers, 1997.
[13] R. D. Luce and H. Raiffa. Games and Decisions: Introduction and Critical Survey. Dover
Publications Inc., 1957.
[14] W. Ogryczak and T. S´liwin´ski. On solving linear programs with ordered weighted aver-
aging objective. European Journal of Operational Research, 148:80–91, 2003.
[15] A. P. Punnen. A linear time algorithm for the maximum capacity path problem. European
Journal of Operational Research, 53:402–404, 1991.
[16] A. P. Punnen. A fast algorithm for a class of bottleneck problems. Computing, 56:397–
401, 1996.
[17] R. R. Yager. On Ordered Weighted Averaging Aggregation Operators in Multi-Criteria
Decision Making. IEEE Transactions on Systems, Man and Cybernetics, 18:183–190,
1988.
11
