Generative adversarial networks (GANs) have achieved huge success in unsupervised learning. Most of GANs treat the discriminator as a classifier with the binary sigmoid cross entropy loss function. However, we find that the sigmoid cross entropy loss function will sometimes lead to the saturation problem in GANs learning. In this work, we propose to adopt the L2 loss function for the discriminator. The properties of the L2 loss function can improve the stabilization of GANs learning. With the usage of the L2 loss function, we propose the multi-class generative adversarial networks for the purpose of image generation with multiple classes. We evaluate the multi-class GANs on a handwritten Chinese characters dataset with 3740 classes. The experiments demonstrate that the multi-class GANs can generate elegant images on datasets with a large number of classes. Comparison experiments between the L2 loss function and the sigmoid cross entropy loss function are also conducted and the results demonstrate the stabilization of the L2 loss function.
Introduction
Deep learning has led to significant improvements in many computer vision tasks such as image classification [1] , object detection [2] and segmentation [3] . These tasks all belong to supervised learning, which means that a lot of labeled data are provided for the learning processes. However, unsupervised learning tasks such as generative models have less impact by deep learning compared with supervised learning. Although many proposed deep generative models have been proposed including RBM [4] , DBM [5] and VAE [6] , these models have the difficulty of approximating intractable functions or distributions, which limits the effectiveness of these models. Generative adversarial network [7] is another type of deep generative model, which is based on differentiable networks. One advantage of GAN is that it does not require any approximation and can be trained end-to-end through the differentiable networks. The basic idea of GANs is to train a discriminator and a generator simultaneously. The discriminator aims to distinguish whether an image is from training data or from the generator. On the other hand, the generator tries to generate fake images to make the discriminator believe the fake images are from training data. GANs have been proved its effectiveness in image generation [8] , image super-resolution [9] and semi-supervised learning [10] .
Although GANs have achieved great success in image generation, designing networks of GANs is still difficult in practice. The architectures of networks should be well designed, otherwise, learning a GAN would be unstable. Several well-designed networks and empirical techniques have been proposed [8, 10, 11] to improve the stabilization of GANs learning. We find that the instability of GANs learning is partly caused by the saturation of the discriminator. Figure  3 (a) shows an example of saturated GANs learning, where the discriminator becomes saturated at iteration 2K. Then the gradients will be very small and almost no signal will flow through the network to update the weights. Most of GANs adopt the sigmoid cross entropy loss function for the discriminator. However, the sigmoid cross entropy loss function has the saturation problem when the training data are well classified. We argue that this property of the sigmoid cross entropy loss function will lead to the saturation problem in GANs learning. Instead of using the sigmoid cross entropy loss function, our proposed models adopt the L2 loss function. For classification tasks, the L2 loss function performs worse than the sigmoid cross entropy loss function as it penalizes the samples which are well classified. But we find that the classification capability of the L2 loss function is powerful enough for GANs learning. The advantage of the L2 loss function is that it has less saturation problem than the sigmoid cross entropy loss function. The following sections will analyze the properties of the two loss functions and compare their performances.
GANs are able to generate elegant images on MNIST which contains 10 classes of images. However, the images in MNIST are simple. We further evaluate GANs on a handwritten Chinese characters dataset. As Figure 1 shows, the generated images are difficult to recognize. As the number of classes grows, the generated images become weirder. The generated images seem to contain multiple features of different classes. This phenomenon is caused by that one GAN model tries to learn features of multiple classes, which is not reasonable. This is similar to the scenario of the classification tasks. Given 1000 classes of images to classify, if the classifier tries to classify the images into 2 classes, the classifier will be confused by multiple features in the combined classes. We propose the multi-class GANs that can guide the model to learn the features of the multiple classes separately. The multi-class GANs are able to generate elegant images even when the number of classes is very large. 
Deep generative models
Deep generative models attempt to capture the probability distributions over the given data samples. Deep generative models have been applied to data generation [7] , image classification [12] and multimodal learning [13] . Restricted Boltzmann Machines (RBMs) are the basis of many other hierarchical models. RBMs have been used to model the distributions of images [14] and documents [15] . Deep Belief Networks (DBNs) and Deep Boltzmann Machines (DBMs) are extended from the RBMs. The top two layers of DBNs are identical to RBMs but several directed layers are added under the top two undirected layers. The most successful application of DBNs is for image classification [12] , where a DBN is used to extract feature representations. Unlike the DBN, Deep Boltzmann Machines [16] are totally undirected models. One important property of DBMs compared with DBNs is that the hidden variables in a layer are conditionally independent given the other layers. This makes the posterior distribution of hidden variables more elegant than the one of DBNs. However, all of RBMs, DBNs and DBMs have the difficulties of an intractable partition function or an intractable posterior distribution. Therefore approximation methods have to be used to learn the models. Another important deep generative model is Variational Autoencoders (VAE) [6] . The VAE is a directed model and can be trained with gradient-based optimization methods. But VAEs also make an approximation for the objective function, which introduces small errors to the model. Generative Adversarial Network (GAN) [7] is another type of generative deep model. One advantage of GANs is that it does not require any approximation method and can be trained through the differentiable networks. GANs have shown the powerful capabilities of image generation on various kinds of datasets including digits [7] , scenes [8] and even ImageNet [10] .
Generative Adversarial Networks
The GANs were first proposed in 2014 by Goodfellow et al. [7] . The follow-up works for GANs can be classified into two categories. One is to improve the stabilization of GANs learning [8, 11, 17, 10] and the other is to apply GANs to specific tasks [9, 18] . A lot of works have been proposed to improve the stabilization of GANs learning. Radford et al. [8] introduced the deep convolutional generative adversarial network (DCGAN), and presented some stable architectures of DCGANs. DCGANs are able to generate high-quality scene images on the LSUN [19] bedroom dataset. An energy-based generative adversarial network (EBGAN) was introduced in [11] . The discriminator is viewed as an energy function. It has the benefit that various architectures such as autoencoder can be incorporated into the models. Further, several techniques were introduced to reach better convergence in [10] . One of the techniques is called feature matching. Instead of maximizing the output of the discriminator for the generator, it makes the generator to generate samples that match the statistics of the real data by minimizing the mean square error on an intermediate layer of the discriminator. The conditional GANs [20] introduce extra information to both discriminator and generator, which make it possible to generate images conditioned on class labels or different modal data. Laplacian pyramid of generative adversarial network (LAPGAN) [17] uses a Laplacian pyramid framework to generate high-resolution images based on a series of conditional GANs. As GANs have shown the powerful capability for unsupervised tasks, GANs have been applied to many specific tasks. One successful application is the super-resolution generative adversarial network (SRGAN) [9] which combines the traditional content loss for super-resolution task and the adversarial loss. Another application is for semi-supervised learning [10] which achieves state-ofthe-art performance in semi-supervised classification tasks. Furthermore, Reed et al. [18] proposed a method for the text to image synthesis task based on the conditional GANs.
Approach
In this section, we first review the formulation of GANs briefly and then present the limitation of the sigmoid cross entropy loss function by analyzing an example of saturated GAN learning. The feasibility and advantage of the L2 loss function are analyzed in section 3.3. Finally, the multi-class GANs with the L2 loss function are presented in section 3.4.
Generative Adversarial Networks
The learning process of the GANs is to train a discriminator D and a generator G simultaneously. The target of G is to learn the distribution p g over data x. By adopting the reparametrization trick, G starts from sampling input variables z from a uniform distribution p z (z), then maps the input variables z to data space G(z; θ g ) through a differentiable network. On the other hand, D is a classifier D(x; θ d ) that aims to recognize whether an image is from training data or from G. The minimax objective for GANs can be defined as follows:
The conditional generative adversarial networks introduce some extra information y. Both discriminator and generator are conditioned on y. Then the minimax objective for conditional GANs would be as Equation (2).
(2) We find that conditional GANs are more powerful for generating images with multiple classes. Our proposed multi-class GANs are extended from the conditional GANs. 
Analysis of Saturated GAN Learning
When the network architectures of GANs are not well designed, the learning processes may become unstable. For example, at the early stage of the learning process, the generator is poor, and if the discriminator performs too well, Figure 3 (a) is that the output values from both real images and fake images all become 1. The reason is that although the discriminator performs well starting from iteration 0.7K, the discriminator is very biased because of the poorly generated images. At iteration 2.2K, the generator finds a solution to fool the biased discriminator. Figure 4(b1) shows that the generator begins to generate similar images that can fool the biased discriminator. Then the discriminator tries to update the weights for the errors. However, the discriminator has been saturated and it can hardly update the weights. Therefore the discriminator keeps a long period to output 1 for the generated images. Similarly, the generator finds another image which is shown in Figure 4 (c1) to fool the discriminator at iteration 6.5K. The model can hardly break the saturated 
Proposed Approach
As stated in section 3.1 , the discriminators of traditional GANs act as classifiers, where the sigmoid cross entropy loss function is adopted. However, we find that the saturation problem is partially caused by the sigmoid cross entropy loss function. The sigmoid cross entropy loss function is defined as:
where σ(·) denotes the sigmoid function. We plot the sigmoid cross entropy loss function with y = 1 in Figure 5 (a). The curve in Figure 5 (a) indicates that the sigmoid cross entropy loss fucntion will saturate when x is relatively large. shows an example of successful GAN learning. It shows that the discriminator does not perform well and has misclassifications along the learning process. Our proposed approach is motivated by this observation. We propose to use the L2 loss function for the discriminator. The L2 loss function for classification task is defined as:
For the classification tasks, the performance of the L2 loss function is limited as the L2 loss function will penalize a lot for correctly classified samples. But in terms of GANs learning, the discriminator does not need to perform well. The following experiments demonstrate that the classification capability of the L2 loss function is powerful enough for GANs learning. The limited classification capability of the L2 loss function relieves the saturation problem of GANs learning. Another important property of the L2 loss function is that the saturation region of the L2 loss function is much smaller than the one of the sigmoid cross entropy loss function. As Figure 5 (b) shows, the L2 loss function will saturate only near x = 1. For the saturated example introduced in section 3.2, if the sigmoid cross entropy loss function is replaced by the L2 loss function, the model will be able to converge to a good state. The following experiments will discuss this in detail. The above two properties of the L2 loss function make it more stable for GANs learning and this stabilization provides us more flexibility to explore more powerful network architectures. The following proposed models all adopt the L2 loss function. 
Model Architectures

Multi-class GANs for Handwritten Chinese Characters
For learning a GAN on MNIST, it is able to generate high-quality images. However, the Chinese characters are more complex than digits. For Chinese characters, it is difficult to achieve a good convergence by GANs and the generated images is difficult to be recognized as shown in Figure 1 . For multiple classes datasets such as Chinese characters, the experimental results indicate that the conditional GANs can achieve a better convergence. The reason is that for GANs without conditions, the generator may generate images combined from two or more characters and the discriminator treats these images as real images. But for conditional GANs, the training images are conditioned on their labels, which equals to train multiple models for multiple classes. Another benefit of conditional GANs learning is that the images are generated with labels and the labeled images can be more useful for other applications such as data augmentation. We leave the GANs learning on Chineses characters for data augmentation for the future work. One-hot encoding for labels is adopted for learning conditional GANs on MNIST in [20] . However, there are much more classes for Chinese characters. For examples, the Handwritten Chinese Characters dataset (HWDB1.0) [21] contains 3740 classes. If one-hot encoding vectors are directly concatenated to the network layers, the size of the network will become huge such that both the GPU memory cost and the computational time cost are infeasible. We propose to use a linear mapping layer before concatenation, which maps the big one-hot vectors into small vectors. The linear mapping layer is used as an encoder. The experimental results show that the linear mapping layer works well. To make the learning process stable, the L2 loss function is used for the discriminator. The network architecture for handwritten Chinese characters is shown in Figure  6 . ReLU activations are used for the generator and LeakyReLu activations are used for the discriminator. The layers to be concatenated are determined by empirical results.
Model for LSUN
To further demonstrate the stabilization of the L2 loss function, we evaluate it on LSUN-bedroom dataset. The designed network architecture for learning on LSUN-bedroom is shown in Figure 7 . The architecture of the discriminator is identical to the one in DCGAN except for the usage of the L2 loss function. The design of the generator is motivated by the VGG model [22] . Compared with DCGAN, the top two deconvolutional layers are followed by a stride=1 deconvolutional layer. Our model is able to generate high-quality images with 112 × 112 resolution, where the resolution is higher than in DCGAN. Similar to DCGAN, ReLU activations are used for the generator and LeakyReLu activations are used for the discriminator. 
Experiments
In this section, we first present the comparison experiments between the L2 loss function and the sigmoid cross entropy loss function on MNIST. This experiment shows that the L2 loss function is more stable than the sigmoid cross entropy loss function for GANs learning. Then we evaluate the proposed multi-class GANs on a handwritten Chinese characters dataset (HWDB1.0). Finally, we evaluate a deeper GAN with the L2 loss function on the LSUN-bedroom dataset. 
Datasets and Implementation Details
We evaluate our proposed models on 3 datasets including MNIST, HWDB1.0 and LSUN-bedroom. The details of these datasets are shown in Table 1 . The implementation of our proposed models is based on a public implementation of DCGAN 1 using TensorFlow [23] . All the experiments are conducted on the GeForce GTX 1080. The batch size for our implementation is 64. The stddev for the weights initialization is set to 0.02. The learning rates for handwritten Chinese characters model and LSUN model are 0.0002 and 0.001 respectively. The β 1 for Adam algorithm is set to 0.5. All the codes and details of our implementation can be found at https://github.com/xudonmao/Multi-class_GAN. 
Comparison Experiments on MNIST
To compare the stabilization performance between the L2 loss function and the sigmoid cross entropy loss function, we design two network architectures. Figure  2 (b) is with the sigmoid cross entropy loss function and Figure 2 (c) is with the L2 loss function. Everything of the two architectures is the same except for the loss function. We evaluate the two architectures on MNIST. The generated images are shown in Figure 4 . The model with the L2 loss function is able to generate elegant images at iteration 10K. But the model with the sigmoid cross entropy loss function generates weird images. Actually, at iteration 100K, the model with the sigmoid cross entropy loss function still can not generate recognizable images. We also show the output distributions of the discriminator with the L2 loss function in Figure 8 . Compared with Figure 3 (a), it shows that the model with the L2 loss function converges normally and the output values for real images and fake images both converge to around the optimal value 0.5. This experiment verifies our analysis in section 3.3 and we can conclude that the L2 loss function performs more stable than the sigmoid cross entropy loss function for GANs learning.
Handwritten Chinese Characters
To evaluate the capabilities of the multi-class GANs, we trained the multi-class GANs on a handwritten Chinese characters dataset (HWDB1.0) which contains 3740 classes. The architectures of the multi-class GANs are shown in Figure  6 . The labels are encoded to one-hot vectors first and then a linear mapping layer is used to map the one-hot vectors into 256 dimension vectors. The top 3 layers of the discriminator are concatenated with the label vectors and only the input layer is concatenated for the generator. The layers to be concatenated are determined by empirical results. Figure 9 shows the generated images by multi-class GANs as well as the corresponding real images from the same class. Compared with the images generated by GANs in Figure 1 , the generated images by multi-class GANs are more elegant. The generated characters are easy to be recognized even when the number of the classes achieves 3740.
LSUN
To further evaluate the performance of the L2 loss function, we designed a deep GAN which is shown in Figure 7 and evaluated it on the LSUN-bedroom dataset. The architecture of the generator is motivated by the VGG model, where two stride=1 deconvolutional layers are added after two stride=2 deconvolutional layers. The model is able to generate high-quality images with 112 × 112 resolution as shown in Figure 10 . Compared with the generated images in DCGAN, our generated images contain more details. For example, from the image at row 4 and column 2, we can see the beach from the window and from the image at row 1 and column 4, there is a crystal chandelier at the top of the bedroom.
Conclusions and Future Work
In this work we propose to use the L2 loss function for the discriminator instead of the sigmoid cross entropy loss function. The comparison experiments demonstrate that the L2 loss function performs more stable than the sigmoid cross entropy loss function for GANs learning. The multi-class GANs for generating images with multiple classes are also proposed. The experimental results Figure 10 : Generated images on LSUN-bedroom by our proposed model on a handwritten Chinese characters dataset with 3740 classes show that the proposed model improves the quality of the generated images significantly compared with the traditional GANs. In addition, we propose a deep GAN with the L2 loss function for generating high-resolution images. In future work, we plan to extend the multi-class GANs to be applied in more complex multi-class datasets such as ImageNet. The applications of the multi-class GANs such as data augmentation for Chinese characters recognition are also worth studying.
