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O principio do minimo de Pontryagin fornece cond_!. 
,., , . 
çoes necessarias para que seja minimizada uma funcional condJ_ 
cionade. a um problema de contrô1e: Como resultado, obtém-se, 
em geral, sistemas de equações diferenciais que as variáveis 
de contrÔle e parâmetros do problema devem satisfazer: Nêste 
trabalho mostramos que certos tipos de problemas de contrÔle 
,· 
podem ser aproximados, dentro de certo oriterio, por proble-
- ; ~ mas de programaçao matematioa, cujas soluçoes devem satisfa-
zer certas condições. Estas aproximações não são do tipo 
r, di scretização no tempoº, mas 13ão a.proximaçÕe s nas funçÕe s 
oontrSle usadas; Estudamos, n;ete trabalho, condições neoes-
aárias e suficientes para os problemas simplificados, assim 
, , -
como alguns metodos numericos para sua soluçao; 
:i.v 
Pontryagin's minim11m prinoiple furnishes the nec-
esaary conditions for the minimization of a functional reet-
rictod by a control problem: Systems of differential equations 
on the control vnriablcs and problem parametere are generally 
obtained as a rosult. Ihie work showa thnt a certain class of 
control problema can be approximataa, within certain limitat-
ions, by mathcrnatical programTiinc problema, the solution of 
which :nmst sa ti efy a.eter:m:tna te condi tions. The r:e approxima tions 
are not of the n time-c1iscretizat:to:n11 typc, but a:i;,p:roxj_m.ationrJ 
on the control lawso We hera study necessary and sufficient 
oonditions for these simplified problema, as well as some num-
erical metbods for their solution; 
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C A P I T U L O l 
INTRODUÇÃO AO PROBLEMA 
Seção I ~ Introdução 
O princípio do Mínimo de Pontryagin (ref~ [2], pag; 
284), quando aplicável a um problema de contrÔle, fornece co_!2 
diçÕes necessárias para que seja minimizada uma funcional.' c.2 
mo resultado de sua aplicaçio, obt;m-se, no entanto, aistemas 
de equações diferenciais e problemas de minimização em espa-
ços de dimensão infinita que raramente podem ser resolvidos 
por m~todos analíticos e cuja complexidade cresce muito com o 
aumento de complexidade dos sis-'Gemas de contrÔle tratados., 
Nosso intuito neste trabalho; desenvolver um méto-
do de reduçio do problema de otimizaçio em espaço de dimensio 
infinita em que consiste o problema de contrÔle, a um proble-
ma de otimização em espaço de dimensão finita. Esta redução, 
' . fi ... d ' "1 realizada atraves de uma simpli. caça.o do espaço e con,:;ro es 
admissíveis, levará a problemas àe programação não linear, º.!:! 
~ ~ - # 
jae soluçoes, se existirem, conduzirao a soluçoes sub.otimas 
do primeiro problema: 
2 
O problema de programação matemática é obtido atra-
vés da expansão do vetor contrÔle em uma soma finita de fun-
ções elementares, como proposto por Jacob (1]: A otimização 
, ... ,V 
sera feita sobre os coeficientes dessa expansao, utilizando 
métodos de programação não linear: 
O procedimento acima será desenvolvido nos cap!tu~ 
los 2 e 3 para problemas de contrÔle particulares, onde abor-
damos problemas de tempo minimo e problemas com critérios 4'U,! 
dr,ticos~ Poder-se-' ver, então, que a maior dificuldade do 
método reside na redução dos vinculas do problema de contrêle 
a vinculas sÔbre os coeficientes da expansão; Esta redução s~ 
rá tratada no capitulo 4 para funções critério convexas e um 
algoritmo para resolver o problema reduzido será desenvolvido 
,,. 
n.o capitulo 5 ,.-
, " Neste capitulo formularemos o problema de controle, 
introduzindo os casos particulares a ser tra-tados nos capítulos 
restantes:" 




R~ :; {.x J .x e- R A x ~o J , 0':1Õ.c R ; e o cunjunto 
dos reais 
3 
S . ..,.ERn eJam .,._ um vetor coluna e A uma matriz n x m. 
Dados os conjuntos de indices 






ii linha da matriz A 
jt coluna da matriz A 
Aâs. 
Aii Ay: [ Ai, 
J 
A;k 
ef.l....,JJ _.::: .. . " ' 
. 
Jz. A . . 
. 
A•- ) 
Dada. uma função f : Rn ~ R, o grad'iente de f em 
relação a x no ponto - n , x E R sera denotado por 
Dada. uma função g : Rn .,.. Rm 
4 ( il:.. (x)] I a (~x 9:, (:iJ • .. º ~ °:~ (;êJ) 
tr "'' x l :: a x - T-
ond e "tn denota transposição: 
4 
O problema de contrÔle será enunciado segundo a aM 
presentaçio de Athans e Falb (rer: [2], pag; 284)t Para que 
o problema seja tratável com alguma generalidade, mas também 
sem uma complicação excessiva, faremos desde logo simplifíca" 
çÕes em sua enunciação: a) não se :fazem restrições sÔbre o 
estado do sistema; 
b) as componentes do vetor contrÔle 
serão limitadas sÕmente em módulo; 
e) o alvo do problema de contrÔle s~ 
, 
ra dado por uma variedade linear 
de Rn x R+ (vejam-se as definições 
abaixo); 
Poss:fveis extensões da teoria serão indicadas nas 
H A , ~ 
conolusoes de~te capitulo e dos seguintes~ 
Considere-se então um sistema variante no tempo, de~ 
crito pela equação (ref~ (2), pag~284) 
1 
2 
X ( t) = f ( X ( it) ' u ( t) , t ) 
onde x; R+_. Rn 
satisfazendo condições de in-
tegrabilidade (veja-se ( 2 ], pag.· 284) 
5 
1 • .-II 
u ( t )€ .tl C:: llm V, t € R+ 
n. • { 'I " R • 1 1 ts d $ 1 , i = t, 2, ... , -. } 
4 f : Rn X A X R+ --t> Rn 
5 Ao conjunto U de funções oontrÔle que satisfazem (2) 
e(;), acima, chamaremos 
U = conjunto de contrÔles admissíveis: 
Vamos ainda definir o conjunto alvo: 
6 
n , s1 e: R , que neste trabalho sera 
sempre toma.a.o 
• • • ? 
i e { l - ~ "'' •• , ikJ 1, 2, ..,.-, n J :x:I11aR , dado, 




Problema de contrÔle: 
( X (t), U (t), t) clt 
T) t 0 
A , 
Encontrar, se existir, um controle admissivel que, 
aplica.do ao sistema (1), em um esta.do inicial x 0 no instante 
t:
0 
dados, leva ( x (t), t) ao alvo S (6), minimizando a fun-
1.,II 
cional critério 
instante tal que 
J(x. , u , t 0 , T J (7), onde T é o primeiro 
(x (T), T)E: S 
--
S eç ;o III~ Simplificaçio do pro~lema aa contr8le 
Um extenso tratamento do problema (9) é feito na re-
ferência [2]: O conjunto de contrÔles admissíveis U, cons~ 
tituido de funções satisfazendo condições gerais de integrabi-
~ ~ - - -lidade, e muito geral~ Nossa simplificaçao mais importante ao 
problema de contr31e seri partioularizar o conjunto U, como 
segue: 
,., 
Considere-se um conjunto finito de funçoes dadas 
10 , j = 1, 2, ••• , q 
Definiremos agora 
' 11 v•= { 14 \ \l,:I cr(i.,.i I o(j ,A,jsf,a, ... ,, A 
l•I 
A particularização acima, oom a hipótese adicional 
(12) 
12 Hipótese: O sistema (1) é 1inear, 
levar-nos-á a grande simplificação no tratamento do problema 
7 
de contrÔle, como segue: 
O sistema (1) linear, variante no tempo será repre-
sentado por 
• 13 X (t) = A (t) X (t) + B (t) U (t) 
onde A (t) , B (t) são matrizes reais, respectivamente n x n 
e n x m, cuja apresentação e tratamento é encontrado na refe-
rência L :;J 7 pág~ 34i 
Resolvendo o sistema (13) obtemos (ver {3], pag; 
n42) 
14 
onde; é a matriz de transição de estado~ 
Fazendo-se a.gora 
' . 
15 e.e. <tJ : E o(.i u-.sc{,, 
j:f 




X(tJ = 9(t, t.):JC. + ~ Cl('J f:J(tJ 
j:f 
t 









obtem-se finalmente de (16) e (18), 
19 
20 
Segue-se também imediatamente que 
, onde 
t-
1/ (IJ = j ( C t-, sJ 8 CsJ ..,.;(sJ d.• 
'"º 
Note-se agora que a busca de um contrÔle pertencen-
te a u1 transformou-se na busca de um. w E' R9 • t e :portanto 
reduziu-se e.o tratamento em um espaço de dimensão fj.ni ta, o tra-
tamento do espaço U de dimenaio infinita. 
A substituição de (19) e (15) na funcional 
J ( x 0 , u, t 0 , T) (7), leva. a uma :função cujo domínio depen-
de do tipo de problema abordado, mas que poderá ser tratada 
,. ,,.. ,-
por metodos de programaçao matematicL 
9 
l .. III 
,.,, 
Nas seçoes seguintes, apresentaremos o tratamento 
doe casos que nos ocupario em todo o trabalho: problemas com 
tempo fixo e problemas de tempo mínimo~ 
Seção IV - Caso ,:ga.rticuJ.ar: :12.roblemas d.J'.::... !ew.::12,o_);J_:,rn com sis-
temas l:i.neares 
Vamos consid.erar o caso par-ticula:r em. que, dado 
21 e• = SJ. X { T l T~ to ü t 
sl = {x E:nn ' X == xI} X ~-r,I.II . J,\. I ] 
Como oa contr3les admissíveis devem levar 






Obtem-se de ( 22) e ( 23) 
24 = o 
A equação ( 24) rapre sen·ta uma variedade linear de 
n4 de dimeneio n - III ~ A grande van~agem dos problemas de 
tempo fixo reside na linearidade de (24), pois qualquer valor 
de at 6 R q tal que 
resolve o problema de contrô-
le estari sempre, se existir, sÔbre uma variedade linear: Ve-
remos adiante que a equação ( 24) constituirá um vinculo do 
problema de programação não-linear a que se reduz o problema 
de contrÔJ.e, com a evide11.te vantagem de ser linear;' 
Note-se, entretanto, que os coeficientes que definem 
a variedade linear definida em (24), ou seja, os vetores 
e Fj(T), necessitam o conhecimento da matriz de transição de 
esta<los {J ( T , t 0 ) para poderem ser calculados. Em geral:, o 
problema de achar-se i, não é trivial, a não ser no caso de 
sistemas invariantes no tempo, que abordaremos a seguir~ 
u. 
Seção V .... Caso p_arti~la.r: problemas de temno fixo c~siste-
mas lineares invariantes no ~empo 
Citaremos ainda os resultados para sistemas linea-
res invarian~es no tempo: 
Se A e B forem constantes 
25 <j (t,zs) :: 
em (17) leva a 
26 
AU-t) 
e 1 o que substituído 
Se I = {1, 2, ; •• , n} , obtem-se, no lugar de (24), 
,., 
uma expressao muito simples para a variedade linear contendo 
o(. , ou seja 
27 
A 
X + F( t)oc' = 0 
que pode ser escrita 
28 
29 
i + e AT F °' = o 
" j F 
, onde 
' 
onde, de (26), temos que 
i2 
l ~T O V 
Como eAT é não s:i.ngular, multiplicando ( 28) por 
e= AT oh tem-se 
30 + F O( = o 1 onde 
.Ato .A,T 
=•~o-ex 
rTote-se q_ue as 
.... 
expressoes para e -sao, 
neste caso, mais f~ceis de ser calculadas que as 
correspondentes na Seçio 1v: 
... 
expressoes 
I' • m:i.nimo 
,. -Considere-se o problema de controle da Seçao II, 
cúm a função li , int:roduzj_da fJm (8), c1ef:i.nida por 
31 L (x(t), u(t), ·t) :.-:i 1 ~ Introduzindo-se {31) 
em II=7, ve:m 
;i2 
Seja ainda o alvo 
33 ~"' i:> = .... X R+ ,)1 , 




Pode-se enunciar novamente o problema de contrÔle: 
~ Problema: Seja dado um sistema descrito pela equaçao 
• x(t) = f' {x(t), u(t), tJ , como na Seção 
II, acima, e seja U 
~ 
o conjunto de contr.2, 
les a.dmissiveis (ver II-5)·~· Enconi;rar um 
contr3le admissível, se existir, que leve 
o sistema de um estado inic:i.al Xc, no in.§_ 
tante t 0 , dados, ao conjunto s.. (34) em .L 
_,_ 
tempo minimo T;:. t 0 , também desconhecido: 
O problema (35) ~ extensamente tratado na refer~ncia 
[2 J , à luz- do Principio do Minimo.: Os resultado f3 obtidos des-
ta maneira podem orientar-nos na escolha das funç;es elementa-
res ni • 
36 Devido ao principio do "bang-ba.ng11 (re:r: [2J, pag .. 
382), dentro de condiç~es de "normalidade", as componentes de 
u assumirão valores extremos, isto e, lui(t)( = l 
J/. t E. [ t 0 , T] ~· As condições de normalidade são bastante 
gerais e um resultado conhecido é o seguinte (re:f'. C 2], pag., 
400): se o sistema considerado f;r linear, invariante no tempo, 
. ~ , . 
uma. condiçao necessar1.a e suficiente para que o problema de 
contrÔle seja normal (e portanto valha o principio "bang-bang") 
e que o sistema. seja normal (isto é, completamente controlável 
(ref; [2] t pago 218) 
tuando isoladamente); 
, 
a.traves de qualquer de suas entradas a-
J. 4 
LVI 
Das considerações em (36), conclui-se que a melhor . 




i {t- 111, l .. 1 (t • 1'1) 
o 
o 
onde i (t-1;} denota a função degrau apl:i.cada no instante ,;.. ~; 
Já que cada componente u1 (t) do vetor contrÔle u(t) pode ser 
escrita como 
podemos escolher os vetores ~l(H de maneira que, a cada instan-
te de tempo, u1 (t) dependa apenas dai-ésima componente de um 
• 
<los q vetores cr•(t},: 
38 O número q de funções elementares utilizadas deve 
ser arbitrado em cada problema; Pode-nos auxiliar o fato de ~e, 
se o sistema fÔr linear, invariante no tempo e todos os autova-
lores de A forem reais, o número de comutações de cada compo-
11ente de u no intervalõ. (to ' 
T) ~ 
, 
1 onde nao excedera n - ' , 
n e a ordem do sistema (ref. (2] 
' 
pag: 402)': Assim, uma boa 
escolha quando x(t)elf, u.(t)E R.m 
, .,.,t 
para q e m.n • 
1.:vI 
A busca de um contrÔle Ótimo pertencente ao novo es-
paço de contrÔles admissíveis deverá ser feita através de um 
problema de programação não-linear sÔbre os coeficientes 
OI.. j , j = 1, 2, ';.,; , q 
..., , A 
das funçoes elementares e tambem so~ 
bre os instantes de comutaçio, como se desenvolveri no capÍtu-
39 Os problemas de tempo minimo assim formulados têm 
uma caracteristica pa.rticula:r: os vinculos de u(t) , ou seja, 
(u.(t) 1,1 
a 
'i-t € [t O , T] . " . ' m 
serão refletidos direta.mente nos O(• : 
J 
j::: 1, 2, .----i ... . . . ' ~ .. -, devido a nao 
superposição de funções elementares relativa,s a cada componente 
de u , o que facilitari muito a aplicaçio do teorema de Kuhn -
Tucker';; 
Seção VII - Conclusões 
40 Nosso tratamento do problema de contrÔle é aplicável 
sàmente a sistemas lineares, mas a variância no tempo não traz 
dif'iculdades essenciais, além das já existentes na derivação 
iG 
l.'VII 
41 Os conjuntos s1 de estados finais escolhidos t;m 
o formato de variedades 1ineares,; Esta esoÔlha foi fei "'i;a para 
simplifi.ca.1.' os vinculo s dos problemas reduzidos, como se 
, 
vera 
r - , nos cap:i.tulos seguintes, mas um tratamento mais geral nao sera 
qualitativamente muito diferente: apenas será ma:i.s trabalhoso 
r ~ , e os vinculos doe problemas de programaçao matematica resultan 
tes serão fortemente não-lineares: 
42 No tratamento de problemas de tempo minimo, devido 
·à. obser-vação (39) da Seção a.n·terior, será fácil trabalhar com 
os vincules do vetor contrÔle; Os problemas resultantes serão 
entretanto dificeis devido a fortes não-linearidades dos vín~ 
culos, como se verá no capitulo 2o 
43 A simplificação de VI-39 não será possivel quando 
as funções elementares não forem do tipo degrau e surge o pro-
blema: como expressar os vincules de u(t) em têrmos de vín-
culos de Q( ? Êste problema é interessante e ocupará a maior 
parte de nosso trabalho, com uma abordagem aproximada no capi-
tulo 3 e uma abordagem exata nos capitules 4 e 5: Nesta parte 
da tese traba1haremoa com problemas de tempo fixo, por causa 
das vantagens d.êsses problemas, como explicamos na Seção IV'; 
Além disso, a fixação do instante :final será importante no es ... 
tudo dos vinculas ( te t fE [ to, T l J e o tra-
tamento de problemas com alvos mais gerais não segue imediata-
mente do apresentado nesta tese. 
1.7 
C A P I T U L O 2 
PROBLEMAS DE TEMPO MÍWII.10 
Seção I ~ Introdução 
Na Seção l,.VI apresentamos o enuncia.do do problema 
de contr3le com tempo mínimo (veja-se (35) ) e fizemos virias 
observações que facilitam sua redução a um problema de progr2: 
lste capítulo tem por finalidade mostrar a formula-
ção do problema. de programação :matemática para :problemas de 
r. , ,- t'. ,. ... ,,. 
tempo minimo, a~raves das ecnicas apresentadas no capitulo 1; 
Segue-se a aplicação do teorema de Kuhn - Tuck e:i:.~ a um caso 
particular (sistema linear invariante no tempo)~ Concluiremos 
que o sistema a.e lrlequaç;cs resultantes da aplicaçio do 
teorema de Kuhn - Tucke:r. é mui to \!Omplexo, devido s, não-line~ 
ridades essenciais nos vínculos do problema de otimizaçio; 
:H, 
Seç;o II - Aplioaç;o do Teorema de Kuhn ~ Tucker 
Vamos co:nsidEn•ar o p:cobleme, a e contrÔle com tempo 
m{nimo, como apresentado em 1.VI-35: O conjunto de contrÔles 
admiss!veis, nesse enunciado, ; o conjunto definido em l;II-5, 
dado por 
i : '· ª· ... , ..... > 
~ satisfaz condiç;es de integrabilidade } 
, 
r.; o inota.i1te :r:'tnal d esconlrncido e 
Executaremos agora a simplificaçgo do espaço de con 
t "1 ~ · f • t " -roes aúm1ss~ve1s, a raves da expanaio dos contr31os em somas 
de funções elementares 
j = 1, 2, ººº , q 
com o m6todo desenvolvido no cap!tulo 1, utilizando para as 
vj o formato sugerido em 1~vr~37; 
Seja então 
1 I t: e•coluna c1a nw.triz identidade 
2 
onde 1 (t T,) representa a função degráu (veja 1."VI-37)!,. 
K 
As funções elementares (2) deverão ser ordenadas e 
deve-se escolher o número 
;_::J 
q • 
Vamos considerar o sis·tema linear- varian-'Ge no tem-
po, como introduzimos em 1:III-13: 
3 .¾ (t-) .. A(t) >e (t) + 8 (t) u..Ct) ' 
com 
4 e.e. (f-) E Q.-. ~t E g• 
5 X (t) e fl,. 
Imporemos a condição 
' " 




construindo assim o novo espaço de contr~les admissíveis (veja 
Na expressão (2), cada V j tem influência sÔbre a-
penas unia componente do vator contrÔle; Sendo ..., a dimensão 
d.e & , escolheremos um número p de funções elementares 
para cada componente de U , ou seja, admitiremos para cada 
20 
componente ele U. um rnÍmei•o p - 1 c1e comutações no i:nter,,a ... 
Assim, 
7 
Pela observaçio 1:vI-38, 
a n , a ordem do sistema. 
,. 
p sera geralmente igual 
Os instantes de comutaçio serio denotados por 
Jj , j = 1, 2, ill •• ' q , no que se inclui 
o instante final~ 
Faremos uma ordenação das funções elementares da ae-
guin·te maneira: 
8 u- '(f,J = ( t( ,-. t-.) - t {t--T,)) I t 
• 
• . 
(TC&l (\-) : ( t ( ~- f-.) - 1 ( f- r.,_ )) 1 C&I 
vut:' (O : ( 1 ( t ·Tt ) - 1 (f-· T••• ) ) t t 
.. 
u- "'r (t) : ( 1. ( l-- 7« •.• , , } - 1 ( •- T.,.)) I '"' 
21 





.. ,Tui.,,,."correspondem às comutações de"• 1 1f:t, .•• ~ 
9 
10 
Uma :!:'oTma reêl.uz:i.da de apresentar esta ordenação é: 
módulo m se 
onde t 
se j :a:: km 
j~ km 1 k 
, k = i, 2, 
== i, 2, 
_--õj . " . 
., .. " 
e definimos: 
Reeoluç;o do sistema (3) 




onde j, ; a matriz de transiçio do sistema e , e dada 
por (10). 
A equaçio para as coordenadas J do estado do 
sistema no instante TI=. i;, será o.ada por (veja 1,;rrr ... 20) 
12 {,,_ C',~ 1:-. )x. + ~ ("jJ ,1. ,_ Xi (7i) : O 
onae F (T1} :: ( F' (7il F
1
('t,1 .... F'(r,1] 
Enunciado do problema de otimizªção 
Podemos agora enunciar um problema de otimização 
sÔbre as variáveis ~; e 1j , j :::: 1, 2, ',;;,': , q , equiv-a ... 
lente ao problema de contr3le com tempo mínimo i;vI-55, com o 




Q: (.tJ~At-.. ll 
f)(,(.T) ; [o .... o t) T = T,_ 
23 
O Problema PM 
14 PM Encontrar (.Í,i-J que minj_miza 8(&1,1) , sujeito 
às restr:i.çÕcs 
15 h («, ,J = ,l ,,, ,t.) Xo ... Fz (T;) Q(' .. Xz = o 
O:tlt'l. e X:i E. Rt.tf dado 
~: T, .. , : ..... :. r,-u.,-., 
17 ;: > ~-'" 
. ,:. t., l,. ... , f. J - , J 
18 -t ~ o(• ' 1. j ~ t.a, ... 1 , .9 ' 
; -J?Tu1 e, Gm r;eral, um problema compl1::,xo de programaçao 
,., 
nao linear, devido ao grande mimoro de vínculos e Êts fortes 
- • f nao-linearidades do vinculo 
que cm (15), a matriz F°(T9-) = F (T) clcpend.e de toda e os in~ 
tantes de comutaçio, como se pode ver na expreesio (11), em 
que a jª coluna de F depende de f.~"i ~ Sucessivas 
• J • • "' ' simp .1f1caçoes pooem ser feitas, considerando o sistema in va.-
riante no tempo, 
Moatrarcmos a aplicaçio do teorema de Kuhn - Tucker ao proble-
ma simplificado sc0uinte, ernmciado seeund.o 1.vr-35;' 
19 
'21 
Seja dedo um sistema linear invariante no tempo 
3',(t} • A ~(f.) • a u <~) 
Problema 
.,e (t) E-R"' 
u , ... , • q 
... I' • 
Encontrar um controle admissivel, se existir, que 
leva o sistema (19) do estado inicial .lto em t-. e O à ol"i-
I' • ,;; 
gem do espaço de estado em tempo m1n1mo. 
Para o sistema dado em (19), se fizermos E~• O 
A 't. JT .i4 I' ) 
a solução é dada por X (TI) e e '( ~., • 
0 
e B Uti, ci-r-
1 
como vimos em 1;v-25t 
., 
Em nosao enunciado, o alvo e dado por 
(veja lC:VI-35) 
e para , 
-, e a equaçao do sistema fica 
' 
20 c:O ' 
onde elimi ... 




As funç;es elementares 
..., 
sa.o, segundo ( 9), 
. 
21 c.r J (t) : t ( t-- T; .. , J .,,. t ( f .. ri ) 
' 
Pelo método mostrado em 1:v-29, constrói-se a ma-
triz· ; 'O [ f' • • .FJ ], onde 
22 
e a equação (20) torna-se 
23 
Podem.os, agora,. utilizando (14) e (23), enunciar o 
problema de otimizaçio no caso particular; 
24 PM : Sejam 
' 
9 («,,.' : ..,., 
To =O 
I 
j ~ J,2, ••• I ,, } 
26 
O problema PM em (24) pode ser enunciado em uma 
forma ma.is elegante, definindo 
2.5 
26 
27 ,-s -T 
28 
[ 
.. ti(, ... ') 
,-, (4,''I 1 :: : 
• _., .. I 
Oom as definiç;es acima, pode-se reo~crever PM 
29 
Aplicaremos agora ao problema (29) o teorema de 




6(ot.1), h(a;t) I g(°',,) ~ [s, ft ,~J 
.., 
sa .. o di:ferencj_ávei n com relação a [ « T] 
1 
t Supondo-se satis-
. ~ ~ , ( 
:feita alguma condiçao <lc quali:t':i.cag ao de vincnlo s, ver ref., 
30 
U- ~-31 •., 
32 ( ú., ,1~/í}) ::o 
33 [;] satisfaz l,(~,f')::o 
Ut:i.1:i.zEndo 
(30) em r1Ua8 
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Seçio III - Conclus~es 
Observando-ao o enunciado do problema FM em (14), 
nota-se que a maior dificuldade existente em sua soluçio re-
s:i.de no tratamen:'Go c1o vinculo h (OI., T):: o , que rcpre sflnta a 
equação do s:i.f!tema de contrÔle conrddoracl.o .. 
füste vínculo nio; simples devido i matriz F (Tq) I 
que cl.epende dos i:ns-tan:!;e s de comutação, de :forma col"lplexa 7 
• ~ '1"') " ;:j(io) -, pois na expressao \ ~ para oaaa , r aparecem ~- e 
T· J t 
. l:; ,.. ,, como ex remos de um :lntervo.1o ,1.e 1.n: ngraçaon Alem 
•.. tP,fi•..... •l ~. ~·t:_ O J.,1 , ""',.. an ~-.O {, Ou , •:,m , que normalmente nio 
culo oaecncialmente nio linear em T , cm quelquer 
caso nio trivial~ 
2:III 29 
ti5todos nun6ricos podem ser usados para rccolver PM, 
.., 
d eq.r era o r.1 (2? 1~ 1) 2, ::1t a:rt ·-t r=} e e :r &ti fi r1rt 1·a {lar" 
conta ,Jo v:inenlo 
#Y , , ✓ 





A aplica,;ão 0.0 teorema de Kurm ... Tuoker .<:to caso inv.9: 
riante no tempo mostra-nos o proccJimonto geral para encontrar 
.... . ~ , . - ,.., , , 
conuiçoes necossarias para o problema rM~ Nao e posaivel, no 
f_mtiw.to, encontrD.r cond .. içÕ<.es cle quG,1:i.ficação que sejam sempre 
... . 
veriI'icadas por PM, e a_ busca dessas condiçoes devo ser feita 
em cada problema particular; 
Aplicando as 
de tenpo mÍnino para o 
.... 
cquaçoos (34-), ~,d .... ", (40) ao :problema 
A 
duplo integrador, problema este -tratacl.o 
em. 
. ; -
pn[(;' 507 t ob·tc:m.-se um siGtema de inequaçoes cujo t:ra-
tame11to leva a co:nolusÕc s idênticas às ob-th1a.s na :rei"crência 
~ , , . 
da aplicaçao do principio do minimo: 
C A P I T U L O 
PROBLEMAS DE C01TTRÔLE COP/I ENERGIA 
MÍNIMA EM SISTEMAS LINJ~ARES 
Seção I ... Introduç~ç. 
A . , 
Problemas de controle com energia m1nima e funcio-
, , 
nais oriterio quadraticos constituem uma classe importante de 
problemas de contrÔle, tanto por terem um significado fisico 
palpável com aplicação ao projeto de servomecanismos, como por 
existirem métodos para obter-se soluções anal{ticas em muitos 
casos: Um tratamento dêste tipo de problemas é realizado na 
ref~ [2] , pag; 752, para sistemas lineares, invariantes no 
, 
tempo, instante terminal f'ixo: Uma abordagem diferente sera 
feita aqui: 
O método geral de tratamento do problema de contrÔle 
ji foi apresentado no capítulo 1 e vamos limitar-nos aqui a 
desenvolver a resolução de problemas de tempo fixo; Esta abor-
dagem introdu~ grandes simplificaç;es, como ji apontamos na 
Seção 1-IV.; Como a invariância. no tempo não introduz simplifi-
cações essenciais ao problema de tempo fixo, todo o tratamento 
seri feito para sistemas lineares variantes no tempo~ 
Considere-se então um sistema linear variante no 
tempo 
l 
• x{t) = A(t) x(t) + ~(t) u(t) 
tal que, dados 
2 
(Vt'E '1') x(t)E.1111 
u(t)&:Rm 
A(t) n X n 
B(t) n X m 





oi.· f.r J J 
Chegamos à solução do sistema (1) 
4 x(t) = p (t, t 0 ) x 0 + F(t)°' (veja-se i;;rxr-
19) onde (.yt, € 'l') l=(t) é uma ma tr:i.z n X q e {> é a :ma:t:riz 
de transição de este.do do sistema (1)'; 
No instante final, dado o alvo 
5 <'• sl ~· { T} i;J = A 
Sl { x CRn 1 - },'º'" XI E RIII dado = :x:,. = X ' .,,, :e 
Obtcm-se 
6 , onde 
- iI, pelo tratamento da Seçio 1:rv 
In-!:;roduziremos agora 1;1, f'uncional critér·io pe,ra 111~0 ... 
blemas de energia min:i.ma (veja ta.m1,ém ref'~ (2) , pag; 461), 
T 
7 J ( x., u, t., t) = f 1 [ < ,c(t), em X(t}) ~ ( u. /f)' /?(1-) u UJ) J dt 
,." 
onde (Vi- e. '1') 
Q(t) uma matriz n X n de~inida positiva 
R(t) uma matriz mx m definida positiva 
Q,1: 'J'-,,ll , seccionalmente continuas,,,j E lt, .. ,m} 
R,l :'1'-..R , seccionalmente cout{nua.s,i,jE/i •.. ,,.J 
O espaço de contrÔles admiss• veis 
No problema particul~ de contr31e, que enunciaremos 
abaixo, o espaço de contrÔlea admissíveis é 
' . 
A restrição 
ponsivel pela obtençio 
u = ,; e<;v' 
i•I 




N ,- " ,. t çao matematica, como desenvolvemos no capitulo lemos rareroos 
abaixo~ 
9 (\' te 'I' ) 
õ.ificul ta o ·tratamento em têr:mo s de progr8.mação não-linear, 
pois só poderemos impor v{nculos sÔbre e( : 
Podemos obter vínculos sÔbre os o1' de duas maneiras: 
a) A través de condições satisfei ta.s pelos Wj sufi .... 
cientes mas não obrigatoriamente necessárias pa" 
ra que {9) sejam satis:feitase Estas condições po-
dem sér, por 
de modo que 
exemplo, impor limi taçÕes a caa.a ~j 
ot· w...1r lllij tt, I , J. , , =- 4 2, ... ,"4 
J t-e 'P t 
o que garante (9); As soluç;es obtidas serio sub-
34 
-Ótimas para o problema reduzido e poderão distaE 
ciar-se muito da soluçio procurada; 
b) através de condições necessárias e su~icientes pa -
ra que (9) sejam satisfeitas, ou seja, através de 
estudo da função 
'P. (ol) , onde 
.. 
' 3 ~ <; v/(t) 
j :.t 
O tratamento do vínculo f,(od < S , vÚ1.culo êste e-
quivalente a "'t-e'T' lf',(01(1 não é trivial e será o objetivo 
principal dos dois Jltimos capítulos da tese; No presente ca-
, ~ A 
p1tulo desenvolveremos a soluçao do problema de controle com 
energia minima com restrições do tipo (a), acima.; 
Enunciado do Problema Particular 
10 Dado o sistema (1), encontrar um contrÔle admissível, 
se existir, que (a) leva o sistema de um estado inicial x 0 no 
instante t 0 , dados, ao conjunto de estados s1 (5) no instante 
T ,; 
(b) minimiza a funcional crit6rio J (x 0 , u, t 0 , T) 
(7), com Q(t) e R(t) de:finià~Hi positiv-as: 
:;;II 
Seção II - RedU;Qão ~ U.."ll 11r,o,blema de dilr!e.naão finita 
Definindo para todo t C 'fl a ma.triz m X q , 
.ll 
segue-se que para o(. definido em I-4, 
12 
13 
u(t) = v(t)9' 
Entrando com (12) na expressão (7), obtem-se 
J ( "'• , ¼ ec; cr1 1 t. 1 T) J&f 
.35 
,. :: } J [ (x ca , Q <t> x. CtJ) + (ot, cr' ltJ ll(tl ,r(fJ ot!) J dt 
•• 
Substitui11do a.gora era (13) a expressão para x(t) 
(4), obtem-se 
T , 
14 9 '" J • j / [ (oi, [ F '(ti Cl(t) FCt) .. , 'llt R (1-J Ir I t))..,) +(:to, f { t,•• ) IICtJ 
. .. 
/>(t,,:.)x.) • l (x., f 1(t.t.)Q (t) FCfJ ot) J df 
Definindo agora 
T 






" i f , {I; i. ), /,Uf) ~(t) d.t 
t, 
obtem-se de (14), (15), (16) e (17), 
O resultado (18); interessante, pois mostra que o 
critério em o( é quadrático e portanto de fácil tratamento e~ 
programação matemática~ Além disso, as Únicas dificuldades in-
A 
troduzidas pela variancia no tempo, tanto do sistema como do 
, #,;I ,, • .lo- , 
criterio, residem na resoluçao do proprio sistema, 1s~o e, no 
cálculo de 1 ( tt t.) 
(17): 
e no cálculo das integrais (15), (16), 
Outro resultado importante é dado pelo lema a seguir, 
que garantirá a suficiência do teorema de Kuhn ... Tucke:r: 
19 Lema: a função 9 defj_nida. por (la) é convexa em Rq~ 
l7 
Demonstraçioi basta provar que a matriz G ~ semi-
definida positiva, pois em (ia) o têrmo que não inclue G 
,. 
e 
linear em oi. e :portanto convexo, e o têrmo em G é g_uadrático; 
Como Q( t) 
o integrando de (15) 
e R( t) 
,., 
sao definidas positivas "lterr, 
é clara.mente semi-definida positiva.; Cha-
mando de L(t) ao integrando, isto é, 
T 
G = l Ltt)dl 
to 
Seja x ER 4 qualquer 
Como 
(x t G X)) 0 
T 
{x, Gx) =-1 (x, L(tJ:..) clf 




, temos que f "'ltl·) d.t>O e portanto 
,,. t. 
e semi-definida positiva; 
Enunciado do problema de programação não-linear 
38 
20 .ln." Dadas as funções Q: Rq as matrizes 
t/ (r,t.) , FCTJ , os vetores 
- J m çoes v : R __.,. E , 
, e as fu.n-
Encontrar ô2. E Rf t se existir, que minimiza 8C«) t 
suj cito aos vínculo a 
21 
22 
~I . ~ + F I ( T) D( = O 
' . f ~ et:1ll!'CH 1 - 1 (O 
j.:l 
,,, t ' "' ' i 'Ili ,, i, ... , "" 
- I ~ , Seçao I I .... R,e so lu~aq, de n,11 com 'l(i_nculo a apro:x:imado,s 
23 Desenvolveremos a solução do PMl com vinculas impos-
tos sÔbre « suficientes para (22), como indicamos em I-9• 
Vamos, então, limitar os êJ a intervalos fechados 
usando-se como vinculas, ao invés de (22), as desigualdades 
;. : 1, ~, ...• ,. 
desigualdades esaas que também podem ser escritas como 






I ,._(et) ~ o 
25 Com esta aproximação, as restrições em oC dadAs por 
(21) e (24) serio t~das lineares: 
26 Podem-se obter sucessivas aproximações a (22), usan-
do (24) t resolvencto-se o problema para. um conjunto d.e a.· 's e J 
depois modificando êsse conjunto de maneira a melhor aproximar-
• • se o conjunto de e(. S que sat:i. sf'az 
27 1 ' - j I Z:: °'j v. l 1:j ( 1. 
Jst & ' 
I,: t, 2, .. · 1 u... 
A • ,- • Este procedimento pocle ser util na busca de um ponto 
viivel, mas pode levar a soluç;es muito distantes da 6tima, 
devido à con:figuração particular a.a região { et I 1,,. (el) f O} 
, 
que e um hipercubo;;' 
Incorporando as restriç;es (24), o problema ae otimi-
zação PMl 4ãdo em (20) ficai 
4.0 
28 Sejam dado por (18) 
f (.C) = f («1 Gof) + (x.,_KQ/) + (%0,HX11) 
, se existir, tal que 
Podemos agora a.plicar o teorema ae KU.1:.n - Tuc:ke:r· 
(vor r€if: (7), pag: 173), pois (21) e (24.) satisfazem uma d.as 
,v- N .,flt,I, Oil0 ( ] condiçoes de qualificriçao, ou seja, a. ccndiçao i H dà ref: 7 
pag; 1 73 ;' 
30 B, 1,, h são diferenciáveis com relação a. Qt ;' 8 
f convexa em Rq (ver (19) ), J e h .., sao lineares, e 
portanto uma condição de qualificação de vínculos é satisfei-
ta para todo °'e Rf ~ 
31 Segue-se, portanto, da re:f;: [7J, pag. 175, que o 
problema. a.e Kuhn - Tucl{er é equivalente a rr.12, ou seja, um 0012 
,., , -
junto de cond:i.çoes necessaria.s e suf:tcientes para que o4 re-
, 
solva PM2 e: 
tais que 
3.;III 41 
32 G Õt + 1<
1 x., + [ l ! ·I ] ii + Fz.' (r) w = o 
33 ,, (ótJ ü, :.o i ::1, ª· ···, 2, 
34 ii i o 
35 '(.i) i o 
36 h (~):.O 
(31), ;º" , (36) foram obtidos substituin~o nas con-
dições de Kuhn - Tucker (ref., [7] , pag .. 173 ), 
V 8(") - Gol+ k'Xo -
, 
V h (e() - F'z(T) -
V f (c(J : [ 1 ~ -1] 
Seção IV~ ConceusÕes 
A aproximação (24) dos vinculas sÔbre a amplitude 
,. , -
d.o contl.'ole conduz a um problema tipico de programaçao qua ... 
, #V , , , 
drati.ca, cuja resoluçao por metodos numericos e conhecida e 
vários métodos podem ser encontrados nas referências [9] e 
(10] ! Alguns desses métodos são baseados na equivalência en-
3~IV 42 
tre PM2 e o problema de Kuhn - Tucker (32]-(36} , , isto e, no 
fato de que podemos resolver PM2, resolvendo um sistema de e-
quações e desigualdades lineares em ~ , c.t e cZ , ou seja, 
(32), (34), (35) e (36), observando-~e que (33) apenas nos dá 
uma condição de complemen·taridade;; Essa condição é que s-e 
a,> o então ~ .. & tt.; e se cl, ~o então 
Processos iterativos poderiam ser desenvolvidos pa .... 
"' ra obter um.a sequencia de conjuntos de valores dos a., ,is:f., .. ,a,, 
mas êste não 
,,, , , 
nos parece ser um bom caminho, pois nao e facil 
encontrar-se uma 
do profundo de 
política de modificaçio dos 
' . I C,· (-C J = c.&4.áv f ~ ot; v.1 {t-J 
' t, "' j•f ' 
sem um estu ... 
o 
Êste estudo, no entanto, leva à abordagem mais geral 
d.o problema, que consiste em procurar a solução exata de PMl, 
e que vai nos ocupar nos oap{tulos restantes da tese~ Comove-
remos, nenhuma simplificação essencial é obtida por considera_;:: 
se apenas ~unções critério quadráticas e no que segue tratare-
mos de :funçÕ e s critério convexas; o que :i.nclui o caso de m:Cni-
r-il ma energia. 
Nêste capitulo usamos u(t) € R.,,.., ~ Como os vínculos 
de amplitude de contrÔle são impostos independentemente s,Ôbre 
as coordenadas de # H -u., apos uma ordenaça.o das funçoes elemen-
,. " tares teremos que impor v1nculos sobre blocos de componentes 
d.e "' , correspondentes à mesma coordenada. de u ;; Isto com-
plica o tratamento e vamos considerar no que segue oontrÔles 
escalares, isto é, ('lté-'l'J uOJ E R 1 indicando que a. ex.tensão -para U.( f-) E A pode ser f'ei ta sem grande di:f'ioulda.de:,: 
\ 
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C A P I T U L O 4 
HECESSJRIAS E SUFI-
CIE1'TTES PARA SOLUÇÕES J)E n,n 
No capítulo anterior, vimos que o estudo do pro-
blema PMl, definido em 3;rr-20; d~ficultado pelos vínculos 
ná amplitude do vetor contr~le. Um m~todo foi desenvolvido 
para o cálculo de um contrÔle que otimiza a função cri tl;rio 
9 em um conjunto mais particular do que o conjunto de po,E; 
tos viiveie de PMl e indicamoa que esta aproximaçio poderia 
ser :mui to gro sse:tra., 
Neste capítulo e no seguinte, propomo-~os estudar 
,., ,,. . 
uma classe de problemas de programaçao matemat:i.ca em que a 
configuração a.o conjunto <le ponton viáveis é exatamente a cl.o 
problema PMl~ O objetivo 
A, r ,. ,.., 
deste capitulo sera obter condiçoes 
,. . ,. 
necessarias e suficientes de otimalidade para estes proble-
mas e no capítulo 5 trataremos de um m;todo para a busca de 
um ponto de 6timoe 
A cla~se de problemas que trataremos ter~ alguns 
aspectos impor-tantcB, que enunciamos abaixo: 
4 .. I 46 
a) O contr&le u(t) 
,, 
e um escalar., Esta simplifica ... 
çio; feita 1 como indicamos no capítulo anterior, para evitar 
as complicações intrpd.uzidas pela dimensão do contrÔle na de-
finição e ordenação das funções elementares vJ~ 
b) A funç;o crit;rio seri tomada convexa e diferen-
ciável, englobando portanto os critérios quadráticos estudados 
no capitulo anterior: 
e) As funções elementares serão tomadas analiticas 
e linearmente independentes,. A classe de :funções analíticas 
é bastante geral e tem propr:.tedades muito Úteis em nosso dese_g 
volvimento, como seri visto adiante! 
Fo:rnmlaremos inicialmente o problema Pl inoo:rporan-
do os aspectos apresentados acima, seguido de um novo proble-
ma (P2) equivalente a. Pl em que os vinculos es'tào em um :forma-
to mais fàcilmente tratável~ Propriedades dêsses vínculos se~ 
rio estudadas na Seção II, fornecendo-nos as ferramentas requ~ 
rj.das para o desenvolvimento, na,, Seção III~ de condiçÕeo necesS,! 
rias e suficientes de otimalidade para Fl~ 
1 S e j am, então : 
47 
('J(Ellq 
8 : R 4 --.., R convexa, diferenci~val com 
eontinuo, ~ < C. Rq 
•n 1-r~.• , 1-'n-~• -··m,,.nt·"' -i:n-a. a. l l>l.Cas y •. J. cfl..t , ,... , ,a .,., 
c1ac1o 
F uma matriz n X q 
I C [ 1, 2, uq nJ 
2 Enunciado do rroblema Pl 
_... - ----- ·-
Encontx·ar ~ E R q tal que 
,. 
Pl encontra-se em um :formato dific:i.lmnnte t1al:.avel 
; t'<.J ,. ~ 
por termos vinculas definidos por funçoea implicitas em ~ , 
ou seja, dado um 
n~mero finito de 
qualquer, não 1)Qdemos vcr:Lficnr eo:m um 
' ½ ct:; lr;(t-)' 
J-.• 
auxiliarão 
,, , " Definimos ,., e monor que -· a ser;ui:r funçocs q11e nos 





/A- : Rq X 'l' -..1i .~.ü:~~nltl.:. paTa (C(.,tJ E Rq,)('f' 
por 
' . 
~ °'i cri O) 
j.:f 
A função ~ definida em (3) acima é Õbviamente di-
ferenciável em :rele,ção a °' , para cada t ~ ,;r, com grad:i.ente 
r , 
cont1nuo,e analitica em t • 
Definimos a seguir duas funç;es auxiliares que nos 
permitiria reformular o problema Pl. 
Def'inição: 
Sejam 
4 , ., .. e~ J 
5 , 
4 .,I 49 
Com as funções fM e q>...., podemos formular o pro-
blema seguinte: 





ot C R - tal que 
~ , 
Pl e P2 sao problemas equivalentes, isto e, 
se fÔr uma solução de Pl, também se-
rá uma solução de P2. Conversamente, se _,i 
fÔr uma solução de P2, também será uma solu ... 
...,. 
ça.o de Pl .. 
A demonstração do lema (7) 
,. 
e imediata.,· 
Os vinculos '" e tp ... elo problema. P2 
,.. 
serao obje ... 
., ... , 
estudo das pro:z:tma s seçoes, ontlc se procurara apl:tca:r os 
teoremas ele Fritz-John (ref: ( 7] , pag; 170) e Kuh:n .... Tucker 
(1'.:,i' .. [7] , pag., 17 3 ) a r2: Os resultados encontrados (lepen-
derão, 
, 
como oe pode prever, do calculo de pontos t 





Seçio II - Estudo dos vínculos 
O pro ble:ma. (J?2) cl escrito acima encontra-se nu.ma das 
:formas canônicas de problemas de 1-irograr'lação não lins'.iar (veja, 
por exemI>lo, ref., [7] , r;ag., 1 ?O ); Condições necessárias e 
sufic:i.entf3S 
..., 
sao conhecidas para ;ete tipo de problemas ( .... .,..p J. .......... ;t 
[7] , pa.g. ·170 )., Estas condições, entretanto, só têm algum 
valor para oe, casos em que as fung;ee vínculo e crit~rio de P2 
possuem as propriedades de convexidade e diferenciabilidado 
nas vari~veio do problema; Eesas propriedades eio ;bviamente 
satisfeitas pela funçio crit~rio 9 e pelos vínculos linea-
res em ot ; Resta, entretanto, irerificá-J.a.s para af:l :funções 
e Conforme veremos abaixo, essas funç;ee sio 
convexas mas nem sempre apresentam cleri vadas globais, se bem 
qtJC derivadas direciona,is existam em todas a,s direções,. O es-
tudo dessas derivadas direcionais e das condiç~es que implicam 
na existincia de derivadas globais nos levar~ a substituir os 
vinculos e 4f)...., {CI() - ~ ( O por outra fa111Í-
lia de vínculos em o( , tal que com esta nova familia ele vin 
oulos, um novo problema equivalente a {P2) seja definido,. 
A # ~ 
Esse novo problema pertencera a classe de problemas convexos 
e diferenciiveiso 
4 .. II 
8 Teorema: f~ : R4 --.. R, definida em (4), , e con-
vexa em R4 




., . -'', -· ~ ~' . SeJam agora """' ~ e n quaisquer e seja 
O , ),. , 1 ; A convexidade de tf>tt , estara provada se mos-
trarmos que 
Usando-se a definiçio (9) no lado esquerdo de (10) 
52 
o que termina e ::sta demon c:rtração .. 
11 Teorema: : n q ___.. R , d.efin.ida em ( 5), 
.. -. q e convexa em A e 
~emonstraçig: An~loga ~ demonstraçio do teorema 
( 8) ,.' 
12 Difere:ncia.bi1.ic1adc cl.irecione.1 de"--- ~ 
Demo:nstrarcmos a seguir que a função f114 : Rq .....,..R 
,. 
tem derivadas direcionais em t~o dtt s e em qualquer PºE. 
to º O mesmo resultado pode ser an~locamento ob-




;i n• "d '~) T ~ v.t~1:1111, o em \.•!- ., oo.emos 
entio definir o mapeamento 
Rq em partes de R por 
de 
O seguinte resultado pode ser encontrado na rofs 
15 
53 
~; O mapeamento r: é semi-continuo superior-
mente (veja definiçio na ref; [5], pag.114): 
~!!.§_tração : Veja Pshenichnyi (ref;.; [4) ). 
Podemos a.gora enunciar um primeiro resultado sÔbre 




Teorema Seja e' Rq qualquer, com lel =lo 
Seja o( E Rq um ponto qualquer; Então f .. (11} 
é di:ferenciável na direção e com deriva-
da direcional cJf.. (oi)/ ae dada por 
õ'P .. (ol) = 
ôe 
onde rH (ei} está definido em ( 14) acima., 
Demonstração: Por definição ae ,P,. {«) , 
'P. (o(J = 
M 
Seja agora À+> O um número real qualquer,; Segue-se 
de (18) que 
4 .. II 
19 
2]. 
Para qualquer ~~ "P 
JA ( Gl1 t) ' lt.t.Âlll li, (-i, t, J 
I k'I' 
temos que 
e também, por definição de 
Substituindo (20) e (21) em (19), segue-se que para 
t-~ E í',, (ctt-i°e) 
Como )'( ot.->:e, 1-,J é dif'erenc::tável em relação a. o( , 




Dividindo ambos os membros de (22) por 
entrando com (23), 
25 cp,. ( ll.,. l!e) - ,P .. («J 
A.,. 
e 
Considerando agora que o mapeamen.to r;,, : Rq _...., 6'(RJ 
é semi-continuo superiormente, 
26 
De {24), (25) e (26) conclui-se que quando A tende 
para zero, a desigualdade (25) deverá valer para algum tE't(~J 
ou seja., 
27 lica cp .. (ot.+).• e J .... f,,. (,t.J 
i• .. o 1,. 
A desigualdade (27) implica imedi.atamente em 
S'6 
28 .&w. (f,. ( ot + >t ~) - q>., Ccrt I 
).• .. o lt-
Voltando à expressão (19), se escolhermos 1-~ ,Z (CI() 
. '1 obteremos :por um procedimento an.a ogo a (19) ;· ... , (22) 
Dividindo ambos os mem1n:,os de (29) por Â+ > O e 
utilizando (23), obtém-se 
32 
,.P,. C« + 1+eJ - f,, (-tJ 
,\ .. 
Tomando o limite de (30) quando i+ tende a zero, 
""' l vt-A• •1 -'P,.. <e1J 
"" 
Em particular, pode-se escrever 
e.-...,. f" ce1 .. 1t,J-'f',, (od 
l"- o A"' 
De (28) e (32), obtém-se que 
"'""' (pM (o(.,~•e) - <p,_, (CK) 
~+_,.o Â.,. 
4:II S7 
que, pela definiçio de derivada direcional, coincide com (17) 
e está completa nossa demonstração: 
Note-se que, devido a (18), se o conjunto da pontos 
de 'J' em que 
,, . 
atinge o maximo tem mais de um elemen-
to, podo não existir um vetor P com as propriedades de um 
gradiente, ou seja a'A. (9'):: (P,~} -ieE"Rt, leJ:: ~ e t.p,,,, não ae 
é diferenciável em oi,, : No en"l,anto, se ~ (-CJ ti ver sõ ... 
mente um ponto, «f> .. ' a·"° ·' 1 sera 1Lerenciave, como provamos no 
teorema seguinte: 
33 1.reorema -
Seja ol. E R f um ponto qual.quer; 
Se ff'!. (atJ 1: {, isto é, 





~ ( ) L._~e Partiremos da expressao 22 acima, definindo q A 
e subtraindo em e,mbos os membros (v., }" {ol 11 t._ J, 1.) 
(\f th & r" (ol+I.)} 
35 
Notando a,gora que (\l t E '1'} ~ lot.tJ é diferenciável 
em ot. , obtém-se por def'inição d.e di:fcre:nciabilidade (rei'~: 
[ 6] , pag~' 38) 
36 .ti-,. .... I': (6/t,h, t .. ' -p (é, f-. J - (V,e p l«, ,. .. , "" > 
1 " ' 
Dividindo .... se ambos OB membros de (35) po:r. fhl e 
fazendo h-. O , obtém-se ,.tth f- r,. (.t+ I.J 
37 
, .. (41L•#. J -ff'-. (fll} -<~ p. (-t, l-h) 11 1,) 
11, I 
onde o segundo membro é nulo devido a (36): 
~o 
:.o 
Agora, graças à semi-contirw.idade super:i.or a.e ,:, 
e ao :tato de que, por hipÓtese, r.,(.t) : {fj 
-






Utilizando (38), como v.i f' (~!-) é contínuo por 
Introduzindo (39) em (37), obtém-se 
, .. (4l+S.J - ,,,.. (tl) -<~ p.(.t, 1 J, "} ,.,, {o 
Anàlogamente, partindo da expressão (29) obtém-se 
-, .. (ol,-4) - f,.,(ot.J - (Vot }l(o!,11, 1.) 
u,, 
)o 
As expre ssÕe s ( 40) e ( 41) demonstram, pela a.plica-
ção da definição de diferenciabi11àade, que 
, 
e diferen-
ci~vel e vale (34), estando demonstrado o teorema~ 
Os resultados dos teoremas (16) e (33) 
... 
acima sao 




Seja e &A' ' 1 el =1. ~· :Para qualquer oi.E (.l' 1 ,,.,.. 
, , ..., 
e di.ferenciavel na direçao e com derivada direcional: 
43 
3
'- (olj : l."-Âll {- < v.., Â (< f.J I e>} ae .. er,.. (.tJ r 
onde 




ferenciável em oi. com gradiente 
44 
4W , ' ,,.., 
Demonotraçao: Analoga a demonstraçao dos teoremas 
(16) e (33), acima: 
Para a demonstração dos teoremas (16), (33) e (42) 
a.cima :foi sàmente necessária a dif'erenciabilidade de /t. (-<, I) 0' 
No lema a seguir mostraremos que se J' (.[, I) também fÔr ana.-
lÍtica em t , o conjunto de pontos de máximo locais em t 
para cada 
, , 
, sera em geral finito, o que tera grande impo1:: 
tância para o desenvolvimento de condições de otimalidade pa-
, ~ , ; 
ra o problema Pl, como se vera na S eç ao III, e sera tam.bem 
Gi 
utilizado no capítulo seguinte~ 
45 
Seja. f : '1' __,. R , analitica em um intervalo a-
berto contendo '1' :: e t., .,. 1 
Se flf:J ,, ,, tem um numero infinito de pontos de ma .... 
ximo ou mínimo locais em 'f' , então f (t) é constante em 'T' 
~ 
4 {t-errl Uc1-, ~o} Sejam -
f' • {f-&' 1 t é ponto de extremo de flf.) 46 = 
local ª"' 'l'j 
Como , é analitica, 
47 
Supondo que o conjunto @ ,, e infinito, provaremos 
que fCtJ ,, e constante., 





Pelo teorema de Bolzamo - Weierstrass (ref. [,~], 
48 {~ieR)(~vciJJ ( vciJ- lil J n r -1:: I 
,. 
ou seja, o conjunto ~ tem um ponto de acumulação I em R: 
,. 
Mostraremos que f E?: da seguinte maneira: 
Como -a! P é continua e {oJ é fechado, a ima-
gem inversa de fo J 
49 "&' : ( k f r< [o}) é f echaãa 
A 
e como por {48) l é ponto de acumulação a.e P: , 
A 
Z' fechado =:> t E~ , ou seja, por definição 
de S' , 
50 
" De {48) e (50), deõ.uz-se que • ,. N i-e um zero nao 
L f(t) seja, ,.. existe nenhuma vizinhan-solado de at ' 
ou nao 
,. 
" d /(tJ ça d.e • na qual somente t anule ·-.-- • a1: 
63 
51 Usando um r,• sul tado ela re:ferência [ 13] , pag. 556, 
sa'bemos que sÕmente pode valer uma a.as alternativas: ou os 
~ , ~ ~ , 
zeros de uma funçao analitica sao iaoladoe, ou a funçao e 
idênticamente nula: 
A 
Como f não é um zero isolado, deduzimos por (51) 
que (-\ll~'f'J iíf CtJ.:o ou seja, jJ-ll-) é constante em '1' ':/ 
52 Os resultados obtidos nesta Seçio permitir-nos~io 
fazer v.ma. ref'ormulação de 1'2, baseada. no teorema (33) e no 
lema (45) da seguinte 
segue-se do lema (45) 
finitos para qualquer 
maneira: se J' (oi, 1-) não é constante, 
que os conjuntos r,. lotJ e (,! {ti) são . 
·; C on strui:nclo várias funç Õ e s f).,.' ( '-'} 
cada uma corfespo:n.df.mto a. um :i.n ter.valo 'J', t Y,~ (e) -= uu."'• jA let.t-) 
t~'ll 
contenha sÕn1<mte un ponto àe r,,. (e(.) , ele modo que cada 'f'. . t 
,li:f'ere:nc:i.áveis polo teorema (33) .,' Obtcr:E_ 
mos en-tão um problema. equivalente a P2, uttl:tzando as funções 
~ ... f~ ... as :nmçoes f3ij1'jü.(l 
e aplicaremoe a iate problema os resultados de 
Fritz - John e Kuhn - Tucker; 
Êstt! procedimento somente será possível se )'-(#/,#-) 
nio f~r constante, pois se ( 1/ f. & 'f' ) /' (-<, I) = lt E- R 
,. 
, obte~ 
se 11. (cJ = r: (,t) :. 'P , ;bviamcnte infinito; Assim, 
_, • N -t• f"ol J• de s(;)nvol veremos na prox::i.ma S eçao cono_:i.çoc s de . o tima .. 1.daà.e para 
Pl 1 . , . t ap 1cave1s a pon os tais que 
,.., , 
nao e conritante 
'T' ~.-J • 
4 .. II 64 
o estudo dos pontos ~ -tais )'- C«t t-J 
, 
que e cons-
ta:nte ,... , complicado; êstt'? ,. em .e Como caso e muito pa.rticu ... 
lar e os reDultados sio de aplicaçio muito difícil, limitar-
nor1-emos a :fazer alg1.ms comentári.os na. , . ~ prox::i.ma Seçao, sem c1e-
senvolver condições de otimalidade~ 
Seção III .... Cond:i.çqes nece1:;sárias e suficientes a.e otj.malida~ 
J?.~P1 2 com I plot,tJ J. nao constant,C)mentc igual a 1 
Precedendo o enunciado das condições de otimalidade, _ 
provaremos um teorema importante relativo aos vinculas f.,_ e 
f;. , fornecendo um :procedimento para construir o conjun·to . 
d.e funções e ,.:. de que falamos em II-52: 
At~ agora n;o utilizamos a independ~ncia linear das 
funç3ee vj definidas em (1); Esta condiçio•; introduzida 
oom a finalidade seguinte: se as funç;ee vj s;o linearmente 
independentes, uma função /-' que possa ser expressa como 





terá somente uma represen-
e haverá uma correspondência la 1 entre os J?Ontos do 




Como os pontos em que /" («,~) ~ constante consti-
tuem um caso especial em nosso tratamento, é interessante que 
se estabeleça que uma das funções vj ( t) seja constante e d.:i.-
f !.. :, t . .,,.l ( t) = k ... o ~LL_ ,,, " o q1• "'·· eren~e úe zero em , ou seaa, v ~ Tcv , ~~ 
t
. , 
nos garan ira que 
f' (oi, f,} = const;ante 6=J!I,, ~{i, .. .,,J =O , como 








v' ; rp ~ R , j & (, 2, ... , ' I 
f (ol,t) 
ltER 
e a.inda vj analiticas, em um intervalo aber 
to contendo 'T' , { vj} linearmente indepen-
dente s em 'T' , j = 1 , 2 , ., ., .. , q 
' . = E et!j vJ t ,., 
j=I 
Consideradas as condiç;es (53), (54) e (55) 
vale uma e sêmen te uma elas alternativas a baixo_; 
acima, 
57 
ou a) cit1 = o , j = 2, 3, º...:J l' --...... ' q e 
,. 
e C0l1_E, 
~l.ian te em 'T' 
ou b) i) Os conjuntos 
(58) abaixo sio finitoe1 
onde <f>M e f111. foram definidos em (4) e (5) 
ii) Pode-se portanto faz-er duas partições 1ft 
e r,, d.e 'l' em intervalos fechados '1';, 
i. : f. ~ •... , ,. 
Tr, = {,,.,'Pi,···, , ... 1 




'1' = u '1'· . ' us , 
'1' = lJ '1', 
;.1,.., 
e construir um conjunto de funções 
59 
. 




60 ,: («) .. ; = .... ,, ... , p 
. . , 
tais que os conjuntos r:, (<) e f:..' (fl{J , de:finidos abatxo 
só tenham um elemento cada. 
6 
61 -
62 r..: Cet> ~ {,. ~ 'P; 1,.: <« J = -J-t-C«,1J } = l l; j 
?(ou 
ou 
é ponto interior de 'r· 
' 
~ {t., ·,J 
Demon~ra_são. 
63 Se /' l.tj•) :fÔr constante, evidentemente não ocorre 
(b) acima; Mostraremos que (a) ocorre: 
S1.1.pondo, a titulo de con-t.rad.ição, que existe oi~ :/1 o 
obtém ... se que 
de onde (-VI-E-T} ( .tt .. ,., cr, {tJ + :E a(j ()'j (t} = o 
JET 
e as - ~ sao linearmente dependentes, o que contraria a hipo-
69 
t:ese (55) acima: Assim, J' = I e está prova.do {a) a.cima; 
64- Se não :fÔr 
.., 
constante, evidentemente nao 
ocorre (a);' Mostraremos que (b) ocorre: Sabemos que )'l"',1:-} . e analitica em f- , pois em (3) as c,J são analíticas e~ 
é uma soma de funções analitioas·~" Já que jl-C•.l-J é analiticêl 
-e nao constante em 't' 1 segue-se como consequ;noia do lema 
(45), que o conjunto 
f(tt) &, {tt:'1'11: é ponto de extremo local d.ej'(~f-)} 
é finito. Como 
J deduz-se 
que r._(ll) e r_(el) são finitos e está estabelecido (i)';.' 
O item (ii) será demonstrado por construção; Consi-
c1eremos apenas 0(1 casos não triviais em que ,,,.,. > 5 onde 
1, e f> foram introduzidos em ( 57) e ( 58) ';' 
As partições -sao construidas ela seguinte man.ei:ra: 
'111 = [ 1:. 
t, + b ] 'r.., = [ t-. t· .. ;t··· ] J z I 
65 
'r.,: [ t,.., + t-,. T ] r, = [ i-,-z. t, T ] z ' , 




Se h = 1 então "f't = 'r 
Se p- h = l então 'r'.,,.., = T 
Com esta construção, obviamente valem (61) e (62) e 
nossa demonstração está completa; 
Finalmente, podemos demonstrar nossos resultados 
principais, ou seja, condiç;es necassirias e suficientes de 
otimalidade para que um ponto Õt. E R.' resolva o problema Pl, 
no caso em que ~ (~ª ~) não é :i.dênticamente igual a lo 
Vamos utilizar os conceitos e condições definidos 
; A F l. atra.s, ou seja, ot., 8, 'T', .% , 1 como apresentamos em (1); 
• 
I' , V'J, tp,.. , '"' , r" , r. , P como em 
(4), (5), (55), :~;, (58) 
Definiremos ainda 
um ponto qualquer 
66 
4.;'III 70 
! { ~~, se "" (ê'IJ = ' 67 r .. <~) 
se 'P,. (ilJ t;. l 
- &{ r. c,;zJ s~ ,,_ (itJ :. f 68 n. (õcJ ; s• 'Pu .. e~, • 1 
-E , e r"' (ii) :E'orem finitos, 
Considere-se agora o problema Pl 
e a hipótese adicional que jt (d,t} ,., , nao e constantemente i~ 
71 (a t ~ rr J 'f,t~,tJ I # 1 
72 Teorema 
Dado um ponto ~ E R. f, satisfazendo a hipótese (71) 
acima, (73) a (77) formam um conjunto d.e conêl.içÕes necessárias 
para que õt resolva o problema Pl (70), 
71 
73 ( 3 Ü., E R , ii 6 R"' ) ( 3 CÕ E 1l Ili J ta.is que 
onde (\l, E {1,.1, ... ,11}} t; E P (~) 
l1 ,. s· -' - -t se 
-
75 1,) S-, rH (iiJ : ; Cnfio 'H (~) ( 1 
Se F- lõlJ = tJ C!n~cto Y'ut (~) < 1 
Demonstração 
Como vimos em (6), Pl pode ser reformulado em P2; 
1'To·te que se n x en , x ~ o sign:i.fica 
1 = 1, 2, "". , n e x 'fl::O 
72 
4 .. III 
Deveremos provar que (73), .. .., , ( 77) ~ sao neces-
, . 
sar1.as para que resolva P2~· 
79 Vamos inicialmente considerar o caso em que 
é constante em 'T' .d • 
os casos em que J'(.:i,I:) a ~1. 
' 
A hipótese (71) exclui 
o que obriga r'(,;} J:.<I 
, .. . 
Com isto, e necessario que 
pelo enunciado de P2, e vale a condiçio (75)~ 
Com <f.. .... tÕI} < t como os v{nculos de desi-
gualda.d!S de P2 
,., ~ 
nao sao atj.vos, pode-se construir um novo 
:problema 
ond.e )( 0 é aberto e contém~, Jtºc[oi/tp,.(11.}(1
1 
'Fl,.,_lJ)(Jj 
Para o problema P2 1 acima, podemos aplicar o teore-
ma de Kuhn - Tucker sSbre condiç;es necess~rias (ver ref: [1} 
pag: 106) porque os vínculos lineares satisfazem trivialmente 
... .... ( ) . ~ , a condiçao de qualificaçao iii; As condiçoes neceesariae de 
73 
Kuhn - Tucker acima referidas podem, neste caso, serem escri 
tas como 
( .. t:il ) 3we~ tal que 
o!) ~ 6 (ÕI) +-
I=':. .. ,. w :g 
.,_ .. 
~) ~l .. ~~ =o 
Basta notar agora que, tomando-se e 
, ae condiç;es (a') e (b') acima implicam em 
(74), (76) e (77) onde a cardinalidade r torna-se irrele-
vante, pois 
Portanto, como o teorema vale para /' {d, 1-) 
constante, basta-nos demonstrá-lo para /' ('2,f > .., nao 
80 Se 
nos garante que 
cedimento para particionar 
-nao ; constante, o teorema (53) 
são finitos e fornece um pro-
"i1 cm ô.ois grupos, õ.e /.,,~ ,. .. J.. 
4 ~'III 74-
intervalos fechadoa, conatruindo 
,., 
él B ~1.1Yl~~ O C :J 







s1:"J imedi0, tamente q_ue 
81 
n "1!1 ( n, \ D.-·, ,:i ""rio- r- ·.L-~e •"' '-'1" ·"e~'T "" •.·. T>"" vv. ,._..., .r-it\..,. . .. ) ,_.iv.r • .L >J~i • .,-s...'-ê 
82 :r3 
J't r3 :Zv_11.ç Õ e iJ -sa.o -\;ai ré, qu<~ ' r:.,~ (ãi) 
tém sÕm e:n -t; n 1.1J11 
, 
pontu cada um, isto e, 
, ~: ( ~, = I f; j , (:: h+-l. ··, p 
n, ... 1 • . n ' ::; -. ·1 , t ·• •~ "•m - (-;, '7 \ :.J~~- a.p .1 C c,Ç- at, ,. o te O.,. \0.,1-.,:t :; J, , 
~ , N 
sao diferonciaveis em relaçao a ~ em 
~ , com derivadas 
4:III 
83 
84 I $.t: • t I t: h•t, ... , ~ 
As funções vinculo são de~inidas no Rq e üiferen~ 
ciávei s em ãt ~- Vale então o teorema de Fri -t2: - John ( re:f" 
86 
( 3 ü• E R ü. é ~ P ) ( ,a w E R. 1 JI ) ta i s q u ,1 
I 




'f .. " < ót J -1 , o 
'f.!(~) -1 'º 
,. -Xr t- F1 ol : O 
"= '· ,, ... , lt 
e. ,.., .... ' ,. 
[2-J ~ o , [1"} ?' 0 
'P .. ªc.z> - t 
f!<JJ-f 
'f:'(ct} _., 
Substituindo (83) e (84) em (a'), obtem-se 
76 
Por outro lado, (b 1 ), (d') e (o') implicam em 
, on r.rnja, 
-
ü7 Se .~ ., .. --o , en,:;ao - .. 
' 
então "'.J.. = O 
Podemos, portanto, reduzir a dinansio do vetor 
u , eliminando as componentes que antiafazem (87), ou se-
ja, toma.neto os g:r:'a.c1i,-,ntGs a.e ~ f,/ __ (;;/} : t ~ JA- (~~ f-i) 
sc:imontt~ nor: pontos em que <f .. ,CM (õt) ::. t.l" (d, f;) ::: i . 
eorjunto r'(ôl}: /t;/ f,.,* (õt): ±_l'(oi,f0:::-lJ 
fo:i. definido om (69), r (;; J = l ti. 1-l, •.. , t.,. J 
·o,...,r~,.,.,,,.-._, ·:sn·"~() ""8S"r'·'~"''•·,, f,,,s\ ,-.,·me) 
_l ~✓ •-il~•.1:,.U .. :, t .. .. t,~ -- 1..,"' \J ,.., 'i :...•., \ J.,-".-, j '--'·-'-•-
88 (a) 
u € RA 
l L • L ,. :; p (õJ) lti. 1 t,•••,~AJ 
(a), dada om (74) 
77 
4.;III 
Mostraremos agora a equival;ncia entre (b) dado em 
(75) e (b 1 ) dado em (85); 
Partindo da exprees;o (b'), notamos inicialmente 
que 
, 
e (b') pode ser reescrita como 
89 f ... ( Õl} - t 'o 
90 
As expressões (89) e (90) acima implicam trivialme~ 
te em (b), pois valem para quaisquer e em parti-
cu.lar para r.:.- («) :::: ; 
Partindo agora de (b), basta notar o seguinte: 
-
91 se ,: ( e!) ,. , 1 por definição de 
(veja (67) ) e (89) ; automiticamente satisfeita; O mesmo o-
corre com (90) se 
78 
-,, 
Assim., se ( b ) fÔr satisfeita, (bt) ta.n1b;m sera sa-
, 
tisfeita, levando-se em conta a obeervaçio (9t); 
mostrado que (b) e (b 1 ) aio equivalentes. 
Esta assim 
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Mostramos, portanto, que 
completa a prova do teorema, pois (a•),: •• , (et) sio neces-
, . 
sar1.as para que resolva P3, devido ao teorema de 
Fritz - John e P3; equivalente a Pl por~l) e (a2): 
93 Teorema: 
As condições (73) a (77) do teorema (72) 1 com e&o•1. 




Com = l 
' 
as condições (ar)' iZ; . . .. . ' (e, ) 




é convexa por hipótese, "-·- sao convexas como mostra-
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mos em (B) e (11), ,. 1 · e 1noar e portanto convexa 
no 
' 
8 .,.,,, I' ,.., • .J..\ , • ::; funçoes vinculo aao d1Ãercnciave1s em ~ 
Com isto, as condiç;es de Kubn - Tucker (a 1 ), ; •• , (e 1 ) sio 
também suficientes para quo ~ resolva P3 (veja ref., [ 7] , 
Para moBtrarmos g_u.e (73) a (77) são suficientes, 
devemos mostrar que (a), o-.' , (d) ~ (a'), 1.,. , (e 1 ); 
Já mostramos em {91) e (92) a equivalÊmcia er-·tre 
(b) e (b•), e j~ que (e) o (a) eio 1ainticae a (ct) e (d 1 ) 
segue-se qu(1 
te 
Falta-nos, portanto, provar que (a), ••• , (d) im-
P 1 i o Ctm t am b ém em ( a t ) e ( e t ) ;;' 
A demonetraçio; imediata: 
95 Basta introduzir no segundo tirmo de (a) as colu-
nas que faltam l matriz, com multiplicadores nulos nas posi-
-ç;es correspondcnteG le & , obtendo (a'). Com essas campo-
80 
4. :1rr 
nenten nulas de (L 
' 
( e t ) 
,,. 
valera r;empre, pois em cafla. 
produto 
. . t 
(ÕI} 9 j -( cp,.: .. (dl •{} .,.: <f,.,WA : Q ov u• :: o u.. ou ' e ' 
pela construçio de -u em (95),, 
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lJo teorema 72, a condição ( d.) c;arant(, que [ft>} )o 
nas o resultado da aplicaçio do teo~ema n~o tem significado 
.. Pelo tsorema de Kuhn - Tucker 
(ref'; [ 7 J , pag., 173 ) , se alguma II co:ndiçô'.o de qualificação 
c1.e vinculo sn :fÔ1~ ss~ti.~;:fej_-t;a " pelos vinculoe de P3 em 
vale o teorema (72) com 
ti sfei tri 
ponto 
Nenhuma condição de qualificação é -trivie.lr1ente sa-
I' ,. 
pelos vinculas e estes devem ser testados em cada 
' .. As d . .... con içoes me.is ficilmente teetiveis aio as 
LIQC (ref: [a]) e as condiç;es de qualificnç~o de Arrow 
Hurwicz - Uzawa genoralizadas(ref; {7], pag. 172) e a condi-




a.t:ca"te B do um prohler1a de -programaçao 
linear. A scguna.a depende de consegu:i.r-so encontrar um pon-
, 
to viavel de Pl tal que f /A(OI., f} J não atinja o valor· l 
em 
97 A condiçio de qualificaç~o de Slater generaliza-
,- N A 
da e interessante por ter a seguinte interpretaçao em ter-
mos de contr3le ~timo: 
• A(t) x(t) Um sistema x{t) =: + (3 ( t) u( t) , com 
lu(t)I (1 .-ci, f' , ,~ntractaB :restr:i. te.s a ' 
originara um pro-
blema de prosramaçio matem~tica, 
, 
0,pos reduzido segundo o pr:2, 
cesso que apresentamos no cap{tulo 1~ füste vroblema de pro-
-g:i:·a:maçao 
;p:ce que 
satisfará uma condição de 
d 





e o interior do conjunto de estados 
l , . - - , a cançave:i.s no j_nstante , a parti:c de --•4 o , com con-
trÔles tais q_ue --~• fuU-)J(-i" Áz{!IIC11,l.,l'):/~t/x~Á(:1t.,le,T)j 
l- Elt.,Tl 
98 O caso • 
Como /U ~ analitica, (98) só ocorre se /" {:f,1-} 
é constante em 'i' , com valor + 1 ou ... 1~' 





M (.t, 1:) :::. ~ <; V 1tf) 
I ,•' 
. 
v'(tl :: k ':f: o 
, .... J • 
'1 V I J : '• l. • •• I ' 
linearmente independentesi 
t• (àl,t) & t 1. 
I 
+ -
De (99) dc&uz-se que, para que 




o . . . 
o 
que 
tal que/' (ói,f).dt 
t[t;o ... o]' 
seja um ponto do conjunto d.e pontos viávcds de :r.1, ou seja 
1 ou ainda 
100 " ... J.. Fi1 :t1 =-o • K 
,. 
, isto e 
" .! t=.i t "1 : ... ... " :i 
101 
"" Conclui-se que sÕme:nte se XJ satisfizer 
I 
necessitaremos testar oe o ponto Õê = [/o••· 0 ] otimiza 
(100) 
0(ot} 
late caso f muito particular e de tratamento muito 
d1fÍci1 e as conclus~es nio sio interessantes: ae condiç5es 
4',.'III 
necessirias de otimalidade obtidas serio tio difíceis de tesp 
tar que perdem o inter;sse: 
Seção IV ..., Conc~usÕ~ 
Os ·teoremas (72) e {93) perrni tem que, da.elo um ponto 
,. 
, possamos testa-lo e determinar se resolve ou nao o pro-
blema Pl; O teste exige que ee determinem os pontos de extremo 
de J' (il1 l) , e iate; o ponto mais fraco do procedimento: 
Se a expansão usada fÔr simples (polinomial, por exemplo), os 
pontos de extremo poderio ser encontrados igualando a zero a 
deri.vacla de ,P (ci, f-J em relação a t , o que se i;o:i:·na 
mais dificil à m(,dicla que aumenta o númcn~o de funções elementa ... 
rea (q); 
Note-se, no entanto, que para polinômios dificilmen-
te sé obterão dois pontos de extremo interi.ores a 'f' com o 
mesmo valor para De fato, sÕmente polinômios 
da ordem superior a 3 poderão ter mais de um ponto de máximo 
.. Nas situações mais comuns ,toremos.,r)Ortanto,não 
mais que um máximo e um mínimo iguais a •te-1 em pontos inte-
riores a 'T' e dois ou menos outros extremos em • 
r ...... c~J 
se um õt 
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Nesses casos, não será dificil calcular os conjuntos 
e a aplicaçio dos teoremas acima; fic11; 
A resoluçio de Pl, no entanto, consi~te em encontrar-
• , J viave. que minimize 9 (.-tJ 
..., 
, o que nao pode ser 
feito com os resultados que obtivemos, ·como ocorre geralmente 
para problemas de programaç;o n;o-linear em relaçio ao teorema 
de Kuhn - Tucker (com exceção dos problemas de programação li-
near e quadrática):i É necessário para (mcontra:r um m{nimo de 
9 l./) 1 que se disponha de um método numé:l."'ico que, partindo de 
... ,., 't· 1 t t' algum po11vo nao o ir!lo, eve-nos por um processo i era 1-vo a. a-
, ,.. , 
proximarmo-nos deu~ ponto viavel que minimize a funçao cri·te-
rio~" 
As condições de otimalida.de obtidas podem :fornecer-
,,. 
nos u.~a regra de parada para um metodo iterativo e sugere-se 
imediatamente a idéia de um método de õ.ireçÕes viáveis (refc' 
(l1] ) 
,,. ,.. 
: Um metodo deste tipo exige, no entanto, que se cal-
culem a cada passo os conjuntos r,,.,..,,. (otJ , o que go staria:mo a 
, I' 
de evitar; Devido a isto, desenvolveremos no proximo capitulo 
urn método de penalic1ade s ( ref. [10] , pag. Z 'I 1 ) , em. que a. a-
prorlmação do Ótimo poderá ser feita por meio de métodos que 
não requeiram o cálculo de gradientes, e portanto não necessi-
tem do cálculo de âl • 
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C A P I T U L O 5 
Pl -
... 
Seçao I - Introducão - - ""-'-
Desenvolvemos no capítulo anterior a aplicaçio do 
teorema de Kuhn - Tucker ao problema Plo Para isto, tivemos 
que reduzir alguns vínculos n;o diferenciiveis de Pl a vín-
culos equivalentes diferenciiveis, construindo entio o pro-
blema P3~ istc problema, introduzido em 4~III-82; passível 
c1e tratamento através dos i.;eoremas de Fri•'Gz - John e Kuhn -
Tuckcr, mas ;ste tratamento possibilita-~os sobretudo esta-
. ; N ,p ,-
belecer se um ponto dado e ou nao um ponto de otimo~ Alem 
disso, os resultados do capítulo anterior apoiam-se no cil-
t ,> • , • ~ A culo de Eºn os de maximo e minimo da funçao controle, o que 
pode ser excessivamente trabalhoso. 
Ae consid~ra9;es acima levam-nos a procurar m;to-
c1os numéricos para a busca. de pontos que rosolvam o proble-
ma Pl; Devido 1 dificuldade do cilculo de pontos de extremo 
5.;r 
'8 6 
da funç;o contr;le, de que depende o cilculo doe gradientes 
doe v!nculos de P3 (veja 4;rrr), ~ interessante que se dis-
, , . ' 
ponha de um metodo n.umerico em que somente se necessite do 
cilculo dos valores doe extremos; Como veremos abaixo, o m~ 
todo de penalidades, desenvolvido por Zangwill na referência 
[10], satisfaz ;ate requerimento, o que nos leva a escolh;-
A r -lo para o t1~a.tamen-to deste oap:L tulo; 
,, , 
Alem do metodo de penalidades, poderiamas utilizar 
um métoêlo de clireçÕe s viávci s ( ver [ 11 ] ) , o que não :faremos 
~ , , 
neste trabalho por serem estes metodos baseados no calculo de 
gradientes, com a. desvantagem que citamos s,cima.-
O m~todo de penalidades est~ apresentado, como ou-
tilizaremos, em (10] , paga 254; Consiste essencialmente em, 
dado um problema de otimizaç;.-Ío vinculac'lo, construir-se um no ... 
vo problema equivalente ao primeiro, mas desvinculado. Isto~ 
conseguido através da introdução de )':unções penalidade, ou s~ 
ja, runçÕes que assumem valores positivos fora da região de 
,. 
pontos via.veis do problema original e nu.los dentro dessa reg,i 
io; Como veremos abaixo, a soma dessas funç;es penalidade i 
:função cri tér:i.o do primeiro problema v:i.:nculado cotli!:ti tui a 
funçio crit;rio para o segundo problema desvinculado; A solu-
çio do segundo tipo de problema leva-mos a pontos tanto mais 
5 'T ·- 87 
; , . 
proximos dos pontos de otimos do primeiro problema, quanto 
mais fortes forem as "penalidades" impostas: 
Um algoritmo de penalidades 
, 
constara, por-t;an to, 
da resolução de um.a sequência dt; problemas def.~Vinculados, 
Em cada novo problema dessa sequ;ncia, a penalidade imposta 
a um ponto x que Yiole os vincules do problema vinculado, 
A • ..., 
torna-se mais rigorosa~ A sequencia de soluçoes dos proble-
. , ,., 
mas desvinculados devera, portanto, convergir para a soluçao 
do problema vinculado, decde que algumas condiç;es sejam sa-
ti sfei tas'; 
O algoritmo de penalidades será formalizado ahaj_..., 
xo, na Seçio II, e sua converg;ncia ser~ mostrada na Seçio 
Illpara nosso problema particular (Pl). Surge, no entanto, 
a necessidad.e de resolver o problema. desvincula.do a cada pa~ 
so do m:todo de penalidades, como vimos acima. iate subpro-
l)leme, terá uma função 
,. ... 
criterio envolvendo a funçao 
' 
nio diferenciivel, o 
g_u~ nos impede de utilizar m~todoe de otimiza-
,..;:• 
çao baseados no cilculo de gradientes. Podem-se, no entanto, 
fJ8 
utilizar outros m;todoe, como o m~todo de variaçio ofclica 
[ 10] ) ., 
,. ; .r ,.. 
E tambem :possivel formular-se um motodo de dire-
ç5es vi~veie para a rasoluçio do subproblema desvinculado, 
usando o estudo dos vínculos de Pl realizado no capítulo 4, 
ro.a.s não o faremos neste t1'ab2.lho.; 
a.e penalj.dado LJ -
Formularemos inicialmente o método rle pnnalirlaõ.es 








Rq - R 










o. probJ;E~ma ger.al c1e otimização é: 
Encontrar, se exlrrtir, ~ 6 llq que :m.in:Lmiza a fu_!! 
cri té:d.o e e ol} 
j(U-) ~ o 




O ~~todo fte renalidades: 
;-
Seja o conjunto de pontos viaveis definido por 
Seja ainda unrn. A • sequonc:ut, tal quú 
k+1 k 
.n, > .J1, 
= 00 
E vamos definir uma funç;o L(~) co~t!nua, tal que 
se °' e F 
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A estH função chamaremos e um forma.to 
; 
ti-
. ., . t b • J • ~ :i '.i.. d .,.,J pico sera vis o a,aixo, na ap .icaçao uo me~o .o as. 
Vamos definir ainda uma. função p : 11 4 X n+ _ ..,.. H 
7 r(Ol,nJ = e<()t) .... .n. LCot) 
Esta funçio aeri o crit;rio para o subproblema das-





~ . ,. . 
fora da regiao de pontos v1ave1s, F 
O alaoritmo 
... li ~ w 
a) Escolher :r 1 > O 
b) ]'aça k = O 
e) Substitua k por k + 1 
a) Para 1c !' de.do, ache tal que 
e) Se resolvel' o problema (:;) ac:ltna, ,;gar~. 
r::/II ::J •• 
k r e recomece em (e) 
O crit;rio para deter~inar se 
ser especÍficado para cada problema; 
11 Conv-ersência do a.J.gori i:,ID;9_: 
Vamos enunciar tr;s axiomas: 








L(o1.) são contínuas em Rq 
14 A2: (3120€R+} {3 XC.R~ compacto) ta.:i.s que 
~Jl. E X , onde 
f ( ~Jl, ll.) =- _,[.,, f p (oi, 11.) = (,IA.ti'! p ( oé, /l.) 
olG (l'I- <(€(<'f-
ou seja, a partir de llo > O , existem os mínimos das funç~es 
- ./ 1( e toàos ps pontos ~ encontrados pela minimi-
zação de pe1~tencem a um conjunto compacto X e. R </. 
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Se oe axiomas acima forem satisfeitos podemos mos-
trar que: 
15 Teo:r:ema. 
Dado um algori·tmo de penalida.des como formulamos 
em (8) acima, se forem satisfeitos os axiomas AO, Al, A2, 
em (12), (13), (14), acima, o algoritmo converge~ isto i, ou 
. ,. ,. 




converge pB,ra uma solução "' . quenc1a do problema ( 3) .. 
A demonstraç;o a;sto teorema encontra-se na ref; 
Nossa tarefa 
,. 
sera, daqui por diante, aplicar o 
,. 
me-
todo de penalidades apresentado acima ao problema Pl; O pri~ 
meiro passo eer~ escolh~r funç;ee penalidade convenientes, e 
o segundo, provar que com esta esc;lha s;o satisfeitos os a-
xiomas Ale A2 em (13) e (14); O axioma AO depende, 
evidentemente, de cada caso particular de problemas Pl form_E 
lado como em (3). 
In::i.ciare:r,1os formulando o problema J>l, coJ.ocando-o 
em seguida em forma de outro problema, P4, equivalente a Pl 






Considere-se ent~o, dados 
h ~ . 
h Cot) 
convexa, diferencii~el com gra-
diente continuo no R4 
analíticas, linearmente inde 
penclenteri, j = 1, 2, ., ,. • , q 
constante 
. 
(X. v-J (t-) 
j 
linear, 
Queremos encontrar ~ vi~vcl tal que 
{e(«,} l (--' ~ ~ 'T1) hl«)=O] 
lste formato de Pl, como vimos em 4;1-2 ~ inconveni-
ente, o que nos leva a definir: 
19 
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20 <;j(ol} f (~) - 1. 
e podemos reescrever Pl como 
21 :P4; f}(õl) = IM.Íl'l {e(od/ ~(ot)= <f(ot)-1~0, ),,(d}:::oJ 
olé R'I-
Os problemas Pl e P4 aio ;bviamente equivalentes: 
Para a aplicaçio do mftodo de penalidades a P4, que 
,_,.. .... "· C' ~ ... ._ t sera ~eiba na proxima oeçao, e 1n~eresnan e dispormos dos re-




'P<«J = ;,ur:" I f< ( ol, l-) I 
~€ 'T' ' 
definida em (19) ; contínua em ~ 
D efilonstração: 







O conjunto é compacto, -'t/k<= R-,. 
Demonstracão 
Demon,~traremos que o conjunto é limitado e :fechado • 
a) O conjunto Fk 






e limitado, deveremos mostrar 
Notemos prj.meiramente que, devido~ independ;ncia 
linear das funç;es elementares vj (veja (16) ) 
'1-
f- ( ot, b) ~ ~ dj <r j ( 1-) = o 
' 
ou seja. 
25 f (ol) :. o o(, = o 
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Devido a (25), o minimo à.e (/>lol) em um conjunto 
,., < ,, 
compacto que nao contenha a origem e maior que zero; Usando 
êste fato, procuraremos encontra:r· um ,,alor i G R+ tal que 
o minimo de <f>C<) na :fronte ira de qualquer vizinhança V., (o) 
da origem colll , seja maior do que K. 
Ou seja, mostraremos que 
26 
A expressio (26) ~ equivalente a 
27 
Pola definiçio de Fk, a expressio (27) pode ser 
reescrita como 
28 
-13asta-nos portanto mostrar que i,xic1te ?; satir3fa-
zendo (26) para provar que 
tica a (24). 




B:= fe}e€Q~ A JeJ:::JJ 




<f (ê) ::: Ut.Ín <f(e) > 0 
€E-8 
>o 
e ~ultiplicanao amboc os membros de (:0) por 
32 obtén1~se 
g tp(e) 
E e.orno (-lfl:E 'T') 
33 G"f(é) == ,uc.,n l{J(?;e} 
eé B 
Entrando com (32) em (33) 





35 t.LLÍV"I <p ( ?;-e) > k 
e& B 
... 
1:~ oxp:ee si.H:io f.,. h '\ ,~~J pode 8er reescrita 
uií V} { <p ( 'i; e) J e E- R </.. , / e I = 1 } > k 
(36) ~ equivalente a 
37 
que 
33 ( 1 DL l = e: ? <p (oé) > k ) 
(38) pode ser escrito como 
que cor:eesponde 
à. ex:presr.:ão (26) e proya a primeira. parte do lema; 
39 b) O conjunto definido em (23) ~ fechado. 
Demonst:cação 
Prova-se mootrando que o complementar 
e ( ~ ) : { °' , 'f (~) > k J é etberto: 
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N -.., A • 
A demonstraçao vem facilmente como conr:Jequcncia da 
can tinuidade ele 
... 
, e nao a escreveremos: 
-
Seção III - A..elicar;í.ão do .2E;,étodo _de pcna,lida~de s e:, P..,4 
Faremos inicialmente a esc3lha das funç;es penali-
dade que j uJ.gamo s convenic11"1;c s em nosso p~coblema, tenclo em 
vista que estas, juntamente com & , c1evem satisfazer o a-
xioma Al, dado em (13)a 
As :funções devem 11 penalizar 11 
h{ot), dcfi:nidos em. (17) e (20)." 
Vamos introduzir a notaçio: 
, 
os vinculos 
40 ( V~ €- R) [ ...,.] ... .;!. .. ' J ""- !:. U<..Q.-" l O, X 
E as :funções 
41 
42 
g( ot ) 
1<2 G l t, 2} , dado 
e 
43 As funções L., 
.l. 




Õhviamente eontinuas cm R e n 1Il , respectivamente. 
Definiremos agora a funçio 
L: Rq _.,._ R 
45 L é bem cl.efinida, :pois (\i'olERq.} ~(~}E-f<" hlol}ER,x
1 
46 L ; e on t;{n:u.Et cm n4 .n ? po:i.s 
c(cl ) = <p(o1.) ... 1 
, 
continua e pelo lema ( 22) 
, 
continua e L e J. 
h(~ ) = " Xr +Fi: o{. 
, 
e linear (continua,) e L2 
_, 
t-" . e con 111ua. 
A :função L : Rq __._ R de:finida em (44) 
, 
e uma 
funçio penalidade para o problema P4 e satisfaz, juntamente 
com 0 , in troêtuzida em ( 16), o axioma Al ( 13),. 
1(1:1.. 
Mostraremos inicialmente que L satisfaz II-6: 
Seja 
48 F = l ~ I j(a!} 'º , h(ot) =-O J o conjunto de 
• ,. • j 
pontos viaveie para P4. 
Devemos mo strnr que {'"""" fl.f.) L(o<) J-o .., 
l>c se 
Sf; ot.ê F , então j(al)( O , donc1e L, {j-ltJl)} ~ O 
pela definição de L,(j) em (41): 
definição de L1 (:,cz) em (42). 
ou ;:;eja, L,. (;j,(c<>) >o V Ll (/,,(«.)) >o 1le onde se-
e;ue-se que L (al) > O 
1. o 2 
Como e é continua por (16), g(«) é continua por 
( 2 -:( ',,. 1 ( ,J ' ' t r J • ✓ 1 - J e con·inua por ser .inear, é continua por 
(39), 
, 
esta demonstrado o lema; 
Dispomos então de uma :função penalidade 
49 
L (.«:) ~ [<f(ol)-i]+ + L ( lh;(ctJ/)"2 
lt;I 
onde 1 P to.!, t-> I 
h (o() 
Com a funçio L definida acima, poderemos aplicar 
o algoritmo de penalid.ade s enuno:i.ado em (8), defini na.o a fun-
.... 
çao 
p < o1, n J = e e ot J + n L ( ol) 
' 
que deverá ser 
iterativamente otimirz:ada para valores crescentos de r 
Pelo teorema (15) 
' 
basta .... nos }.)J~ovar o axioma 
A2 (14) para a funçio p (oi, n.) em (50) acima, para estabele-
cera convorg;ncia do m~todo de penalidades. 
iO!> 
Procederemos da seguinte maneira: 
Inicialmente definiremos a funçio 
51 
Utilizando a definiçio de L
2
, em (42), pode-se es-
creve:r 
52 Li tol) = ~ ( l hi (ol) 1) líi 
lE: :[ 
/ 
53 . -e convexa, por ser a soma de funçoes con-
vexas, 
• , #d • ,. 
Ja que o valor ·absoluto a.e umv. funçao l:i.near e uma fun-
ção convexa.' 
. ..., 
A exponenciaçao por também não c1e strÓi 
a convexidade'~' 
Com estas consideraç;es, podemos afirmar que 
54- com 
.,. 




Se definirmos agora 
5:rrI f. o 4 
55 
' 
obtém ... se 
56 p(o/,1t) ::: 0(ot) + ~ L (ol} 
Mostraremos que o axioma A2 (14) é satis~eito quan-
do 
57 p(o<,n.) :: B(otl +n.I,. (ol) ' 
onde 9 («) 
_, 
e convexa e 
58 
Êste caso inclui o da função p(ot, n) definida. em 
{49), (50) 1 pois em (50) 0(~) 
ma (54)!" 
é particularizada, na for~ 
Para mostrar o a:doma A2 para (48) precisamos ini-
cialmente do seguinte 
59 ~ 
' 
definida em (15) e 
convexa em 
105 
Notamo o in:i.o:i.a,lmente que: 
, onde 
foram definidos cm 4oI-4 e 4cI-5. 
s~o convexas. J: que o m~ximo de funç;as convexas; convexo 
(ver ref.; [7] , pag., 61), 'f ,. e convexa. 
60 Teorema ---
Seja p{at, .il.) :,., ii (çt} -1- A. L; (o<) 
em (51) ac:Lma., 
' 
Entio, vale o axioma A2, ou seja 
como de:finida. 





Nosoa demonstraçio conei~tir~ do seguintea 
a) Escolher um compacto X 
' 
dado :por uma vizi-
h ,,. 1 d "' . A Rq ~· t,"'l qu .. , n ança ~ec a a ~a origem ~e , ~ v X contenha are-
giio de pontos viiveis F 
b) Determinar um valor r o tal que para todos os 
pontos ol da fronteira de X 
o) Mo st1"ar, usando a. convexidade do 9 (~) , que 
( Q1 (/:.. X -> p (ot,n) > p(o,n)} 
e om. .n. ?.nº 
pacto, 
d) Deã.uzir, de ( b) e (e) que o inf1.mo c1e 
estari obrigat~riamente em X e, como X 
i~f '.p(~IIl) = r,<«:,n) = 
oté(lCJ 




a) Pelo lema (23), o conjunto 
61 F ó { o/, I <f <ol > - i < o j ,,. 0 compacto.; 
Seja então 
I ~, = A,U~"'( (ol l 
~eF 
;,. ,. 
, cuja e:Kistencia e ge.ran-
tida por F ser compacto. 
Tomemos agora 
62 K > l ~ l , 
E vamos definir 
63 , uma vizi ... 
nhançn fechada da origem; 
b) Vamos agora procurar h 0 
J?reli.mins.rmente, note-se que 






0(o) [l (o) -p( OJ A) = ~ .n.. :: 0 (o) 
,., t ! (...!) (veja (58) ) ' (64), de:finiçe,o de e por 
Lt (o) :: o 
Vamos definir a fronteira de X como: 
Para obter o valor de 
ã(d) :c u,.t.., ê(o1.J 
O(f; ~ 




; a exist~ncia do 
da por (66) e pela continuidade de e 
68 «f(d)-1. = c.u.rin('f<~J-1.) 
ot (: Si 
O mi:nimo ex:i.ste, poi1:l <p ; , , e continua e X e com-
pacto;' Como 
69 <(>(~}-1 '>O 
, pode-se escrever 
, por definiçio de F (veja 






pois n ?,Ao , <f(t.t/-1. >o 
substituindo (70) em (71) 
) à{a()+- (&Co)-8(:X,)} <j)(«J-i 
P~J - ! 
e 1 entrando com (68) , ( .Y d 6 k) ( '{J(ot.)-.! ~ 'f (~} ... 1,} , 
> ê (oi J + 9° e o J - e e ô1 J 
entrando agora com (56), (ll«e. x} 
) éco) 
De (71), usando (65), deduz-se que 
5'!'III :1 :1 ó 
72 
-o que coraplata o paeEo (b) da a.er:1.0nstraç ao~ Vamos a.go:r-a ex:umi-. 
na:r os pontos fora de 
73 Observe-se primeiramento 
; convexa, no nq, poisa 
e <p(lll.) f: convexa por (59) ~ 
que ( -1/ /t. ~/lo) 
l0 , cpcc:t)~!J 
~ convexa por (57) 
, 
To:manclo agora um ponto qualquer ot ~ )( 
' 
a reta 
que une a origem de R4 a cruza )( em. um ponto ~ e 
:Pela, convex1. c1ad e de F co1, 1t) 
74 







(!->.) p(o,n) ( (t-).) p(~.1t) e como f-,,\ ~o J 
p(ol,n) > p(o,,ll) 
Com o resultado (75), podemos passar ao passo (d): 
d) reescrevendo o resultado (75) 1 obtemos 
f (d, .n.) > pío, Jt) 
De ( 76), e do :fa. to à.o que O E X decluz-se que )(h,. )flo 
o ponto ~.n., tal que 
f(~n, ll} = Znf. p ( ol,, J"l) 
déR'f 
pertenoe a. X e 
, 
compacto, e 
p ( drt, n) ::: ttc,,- o') P (oi, ll) 
a!tE R 'i-
, o que prova o 
1.1 2 
77 1\!Io stramo s portan t:o 
,,. 
que o metodo de penalidades, ll .... 
sanda a função penal1.dade L : Rq - R d.0finido em (49), 
constitui um algúri tmo convergente, cl.esde que o p:co'blema ao 
qual é aplicad.o tenha uma região de pontos viáveis não vazia~ 
Do fato, se enta regiio nio f~r vazia, vale o axioma AO (12); 
Mostramos que vale o axioma Al (13) pelo lema (4-7) e qtH~ -va'"' 
le o axioma A~ (11) pelo teorema (60); Sendo satisfeitos 




Penalizando o vinculo <{>(«) - i ( O com a função 
, prova-se ficil-
monte que valem também os axiomas Al e A2 .. 
79 Na definição da função penalidade em (49), a função 
que penaliza as rastriç;es l,(ol) ~ o 
d1:::f:i.nid.a em ( 4 2) aparece com um expoente A uti-
11.zar;ão do expoente k'z._-= 2 bem como o uso da, função L3 de= 
finida cm (78) para penalizar os v{nculos de des:i.gualdaa.e, po-
' - N de ser mais conven:i.ente, devi,'lo a 11 suavizaçao'' d.a funça.o p(«,/\} 
na fro~teira do conjunto de pontos viiveis; 
80 Pode-se propor um outro ~recesso para a busca de 
pontos de 6timo de P4: penalizam-se s~mente os vínculos de 
de sigualclade <f(ot} -l ~O , rea.lizanc1.o a otimização sÔbre 
pontos pertencentes 1 variedade linear 
A sub-otimizaçio eBbre variedades lineares esti estudada na 
ref; (10], pags; 180, 186. Nio desenvolveremos ~ste tipo de 
algori'l;mos,. 
81 Como é evidente, a aplicação do método de pena-
lidadea nio transforma o problema de otimizaçio em um pro-
blema simplcf:l: tem-sú ainda que minimizar a :função p(d..1A"}, 
-IV , , • 
a cada passo do algoritmo. Isto em geral nao e faoil, pois 
-
esta função inclui <p(ot.J , uma. função não clifcrenctáveJ.; 1',1Í 
todos como o da variaçio c!clica de coordenadas, apresentado 
, pag~ 111, podem ser ~teis, mas a oonverg~ncia 
, 
se:ca 
lenta e o processo trabalhoso., Os resultados obtidos no cap_;{ 
tulo anterior sugerem a construção de um método de direções 
viá,reis ptU'a resolver o subproblema de nünimização de J'(.:t,A';),. 
Também êste ponto não será desenvolvido neGta teso: 
C A P I T U L O 6 
Q o 
' ,.,, ,f 
a adequaçao do~ me~odos de ~ 1iTogrnmaç ao ma-
temitica ao uso de computadores, muito trabalho t~m-se desen-
, 
volvido neste campo, nos ultimas anoso 
,... 
controle pode ser reformulado em têrmos de problo~ 
desde que aleumas 
admisr.;Íveis 
.... ~ aos sistemas considerados; 3stas simplificaçoes nao consis-
tem. em uma êti r:;e:cctização no i:;empo, ma2 na expa.nsão dos con-
trGles em soma finita de funç;es olemontaree dadas. 
Para os tipos de problemas de contr3le tratados 
o 1J. aeja, probl0mas com tempo minimo 
os problemas de programaç~o obtidos sio relativamente sim-
ples, quando comparados em comvlexidade aoa problemas origi-
nais <le contrÔle, e apr(~sentam alr;umas cnra.cteristica13 espe-
cialmente interessantes: 




:nao acarrete um aumento esserciel TIP cn~9lexida-
~ de do problema de programaçao obtido# As dific1~ 
dades maiores concentram-se na soluç~o dos pr6-
prioc sistemas, o que; inovit~velo 
- A complex.idad e do problema de proeramação ma-t;m~ 
-1-· ,,1. ca 
, 
cresce princ:i.:palmen te com o num.oro de fun-
,.., 
çoes elementares utilizadas para aproximar os 
contrÔles .. Bm contrapartida, um aumen·!;o cri teri_2 
so do comprimento da expans~o usada para aproxi-
mar os contr3les, leva a aproximaç;es cada voz 
melhores da funçio contr;le que resolvo o probl~ 
ma de contr&le 6timo: 
O tipo de funç5es elementares usadas em proble-
/' , - A energia minima tambem nao tem em geral 
,.. ... 
grande imfluencia sobre a complexidade do trata-
mento,. Isto se de"'re a eer 
,. . 
nec e snarJ.a em geral 
uma integraçio numfrica destas funç;es, para 
construir a matriR F (veja l~'IV), ~ o que na.o 
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