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Grocery retail industry is a very competitive business. Retailers have to make wise 
managerial decisions in sourcing, transportation of goods, product display, sales 
strategies and resources management, etc. in order to decrease the operating cost and 
increase profitability as well as customer service. Shelf space allocation is one of the 
important decisions and it is called shelf space allocation problem (SSAP) in this 
thesis. 
In this work we are interested in examining a number ofheuristics for solving the 
problem and improving an existing approach. Specifically, we explore the use of 
tabu search and try to improve it with path relinking. Through an extensive 
computational experiment, the performance of heuristics is assessed. We find that tabu 
search with path relinking is superior to any other heuristics. This new approach has 
potential for developing high quality planograms which help retailers place products 
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In this thesis, we are concerned with assigning products to shelves in grocery retail 
stores. The decision made on space assignment generally consists of selecting 
products, determining their locations and the displayed amounts on shelves. After the 
retailers have determined the order units for the products, they have to consider which 
products to display on shelves, where to put the products and how many products to 
be displayed. This kind of shelf space management is known as Shelf Space 
Allocation Problem (SSAP) in this thesis. 
With the trend of globalization, concentration and domestic consolidation, grocery 
retail industry is becoming very competitive. Apart from this competitive 
environment, profit margin of grocery retail industry is on the declining track. Petro et 
al.(2007) comments about the industry— "According to a 2003 annual report of the 
US grocery industry, average gross margins of grocery retail stores was about 28% of 
sales, but net profit after taxes was only about 1%". As a result, the retailers have to 
make wise managerial decision in sourcing, transportation of goods, product display, 
sales strategies and resources management, etc. in order to decrease the operating cost 
and increase profitability as well as customer service. Among all, product display is of 
vital importance in improving customer satisfaction and therefore profitability. Since 
shelf space is a scarce resource, the retailers have to manage shelf space to display 
right product with right amount. This decision is increasing difficult with thousands 
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of continuously new emerging products, Five aspects of space allocation are 
suggested by Buttle (1984) to improve financial performance of grocery stores: 
fixture location, product category location，item location, off-shelf display and POS 
promotional support. Through efficient shelf space allocation techniques and tools, 
the retailers can attain good vendor relationship, increase customer satisfaction and 
decrease inventory level. Helms et al. (1992) said that mixed strategies of product 
differentiation and low-cost could enhance sales performance. Therefore, the retailers 
have to employ shelf space allocation tools in implementing the mixed strategies. . 
Appropriate shelf space allocation can allow better brand exposure. This can 
encourage customer impulse buying and boost incremental sales. This may also 
increase manufacturers's revenue as well. To specify how shelf space allocation 
improves financial performance of the manufacturers, Corsten and Gruen (2003) and 
Chandon, Hutchinson and Young (2002) examine on the impact of shelf allocation on 
the buying preferences of customers during their shopping process. It is found that 
26% of consumers who cannot find the sought-out brand would buy a competing one. 
Further, by looking at a brand, the probability that the customers consider to buy that 
brand would increase by between 30% and 120%. These results clearly answer why 
the manufacturers are continuously battling for higher shares of space on shelf. 
Generally, the retailers manage shelf space by planograms which determine available 
shelf space for all the products. It is a visual plan or product map showing the number 
of products displayed on different locations. Currently, there are a few PC-based shelf 
space management systems available, e.g., Apollo (IRI) and Spaceman P^ielsen) 
(Yang, 2001). These systems provide the retailers with operational guidelines by 
2 
simple heuristics rules but at the same time limit the solution performance (Yang and 
Chen, 1999). 
As the issue of shelf space allocation strictly relates to the financial performance of 
the manufacturers and retailers, there are many studies on this topic. Lim et al. (2002) 
found over 500 references in ABI/FNFORM. Numerous articles about SSAP have 
recently appeared in professional magazines such as advertising Age, Supermarket 
Business, Beverage World and Electronic Business. 
Researchers examine the problem using empirical studies investigating the 
relationship between sales and different marketing variables (e.g., advertising, product 
cycle, etc.) as well as space variables (i.e. total space allocated and displayed location, 
etc.). Besides, mathematical models are developed. One of the classical models is 
developed by Corstjens and Doyle (1981). Cross effects between products and space 
effects on products are captured in the model. The objective of the model is to 
maximize profit estimated by product demand and cost function in general 
polynomial forms. Yang (1999) modifies their model to a linear model and proposes a 
simple procedure for allocating products based on their profitability. Although the 
problem is simplified to a linear one, it is still an NP-hard problem (Yang, 2001). 
Recently, meta-heuristics such as squeaky-wheel optimization and tabu search are 




1.2 Our Contributions 
In this study, we focus on the study of the use of optimization model. Based on a 
classical SSAP model, different algorithms and heuristics will be examined. In 
particular, we make use of tabu search. In order to improve the performance of tabu 
search, we employed path relinking. To the best of our knowledge, path relinking has 
not been applied to deal with SSAP. 
Path relinking is a recent meta-heuristic which is developed for tabu search and has 
been applied on different optimization problems, e.g., Vehicle Routing Problem (Ho 
and Gendreau, 2006). With different configurations of path relinking, its performance 
will be observed and will be benchmarked in our computational study. It will be 
shown that path relinking can improve tabu search in solving SSAP. Through 
extensive computational experiment, performances of different algorithms and 
heuristics are assessed as well. 
1.3 Framework of Shelf Space Allocation Problem 
Decision on shelf space allocation usually consists of two parts. The first part is the 
amount of shelf space allocated for a particular product category. The second part is 
the amount of shelf space allocated to each different product in each product category. 
This work focuses on the second part of the decision---how much shelf space should 
be allocated for each product. 
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The problem is solved in one-dimension here. Only length of the products is 
concerned. Based on the model of Yang and Chen (1999)，various algorithms and 
heuristics are proposed. The notations and the model are given as follows, 
Parameters 
P : Total profit 
n : number of products 
m : number of shelves 
Pik � profit for placing product i in shelf k 
fl,: length of each facing of product i 
T\: capacity of shelf k 
L.: lower bound for the amount of facings of products i 
U| : upper bound for the amount of facings of products i 
Decision variables 
X|k : number of facings of product i placed in shelf k 
n m 
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Facing of a product is the decision variable in this model as the product exposure is 
considered to an important factor on consumer buying behaviour. This decision 
variable refers to the facing of a product that can be seen directly by the customers. 
Incorporating location effect, ^ will be interpreted as the numbers of products i 
displayed in shelf k. 
The objective of the model is to maximize total profit which is a linear function of 
total facings ofproducts allocated on shelves. In terms of the constraints, physical 
constraint, control constraint, integrality and non-negativity constraint are considered. 
The first constraint ensures that total space occupied by the number of products 
should not exceed the shelf space available. The second constraint requires that each 
product i should be allocated with the amount not less than Z,/ and not more than Uf. 
This constraint is used to capture the managerial requirement. The last constraints 
restricts the decision variable x,^  is a non-negative integer. ^ 
1.4 Organization 
The thesis is structured as follows: Chapter 2 presents the literature review on SSAP. 
Chapter 3 gives the model of the problem and investigates different algorithms and 
heuristics used in solving SSAP. Their potential limitations will also be reviewed. 
Chapter 4 discusses the application of path relinking in tabu search. Chapter 5 
provides computational results of tabu search with path relinking and other algorithms. 
Analysis on their performances will be presented. Finally, Chapter 6 concludes the 





Product allocation affects the financial performance of a retail store (Buttle, 1984). Its 
impact has been studied extensively and many approaches to solve Shelf Space 
Allocation Problem (SSAP) have been used in the literature and practice. Planogram 
is a traditional space management tool for the retail industry. It enables retailers to 
manage shelf space visually and reduces time spending on space allocation by hand. 
Algorithms are needed for efficient planogramming using, for instance, gross profit 
margin as a criteria and inventory cost as a constraint. 
In addition to approaches using planogram, researches focus on shelf space allocation 
from different perspectives. Their work may be divided into approaches using 
commercial approaches, experimental approaches and optimization approaches. 
Among optimization approaches, some base on heuristics. Therefore, we may further 
classify optimization approaches into exact and heuristic approaches. In this chapter, 
the literature is reviewed. 
2.2 Commercial Approaches 
Commercial approaches use common sense rules in making shelf-space decisions. 
These rules may be based on sales productivity and buildup criteria (Mason and 
Mayer, 1990). 
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Sales productivity criteria allocates products according to the ratio of their expected 
sales to the store expected sales. Buildup criteria focuses on the space requirement of 
a product line. 
Galaxi in UK, COSMOS, PROGALI, OBM, SLIM and Appollo (IRI), Spaceman 
fNielsen) are some examples (Zufreyden, 1986; Lim et al., 2004). They all have 
user-friendly tools shelving decisions simple and easy. However, they have been 
criticized to be too simple and cannot capture the real relationship of products sales 
with other existing factors (Yang, 2001). These factors are, for instance, inventory 
levels, product life cycle (Curhan, 1972), amount of advertising (Chevalier 1975), 
competitive structure of market (Kotzan and Evanson, 1969), store size, different 
service measures (number of employees and hours of operation, range of items 
(variety), product availability). 
2.3 Experimental Approaches ‘ 
In the literatures, experiments concerning the relationships between sales, inventory 
and customer service have been conducted (Baumol and Ide, 1962; Urban, 1998; Hise 
et al., 1983; Good, 1984; Morey, 1980). Inventory is one of the retail decision 
variables which is critical to retail success. In these approaches, a positive relationship 
between sales and different independent variables (e.g., inventory level, store size and 
different service measures, range of items (variety), in-stock rate (availability)) are 
observed. However, few experimental approaches examined these relationships 
(Dubelaar etal. ,2001). 
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Also these approaches focus on supplier perspective rather than retailer perspective. 
Often only backroom inventory level is concerned (Nogales and Suarez, 2005). 
Another experimental approach looks into the relationship between dependent 
variable (i.e., sales) and independent variables such as inventory level, product life 
cycle (Curhan, 1972), amount of advertising (Chevalier, 1975), competitive structure 
of market (Kotzan and Evanson, 1969)，store size and different service measures, 
including number of employees and hours of operation, range of items (Preston and 
Mercer, 1990), and product availability. It is found that advertising to sales ratio in the 
product category does not affect display effectiveness (Chevalier 1975). Products in 
different life cycle increase their sales differently with respect to display effectiveness. 
Curhan (1972) also finds that different product groups have different sales increase 
percentage when they are displayed differently. 
Shelfspace is believed to have an effect on sales and profitability. Kotzan and 
Evanson (1969) first investigate the effects of shelf space on sales of three drug store 
products in eight chain drug stores. Significant relationships are found and used to 
define course of actions for manufacturers and retailers. Later, Cox (1970) studies the 
same topics on two branded products - salts and powdered coffee cream. Shelf space 
may not be influential on products sales when considering the cost of obtaining shelf 
spaces. Retailers are suggested to keep the number ofbrands to the minimum levels. 
However, Cox also mentions that the study may be limited by small samples and may 
* 
not be applicable to other product brands. 
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Apart from studying the relationship between shelf space and products sales, Frank 
and Massy (1970) observe the effects of level of shelf displays on product sales. Only 
a modest effect is observed. 
Experiments are conducted to derive shelf-space elasticities of products (e.g., Curhan, 
1973; Dfeze , Hoch, & Purk, 1994; Desmet & Renaudin, 1998). In most experiments, 
data of sales and shelf space are collected and shelf space is the controlled variable. 
Positive impact of shelf space on sales is found. In Brown and Tucker(1961), they 
assume three classes of products with respect to space elasticity: "unresponsive 
products", “ general-use products" and "occasionally purchased products". Elasticities 
increase following this order. 
Concerning shelf-space elasticities, Bultez and Naert (1988) develope SHARP's 
model which is an expansion of Corstjens and Doyle's (1981) work. Experimental 
results show that space has weak influence on sales. , 
Dreze et al. (1994) conduct experiments to investigate the effect of shelf space 
location on product sales. They test "space to movement" and "product 
reorganization" in their experiment. Positive gains in sales are observed. Space to 
movement contributes -2% to +8%, whereas product reorganization results in changes 
o f+5% to +6 o/o. It is found that location is more influential on sales than the number 
of facings allocated to a product. 
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Preston and Mercer (1990) suggest range elasticity to examine the number of varieties 
o f a brand stocked and its effect on sales. Experiment results show positive change of 
sales by adjusting number of variants as well. 
Experimental approaches provide interesting insights but they have many drawbacks. 
For instance, their results are piecemeal and have little impact on management 
practice. They can only predict the behavior of an individual product. 
2.4 Optimization Approaches 
Commercial approaches are often too simple and cannot provide desirable space 
allocation. Experimental approaches are limited to a few items and cannot examine 
the whole store performance. Optimization approaches with application orientation 
are used to address these limitations. We consider analytical methods by using certain 
operational constraints which capture the critical and practical situation in a retail 
store. With recent advances in AI search techniques, some optimization problems can 
be solved near-optimal. In this section, optimization approaches are further classified 
into exact approaches and heuristics approaches. 
2.4.1 Exact Approaches 
Exact approaches typically provide mathematical models which have objective 
function to optimize retailer's profit (e.g., Anderson & Amato, 1974; Hansen & . 
Heinsbroek, 1979; Corstjens & Doyle, 1981, 1983; Zufryden, 1986; Bultez & hiaert， 
1988; Urban, 1998; Yang, 2001). 
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Anderson and Amato (1974) provide optimal shelf-space-allocation policies that 
allow retailers to select the products to keep in the store and shelf space allocated to 
each product. Hansen and Heinsbroek (1979) consider brand selection and space 
allocation by considering space elasticity and minimum space requirement ofproducts. 
Cost effect with the main demand effect is also taken into account. 
Corstjens and Doyle (1981) criticize that many approaches neglect the interactions 
that may exist between different products (i.e. substitution or complementary effects). 
They introduce main and cross-space elasticities, different product profit margins, and 





where a � i s a c o n s t a n t , � a n d p^ are the space allocation and space elasticity of 
product i, respectively. Cross-space effects between products are captured by 
cross-space elasticities 3丨丨.In this approach, 5、丨 is not necessarily equal to 3丨丨. 
The profit of a store is equal to total gross margin less total product costs for the store: 
i w , [ � ‘ ' n sf" ] - i r,_ [«,v' n � � ( ’ 
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where w, and /^ are gross margin and cost of product i, respectively, and r, is the 
operating cost elasticity with respect to increased sales of product i. Four constraints 
are considered. They are store capacity constraint, availability constant, control 
constraint and non-negativity constraint. 
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A case study is used. In this case, five products are studied for a retailer with 140 
shops. Results indicate that sales would be increased when products with higher 
margins and higher space elasticity are allocated to have more space. 
Singh et al. (1988) present a hybrid decision support system for space allocation. 
Their system is based on the work of Corstjens and Doyle (1981). It combines the 
experience of managers through responses to scenarios with hard data and uses 
inference to develop optimized solutions. With Corstjens and Doyle (1981), 
experimental data, cross-sectional data and managerial intuition extracted through 
responses to a series of what-if questions can be utilized proportionally up to user 
need. 
Corstjens and Doyle (1983) suggest a dynamic dimension in shelf space allocation 
problem after his static approach proposed in 1981. This dimension aspect captures 
the potential (the sales growth rate) of the products to be placed on the shelves. 





qn,«"，s^,, j3., and 3丨丨,are the demand, scaling constant, space allocated, space 
elasticity, cross elasticity of product i in period t, respectively. In addition, A is the 
retention rate measuring how much goodwill effect is retained from period t to period 
t+l . 
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The objective of the dynamic model is: 
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where r refers to the time(different from the notation used in static model)，p is the 
shadow price of acquiring additional shelf space and R is the discount rate defined 
over periods. This model extends the static model by adding three new factors: 
product growth rates, relative growth rates and discount rate. Cost effect is no longer 
explicitly considered in the model formulation. Results show that high-growth 
products should be granted for higher share of shelf space. Also the oldest products 
should be removed unless they are complementary to products with high potential. 
One limitation of Corstjens and Doyle (1981, 1983) is that they do not provide integer 
solutions as requested in real situations. Further they can only solve small problems. 
Zufreyden (1986) then propose an integer-programming model with only main 
elasticity effects of shelf space and non-space variables that may affect demand (e.g., 
advertising, promotions, store characteristics, etc.). Demand of product j. is denoted 
by: 
Q M j ) = ^ o / P U ^ / ' 
i 
where x) = {Sj, x,^ . x^- ...,x,.). It is a vector including space allocated to product item j, 
8丨 and other variables ;c" affecting demand of product j. 口丨丨 is the elasticity associated 
with different x,^  , « , is the space elasticity of product j and p^. is a constant 
coefficient. The decision variable is � ( s p a c e allocated to product /). It is restricted to 
an integer value which is multiple values ofblock units. For instance, cans of soft 
drink are allocated to shelf in terms of blocks. If the vertical stacking of cans in a shelf 
allows three cans, then space allocated to cans of drinks should be multiples ofblock 
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units of three. However, this constraint limits the flexibility of a retailer's decisions 
for space allocation. Locations of products are not determined in these dynamic 
models where locations are also critical to product sales (Dreze et al., 1994). 
Bookbinder and Zarour (2001) propose an optimization model using on Corstjens and 
Doyle (1981). Their model allocates each item with the fraction of space based on 
direct product profitability. Demand of a product is the same as Corstjens and Doyle 
(1981). The objective function is shown as: 
max X R, [«A' ' f l s , ] " Z ^PC, [a,sf' f [ ^ ]‘ 
/=i /=i ,=i /=i 
J*i :/>' 
Differences between Corstjens and Doyle (1981) and Bookbinder and Zarour (2001) 
are the replacement of gross margin by DDP margin rate Rj (ratio of per-unit Direct 
Product Profit to Direct Product Cost) and the replacement of cost to DPQ (Direct 
Product Cost). 
Bultez and Naert (1988) develop SHARP's model which is another expansion of 
Corstjens and Doyle's (1981). They formulate the shelf-space-allocation problem in 
shelf-level. They also found that product space elasticity is relatively low in their prior 
empirical studies. This suggests that space has no merchandising value but they 
explained that it may be caused by deficiencies in research design and execution. 
Preston and Mercer (1990) investigate the number of varieties of a brand stocked and 
t 
its effect on sales, thus introducing the notion of range elasticity. In their empirical 
study, increase in sales of up to 15 per cent can be observed through adjusting the 
number of variants on offer. 
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2.4.2 Heuristics Approaches 
Heuristics approaches have been applied for solving shelf space allocation problem 
because of their computational efficiency. Borin et al. (1994) use simulated annealing 
(SA) to find a good shelf allocation. The objective function of the model is to 
maximize category return: 
| ^ G , ( P r / c e , ( M , + 4 + 5 , + A ) ) 
MaximizeYl =— 
_n 
^ (1 - G|) Pr ice. Inventory^ 
/=i 
where G, is gross margin of SKUj. M.,�，B-, L. , Inventory, are modified 
demand, acquired demand, stockout benefit, stockout loss of SKUj and units of i on 
hand at the beginning, respectively. 
Six-SKU category example and ketchup category are used to test the model with SA. 
SA can find "good" solution within a relatively small number of trials. They 
demonstrate that assortment/stockout effects are important and that proportionality as 
a decision rule leads to lost sales. It is discovered that sales of products with high 
customer preference are less responsive to increasing space allocated. Sensitivity 
analysis is carried out later to investigate effect of parameter error on model 
formulation. They demonstrate that using incorrect parameter estimates can still yield 
results superior to shelf allocation models derived from a share of market rule (Borin 
and Farris 1995). 
Instead ofdetermining the number of facings of a product, Urban (1998) determines 
the number of on-shelf inventory. He develops a heuristic that allocates the shelf 
space by removing an item in the order of lowest profits contribution in each iteration. 
16 
The procedure stops when the profit starts to decrease. The profit is maximized within 
an assortment by generalized reduced gradient (GRG) model and genetic algorithms 
(GA). It is a model which integrates inventory-control, product assortment and shelf 
space allocation. He compares solutions with Borin et al. (1994) and concludes that 
both approaches are as useful. 
Yang (2001) employs AI search techniques similar to the one used for solving the 
knapsack problem. The model is the simplified version of model of Corstjens and 
Doyle (1981，1983). He assumes that total product profit is linear to the number of 
facings of the allocated products. The objective of the model is to maximize total 
profits: 
_n m 
m a x P = Z Z p,kX|k 
i=\ k=\ 
Constraint for availability is omitted since it is believed that stockout can be 
prevented by building effective logistics system. Other constraints are capacity 
constraint, control constraint and non-negativity constraint. Shelf space is allocated 
according to product weight (ratio of sales profits per display area). The allocation is 
done without violating the space availability constraint. Adjustments are applied later 
so as to further improve the objective values. These moves are shift, interchange and 
add after interchange. Yang (2001) can avoid the impractical and complicated 
elasticity parameter measures. It can also address the locations allocated to products 
while Corstjens and Doyle (1981，1983) cannot. . 
« 
Lim et al. (2004) extend adjustments in Yang (2001) to multiple-facings adjustments 
called as New Neighborhood Moves. They are Multishift, Multiexchange and 
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Multiadd and Exchange move. It is found that the performance of multiple-facings 
adjustments is better than the adjustment moves in Yang (2001). 
Nierop et al. (2003) optimize the profit and accurately measure the effect of shelf 
location and product facings on sales levels, using Urban's thesis (1998) where it is 
suggested that number of facings assigned to a product is found to have an impact on 
the demand rate. Additional factors (shelf location number and distance to the right 
edge of the shelf) were also considered, proving that number of facings had a strong 
positive influence on the constant in the sales equation. 
Lim et al.(2002) extend the linear programming model of Yang (2001) by 
"squeaky-wheel" Optimization heuristic. Lim et al.(2004) later employ other 
meta-heuristic: tabu search. Based on solution obtained in heuristic of Yang (2001), 
better solution can be find iteratively without being tripped in local optimal by using 
tabu list. It produces satisfactory results to shelf space allocation problem. In addition, 
shelfspace allocation problem is transformed to a network flow problem in Lim et al. 
(2002) and solved accordingly. By solving the problem as Minimum Cost Maximum 
Flow Problem, near-optimal solutions are found in their experimental results. 
Bai R., Burke E.K. and Kendall G. (2008) propose practical model for solving fresh 
food shelf space allocation problem and inventory control by dynamic greedy 
heuristic, GRASP, simulated annealing and three other types ofhyper-heuristics. Bai 
et al.(2009) develop a multiple neighborhood approach for solving a 2-dimentional 
shelf space allocation model. The neighborhood approach is a hybridization o f a 
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simulated annealing algorithm with a hyper-heuristic learning mechanism. This 
approach is found to be a robust model against input parameter errors. 
Yang (2001) and Lim et al. (2004) would be discussed in the Chapter 3. 
2.5 Summary 
Shelf space allocation problem has received attention because it affects the financial 
performance o f a store. Commercial approaches are commonly used but most ofthem 
depend on intuition and experiences of managers. They can hardly provide 
near-optimal solutions. 
Many studies conducted on this area are based on experiments. The relationships 
between retail space management policies and sales/profitability of retail store are 
investigated. Space is found to have positive effect on products sales and space 
elasticities are also estimated through the experiments. As the experimental results do 
not consider all the products of a store, the results have limited implications. 
Optimization approaches address the limitations of these two approaches. Space 
elasticity is used in the mathematical model and constraints are used to depict retail 
policies. Also, cross effect among products is incorporated and marketing variables 
are taken into account. Nevertheless, neither static models nor dynamic models are 
practical for real applications. Most of the models use a geometric function which is 
computationally difficult. 
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With the advance of AI search techniques, problems with complex computations are 
more likely to be solved within a reasonable time limit. Genetic algorithm, simulated 
annealing, squeaky-wheel optimization and tabu search are the recent employed 
heuristics. In this thesis, we consider the linear model proposed by Yang (2001) and 
his allocation heuristics. We also examine the extensions by Lim et al. (2002) and 
Lim et aL (2004). 
Based on Yang (2001), Lim et al. (2002) and Lim et al. (2004), we explore the use of • 
tabu search with path relinking to solve shelf space allocation problem and compare 
results with different heuristics through experiments. The discussion of those previous 
heuristics will be found in chapter 3. Tabu search with path relinking will be 
explained in Chapter 4. Chapter 5 provides experimental results of different heuristics 
and Chapter 6 is the conclusion of this thesis. 
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Chapter 3 
Overview of Shelf Space Allocation 
Problem 
3.1 Introduction 
For the shelf space allocation problem (SSAP), different models were developed to 
address different objectives and constraints. In the last chapter, we reviewed the 
model proposed by Corstjens and Doyle(1981). It is a static model that addresses 
demand as a function of space variable, cross-relationship with other products, and 
market variables. Objective function is then expressed as the difference between gross 
return function of the demand and cost function of the demand. Many subsequent 
studies extended their model to maximize total profits of a retail store. Among all the 
extensions, Yang and Chen (1999) simplified Corstjens and Doyle's model by 
offering a linear profit function as a new objective function and eliminating the 
availability constraint. With their simplication, this is still a NP-hard problem. (Yang, 
2001).However, Yang and Chen (1999) has built a foundation for other researchers to 
conduct further research. As a result, several methodologies were proposed. 
Our work will base on Corstjens and Doyle's linear model and compare the 
performance ofdifferent previously employed methodologies with a newly-evolving 
meta-heuristics: tabu search with path relinking. This chapter will introduce the. 
formulation of the shelf space allocation problem and greater details ofdifferent 
solution methods employed previously. 
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3.2 Problem description 
Before examining the formulation of the problem, let's us explain the details of shelf 
space allocation and define terminology used in this work first. 
The shelf space allocation problem is often solved in one-dimension. The height and 
the depth of the products are ignored in the models. These assumptions are restrictive 
because the number of products stocked behind the products displayed in the front 
does not affect the demand of the products and also because the height of the shelves 
can be adjusted. Therefore, similar to other models, our model considers the length of 
the products only. 
In reality, thousands of products are displayed in the shelves of a retail store. As Yang 
and Chen (1999) said, "For supermarkets in Taiwan, the items of merchandises are 
ranged from 8000 to 12000", it is not viable and practical to consider a large number 
ofproducts all together in the allocation model. As a result, products should be 
assorted into different levels: departments, categories and brands. For example, under 
the snack department, there are categories such as potato chips, nuts andjelly, etc. For 
each category, there are different brands. Managers follow the levels of departments, 
categories, and brands and allocate products from level to level. Space allocated to 
different departments is pre-determined and treated as available space for further 
allocating product categories. Each item under their categories can then be assigned to 
the shelves by space allocation model. Categorizing products is a common practice 
for retailers to manage space allocation and reduce problem complexity. 
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Making category-specific merchandising decisions involves 3 elements: decision 
variables, decision objective and decision constraints. Usually, space variable, facing 
and location are the decision variables for a shelf space allocation model. Space 
variable is a continuous value and therefore space allocated to a product may be 
smaller after dividing the storage space by the size of the product. Facing is another 
important decision variable. Facing refers to the number of products placed on the 
front end on the shelves, i.e., the number of products that customers can directly see. 
It is important since it relates to the exposure of certain products and affects the 
demand and the sale ofproducts. Other than facing, location is also a crucial decision 
variable. As the product exposure is found to be influential on the product sale, 
placing products in different locations will create different product demand. Location 
effect is found to be more important than the number of facings of the products 
allocated on shelves (Dreze et al., 1994). 
Generally, the decision objective of the problem is either maximizing profits, sales or 
minimizing costs. Since the cost function is composed of constant cost coefficient of 
each product and the demand of each product, reducing cost function will lead to the 
reduction of the demand and subsequently the sale. Therefore, it is more appropriate 
to maximize profit as the decision objective (Bai, 2005). 
Decision constraints are normally physical constraint, control constraint, availability 
constraint, integrality and non-negativity constraint. Physical constraint requires total 
< 
space allocated to the products should not be greater than the capacity of a shelf. 
Control constraint sets a lower bound and upper bound for the number o f the products 
allocated to a shelf which ensures a proper product mix. Availability constraint 
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requires sufficient supply to avoid stock-outs. However, it has been recently ignored 
by many space allocation models. Many feel that availability should be addressed by a 
store's inventory management system. Lastly, integrality and non-negativity 
constraint restricts the values of variables to a non-negative integer. 
3.2.1 Mathematical Model 
In Yang (2001), his model integrates the models of Corstjens and Doyle (1981) and 
Zufryden (1986) with the consideration oflocation effects. He chooses the number of 
facings ofproduct i allocated in shelf k as the decision variable. The objective is to 
maximize total profit. Because of capacity constraint, total space occupied by the 
number ofproducts should not exceed the shelf space available. Due to marketing 
concerns, each product i should be allocated with the amount not less than L, and not 
more than Ui. The demand of a product depends on space assigned and marketing 
factors. The demand function is defined as, 
QMd = cx,x/'^t\x;''^y'： 
/=i t=\ 
',i*i 
where :c" ,x^, _y" are the number of facings of product i allocated to shelfy，total 
amount of facings of product j, the amount of � marketing variable(e.g., price, 
advertisement, promotion, store characteristics, etc.) respectively. The 
terms a , , p^^, y^j a n d � a r e scaling constant, space elasticity of product i on shelf k, 
cross elasticity between products i and j, elasticity of product i relative to � ( j = 1，...， 
L) marketing variable, respectively. The profit of the entire store is obtained by gross 
profit minus gross cost. 
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3.2.1.1 Notations 
Before we present the model, we define the parameters used: 
Parameters 
P : total profit 
n : number of products 
m : number of shelves 
g i : unit margin of product i 
0丨:constant cost coefficient of product i 
7, : sales volume elasticity associated with the variable cost of product i 
a.: length of each facing of product i 
T\: capacity of shelf k 
L-: lower bound for the amount of facings of products i 
f / , : upper bound for the amount of facings of products i 
為:supply limit of product i 
Decision variable 
% : number of facings of product i placed in shelf k 
3.2.1.2 Model 
The model is presented as follows: 
n m n m 
M«c. p=Xgi ( S Q,k (½)) - E � ( Z Q, {x,))"' • 




Yj^i^ik ^^k^ k = l,...,m, 
;=i 
m 
4 < ^ ^ < f / , , i = l,...,n, 
k=\ 
m 
[ & � � / = 1,...,", 
k=\ 
x,^ E Nu{0}, / = 1”..，《, k = l,...,m. 
The objective here is to maximize total profit subject to physical constraint, control 
constraint, availability constraint, integrality and non-negativity constraint. The firs t 
constraint is physical constraint where total space allocated to the products should not 
be greater than the capacity of a shelf. The second constraint is control constraint 
where a lower bound and upper bound are set for the number of the products allocated 
to a shelf. The third one is availability constraint which ensures sufficient supply of 
the products to avoid stock-outs. The last constraint is integrality and non-negativity 
constraint which restricts the decision variable 乂丨^ is a non-negative integer. 
Although the model captures all important features of the problem, it is a nonlinear 
model which is complicated to solve. To deal with the complexity of the model, Yang 
(2001) simplifies the model by making a few more assumptions. 
3.2.1.3 Assumption 
Yang and Chen (1999) uses the following assumptions to simplify the formulation: 
1. Total profit is originally assumed to be linear to the number of facings of products 
displayed. In the case, sales volume elasticity associated with the variable cost of 
product i, 7/,, cannot be estimated. Yang and Chen (1999) assume that the profit of 
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product i is linear with the amount of facings of product displayed in the absence o f " , . 
However, the linearity exists within a small range of the amount of facings. This can 
be achieved by controlling the amount of facings of a product within its lower and 
upper bounds. 
2. Yang and Chen (1999) also eliminates availability constraint. It is assumed that a 
retailer always has a good reorder plan and can prevent from out-of-stock. 
3.2.1.4 Notations of final model 
These parameters are used in the formulation: 
Parameters 
P : Total profit 
n : number of products 
m : number of shelves 
Pik: profit for placing product i in shelfk 
flf,: length of each facing of product i 
7\: capacity of shelf k 
L| � lower bound for the amount of facings of products i 
Ui: upper bound for the amount of facings of products i 
Decision variables 
x,|^  : number of facings of product i placed in shelf k , 
3.2.1.5 Final model 
The new model is presented as follows: 
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n m 




Ia‘x,k<T" k = l”..，m 
/=i 
m 
^ ^Y^^ik � � z . = i , . . . , « 
k=\ 
x-|^ eA^u{0}, i = \,...,n, k = l,...,m. . 
The objective of the model is to maximize total profit which is a linear function of 
total facings of products allocated on shelves. There are physical constraint, control 
constraint, integrality and non-negativity constraint. The first constraint ensures that 
total space occupied by the number of products should not exceed the shelf space 
available. The second constraint requires that each product i should be allocated with 
the amount not less than Lt and not more than Ui. The last constraints restricts the 
decision variable x^ ^ is a non-negative integer. . 
3.3 Original Heuristic 
In this section, we present heuristics developed in the existing literature. 
3.3.1 Yang (2001) Method 
Based on the mathematical model, Yang (2001) suggests an algorithm for placing 
products in different shelves. This algorithm is referred to as the original heuristic in 
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this thesis. The original heuristic consists of three phases: preparatory phase, 
allocation phase and termination phase. 
Preparatory phase: 
m n 
This phase checks the feasibility of the problem - ^ T ^ > ^ a , I , . 
k=\ ;=1 
If the total capacity of the shelves is less than the minimum space requirements of the 
products, the solving procedure stops. Otherwise, the profits for placing all product i 
in shelfk per unit length (p.^ /a.) is computed and sorted in descending order. The 
sorted profits is used as priority indeces for the allocation phase. 
Allocation phase: 
This phase is divided into 2 sub-phases Each sub-phase allocates products according 
to their priority order. Sub-phase 1 puts the products to satisfy the minimum required 
space ofproducts. Sub-phase 2 allocate products as much as they can without 
violating the upper bound constraints of the products. 
Termination phase: 
In this phase, the final solution {x,"} is obtained. By the final solution, the profit of 
n m 
the allocation can be computed as P = ^ ^ p,.^x.^ 
/=1 k=l 
4 
3.3.2 Remarks on Original Heuristic 
In the allocation phase o f the original heuristic, the products are assigned to shelves to 
meet the lower bound requirement first. Therefore, some products with lower priority 
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may have occupied the space for another product with higher priority. As a result, 
adjustment(s) is required for the space allocation. 
3.4 Original Heuristic with Yang's Adjustment 
Yang (2001) realizes that there is room for improving the heuristics by fine-tuning the 
amount of facings of the products allocated on a shelf. He adds an adjustment phase to 
the allocation phase for further improvement. Three adjustments are used. 
Adjustment method 1 
With the solution obtained at the end of the allocation phase, the number of facings of 
different products in a shelf may be changed under this condition. If there exits a pair 
of product where total displayed amount of product i is less than its upper boundi7,， 
and the total displayed amount of product j is more than its lower boundI^ , we check 
whether the remaining shelf space A [ is enough for replacing product j with product i. 
When the space permits this replacement, we will move out product j and place 
product i in shelf k if the profit for placing product i in shelf k is better than the 
profit for placing product j on shelf k. Pseudo-code 3.1 shows the outline of 
adjustment method 1. 
Pseudo Code 3.1 Outline o fYang ' s Adjustment 1 
if there exits a pair of product i, j such that X^ < U,,Xj > Z, 
if the remaining shelf space A7^ is enough for replacing product j with product i 
if pik > Pjk 





Adjustment method 2 
This method aims to improve profitability by changing the number of facings of 
different products in different shelves. Suppose we have product i in shelf 1 and 
product j in shelf k. We first check the remaining shelf space dJ\ is enough for 
replacing product j with product i and the remaining shelf space A7] is enough for 
replacing product i with product j. Then, if the profit for placing product i in shelf k 
and placing product j in shelf / is better than placing product i in shelf 1 and 
placing product j in shelf k, we shift the positions of the two products. Pseudo Code 
3.2 shows the outline of adjustment method 2. 
Pseudo Code 3.2 Outline ofYang ' s Adjustment 2 
ifx,/>l andxy^>l 
if Ar^ is enough for replacing product i with product j and 
A7] is enough for replacing product j with product i 
ifPik +Pji>Pii+Pjk 




Adjustment method 3 
4 
This is the extension of adjustment method 2. Yet, we will not check the profit 
improvement of two-product shift first. We will interchange the number offacings of 
a pair of products and find whether there is space remained for placing other products. 
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Suppose we have product i in shelf 1 and product j in shelf k. We check 
whether (1) the remaining shelf space dJ \ is enough for replacing product j with 
product i ,(2) the remaining shelf space A7] is enough for replacing product i with 
product j ,(3) the remaining shelf space A7^ after interchanging is enough for adding 
any product h for which X^ < U^. 
If the profit after interchanging 2 products and adding another product h on a shelf k is 
improved, we perform the adjustment. Pseudo Code 3.3 shows the outline of 
adjustment method 3. 
Pseudo Code 3.3 Outline ofYang ' s Adjustment 3 
if x,/>l dindxj!^l and X" < U^ 
if Ar^ is enough for replacing product i with product / and insert product h 
A7) is enough for replacing product j with product i 
i f pik + Pji + phk�Pii + Pjk 




3.4.1 Remarks on Yang's Adjustment 
Although Yang's adjustments can improve profitability over the original heuristic, his 
adjustment approaches are rather restrictive. Adjustment methods 1 and 2 only 
involve 2 products at one time, and Method 3 allows three products only. If the 
lengths ofproducts vary quite differently, his methods can no longer produce the 
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improvement. For example, a product i with length 20 has a profit of 25 and product 
j with length 400 has a profit of 400 on shelf k. Replacing 1 unit ofproduct j on shelf 
k and with 20 units of product i can improve the profit by 20 x 25 - 400 = 100 . 
Despite the profit improvement, Yang's adjustment cannot swap product i product j 
in the shelves since the movement in Yang's adjustment is one to one only. The profit 
difference of swapping product i and product j would be -$375 which makes the move 
unfavorable. Due to the shortcomings ofYang 's adjustment, new neighborhood 
moves have been proposed and enable the shift of products with varied lengths (Lim, 
Roadrigues and Zhang, 2004). 
3.5 New Neighborhood Movements 
Due to the limitations ofYang ' s adjustment methods, Lim et al. (2004) propose 3 new 
neighborhood movements. 
3.5.1 New Adjustment Phase 
Lim et al. (2004) suggest multiple-facings adjustments of products. There are three 
types of moves: (1) multi-shift move, (2) multi-exchange move and (3) multi-add and 
exchange move. These moves can be viewed as a modification o fYang ' s adjustment 
methods. Instead of one-to-one moves, many-to-many moves are used. 
Multi-shift move 
4 
We check the existing products on the shelf. If a number ofproduct j is not as 
profitable with a number of product i, we check the feasibility o f the moves (with 
respect o f the shelfspace required, and the lower and upper bounds). If several 
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product i placed in shelf k is more profitable than a relative number of product j\ we 
replaced product j with product i. 
(2) Multi-exchange move 
From different shelves, we check the possibility of interchanging several product i 
from shelf k with several product j in she l f j . The remaining shelf space of 2 shelves 
should be available for the interchange. The lower and upper bounds of products need 
not to be checked since this process does not increase or decrease of total number of 
any products. If the profit for interchanging 2 products is increased, we adopt the 
move. 
(3) Multi-add and Exchange move 
Similar to the multi-exchange move, we check the remaining shelf space in two 
different shelves and profit improvement of an interchange of 2 products. If we cannot 
find profit improvement, we check whether there is any additional remaining space 
for adding products. If the profit after adding new product is increased, we employ the 
multi-add and exchange. 
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3.6 Network Flow Model 
Lim, Rodrigues and Zhang (2002) solve the shelf space allocation problem by using a 
network flow model. They show that the shelf space allocation problem can be 
converted to an equivalent flow problem through transformations. The shelf space 
allocation problem is converted to a Unit-Length Shelf-space Allocation Problem 
(ULSSAP) that is further transformed to Minimum Cost Maximum Flow Problem 
(MCMFP) through three transformation phases. 
3.6.1 ULSSAP 
Transformation one: transforming ULSSAP into MCFP with lower and upper bound 
For ULSSAP, product facings have unit length. There are m shelves and n products. 
Each product has lower bound Lower[k] and upper bound Upper[k]. Before 
transforming the problem into an equivalent minimum cost problem, we must discuss 
some general properties ofMinimum Cost Flow Problem (MCFP). MCFP is a 
network flow problem defined on a directed graph G with node set N and directed arc 
set E. Each node has demand (with negative value) or supply (with positive value) 
value f(x). The term f(x) must be equal to net flow through that node. Each arc has 
cost and capacity constraint. The problem objective is to find the minimum cost flow 
with every valid flow not violating capacity constraint. 
Node 
4 
Node set N in MCFP represents n products and m shelves in ULSSAP. At least n+m 
nodes are required. Node 0 and Node n + m + 1 are used as the source node and the 
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destination node, respectively. Therefore, node 1 to n represent product 1 to n and 
node n+1 to m+n represent shelf 1 to m. 
Capacity 
Capacity of the arc is used to represent product upper bound. Each arc from the source 
node to product node 1 to n is associated with lower bound - lower[k] and upper 
bound - upper[k] to represent arc capacity. Each arc from a product node to a shelf 
node has 0 lower bound and infinity upper bound. An arc from a shelf node to the 
destination node has 0 lower bound and shelflength T(k). The term f(x) of each node 
is set to be 0 in the beginning. 
Cost 
A negative sign will be put in front of the profits for allocating products to shelves. 
The converted values will be used to represent costs associated with arcs. Therefore, 
an arc from the source node to a product node and an arc from a shelf node to the 
destination node would have zero cost. An arc from product node i to shelf node n+k 
would have cost -pik. 
Objective 
The objective o fMCFP is to minimize cost with every valid flow not violating 
capacity constraint. By the cost configuration, the objective ofULSSAP can be 
achieved since the minimum cost of the valid flow is actually the maximum profit of 
the product allocation. 
36 
Transformation two: transforming into MCFP without lower bound 
The Minimum cost flow problem (MCFP) with lower bound Lower[k] would be 
converted to be MCFP without lower bound. For arcs having lower bound L larger 
than 0 would have its value decreased to 0 and upper bound decreased to U-L. The 
term f(x) ofnodes with outgoing arcs having their lower bound removed would be 
decreased by L as well. On contrast, f(x) of nodes with incoming arcs having their 
lower bound removed would be increased by L. 
Transformation three: transforming MCFP into Minimum Cost Maximum Flow 
Problem 
With the MCFP without lower bound obtained above, the flow would be converted to 
Minimum Cost Maximum Flow Problem (MCMFP). Node S and node T is created. 
Zero-cost arcs would be directed from node S to nodes with positive f(x). Capacity of 
those arcs would be equal to positive f(x). 
On the other hand, zero-cost arcs would be directed from node with negative f(x) to 
the node T. Capacity of those arcs would be equal to magnitude off(x) . 
Lastly, a feedback arc is produced from destination node n+m+1 to node 0 with 
zero-cost and infinity capacity. 
Through the 3 transformation phases, ULSSAP is formulated as MCMFP. I f the 
maximum flow produces flow amount less than the total lower bound ofal l products, 
it means that the solution is infeasible, i.e., not enough shelfspace for placing 
€ 
minimum amount of product. Minimum cost of the MCMFP would be the maximum 
profit o f the ULSSAP. 
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3.6.2 Transforming shelf space allocation problem (SSAP) 
When product facing is not of unit length, the problem is SSAP. The transformation 
ofshelfspace allocation problem is similar to ULSSAP. The differences are the lower 
and upper bound of arcs from the source node to product nodes, and costs from 
product nodes to shelf nodes. 
Lower bound and Upper bound 
For product node i, the incoming arc from the source node would have lower bound 
equal to facing length of product i times the lower bound Lower[i] - a(i) x Lower[i]. 
Upper bound is equal to facing length of product i times the upper bound upper[i] - a(i) 
X upper[i]. 
Cost 
Cost of arcs from product node i to shelf node n+i would be equal to negative value of 
profits divided by facing length -pi/a(i). 
Table 3.1 shows an example showing final network of six products in two shelves 
along with their properties.. The second column and the third column show the length 
of each facing of product i and the lower bound of total amount of facings of product i 
respectively. The forth column is the difference between the upper bound and lower 
bound of total amount of facings of product i . The last two columns are the profits of 
product i placed on shelf 0 and shelf 1 respectively. Figure 3.1 shows the network 
structure of the example. In this flow model, arcs would be directed from node 0 to all 
product nodes which are node 1 to node 6. Each product nodes would be linked to all 
different shelf nodes which are node 7 and node 8. And all of the shelf nodes would 
38 
be linked to the destination node, i.e. node 9. Node S and node T are created. Arcs are 
directed from node S to all product nodes. On the other hand, arcs would be directed 
from destination node to node T. All the arcs carry zero cost except those from 
product nodes to shelf node which are shown above the arc. There are brackets shown 
above some of the arcs and they are the lower bound and upper bound of the product. 
For the rest o f the arcs which do not have brackets of values means that they have 
zero lower bound and infinite upper bound. 
Maximum profit of SSAP is then equivalent to minimum cost obtained in MCMFP. 
, Profit on Profit on 
Product a , L, U � L 
ShelfO Shelf 1 
0 25 i 3 4 ^ 6 4 8 ^ 
1 19 1 3 3043 2622 
2 34 1 3 2184 5505 
3 22 1 3 -2290 7355 
4 40 1 3 1339 3741 
5 25 1 3 1172 6432 
Table 3.1: Parameter setting for small example 
4 
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Figure 3.1 Final network of small example 
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3.7 Tabu Search 
Meta-heuristics are getting more attention and are used to solve many optimization 
problems. Researchers are also working to apply it to many new fields. These 
heuristics include genetic algorithm, simulated annealing, squeaky-wheel 
optimization and tabu search. The strength of these approaches is that they provide a 
general framework for solving different types of problems. Among all the 
meta-heuristics, tabu search has been proposed to solve SSAP. 
Tabu search is first developed by Glover (1986) and aims to find ‘better，solutions 
iteratively in a large solution space. It has been widely applied in the following areas: 
scheduling, transportation, layout and circuit design, telecommunication, graphs, 
probabilistic logic expert systems, neural networks, etc. (Glover et al., 1995). It uses a 
memory-based approach to prevent the search from being trapped by ‘local optimal' 
solutions. 
Initially, tabu search looks like a greedy search and scans the entire neighborhood of 
all initial solutions and chooses the best solution in the neighborhood for the next 
iteration. Since the neighborhood is randomly generated, a refinement can be made by 
generating the neighborhood strategically. Knowledge beyond the objective function 
and the neighborhood is required to guide a search. In order to escape from cycling 
back to local optima, a memory is used to label some moves as tabu. Using the . 
memory, tabu search is able to make the search go beyond the "local" context for 
better solutions. 
41 
3.7.1 Tabu Search Algorithm 
Let S be the solution of an optimization problem and S * be the best solution 
obtained during the searching process. 
3.7.1.1 Neighborhood search moves 
When the searching procedure proceeds, the current solution moves to the next 
solution by means of several neighborhood moves. In other words, the neighborhood 
of a current solution refers to those solutions that can be reached by a single move. 
For algorithm efficiency, people design different neighborhood moves strategically. 
These moves have their respective neighborhoods. When a neighborhood is generated 
from a current solution, the best candidate will be chosen in the neighborhood and 
become the solution for the next iteration. Therefore, every solution in the 
neighborhood should be evaluated and its attractiveness is determined by the 
objective function value. As the searching process proceeds from one solution to 
another, neighborhoods are redefined. For this reason, tabu search can also be viewed 
as a variable neighborhood method (Glover and Laguna, 1993). 
Lim et al. (2004) suggests three moves for the shelf space allocation problem. Before 
we discuss their neighborhood moves, we denote solution S = {(0, 0, x(>() )，(0， 
l,x"i), ... ,(i’k,x,fJ,...,(n,m,x"”i)}for i,k,x,^. The termx,^ shows the number of 




This move attempts to replace products on a shelfby some unallocated products. For 
any product i placed on shelf k, any unallocated product ; can replace off _ shelf, with 
an amount of on _ shelf!. This move is denoted by 
(h k, off _ shelf, )•>( / � k , on — shelf�)• 
In figure 3.2, two product 0 are removed from shelf 0 and three unallocated product 2 
are put on the shelf 0. The move is expressed as (0,0,2 ) ^ (2 ,0 ,3 ) . 
$4 $4 
Shelf 0 PtoductO MuctO II II II II II II 





$5 $j $5~~‘ 
S _ p ^ — F^uct2 Muct2 L^3 |p rcduc t3L^3Lw: t3 P^uct5 ftaiuctslftoiuctsI 
I I II 
Figure 3.2 Example of shift move 
Exchange move 
This move changes the number of facings of different products in different shelves. 
When product i with an amount of off 一 shelf, placed on shelf k is exchanged with 
product/ with an amount of off_shelf^ placed on shelf/ , the move is denoted 
hy{i,k,off_shelf,) <~> {jJ,off_shelf^) • Figure 3.3 shows that the move between 
product 5 and product 2. Two product 5 on shelf 0 interchanges with one product 2 on 
shelf 1. It is expressed as (5,0,2) ^ (2,1,1). 
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$2 $2 
shelf0 PrcductO PrcdbctO PrcductO Prcduct0 Prcduct Pwduct Prcduct Prcduct PwduCt2 Prcduct2 
1 1 1 1 
~| “~~~$4 $4 U ^ 
細 1 Prcd^3 PKdi^ 3 Prcduct3 PwduCt3 械 — ^ ^ ^ ProduCt5 PxoduCt5 Picduct5 Pn=duCt5 
Figure 3.3 Example of exchange move 
Add move 
This is the extension of the exchange move. After interchanging the number of 
facings of product i on shelf k and product j on shelf /, we check whether there is 
space remained for placing other product h on shelf k. If there is space remained on 
the shelf k, we can put some unallocated product h on shelf. The move is represented 
by [ ( / ,k ,o f f _shelf,) o - {jJ,off_shelf .)] <- Qi,k,on — shelJ\�. Figure 3.4 shows that 
the example of add move. After interchanging two product 5 on shelf 0 with one 
product 2 in shelf 1, there is space in shelf 0 for unallocated product 6. It can be 
expressed as [(5,0,2) <^ (2,1,1)] <- (6,0,1) 
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Figure 3.4 Example of add move 
3.7.1.2 Candidate list strategy 
Tabu search involves iterative search in the neighborhood ofeach solution. For each 
solution, we generate its neighborhood and choose the best solution among the 
neighbors. Even the best neighbor may not be better than the current solution, we 
adopt the ‘best，neighbor as the new current solution and continue the search by 
generating the neighborhood of the new current solution. The neighborhood ofeach 
solution is stored in the candidate list. 
4 
For the sake ofjudicious selection of candidates, there are many candidate list 
strategies which provide rules of generating and evaluating candidates efficiently. 
One of the common candidate list approaches is the elite candidate list strategy. It 
selects K best moves encountered in every iteration and then evaluates each ofthem. 
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K best moves are then chosen from each of the best moves after evaluation. In order 
words, there are K x K candidates at the end of every iteration. Only K ofthem will 
be chosen and used to update the elite candidate list for the next iteration. The process 
repeats until a predefined number of iterations have elapsed. 
3.7.1.3Tabu list 
Short-term memory is one of the important characteristic of tabu search and is used to 
implement the tabu list. This list records the search history. 
In each iteration, when the current solution moves to the best adopted neighbor 
solution, the best adopted neighbor solution will be recorded in tabu list. I f the next 
neighbor generated is the same with one of the candidate solutions recorded in the 
tabu list, the solution is not admissible and is regarded as a. ' tabu'. This mechanism is 
built to prevent the search go back to a solution previously visited and thus it helps the 
search escape from being trapped by locally optimal solutions. 
Storing a complete description of those previously visited solutions and checking for 
tabu status for every candidate solution is very time-consuming (Pirlot, 1996). An 
alternative is to store its attribute in the tabu list. For instance, when the candidate 
solution is reached by a move that takes out product 1 in shelf 1, putting product 1 in 
shelf 1 (i.e., a reverse move) will be recorded in the tabu list. The reverse move is 
prohibited for a number of iterations. Under the new structure of the tabu list, a move 
from the current solution to a neighbor solution will be checked if its reverse move is 
in the list. This implementation can prevent the search cycling back to previously 
visited solutions and help the search explore a wider search space, 
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Choosing the move attributes in the tabu list is one of the important decisions in tabu 
search. Glover (1990b) suggests that when a tabu restriction bases on one type of 
move attributes, a move attribute with less tabu restrictive is preferred since a less 
tabu restrictive move allows greater flexibility which is generally desirable proved by 
experimental evidence. 
The length of the tabu list is generally found to be from five to twelve in the early 
application. Seven is believed to be the best size. (Glover, 1990b) Yet, later 
experimentation reveals that the preferred length of tabu list is related to problem 
dimension. (Glover, 1990b) 
Tabu list keeps the number of tabu moves within the list length. Older moves in the 
tabu list would have their tabu status removed to make room for new tabu moves. It 
means that entries in the tabu list have 'tenure, and are time-dependent. In other 
words, moves in the tabu list are only effective during their tenure. 
3.7.1.4Aspiration criteria 
Contrast to the tabu list, aspiration criteria are used to override the tabu status. It gives 
the second opportunity for the moves that is ‘‘good enough" as admissible. Pirlot 
(1996) suggests two elementary examples of what a move is "good enough". . 
« 
The first simple aspiration criterion can be: allowing moves i f the neighbor solution is 
better than the best solution obtained so far. 
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The second aspiration criterion requires attribute of the reverse move ( y — x) and 
the associated objective function values F{x) recorded in the tabu list. For example, 
for a move x — y，attribute of its reverse move,少 ~> x , and its associated objective 
function value F(x) are recorded in the tabu list. If there is an attribute of a move 
equal to attribute of a "tabu active" move, y ~> x , we check the associated objective 
function value F'(x). If F'(x) < F{x) in minimization problem, the move is 
acceptable. 
3.7.1.5 Intensification and Diversification 
Intensification and diversification are two highly important components ofadaptive 
memory framework of tabu search. These two strategies determine how the search 
explores solutions in a wider solution space by memory. 
Through intensification, moves are reinforced towards regions that have solutions 
historically found good. It searches a specific region more thoroughly. In tabu search, 
apart from remembering previous moves in tabu list, memory is also used to 
remember good solutions. It is a learning process where promising regions are 
identified and then recorded in frequency-based memory. In frequency-based memory, 
information of attributes of good moves is stored. It is used for evaluating moves by 
creating penalty or compliment function. Moves with high evaluation are more likely 
to be chosen. From other perspective, intensification encourages moves in 
"promising" region and examining neighbors of elite solutions. 
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Diversification on the other hand drives the search to regions that have been 
infrequently visited. By short-term memory component of tabu search, diversification 
can be achieved by compelling moves that exclude attributes that are recently 
incorporated. This strategy is particularly helpful when better solutions can be reached 
only by crossing barriers or "humps" in the solution space topology (Glover and Marti, 
2006). 
3.7.1.6 Stopping criterion 
There are many stopping criteria in the literature. Pirlot (1996) propose that stopping 
criterion can be the same as the rules for stopping simulated annealing. 
The first commonly used rule is the examination ofimprovement in the objective 
function value. If the objective function value fails to improve more than certain level 
after Ki consecutive iterations, the searching procedure is stopped. 
The second commonly employed rule is to count the number ofaccepted moves. If 
number ofaccepted moves is less than a pre-set level after K2 consecutives iterations, 
we stop the procedure. 
Another simple stopping criterion for tabu search is setting the number ofiterations. 




Another way to prevent K best candidates are always being selected in every iteration 
is to embody a probabilistic factor in the candidate selection process. Actually, an 
appropriate probabilitistic factor can used to implement the function of the memory to 
guide the search (Glover, 1989). 
Before mapping probabilities to moves, move evaluation should incorporate penalties 
and inducements especially for move that is "tabu active" or biased from other 
relevant TS strategies (Glover, 1995). The memory in the tabu list is used to generate 
penalty function and so its influence on the searching process becomes moderate. 
After evaluating each moves from the candidate list, r "best" moves are selected and 
sorted in descending order of their objective function values. Probabilities are 
assigned to moves in the same order sequence. The first best move is assigned with 
probability p, the second best move is assigned with probability p{\ — p)，and so on. 
Therefore, the probability of choosing one of the first best moves is 1 - (1 - pY . For 
example, when p = | ，the probability of choosing one of the five best moves is 
0.868. 
Glover and Lokketangen (1994) find that the search having p close t o ^ performs 
well. When p is less than 0.3，"poor" moves will be selected too often. When p is 
larger than 0.4, high-evaluated moves will be selected too often. Glover (1995) 
explains this phenomenon as there is certain noise level affects the performance of 
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evaluation. As a result, move with "best evaluation" does not necessarily correspond 
to be the best. 
With the use ofprobabilistic evaluation, the search may be able to get best solutions 
faster. It can be a basis for diversification and is found to have potential use in parallel 
solution approaches (Glover, 1995). 
3.7.2 General Process ofTabu Search 
When the execution starts, the current solution is initialized. Also, the tabu list and the 
candidate list are empty. The neighborhood is generated from the current solution by 
performing neighborhood search moves. Each neighbor will be put into the candidate 
list. The best move would be chosen the new current solution for the next iteration 
after checking its admissible state in tabu list. The move to this best neighbor together 
with the objective function value is recorded in tabu list. Note that only the reverse 
move (not the original move) is recorded in the list. The same process repeats for 
many iterations until the stopping criterion is met. 
4 
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Begin with a starting current solution 
obtain the solution from initialization or from an 
intermediate or long-term memory component 
1 r 
Create a candidate list of moves 
(if applied, each move would generate a new ^ 
solution from the current solution) 
] r ； 
Choose the best admissible candidate 
(Admissibility is based on the tabu restrictions and aspiration 
criteria.) Designate the solution obtained as the new current solution. 
Record it as the new best solution if it improves on the previous best. 
，r 
Stopping criterion 
Stop if a specified number of iterations has elapsed in 
total or since the last best solution was found. 
g ^ Stop Continue^^ 
Terminate Globally or Transfer 
A transfer initiates an intensification Update admissibility conditions 
or diversification phase embodied in Update tabu restrictions and —— 
an intermediate or long-term memory aspiration criteria, 
component. ‘ 
Figure 3.5: General process of tabu search (from Glover F_, 1990b, "Tabu Search: A Tutorial") 
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Evaluate each candidate move 
^ Does the move yield a higher evaluation than ^ ^ 
any other move found admissible so far (from 
the current candidate list?) 
^ r 
Check tabu status 
Is the candidate tabu? 
Tabu / ^ ^ N ^ Not tabu 
Check aspiration level yes Move is admissible 
Does move satisfy aspiration • Designate as best admissible candidate 
criteria? 
、 . z I 
Candidate list check 
Is there a "good probability" of better moves left, ^ 
Yes or should candidate list be extended? 
No 
y r 
Make the chosen best admissible move 
Figure 3.6: Process of selecting best admissible candidate 
(from Glover F., 1990b, "Tabu Search: A Tutorial") 
< 
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3.7.3 Application ofTabu Search to SSAP 
In our implementation of tabu search for solving SSAP, we initialize the current 
solution with a solution generated by original heuristic. In Lim et al. (2004)，they use 
the elite candidate list to store 'elite' solutions. The elite candidate list is a subset of 
the candidate list. In each iteration, it updates and evaluates a number of elite 
solutions rather than a single solution. 
The size of the elite candidate list is K. Not K of the best solutions in the candidate 
list are designated as elite candidate. They are given a random factor (probability) for 
being selected. This kind of probabilistic evaluation can prevent cycling and being 
trapped by locally optimal solutions. 
All o f the elite solutions will perform all of the neighborhood moves in every iteration. 
Pseudo codes for generating their respective neighborhoods are provided in Pseudo 
Codes3.4-3.6. 
Pseudo Code 3.4 Outline ofbuilding shift move neighborhood 
Let S be the current solution and N^ (S) be the neighborhood of current solution, 
for each product ij' and shelves k, 
if shift move (i’ k, off _ shelf] )^{ j, k, on _ shelf�)is feasible, 
if shift move ( i , k, off — shelf^)+(j, k, on _ shelf!) is not "tabu" or satisfies 
aspiration criteria{ 
perform the move and generate a new solution 5", 
update N,{S) = N,{S)uS' 
} 
return N\ {S) 
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Pseudo Code 3.5 Outline ofbuilding exchange move neighborhood 
Let S be the current solution and N^ {S) be the neighborhood ofcurrent solution, 
for each product i,j and shelves k,l 
if exchange move {i, k, off — shelf.) <^ (y , / , off — shelf�)is feasible, 
if exchange move (z, k, off — shelf,) ^ (7, /，off — shelf � ) i s not "tabu" or 
satisfies aspiration criteria{ 
perform the move and generate a new solution S", 
update N^{S) = N^{S)yjS ' 
} 
return N^{S) 
Pseudo Code 3.6 Outline ofbuilding add move neighborhood 
Let S be the current solution and N^{S) be the neighborhood ofcurrent solution, 
for each product i,j, h and shelves k,l 
if add move [(/, k, off _ shelf,) ^ { j , /，off _ shelf])] — (K k, on _ shelf,) is feasible, 
if add move [(z, k, off _ shelf,) 0 (7,/，off — shelf �)]<-(h，k, on _ shelf,) is 
not "tabu" or satisfies aspiration criteria{ 
perform the move and generate a new solution S ' , 
update N,{S) = N,{S)uS' 
} 
return N^{S) . 
The neighborhoods produced by shift move, exchange move and add move are N�{S), 
^2 (^) and N^ {S) respectively. For the shift move, the current solution will be checked 
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if shift move ( i , k, off _ shelf^ )^( j, k, on _ shelf .) is feasible for any product i on 
shelf k. After that we perform the move to generate a new solution and include it 
in N^ {S), if the move is not tabu or it satisfies aspiration criteria. For the exchange 
move, we check whether any product i on shelf k can be exchanged with product j on 
shelf 1. If the exchange move (/, k, off _ shelf^) -o> { j , /, off _ shelf^) is feasible, we 
check whether the generated solution is tabu or whether it satisfies aspiration criteria. 
We include the eligible candidate in N^ {S). For add move, not only interchange . 
between 2 products on different shelves is checked, but the additional space for any 
unallocated product h is also checked. If the move 
[(/, k, off — shelf.) ^ {j,/, off _ shelfj)] <- {h, k, on — shdf^) is feasible, we check the 
tabu status and aspiration criteria of the move. An eligible candidate will be included 
in N,{S). 
The aspiration criterion used here is the simple one. When the solution obtained gives 
a higher profit than the maximum profit obtained so far during the searching process, 
it is accepted. The stopping criterion is to fix the number of iteration and end the 
process when a predefined number of iteration has elapsed. 
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The outline of the tabu search for SSAP with reference to Lim et al. (2004) is given as 
follows, 
Algorithm 3.1 Outline of application of tabu search to SSAP 
Let5'be the current solution，^** be the best solution obtained and P{S) be the 
objective function value, 
Run original heuristic to get an initial solution 
Update the Elite List to contain the initial solution 
while (current iteration< max iteration){ 
for each current node S of the Elite List { 
for each products i , j and shelves k, 1 ofcurrent node { 
Exchange: 
evaluate (all possible exchanges) 
remove Tabu active nodes which fail aspiration criteria 
return best K nodese N^ {S) 
Shift: 
evaluate (all possible shifts) 
remove Tabu active nodes which fail aspiration criteria 
return best K nodese N^ {S) 
Add: 
evaluate (all possible products that can be added) 
remove Tabu active nodes which fail aspiration criteria 
return best K nodes e N^ {S) 
} 
select the best K nodes for current node 
} 
Update Elite List to contain best K chosen from all nodes 
Update tabu list to memorize move that leads to best K nodes ‘ 
if P{the best node among best K nodes)>P( S *) 
Update S * = the best node among best K nodes 




Return S * 
After we obtain an initial solution from the original heuristic, we generate other K-1 
solutions, and include them in the elite candidate list with size K. In each of the 
iteration, K elite candidates are evaluated and generate their respective neighborhoods. 
Each elite candidate will return their best K solution from their neighborhood. 
Therefore, there are K x K candidates returned. Only K of them are selected to update 
the elite list for the next iteration. If there are less than K candidates returned, we will 
restart the previous iteration. 
After updating the elite list, the tabu list and the best candidate during the searching 
process will be updated as well. When tabu search is terminated, the best candidate 
can be obtained. 
3.7.4 Analysis ofTabu Search 
In this implementation of tabu search, K elite candidates are evaluated in every 
iteration. The computing time will be longer and it depends on the size of the elite list. 
Also, the size of the tabu list can be adjusted for the effect of intensification and 
diversification of tabu search and the number of iterations is determined by the 
pre-assigned value — max iteration. 
SSAP is a NP-hard problem. With tabu search, Lim et al. can get 97.1% of optimal 
solution. Apparently, tabu search is a promising approach. However, implementation 
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in Lim et al. (2004) requires expensive computation as it has to evaluate all possible 
exchange/shift/add moves. In this work, we try to improve Lim et al.'s tabu search 
using path relinking. We hope to understand if path relinking may help us improve 




Tabu Search with Path Relinking 
4.1 Introduction 
In the last chapter, we presented different algorithms and heuristics for solving the 
shelfspace allocation problem.. Lim et al. (2004) apply tabu search which is believed • 
to have better performance than other algorithms. In this chapter, we improve their 
work by incorporating path relinking. The idea of path relinking is first proposed by 
Glover(1989) and it is later named by Glover and Laguna(1993). 
Although path relinking is used to improve tabu search, it can be used as a plug-in for 
other meta-heuristics. This is done in GRASP by Laguna and Marti (1999). Gradually, 
path relinking is used to solve a variety of complex optimization problems. Glover et 
al. (2000) summarize the recent applications of path relinking (see Table 4.1) 
Application Reference 
Vehicle Routing Rochat and Taillard (1995); Taillard (1996); 
Atan and Secomandi (1999)，Ho and Gendreau 
(2006) 
Financial Product Design Consiglio and Zenios (1996) 
Job Shop Scheduling Yamada and Nakano (1996); Jain and 
Meeran(1998a), Nowicki and Smutnicki (2001a， 
b); Aiex, Binato and Resende (2003) 
Flow Shop Scheduling Yamada and Reeves (1997, 1999), Jain and 
Meeran (1998b); Zhang and Lai (2006) 
Graph Drawing Laguna and Marti (1999) 
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Linear Ordering Laguna, Marti' and Campos (1999) 
Bit Representation Rana and Whitley (1997) 
Tree Problems Canuto, Resende and Ribeiro (1999) 
Mixed Integer Programming Glover, L0kketangen and Woodruff(1999) 
Capacitated Multicommodity Ghamlouche, Crainic and Gendreau (2004) 
Network design 
Resource Constrained Project Valls, Quintanilla and Ballestin (2001) 
Scheduling 
Steiner Problem in Graphs Bastos and Ribeiro (1999) 
Generalized Assignment Problem Alfandari, Plateau and Tolla (2001); Yagiura, 
Ibaraki and Glover (2006) 
Quadratic Assignment Problem Oliveira, Pardalos and Resende (2004) 
Table 4.1. Applications of Path Relinking Strategies 
Path relinking can be regarded as an extension of a combination method of Scatter 
Search (see Glover and Laguna, 1993; and Laguna and Marti, 2003). According to 
Glover et al. (2000), Scatter search and path relinking are novel instances of 
evolutionary methods. 
Scatter search and path relinking generate solutions by combining "elite" solutions 
found in previous iterations and building on the foundation ofantecedent strategies of 
combining decision rules and combining constraints. The idea ofcombining decision 
rules arose by the supposition that information about choices is captured by different 
rules in different forms, and it can be better exploited when different rules are 
integrated. This approach for obtaining better decision rules is used in solving thejob 
4 
shop scheduling problem (Glover, 1963) and is proved superior to standard 
applications oflocal decision rules (Glover et al., 2003). 
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After the successful application of strategies of combining decision rules, associated 
procedures for combining constraints are proposed. Nonnegative weights are assigned 
to different constraints creating new constraint inequalities called surrogate 
constraints in application of integer and nonlinear programming (Glover, 1965). 
Through the use ofsurrogate constraints, choices for generating and modifying trial 
solutions are evaluated. It gives rise to a mathematical duality theory and lead to a 
complementary strategy of combining solutions (Glover et al., 2000). 
Based on these foundations, scatter search and path relinking are different from other 
evolutionary approaches which relies on randomizations and have been employed in 
hybrid heuristics. In the vehicle routing problem, Ho and Gendreau (2006) find that 
path relinking can improve their tabu search and Bastos and Ribeiro (1999) reach the 
same result in solving the Steiner problem in graphs as well. Since path relinking has 
not yet been applied in the shelf space allocation problem (SSAP), we attempt to 
apply it to tabu search for SSAP. 
4.2 Foundations of path relinking 
Path relinking has an intimate association with tabu search and is an approach to 
implement search intensification and search diversification (Glover and Laguna, 
1997). It integrates new solutions by exploring trajectories that connect high-quality 
solutions by starting from the initial solution and generating a path in the 
neighborhood space that leads toward the guiding solution. This is accompanied by 
selecting a move that introduces attributes contained in the guiding solutions. 
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Path relinking generates a combination of solutions in a boarder conception, when 
compared with scatter search (Glover et al., 2000). By selecting the initial and guiding 
solutions, attributes of the guiding solution are gradually introduced to the initial 
solution. This can be interpreted as a path building process from the initial solution to 
the guiding solution. In the path building process, a number of solutions are produced. 
Since it is believed that a good solution generally share some common attributes, 
unseen better solutions may also be found in the path. 
For combining solutions to make a new one, path relinking operates with a population 
of solutions. Reference set is used to collect "good" solutions systematically and 
provides the initial and guiding solution to the path building process once the path 
relinking is invoked. For tabu search with path relinking process, reference set is 
expanded and updated in both the tabu search process and the path relinking process. 
Solutions may gain their membership in the reference set by either their quality or 
diversity. Therefore, in addition to maintaining quality of solutions, the diversity of 
solutions is also injected. 
Path building is accomplished by selecting moves (e.g. shift move, exchange move, 
add move, etc.). By choosing different moves, different neighborhoods arise. 
Selecting best, worst or average moves provides options that produce contrasting 
effects in generating the indicated sequence (Glover et al., 2000). In general, it is 
reasonable to choose the best move at each step. Attribute(s) o f the guiding solution 
is/are then progressively added to the initial solution to form intermediate solutions. 
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Apart from the way to build the reference set and choosing a move at each step, 
characters ofpaths are specified by choosing combinations of the initial and guiding 
solutions. Intensification is stimulated by working on similar solutions and 
diversification is stimulated by working on diverse solutions. 
The initial solution and the guiding solution may or may not be previouslyjoined by a 
search trajectory at an earlier stage. If they werejoined previously, new trajectory 
formed in path relinking is likely to be different. Moves are restricted in the 
neighborhood space and the neighborhood space defines the available candidates 
incorporating attributes o f the guiding solution (without changing common attributes 
of the initial and guiding solutions). As a result, size of the neighborhood is smaller 
than those neighborhoods without such a restriction. Some attractive moves available 
before are prohibited now when they do not incorporate attributes ofguiding solution. 
Thus, moves available in this neighborhood space may be less attractive. 
A commonly used approach is to select a move that maximizes the objective function 
value in a local sense. It provides less fertile "point of access" for reaching another 
better solution since it searches for solutions intensely in a local area (Glover et al., 
2003). For path relinking, although some solutions encountered may be poorer than 
the initial and guiding solution, it opens possibility of reaching improved solutions 
that cannot be found by a myopic search. 
Figure 4.1 shows the path-building process. Solutionsjoined by solid lines are those 
explored during the path building process. Comparing with the path (in dotted lines) 
generated by a greedy method, solutions encountered at the beginning are having 
64 
lower objective function values in a maximization problem. Yet, by considering 
attributes of the guiding solution as well as the objective function value, better 
solutions are found. They could be even better than the initial and guiding solutions. 
O b j e c t i v e f u n c t i o n v a l u e ^ N e w better solution in maximization problem 
l^"^^^\^ ^
 Moves 
Figure 4.1 A path relinking process 
There are three critical components in implementing a path-relinking process 
• Identification of the reference set. 
• Choice of the initial and guiding solutions. 
• A neighborhood structure for moving along paths. 
4.3 Path Relinking Template 
« 
Based on the characteristics and principles of path relinking, a general template for 
path relinking is proposed by Glover(1998). The process is the same as scatter search 
and is easily adapted to a variety of settings. The template shows as follows: 
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Initial phase 
1. (Seed Solution Step) Generate one/more seed solutions, which are arbitrary 
trial solutions used to initiate the remaining part of the method. 
2. (Diversification Generator) Generate collections of diverse trial solutions from 
the seed solution(s) by Diversification Generator. 
3. (Improvement and Reference Set Update Methods) Using the Improvement 
Methods to transform each trial solution produced in Step 2 to one or more 
enhanced trial solutions. During successive applications of this step, maintain 
and update Reference Set consisting of the b best solutions found. Value of b 
is typically small, e.g. less than 20. Organize the Reference Set to ensure 
efficient access by other parts of the solution procedure. 
4. (Repeat) Execute Steps 2 and 3 until some designated total number of 
enhanced trial solutions has been produced as a source of candidates for the 
Reference Set. 
Path Relinking Phase 
5. (Subset Generation Method) Produce subsets of the Reference Set as a basic 
for creating combined solutions. The most common generation method is to 
pair up all the reference solutions (i.e. all subsets of size 2). 
6. (Solution Combination Method) For each subset X produced in Step 5, use the 
Solution Combination Method to generate a set C(X) that consists of one or 
more combined solutions. Treat each member of C(X) as a trial solution for 
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the following step. The combination method is analogous to the crossover 
operator in genetic algorithms. 
7. (Improvement and Reference Set Update Methods) For each trial solution 
produced in Step 6, use the Improvement Method to create one or more 
enhanced trial solutions, while continuing to maintain and update the 
Reference Set. 
8. (Repeat) Execute Steps 5-7 in repeated sequence, until reaching a specified 
cutofflimit on the total number of iterations. 
The underlying idea of path relinking has a significant intersection with the tabu 
search perspective (Glover, 1998). One of the critical elements of this perspective is 
the strategic interplay between intensification and diversification. The template of the 
path relinking embodies the idea of intensification by: 
1. Refining solutions created in diversification generator or combinations of others 
by Improvement Method. 
2. Storing high quality solutions found in the Reference Set. 
3. Generating food solutions by choosing subsets of Reference Set and uniting their 
members by strategies. 
By dedicated use of strategy instead of randomization, more information can be 
captured by component steps above. 
t 
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Create one/more seed solutions 
^ r 
Generate diverse trial solutions from seed ^__ 
solutions 
\ f 
Create one/more enhanced trial solutions (by 
Improvement method). Maintain and update 
Reference Set consisting of b best solutions No 
，r 
Check the number of enhanced trial solutions 
obtained 




Generate subsets of Reference Set ^ 
\ f 
Produce set C(X) that consists of one/more 
combined solutions for each subset X 
Continue 
^ f 
Create one/more enhanced solutions (by Improvement Method) 
for each number of C(X) 
^ r 
Maintain and update Reference Set 
\ r 
Stopping criterion: ._ 




Output Reference Set consisting of 
the b elite solutions 
Figure 4.2: General process of path relinking 
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4.4 Identification ofReference set 
Reference set (denoted as R) stores elite solutions for path relinking process. It is first 
initialized before path relinking process. In tabu search with path relinking, the set is 
filled with "good" solutions from tabu search phase in the first iteration and is updated 
in the tabu search and path building process in other iterations. The size of the set is 
limited and therefore reference set has tenure, a concept similar to the one in tabu list. 
The quality and the dissimilarity of the solutions stored in the reference set affects the 
performance of path-building process. Global optimal solution is believed to exist 
near the border of feasible solutions and infeasible solutions (Glover et al., 2000). A 
longer path is preferred in order to help the search escape from inferior solution space. 
Since a longer path can be built with solutions having significant different structures, 
the level of dissimilarity between solutions is very important in some path relinking 
strategies. Glover et al. (2003) propose six strategies for updating the reference set. 
In strategy S1, when there is a new solution having better objective value than the best 
overall solution, it will be stored in R. Therefore, R is built for linking overall 
improving solutions in PR stage. 
Strategy S2 keeps the "best" local maxima found during the tabu search phase. 
It comes from a supposition that local maximum solutions share common 
characteristics with optimum solution. New improving solutions can be yielded from 
linking such solutions. In figure 4.3, six solutions are stored in R and solution 1 is not 
4 




Figure 4.3 Building the reference set example. 
Instead of storing local maxima in R, strategy S3 selects R-improving local maxima. 
This means that only new local maximum solutions which offer a better evaluation of 
the objective function than those already in R are chosen. This strategy introduces a 
time dimension in the selection process for a fact that better solutions are often 
obtained when the search has proceeded for some time. In this way, potentially good 
solutions found in the earlier stage are less likely to be lost. For example, solution 1, 2, 
4, 7 are members of R while solution 1 is not kept due to limited dimension ofR in 
strategy S2. Solutions 3，5, 6 are not admitted to the set in strategy S3 which are 
having poorer objective function value than solution 1. 
In strategy S4 solutions is allowed to be retained in R not only according to an 
attractive solution value but also according to a diversity, or dissimilarity criterion. 
We define Z)f , the level of dissimilarity between solution S and the best 
solution^* , as the difference of product assignment (number ofproduct i allocated 
on different shelves k) between the two solutions: 
n m 
Dr = z I ^ . 
/=i k=\ 
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, ^ f o i f x , ^ 4 * 
where <i.^  = < '* '* 
[l otherwise 
Also, median position of all solutions stored in R relatively to the best solution S * is 
defined as: 
5 T ' * D f 
M e d i a n = “ s � K ‘ 
\R\-\ 
where \R\ represents the dimension of the reference set. A solution S is then 
included in R if it improves the best overall solution, or if it improves the worst 
solution in R and its level of dissimilarity exceeds the median, D�> Median. 
Procedure of strategy S4 suggested by Ghamlouche et al. (2004) is given in figure 4.4. 
For a given candidate solution S 
i f R i s notful l ,add S XoR 
elseif S is the best overall solution, 
Replace the worst solution in R by S 
elseif S is better than the worst solution in R{ 
Compute Median 
Compute D � 
if Z ) f > Median, 
Replace the worst solution in R by S 
} 
Figure 4.4: Building R according to strategy S4. 
Strategy S5 is pointed out by Laguna and Armentano (2005) as the most important ‘ 
lesson they leamed related to the way that R should be initialized with is also a 
standard way to generate reference set used in scatter search. It aims to ensure both 
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the quality and the diversity of solutions in R. To initialize R, a large set of"good" 
solutions S is used to partially fill the set for the purpose of quality. It is then extended 
with solutions that have dissimilar structure with the solutions already in R to ensure 
diversity. Ho and Gendreau (2006) build the reference set with half of R filled with 
best solutions found and half with the diverse solutions S • 
Strategy S5 builds the reference set according to the following steps: 
1. Initialize R with solutions satisfying strategy S1. 
2. For each solution S which is not included in R, compute the level ofdiversity A'l 
0| 
between solution .9and all solutions5', e R where A:; = ^ ^ . 
S_eR 尺 
3. R is then extended with solutions5that maximizeA� . 
For a given candidate solution S 
R ^ 
• if R—<Y { 
if P{S) > P{S*) { 
s* = s 




i fS maximize A'J, 
R = RuS 
} 
Figure 4.5 Building R according to strategy S5 
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Strategy S6 fills R in the way similar to S5. It is different with strategy S5 that R is 
extended with solutions close to those already in R. This strategy aims to intensify the 
search by grouping good solutions with similar structures. To build R, strategy S6 
implements the first two steps used for strategy S5, then extends it with solutions S 
that minimize A^,. 
4.5 Choosing initial and guiding solution 
Choice of selecting the initial and guiding solutions is critical for the performance of 
path relinking. As the quality of newly generated solutions is highly dependent on the 
pathjoining the initial and guiding solutions, choosing the initial and guiding solution 
according to their level of dissimilarity or quality. There are six selection criteria 
proposed by Glover et al. (2003). 
C1: Guiding and initial solutions are defined as the best and worst solutions, 
respectively. 
C2: Guiding solution is defined as the best solution in the reference set, while the 
initial solution is the second best one. 
C3: Guiding solution is defined as the best solution in the reference set, while the 
initial solution is defined as the solution with maximum Hamming distance from the 
guiding solution. 
C4: Guiding and initial solutions are chosen randomly from the reference set. 
C5: Guiding and initial solutions are chosen as the most distant solutions in the 
« 
reference set. 
C6: Guiding and initial solutions are defined respectively as the worst and the best 
solutions in the reference set. 
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4.6 Neighborhood structure 
The solution space is explored by moves. In path relinking, path is built to link the 
initial solution and guiding solution selected from reference set by some efficient 
procedures. It generates combinations of the initial solution and guiding solutions by 
incorporating their attributes. Attributes of the guiding solution are introduced to the 
initial solution progressively by small and purposeful movements. 
A neighborhood is formed when a type of moves is performed. It defines right 
candidates to move on the path towards the guiding solution. The next candidate is 
evaluated as attractive based on its composition of the attributes of the guiding 
solution. Even the objective function value is lower than the parent solution, offspring 
solution is connected in a path so that their distance to the guiding solution is 
shortened. 
• Therefore, moves are restricted inside a neighborhood. Apart from having a single 
neighborhood, multiple neighborhoods search approaches have recently emerged as a 
popular meta-heuristic technique because it allows better accessibility of the search 
space and improves efficiency of the search. In solving the shelf space allocation 
problem, multiple neighborhood approach is employed. Six neighborhood moves are 
proposed with the respective neighborhood structures created. They are shift, 
exchange, exchange with add, relocate, add and delete. 
Different from neighborhoods created in tabu search, every member of a 
neighborhood should at least has some common attributes of the initial and guiding 
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solutions or has a reduced distance between attributes of the initial and guiding 
solutions. 
Shift 
All the neighborhood solutions are generated by swapping the number of facings for a 
pair of products allocated on the same shelf. Before any moves, distance (level of 
dissimilarity) Z)|^  between current solution S and guiding solution Sg is computed. 
Then, for any product i on shelf k, if the space is available for placing any unallocated 
producty, product i will be replaced by product j. New solution Sg OR S, is generated. 
Compute D � b e t w e e n a new solution5" and guiding solution S^. I f the new 
solution S�generated has a reduced distance between attributes of the current and 
guiding solutions, S' will be included in the shift neighborhood N � . 
Pseudo Code 4.1 Outline ofbuilding shift move neighborhood 
Obtain S and Sg, let N^ {S) be the neighborhood of current solution S, 
Set N,{S) = ^ 
Compute D^ 
for each product iJ and shelves k, 
if shift move is feasible { 
perform the move and generate a new solution S�， 
Compute Z)f 
if D|'<D' 
〜 \ . 





For any product i on shelf /and product j on shelf k, if shelf space o f 2 shelves 
are available for the interchange of product i and product j, we perform the 
exchange move. Product i will be placed on shelf k and product j will be placed 
on shelf/. Finally, we check the distance between attributes of the current and guiding 
solutions. We update the neighborhood N^ when the distance between 2 solutions is 
reduced. 
Pseudo Code 4.2 Outline ofbuilding exchange move neighborhood 
Obtain S and Sg, let N^ (S) be the neighborhood of current solution S, 
Set N ^ = ^ 
Compute D^ 
for each product iJ and shelves k,l 
if exchange move is feasible { 
perform the move and generate a new solution S’, . 
Compute Z^: 
if D l < D l 
N,(S) = N,(S)uS' 
} 
return N^ {S) 
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Exchange with add 
This is the extension of the exchange move. After interchanging product i on shelf 
/ and product j on shelf k, the remaining shelf space are placed with an 
unallocated product h. This new solution will be included in the neighborhood N � i f 
the distance between attributes of the current and guiding solutions is reduced. 
Pseudo Code 4.3 Outline of building exchange with add move neighborhood 
Obtain S and Sg, let N�{S) be the neighborhood of current solution S, 
Set N,{S) = ^ 
Compute D�g 
for each product i,j, h and shelves k,l 
if exchange with add move is feasible { 
perform the move and generate a new solution 5", 
Compute D � 
if D ^ < D | \ \ 






This move will relocate product j on shelf 1 to another shelf k. Again, distance 
between attributes of the current and guiding solutions is checked. We update the 
neighborhood N^ by including S�if the distance has reduced. 
Pseudo Code 4.4 Outline ofbuilding relocate move neighborhood 
Obtain S and S^, let N^ {S) be the neighborhood of current solution S, 
Set A^CS) = z^J 
Compute Z>l 
for each product j and shelves k,l 
if relocate move is feasible { 
perform the move and generate a new solution S'， 
Compute Z)|: 
if Dl<D!g 





By this move, an unallocated product i is added to shelf k. If the move is feasible and 
distance between attributes of the current and guiding solutions is reduced. We 
include the new solution 5" in add move neighborhood N^. 
Pseudo Code 4.5 Outline of building add move neighborhood 
Obtain S and Sg, let N^ (S) be the neighborhood of current solution S, 
Set N,{S) = ¢ 
Compute D | 
for each product i and shelf k, 
if add move is feasible { 
perform the move and generate a new solution S'， 
Compute /¾: 
if D''<D' '^g \ 






This move isjust an opposite function of add neighborhood move. Product i is taken 
away from shelf k. D|'^ is computed for new solution S'. When it is smaller than 
/) |^, S' will be included in the delete move neighborhood N^. 
Pseudo Code 4.6 Outline of building delete move neighborhood 
Obtain S and Sg, let N^ {S) be the neighborhood of current solution S, 
Set N , � S � = ^ 
Compute D l 
for each product i and shelf k, 
if delete move is feasible { 
perform the move and generate a new solution S'， 
Compute D � 
if D''<D' 
� \ ... 
N,{S) = N,{S)uS^ 
} 
return N^ (S) 
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4.7 Moving along paths 
Combinations of solutions are formed in the path-building process. After selecting the 
initial and guiding solutions from reference set，the level of dissimilarity between 
attributes of the initial and guiding solutions is computed. Through neighborhood 
moves, two "elite" solutions (i.e., initial and guiding solutions) are linked to form a 
path. There are four types of path relinking in terms of the way to explore paths which 
are forward, backward, back-and-forward and mixed path relinking (Ribeiro et al., 
2010). 
In forward path relinking, a solution with a less attractive objective function value 
moves towards a solution with a more attractive objective function value. In backward 
path relinking, a better solution starts the path and, moves towards a poor solution. In 
back-and-forward path relinking, a backward path relinking is implemented first 
followed by a forward path relinking. In mixed path relinking, two paths start 
simultaneously and connect at some feasible solutions. One of the paths starts with the 
initial solution and moves towards the guiding solution. The other starts with the 
guiding solution and moves towards the initial solution. Four types of path relinking 
here have different performance. The neighborhoods of the initial solution are 
explored more thoroughly than the neighborhoods of the guiding solution in some 
types of some path relinking; and the reverse is true for some other types of path 
relinking. As the path progresses, the distance between attributes of the initial and 
guiding solutions is reduced and therefore the neighborhoods of intermediate 
« 
solutions will become smaller in size.' 
81 
Moves are characterized by modifying attributes of the current solution. In solving the 
shelf space allocation problem, a path starts with the initial solution and ends at the 
guiding solution. The initial solution is taken as the least attractive one while the 
guiding solution is taken as the most attractive one in reference set. At the beginning, 
the current solution equal to the initial solution. By implementing neighborhood 
moves, each current solution will be introduced with one/more attributes of the 
guiding solution. In solving SSAP, six neighborhoods are created which 
corresponding different moves including shift, exchange, exchange with add, relocate, 
add and delete. A move in each iteration will be chosen by different strategies. 
Contrasting effects in generating sequences will be produced by choosing best, worst 
or average moves. Another selecting criterion is choosing a new solution in the 
neighborhoods with fewest remaining moves (i.e., a solution containing most of the 
attributes of the guiding solution). Yet, a path produced by this method will be 
relatively short. Instead, the best move will be selected from the union of six 
neighborhoods here and it will be updated as new current solution. The process will 
repeat until the current solution equals to the guiding solution. At the same time, 
reference set will be modified when there is a better solution found during the 
path-building process. If a better solution is encountered, the best solution S* will be 
updated as well. 
Once a path is completed, the initial solution will be deleted from reference set. Then, 
another path-building process will start with other less attractive solution (used as the 
initial solution) and another most attractive solution (used as the guiding solution) in 
the reference set. The process repeats until the size of reference set is below a 
threshold value R _ . Therefore, a number of paths have been produced. The best 
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solution S* will be returned when the path relinking process terminates. The 
algorithm for path relinking is shown below. 
Algorithm 4.1 Path Relinking 
Obtain a reference set, R; S*, the current best known solution 
Repeat 
Select Si^R that minimizes P(Si), S^eR that maximizes P(S^, 
SQtS = Si 
Repeat 
Select S G N\ {S) n N^ (S) n N, {S) n N, {S) n N, {S) n N�{S) that maximizes P(S) 
Set S = ^ 
iiP(S)>P(^*) 
Set «S* = S 
R = RuS* 
Until S = S^ 
R = R\{S^} 





We explain path-building process using a simple example. There are initial solution Si 
and guiding solution Sg drawn from the reference set. Let's recall that a solution S is 
denoted by {(0，0, x„„), (0, 1, x„,), . •. , ( i , k,�）,...，（n,m,x„^ )}for ( i ,k ,x,") in 
which x,^  is the number of facings of product i allocated to shelf k, The following 
shows an initial and guiding solutions: 
5^ ,= {(0,0，4)，(1,0,4)，(2,0,1),(5，0,2)，(2,1,2)，(3,1，4)，(4，1,1)，(5,1，力} 
^ - {(0,0,4),(1,0,4),(2,0,3),(2,1,1),(3,1,3),(4,1,1),(5,1,4) ,(6,1,1) }. 
The level of dissimilarity between Si and Sg is five. Current solution S is Si. Suppose 
the best moves in the neighborhood is interchange with add. Two units of product 5 
on shelf 0 are interchanged with one unit of product 2 on shelf 1 and then one unit of 
product 6 (that has not be allocated) is placed on shelf 0. After that, S = 
{(0,0,4),(l,0,4),(2,0,2), (2,1,1),(3,1,4),(4,1,1), (5,1,4), (6,0,1)}. The distance between 
the new solution S and the guiding solution Sg is now reduced to three. The profit 
generated from this move is increased by 4 x $4 + 2 x $2 + $5 - (2 x $ 1 + 2 x $3) = $ 17 
Let's consider another move. Now, the best move is shift move where one unit of 
product 6 on shelf 0 is replaced by one unit of product 2 (that has not been allocated). 
The profit for having this move is decreased by $3. However, since it incorporates one 
more attribute of Sg, it will be used to connect a path. The new current solution is S = 
{(0,0,4),(1,0,4),(2,0,3), (2,1,1),(3,1,4),(4,1,1), (5,1,4)}. 
Let's perform one shift move. Now, one unit of product 3 on shelf 1 is replaced by 
one unit of product 6 (that has not been allocated). Then, the new current solution S = 
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{(0，0,4),(1,0，4)，(2，0,3), (2,1,1),(3,1,3),(4,1,1), (5,1,4), (6,1,1) )which is identical to ^ . 
The path is constructed. 
We find a new better solution in the path-building process. It is the solution after first 
move where its profit is higher than the initial solution by $17 and the guiding 
solution by $1. S* will be updated and Si will be deleted from the reference set. The 
algorithm will then proceed with another pair of5', and Sg. 
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Figure 4.6: An example of path-building process 
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4.8 Application ofTabu Search with Path Relinking 
Even with the addition of path relinking, the basic framework of tabu search remains 
unchanged. However, it needs to update the reference set during neighborhood 
exploration in its original procedure. This reference set will be used by the path 
building process PathRelinking. 
At the beginning of the process, reference set is empty. The best overall solution S* 
will be recorded in the three neighborhood exploration. From the six strategies for 
updating reference set mentioned earlier, strategy S1 is selected. Once a solution has a 
better objective function value than the current best solution, it will be included in the 
reference set. Size of reference set is limited by pre-set value b. Therefore only b good 
solutions are kept. 
Tabu search will switch to path relinking phase when the tabu search phase cannot 
find a better solution for a predefined number of consecutive moves. Alternative way 
to determine frequency of path relinking phase in tabu search is through the use o f a 
user-defined value 0 • In the design of tabu search framework with path relinking in 
solving SSAP, path relinking phase will be implemented every6>iterations o f the main 
tabu search loop. The number of paths will be generated in one round ofpath 
relinking phase. Pairs o f the initial and guiding solutions will be chosen in reference 
set during tabu search process according to criterion C1 - the guiding and initial 
solutions are the best and worst solutions in the reference set respectively. When path 
4 
relinking phase terminates, the best solution updated in the phase will be returned as 
the elite solution for the next iteration of tabu search. The whole process terminates 
when predefined number of iteration has elapsed. 
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The procedure of combining tabu search with path relinking in solving SSAP is 
described in algorithm 4.2. 
Algorithm 4.2 Outline of application of tabu search to SSAP 
Let S be the current solution, S * be the best solution obtained and P{S) be the 
objective function value, 
Run original heuristic to get an initial solution 
Update the Elite List to contain the initial solution 
while (current iteration< max iteration){ 
for each current node S of the Elite List { 
for each products i, j and shelves k, 1 of current node { 
Exchange: 
evaluate (all possible exchanges) 
for all possible exchanges { 
ifP(node after exchange) > P(S*) 
S* = node after exchange 
R = R u node after exchange 
‘ } ” 
remove Tabu active nodes which fail aspiration criteria 
return best K nodes e N: {S) 
Shift: 
evaluate (all possible shifts) 
for all possible shifts { 
ifP(node after shifts) > P(S*) 
S* 二 node after shift 
R = R u node after shift 
} 
remove Tabu active nodes which fail aspiration criteria 
retum best K nodes e N^ (S) 
Add: 
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evaluate (all possible products that can be added) 
for all possible adds { 
ifP(node after add) > P(S*) 
S* = node after add 
R = R u node after add 
} 
remove Tabu active nodes which fail aspiration criteria 
return best K nodes e N^ (S) 
} 
select the best K nodes for current node 
} 
Update Elite List to contain best K chosen from all nodes 
Update tabu list to memorize move that leads to best K nodes 
if P{the best node among best K nodes)>P{ S *) 
Update S * = the best node among best K nodes 
if (Elite List contains less than K nodes) 
Restart 
if (mod(current iteration, freq.) = = 0) 
Sp = PathRelinking(R,S*) 






In this chapter, we present a tabu search with path relinking for the shelf space 
allocation problem. Path relinking is used together with tabu search to solve a variety 
of complex optimization problems, e.g., Steiner problem in graphs, vehicle routing 
problem and gate assignment problem. This work is the first attempt to employ tabu 
search with path relinking in solving the shelf space allocation problem. It utilizes an 
adaptive memory in exploring a large solution space by reference set. Several 
strategies for updating reference set and selecting criteria for the initial and guiding 
solutions have been studied. 
Multiple-neighborhood search approach is employed where the six neighborhood 
moves are used to search "good" solution yet to be known during tabu search process. 
Path relinking offers its efficiency by deterministic rules rather than randomized rules 
used in other evolutionary approaches. Since randomized rules may sometimes . 
embody oversights although it can prevent a bad decision from being applied 
persistently, deterministic rules can learn from mistakes which become highly visible 
by its consequences. Effective decisions can be identified more easily as well. 
Path relinking allows natural variation in design. Different combinations of strategies 
in building the reference set, choosing the initial and guiding solution, building paths, 
choosing the next move and triggering path relinking phase inside tabu search yield 
different performance. All the strategies are decided specifically here and the 
comparison of different strategies may be further investigated in future development. 
Another extension of this model can be focused on its hybrid use with other 
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meta-heuristics. Because of its efficiency, tabu search with path relinking offers 









In this section, experimental results of several heuristics employed in solving Shelf 
Space Allocation Problem (SSAP) will be given. 
We first present the general parameter setting for our computational experiments. We 
then discuss some specific parameters used in tabu search and tabu search with path 
relinking. Best parameter settings will be decided and the performance of all 
algorithms and heuristics will be compared. 
5.2 General Parameter Setting 
There is few work available from the literature for experimental studies on SSAP,. 
Yang (2001) suggests a set of parameter values and shows that the algorithm performs 
differently with different problem sizes. However, the sizes of the tested problems are 
relatively small. The largest problem has at most 10 product types and 4 shelves. In 
Lim et al. (2004), simulated tests are generated for much larger size problems. Our 
experiments will be conducted using the parameter set proposed by Lim et al. (2004). 
We have 9 problems in total. These problems consider the combination of different 
number of products, n with number of shelves, m. Length of facing of a product i, a, is 
generated using a normal distribution within a range of 1 to a certain upper limit. The 
lower limit, I , and the difference between lower and upper limits, Ui-Li are generated 
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in a similar way in which each of their upper limit is set to assume 5 different values. 
The capacity of shelf k, Tk is generated to model limited shelf space. A random 
generator with a normal distribution is used to set the range of Tk within T/4 and Tu 
(where T) is the total shelf space for allocating all products satisfying their lower 
bounds and 7\ is the total shelf space for allocating all products with the amount equal 
to their upper limits). With this setting, the total shelf space will be always sufficient 
but not enough for allocating all products with the amount equal to their upper bounds. 
Profit pik is uniformly distributed from 0 to 10. The parameter values are shown in 
Table 5.1. For each problem set, there are 150 test cases for different values of I,, 
Ui-Li,md Qi (where Tk is dependent on the values of U t/广人,，as well). Therefore, there 
are 150 X 9 = 1350 test cases in total. 
Parameter Value Range 
(5,10)，(5,30), (5,50), (5,100),(10,30), 
(m,n) (10,50), (10,100)，(30,50), (30,100) “ 
Tk Random(7y4, Tu) T,=TL A j ^ . V ( ( / ) A 
‘m ^' m 
Li Random(0, L) L = 0, 10，30，50, 100 [5 values] 
r / P ^ , � , , , � f / - I = 10, 30, 50,100, 300 [5 
iJi-Li Random(0, U-L) 
values] 
作 D ^ / , h ^ = 5,10, 30, 50,100, 300 [6 
tti Random(7^) 
values] 
Pik Uniform(0, 10) . 
Table 5.1: General parameter values for different algorithms and heuristics 
To compare the performance of different algorithms and heuristics, optimal solutions . 
is obtained using CPLEX12.1 for the same problem sets. All algorithms and heuristics 
are coded in Microsoft Visual Basic and all random problems are solved on an PC 
with 2.66GHz and 2.87 GB ofRAM. 
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The objective value (i.e. profits) and CPU time for solving SSAP are used for 
comparison purpose. The objective value obtained by an algorithm or heuristic is 
denoted by Ph and CPU time is denoted by 7^ In the same way, the objective value 
obtained by CPLEX12.1 is denoted by P�and CPU time is denoted by T � . Ratios of 
the objective values computed in algorithms/heuristics and CPLEX12.1 will be shown 
and the CPU times ratios of algorithms/heuristics and CPLEX12.1 will be given as 
well. 
5.3 Parameter values for Tabu search 
As Tabu search begins with a solution from Original Heuristic and finds new 
solutions iteratively by adaptive memory approach. The size of tabu list will affect the 
performance of the heuristics. In Ho and Gendreau (2006), the tabu list size, 0 is 
determined by number of customers, n, in vehicle routing problem, i.e., 
6 = 7.5 log,o n . In their problem set, the resulting tabu list size is ranged from 13 to 17 
- f o r small-sized problems and 18 to 20 for large-sized problems. For the preliminary 
test purpose, the tabu list size would be 20 for the nine large-sized problems in this 
work. Detailed sensitivity analysis will be conducted later. 
Apart from the tabu list size, there are other factors which determine the performance 
of Tabu search. Candidate solutions are updated iteratively. Therefore, it is important 
to determine the number of iterations. If the number of iterations is too small, the 
heuristics may not be given enough time to find a good solution. If the number of 
iterations is too large, the computing time may be too expensive and ineffective. 
Therefore, we compare the performance of tabu search for running 5000 iterations, 
10000 iterations, 20000 iterations, 40000 iterations, 60000 iterations, 80000 iterations 
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and 100000 iterations. Their profits obtained and CPU times in seconds are shown in 
table 5.2. 
Tabu Search with problem size o f 3 0 shelves，100 products 
Number of 
.‘ ,. P^Po Tf/To 
iterations 
5000 97.9215% 0.3691 
10000 97.9300% 0.6593 
20000 97.9338% 1.1378 
40000 97.9338% 2.4279 
60000 97.9338% 3.6494 
80000 97.9338% 4.8063 
100000 97.9338% 5.9329 
Table 5.2: Performance of tabu search running with different number of iterations 
It is observed that the profits obtained in tabu search increase with the number of 
iterations but there will be no profit improvement when the number ofiterations 
reaches 20000. Moreover, profits obtained in tabu search running for 5000 iterations 
is nearly the same as the value obtained in those running for 10000 and 20000 
iterations. Yet, the computing time for 5000 iterations is much smaller than running 
10000 and 20000 iterations. As a result, we run the problem for 5000 iterations since 
we can find good solution already in the first 5000 iterations. 
5.4 Sensitivity test for Tabu search with Path Relinking 
In this section, we try to understand the effect of several parameters on the ‘ 
performance o fpa th relinking. They are the strategies for updating reference set, the 
criteria for selecting initial and guiding solutions, the frequency for applying path 
95 
relinking and the size of reference set. Experiments are carried out on nine data sets 
and we will determine the best configuration for Path Relinking. 
5.4.1 R e f e r e n c e Set St ra tegies and Initial and G u i d i n g Solu t ion Cri ter ia 
Different combinations of strategies in building reference set and choosing initial and 
guiding solution yield different performance. Glover et al. (2003) propose six 
strategies for updating the reference set and six criteria for selecting initial and 
guiding solutions. Four combinations will be investigated here, S1 and C1, S5 and C6. 
Strategy S1: When there is a new solution having better objective value than the best 
overall solution, it will be stored in R. Therefore, R is built for linking overall 
improving solutions in PR stage. 
Strategy S5 : To initialize R, a large set of"good" solutions S is used to partially fill 
the set for the purpose of quality. It is then extended with solutions that have 
dissimilar structure with the solutions already in R to ensure diversity. Ho and 
Gendreau (2006) build the reference set with half of R filled with best solutions found 
and half with the diverse solutions S . 
Criterion C1: Guiding and initial solutions are defined as the best and worst solutions, 
respectively. 
Criterion C6: Guiding and initial solutions are defined respectively as the worst and 
the best solutions in the reference set. 
In the test case, there are 30 shelves and 100 products. All of them will run for 5000 
iterations. 
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The profits obtained and time consumed in each heuristic is shown in the table 5.3 and 
the improvement of tabu search with path relinking over pure tabu search is shown on 
Table 5.4. The improvement rate is computed using. 
Performanceimprovement=—以 Search with Path relinking - Tabu Search 
Tabu Search 
All profits obtained in tabu search with path relinking are higher than pure tabu search. 
The best combination is strategy S5 and criterion C3. This result coincides with 
Ghamlouche et al. (2004) and Ho and Gendreau (2006) who also obtain their best 
results with the combination S3C5. 
It improves over pure tabu search for 0.129% in terms of the objective function values. 
The time consumed in this combination is 33% more than the time consumed by pure 
tabu search. This may be due to the time for constructing a longer path between 
distant solutions. Although the time consumed is large when compared with pure tabu 
search. The time consumed is not the longest among all combinations. Strategy S5 
allows the reference set to store some "elite" solutions and other distant solutions with 
the elite one and criterion C3 builds a path between the best solution with the most 
distant solution. This can ensure the quality and diversity ofsolutions in the path 
building process. 
The second best combination is strategy S5 and criterion C1. It focuses on 
4 
diversification approach in the combination ofstrategy S5 and criterion C3 as well. 
However, it builds the path between the best solution and worst solution in the 
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reference set which does not guarantee maximum distance between solutions. It can 
improve the profits obtained in pure tabu search by 0.06%. 
It is noticed that combination of strategy S1 and criterion C1 has the least 
improvement over pure tabu search among the four combinations. It may due to the 
fact that the path built is not long enough for finding a good solution compared with 
the combination of strategy S5 and criterion C3 that the two most distant solutions are 
chosen in the path building process. It fails to guide the search to unknown solution 
space effectively. The time consumed for running the program is nearly two times of 
the time consumed in pure tabu search. 
Tabu search S1C1 SlC3 S5C1 S5C3 
~ T J f � 97.88% 97.899% 97.903% 97.944% 9 8 . 0 0 6 % “ 
Th/To 0.4261 0.8261 1.142 1.220 0.5674 
Table 5.3: Performance of pure tabu search and tabu search with path relinking with different strategies 
combinations 
Criterion C1 Criterion C3 
8trategySl 0.0001941 0.0002350 
Stmtegy S5 0.0006539 0.QQ12873 
Table 5.4: Improvement oftabu search with path relinking over pure tabu search 
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5.4.2 Frequency ofPath Relinking 
When path relinking works with tabu search, it will be triggered when the best 
solution found in tabu search phase has not improved for a predefined number of 
consecutive moves. An alternative and frequently used method is to invoke the 
process by a predefined frequency. If path relinking is performed too frequently, the 
search will be focused too much a small portion of solution space. If it is seldom 
performed, its effect will be negligible (Ho and Gendreau, 2006). 
In Chapter 4，we mentioned that path building process will be invoked when the 
number of iterations is the multiple of a predefined value, q>. In the work of Ho and 
Gendreau (2006), the value o f > is 5%, 10%，20%, 30% and 40% o f the total number 
of iterations. The best value of q> is 10% of the number of iterations which means 
that path building process is invoked every 10000 iterations of tabu search phase 
when the number of iterations is 100000. Therefore, by ratio offrequency to number 
of iterations, we test the value of q) = 250, 500, 1000，1500 and 2000 when the 
number of iterations is 5000 in our program. It is tested for four combinations of 
strategies and criteria. The results are shown on table 5.5. 
« 
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^ 250 500 i i 0 0 IsOO 2000 
S1C1 Ph/Po 97.90% 97.90% 97.89% 97.89% 97.90% 
T,/To 0.9487 0.8261 1.0832 1.0742 1.1395 
S l C 3 P//P« 97.90% 97.90% 97.89% 97.91% 97.90% 
T,/To 1.096 1.142 0.8322 1.095 1.097 
S5C1 Pf^Po 97.90% 97.94% 97.92% 97.95% 97.90% 
T,/To 1.177 1.22 0.847 0.9735 1.123 ‘ 
S5C3 Ph/Po 97.94% 98.01% 97.91% 97.90% 97.92% 
Th/To 1.16 0.5674 0.6762 0.975 0.949 
Table 5.5: Test on the frequency of path relinking 
It can be noticed that the best value f o r ^ is 500 for all combination. It is again the 
same as the result reached by Ho and Gendreau (2006) where the best identifiedp is 
10% of the total number of iterations. The second best value for q> is 1500 except for 
the combination o f S l C l and S5C3. 
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5.4.3 Size of reference set 
Path relinking is developed from Tabu search (Glover, 1989) which is an adaptive 
memory approach as well. It combines "elite" solution by building a path between 
them. Therefore, a reference set is required to store the "elite" solution and updates 
during tabu search phase and path-building process. It has tenures where a new good 
solution will replace the poorest one. Thus, the size of the reference set may have 
influence on the operation and the experiments are computed for tabu search with 
path relinking for combination S5C3. The tested value in Ghamlouche et al. (2004) 
and Ho and Gendreau (2006) are equal to 20, 6 and 10 respectively. As a result, we 
examine the value for size of reference set equal to 6, 10，15, 20, 25 and 30. 
Experimental results are shown in Tables 5.6.a and 5.6.b. 
Ref. no. 6 10 15 
^^=^ =^^^= =i==^=ggg= < ^ B M P ^ — — , 
Pi/Po 97.92802% 97.95507% 97.92306% 
^ = 250 
T,/To 0.874980 0.763934 1.028427 
Pf/Po 97.92683% 97.92387% 97.93191% 
^ = 500 
Th/To 0.509634 0.492043 0.526842 
P,/Po 97.90464% 97.90518% 97.90543% 
(p = 1000 
Th/To 0.674551 0.905384 0.873389 icnn Ph^Po 97.90237% 97.90601% 97.89586% 
^ = 1500 
T,/To 0.560823 0.475983 1.169365 
— Ph/Po 97.89980% 97.90033% 97.90513% cp = 2000 
Th/To 0.687399 0.790076 0.854745 
Table 5.6.a: Test on the size of reference set of path relinking . 
< 
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Ref. no. 20 25 30 
^ — ^ ~ ^ ^ — ^ ~ — ^ ^ ^ — ^ ^ — g g ^ ^ ^ ^ g = ^ = ^ ^ ^ ^ ^ = = ^ ^ ^ ^ = ^ = ^ ^ = ^ ^ ^ ^ = ^ ^ ^ ^ ^ ^ = 
Pi/Po 97.94265% 97.96783% 97.94760% 
^ = 250 
Ti/To 1.160302 0.669648 1.051467 
PJPo 97.90846% 97.94959% 97.93032% 
^ = 500 
Th/To 0.513070 0.478328 1.048094 
PJP, 97.89713% 97.90890% 97.90650% 
^ = 1000 
T ^ 1.315803 0.676182 1.161200 
P J P , 97.90436% 97.91031% 97.89536% 
q) = 1500 ^ 0 
Tt/To 0.974957 1.062807 1.003549 
Pt/Po 97.91787% 97.89203% 97.91940% 
^ = 2000 ^ 0 
T|/To 0.949145 1.207635 1.163876 
Table 5.6.b: Test on the size of reference set of path relinking (continue) 
From the results shown, tabu search with path relinking performs the best when the 
size of reference set equals 25. It is obvious in the case of frequency <p equal to 500. 
5.4.4 Comparison with Tabu Search 
Through compared with tabu search with different number of iterations, we can 
observe clearly how path relinking improves pure tabu search. The performance is 
presented on Table 5.7. The third and forth column shows the performance of pure 
tabu search with different iterations and the performance of tabu search with path 
relinking when running 5000 iterations for tabu search. 
Before looking into the experimental results, the parameter setting for tabu search 
with path relinking is determined in the previous analysis and is given as follows, 
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Strategy and criteria S5, C3 
Number of iterations 5000 
Frequency q) 500 
Reference set size 25 
Rmin 1 
Table 5.7: Parameter setting for path relinking 
Problem size o f30 shelves, 100 products 
Number of 
iterations ^ _ _ 1 
5000 97.9215 0.3691 
10000 97.93 0.6593 
^ 丨 20000 97.9338 1.1378 
Tabu 
Search 誦 0 97.9338 2.4279 
60000 97.9338 3.6494 
80000 97.9338 4.8063 
100000 97.9338 5.9329 
Tabu Search with Path Relinking j 98 QQ6% 0 5674 




Table 5.8 shows that tabu search with path relinking provides better results than tabu 
search for all problems. It is even more effective for running 5000 iterations than pure 
tabu search running with 100000 iterations. Computing time for path building process 
is not costly and it is even less than the computing time of pure tabu search except 
tabu search running with 5000 iterations. The profit ratio of tabu search with path 
relinking is 98.006% which is higher than tabu search running for 5000 iterations by 
0.0845%. 
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5.5 Comparison with other heuristics 
After comparing with tabu search, the performance of other algorithms and heuristics 
is also investigated and compared with tabu search with path relinking. They are 
Original heuristic, Yang's adjustments, new neighborhood moves and network flow. 
With different problem size, their profit ratios are shown on the Tables 5.9.a to 5.9.b 
and Figure 5.1. 
The ratios of the profits generated by different heuristics to the profits of optimal 
solution are all over 90%. For each of the problem size, path relinking outperforms 
the others. While the original heuristics is the least attractive, since this is the base for 
other heuristic making improvement on it. Yet, it can still achieve good results and its 
least attractive profit ratio is 95.1947%. 
All solutions generated by the new neighborhood moves are better than yang's 
adjustments because of its flexibility to move multiple product facings. The profits 
ratio o fnew neighborhood moves is higher than that of yang's adjustments by 0.034% 
-0.52%. 
The performance of network flow model is not stable which is poorer than the 
performance shown in the work of Lim et al. (2004). This may be due to the different 
design of program. 
« 
Tabu search sometimes performs better than other algorithms yet is not as good as its 
hybrid version with path relinking. Since path relinking helps exploring unknown 
solution space by building paths between "elite" solution previously found in tabu 
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search phase, solutions obtained in path building process is thus at least as good as 
what tabu search can find. 
(5，10) (5，30) (5，50) (5，100) 
Original Heusristic 96 .3821%~~97.3309%~~98.0147%“98.4172% 
Yang's Adjustments 96.5926% 97.5542% 98.1636% 98.5076 
New Neighborhood 
97.1078% 97.8922% 98.2877% 98.7278 
Moves 
Network Flow 97.24% 97.86% 98.17% 95.56% 
TABU 97.6% 97.84% 98.21% 98.44% 
TSPR 98.04% 98.01% 98.32% 98.49% 
Best profit ratio, Pf/P� TABU TSPR NNM N N M ~ 
Table 5.9.a: Performance for different algorithms/heuristics 
(10，30) (10，50) (10，100) (30，50) (30，100) 
“ O r i g i n a l Heusristic 95 .1947%~96.7467%~~97.7489%~~96.2079%~~97.50829% 
Yang's Adjustments 95.5552% 96.8441% 97.9501% 96.4803% 97.68220% 
N,ew Neighborhood 
95.9295% 97.1132% 97.9837% 96.7418% 97.91764% 
Moves 
Network Flow 96.19% 96.8% 95.88% 97.95% 96.42% 
TABU 96.364% 97.64113% 98.22% 97.057% 97.958% 
TSPR 97.01% 97.64113% 98.2 86% 97.652% 98.006% 
r j ^ y ^ y ^ T j j 
Best profit ratio, P,/Po TSPR TSPR TSPR TSPR 
TSPR 
Table 5.9.b: Performance for different algorithms/heuristics 
For the computing time of different algorithms and heuristics, the CPU time ratios, 
Ti/To, are shown on table 5.10.a to 5.10.c. It is obviously that original heuristic solves 
the problem in the shortest time. 
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It should be noticed that the computing time for tabu search and tabu search with path 
relinking is higher than the others. Yet, it is realized that the computing time is closer 
to time for getting optimal solution by CPLEX12.1 when the problem sizes is getting 
larger. Therefore，we believe that it is capable to solve the problem with larger size in 
a relatively acceptable rate. 
(5,10) (5，30) (5，50) 
Original Heusristic 0.015727588604539 0.000011610189271 0.007205467655885 
Yang's Adjustments 0.01930589 0.00007859 0.00937349 
New Neighborhood 
Meves 0.016271587 0.0000865649 0.002767798 
Network Flow 266.810261 0.777335353 16.43106935 
TABU 663 1.872 36.9 
TSPR 671 2.0145 45.236 
Table 5.10.a: CPU time ratio for different algorithms/heuristics 
(5，100) (10，30) (10, 50) 
Original Heusristic 0.014150219235076 0.000053866478697 0.000206775694244 
Yang's Adjustments 0.01516212 0.00005910 0.00021554 
New Neighborhood 
Moves 0.003836982 0.0000173543 0.0000195873 
Network Flow 2.746829864 0.162072 0.136899 
TABU 6.557 0.25793 0.236053 
TSPR 7.144 0.5523 0.448 
Table 5.10.b: CPU time ratio for different algorithms/heuristics 
« 
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(10，100) (30，50) (30,100) 
Original Heusristic 0.000185169 0.000189228 0.0501 
Yang's Adjustments 0.00019061 0.00021026 0.00272 
New Neighborhood o.0000469498 0.000028277 0.01127 
Moves 
Network Flow 0.134285 0.286405553 0.221412 
TABU 0.216 0.6593 0.47557 
TSPR 0.455 0.7723 0.5674 
Table 5.10.c: CPU time ratio for different algorithms/heuristics 
9 9 . 0 % T ' 
98.5% ^ ^ ^ ^ 
1^¾ 
95.5% W 
95.0%J ‘ 1 1 1 + ' 1 1 1 
Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 
I • . • ^ 
Original Heuristic Yang's Adjustment New Neigborhood Moves 
令"Tabu Search ~*~Tabu Search with Path Relinking 
Figure 5.1: Average performance of all algorithms and heuristics for all problem size 
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5.6 Conclusion 
Path-relinking is an effective and robust strategy to improve solution quality and to 
reduce computation times for combinatorial optimization problems. 
From the previous sections, experiments are carried out to investigate several 
algorithms and heuristics (Original heuristic, Yang's adjustments, new neighborhood 
moves, network flow, tabu search and tabu search with path relinking). Since path 
relinking is integrated with tabu search, specific parameter values of tabu search 
should be determined before testing the heuristic. Size of tabu list size is determined 
to be 20 and the number of iterations is set to be 10 since relatively good solutions can 
already be obtained after running 10 iterations. 
After setting the value of parameters in tabu search, we analyze how the performance 
of tabu search with path relinking is affected by different settings in strategies of 
updating reference set, choosing initial and guiding solutions during path-building 
process，frequency to invoke path-building process during tabu search phase and size 
ofreference set. It is realized that tabu search with path relinking performs the best 
when employing strategy S5 and criterion C3. By considering quality and level of 
dissimilarity ofsolutions, a longer path can be built and potentially good solutions can 
be efficiently found by this combination of strategy S5 and criterion C3. 
By computational results, frequency of triggering path-building process is one which 
is 10% o f the number of iterations. This is consistent with the results done by Ho and . 
Gendreau (2006). For the size of reference set, six values are examined and it shows 
that the heuristic with reference set size equal to 25 performs better than other sizes. 
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Among all algorithms and heuristics in solving shelf space allocation problem, tabu 
search is better than original heuristic, yang's adjustments, new neighborhood moves 
and network flow model. When path relinking is combined with it, the performance 
can still be improved. Computational time can be saved for most of the problem size. 
Since the setting ofother parameters may also affect how path relinking improves 
tabu search, it should be noticed that further tuning will be considered for later 
investigation of the heuristic. 
As path relinking outperforms other algorithms and heuristics，its potential of 
obtaining near optimal solution is believed to be true on the hybrid o fpa th relinking 
with other heuristics as well such as genetic algorithms, simulated annealing and 




Since shelf space is a scarce resource in grocery retail stores, retailers have to make 
use this resource efficiently and effectively. One way to help the retailers to deal with 
the problem is to employ decision tools. Different methodologies may be used and we 
investigated some of them in this work. 
The survey conducted by Yang and Chen (1999) shows that there have been few 
academic studies to develop shelf space allocation models in the past twenty years. In 
Yang (2001), a linear model is proposed which is a modified model of Corstjen and 
Doyle (1981). Based on this linear model, different algorithms have been suggested to 
address the problem. The linear model is used as a basis in this work. Yang (2001) 
follows his model and designs three adjustment moves (which are commonly referred 
to as Yang's adjustments). Later, the model is transformed into a network flow 
problem by Lim et al. (2002). Yang's adjustment moves are modified from one-to-one 
move to many-to-many moves. These moves are called new neighborhood moves by 
Lim et al. (2004). 
Apart from these, different meta-heuristics are employed to improve the performance 
such as Squeaky-Wheel Optimization (Lim et al., 2002) and tabu search (Lim et a l . , . 
2004). These algorithms/ heuristics have been implemented in this work except 
Squeaky-Wheel Optimization. 
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To further improve the performance of tabu search, we make use ofpath relinking to 
solve shelfspace allocation problem. To provide consistent comparison, we use the 
first tabu search implementation by Lim et al. (2004). 
6.1 Summary of achievements 
In this work, nine large-sized problems have been investigated and optimal solutions 
are obtained from CPLEX 12.1. Profits are improved by adding adjustment moves to 
the Original heuristics. Since new neighborhood moves is more flexible on shifting 
product amounts on shelves, it improves Yang's adjustment moves. 
The solutions we get from the network flow model are occasionally better than the 
Original heuristic. The network flow model is not consistent with the work by Lim et 
al. (2002). It may be due to different program designs and the difference in the results 
ranges from 0.07% to 6.91% in our work. 
Tabu search is employed to find 'potential' better solutions. It outperforms the 
Original Heuristic even with adjustment moves and new neighborhood moves. Path 
relinking combined with tabu search finds better solutions with a shorter 
computational time. This finding is an important contribution ofour work. 
Apart from comparing several algorithms/heuristics we examine several 
configurations of path relinking. From the proposed six strategies in 
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initiating/updating reference set and six criteria in choosing initial and guiding 
solutions, we pick two strategies for updating reference set (i.e., S1 and S5) and two 
criteria for choosing initial and guiding solutions (i.e., C1 and C3). Four combinations 
are tested and we notice that strategy S5 and C3 performs the best. This may be 
because the diversity of solutions and the quality of solutions are addressed at the 
same time. Better and unexplored solutions can be found by a longer path produced in 
the combination of strategy S5 and criterion C3. 
Through extensive computational experiment, other parameter settings of path 
relinking are also examined. With the well-tested configuration, we are able to obtain 
very good solutions within a reasonable timeframe. 
6.2 Future Works 
Our programs are all coded in Visual Basic. Visual Basic offers great graphical 
development features which enables the development of graphical user interface (GUI) 
applications. Shelf space management systems can be designed for real-life space 
allocation operation. A visualized shelf space allocation tools can be designed which 
acts as planogram for retailers manually allocating products in different shelves. To 
better adapting real environment, space management systems can be modified by 
considering retailer management strategies. It provides good operational guidelines to 
retailers by inputting relevant data. This kind of decision support can improve store 
performance and ease space planning process. . 
« 
Only nine large-sized problems are investigated. Parameters may be tuned for large 
problems systematically in order to have a better performance and facilitate 
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comparison between those methodologies. To the best of our knowledge, there is no 
existing work for such a tuning. 
Path relinking is highly portable in the way that it can be integrated with other 
meta-heuristics such as simulating annealing. In this work, path relinking is applied to 
tabu search and we find improvement for large-sized problems. In the same way, the 
characteristics ofpath relinking can be useful to other meta-heuristics 
To show practicability ofour heuristic, realistic case study can be performed. Also, 
There are four constraints in the mathematical model: physical constraint, control 
constraint, integrality and non-negativity constraint. Cross relationship between 
products is not considered. The linear model can be modified by adding affinity 
constraint. It can better model the real situation. 
Lastly, combinations ofdifferent strategies and criteria in path relinking affect the 
performance of the heuristics. All the possible combinations may be investigated. 
Sensitivity analysis on the parameters of tabu search may be performed later as well. 
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