Abstract. Joint sparsity is widely acknowledged as a powerful structural cue for performing feature selection in setups where variables are expected to demonstrate "grouped" behavior. Such grouped behavior is commonly modeled by Group-Lasso or Multitask Lasso-type problems, where feature selection is effected via 1,q -mixed-norms. Several particular formulations for modeling groupwise sparsity have received substantial attention in the literature; and in some cases, efficient algorithms are also available. Surprisingly, for constrained formulations of fundamental importance (e.g., regression with an 1,∞-norm constraint), highly scalable methods seem to be missing. We address this deficiency by presenting a method based on spectral projected-gradient (SPG) that can tackle 1,q -constrained convex regression problems. The most crucial component of our method is an algorithm for projecting onto 1,q -norm balls. We present several numerical results which show that our methods attain up to 30X speedups on large 1,∞-multitask lasso problems. Even more dramatic are the gains for just the 1,∞-projection subproblem: we observe almost three orders of magnitude speedups compared against the currently standard method.
Introduction
Sparsity offers powerful structural information that enables recovering unknown, high-dimensional vectors robustly. Consequently, sparsity has been intensively studied in signal processing, machine learning, and statistics, where it has played a key role in numerous algorithms and applications. The associated literature has grown too large, and a summary will be futile, so we refer the reader to [2, 24, 30, 31] as starting points.
Typically sparsity constrained problems that arise in machine learning and statistics may be written as instances of the following general problem:
where L is differentiable, convex loss-function, λ > 0 is a scalar, while R is a convex (possibly nonsmooth) regularizer that models sparsity. Alternatively, one can consider the following constrained formulation of (1):
for an appropriate scalar γ > 0. We focus on the latter formulation, especially because it is particularly amenable to a simple first-order optimization procedure. We note another benefit that can make formulation (2) attractive: several variants of gradient-projection [6] remain applicable even when L is not convex; mere differentiability suffices. Moreover, theoretical analysis of (2) is simpler because the constraint ensures that we are minimizing over a compact set. Amongst the dizzying number of variants of (2) that have been studied the literature, we consider in this paper a particular family: groupwise sparsity. Here, the regularizer R selects (or ignores) entire groups of variables simultaneously, e.g. in multitask learning [12, 13, 19, 26] , or in Group-Lasso [3, 36, 37] . One practical way to induce groupwise sparsity is to let R be a mixed-norm, defined as follows (for a more general definition, see [39] ). Let a vector w ∈ R d be partitioned into the subvectors w 1 , . . . , w G , where w g ∈ R dg for 1 ≤ g ≤ G, and let q ≥ 1. Then, the 1,q mixed-norm for w is given by
The most common variants of (3) are · 1,2 and · 1,∞ ; the former is often used in Group-Lasso [37] , while the latter arises in compressed sensing [35] and multitask Lasso [19] . Less common are versions with 1 < q < ∞, see e.g., [18, 29, 38] though both work with penalized formulations. Also note that if 0 < q < 1, then (3) yields a nonconvex, quasinorm, while for q = 0 and q = 1, · 1,q totally decouples, thus losing the grouping effect of mixed-norms.
Other authors have considered overlapping versions of (3), i.e., where subvectors w g might not be disjoint. However, unless the subvectors have a special structure [15, 22, 24] , the resulting mixed-norm can be computationally very expensive. Because our aim is on developing fast algorithms, we focus on the non-overlapping version (3), especially because this version is widely applicable and enjoys numerous applications [5, 11, 12, 14, 16, 19, 26, 34, 36] .
Contributions. Before beginning our theoretical discussion, we enlist the key contributions of this paper here for the reader's convenience:
1. An SPG-based algorithm for convex, sparsity-constrained regression problems (such as lasso, multitask lasso, group lasso, etc.). 2. A root-finding procedure grounded in convex-duality, which is crucial to making the SPG-based algorithm practical. As a byproduct we also obtain an efficient method to tackle operators for ∞,q * -mixed norms. 3. Experimental validation and illustration of our methods on large-scale multitask lasso, leading to a highly competitive method for it.
Algorithm and Theory
The simplest method to solve (2) is perhaps gradient-projection [6] , where starting with some w 0 , one iterates
where proj is the projection operator, defined as
To implement (4) efficiently, there are three obvious, key components: (i) the gradient ∇L; (ii) the step-size α t > 0; and (iii) the projection operator (5). Almost all methods require computation of the gradient (or an approximation).
Let us begin by considering stepsize computation. There exist several classical strategies for computing the step-size α, for example, by exact minimization, by backtracking, Armijo line-search, and so on [6] . However, in general, these strategies are more expensive than absolutely necessary, and although scalable, may even lead to slowly converging algorithm [6, 16, 33] .
A fairly recent, and powerful alternative is offered by the spectral step-sizes of Barzilai and Borwein [4] (BB), which avoid line-search by providing closed-form formulae for choosing α t . These stepsizes are
where y t = w t − w t−1 , and s t = ∇L(w t ) − ∇L(w t−1 ). Directly setting α t to one of the choices in (6) leads to a gradient-projection method whose convergence is not guaranteed. However, often this substitution displays strong empirical performance. Thus, there have been numerous attempts at using (6) in conjunction with the iteration (4), and one of the most well-known amongst them is the spectral-projected gradient (SPG) method [7] .
SPG essentially substitutes (6) in (4) (using a safeguard to ensure bounded and nonzero stepsizes), and thus leverages the strong empirical performance offered by BB stepsizes [4, 7, 9, 33] . SPG ensures global convergence by invoking a nonmontone line search strategy that allows the objective value to occasionally increase, while maintaining some bookkeeping information that allows construction of a descending subsequence.
Efficiently Computing Projections
The second component of (4) is a core element of our algorithm: projection onto the 1,q -norm ball. Since every iteration of (4) calls for a projection, it is critical to implement it efficiently. But before we describe the details of our projection algorithm, we first prove a useful duality result.
Lemma 1 (Dual-Norm). Let q ≥ 1, and let q * be its conjugate exponent, i.e., it satisfies 1/q + 1/q * = 1. Then, the norm · ∞,q * is dual to · 1,q .
Proof. By definition, the norm dual to (3) is given by [32] :
Consider the inequality
which follows directly from Hölder's inequality. Now introduce vectors, ξ = [ u g q * ], and ψ = [ w g q ], and apply Hölder's inequality again to obtain
so that from Definition (7) we conclude that u * ≤ u ∞,q * . To prove that u * = u ∞,q * , we now show that for each u, we can find a w satisfying w 1,q = 1, and for which u, w = u ∞,q * . To that end, let g * be any index in the set argmax 1≤g≤G u g q * . To simplify notation let z = u g * and y = w g * , and then set w g = 0 for all g except for g * for which
Now observe that the inner-product u, w satisfies
and that the norm w 1,q = w g * q = y q satisfies
which complete the proof of the theorem.
Note: As the reader may already guess, the proof above also extends to showing the p * ,q * -norm is dual to the p,q -norm; but we omit details for brevity.
Projections via proximity
Often, for computing proj(v, γ, q) it proves beneficial to consider the closely related proximity operator :
In general, computing (11) can be simpler-for instance, with q = 1, (11) is merely the soft-thresholding operator [10] , and with q = ∞ efficient methods already exist [11, 21] . Interestingly, for q = 2 both (11) and (5) are equally easy [5] to compute. The key reason why one may expect (11) to be simpler is because with non-overlapping variable groups, it separates into G independent q -norm proximity subtasks. We now show how to leverage this separability. The idea is simple and could be regarded as well-known [27] . But exploiting it effectively requires some care, as we show below. Let L(u, θ) be the Lagrangian to (5) , and let the dual optimal be denoted by θ * . Then, assuming strong-duality, the primal optimal u * that solves (5) is obtained by computing
But computing (12) requires the knowledge of the optimal θ * , which in turn depends on u * . How do we break this circularity? The almost obvious, but really crucial observation here is that the optimal θ * can be computed by solving a single nonlinear equation. Let us see how.
Note that if v 1,q ≤ γ, then u * = v is the optimal solution. So we assume that v 1,q > γ; in this case, the optimal θ * satisfies u(θ * ) 1,q = γ. Define now
and consider the nonlinear function
from which the optimal θ * can be obtained by solving g(θ) = 0. Toward solving this equation, Lemma 2 proves useful.
Lemma 2. Let g(θ) be defined by (14) . There exists an interval [0, θ max ] on which g(θ) is monotonically decreasing, and differs in sign at the endpoints.
Proof. First, observe that by our assumption on v 1,q , the inequality g(0) = −γ + v 1,q > 0 holds.
Next, notice that for θ ≥ v ∞,q * , the solution u(θ ) = 0. To see why, suppose θ ≥ v ∞,q * but u(θ ) = 0. Then, 
* must equal 0. This argument implies that g(θ ) = −γ < 0, allowing us to select θ max = θ .
Finally, to establish monotonicity of g(θ), merely recognize that g(θ) is the derivative of the (concave) dual function inf u L(u, θ).
Since g changes sign in the interval [0, θ max ], is continuous, and monotonic, it has a unique root in [0, θ max ]. We can compute this root θ * to -accuracy using bisection in O(log(θ max / )) iterations. In practice, we do not use plain bisection, but invoke a more powerful root-finder that combines bisection, inverse quadratic interpolation, and the secant method. Algorithm 1 provides pseudocode for computing the projection (5) based on the above ideas.
Computing the proximity operators
Now that we have reduced 1,q -projections to a sequence of proximity computations, a few words about the associated proximity operators are in order. Depending on the choice of q, these operators can range from trivial to complicated. However, for all the computations, the key benefit arises from 1,q being a Input: Subroutine for computing prox(v, θ, q); vector v; scalar γ > 0 Output:
Algorithm 1: Projection via proximity using root-finding sum of independent terms over the G groups (recall that v = [v 1 , . . . , v G ]). Owing to this separability, the computation (13) decomposes into G independent, proximity subtasks, one for each v g , for 1 ≤ g ≤ G.
We reiterate that unlike [21] or other authors who solve 1,q -norm penalized regressions, our setup (for general q) is harder: we solve an 1,q -constrained regression. This requires computing u(θ) for several values of θ.
To simplify notation, in the sequel we use u(θ), v, and prox(v, θ, q) to refer to an arbitrary single group of variables, so that the proximity task at hand is
First, we mention existing proximity algorithms for solving (15) , and then, we present some new results in Section 2.3.1. For q = 1, (15) reduces to the well-known soft-thresholding operation [10] :
where represents elementwise multiplication. For q = 2, the solution is again available in closed form (see e.g., [8, 11] ), and is given by
For q = ∞, the solution is slightly more involved than (16) and (17), but can be obtained via the Moreau decomposition [8] , which for prox(v, θ, ∞) implies that
The projection proj(v, θ, 1) is very well-studied: it is projection onto the 1 -norm ball [17, 23, 25] . This choice of q arises most notably in grouped feature selection in multitask learning settings [19, 26, 28] . For q > 1 different from the choices above, the proximity problems are significantly harder. Fortunately, efficient proximity algorithms for q -norms were recently developed in [20, 21] . These algorithms use nested root-finding subroutines: one for solving single variable nonlinear equations; one for performing bisection over a parameter akin to θ. But unlike the cases with q ∈ {1, 2, ∞}, due to the highly nonlinear derivatives, one can obtain only an approximate solution to the proximity operator.
2.3.1. Proximity operators for · ∞,q * : We now leverage the machinery developed in Sections 2.1 and 2.2 to obtain fast proximity operators for ∞,q * -norms, almost as a byproduct. The first step is to invoke convex duality. Proposition 1. Let · be any norm, and · * its corresponding dual norm; also let γ > 0. Then, the following two problems are dual to each other:
Moreover, if z * is the optimal dual solution, then the corresponding primal is given by u * = v − z * .
Proof. Follows from [32, Theorem 31.5] (essentially Moreau's decomposition).
Proposition 1 instantly yields the following useful corollary.
Corollary 1.
A problem dual to the ∞,q * -proximity operator
, is the 1,q -norm projection task (q is conjugate to q * ):
Proof. Lemma 1 tells us that · 1,q * is dual to · ∞,q . Consequently, Proposition 1 implies the result (21) (after completing squares).
Corollary 1 allows computing ∞,q * -norm proximity by replacing it with the corresponding 1,q -norm projection, which in turn can be solved by Algorithm 1.
Experimental results
In the discussion above we presented the following two main algorithms:
(i) The SPG based method iteration (4) for solving (2); (ii) Algorithm 1, a method for computing the 1,q -norm projection (5).
As previously mentioned, for q = 1, the projections reduce to the classical 1 -norm ball problem, while for q = 2, already highly efficient methods are available [5] . The case 1 < q < ∞ seems to be largely unstudied, while for q = ∞, recently an efficient method was proposed [28] . Thus, we begin our numerical results by evaluating our projection algorithms for computing projections onto the 1,∞ -norm ball.
Note: It is not one of the aims of this paper to compare different MTL formulations (depending on different choices of q). Our main aim is to show scalability that comes from having fast proximity operators, which we highlight by using them as subroutines in a larger problem. The subroutines themselves can be used in any proximal splitting method that solves 1,q -norm constrained problems. However, a longer version of this paper will include more detailed experimental evaluation. Table 1 . Runtime and accuracy for QP and FP on a 50, 000 × 10, 000 matrix V .
Projection onto the 1,∞ -ball
For ease of comparison, we use the notation of [28] , which seems to be the currently standard method. In their notation, the projection task is to solve
where W is a d × n matrix, and w i denotes the ith row of W . In our comparisons below, we refer to [28] 's algorithm, which was available as C code 1 , as 'QP'; our fast projection method is called 'FP'. We show numerical results for a representative large-sized problem, and to stress-test both QP and FP we show results on a large dense matrix. In particular, we use a matrix V ∈ R 50,000×1000 having entries drawn following N (0, 1). Note that the matrix V has a total of 50 million nonzero entries.
We compute the optimal W * , as γ varies from 0.01 V 1,∞ (more sparse; difficult) to 0.7 V 1,∞ (less sparse; easy) settings. Table 1 presents the associated running times, objective function values, and accuracies (accuracy is measured by the constraint violation: |λ − W * 1,∞ |, for an estimated W * ). Minor numerical differences between both algorithms are due to unavoidable floating-point round-off errors. Also noteworthy is the fact that although QP is an "exact" method, and FP is based on root-finding, the latter ends up obtaining solutions of higher accuracy than QP. The results indicate the tremendous advantages that our method offers for large-scale data, where it vastly outperforms the competition.
Projection onto 1,q -balls
Our next experiment shows running time results for computing projection onto 1,q balls; in our experiment we selected q ∈ {1.5, 2.5, 3, 5}. Here too, we use matrix-based groups and solve
For each value of q, the plots in Figure 1 also show the running times requires as the parameter γ is varied. From these plots the we observe four main points: (i) the runtimes seem to be largely independent of the value of γ; (ii) for relatively small q, the projection times are approximately same; and (iii) for larger q (here q = 5), the projection times increase dramatically. Moreover, from the actual running times it is apparent our projection code scales linearly with the data size. For example, the matrix corresponding to the second bar plot has 25 times more parameters than the first plot, and the runtimes reported in the second plot are approximately 25-30 times higher.
The running times in Figure 1 suggest that although the running times scale linearly, a single 1,q -norm projection still takes nontrivial effort. Thus, even though our 1,q -projection method is relatively fast, currently we can recommend it only for small and medium-scale regression problems. Fig. 1 . Running times for 1,q -norm projections as scalars q and ratios γ/ V 1,q vary. The left plot is on a 1000 × 100 matrix, while the right one is on a 5000 × 500 matrix.
Multitask Lasso with 1,∞ -constraint
Multitask Lasso (Mtl) [19, 36] is a typical grouped feature selection problem, where important features are separated from less important ones by using information shared across multiple tasks. The feature selection is effected by a sparsity promoting mixed-norm, usually the 1,∞ -norm [19] .
Mtl is setup is as follows. Let X j ∈ R mj ×d be the data matrix for task j, where 1 ≤ j ≤ n. Mtl seeks a parameter matrix W ∈ R d×n , each column of which corresponds to a task, which are regularized across the same feature by applying the mixed-norm over the rows w i (1 ≤ i ≤ d) of W . This leads to a "grouped" feature selection, because if w Table 2 . Details of simulation data used for MTL. For simplicity, all matrices Xj (for each task 1 ≤ j ≤ n), were chosen to have size m × d.
where the y t are the dependent variables, and γ > 0 is a sparsity-tuning parameter. Notice that the loss-function combines the different tasks (over columns of W ), but the overall problem does not decompose into separable problems because the mixed-norm constrained is over the rows of W .
Simulation results for MTL
In our first set of results (Tables 2, 3) we report running time comparisons between two different invocations of an SPG-based method for solving (24) , once with QP as the projection method and once with FP-we call the corresponding solvers SPG QP , and SPG FP .
We show simulation results on small, medium, large, and very large-scale data matrices. The key aim of our experiments is to offer strong evidence showing that for data with a large number of features, or for data having large size, SPG FP vastly outstrips SPG QP .
We only compare SPG based implementations because SPG offers a simple, yet highly competitive framework for solving constrained convex problems. The other efficient Mtl algorithms that are available, e.g., [16, 21] , solve the simpler, penalized version of the problem. Moreover, even if we were to use a method such as PQN [33] that can handle mixed-norm constraints, the final performance of potential PQN+QP or PQN+FP combinations would exhibit trends, similar to those reported in Table 3 . This is so, because of the vastly different costs of projection incurred by QP and FP. We also note in passing that methods such as block-coordinate descent that are popular for several lasso-type problems, do not scale well to the large Mtl problems that we consider.
The running times shown in Table 3 suggest that SPG FP is a valuable choice for solving large-scale Mtl problems. Note that both SPG QP and SPG FP find exactly (up to roundoff error) the same solution, as both of them just perform an equal number of SPG iterations and 1,∞ -projections. The difference lies in the speed of the overall execution.
MTL results on real-world data
Now we show running time results comparing SPG QP against SPG FP on a realworld dataset. These results corroborate the claims of the previous section, and indicate that the powerful speedups observed on simulated data also carry over to realistic data. Table 3 . Running time (in seconds) comparisons for four different (synthetic) MTL datasets. The MTL problems were solved to an accuracy of 10 −5 , and the total number of projections required to reach this accuracy are reported under the column '#projs'. The columns 'projQP' and 'projFP', report the total time spent by the SPGQP and SPGFP methods, respectively, for the 1,∞-projections alone. The total time taken by SPGQP and SPGFP is reported under columns with the same name. For SPGQP the cost of projection dominates the total runtime, while SPGFP this is not the case.
Also noteworthy is the observation that the speedups attained become more significant with increasing data dimensionality. Thus, for many machine learning and statistics datasets, the acceleration offered by our fast projection algorithms can be advantageous.
For our experiments with real-world data, we run Mtl on a subset of the CMU Newsgroups dataset 2 . This data corresponds to 5 feature selection tasks based on data taken from the following newsgroups: computer, politics, science, recreation, and religion. The feature selection tasks are spread over the matrices X 1 , . . . , X 5 , each of size 2907 × 53975, while the dependent variables y 1 , . . . , y 5 correspond to class labels.
We note that for timing experiments, the exact details of the data are not that critical, except the fact that the number of features (53975) is large; indeed much larger than in our simulations. For such a large number of features, based on the results of Table 4 . Running time (in seconds) comparisons for 4 different runs of MTL on the CMU newsgroups data. Here, γ-fraction (cf. Table 1) indicates sparsity-level; low γ means high sparsity, and consequently difficult optimization. The other columns are the same as in Table 3 .
In this paper we took a careful look at projections onto 1,q -mixed norm balls. This projection arises as a key step (particularly for q = 2, ∞) in groupwise feature selection problems, such as multitask lasso or group lasso. We first presented a simple spectral projected gradient (SPG)-based method for solving convex regression problems with 1,q -norm constraints. We chose SPG as it offers a simple to use method that displays strong empirical performance. This performance, though, in mixed-norm regression problems depends on the projection step being cheap. Thus, to handle projections efficiently, we presented a generic root-finding algorithm.
Our numerical results highlighted our root-finding method, specialized to the 1,∞ -norm, by comparing it against the state-of-the-art method of [28] . The speedups observed were of almost three orders of magnitude. Building on these speedups, we showed how SPG combined with our projection method leads to an effective multitask lasso algorithm. On both simulated and real-world data our numerical results indicate the added efficiency afforded by methods.
At this juncture, several directions of future work are open. The most challenging amongst them is the development of a projection based method that can outperform the well-established SPG method. Additional avenues of work include extending some of our ideas to tackle more complex structured sparsity inducing norms [1, 24] .
