ABSTRACT Urban air pollutant concentration prediction is dealing with a surge of massive environmental monitoring data and complex changes in air pollutants. This requires effective prediction methods to improve prediction accuracy and to prevent serious pollution incidents, thereby enhancing environmental management decision-making capacity. In this paper, a new pollutant concentration prediction method is proposed based on the vast amounts of environmental data and deep learning techniques. The proposed method integrates big data by using two kinds of deep networks. This method is based on the design that uses a convolutional neural network as the base layer, automatically extracting features of input data. A long shortterm memory network is used for the output layer to consider the time dependence of pollutants. Our model consists of these two deep networks. With performance optimization, the model can predict future particulate matter (PM 2.5 ) concentrations as a time series. Finally, the prediction results are compared with the results of numerical models. The applicability and advantages of the model are also analyzed. The experimental results show that it improves prediction performance compared with classic models.
I. INTRODUCTION
Air pollution has attracted substantial attention regarding the daily life of people. It has negative impacts on human health and daily life during episodes of severe air pollution [1] . With the increase of sources and types of air pollutants, the complexity of pollutant concentration prediction has increased [2] . Therefore, it is necessary to use environmental monitoring data to more accurately predict urban air pollutant concentrations [3] . Conventional prediction methods, such as numerical analysis and machine learning, are widely used in this type of prediction [4] - [6] . However, several drawbacks of these methods have been recently identified as follows. First, numerical prediction methods are based on experience as summarized by historical data or the nature of pollutant change. Nevertheless, atmospheric conditions are too complex to assign a certain regular behavior because they are typically required regarding variables which are stochastically
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dependent [5] , [32] . Thus, numerical methods cannot adequately consider atmospheric effects. Second, conventional machine learning methods simply consider the relationship among similar objects, e.g., adjacent monitoring stations, but ignore deep relationships, for instance, global spatial information or temporal changes in pollutants.
Recently, with increase in the application of deep learning to various fields [7] - [10] , the study of urban air pollutant concentration prediction based on such learning has become prevalent in interdisciplinary research [11] , [12] . Deep learning can use deep mining massive environmental data and identify complex correlations between those data through effective training [10] . Compared with conventional prediction methods, deep learning-based methods can use massive amounts of environmental monitoring data in prediction systems. They can also consider spatiotemporal changes of pollutants and obtain the pollutant distribution. By gradually training and adjusting the prediction model, it can achieve optimal performance and reduce prediction error.
Most deep learning-based methods use Long Short Term
Memory (LSTM) [13] to make predictions [11] , [12] . Thanks to its remarkable performance in time-series data processing, LSTM can handle time-related pollutant data well. However, this type of method ignores the spatial aspect of monitoring data. Obviously, change of pollutants is not only related to time but also to space. A pollutant at one location may diffuse to nearby places, so it is necessary to consider spatial information.
A Convolutional Neural Network (CNN) [14] has proven to be powerful in spatial data processing. It is widely used in image recognition [15] , [16] . This type of method has also been used to predict urban pollutant concentration, typically by analyzing satellite images. Unfortunately, sometimes there are no image data but only abstracted monitoring data, e.g., wind direction, temperature, and location. In fact, these data from monitoring stations are spatially relevant. Therefore, it is reasonable to use those data to predict urban pollution.
To overcome the drawbacks of existing methods, we propose a novel approach. Our motivation was to construct a prediction model that accounts for the complexity and variability of pollutants and eliminate dependence on the historical regularity of changing pollutants. More specifically, we combined CNN and LSTM to predict PM2.5 concentration. The rationale for this is as follows.
(1) CNN can learn and detect a specific type of feature at a spatial location in the input by the convolutional layer [17] . Given this advantage, we used the CNN to extract spatial features of inputs among monitoring stations, e.g., to learn the magnitude of spatial effects at different monitoring stations when there was air pollutant diffusion. Then, we could use the output as LSTM input in the next step.
(2) LSTM is a type of Recurrent Neural Network (RNN) [18] that has been proposed to predict future outputs using past inputs. LSTM has been shown to be well-suited for prediction based on time-series data, with better performance than RNN in dealing with exploding and vanishing gradient problems [19] - [21] . Therefore, we used LSTM to predict future air pollution concentrations by learning features contained in past air pollution concentration time-series data. For instance, we used LSTM to predict air pollutant concentration in the subsequent 3 hours by learning the past 24-72 hour tendency of that concentration.
The work is summarized as follows. (1) A prediction model is designed based on two deep neural networks, i.e., CNN and LSTM. A dynamic training method is used to train the model to extract features automatically until the best performance is obtained. (2) Feature extraction from the data is the primary purpose of the prediction system. This step is performed using CNN. The aim is to extract actual features from the input data and avoid unnecessary calculations that reduce the result accuracy. The CNN deals with the historical data using a series of convolutional and pooling operation. Then, the model enters the resultant feature maps into the LSTM. ( 3) The memory function of the LSTM network accounts for data dependent on time. The model time-series prediction results are therefore more accurate. (4) The elastic net (EN) [22] algorithm was used in the fine-tuning stage with the stochastic gradient descent method to carry out regularization constraints, adjust network weights, and avoid the over-fitting problem. Ultimately, network performance was adjusted to achieve optimal performance. Then, the PM 2.5 prediction result was compared with that of classic models with various measurements to demonstrate the effectiveness of the proposed method.
II. RELATED WORK
According to characteristics of the prediction methods used in relevant studies [4] - [6] , air pollutant concentration prediction methods can be divided into conventional methods with nondeep learning and those based on deep learning.
Combined with methods of predicting pollutant concentrations in meteorology, environmental science, mathematics and computer science, the conventional prediction methods can be further divided into four types, predictions of empirical models based on historical data and statistical methods, predictions of probability models based on statistical and mathematical methods or models, predictions based on synthetic methods, and prediction models based on conventional machine learning.
Empirical models [23] do not analyze the process but count correlation data and determine the link between parameters and variables to obtain the corresponding relationship. For instance, the relationship between monthly mean pollutant concentration and other pollutant concentrations are established using an empirical statistical method [24] , [25] . Historical data of pollutant concentrations can be modeled to predict changes in concentration through a chemical conversion model [6] , [15] , [24] . Probability models are based on statistical probability regularity and are combined with statistical or mathematical modeling methods. They are used to produce or select more precise prediction samples. Such research is based on experiment, and its predictions are established on probability and statistical models. Dong et al. used a hidden semi-Markov model and added temporal structures. Past meteorological measurements and the past historical observation concentration level of PM 2.5 were added to the training dataset, and corresponding Hidden Semi-Markov models (HSMMs) were trained for each concentration level. Prediction accuracy exceeded 24 hours. Balachandran et al. used Bayesian algorithms to investigate the effects of various pollutant sources on their concentrations [26] . Using the ensemble Kalman filter method to construct a regional pollution assimilation system is a classic synthetic approach combining numerical models with observations by using the optimal estimation method. Back propagation (BP) neural networks are frequently used in predictions based on conventional machine learning. Reference [27] considered Shenyang City as the monitoring center of a dataset as original data. The 120 sets of data in the autumn of 1999 and NO x concentration data were selected as the training set, and meteorological data from 2000 used as the test set. The prediction model of pollutant concentration was established [27] , and the predicted results were obtained and compared with observations.
The above methods effectively predict small-scale air pollutant concentration. However, large amounts of background data and the daily accumulation of air pollution-related data are not independent. They have time-dependent and spatial correlation. Conventional machine learning models do not have a deep network layer to limit excessive training costs and no coupling between the same layer of neurons, so they cannot solve the problem of time-dependent pollutant concentration.
Recently, the academic community has begun using deep neural networks for pollutant concentration prediction, because of the shortcomings of conventional prediction methods. Kuremoto et al. [11] used a deep network composed of two restricted Boltzmann machines to perform time-series prediction. By using the CATs benchmark [28] and original data, it has been proven that RBMs are superior to the ARIMA linear model. Ong et al. [12] predicted air pollutant concentration with deep recurrent neural networks, which have been widely researched [11] , [29] , [30] . This shows that DRNN yields better results than RBMs under the same conditions.
However, massive input data should be processed and features and correlations extracted. Then, time-series features should be extracted because pollution constitutes dependent on past historical data. Owing to its unique structure, CNN can use convolution kernels to convolve features of neighboring regions to obtain the features' spatial correlation [14] . The extraction of spatial correlations helps determine the effects of air quality and meteorological conditions of neighboring cities on target cities. LSTM is superior in processing timeseries data because the concentration of air pollutants is timedependent, and the historical concentration affects the future concentration. Details of the CNN and LSTM are given in Section III.
We combined CNN and LSTM as the prediction model. The CNN convolutional layer was used as the basis for extracting features, and its shareable local weights reduced network complexity. Compared with RNNs, LSTM can solve long-term dependence problems and can better predict pollutant concentration in a time series. Therefore, these two networks were combined and had the ability to extract features in both spatial and temporal dimensions. Further, spatial and temporal effects can be introduced in the prediction system to obtain better predictions.
III. THE PREDICTION MODEL BASED ON DEEP LEARNING A. TIME SERIES PREDICTION
We constructed a prediction model combining the CNN and LSTM. The CNN was used to eliminate data redundancy and acquire the features. LSTM was used to extract the time-series features because current pollutant concentrations are affected by the past pollutant concentration and past meteorological factors. Following is a description of the time-series prediction.
Given a set of time series times R = {r 1 , r 2 , . . . , r T }, the target pollutant concentration is denoted as C = {C 1 , C 2 , . . . , C T }, and the information of the other factors are denoted as F = {f 1 , f 2 , . . . , f T }, so there is a relationship denoted as C ∪ F = R.
Given the time t, z 1 = (t + 1, t + 2, . . . , t + N ) is the target prediction time series. O z 1 and P z 1 are the observations and predictions of the target pollutant concentration, respectively, in the time series and
The prediction uses the root mean square equation (RMSE) to assess its error:
where N is the prediction duration, O i is the observed value and P i is the predicted value of the of the target pollutant. The smaller the RMSE is, the better the performance of the model.
B. THE PREDICTION MODEL
Deep learning was proposed by Dechter in 1986 [31] . It is a machine learning process that can carry out a series of training for sample data through unsupervised training methods and obtain a deep network structure. We exploited CNN characteristics that compress and extract important features of input data, along with the unique structure of LSTM designed for the time-series problem. The prediction model uses the CNN as the base layer, compressing and extracting features using its convolutional and pooling layers. The output of the CNN layer is the input of a higher layer, LSTM, for the time series prediction. The model is shown in Fig. 1 .
Meteorological factors and pollutant concentration from the past are included in the prediction model as input. They are converted to several two-dimensional matrices with time series. Then, these matrices are input to the CNN network to extract the features. The output is used as input to the LSTM. The fully connected layer is used to decode the LSTM output and obtain the final prediction result.
Assuming that the model has δ layers, µ is the layer that is currently being trained. x i is a set of input data, and y i is a set of output data without decoding of the fully connected layer. i is the dynamically changing time, and C following.
where u, v, w, d, ξ are the weight matrices of the prediction model: u is the weight matrix of the input layer to the convolution layer; v is the weight matrix of the convolution layer to the pooling layer; w is the weight matrix of the pooling layer to the LSTM layer; d is the weight matrix of the information transfer between the LSTM layer internal neurons; ξ is the weight matrix of LSTM to the fully connected layer. The resulting y i is decoded by the fully connected layer and translated into the pollutant concentration value. The parameters used for model training are shown in Table 1 . 
C. TRANING PROCESS 1) TRANING MODELS
The prediction model consists of two parts, so the training process is divided into two steps.
Step 1 (Traning for the CNN): The CNN can automatically learn the features of input data, so it is unnecessary to extract data features before training. The input features are converted to two-dimensional matrices. η is the number of layers trained and m is the feature map. The characteristic graph of the upper layer output of the convolution layer is studied using the convolution kernel k of the convolution layer. The output feature graph is obtained using the activation function. The output feature maps of the previous convolutional layer are studied by the convolutional kernel k of the current convolutional layer and produces its feature maps through the activation function. i, j are subscripts of the feature maps.
After the feature map is convoluted in CNN, there are N feature maps as input to the pooling layer, which outputs N features with contractible sizes.
where β and b are respectively the multiplicative bias and additive bias respectively of the output maps. down is the down-sampling function. N feature maps are expanded into N one-dimensional vectors, and the output pollutant concentration value is obtained using the full connection layer decoding. Training of the CNN is shown in Fig. 2 . The twodimensional matrix input of this stage includes the following features: {PM 2.5 concentration, temperature, wind speed, wind direction, humidity, precipitation, other pollutant concentration}. Prediction accuracy is measured using the RMSE. By using the back-propagation algorithm and considering the pooling layer as a factor, the weights of the convolution layer are updated based on all values. Then, the network prediction performance is optimized, and error between the predicted and observed values is reduced.
This training stage compresses the two-dimensional input matrix and attains the actual data features, so the network can i. The LSTM first selectively forgets some past PM 2.5 data information and other factors:
ii. Deciding what new information to store in the unit state, the new information originates from two parts. The ''input threshold'' sigmoid layer determines the updated information and the tanh layer creates a new candidate value vector:
iii. Updating the previous state:
iv. Finally, determining the output information, i.e., the predicted PM 2.5 concentration:
Details of the prediction model framework are shown in Fig. 3 . The final LSTM output prediction result is decoded by the CNN's fully connected layer. Considering that deep neural networks are prone to fitting problems during training, in the fine tuning stage, we used the stochastic gradient descent algorithm for the model. The EN algorithm, which combines the advantages of ridge regression and lasso to carry out L 1 and L 2 regularization constraints, was used in this stage. The error function was used to update the gradient of all weights and bias values of the network, using error backpropagation. The loss function and gradients of all weights were calculated, and bias values of the network were updated using the error backpropagation until the expected network was obtained. This avoided the over-fitting problem.
LSTM adds the time-series prediction function to the model. Its inputs are one-dimensional vectors with real data features after CNN convolution and pooling. Therefore, complex and unnecessary calculations are avoided, and the time dependence of pollutants is considered.
2) REGULARIZATION AND OBJECTIVE FUNCTION
To solve the over-fitting problem in deep networks, the EN algorithm is used for regularization constraints, so that the objective function in the training fine-tuning stage can achieve the minimum. Compared with other regression algorithms, the advantages of the EN algorithm are listed in Table 2 .
The advantages of EN were experimentally confirmed in [17] , choosing the following as the objective function.
The objective function of the network was established as the sum of the RMSE and regular term. In (9), the first half is the RMSE and N is the prediction horizon. In the subsequent part, λ is a nonnegative hyper-parameter. ϕ is the collection of the weights as in Section III-B, ϕ = {u, v, w, d, ξ }. ζ is a parameter that controls the ratio of L 1 , L 2 penalty, ζ ∈ (0, 1).
IV. EXPERIMENTS AND RESULTS
We chose Shanghai as the target city. The dataset used contains data from three years (2015 to 2017), which were collected manually. Pollutant and the meteorological information of 2015 and 2016 were used as the training set. The 2017 data were used as the test set. The parameters used to train the prediction model are listed in Table 1 . Table 3 .
In the experiment, the RMSE and correlation coefficient (Corr) were used as measurements. The RMSE equation is the same as (1) in section III-A. Corr is expressed as
where O is the observed value and P is the predicted value.
Cov(O, P) is the covariance of O and P. Var[O] and Var[P]
represent the variances of O and P, respectively. Fig. 4 shows the RMSE variation of each model. Fitting trends corresponding to different epochs during the training period are also shown. To demonstrate the advantage of the proposed model, we chose three classic models, the BP neural network, RNN, and LSTM. Each model used the same dataset as the proposed method, and their fitting trends are shown in Fig. 4 .
In Fig. 4 , panels (a), (b), (c), (d) and (e) represent the fitting trends of five different models. All were chosen as fitting trend figures for the same numbers of epochs, which were 10, 30, 50, 70, 90 and 100. During the training period of each model, the predicted value moved toward the actual one. The prediction of the proposed method (CNN+LSTM) best fits the actual results. VOLUME 7, 2019 To reveal the prediction performances of BP, RNN, CNN, LSTM and our proposed method, we list the results in Table 4 . We see that our model had the best performance of all the above. By comparing the CNN-based method with RNN and BP based methods, we see that the CNN could improve the pollutant concentration prediction Corr. Also, the Corr of the CNN-alone based method is larger than our proposed method at 0.01. This means that both methods can achieve good performance in predicting the trend of air pollutant concentration. However, the RMSE of the CNN-alone based method is much worse than our proposed method and LSTMalone based method, which means that CNN performance is poor in dealing with long-term sequence prediction. Further, comparing the LSTM-alone based method with our proposed model, the experimental results show that the LSTM prediction performance without considering spatial correlation features is poorer than that of CNN+LSTM. This indicates that the prediction performance of the proposed model can be improved by adding time-series feature information based on the correlation of spatial features. Such a result reveals that we can add the CNN to LSTM to improve the prediction performance of air pollutant spatiotemporal data. The BP, CNN, RNN and LSTM neural networks were unsuitable for spatiotemporal sequence prediction problems because prediction accuracy was poor over time. To show the superior prediction accuracy of the proposed model, the final RMSE and Corr values of each model are listed in Table 4 .
V. CONCLUSION
We exploited massive amounts of environmental data and proposed a fusion network based on the CNN and LSTM. The CNN was the basis of the model and used to extract spatial features of air pollutants. LSTM was the top of the model and used to extract time series features for the input. The advantages of the proposed method are summarized as follows.
1) The input data are compressed to eliminate redundancy and obtain actual features using the CNN. Spatial correlation between the data was determined after convolution and pooling. Additionally, because the CNNs use shared weights, the complexity of the prediction model was reduced. 2) LSTM addressed the time series problem because the pollutants have time dependence. The trained CNN and untrained LSTM were trained and fine-tuned together to obtain the final model. Regularization was used to avoid over-fitting.
In general, the proposed model is suitable for processing data from multiple monitoring sites in a single city as input to a time series. It can incorporate the interaction of multiple sites and temporal dependence of air pollutants in the prediction system. There are some limitations of proposed work: (1) the training data of our model is used from multiple sites, (2) the work is given based on only one city (Shanghai) and we want to collect more monitoring data from other cities to verify the generalization of our work, and (3) more factors, e.g., geomorphic conditions, need to be taken into account in our future work. We can thereby better determine the regularity of air pollutant data and achieve more accurate prediction results. 
