We provide a distributional study of the solution to the classical control problem due to De Finetti (1957 ), Gerber (1969 , Azcue and Muller (2005) and Avram et al. (2006) which concerns the optimal payment of dividends from an insurance risk process prior to ruin. Specifically we build on recent work in the actuarial literature concerning calculations for the n-th moment of the net present value of dividends paid out in the optimal strategy as well as the moments of the deficit at ruin and the Laplace transform of the red period. The calculations we present go much further than existing literature in that our calculations are valid for a general spectrally negative Lévy process as opposed to the classical Cramér-Lundberg process with exponentially distributed jumps. Moreover, the technique we use appeals principally to excursion theory rather than integro-differential equations and for the case of the n-th moment of the net present value of dividends, makes a new link with the distribution of integrated exponential subordinators.
Lévy insurance risk processes
Recall that the Cramér-Lundberg model corresponds to a Lévy process X CL = {X CL t : t ≥ 0} with characteristic exponent given by Ψ CL (θ) = − log R e iθx P(X spectrally negative Lévy process; that is a Lévy process X = {X t : t ≥ 0} with Lévy measure Π satisfying Π(0, ∞) = 0. At such a degree of generality, the analogue of the condition c CL − λ CL /µ CL > 0 may be taken as E(X 1 ) > 0. Such processes have been considered recently by Huzak et al. (2004a,b) , Klüppelberg et al. (2004) , Doney and Kyprianou (2006) and Klüppelberg and Kyprianou (2006) , Furrer (1998) in the context of insurance risk models. In this case, the Lévy-Itô decomposition offers an interpretation for large scale insurance companies as follows. The characteristic exponent may be written in the form Ψ(θ) = − log (1 − e iθx + iθx)Π(dx)
for θ ∈ R and σ ≥ 0 and necessarily the Lévy measure satisfies (−∞,0) (1 ∧ x 2 )Π(dx) < ∞ and the requirement that X drifts to infinity implies that c − (−∞,−1) |x|Π(dx) > 0. Note that when Π(−∞, 0) = ∞ the process X enjoys a countably infinite number of jumps over each finite time horizon. The third bracket in (1) we may understand as a Lévy process representing a countably infinite number of arbitrarily small claims compensated by a deterministic positive drift (which may be infinite in the case that (−1,0) |x|Π(dx) = ∞) corresponding to the accumulation of premiums over an infinite number of contracts. Roughly speaking, the way in which claims occur is such that in any arbitrarily small period of time dt, a claim of size |x| is made independently with probability Π(dx)dt + o(dt). The insurance company thus counterbalances such claims by ensuring that it collects premiums in such a way that in any dt, |x|Π(dx)dt of its income is devoted to the compensation of claims of size |x|. The second bracket in (1) we may understand as coming from large claims which occur occasionally and are compensated against by a steady income at rate c > 0 as in the Cramér-Lundberg model. Here 'large' is taken to mean claims of size one or more. Finally the first bracket in (1) may be seen as a stochastic perturbation of the system of claims and premium income.
Since the first and third brackets correspond to martingales, the company may guarantee that its revenues drift to infinity over an infinite time horizon by assuming the latter behaviour applies to the compensated process of large claims corresponding to the second bracket in (1).
De Finetti's dividend problem
An offshoot of the classical ruin problem for the Cramér-Lundberg process was introduced by De Finetti (1957) . His intention was to make the study of ruin under the Cramér-Lundberg dynamics more realistic by introducing the possibility that dividends are paid out to share holders up to the moment of ruin. Further, the payment of dividends should be made in such a way as to optimize the expected net present value of the total income of the shareholders from time zero until ruin. Mathematically speaking, De Finetti's dividend problem amounts to solving a control problem which we state in the next paragraph but within the framework of the general Lévy insurance risk process described in the previous section.
Suppose that X is a general spectrally negative Lévy process (no assumption is made on its long term behaviour) with probabilities {P x : x ∈ R} such that under P x we have X 0 = x with probability one. (For convenience we shall write P 0 = P). Let π = {L π t : t ≥ 0} be a dividend strategy consisting of a left-continuous non-negative non-decreasing process adapted to the (completed and right continuous) filtration, {F t : t ≥ 0}, of X. The quantity L π t thus represents the cumulative dividends paid out up to time t by the insurance company whose risk-process is modelled by X. The controlled risk process when taking account of dividend strategy π is thus
for the time at which ruin occurs when taking account of dividend payments. A dividend strategy is called admissible if at any time before ruin a lump sum dividend payment is smaller than the size of the available reserves; in other words
Denoting the set of all admissible strategies by Π, the expected value discounted at rate q > 0 associated with the dividend policy π ∈ Π with initial capital x ≥ 0 is given by
where E x denotes expectation with respect to P x and q > 0. De Finetti's dividend problem consists of solving the following stochastic control problem: characterize
and, further, if it exists, establish a strategy, π * , such that v * (x) = v π * (x). This problem was considered by Gerber (1969) who proved that, for the Cramér-Lundberg model, the optimal value function is a result of a band strategy. This result has been re-considered very recently by Azcue and Muler (2005) for this class of risk processes. Avram et al. (2006) focus on the general spectrally negative case and find sufficient conditions for the optimal strategy to consist of a simpler barrier strategy. Specifically, we will assume from now on that there exists a constant a * ∈ (0, ∞) such that the optimal dividend strategy π * corresponds to the reducing the risk process U π * t to the level a * if x > a * at time t = 0 by paying the amount (x − a * ) + and then to the payment of the surplus of the process X above a * so long as it remains above this level. Let x ≤ a * , otherwise one takes v
It is well known that for 0 < x ≤ a * the corresponding controlled risk process, say U π * under P x is equal in law to the process a
and X t = sup s≤t X s is the running supremum of the risk process. Moreover, for x ∈ (0, a * ) we may write
where now σ a * = inf{t > 0 : Y The optimal strategy associated with De Finetti's dividend problem then yields a net present value of the paid dividends which is given by the random variable σ a * 0 e −qt dL * t . The paper of Dickson and Waters (2004) studies distributional aspects of this random variable, in particular its moments, for the special case that X is a Cramér-Lundberg process and the associated jumps are exponentially distributed. In this paper we build on their results and give a more detailed account of distributional properties of the net present value of the paid dividends in the the general case, as well as associated quantities such as the time of ruin, the time at which dividends were last paid and the time from the latter to ruin. We also analyze the deficit at the ruin time and so-called 'red period'. Dickson and Waters (2004) take an iterative approach to their calculations with the help of integro-differential equations, making heavy use of the fact that jump times form a discrete set and that the jumps themselves are exponentially distributed. Subsequent to submitting this paper, a concurrent paper of Renaud and Zhou (2007) was brought to our attention. In this article, an iterative approach is applied using the solution to the two-sided exit problem to prove independently the same result as appears in our Corollary 1 for the spectrally negative Lévy case. For the SparreAndersen model Albrecher et al. (2005) first look at the moment-generating function of the discounted dividend payments and then, under sufficient regularity, redrive the moments from the Taylor expansion. Our approach appeals to Itô's excursion theory and exposes an interesting link with recent work on integrated exponential subordinators. Our method also allows us to derive more general expressions than moments of discounted dividends.
We conclude this section with a brief outline of the remainder of the paper. In the next section we state our two main theorems. In Section 4 we provide a distributional analysis of an integrated bivariate subordinator which forms a substantial part of the proof of the first of main results. The proof of the latter is given in Section 5 and the proof of the second main theorem is given in Section 6. We conclude with some further discussion in Section 7.
Main results
For the sake of clarity we abstract ourselves from De Finetti's dividend problem and suppose that X = {X t : t ≥ 0} is any spectrally negative Lévy process under P x and for a given fixed a > 0 we write
we denote the inverse local time defined by
Distributional identities
Fundamentally, for n = 0, 1, 2, ..., x ∈ (0, a] and λ, µ, κ ≥ 0 we are interested in the quantity
where
Note that in relation to De Finetti's dividend problem, L plays the role of the cumulant dividend payments, σ a is the time of ruin of the controlled ruin process, L
−1
Lσ a − plays the role of the time that dividends were last paid before ruin and σ a − L
Lσ a − plays the role of time from the last payment of dividends to the time of ruin of the controlled risk process. Finally, Y σa − a is the deficit at the ruin time.
Our main first main result is expressed in terms of the scale functions for spectrally negative processes which we shall briefly introduce. The reader is otherwise referred to Chapter 8 of Kyprianou (2006) for a fuller account.
Firstly let
be the Laplace exponent of X which is known to be finite for at least θ ∈ [0, ∞).
The asymptotic behaviour of X is characterized by ψ (0+), so that X drifts to ±∞ (oscillates) accordingly as ±ψ (0+) > 0 (ψ (0+) = 0). For every q ≥ 0 there exists a function
= 0 for all x < 0 and otherwise is almost everywhere differentiable on [0, ∞) satisfying,
where Φ(q) is the largest solution to the equation ψ(θ) = q (there are at most two). We shall write for short W (0) = W and further assume that the jump measure Π of X has no atoms when X has paths of bounded variation which is a necessary and sufficient condition for W (q) to be continuously differentiable. Associated with W (q) is the function
By a procedure of analytical extension, it is also possible define them for all q ∈ C via the following representation
where W * n (x) is the n-th convolution of W ; see Chapter 8 of Kyprianou (2006) for further details. The function Z (q) keeps the same definition as above when q ∈ C. The functions W (q) and Z (q) are known as scale functions and appear in a number of fundamental identities concerning exit problems which earns them their title by analogy with the role played by scale functions for one dimensional diffusions.
There exists a well known exponential change of measure that one may perform for spectrally negative Lévy processes,
for ϑ ≥ 0 under which X remains within the class of spectrally negative Lévy processes with changed parameters from these defined via (1) to: ϑ where q ≥ 0 and ϑ ≥ 0 as the functions that play the role of the scale functions defined in the previous paragraph but when considered under the measure P ϑ .
We are now ready to state the first of our two main results.
Note in particular, we have the following corollary giving a somewhat simpler expression from which one easily derives the moments of the net present value of paid dividends associated with a barrier strategy.
For the sake of completeness and for later reference, we present the result of Avram et al. (2004) .
κ (a)). In particular this lemma gives the joint Laplace transform of the time to ruin and the deficit at ruin.
Tail asymptotics
The second of our main results concerns the case that the process X satisfies the so-called Spitzer-Doney condition at 0. This is not compatible with the case that X is the classical Cramér-Lundberg process. The Spitzer-Doney condition at 0 stipulates that there exists a ρ ∈ (0, 1) such that
A classical example of a spectrally negative Lévy process fulfilling this condition is that of a spectrally negative stable process of index α ∈ (1, 2).
Our second main result now follows.
Theorem 2. Suppose that X fulfills the Doney-Spitzer condition at 0 with index ρ ∈ (0, 1).
where ϕ(x) is the unique solution in (0, ∞) to the equation ψ(θ) = θx.
Note in particular that the asymptotic above is independent of q. Note also that the Doney-Spitzer condition rules out spectrally negative processes of bounded variation. Indeed it is known (cf. Bertoin (1996) ) that the Doney-Spitzer condition implies that Φ(q) is regularly varying at ∞ with index ρ. However, if X is a spectrally negative Lévy process of bounded variation then it is also known that lim q↑∞ Φ(q)/q = lim θ↑∞ θ/ψ(θ) = 1/d where d > 0 is the drift constant. This implies that Φ(q) cannot be regularly varying at ∞ with index in (0, 1) and thus is excluded in the statement of the above theorem.
Some calculations for an integrated bivariate subordinator
In order to prove Theorem 1 we first need to move to yet one more degree of abstraction. To motivate why, we must briefly turn to Itô's excursion theory. Denote by {(t, t ) : t ≥ 0} the Poisson point process of excursions from zero of Y indexed by local time at zero whose intensity measure necessarily takes the form dt × n(d ) on the product space [0, ∞) × E where E is the space of excursions. The reader is referred to Chapters 5 and 6 of Bertoin (1996) for the necessary background. Assuming that X 0 = a so that L t = X t we may make a change of variables t → L −1 t to deduce that
where t is the height of the excursion at local time t. As a consequence of the fact that excursions form a Poisson point process one may identify the above integral as belonging to the class of integrals of the form
where ∆η t = η t − η t− and (ξ, η) = {(ξ t , η t ) : t ≥ 0} is a bivariate subordinator with respect to some probability measure which we shall denote by P in the sequel.
We thus devote the remainder of this section to a study of results concerning the object in (3) that will be of use later on. Note that such integrals are very close in nature to objects which are called integrated exponential subordinators and which have been received quite some attention in recently. See for example the survey in Bertoin and Yor (2005) . Not surprisingly some of our calculations are quite close in nature to those that have are been exposed in the latter article.
Let us henceforth assume Λ(q) is the Laplace exponent of ξ. Assume further that ν Λ(q) is the jump measure of η under the change of measure
where q > 0 and {G t : t ≥ 0} is the filtration (satisfying the usual conditions) generated by the process (ξ, η).
Theorem 3. For n = 1, 2, 3, ... and q > 0,
.
Proof. We follow a similar argument for the calculation of the moments of an integrated exponential Lévy process as given in Bertoin and Yor (2005) . To this end, define
we obtain
Note also that by stationary and independent increments we can write
where J * 0 is independent of G t and has the same distribution as J 0 . In conclusion, if we let
E(e −nqξs 1 (sup u≤s ∆ηu≤a) )ds. (4) Now using the above change of measure, and the fact that the first arrival of a jump of size a for the process η occurs after an exponentially distributed period of time, we note that
Plugging the above back into (4) we now see the iteration a, ∞) .
The proof now concludes in the obvious way.
The following corollary is rather specific but is precisely what is needed later on.
Corollary 2. Suppose that for θ ≥ 0, e Λ(θ) is an independent exponential random variable with parameter Λ(θ). (In the usual sense we understand this random variable to be equal to infinity with probability one when θ = 0). Then for n = 1, 2, 3, ..., q > 0 and θ ≥ 0,
Proof. We again keep to similar ideas to those given in Bertoin and Yor (2005) . Specifically, in the previous result, replace ξ t by ξ t = ξ t + αN t where N = {N t : t ≥ 0} is an independent Poisson process with rate Λ(θ) and α > 0. Then taking account of the fact that under P Λ(θ) , ξ is still a subordinator with Laplace exponent Λ(θ + q) − Λ(q), we have from Theorem 3 that
,
is the jump measure of η under P (k) where the latter is given by the change of measure
Now taking limits as α ↑ ∞ the result follows by monotone convergence.
Proof of Theorem 1
The proof of Theorem 1 follows by combining the series of Lemmas presented below. As well as making use of the conclusions of the previous section, we shall also make use of the following fundamental property associated with the process of excursions from zero of Y which was earlier denoted {(t, t ) : t ≥ 0}. Note that the excursion t which occurs at local time t is a process in time and hence has a second index referring to the time spent in the excursion. Strictly speaking t = { t (s) : Bertoin (1996) for further discussion). Accordingly we refer to a generic excursion as (·) or just for short as appropriate. Define the set A in the space of excursions to be all excursions whose height is greater than a; that is A = { ∈ E : > a}. Let
Note immediately that T a = L σa . The thinning property of Poisson point processes tells us that (i) T a is a stopping time with respect to the natural filtration of the underlying Poisson point process and is exponentially distributed with parameter n( > a) where is the maximum of the generic excursion,
(ii) Ta is independent of { t : t < T a } and has law given by
(iii) { t : t < T a } is equal in law to a Poisson point process with intensity dt×n(d ; ≤ a) stopped at an independent and exponentially distributed time with parameter n( > a).
Our sequence of Lemmas now follows.
Lemma 2. For n = 1, 2, 3, ..., x ∈ (0, a) and λ, µ, κ ≥ 0,
W (λ+qn) (a) Θ(a; n, λ, µ, κ).
The random variable in the expectation described by Θ(x; n, λ, µ, κ) is identically equal to zero on the event {τ 
where ρ a = inf{s ≥ 0 : (s) > a}.
Proof. Using the thinning properties of the Poisson point process of excursions we have that Θ(a; n, λ, µ, κ)
where S is the subordinator with the same drift as L −1 but whose jump measure is given by n(ζ( ) ∈ dx; ≤ a) and ζ( ) is the length of the generic excursion . Write p = n Φ(λ) ( > a) where n Φ(λ) is the excursion measure under P Φ(λ) . Continuing we find with the help of a change of measure and the thinning properties that Θ(a; n, λ, µ, κ)
where in the penultimate equality e Φ(λ) and e p are independent of one another and of X.
To finish the proof recall from Lambert (2000) that n( > a) = W (a)/W (a) and from Avram et al. (2004) 
We may now note that
thus concluding the proof.
Lemma 4. For µ, κ ≥ 0,
Proof. This has already been established in (the proof of) Theorem 1 of Avram, Kyprianou and Pistorius (2004).
Lemma 5. For n = 1, 2, 3, ... and λ ≥ 0 we have
Proof. This result follows as a direct consequence of Corollary 2. Note in that case the term ν Λ(θ+qk) (a, ∞) is played by the role of
and Φ is a Laplace exponent of L −1 t (see Bertoin (1996) , Ch. VII.1). A little algebra is necessary on the right hand side of (5) to complete the proof.
Proof of Theorem 2
First we should note that the Spitzer-Doney condition implies that Φ(q) = q ρ L(q) where L is a slowly varying function at infinity; see Theorem VI.14 of Bertoin (1996) . Following this observation, the proof now mimics very closely the proof of Proposition 2 of Rivero (2003) at the heart of which is an application of Kashara's Tauberian Theorem (cf. Theorem 4.12 of Bingham et al. (1987) ). Essentially the arguments go though identically except in our case, it is now necessary to verify the following asymptotics
Note in the last equality we have used the fact that W (q) (x) = e Φ(q)x W Φ(q) (x) and that n Φ(q) ( > a) = W Φ(q) (a)/W Φ(q) (a). In fact even the proofs of (ii) and (iii) go through as in Rivero (2003) once we prove (i).
To this end, we recall from (8.15), (8.3) and the discussion below it in Chapter 8 of Kyprianou (2006) that for fixed a > 0,
It is now clear taking limits as q ↑ ∞ that ψ (Φ(q))W Φ(q) (a) → 1. Next note also with the help of equation (7.7) in Chapter 7 of Kyprianou (2006) that we also have that
where U Φ(q) is the potential measure associated with the descending ladder height process of X under the measure P Φ(q) . It follows from (6) that U Φ(q) has a density which satisfies on x > 0
where now {( L −1
t , H t ) : t ≥ 0} is the descending ladder process. Since Φ(q) is concave (cf. Section 5.5 of Kyprianou (2006)) and regularly varying with index ρ it follows that ψ is regularly varying with index ρ −1 − 1. From this we deduce that the the measure ψ (Φ(q))W Φ(q) (x)dx converges weakly to the zero measure as q ↑ ∞. Consequently, since W Φ(q) (x) is known to be continuous in both its arguments (cf. Section 8.3 of Kyprianou (2006)), we conclude that it also tends to zero in the limit as q ↑ ∞.
To conclude the proof of (i) and hence the proof of the theorem, simply recall that that
and take limits as q ↑ ∞.
Concluding remarks
We conclude this paper with some remarks on techniques and results pertaining to some special cases handled by other authors. In what follows we shall write for short Θ(x; n) in place of Θ(x; n, 0, 0, 0).
Special examples
There are few examples for which the scale function is known in explicit form (although Rogers (2000) and Surya (2006) have developed methods to numerically invert the Laplace transform (2)). One of them is the case that X is a Cramér-Lundberg process with exponentially distributed jumps. In that case, if c CL > 0 is the premium rate, λ CL > 0 is the rate of arrival of claims and µ CL is the parameter of the exponentially distributed claims, then it is known that
where k ± (q) = (µ CL + r ± (q))/(r + (q) − r − (q)) and
One may then develop the expression for Θ(x; n) given in Corollary 1 and see consistency with the expression given in (2.7) of Dickson and Waters (2004) . Note also that in this case the deficit at the time of ruin is exponentially distributed, independent of the time of ruin σ a and
with W (µ) given in (7) 
where in particular combinations of exponentials and mixtures of Erlangs are considered for the jump distribution in the classical Cramér-Lundberg model. One may in principle connect the current calculations to theirs, indeed working with any phase-type distribution F of the claim size in the Cramér-Lundberg model. That is, let
where T is a subintensity matrix of some killed finite-state Markov process, α is its initial probability vector and 1 denotes a column vector of ones. Then
where I is set of all roots j with negative real part (we assume that they are distinct) solving Cramér-Lundberg equation
with ψ(θ) = c CL θ + λ CL α(θI − T) −1 t − 1 where t = −T1; for details see Lemma 1 of Asmussen et al. (2004) and (13) of Kyprianou and Palmowski (2004) . We recall also that W (q) (x) = e Φ(q)x W Φ(q) (x). Using Lemma 1, the expression (9) and straightforward differentiation one should in principle be able to calculate (8) .
Another example is the case of an α-stable process where α ∈ (1, 2). In this case we may take ψ(θ) = θ α . It is known for this class of processes that the positivity parameter ρ = α −1 and that
where E α is the Mittag-Leffler function of index α:
for x ∈ R. Note that such stable processes do not fulfill the condition lim t↑∞ X t = ∞ but instead oscillate. This puts them within the context of Theorem 2 which now says that
as y ↑ ∞.
Integro-differential equations
In the case that X is the classical Cramér-Lundberg process with linear drift coefficient c CL and negative jumps arriving at rate λ CL > 0 having distribution function F , by conditioning on the first jump, Dickson and Waters (2004) show that Θ(x; n) solves the integro-differential equation
on (0, a) with boundary condition Θ (a−; n) = nΘ(a; n − 1) for n = 1, 2, 3, ... (see their Theorem 2.1 to make the connection with the above equation noting in particular that Θ(x; n) = 0 for x < 0). In the language of extended generators, (10) can be written more simply as (Γ − qn)Θ(x; n) = 0,
where Γ is the extended generator of X.
It is now interesting to note from the conclusion of Lemma 1 that, in the general case, up to a constant which depends on a, q and n we have that Θ(x; n) ∝ W (qn) (x). It is known (cf. Avram et al. (2004) ) that {e −qnt W (qn) (X t ) : t < τ − 0 } is a martingale and hence W (qn) is in the domain of the extended generator and it solves the generator equation (Γ − qn)W (qn) (x) = 0 on (0, ∞) (and in particular on (0, a)). Therefore, under such circumstances, it also follows that (11) holds. We also note that from the conclusion of Corollary 1 that
In fact Dickson and Waters (2004) consider equation (11) in the context of infinitesimal generator Γ for sufficiently smooth function Θ(x; n). 'Sufficiently smooth' here means that the aforementioned generator equation is mathematically well defined. Note that the fact that scale functions are not known to be necessarily smooth enough to use in conjunction with the infinitesimal generator of the associated Lévy process implies that the method of Dickson and Waters (2004) could not be easily be implemented for the general case considered here.
The case that q = 0
In Section 3 of Dickson and Waters (2004) it was noted that when q = 0, σa 0 e −qt dL t = L σa (i.e. the total dividends paid until ruin) is equal in distribution to a mixture of an atom at zero and an exponential distribution. Again we remark that their method of proof cannot be applied in the general Lévy process setting as it relies heavily on the fact that in the Cramér-Lundberg model the support of the local time measure dL when restricted to any finite time horizon consists of the union of a finite number of closed intervals.
None the less their result is still true even in the more general context here. Taking account of whether the process Y hits zero before exceeding level a we see that for
where the last equality follows by virtue of the fact that under P a , L σa = T a which, following the thinning property of Poisson point processes (i) is exponentially distributed. Finally recall that n( > a) = W (a)/W (a) so that in conclusion P x (L σa ∈ dz) = δ 0 (dz) 1 − W (x) W (a) + W (x)W (a) W (a) 2 e −zW (a)/W (a) dz.
The red period
Denoting by F x the distribution of the deficit Y σa −a under P x , one can also find the Laplace transform of so-called 'red period' r, that is the duration of the first negative surplus (see Dos Reis (1993) and Dickson and Dos Reis (1996) ). Indeed we have for s ≥ 0, 
