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Abstract: We give algorithms for designing near-optimal sparse controllers using policy
gradient with applications to control of systems corrupted by multiplicative noise, which is
increasingly important in emerging complex dynamical networks. Various regularization schemes
are examined and incorporated into the optimization by the use of gradient, subgradient, and
proximal gradient methods. Numerical experiments on a large networked system show that the
algorithms converge to performant sparse mean-square stabilizing controllers.
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1. INTRODUCTION
Emerging highly distributed networked dynamical sys-
tems, such as critical infrastructure for power, water, and
transportation, are high-dimensional and increasingly in-
strumented with new sensing, actuation, and communica-
tion technologies. A key problem is to design high perfor-
mance control architectures that limit the number of ac-
tuators, sensors, and actuator-sensor communication links
to reduce complexity and cost. Sparse control architectures
may be crucial for managing complexity in emerging com-
plex networks, but require solution of extremely difficult
mixed combinatorial-continuous optimization problems.
There is a variety of performance metrics and optimization
methodology for sparse control architecture design in the
recent literature. Examples include structural rank con-
ditions from Liu et al. (2011); Ruths and Ruths (2014);
Olshevsky (2014), controllability and observability Grami-
ans from Pasqualetti et al. (2014); Summers et al. (2016);
Tzoumas et al. (2016); Jadbabaie et al. (2018), and opti-
mal and robust control metrics from Hassibi et al. (1998);
Polyak et al. (2013); Jovanovic´ and Dhingra (2016); Sum-
mers (2016); Taha et al. (2019); Zare and Jovanovic´ (2018),
which are optimized via greedy algorithms, convex and
mixed-integer optimization, and randomization.
Here we develop methods for sparse optimal control design
in dynamical networks with multiplicative noise via policy
gradient algorithms with sparsity-inducing regularization.
Multiplicative noise arises in many networked systems
when the weights of edges connecting nodes are stochastic
in time. The noise is thus on the system parameters them-
selves and has a fundamentally different effect on the state
evolution than additive noise, and indeed can lead to dra-
matic robustness issues. Specifically, a noise-ignorant clas-
sical optimal linear-quadratic (LQ) controller may actually
destabilize a multiplicative noise system in the mean-
square sense, even if the system was open-loop mean-
square stable. Therefore noise-aware control is imperative
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to network performance and robustness. Moreover, the
policy gradient methods we propose here, which operate
directly on policy parameters, facilitate data-driven sparse
control design when the model is unknown, a topic we are
exploring in ongoing work.
In Section 2 we formulate the problem and discusses a pol-
icy gradient approach to optimal control design for linear-
quadratic systems with multiplicative noise. In Section
3 we propose several sparse control design methods for
sensor and actuator selection and communication network
design using gradient, subgradient, and proximal algo-
rithms. In Section 4 we present numerical experiments to
illustrate the results. Section 5 concludes.
2. PROBLEM FORMULATION
Consider the discrete-time linear quadratic regulator with
multiplicative noise (LQRm) optimal control problem
min
pi∈Π
J(pi) = E
∞∑
t=0
(xTt Qxt + u
T
t Rut),
s.t. xt+1 = (A+
p∑
i=1
δitAi)xt + (B +
q∑
j=1
γjtBj)ut
(1)
where xt ∈ Rn is the system state, ut ∈ Rm is the
control input, x0 is randomly distributed according to
P, expectation is with respect to x0, δit, γjt, and Q  0
and R  0. The dynamics incorporate multiplicative
noise terms modeled by the mutually independent and
i.i.d. (over time) zero-mean random variables δit and γjt,
which have variance αi and βj , respectively. The matrices
Ai ∈ Rn×n and Bi ∈ Rn×m specify how each noise term
affects the system dynamics and input matrices. The goal
is to determine an optimal closed-loop feedback policy pi
with ut = pi(xt). We assume that the problem data A, B,
αi, Ai, βj , and Bj are such that the optimal value of the
problem exists and is finite. Feasibility of this problem is
ensured if the system is mean-square stabilizable.
Definition 1. (Mean-square stability). The system in (1)
is stable in the mean-square sense if limt→∞E[xtxTt ] = 0
for any given initial covariance Ex0x
T
0 .
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We are ultimately interested in the problem
min
pi∈Π
J(pi) + γJreg(pi) (2)
where Jreg(pi) is a sparsity-promoting regularizer of the
policy pi and γ specifies the importance of sparsity. The
regularizer ideally would measure the number of actuators,
sensors, or actuator-sensor links, but for computational
tractability will be replaced by other functions defined
later. We begin by discussing the solution for γ = 0.
2.1 Optimal control via value iteration
Dynamic programming can be used to show that the
optimal policy is linear state feedback with ut = K
∗xt
where K∗ ∈ Rm×n and the resulting optimal cost for
a fixed initial state is quadratic with VK∗(x0) = x
T
0 Px0
where P ∈ Rn×n is a symmetric positive definite matrix.
When the model parameters are known, there are several
known ways to compute the optimal feedback gains and
corresponding optimal cost. The optimal cost is given by
the solution of the generalized algebraic Riccati equation
(ARE) (see, e.g., Damm (2004)).
P = Q+ATPA+
p∑
i=1
αiA
T
i PAi (3)
−ATPB(R+BTPB +
q∑
j=1
βjB
T
j PBj)
−1BTPA.
This can be solved via value iteration, and the optimal
gain matrix is
K∗ = −
(
R+BTPB +
q∑
j=1
βjB
T
j PBj
)−1
BTPA. (4)
2.2 Optimal control via policy gradient
For a fixed mean-square stabilizing linear state feedback
policy ut = Kxt, there exists a positive semidefinite cost
matrix PK which characterizes the cost by
J(K) = E
x0
xT0 PKx0 (5)
and is the solution to the generalized Lyapunov equation
PK = Q+K
TRK + (A+BK)TPK(A+BK)
+
p∑
i=1
αiA
T
i PKAi +
q∑
j=1
βjK
TBTj PKBjK. (6)
Furthermore, there exists a positive semidefinite infinite-
horizon aggregate state covariance matrix
ΣK = E
x0,δit,γi
∞∑
t=0
xtx
T
t
which is the solution to the generalized Lyapunov equation
ΣK = Σ0 + (A+BK)ΣK(A+BK)
T +
p∑
i=1
αiAiΣKA
T
i
+
q∑
j=1
βjBjKΣKK
TBTj , (7)
where Σ0 = E
x0
[
x0x
T
0
]
. Thus, we have
J(K) = Tr((Q+KTRK)ΣK) = Tr(PKΣ0). (8)
This leads to the idea of performing gradient descent on J
(i.e., policy gradient) to find the optimal gain matrix:
K ← K − η∇KJ(K), (9)
for a fixed step size η. In this work we consider only
the case where the model parameters are known, but the
methods presented are immediately usable in the model-
unknown case by estimating the gradient from trajectory
data. The policy gradient for linear state feedback policies
applied to the LQRm problem has the following form:
Lemma 2. The LQRm policy gradient is given by
∇KJ(K) (10)
= 2
[(
R+BTPKB +
q∑
j=1
βjB
T
j PKBj
)
K +BTPKA
]
ΣK .
The proof is omitted due to space constraints and can be
found in our technical report (see Gravell et al. (2019)).
2.3 Gradient domination
It was shown recently by Fazel et al. (2018) that although
the deterministic LQR cost is nonconvex, it is gradient
dominated, also known as the Polyak- Lojasiewicz inequal-
ity originally due to Polyak (1963). It is simple to show
that if a function has a Lipschitz continuous gradient and
satisfies this condition then performing gradient descent
with a sufficiently small constant step size will result in
asymptotic convergence to the optimal function value at
a linear rate (see Karimi et al. (2016)). For the LQRm
problem, so long as the initial controller is stabilizing the
LQRm cost is continuously differentiable over the sublevel
set associated with the initial controller and thus the
gradient possesses a local Lipschitz constant L on this
set. Identifying L and the gradient domination constant is
necessary for selection of a step size which is guaranteed to
give convergence using gradient descent. Quantifying these
constants is difficult but possible via lengthy chains of
matrix inequalities as demonstrated by Fazel et al. (2018).
These results extend readily to the LQRm problem with
relevant quantities pertaining to Lipschitz continuity of the
gradient and the gradient domination conditions modified
suitably to accommodate the multiplicative noise. In par-
ticular, the effect of the noise is to decrease the maximum
step size that can be taken using gradient descent. We now
state the relevant lemmas; the proofs are lengthy and can
be found in our technical report (see Gravell et al. (2019)).
Lemma 3. (Gradient domination). The LQRm cost J(K)
satisfies the gradient domination condition
J(K)− J(K∗) ≤ ‖ΣK∗‖
4σmin(R)σmin(Σ0)2
‖∇KJ(K)‖2F (11)
Lemma 4. (Gradient descent, convergence rate).
Using the policy gradient step update
K(k+1) = K(k) − η∇KJ(K(k)) (12)
with step size 0 < η ≤ cpg gives global convergence to the
optimal K∗ at a linear rate described by
J(K(k+1))− J(K∗)
J(K(k))− J(K∗) ≤ 1− η
σmin(R)σmin(Σ0)
2
‖ΣK∗‖ (13)
where cpg is a constant which is polynomial in the param-
eters A, B, Bj , Q, R, J(K
(0)).
3. SPARSE CONTROL DESIGN
Entrywise, row, and column sparsity in K correspond
to actuator-sensor communication, actuator, and sensor
sparsity respectively. With this in mind, we seek to solve
the optimization problem of finding the sparsest set of
entries, rows and/or columns of K that achieve some
prescribed level of performance in terms of the LQRm
cost. However this problem is a nonconvex combinatorial
problem which is NP-hard; the number of independent
problem instances which must be solved scales factorially
with n and/or m. We instead turn to regularization as a
heuristic to identifying good sparsity patterns.
3.1 Insufficiency of naive hard thresholding
The most na¨ıve method of inducing sparsity is hard thresh-
olding of the ARE solution as Kij = 0 if |Kij | < r. How-
ever, in general this is not useful since the resulting gains
may not be stabilizing. Consider the following example
system without multiplicative noise:
A =
[
0.4 0.9 −0.3
0.7 −0.3 −0.4
−0.2 0.1 −0.8
]
, B =
[
0.2 −0.6
−1.3 −1.6
−0.3 −1.5
]
,
P = N (0, I3), Q = I3, R = I2
where In is an n × n identity matrix. Imposing a hard
threshold of 0.4 on the ARE solution results in
K =
[
0.503931 −0.880322 0
0 0.614382 −0.677758
]
which gives a closed-loop state transition matrix A+BK
with an eigenvalue of 1.048223 outside the unit circle. By
contrast, by working with the regularized LQRm cost the
optimal gains are always guaranteed to be stabilizing; even
in the limit as the regularization weight →∞ the sparsity
increases until the sparsest stabilizing solution is obtained.
In practice, using a small step size helps ensure that each
iterate remains inside the domain of J(K).
3.2 Regularization
Certain types of regularization are well-known to be ca-
pable of inducing sparsity in the solutions to optimiza-
tion problems. Perhaps the most basic and well-known
is l1-norm regularization which operates on a vector of
decision variables; see Tibshirani (1996) for the seminal
LASSO problem for sparse least-squares model selection
and Hassibi et al. (1998) for sparse control design. In the
case of a convex objective, increasing the regularization
weight tends to increase sparsity by moving the global
minimum onto the coordinate axes. Once the regularized
problem has been solved, a sparsity pattern can easily
be identified from the (near-)zero entries. In the current
work we consider only the problem of identifying sparsity
patterns, however an additional “polishing” step which
involves re-solving the LQRm problem under the sparsity
pattern can be performed to further improve the LQRm
cost, as in Lin et al. (2013).
Entrywise sparsity is induced by the vector l1-norm
‖K‖1 =
m∑
i=1
n∑
j=1
|Kij |. (14)
Row and column sparsity are induced by using matrix row
and column norms respectively defined as
‖K‖r =
m∑
i=1
‖Kr,i‖∞, and ‖K‖c =
n∑
i=1
‖Kc,i‖∞, (15)
where ‖Kr,i‖∞ and ‖Kc,i‖∞ are the maximum absolute
values of the ith row and column respectively of K. Row
and column sparsity are also induced by the row and
column group LASSO
‖K‖glr =
m∑
i=1
‖Kr,i‖2, and ‖K‖glc =
n∑
i=1
‖Kc,i‖2, (16)
where ‖Kr,i‖∞ and ‖Kc,i‖∞ are the vector l2-norms of the
ith row and column respectively of K. Combined row and
column sparsity can be induced by the row and column
sparse group LASSO
‖K‖sglr = (1− µ)‖K‖1 + µ‖K‖glr (17)
‖K‖sglc = (1− µ)‖K‖1 + µ‖K‖glc (18)
or by various other weighted combinations of entrywise,
row, and column norms. We refer to ‖K‖M as a generic
nondifferentiable sparsity-inducing regularizer.
3.3 Stationary point characterization
Before proceeding, we must point out an important con-
sequence of regularizing the LQRm cost. The sum of a
convex function and a gradient dominated function is
not gradient dominated in general, and in fact can have
multiple local minima. For example, consider the scalar
function
f(x) = x2 + 4((x− 8)2 + 3 sin2(x− 8)) (19)
where x2 is strongly convex and 4((x− 8)2 + 3 sin2(x− 8))
is gradient dominated. But f(x) has two local minima at
x = 5.372 and x = 7.459 and therefore is not gradient
dominated.
As a result any local first-order search procedure, such as
those used by our algorithms, will not be guaranteed to
find the global minimum. We conjecture that for the regu-
larized LQRm problem there are at most two local minima,
one associated with the LQRm cost and one associated
with the regularization which tends to be more sparse. If
this is so then choosing the initial point carefully may help
the local search find the desired (sparser) local minimum.
For open-loop mean-square systems, this motivates using
zero gains as the initial condition. Likewise, in both the
open-loop mean-square stable and unstable cases, an effec-
tive heuristic is to use the solution to a highly regularized
problem instance to “warm start” another nearby problem
instance with reduced regularization weight.
3.4 Other step directions
Promising choices of step directions other than the gra-
dient ∇KJ(K) are the natural gradient ∇KJ(K)Σ−1K and
the Gauss-Newton step R−1K ∇KJ(K)Σ−1K as given by Fazel
et al. (2018). When γ = 0, these step directions give
faster convergence than the gradient step and in fact the
convergence proofs are much simpler than that for the gra-
dient step. Unfortunately, adding a regularizer makes these
steps more difficult to calculate; it is not simply the sum
of the gradient of the regularizer and the unregularized
natural gradient or Gauss-Newton step of the LQRm cost.
For this reason we restrict our attention to the standard
(sub)gradient directions.
3.5 Regularized policy subgradient descent
In order to use nondifferentiable regularizers we use sub-
gradient methods which take steps in the direction of sub-
gradients. It is known that using a constant step size gives
convergence to a bounded neighborhood of the optimum
and that a diminishing step size gives asymptotic, albeit
slow, convergence (see Nesterov (2013)). One immediate
issue is that subgradients are defined only for convex
functions; since the LQRm cost is nonconvex, subgradients
do not exist for the regularized LQRm cost. However
we simply use the gradient of the LQRm cost plus the
subgradient of the regularizer as the step direction. Thus
our subgradient descent update is
Algorithm 1. (Policy subgradient update).
K(k+1) = K(k) − η(∇KJ(K(k)) + γHK‖K(k)‖M )
Kbest = argmax {C(K(k+1)), C(Kbest)}
where C(K) = J(K) + γ‖K‖M and HK is a subgradient.
Another issue is that there is no guarantee of feasibility of
each next step; it is possible to take a step so large that
the next point is a mean-square unstable controller giving
infinite objective cost. It is not straightforward to obtain
restrictions on the step size to guarantee this feasibility.
Gradient descent does not suffer from this problem since
the gradient is guaranteed to be a true descent direction
so there is always a sufficiently small step size to give a
feasible next step. Nevertheless, in practice it is rare for a
sufficiently small subgradient step to be infeasible.
3.6 Proximal policy gradient
Proximal gradient methods have become a preferred way
to solve optimization problems of the form
min
x
f(x) + g(x)
where f(x) has a Lipschitz continuous gradient and g(x)
is convex and nondifferentiable, as is the case when g(x)
is a sparsity-inducing regularizer. The proximal gradient
method update is
x(k+1) = proxηg
(
x(k) − η∇f(x(k)))
where the proximity operator is defined as
proxηg(v) = argmin
x
{
g(x) + (1/(2η))‖x− v‖22
}
.
Much of the existing literature examines the case where
f(x) is convex, in which case gradient descent is guaran-
teed to converge. The proximal operator has closed-form
expressions for ‖K‖1 and ‖K‖glr called soft thresholding
and block soft thresholding (see Parikh et al. (2014)).
Thus to solve (2) we also use a proximal policy gradient
algorithm:
Algorithm 2. (Proximal policy gradient update).
K(k)s = K
(k) − η∆K(k)
K(k+1) = proxη‖K‖M
(
K(k)s
)
where ∆K(k) is a generic step direction.
A result from Hassan-Moghaddam and Jovanovic´ (2018)
guarantees convergence at a linear rate to the optimal
function value using the proximal gradient method on a
function satisfying a proximal gradient domination condi-
tion. This condition was shown to be equivalent by one
given by Karimi et al. (2016) and an inequality from
Kurdyka (1998). However, this condition is not guaranteed
to hold when f(x) is gradient dominated and g(x) is
convex; the full condition must be checked, which involves
interaction between f(x) and g(x). It is nontrivial to verify
that the condition is satisfied for the regularized LQRm
cost. Empirically it appears that the inequality may be
satisfied since the proximal gradient method converged to
solutions similar to those from our other two methods.
3.7 Regularized policy gradient descent
Another algorithm for solving (2) is gradient descent:
Algorithm 3. (Policy gradient update).
K(k+1) = K(k) − η∇K(J(K(k)) + γ‖K‖M )
Here we use differentiable Huber-type losses ‖K‖M,h,φ in
place of nondifferentiable regularizers, which replace linear
corners with quadratic tips for decision variable values
smaller than a specified threshold. Although the solutions
produced are not exactly sparse, in practice entries are
sufficiently close to zero to identify the sparsity pattern.
Furthermore, by iteratively decreasing the threshold the
solutions can be made arbitrarily close to truly sparse.
We define the Huber function of a scalar a as
hφ(a) =

|a| − 1
2
φ if |a| > φ
1
2φ
a2 if |a| ≤ φ
and the p-Huber function (like a p-norm) of a vector b as
hp,φ(b) =

‖b‖p − 1
2
φ if ‖b‖p > φ
1
2φ
‖b‖2p if ‖b‖p ≤ φ
We define the vector Huber loss as
‖K‖1,h,φ =
m∑
i=1
n∑
j=1
hφ(Kij)
the Huber row and column norms as
‖K‖r,h,φ =
m∑
i=1
h∞,φ(Kr,i), ‖K‖c,h,φ =
n∑
i=1
h∞,φ(Kc,i)
and the Huber row and column group LASSO as
‖K‖glr,h,φ =
m∑
i=1
h2,φ(K
r,i), ‖K‖glc,h,φ =
n∑
i=1
h2,φ(K
c,i)
Subgradients of two regularizers and the gradients of their
differentiable counterparts are given in Table 1.
Table 1. Regularizer (sub)gradients
‖K‖M HK‖K‖M ∇K‖K‖M,h,φ
‖K‖1,ij sgn(Kij) Kij/max(|Kij |, φ)
‖K‖r,i
glr
Kr,i/‖Kr,i‖2 Kr,i/max(‖Kr,i‖2, φ)
4. SIMULATION RESULTS
We considered an example system which represents dif-
fusion dynamics on a particular undirected Erdo˝s-Re´nyi
random graph. It is well known that if pER = (log n+c)/n
for constant c ∈ R, then limn→∞ P (G(n, p) connected) =
e−e
−c
so we chose n = 51, c = 7 and pER = 0.2144 and
with probability P = 0.999 obtained a connected graph
(see Bolloba´s and Be´la (2001)). The graph was selected
so that it was connected, which ensured controllability.
The first row and and column of the graph Laplacian were
removed in order to fix the system’s state reference to the
first node which removed the zero eigenvalue otherwise
present. The continuous time system was discretized using
a standard bilinear transform (Tustin’s approximation)
which preserves the open-loop mean stability of this sys-
tem. Two multiplicative noises act each on A and B whose
entries were drawn from a Gaussian distribution. The
multiplicative noise variances were set at two levels, low
and high, so that the system was open-loop mean-square
stable and unstable, respectively.
For the subgradient and proximal gradient methods, we
stopped iterating after the best iterate had been held
for 100 iterations. For the gradient method, we stopped
iterating when the Frobenius norm of the gradient of the
cost function fell below a small threshold value, 0.1 ×
card(K). We swept through a range of sparsity levels
by solving a problem with low γ then increasing γ and
resolving the problem using the previous solution as the
initial guess. The step size η was initialized at 10−5. For
the l1-norm and row group LASSO γ was initialized at
10 and 100 respectively. For each successive problem, the
regularization weight was multiplied by a ratio rγ =
√
2
and the step size was multiplied by rη = r
− 4√2
γ . To
determine sparsity patterns we considered a value to be
sparse if it was less than 5% than the max value in K.
For the l1-norm the sparsity values were the absolute
values of the entries. For the row group lasso norm the
sparsity values were the the values are the l2-norms of
the rows and columns respectively. Sparsity patterns are
presented in Figs. 1 and 2 with white cells representing
near-zero entries. The LQRm costs given in Figs. 3 and 4
are for the sparse gains without any polishing step applied,
which otherwise could significantly reduce the cost. We
give the total “wall-clock” computation time in Fig. 4
to capture the aggregate computational expense of each
algorithm. The main computational expense came from
evaluating the LQRm gradient at each iteration, which
required solving a generalized discrete Lyapunov equation.
As seen in Fig. 4, the first iteration had the longest com-
pute time since successive iterations benefited from favor-
able initial conditions from warm-starting. The compute
time increased as the regularization weight was increased
and a larger number of smaller steps were required to
accommodate the increasing gradient magnitude.
From our empirical studies, the three methods presented
all gave very similar results with similar efficacy; arbi-
trarily entrywise and row sparse mean-square stabilizing
solutions were obtained for the low noise setting after a
reasonable amount of computation time. Similarly, very
sparse solutions for the high noise setting were obtained.
(a) 75.5% sparsity, γ=10 (b) 94.3% sparsity, γ=320
Fig. 1. Sparsity patterns for low noise, subgradient descent
on the l1-norm regularized LQRm cost.
(a) 18% sparsity, γ=400 (b) 94% sparsity, γ=18102
Fig. 2. Sparsity patterns for low noise, subgradient descent
on the row group LASSO regularized LQRm cost.
(a) Low noise setting (b) High noise setting
Fig. 3. LQRm cost vs. sparsity with l1-norm regularization.
Python code which implements the algorithms and gener-
ates the figures reported in this work can be found in the
GitHub repository at https://github.com/TSummersLab/
polgrad-multinoise/.
The code was run on a desktop PC with a quad-core Intel
i7 6700K 4.0GHz CPU, 16GB RAM.
5. CONCLUDING REMARKS
We developed three policy gradient algorithms for solving
the sparse gain design problem for networked dynamical
systems with multiplicative noise. We showed that the
regularized LQR cost does not necessarily have a unique
(a) LQRm cost vs. sparsity (b) Wall clock time vs. γ
Fig. 4. Algorithm comparisons for the low noise setting
with row group LASSO regularization.
local minimum, hampering efforts to guarantee global con-
vergence of the algorithms. Nevertheless, efficacy of the
algorithms is demonstrated empirically via computational
simulations. Through various regularization functions we
identified sparsity patterns for near-optimal actuator, sen-
sor, and actuator-sensor link removal. This paves the way
for data-driven control design in the model-free setting for
such systems.
Future work will attempt to prove unique local minimiza-
tion of the regularized LQR cost or provide a set of restric-
tions under which such a condition holds. A salient issue
with policy gradient methods relates to scalability; for
large systems the gradient calculation is computationally
expensive. Hence we will explore low-rank approximations
of the gradient and consequent effects on convergence. We
will also extend this work to the unknown-model setting
and explore alternative model-based learning schemes.
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