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Time series estimation techniques are usually employed in biomedical research to derive variables less
accessible from a set of related and more accessible variables. These techniques are traditionally built
from systems modeling approaches including simulation, blind decovolution, and state estimation. In this
work, we deﬁne target time series (TTS) and its related time series (RTS) as the output and input of a time
series estimation process, respectively. We then propose a novel data mining framework for time series
estimation when TTS and RTS represent different sets of observed variables from the same dynamic sys-
tem. This is made possible by mining a database of instances of TTS, its simultaneously recorded RTS, and
the input/output dynamic models between them. The key mining strategy is to formulate a mapping
function for each TTS–RTS pair in the database that translates a feature vector extracted from RTS to
the dissimilarity between true TTS and its estimate from the dynamic model associated with the same
TTS–RTS pair. At run time, a feature vector is extracted from an inquiry RTS and supplied to the mapping
function associated with each TTS–RTS pair to calculate a dissimilarity measure. An optimal TTS–RTS pair
is then selected by analyzing these dissimilarity measures. The associated input/output model of the
selected TTS–RTS pair is then used to simulate the TTS given the inquiry RTS as an input. An exemplary
implementation was built to address a biomedical problem of noninvasive intracranial pressure assess-
ment. The performance of the proposed method was superior to that of a simple training-free approach of
ﬁnding the optimal TTS–RTS pair by a conventional similarity-based search on RTS features.
 2009 Elsevier Inc. All rights reserved.1. Introduction and problem motivation
Time series are ubiquitous in many ﬁelds including biomedical
informatics [1–6]. This data modality has recently attracted great
attention from data mining research community. Time series min-
ing problems that have been addressed include clustering [7,8],
segmentation [9], motif mining [10,11], anomaly detection [12],
similarity search [13], and temporal association rule extraction
[14,15]. In the present work, a different time series mining prob-
lem and a framework for approaching it are presented.
The present work is interested in the problem of time series
estimation where one uses a set of known time series to derive an-
other set of time series. Such an effort is needed because the mea-
surement process is either more expensive or more invasive for the
later time series. Such use cases are abundant in biomedical appli-
cations. For example, estimating central aortic blood pressure from
peripheral arterial blood pressure signals is a prototypical applica-
tion [16–18]. More recently, the problem of realizing noninvasive
intracranial pressure (ICP) assessment by estimating it fromll rights reserved.
pengxu@mednet.ucla.edu (P.
mednet.ucla.edu (S. Asgari),arterial blood pressure (ABP) and cerebral blood ﬂow velocity
(CBFV) [19] represents yet another scenario in practice.
To facilitate our discussion in sequel, we deﬁne a target time
series (TTS) and related time series (RTS) as the output and input
of a time series estimation process, respectively. Understandably,
an estimation algorithm can work only if it can exploit certain
association between TTS and RTS. Traditionally, solutions to time
series estimation problems are largely built from systems ap-
proach, which deal with three different types of association be-
tween TTS and RTS.
In the ﬁrst scenario, a RTS can be related to its TTS by being an
input signal to a dynamic system where the TTS is an observed var-
iable. Therefore, a system simulation approach can be used to esti-
mate TTS if the system can be adequately modeled. For example,
generalized transfer function (TF) was adopted in [16] to derive
an average transfer function from radial blood pressure to aorta
blood pressure from a group of patients. This TF was then applied
to individual patient’s radial blood pressure to derive aorta pres-
sure. Apparently, this approach treats the RTS (radial pressure) as
an input to the system that generates the TTS (aorta pressure)
and then identiﬁes the system from a group of patients so that
the TTS can be readily obtained by a forward system simulation.
In the second scenario, a TTS is an input signal to a dynamic
system from which the RTS is measured. Blind decovolution is
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gory. For example, a blind decovolution approach was recently
proposed [18] for estimating aorta pressure (TTS) from blood pres-
sure signals from multiple peripheral sites (RTS). The combination
of modeling the system and estimating the unknown model input
makes it a more difﬁcult task. However, this approach has a desir-
able feature that it individualizes model based on each patient’s
data offering a better solution than the generalized TF [17].
The third possibility is that the RTS could be a different set of
observed variables from the same dynamic system where the
DTS is measured. A combination of state estimators similar to the
Kalman-ﬁlter and continuous-time dynamic modeling offers a
solution to this problem [19]. In this paradigm, estimation of TTS
is feasible because internal state variables in the model are often
interconnected with various feedforward and feedback loops and
thus dynamics of one system variable contains information to de-
rive temporal evolution of another. This model-based approach is
attractive in terms of model individualization and real-time imple-
mentation to track non-stationary systems. However, handling
uncertainty in modeling a complex system and parameterizing
the model are very challenging.
As an alternative for solving the time series estimation problem
of the third category, we propose a new framework that integrates
systems approaches with a case-based reasoning paradigm, which
is one of the popular data mining techniques. This new approach
was motivated by our prior work in studying the noninvasive ICP
assessment problem [20]. We realize that this framework is not
only useful for the speciﬁc noninvasive ICP problem. Therefore,
the purpose of the present work is to present this framework in
more general terms for a larger audience in biomedical informatics.
Central to this approach is a database of TTS–RTS pairs, from which
simulation models of TTS using RTS can be derived from each en-
try. Then the key idea is to ﬁnd, for each new instance of RTS,
the optimal TTS simulation model from the database by utilizing
a feature vector extracted from RTS only. The present work will
compare two different means of utilizing this RTS feature vector
to search database for appropriate TTS simulation models. One
simple direct approach involves searching RTS vectors in the data-
base that are similar to the querying RTS feature. It will be com-
pared with a more complex approach that requires training a set
of mapping functions to process a RTS feature vector to ﬁrst obtainTTS-RTS 
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Fig. 1. Training diagram for an arbitrary kth of the proposed data mining based time serie
time series. TTS and RTS that are simultaneously measured are grouped into a database
function for the kth database entry. This process will be repeated for each database entindicators of model optimality. These illustrations will be based on
the problem of noninvasive ICP assessment and a database con-
taining signals from 23 brain injury and hydrocephalus patients
will be used.2. Methods
2.1. Introduction of the framework
The proposed framework deals with a time series database hav-
ing N entries, each of which is composed of a TTS and a set of re-
lated RTS. All time series associated with a database entry should
be sampled simultaneously but length of different database entries
need not be strictly equal. The framework can be logically sepa-
rated into an ofﬂine learning and an online simulation process,
respectively. Shown in Fig. 1 is the block diagram of the training
process for an arbitrary ðkthÞ database entry. The objective of train-
ing is to associate with each database entry a mapping function.
Thus, the process shown in Fig. 1 will be repeated for N times to
complete the training. This mapping function takes an RTS feature
vector as input and outputs a dissimilarity measure that predicts
howwell the input/output model built from this entry will perform
in estimating TTS from the RTS whose feature is the input to the
mapping function. As illustrated in the simulation diagram in
Fig. 2, the simulation process involves using the mapping functions
determined in the training process and query engine to select
appropriate database entries so that the associated input/output
models can be used to predict TTS with the knowledge of RTS.2.1.1. Common blocks
The RTS analysis block in both diagrams represents the process
of extracting a feature vector from RTS, whose length is usually
much smaller than the length of RTS. An appropriate RTS feature
should capture the intrinsic properties of the system from which
both TTS and RTS originate because it can then provide information
for locating the optimal model, which models the original system
the best, in the database. Having a RTS feature able to characterize
the intrinsic properties of the underlying dynamic system is the
main reason why this proposed approach is primarily designedsimilarity
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s estimation framework. TTS stands for target time series and RTS stands for related
entry. The training process shown here represents the one for obtaining a mapping
ry for a complete database training.
Model Simulation
Query Engine RTS Analysis
Mapping Function 
of Each Database 
Entry
Retrieve kth
TTS-RTS Pair
Model 
Identification
RTS            TTS
RTS 
Feature 
Estimated TTSTTS-RTS
RTS
Dissimilarity  
measures
Fig. 2. Simulation diagram of the proposed data mining based time series estimation framework. The mapping function shown in the block diagram is to be obtained from the
training process shown in Fig. 1.
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as discussed further in Section 4.1.
The model identiﬁcation block encapsulates the process that
builds a model from a given set of input-output time series [21].
This is a well studied topic in control engineering and in classic
time series analysis using parametric models. In this case, the out-
put data will be the TTS and the input data will be the RTS or its
subset. It can be seen that each database entry will be associated
with such an input/output model. Choices of appropriate model
identiﬁcation methods are independent from the rest of the blocks
in the framework. Hence, ﬂexibility has been introduced into the
framework by this modular arrangement.
An RTS is used as input to an input/output model for obtaining
its corresponding TTS. This is essentially a model simulation pro-
cess as represented by the model simulation block.
2.1.2. Training blocks
Errors exist between the measured TTS and its simulation from
an input/output model. This error is quantiﬁed in the process rep-
resented by the dissimilarity calculation block. It is often the case
that a TTS is a composite of different components, each of which
may be of different time scales. It will be thus advantageous to esti-
mate each component individually. Therefore, different deﬁnitions
of dissimilarity may be needed.
The key idea of this framework is to determine the most appro-
priate database entries that should be used for each instance of
inquiring RTS to predict the TTS. This is equivalent to ﬁnding data-
base entries whose input/output model can achieve minimal dis-
similarity for a RTS. This is handled by associating a mapping
function with each database entry to provide an estimate of how
well the input/output model derived from this database entry
would perform for a given RTS. This mapping function takes the
RTS feature as the input and then outputs an estimate of the dis-
similarity that would result from using the input/output model
associated with the mapping function to predict the TTS. As an
example, a linear mapping function can be formulated as the
following
e ¼ f Tb ð1Þ
where e is a scalar variable representing dissimilarity of certain
form, f is a d 1 RTS feature vector and b is a d 1 coefﬁcientDissimilarity
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Fig. 3. An illustration of the dissimilarity matrix that is needed for training the mapping f
ith entry of this column is the dissimilarity between the ith TTS and its estimate from tvector. After the training process (mapping function training), each
database entry would be associated with a b vector. To estimate b
from the training data for an arbitrary kth entry, the dissimilarity
measures between all TTS in the database and their estimates from
the input/output model associated the kth entry should be calcu-
lated and let it be denoted as ek. Meanwhile, the RTS features of
all database entries should be calculated as well and let them be or-
ganized into a matrix denoted as F where the ith row is the RTS fea-
ture of the ith database entry. Then the b vector for the kth entry can
be estimated as b^ ¼ ðFTFÞ1FTek. For more complex applications, it
can be expected that other advanced forms of mapping function is
needed where corresponding training algorithms should be applied.
To do what is described above for all entries in the training pro-
cess requires a dissimilarity matrix. The composition of this matrix
for a hypothetic N-entry database is shown in Fig. 3 where the kth
database entry is associated with a N-dimension column vector
that is composed of the dissimilarity measures between each of
N TTS and their simulated counterparts from using the input/out-
put model associated with the kth database entry.
It also follows from the above discussion that the ﬂexibility of
having different dissimilarity can be readily handled by associating
multiple mapping functions with a database entry, each of which is
based on a different deﬁnition of dissimilarity.2.1.3. Simulation blocks
Simulation in this framework occurs at the online stage when
RTS are used to predict TTS. The central problem to solve at this
stage is to determine the optimal set of database entries whose
associated input/output models are to be used to predict TTS for
the inquiry RTS. After the training process presented above is com-
pleted, each entry in the database is associated with a mapping
function that provides an indicator of how well its associated in-
put/output model would perform for predicting the TTS using
RTS. Therefore, the simulation starts by having the RTS feature
evaluated by each of these N mapping functions. Then, the query
engine is used to process the N dissimilarity measures thus ob-
tained. A straightforward query algorithm would be to select the
entry having the smallest dissimilarity. It, however, will be shown
later that statistical information of the mapping function output
such as its variance can be explored to build a statistical query
engine. Matrix 
Entry #N 
e(1,N) 
e(2,N) 
. 
. 
. 
……
e(N,N) 
unctions. The kth database entry is associated with the kth column of the matrix. The
he input/output model associated with the kth database entry.
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tionality as well as its interactions with others, we will introduce
the problem of noninvasive intracranial pressure assessment
establishing a context, under which an exemplary implementation
of the proposed framework can be described. More details about
this speciﬁc problem can refer to our previous publication [20].
2.2. Challenge of noninvasive intracranial pressure assessment
ICP is the hydraulic pressure existent in the cerebrospinal ﬂuid
(CSF) circulatory system and brain tissues. It is an important phys-
iological variable that needs to be continuously monitored for
managing and treating brain injury patients. The only clinically ac-
cepted way of assessing ICP needs surgical procedures to gain ac-
cess to the intracranial compartment. As such, this highly
invasive procedure is only justiﬁed for patients in the critical con-
ditions because of the proven beneﬁts of outcome improvement
associated with the invasive ICP monitoring. Nevertheless, there
are many other situations where an assessment of ICP, or even a
monitoring, is desirable but an invasive procedure is inappropriate.
Some of examples of these situations may include: management of
fulminant hepatic failure (FHF) and liver transplant patients where
ICP monitoring allows a speciﬁc therapy to control intracranial
hypertension but is especially risky for patients with the defect
of clotting blood; management of pregnant women with pre-
eclampsia (high blood pressure during pregnancy). Furthermore,
even in a neurosurgical setting, noninvasive ICP is highly desirable
in follow-up assessment of hydrocephalous patients with im-
planted shunts.
To motivate the adoption of a data mining approach for nonin-
vasive ICP assessment, it is necessary to brieﬂy review, from the
point of view of mutual inﬂuence between ICP and other hemody-
namic signals, the pathophysiology of the dynamic systems that
are responsible for the generation of these physiological signals.
Within the data mining framework mentioned above, ICP is appar-
ently a TTS. To be able to estimate ICP noninvasively, a set of RTS
has to be found that is related to the ICP and can be noninvasively
measured. Such a set of RTS may include cerebral blood ﬂow veloc-
ity (CBFV) that can be measured using the Transcranial Doppler
Ultrasound (TCD) and systemic arterial blood pressure that can
be measured using tonometric devices. Feed-forward effect from
arterial blood pressure (ABP) and CBFV to ICP exists because one
of the driving forces of pulsatile CSF ﬂow is the brain motion and
displacement caused by the pulsatile cerebral blood volumetric
changes as documented by dynamic MR imaging studies. Intramu-
ral pressures of cerebral arteries and cerebral perfusion pressure
are directly inﬂuenced by ICP. Consequently, to maintain adequate
perfusion for the brain, radii of cerebral arteries are actively auto-
regulated in response to ICP changes. Therefore, an association be-
tween ICP change and the relation between ABP and CBFV dynam-
ics exists justifying the adoption of ABP and CBFV as a set of RTS.
2.3. An exemplary implementation of the mining framework
2.3.1. Construction of database
The present implementation of the proposed framework relies
on a database containing data from 9 hydrocephalus patients and
14 brain injury patients. Each hydrocephalus patient had a
5–25 min long recording of ABP, ICP and CBFV. Some brain injury
patients had multiple recordings of ABP, ICP and CBFV performed
on different days. Hence, the total number of recordings is 34. CBFV
was obtained at the right middle cerebral artery, ipsilateral to the
ICP measurement location, with ultrasonography transducers ﬁxed
to a headband to prevent motion artifacts. ABP was measured
through radial arterial-lines while ICP was measured using ventric-
ular catheter connected to an external strain gauge for the braininjury patients. For hydrocephalus patients, a noninvasive tono-
metric ABP device (Colin Medical Instruments Corp, Model 7000)
was used to measure ABP at the radial artery and ICP was inva-
sively measured using the Codman intraparenchymal pressure
monitor. Recordings from brain injury patients and from hydro-
cephalus patients were performed using two different IRB ap-
proved consents signed by either the patients or their next-of-kin.
All three signals were obtained in analog form from the corre-
sponding monitoring devices and were then simultaneously sam-
pled at 400 Hz using the Powerlab data acquisition system. Each
recording was broken into short segments of 100 heart beats long,
each of which is saved as an database entry after down-sampled to
75 Hz. The total number of database entries is 446.
2.3.2. RTS analysis module
Based on previous physiological studies of CBF autoregulation,
ICP’s effect on the transfer function between ABP and CBFV is
mostly reﬂected in slow (less than heart rate) ﬂuctuations in these
time series. Hence, we chose to derive an RTS feature using time
series of CBFV and ABP that were derived from their beat-to-beat
mean values. Particularly, to extract the slow wave component,
beat-to-beat average of corresponding signals was ﬁrst extracted
and re-sampled, using a cubic spline, at 2 Hz. Each beat was delin-
eated using ABP waveform and the results were visually checked.
To extract an RTS feature, a linear autoregressive model with exog-
enous input (ARX) was ﬁtted to the output/input pair of CBFV/ABP
and the resultant model coefﬁcients used as feature. A linear dy-
namic system has been considered adequate for modeling the in-
put/output relationship between slow waves of ABP and CBFV
[22]. Model orders were determined as the median of optimal
model orders found for all signal entries. Minimum description
length (MDL) criterion was adopted for determining optimal order
for each entry.
2.3.3. Model identiﬁcation
A stable deterministic linear dynamic model was used to repre-
sent the input/output relationship between ABP, CBFV and ICP. Its
identiﬁcation was conducted using the subspace identiﬁcation
method [23]. This algorithm is able to identify, given input/output
data, the following state-space model
xnþ1 ¼ Axn þ Bun þwn
yn ¼ Cxn þ Dun þ vn ð2Þ
with
E
wp
vp
 
wk vkð Þ
 
¼ Q S
ST R
 
dpk ð3Þ
where A; B; C, and D are system matrices to be identiﬁed, yn is the
model output at time n, i.e, ICP, and un is the model input including
ABP and CBFV. wn and vn are zero-mean, stationary Gaussian white
noise series, hence dpk ¼ 0 if p–k. They are termed state noise and
observation noise, respectively. Q and R are covariance matrices of
state noise and observation noise, respectively. S is the covariance
matrix between state and observation noise. Three major variants
of subspace system identiﬁcation methods of the above system ex-
ist that include Multivariable Output-Error State Space (MOSEP)
[24], Canonical Variate Analysis (CVA) [25], and Numerical algo-
rithms for Subspace State Space System Identiﬁcation (N4SID)
[23]. The implementation of the subspace algorithm in the System
Identiﬁcation Toolbox found in Matlab 7.0 was used in the present
work. This implementation contains automatic procedures of
selecting the prediction horizon based on Akaike information crite-
rion (AIC), selecting either MOSEP or CVA algorithm, and determin-
ing model dimension based on SVD. Details of this implementation
can be found in the text book [21].
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We used the following dissimilarity deﬁnition in the present
work
e ¼ 1 corrðyðNÞ; y^ðNÞÞ ð4Þ
e lies in the range [0,2]. corrðx; yÞ is the operator for calculating the
zero-lag cross correlation coefﬁcient between x and y. The adoption
of this metric emphasizes matching of the correlation between non-
invasive and invasive ICP thus the noninvasive ICP as assessed in
this way may be appropriately used for monitoring the trend of ICP.
To calculate e, it was found advantageous to derive normalized
ICP using normalized ABP and CBFV in both model identiﬁcation
and simulation phase. Thus yðNÞ stands for the normalized ICP
and y^ðNÞ its estimate. The normalization of a signal x was carried
out as
xðNÞ ¼ x x
x
ð5Þ2.3.5. Mapping function
A linear function was adopted to predict dissimilarity given a
query RTS feature vector. Let the mapping function and the RTS
feature associated with the kth database entry represented by vec-
tors bk and fk, respectively. Then an estimate of dissimilarity using
f i and the mapping function associated with the kth database entry
is that
e^i;k ¼ fTi bk ð6Þ
Given the training data set, which contains ei;k and f i with
i ¼ 1; . . . ; N, application of a linear least squares estimation results
in an estimate of bk as
b^k ¼ FTF
 1
FTek ð7Þ
where N is the total number of training records in estimating the
mapping function and F is a N  d data matrix, the ith row of which
is fTi . ek is the kth column of ei;k. Standard linear regression theory
tells that the covariance of the vector b^k is
Vk ¼ FTF
 1
r2 ð8Þ
where r2 is the variance of the observational noise present in ei,
which is usually assumed to be white Gaussian noise. This assump-
tion leads to the result that b^k is normally distributed with its mean
being the unknown bk and its covariance matrix being Vk. It will
be shown that a statistical query can be designed based on this
result.
2.4. Query database
An RTS feature is used to query the database by using the map-
ping function associated with each database entry. Based on map-
ping function outputs ek; k ¼ 1; . . . ; N, a decision has to be made
with regard to which entry is to be returned in response to the
query. In this example, we used a statistical decision maker that
incorporates the uncertainties in the estimated b^k. Hence, the out-
put of a mapping function ek ¼ fTqb^k for a query RTS vector ðfqÞ is
also a normal random variable with its mean being the true map-
ping function output fTqbi and its variance being f
T
qVifq. Further-
more, we assume that outputs from different mapping functions
are independent. This leads to the conclusion that the variable
e^i  e^j; i–j is also normally distributed with fTqðbi  bjÞ being its
mean and fTqVifq þ fTqVjfq being its variance. With this result, the
standard z value for testing the difference between e^i and e^j can
be computed aszi;j ¼ e^i  e^jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
fTqVifq þ fTqVjfq
q ð9Þ
To proceed, a score will be assigned to e^i as the number of positive
hypothesis tests that e^i is smaller than e^j; j ¼ 1; . . . ; N using zi;j. Con-
sequently, the entry that achieves the maximal score will be
selected.
2.5. Comparison with a similarity-based approach
The training process including the generation of the dissimilar-
ity matrix depicted in Fig. 3 and the estimation of mapping func-
tions is computationally intensive when dealing with database
with large number of entries. To justify the inclusion of a training
process, it is meaningful to investigate if there is any performance
gain as compared to a training-free approach that would just run a
similarity search using RTS feature and select the TTS–RTS pair
whose RTS feature is the closest one to that of the inquiry RTS. This
approach represents a very popular method in time series data
mining. For the purpose of the present work, a brute-force ap-
proach was used to return the entry with the smallest Euclidean
distance between its RTS feature and the query RTS feature vectors.
3. Results
3.1. Assessment of input/output modeling
Fig. 4 displays the histogram of the ﬁtness values of 446 input/
output models. Let y represent the normalized ICP and y^ its estima-
tion from using the identiﬁed model by the subspace algorithm.
The ﬁtness is calculated according to 1 kyy^kkyyk
 
. It can be observed
that the linear state-space model is adequate for modeling the sys-
tem that generates ICP from ABP and CBFV because majority of en-
tries(>96%) have a ﬁtness value greater than 0.33. As assessed from
plot D in the ﬁgure, the ﬁtness value in this scale corresponds to an
adequate ﬁt between normalized ICP and its model simulated ver-
sion (see Fig. 5).
3.2. Assessment of averaged transfer function
As mentioned in Introduction, the approach of generalized
transfer function may be a solution for the time series estimation
problem. For each identiﬁed input/output linear state-space model,
we derived its transfer function and the averaged transfer function
per recording. Fig. 6 displays the modulus of the transfer functions
between normalized ABP and ICP for database entries from four
recordings and their associated group averaged version. Despite
transfer functions shown in panels A and B may be considered as
having similar shape, ones shown in panels C and D have quite dif-
ferent shape. Hence, intra-recording transfer functions between
normalized ABP and ICP did not always show good generalizability.
Fig. 7 shows the average transfer function modulus of 34 record-
ings and their average one indicating that the inter-recording gen-
eralization of transfer functions is even less possible.
3.3. Assessment of the data mining approach
Assessment of the data mining approach was done using the
leave-one-out cross-validation. TTS of each of 446 database entries
was estimated after excluding the corresponding TTS–RTS pairs
that belong to the same recording from both training and query
process. The result comparing the mapping-function based and
the similarity search based approach is shown in Fig. 8 where panel
A shows e for each database entry that resulted from using the
mapping-function based approach, panel B shows the result from
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Fig. 4. Histogram of the ﬁtness values of linear state-space models identiﬁed for each database entry. The ﬁtness values range from 0 to 100 with 100 indicating that the
model ﬁts the data perfectly.
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Fig. 5. Four overlaid plots of normalized ICP and its estimate from the linear state-space model that show different ﬁtness values. It can be observed that a model with a
ﬁtness value about 30% produces reasonable ﬁtting to the data.
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between A and B. The average dissimilarity is 0:32 0:28 for the
data mining approach and 0:48 0:35 for the similarity search
method. Panel C clearly shows that majority of the entries have a
negative difference indicating the superiority of the mapping-func-
tion based approach. This is further conﬁrmed by a paired t-test of
the dissimilarity shows that the former is signiﬁcantly smaller than
the later (p value 0.05).
Five examples of normalized ICP and its estimate are shown in
Figs. 9 and 10 for the mapping function approach and for the sim-
ilarity search approach, respectively. These ﬁve examples were se-
lected to represent ﬁve percentiles of the dissimilarity measures
for all the 446 database entries so that a broad assessment of the
performance can be achieved. Rendered from the top to the bottom
panels, these ﬁve percentiles are 10%, 25%, 50%, 75%, and 90%. The
numerical values of the dissimilarity at these ﬁve percentile levels
are also provided in Table 1 for both methods. It can be seen from
these ﬁgures that 75% of database entries, when used as a testentry, achieved an adequate estimate of normalized ICP if the map-
ping function approach is used. On the other hand, approximate
50% of entries may be considered as having adequate estimate
for the similarity-based search.4. Discussion
4.1. Time series estimation through data mining
Time series estimation is traditionally a topic in systems sci-
ence. This new data mining based solution integrates system iden-
tiﬁcation approaches with a case-based reasoning paradigm. Its
‘‘systems” ﬂavor is reﬂected in parametric input/output model
identiﬁcation and simulation while its ‘‘data mining” ﬂavor is
embodied in its case-based reasoning scaffold and components of
RTS feature extraction, mapping function training, and database
query.
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Fig. 6. Four overlaid plots of modulus of transfer functions between normalized ABP and ICP. In each plot, gray lines correspond to individual transfer functions identiﬁed for
database entries from the same recording while the black line corresponds to the averaged transfer function per each recording. (A) and (B) Show recordings with small
variability in terms of the shape of transfer function modulus while (C) and (D) display two recordings with large intra-recording variability.
196 X. Hu et al. / Journal of Biomedical Informatics 43 (2010) 190–199Association between RTS and TTS can be categorized into three
types: (1) RTS is an input signal to the dynamic system that gener-
ates TTS; (2) TTS is an input signal to the dynamic system that gen-
erates RTS; (3) RTS and TTS are both generated by a dynamic
system. Given this categorization, the proposed method will be
the most useful for the third scenario where set of RTS contains
at least one variable that shares the same dynamics origin as that
of the TTS. Such an association will theoretically guarantee that
those RTS features, which characterize the intrinsic properties of
the system, can identify the most appropriate model from the data-
base for simulating TTS. On the other hand, if RTS is just an input
signal to the dynamic system, the RTS feature will not carry infor-
mation about the system and hence the reasoning based on the RTS
feature will not be applicable to the ﬁrst scenario. If RTS is the out-
put of dynamic system driven by the TTS, the RTS feature vector
does carry some information pertinent to the dynamic system.
However, it may not be adequate to uniquely recover the source
signal without additional assumptions as required by most existing
solutions to the blind source identiﬁcation problem.
Based on the above discussion, RTS feature extraction may ben-
eﬁt from time series analysis methods originating from the ﬁeld of
nonlinear dynamic analysis [26,27] because they have the poten-
tial of extracting invariant properties of a dynamic system, e.g.,
correlation dimension. Using these properties as part of a RTS fea-
ture would facilitate locating from the database the optimal model
of the dynamic system responsible for generating RTS and TTS.Due to its case-based reasoning paradigm, the success of the
proposed approach largely depends on the quality of the database.
Database entries in the system have to be representative of a di-
verse portfolio of underlying dynamic systems and yet have mini-
mal redundancy. Since one will never be sure if the database is
complete, it becomes important to recognize when a query RTS
cannot ﬁnd a match. This can be handled in the proposed approach
by checking the output of the mapping functions because they give
an estimate of the dissimilarity for the estimate of TTS. Therefore,
one could reject an estimate of TTS because of its projected low
quality. In summary, a high quality database is a key to successful
application of our method and the mapping function is a critical
component for accurately querying the database as well as for pro-
viding an indicator of the quality of the estimate. Improving map-
ping function is thus further discussed in the context of
noninvasive ICP estimation in next section.
The proposed method is a complex system by itself and there-
fore its implementation is non-trivial. We offer here a general con-
sideration for implementing it for real-time operation. The
implementation of the proposed method can be logically separated
into a training and a running phase. For the training phase, one is
concerned with constructing database, deriving RTS feature, con-
ducting system identiﬁcation, and training mapping functions.
Based on our experience in developing the noninvasive ICP assess-
ment technique, this process is most likely to be lengthy and com-
putationally demanding because cross-validation experiments
0 0.5 1 1.5
−2
−1
0
1
2
3
4
5
Freq (Hz)
Lo
g 
M
od
ul
us
 o
f T
F
Average TF of population
Individual TF
Average TF
Fig. 7. Overlaid plots of average transfer function modulus of 34 recordings and
their group average.
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RTS feature/mapping function to use. Once the system is trained,
development of a running system will be less involved in terms
of algorithms because all the components required for online run-
ning should have already been developed in the training phase.
However, a new issue of interfacing with data sources needs to
be addressed at this phase. The data sources, in usual cases, will
be medical devices used to measure RTS signals.
We have only discussed the situation where RTS and TTS are
simultaneously acquired with a uniform sampling interval. As0 50 100 150 200
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Fig. 8. Comparison of the mapping function method and the similarity search based met
function approach. (B) Shows e for the similarity search based method. (C) Shows the
indicative of superiority of the mapping function approach.such, physiological signals can be processed as they are but addi-
tional interpolation and re-sampling may be needed for time series
that are not sampled at same instant and/or at a non-uniform time
interval. It is also impossible to apply this method to process time
series data, e.g., sequential library test results, from existing elec-
tronic health record systems (EHR) because the sampling rates of
these time series are too low to recover the full course of dynamics
sparsely embedded in these time series.
In the next section, we discuss our ongoing implementation of
this approach for the noninvasive ICP assessment project. Given
the general nature of the proposed framework, the implementation
of each block can be conveniently tailored to particular
applications.4.2. Noninvasive ICP assessment
In this implementation, RTS for the noninvasive ICP assessment
contains ABP and CBFV. The former is an input signal to the cou-
pled cerebral blood ﬂow and cerebrospinal ﬂuid circulatory sys-
tems where both CBFV and ICP are measured. This makes the
proposed data mining approach a suitable solution. One could have
adopted the generalized transfer function approach if indeed the
transfer function between ABP and ICP has small inter-individual
variability. However, this seems not the case based on the results
presented in Fig. 7 where we showed the large variations existed
among the different recordings, some of which were even from a
same individual recorded on different days.
As mentioned before, the implementation for training the pro-
posed method is a lengthy process. Our implementation for the
noninvasive ICP assessment is still at this phase with several inves-
tigations being done in parallel.
We are actively enrolling patients in this study. To achieve max-
imal diversity of the database, we intend to include all patients
with ABP, CBFV, and the target signal (ICP) measurement. The
two major patient populations include brain injury and adult
hydrocephalus patients, similar to what has been studied in the
present work. Each recording is typically 20 min long, which will
be further broken into shorter segments that are 100-beats long.250 300 350 400 450
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Fig. 9. Five overlaid plots of normalized ICP and its estimate that represent ﬁve different percentiles of dissimilarity measure pooled from all 446 database entries. Estimate is
obtained using the mapping function approach. From the top panel to the bottom panel, these ﬁve percentiles include 10%, 20%, 50%, 75%, and 90%. It can be observed that 75%
of entries can be considered having achieved an adequate estimate.
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198 X. Hu et al. / Journal of Biomedical Informatics 43 (2010) 190–199We are also investigating the method of signal segmentation so
that one can ensure that a database entry is from a stationary por-
tion of the recording for modeling it with a linear model.The work presented here can be considered as a snapshot of this
ongoing implementation process. Consequently, only a 23-patient
database has been involved and hence cautions have to be taken
Table 1
List of dissimilarity measures at ﬁve percentiles obtained by the similarity search
based approach and by the data mining approach.
10% 25% 50% 75% 90%
Similarity search 0.117 0.232 0.416 0.725 1.089
Data mining 0.078 0.139 0.256 0.472 0.824
X. Hu et al. / Journal of Biomedical Informatics 43 (2010) 190–199 199when interpreting the results obtained so far. However, this study
does help answer some design questions. The notable one concerns
the decision to adopt a mapping function instead of a straightfor-
ward similarity-based query. Training mapping functions is time
consuming but has been shown to be necessary for achieving good
performance.
One of the ongoing investigations concerns using more ad-
vanced forms of mapping function [28]. A global linear function
was adopted in the present work. It has limited capacity to repre-
sent a complex mapping between a RTS feature and a dissimilarity
measure. We therefore expect that a more complex and versatile
form of mapping function is needed to cope with increasing num-
ber and heterogeneity of the signal database. Possible choices in-
clude neural nets, support vector machines, local linear fuzzy
model, regression trees, and other machine learning techniques.
We also anticipate that the adoption of nonlinear mapping func-
tion will also demand a new way of estimating the variance of
the estimated dissimilarity because no analytical solution gener-
ally exists for calculating variance of a nonlinear estimate. Finally,
we also realize that the adoption of nonlinear mapping function in-
creases signiﬁcantly the demand of computational resources be-
cause the training of a nonlinear mapping function is usually an
iterative process and consumes a lot more time. Combining this
with exhaustive cross-validation further escalates the computa-
tional cost. The solution we are pursuing is to leverage the intrinsic
parallel structure of the system, i.e., the training of the mapping
function for a database entry is independent from the training pro-
cess for the rest of database entries. Therefore, the parallelization
of mapping function training is feasible and necessary.5. Conclusions
We presented a general time series mining framework to con-
duct estimation of unobservable time series from their related time
series. This problem has not received much attention as compared
to existing time series mining topics. It can be treated as a problem
of searching for time series estimation models. To demonstrate this
framework in action, an exemplary implementation of the frame-
work was shown to estimate invasive intracranial pressure using
cerebral blood ﬂow velocity and arterial blood pressure. This data
mining based approach is demonstrated to be superior to a
straightforward similarity-based database search. This result sug-
gests that it is important to adopt a training process to establish
a mapping function to locate appropriate database entries for con-
structing time series estimation model.Acknowledgment
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