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Abstract 
 
The automatic extraction of statistically relevant expressions of any language from raw 
(non-annotated) corpora is a very useful task, specially when it may be used for the study of 
data  from  old  texts,  given  the  unavailability  of  informants,  the  large  amount  of  graphic 
variants  found  in  that  kind  of  texts  and  the  scarcity  of  annotated  texts.  Furthermore, 
statistically  based  extraction  of  complex  lexical  units  and  relevant  expressions  from 
non-annotated corpora proves to be more precise and less expensive than usual methods that 
require the search of syntactic patterns from annotated corpus. Moreover, it is also interesting 
for linguistic, historical, cultural and literary studies. 
 
From the computational  point of view, the extraction of those expressions  enables the 
necessary means for incorporating complex lexical units in specialised lexica, which is also 
very useful for the development of the Natural Language Processing (NLP). 
 
This paper presents a study of the relevant expressions taken from a Medieval Portuguese 
corpus using a statistical method based on three main tools: The LocalMaxs algorithm, a 
statistical measure and the Fair Dispersion Point Normalisation concept. In order to assess 
our results we have tested several statistical measures, namely Specific Mutual Information 
(SI) (Church K.; K. Hanks (1990)), SCP (Silva J.F.; G.P. Lopes (1999)), Dice coefficient 
(Dice  L. (1945)), Loglike coefficient  (Dunning  T.  (1993)), and  
2 coefficient (Gale W.A.; 
K.W. Church (1991)). We have compared the statistically relevant expressions extracted by 
these measures and evaluated the results and their relevance both for NLP and other domains 
of research, namely Linguistics, History, Cultural and Literary Studies. It should be stressed 
that  the  LocalMaxs  algorithm  and  the  Fair  Dispersion  Point  Normalisation  enabled 
approximately  20%  improvement  of  precision  obtained,  except  for  the  Dice  and  Loglike 
measures.  
 
1.  Introduction 
 
The possibility of extracting automatically the multi-word units (MWUs)/relevant expressions 
of  a  language  from  corpora  is  very  useful  for  the  preparation  of  indices,  glossaries, 
terminologies, and dictionaries. Computational extraction of relevant multi-word lexical units 
(MWUs) from specialised corpora is an important task nowadays. As a matter of fact most of 
those units such as compound nouns (Zimbabwean minister of foreign affairs, bacalhau à 
braz -a portuguese dish-, World Trade Centre), frozen forms (en toda guisa -in any case for 
Medieval Portuguese-, plus ou moins, raining cats and dogs), compound verbs (entrar em 
vigor -to come into force), compound prepositions (a partir de -after, since), etc., are not 
available in current dictionaries. And so, its automatic extraction from corpora will enable a Silva J.F., Lopes G.P., Xavier M.F., Vicente G. 
incorporation in NLP
1 specialised lexica, leading to parsers more effective and efficient
2. As 
the proposed process is language independent
3, its application to large corpora will also be 
helpful for the construction of specialised terminologies, for  refining information retrieval 
searches, enhancing precision, recall and the naturalness of the resulting interaction of those 
search engines, and for many other applications.  
 
This research seeks, ultimately, to provide better tools for collecting data in an economic 
and  precise  way,  which  will  additionally  be  useful  for  linguistic,  historical,  cultural  and 
literary studies
4. Those tools are particularly interesting for the study of data from old texts, 
given the unavailability of informants, on one hand, and the great amount of graphic variants 
found in the texts, on the other hand. 
 
2. The statistical method for extraction of relevant expressions 
 
We have used three tools (Silva J.F.; G.P. Lopes (1999)) that work together in order to 
extract relevant expressions multi-word lexical units (MWUs):  
-The LocalMaxs algorithm 
-The Symmetric Conditional Probability (SCP) statistical measure 
-The Fair Dispersion Point Normalisation  
 
Before explaining the LocalMaxs algorithm, we need to define a n-gram as any string of 
words in a corpus
5. For example: the word "President" is a 1-gram; the string "President of" is 
a 2-gram or bigram; the string "President of the Republic" is a 4-gram. Furthermore, we say 
that a n-gram is a hole-free or uninterrupted n-gram if every physical position of the n-gram is 
occupied  by  just  one  possible  word,  i.e.,  within  a  hole-free  n-gram  there  is  no  physical 
position  corresponding to a "hole" that might be occupied by any word of a set of two or 
more different words. 
 
LocalMaxs works based on the idea that each n-gram has a kind of "glue" sticking the 
words together within the n-gram. Different n-grams usually have different  "glues". As a 
matter  of  fact  one  can  intuitively  accept  that  there  is  a  strong  "glue"  within  the  n-gram 
(Giscard, d'Estaing) i.e. between the words Giscard and d'Estaing. On the other hand, one 
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2If a parser uses a lexicon that includes the noun Zimbabwean minister of foreign affairs, when it faces 
text where this unit appears, it will be more precise and quicker than it would be if it would act on a 
word-by-word basis. 
3 Our approach has been used for extracting relevant multiword lexical units from: the PGR corpus, 
which is used for enabling an easier access to the information of the opinions of the Portuguese 
General Attorney (http://coluna.di.fct.unl.pt/~pgrd); from the Lusa corpus –information obtained in 
the  framework  of  the  CORPUS  project  (Ref.  PLUS/C/LIN/805/93, 
http://kholosso.di.fct.unl.pt/~di/projectos.phtml?it=CENTRIA&ref=corpus);  from  the  Crónica  Geral 
de Espanha, reported in this paper; from a small (10000 words) Brazilian corpus of newspaper news 
on several subject matters; from the corpora in English, French and German corresponding to part of 
the European Parliament Multilingual Corpora (Silva J.F.; G.P. Lopes (1999b)).   
4  See  Xavier  M.F.;  M.L.  Crispim;  G.  Vicente  (1999).  This  project  is  funded  by 
PRAXIS/2/2.1/CSH/778/95:  "Corpora  de  Português  Medieval,  Etiquetagem  e  Segmentação 
Automática", Universidade Nova de Lisboa, FCSH/FCT. 
5 We use the notation (w1wn) or w1wn  to refer the n-gram  of length n.   Relevant Expressions in Large Corpora 
can not say that there is a strong "glue" for the 2-grams (or, uninterrupted) or (of, two). So, let 
us assume we have a function g(.)
6 that measures the "glue" of each n-gram.   
 
2.1 The LocalMaxs algorithm 
 
LocalMaxs is an algorithm that works with a corpus as input and produces multi-word 
units from that corpus. In the context of LocalMaxs, we define: 
An antecedent (in size) of the hole-free n-gram w1,w2wn, ant((w1wn)), is a  hole-free 
sub-n-gram of the n-gram w1wn, with size n -1. i. e., the (n-1)-gram w1wn-1 or w2wn. 
A  successor  (in  size)  of  the  hole-free  n-gram  w1,w2wn,  succ(M),  is  a  hole-free 
(n+1)-gram N such that M  is an  ant(N). i. e., succ(M) contains the n-gram M and extra 
word before (on the left) or after (on the right) M.  
-Let W  be a hole-free n-gram; we say that  W is a  MWU  if
7:  (2.1) 
g(W)   g(ant(W))   g(W)  g(succ(W)) ant(W),succ(W)   (if W's size  3)   
g(W)  g(succ(W))       succ(W)       (if W's size  2)   
where g(.) is  a function that measures the "glue" of each  n-gram.  
 
2.2. The Symmetrical Conditional Probability (SCP) measure 
 
Let us consider the bigram x,y. We say that the "glue" value of the bigram x,y measured by 
SCP(.) is:                     
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where p(x,y), p(x) and p(y) are the probabilities of occurrence of the bigram x,y and unigrams 
x and y in the corpus; p(x|y) stands for the probability of occurrence of x in the first (left) 
position of a bigram given y in the second (right) position of the same bigram. Similarly 
p(y|x) stands for the probability of occurrence of y in the second (right) position of a bigram 
given x in the first (left) position of the same bigram. 
 
2.3. The Fair Dispersion Point Normalisation 
 
Considering the denominator of the equation 2.2 we can see the left part of the bigram (x) 
and the right part of the same bigram (y). The Fair Dispersion Point Normalisation or simply 
Fair Dispersion "transforms" any n-gram of any size in a "pseudo-bigram" and reflects the 
"glue" between each two adjacent words of the whole original n-gram. Thus, applying the 
Fair Dispersion Point Normalisation to SCP(.) in order to measure the "glue" of the n-gram  
w1wn, we substitute the denominator of the equation 2.2 by:         
   
                                                            
6  We will write g(W) for the g(.) value of the generic n-gram W, and g((w1wn)) for the g(.) value of 
the n-gram  w1wn once we  want to keep g(.) as a one-argument function. In this paper ―glue‖ 
function will be instantiated by different ―glue‖ measures, namely SCP(.), Dice coefficient, loglike 
coefficient,  etc.,  that  will  be  one-argument  functions  too,  so  we  can  write  for  example  SCP(W), 
SCP((w1,w2,w3)), SCP((w1wn)), etc.  
7Since a MWU must be a relevant n-gram, the LocalMaxs does not produce MWUs with just one 
occurrence  in  the  corpus.  This  criterion  was  applied  just  because  it  reduces  drastically  the 
processing time mainly in large corpora. Silva J.F., Lopes G.P., Xavier M.F., Vicente G. 
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In SCP_f(.) we have added "_f" for "fair" (from Fair Dispersion) to SCP(.). 
 
As it is  shown in  (Silva J.F.;  G.P.  Lopes  (1999)) and  (Dias  G.; Guilloré S.;  G.P.  Lopes 
(1999)), the Fair Dispersion Point Normalisation concept can be applied to other statistical 
measures in order to obtain a "fair" measure of the association / "glue" of any n-gram of size 
greater than 2.  
Our approach’s originality lies  on the fact  that the  LocalMaxs  algorithm  and the  Fair 
Dispersion  Point  Normalisation  enable  us  to  dispense  with  the  need  for  arbitrary  or 
empirically  motivated  thresholds.  This  two  innovations  enable  the  improvement  of  the 
precision  of  the  statistical  measures:  SCP,  
2  coefficient,  Dice  coefficient,  SI,  Loglike 
 
coefficient  and  Mutual  Expectation  (Dias  G.;  Guilloré  S.;  G.P.  Lopes  (1999)).  The  SCP 
measure presented quite good results in comparison with other statistical measures, for the 
case of extracting relevant expressions from texts in French, English and German (Silva J.F.; 
G.P. Lopes (1999b)).    
 
3. Results and evaluation   
 
We have worked with a corpus of 377,724 words of a Medieval Portuguese text (CGE)
8. In 
order to extract relevant expressions, we had to choose a statistical measure to work with the 
LocalMaxs  algorithm.  Several  measures  were  tested  with  the  Fair  Dispersion
9 included: 
Specific Mutual Information (SI) (Church K.; K. Hanks (1990)), SCP (Silva J.F.; G.P. Lopes 
(1999)), Dice coefficient (Dice L. (1945)), Loglike coefficient (Dunning T. (1993)), and 
2 
coefficient (Gale W.A.; K.W. Church (1991)).  
 
3.1. The linguistic point of view 
 
We consider to be linguistically relevant any n-gram of two or more words if either it 
forms a lexical unit or a syntactic phrase. However, as far as our goals are concerned, not all 
syntactic  phrases  are  considered  to  be  relevant  expressions  because  we  are  focussing  on 
historical  linguistic  objects,  namely:  proper  names,  such  as:  Sanctas  Scripturas  (Sacred 
Scripture), Jhesu  Cristo,  Ruy Diaz  dos Cameiros,  etc.;  compound  names, ex:  conde dom 
Garcia Fernandez (count dom Garcia Fernandez), rei de Saragoça (king of Saragoça), etc.; 
compound verbs ex: convem a saber (it is good to know), servir a Deus (to serve God), etc.; 
                                                            
8 Crónica Geral de Espanha 
9As a matter of fact, any n-gram can be divided in a left and a right part choosing any point between 
two adjacent words within the n-gram. In this way, one can measure the "glue" using some usual 
statistical measure without the Fair Dispersion, but the results are relatively poor. The enhancements 
obtained  in  Precision  and  Recall  when  the  Fair  Dispersion  Point  Normalisation  is  introduced  in 
several statistical measures are shown in (Silva J.F.; G. P. Lopes (1999)).   Relevant Expressions in Large Corpora 
frozen forms, ex: en toda guisa (in any case), segundo se conta (according with what is said), 
etc. and other n-grams having relative high occurrence and strong "glue" between the words 
of the n-gram, ex: tanta e tan boa (so much and so good), andou tanto per suas jornadas 
(walked and walked), tomou Sevilha aos mouros (have conquested Sevilha from moors), 
aqui he de saber (this must be known)
10, etc.  
Looking at the compound proper names extracted we find sequences of two to six words in 
succession on the way to built the longest one: 
 
Reymo~ de Barcellona    Garcia Fernandez  
conde de Barcellona      Garcia Fernandez de Castella 
conde do~ Reymo~      conde do~ Garcia Fernandez 
conde do~ Reymo~ de Barcellona  conde dom Garcia Fernandez 
conde dom Reymo~ de Barcellona  conde dom Garcia Fernandez de Castella 
 
We also find several groups corresponding to different variants. For instance:  
 
a a a~ ~ ~n n no o o    d d da a a    e e e~ ~ ~c c ca a ar r rn n na a aç ç ço o o~ ~ ~                   
 a~no da e~carnaço~ do Nosso 
 a~no da e~carnaçom do Nosso 
 a~no da e~carnaçom do Nosso Senhor Jhesu 
 
a a a~ ~ ~n n no o o    d d da a a    e e en n nc c ca a ar r rn n na a aç ç ço o on n n    
     a a a~ ~ ~n n no o o    d d da a a    e e en n nc c ca a ar r rn n na a aç ç ço o on n n    d d de e e    N N No o os s ss s so o o    
     a a a~ ~ ~n n no o o    d d da a a    e e en n nc c ca a ar r rn n na a aç ç ço o on n n    d d do o o    N N No o os s ss s so o o    
 a~no da encarnaçon do Nosso Senhor Jhesu 
 
anno da encarnaçom 
 anno da encarnaçom de Nosso 
 anno da encarnaçom do Nosso 
 anno da encarnaçom do Nosso Senhor Jhesu 
   
In the longest sequences, however, the word Cristo is not included. This word comes up as 
part of another set of relevant expressions:  
 
e e en n nc c ca a ar r rn n na a aç ç ço o o~ ~ ~    d d de e e    Nosso Senhor Jhesu Cristo 
e e en n nc c ca a ar r rn n na a aç ç ço o o~ ~ ~    d d do o o    Nosso Senhor Jhesu Cristo 
encarnaçon de Nosso Senhor Jhesu Cristo 
encarnaçon do Nosso Senhor Jhesu Cristo 
 
                                                            
10 The expression "this must be known" is a free translation that may not capture the meaning of the 
Medieval Portuguese expression "aqui he de saber", but if it is read in the context of the several places 
of the corpus (3 times), we understand that it is a frozen form.  
 Silva J.F., Lopes G.P., Xavier M.F., Vicente G. 
Another important fact is that the extraction of different sets of relevant expressions allows 
the reconstruction of extremely long and interesting multi-word units, for instance:  
andava o a~no da encarnaçom de Nosso Senhor Jhesu Cristo em mil e quatro annos 
The comparison  of the  five lists of relevant  expressions  extracted from the CGE with 
different  statistical measures groups them in two: three lists of group A (SCP_f(.) with 5451 
MWUs; SI_f(.) with 3633 MWUs and 
2_f(.) with 5626 MWUs) and two lists of group B 
(Dice f(.) with 9746 MWUs and LogLike _f(.) with 12826 MWUs). These two groups present 
both qualitative and quantitative differences (see the scores on table 2 in 3.2). Proportionally, 
the lists of group A contain more expressions which are lexically relevant and less that are not 
relevant than those contained in the lists of group B. To illustrate the qualitative differences 
we have chosen examples from one list of each group which show that the shorter lists (group 
A) have more relevant expressions and less irrelevant ones than the longer lists (group B): 
 
       list of group A     list of group B  
co~ve~ a saber            - 
  co~vem a saber    co~vem a saber 
  conve~ a saber           - 
convem a saber     convem a saber 
[convem a saber]     [convem a saber] 
    [dom] Mudarra Gonçallvez          - 
 
This  sample  shows  that  in  the  lists  of  group  A  we  can  find  more  qualitative  relevant 
expressions than in the lists of group B, which are longer. In fact, the lists of group B include 
not only much more statistically relevant expressions which are not lexically relevant than 
those of group A, because many of them  are composed of two or three words among which 
one or two are not content words, but function words included in sets which are irrelevant for 
compound word formation. For instances, we find sequences without content words formed 
by an Art(icle) and a P(reposition), or a contraction of P+Art, or a Negation particle: os da, os 
de, os do, os no~, and we also find sequencies of Art — (P/C(onjunction)):  o ryo, o rio de, o 
mar e.  
The last three examples have a simple content word: o ryo, o rio de,  o mar e but they are 
neither interesting as lexical units, nor as syntactic constituents. Only the first of these - o ryo 
- is a phrase, but simple phrases like this are not very interesting as far as our goals are 
concerned, because they can be automatically identified by other means. 
Comparing the number of occurrences for two sequences in the list of each group, namely, 
the noun phrase constituted by Art N and the sequence Art —P/C, we get the following: 
 
list of group A     list of group B 
 
Art  N     15        30 
Art —P/C      0        79 
 Relevant Expressions in Large Corpora 
We verify that the values of the first sequence - Art  N - correspond, proportionally, to the 
difference  in  size  of  the  lists  considered:  list  of  group  A  (SCP  with  5451  extracted 
expressions) and list of group B (Dice with 9746 extracted expressions).  
However, it is interesting to see that the second sequence  Art —P/C considered to be 
linguistically  irrelevant  has  no  expression  in  the  list  of    the  first  group,  which  is  in 
concordance with the results from the computational evaluation presented on table 2 in 3.2. 
 
3.2. The computational point of view 
 
The LocalMaxs algorithm extracts n-grams which are potential relevant expressions 
following the criteria defined in section 3.1. 
  
The data 
 
From the corpus of 377,724 words (CGE) we counted the following distinct n-grams:  
 
Table 1 - distribution of the distinct n-grams in GCE corpus 
 
1-grams  2-grams  3-grams  4-grams  5-grams  6-grams  7-grams  8-grams  Total 
21473  125384  250999  323220  354934  367853  373135  375216 2192214 
 
The results 
 
Table 2 contains scores for these statistical measures working with the Fair Dispersion Point 
Normalisation  and  the  LocalMaxs  algorithm.  According  to  table  1  and  the  algorithm 
definition (2.1), we have obtained MWUs from 2-grams to 7-grams. 
 
Table 2 -the scores for the statistics-based measures 
 
Statistics-based 
measure: g(.)= 
Precision
11 
(average) 
 Extracted 
expressions 
(count) 
SCP_f(.)  73.00%  5451 
SI_f(.)  71.00%  3633 

2_f(.)  68.00%  5626 
Dice_f(.)  60.00%  9746 
LogLike_f(.)  57.00%  12826 
 
                                                            
11For each statistical measure, Precision was calculated taking hundreds of random samples from the 
universe of the expressions extracted by the LocalMax algorithm, so we can consider those random 
samples as representative of the  each universe. Silva J.F., Lopes G.P., Xavier M.F., Vicente G. 
The  Precision  column  means  the  average  percentage  of  correct  relevant  expressions 
obtained. It is not possible to determine the exact number of the relevant expressions in the 
corpus, so we can measure how close to that number is the number of extracted expressions 
obtained  by  each  statistical  measure  (Recall).  As  a  matter  of  fact  we  are  not  facing  the 
problem  of  counting  very  well  defined  objects  such  as  nouns  or  verbs  of  a  corpus,  but 
counting relevant expressions. So, the column Extracted expressions (count), which gives the 
number of relevant expressions extracted by the considered measure, works as an indirect 
measure of Recall. (Remind that we have discarded every "relevant expression" that occurred 
just once).    
 
Discussion 
 
As we can see from table 2, SCP_f(.) measure gets the best Precision and a good value for 
Extracted  expressions  (count).  By  using  the  LocalMaxs  algorithm  with  any  of  the 
statistic-based measures SCP_f(.),  SI_f(.) or 
2_f(.), a closer Precision is obtained. However 
SI_f(.)  has  lower  score  for  Extracted  expressions  (count).  Dice_f(.)  and  mainly  the 
Loglike_f(.) measure showed not to be very selective. These last two measures extract many 
expressions  (high  values  for  Extracted  expressions),  but  many  of  them  are  not  relevant, 
having just high occurrence, ex: dar ao (to give to the), dos outros (of the others), etc.          
 
4. Conclusions 
 
Extracting relevant expressions from corpora by statistical methods is efficient. Through the 
LocalMaxs  algorithm  working  with  the  SCP  measure  and  the  Fair  Dispersion  Point 
Normalisation, good results were obtained for Precision and a significant number of relevant 
expressions were extracted from the corpus  -over 5,000 in a 377,724 words corpus. This 
method can be used to help us identifying lexical units even when one is not familiar with the 
language, since this statistical method is independent of the corpus language. It can be useful 
to decide if a group of words is a frozen form or not. In the case of Medieval Portuguese, it 
will be helpful to understand the evolution of the Portuguese language, since we could get the 
relevant expressions without a long time study of the corpus text.  
From a linguistic perspective, although the results reported in this paper and obtained by 
extracting  statistically  relevant  expressions,  are  not  completely  satisfatory,  they  already 
constitute an important contribution to save human effort to identify complex lexical units and 
they can be used as an important complement for other tools. Moreover, this method can be 
improved. But it requires additional research.  
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