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Abstract
Selecting between competing statistical models is a challenging
problem especially when the competing models are non-nested. In
this paper we offer a simple solution by devising an algorithm which
combines MCMC and importance sampling to obtain computationally
efficient estimates of the marginal likelihood which can then be used
to compare the models. The algorithm is successfully applied to lon-
gitudinal epidemic and time series data sets and shown to outperform
existing methods for computing the marginal likelihood.
Keywords: Epidemics; marginal likelihood; model evidence; model selec-
tion; time series.
1 Introduction
The central pillar of Bayesian statistics is Bayes’ Theorem. That is, given
a parameteric model M with parameters θ = (θ1, . . . , θd) and data x =
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(x1, x2, . . . , xn), the joint distribution of (θ,x) satisfies
π(θ|x)π(x) = π(x|θ)π(θ). (1)
The four terms in (1) are the posterior distribution (π(θ|x)), the marginal
likelihood (π(x)), the likelihood (π(x|θ)) and the prior distribution (π(θ)).
The terms on the right hand side of (1) are usually easier to derive than those
on the left hand side. The statistician has considerable control over the prior
distribution and this can be chosen pragmatically to reflect prior beliefs and
to be mathematically tractable. For many statistical problems the likelihood
can easily be derived. However, the quantity of primary interest is usually
the posterior distribution. Rearranging (1) it is straightforward to obtain an
expression for π(θ|x) so long as the marginal likelihood can be computed.
This involves computing
π(x) =
∫
π(x|θ)π(θ)dθ (2)
which is only possible for a relatively small set of simple models.
A key solution to being unable to obtain an analytical expression for the
posterior distribution is to obtain samples from the posterior distribution
using Markov chain Monte Carlo (MCMC), [21], [14]. A major strength of
MCMC is that it circumvents the need to compute π(x) and this has led
to its widespread use in Bayesian statistics over the last 25 years. How-
ever, for model comparison and other purposes we might be interested in
π(x). For example, the computation of Bayes Factors, [16], require the
marginal likelihoods for the competing models. In [5] a simple rewriting of
(1) was exploited to obtain estimates of the marginal likelihood using out-
put from a Gibbs sampler. This has been extended in [6] and [4] to general
Metropolis-Hastings algorithm. It should be noted that model comparison
using reversible jump (RJ)MCMC, [13] is possible for a range of models and
again avoids the computation of the marginal likelihood. RJMCMC works
well for nested models where it is straightforward to define a good transition
rule for models with different parameters. Using RJMCMC becomes harder
when data augmentation is required within the MCMC algorithm so that
the dimension of the parameters (and augmented data) becomes large, es-
pecially where the data augmentation required for the different models have
a different structure. An example of this is the comparison between INAR
models [23] and Poisson regression models [7] for low count time series data
in Section 4. Our failure to devise a suitable reversible jump schema between
these two models provided the motivation for the current work.
The remainder of the paper is structured as follows. In Section 2 we moti-
vate and outline the estimation procedure devised in this paper. The esti-
mation procedure involves three stages: estimation of π(θ|x) using MCMC;
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approximating π(θ|x) by q(θ), the probability density function of a para-
metric distribution; and finally the estimation of π(x) using importance
samples from q(θ). We note that the three stages can be incorporated into
a single automatic algorithm. We also discuss briefly the properties of the
estimator of π(x). In Section 3 we apply the methodology to an epidemic
example, for the transmission of Streptococcus pneumoniae [20]. We com-
pare the performance of the algorithm developed in Section 2 with three
alternative methods for computing the marginal likelihood; Chib’s method
[5], power posteriors method [11] and the harmonic mean [24]. The new
algorithm is shown to significantly outperform the alternative methods and
to produce tighter Bayes Factor estimates than those obtained using RJM-
CMC for comparing competing models. In Section 4 we use the algorithm
to choose between competing models where as noted above, RJMCMC is no
longer a practical solution. Finally in Section 5 we briefly discuss extensions
and limitations of the algorithm.
2 Algorithm for computing the marginal likelihood
In this Section we provide the motivation and generic framework for com-
puting the marginal likelihood (model evidence). The details of how this is
implemented are problem specific and are thus postponed to Sections 3 and
4.
The first observation is that we can rewrite (2) as
π(x) =
∫
θ
π(x|θ)π(θ)
q(θ)
q(θ) dθ, (3)
where q(θ) denotes a d-dimensional probability density function. We assume
that if π(θ) > 0 then q(θ) > 0. Then an unbiased estimator, Pˆq of π(x) is
obtained by sampling θ1,θ2, . . . ,θN from q(θ) and setting
Pˆq =
1
N
N∑
i=1
π(x|θi)π(θi)
q(θi)
. (4)
Thus Pˆq is an importance sampled estimate of π(x) and the effectiveness of
the estimator given by (4) depends upon the variability of π(x|θ1)π(θ1)/q(θ1).
The optimal choice of q(·) is q(θ) = π(θ|x) since then for any N ≥ 1, by
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(1),
Pˆq =
1
N
N∑
i=1
π(x|θi) π(θi)
π(θi|x)
=
1
N
N∑
i=1
π(θi|x)π(x)
π(θi|x)
=
1
N
N∑
i=1
π(x) = π(x). (5)
However, if we know π(θ|x) then there is no need to estimate π(x) but the
above is useful, in that, it tells us that we should choose q(θ) to approximate
π(θ|x) as closely as possible.
The above calculations raise the important question of how do we get a rea-
sonable approximation to π(θ|x)? The solution proposed in this paper is to
use MCMC to obtain samples from π(θ|x) and then to use the samples to
construct an approximating sampling distribution q(θ). For most statistical
models the likelihood times the prior is unimodal for sufficiently large n.
In these circumstances for large n, the posterior distribution of θ is almost
always approximately Gaussian with mean θˆ, the posterior mode, and co-
variance matrix Σ = −I(θˆ)−1, where I(θ) denotes the Fisher information
evaluated at θ. That is, we have a central limit theorem type behaviour
similar to that observed for maximum likelihood estimators as n → ∞.
This central limit theorem approximation is implicitly behind the Laplace
approximations of integrals used in [32], (2.2) and [12], (8). Thus where the
posterior distribution is uni-modal a multivariate Gaussian or t-distribution
based on the sample using the sample mean and covariance matrix is a nat-
ural choice. Let ω(θ) = π(θ|x)/q(θ), then Pˆq = 1N π(x)
∑n
i=1 ω(θi). Thus
varq(Pˆq) =
1
N
π(x)2varq(ω(θ1)). (6)
Thus we require varq(ω(θ1)) as small as possible and in particular that
supθ ω(θ) < ∞. This latter condition is satisfied if supθ π(x|θ) < ∞ and
there exists ǫ > 0 such that for all θ, q(θ) ≥ ǫπ(θ). Note that a mixture
distribution combining an empirical approximate distribution with the prior
can be used to circumvent this problem. In Section 3, we compare alter-
native choices of q(·) and show that all the above suggestions perform well,
especially the mixture distribution proposal.
The above discussion assumes that π(x|θ) is analytically available. This will
not always be the case. However, the estimator Pˆq in (4) remains unbiased
if π(x|θi) is replaced by an unbiased estimator π̂(x|θi). The variance of
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Pˆq will increase to take into account the uncertainty in the estimation of
π(x|θi). In the estimation of π(x|θi) it will often be helpful to use data
augmentation with augmented data y, and indeed samples from π(θ|x) will
often be obtained as a marginal of π(θ,y|x) generated by an MCMC al-
gorithm. The choice of data augmentation and the resulting estimation of
π(x|θi) will be problem specific. For example, in Section 4 a particle filter
is used to estimate π(x|θi) for the Poisson regression model, whereas for
the INAR model π(x|θi) is readily available, despite the need to use data
augmentation for an efficient MCMC algorithm. Note that y can be high
dimensional and seeking a good approximation for π(θ,y|x) is rarely possi-
ble. Therefore we focus on approximating π(θ|x) and then sampling y given
θ and x in a systematic and appropriate manner as required.
The algorithm we implement can be summarised as follows with the details
of implementation being problem specific.
1. Obtain samples from π(θ|x) using an MCMC sampler.
2. Construct a proposal distribution q(θ) for the importance sampler
using the samples from π(θ|x) as guidance.
3. Compute the importance sampling estimate Pˆq, using an unbiased
estimator for π(x|θ) if necessary.
We briefly comment on the statistical and computational efficiency of the
above algorithm. Stage 1 is simply an MCMC sampler and this needs to be
run for sufficient iterations to obtain a reasonable sample from the posterior
distribution. Thus the computational cost is that associated with running
the MCMC sampler. Stage 2 will generally be computationally cheap as it
involves obtaining an approximate distribution for π(θ|x). We can encounter
typical issues for importance sampling as d, the dimension of θ, increases it
is harder to obtain a good approximation q(·) to the posterior distribution,
although for d ≤ 10 the t-distribution approximation appears to be more
than adequate. Finally, in stage 3 we require N to be sufficiently large that
varq(Pˆq) is small. This will depend upon how good an approximation q(·)
is for the posterior density and the variability in the estimate of π(x|θ). For
the examples studied in Sections 3 and 4, N between 10000 and 25000 was
more than adequate. The computational costs of stages 1 and 3 are often
comparable but will depend upon the effort required to estimate π(x|θ)
efficiently.
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3 Epidemic model
3.1 Introduction
Epidemiological data from infectious disease studies are very often gathered
longitudinally, where a collection of individuals are sampled through time.
Inferences for this type of data are complicated by the fact that the data
are usually incomplete, in the sense that the times of acquiring and clearing
infection are not directly observed, making the evaluation of the model like-
lihood intractable. One solution to this problem is to use data augmentation
methods, in which the unobserved infection and recovery times are imputed
from the observed data at the cost of considerable extra computational ef-
fort. In the Bayesian framework this is facilitated by the use of Markov chain
Monte Carlo (MCMC) algorithms, which enable the data imputation and
parameter estimation to be performed simultaneously [26, 31]. The avail-
ability of efficient MCMC algorithms has led to them becoming the most
prevalent techniques for analysing data on partially observed epidemics.
In [22] and [25] model selection for the modes of disease transmission have
been studied using reversible jump MCMC, whilst in [17] Bayes factors
are computed using path sampling-based algorithms to compare competing
models. We consider the problem of comparing a set of candidate models
using the approach outlined in Section 2 for estimating the marginal likeli-
hood of the competing models. The main complication is the incompleteness
of the data making computation of the likelihood intractable and the need
therefore to find effective way of estimating the likelihood.
The rest of this section is structured as follows. The longitudinal pneumo-
coccal carriage study motivating this analysis is described in Section 3.2. We
then introduce the notation and the model structure in Sections 3.3 and 3.4.
Simulated data are provided in Section 3.5 to illustrate the implementation,
performance and applicability of the proposed method. In Section A.3 we
apply the model selection procedures to simulated data sets (where the true
model is known), in order to demonstrate how the model selection can be
used to quantify evidence in favour of competing epidemiological hypothe-
ses. Throughout we demonstrate the effectiveness of the proposed approach
against a range of alternatives.
3.2 Pneumococcal carriage study and transmission model
A longitudinal household study of preschool children under 3 years old and
all household members was conducted in the United Kingdom from October
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2001 to July 2002 [15]. The size of the families varied from 2 to 7, although
in the most there were 3 or 4 members. All family members were examined
for Streptococcus pneumoniae carriage (Pnc) using nasopharyngeal swabs
once every 4 weeks over a 10-month period. The carriage status of each
individual was recorded at each occasion as 1, if a carrier, 0 if a non-carrier
and 9 when either the swab was not taken or the laboratory result was not
reported.
Following [20], we consider a model for transmission of Pnc within a house-
hold. At any given time, an individual is assumed to be in either the non-
carrier, susceptible state 0, or the infectious carrier state 1. The population
is divided into two age groups, children under 5 years old and everyone else
greater than 5 years (whom for brevity we refer to as ‘adults’), denoted by
i = 1, 2, respectively. Let I1(t) and I2(t) denote the numbers of carrier chil-
dren and carrier adults in the household at time t. The transition between
state 0 and 1 is referred to as an infection and the reverse transition is re-
ferred to as clearance. The transition probabilities between states in a short
time interval δt are defined for an individual in the age group i:
P (Infection in (t, t+ δt]) = 1− exp
{
−
(
ki +
β1i I1(t) + β2i I2(t)
(z − 1)w
)
· δt
}
(7)
P (Clearance in (t, t+ δt]) = 1− exp(−µi · δt), (8)
where µi and ki are the clearance and the community acquisition rates re-
spectively for age group i and z is the household size. The rate βij is the
transmission rate from an infected individual in age group i to an uninfected
individual in age group j. The term (z−1)w in (7) represents a density cor-
rection factor, where w corresponds to the level of density dependence and
(z − 1) is the number of other family members in a household size z. For
example, w = 1 represents frequency dependent transmission, where the
average number of contacts is equal for each individual in the population.
Finally, the probability of infection at the initial swab is assumed to be π1
for children under 5 years old and π2 for individuals 5 years and older. We
refer to this model as M1.
These definitions allow the carriage within a household to be viewed as a
discrete time Markov chain, with time step δt, where the carriage status of
each individual depends only on the carriage status of all household members
at the previous time point. Because of the dependency between individuals
in the same household, a state in the Markov chain consists of the binary
vector of states of all of the individuals in the household. The presence of
unobserved events, that may have occurred in between swabbing intervals,
has been discussed previously [2], and must be considered in setting up the
model. The approach adopted in this article to overcome this issue is to use
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Bayesian data augmentation methods. Model fitting is performed within a
Bayesian framework using an MCMC algorithm, imputing the unobserved
carriage states of each household.
Let Oj ⊆ {1, 2, . . . , T} denote the set of prescheduled observations times
of household j = 1, 2, . . . , J and let Uj = {1, 2, . . . , T} \ Oj denote the
unobserved times. Let xj,t be the binary vector of carriage statuses for indi-
viduals in household j at observation time t. The observed longitudinal data
X = [xj,t]t∈Oj ;j=1,...,J consists of the household carriage statuses xj,t at the
observations times. Similarly let yj,t be the corresponding latent carriage
status of household j at time t ∈ Uj, and form the corresponding missing
data matrix Y = [yj,t]t∈Uj ;j=1,...,J . Let θ denote the vector of model pa-
rameters, including the rates of acquiring and clearing carriage, the density
correction w and the initial probabilities of carriage.
3.3 Markov chain Monte Carlo algorithm
In the Bayesian approach, the missing data is represented as a nuisance
parameter and inferred from the observed data like any other parameter.
The joint posterior density of the latent carriage statuses y, and the model
parameters θ can be factorized as:
π(y,θ | x) ∝ P (y,x | θ)π(θ)
= π(θ)
J∏
j=1
T∏
t=1
P (zj,t|zj,t−1,θ),
where zj,t equals xj,t if t ∈ Oj ; yj,t if t ∈ Uj and ∅ if t = 0. This factorization
is based on the assumption that conditionally on the model parameters, the
carriage process is assumed to be independent across households.
In order to simulate from the posterior distribution, we construct an MCMC
algorithm that employs both Gibbs and Metropolis-Hastings updates. The
main emphasis is on sampling the unobserved carriage process y, which
we do using a Gibbs step via the Forward Filtering Backward Sampling
(FFBS) algorithm [3]. In the first part of this algorithm, recursive filtering
equations [1] are used to calculate P (yj,t | zj,t+1,xj,Oj∩{1:t},θ) for each
t ∈ Uj working forwards in time. The second part then works backwards
through time, simulating yj,t from these conditionals, starting with t =
max(Uj) and ending with t = min(Uj). The model parameters π1 and π2
are updated using Gibbs updates and the remaining parameters are updated
jointly using an adaptive Metropolis-Hastings random walk proposal [28].
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3.4 Marginal likelihood estimation via importance sampling
The availability of the full conditional distribution of the missing data P (y|x,θ)
from the FFBS algorithm allows the missing data component y to be up-
dated using a Gibb’s step in the MCMC algorithm. This full conditional
can be exploited further in the estimation of the marginal likelihood. In
step 3 of the algorithm described in Section 2, we require P (x|θ) to form
the importance sampling estimator. Using Bayes’ Theorem we can rewrite
this as
P (x|θ) = P (x|y,θ)P (y|θ)
P (y|x,θ) =
P (x,y|θ)
P (y|x,θ) . (9)
Therefore evaluation of P (x|θ) at the point θ can be done by sampling from
y|(x,θ) and evaluating the right-hand-side of (9).
Our approach proceeds as follows. In step 1 we use MCMC to obtain samples
from the joint posterior of θ and y. In step 2 we fit a multivariate normal
distribution to the posterior samples for θ only, and use it to construct a
normalised proposal density q(θ). In step 3, we obtain N samples from q(θ)
and for each sample θi we obtain a corresponding sample for the missing
data yi using the Forward Filtering Backward Sampling algorithm. We
then use these samples to calculate the importance sampling estimator of
the marginal likelihood given below.
P̂q(x) =
1
N
N∑
i=1
P (x,yi|θi)
P (yi|x,θi)
π(θi)
q(θi)
. (10)
The choice of q(θ) is important for the accuracy and computational efficiency
of the importance sampling approach. As discussed earlier, we want q(θ) to
be a good approximation of π(θ|x) but with heavier tails to ensure that the
variance of Pˆq is small. We therefore investigate a range of proposals distri-
butions based on a fitted multivariate normal distribution with mean µ and
covariance matrix Σ based on the MCMC output. These include drawing θ
from ISNj : N(µ, jΣ) (j = 1, 2, 3, 4) (multivariate Normal distribution with
different variances); ISmix : q(θ) = 0.95 × N(θ;µ,Σ) + 0.05 × π(θ) (mix-
ture of a multivariate Normal density and the prior); and IStd : td(µ,Σ)
(d = 4, 6, 8, 10) (multivariate Student’s t distribution with d degrees of free-
dom, mean µ and covariance matrix dd−2Σ (if d > 2)).
We also performed a comparison between the importance sampling approach
and a range of commonly used alternative approaches to marginal likeli-
hood estimation. These approaches include the harmonic mean [24], Chib’s
method [5, 6] and the power posteriors method (also referred to as path
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sampling), [11]. Details of the computation of these estimators are given in
the appendix.
3.5 Simulation study
We consider the problem of estimating the marginal likelihood under the
model introduced in Section 3.2, using the methods described above. These
estimators were evaluated on synthetic data analogous to the real data in
[20]. More specifically, the parameter values were based on the maximum
likelihood estimates from the analysis of Pnc data; parameters were chosen
to be k1 = 0.012, k2 = 0.004, β11 = 0.047, β12 = 0.106, β21 = 0.005, β22 =
0.048, µ1 = 0.020, µ2 = 0.053, w = 1.184, π1 = 0.425 and π2 = 0.095. We
set the time-interval δt = 7. Only complete family transitions, where the
infection state of all household members was known on two consecutive ob-
servations, were used previously [20] (51% of the full dataset). Although our
approach could easily handle the missing data, for comparability we match
the number of complete transitions by family size and number of adults to
generate our data set; a total of 66 families comprising 260 individuals in-
cluding 94 children under 5 years. The simulations were designed so that
real and simulated datasets have the same sampling times. The hidden vari-
able y consists of 1650 yj,t’s, comprising 6500 unobserved binary variables
in total.
We compare the proposed importance sampling approach for estimating the
marginal likelihood (based on the 9 proposal densities) with Chib’s method,
the harmonic mean and the power posterior approaches. To compare the
different methods on a fair basis, we chose to dedicate equivalent amounts
of computational effort for estimation of the log marginal likelihood, instead
of fixing the total number of samples. Implementation details are given as
follows.
The construction of the importance density was based on 25000 MCMC
samples after a burn-in of 5000, obtained from the MCMC samplers de-
scribed in Section 3.3. These posterior samples were used to estimate the
reference parameters µ and Σ for a multivariate Student’s t or normal pro-
posal density. The marginal likelihood estimate was then based on 25000
importance sampling draws from the obtained proposal density q(θ), us-
ing the estimator in (10). In order to apply the Chib’s method, the same
posterior sample was used for computing the high posterior density point.
The log marginal approximation was produced by generating 22000 draws in
each complete and reduced MCMC run, with the first 2000 draws removed
as burn-in. Harmonic mean analysis was based on 50000 posterior sam-
ples, following a 3000 iteration burn-in. For the power posterior method, it
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was necessary to specify the temperature scheme and a pilot analysis (not
counted in the computation cost) was used to choose 20 partitions on the
unit interval. More details are given in the appendix. The MCMC sampler
was run for 2650 iterations for each temperature in the descending series,
omitting the first 650 as burn-in, finishing with 2650 samples at t = 0 (the
prior). This results in approximately the same computational effort as the
other methods.
Each procedure was repeated 50 times to provide an empirical Monte Carlo
estimate of the variation in each approach. We also vary the total run-
ning time in order to investigate the effect of this on the accuracy of the
marginal likelihood estimates, see Table 1 in the appendix. For each anal-
ysis method we used the same priors: Gamma(0.01,0.01) for the density
factor w; Beta(1,1) for the initial probabilities of infection π1 and π2 and
Gamma(1,1) for the remaining parameters.
HM
PP
Chib
ISt10
ISt8
ISt6
ISt4
ISmix
ISN4
ISN3
ISN2
ISN1
-931 -929 -927 -925 -923 -921 -919
-1238 -1237 -1236 -1235 -1234 -1233 -1232 -1231 -1230
Log marginal likelihood
-1237.5 -1237.25 -1237
Figure 1: Variation of the log marginal likelihood estimates for model M1
over 50 replicates.
Figure 1 indicates the variability of the twelve marginal likelihood estima-
tors. Except for the harmonic mean, all the methods appear to have pro-
duced consistent estimates of the marginal likelihood. Chib’s method pro-
duced better estimates of the marginal likelihood than the power posterior
method, which is more computationally expensive than the other meth-
ods and therefore uses a small number of MCMC samples at each tem-
perature, leading to large errors. However, the importance sampling ap-
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proach described in Section 2 offers a great improvement in precision over
the other competing methods. As can be seen in Figure 1 the nine impor-
tance sampling approaches lead to nearly identical estimates for log π(x)
with comparable standard errors, whereas the other three methods exhibit
higher variability than these estimators. Moreover, increasing the number
of MCMC samples, led to a decrease in the Monte Carlo standard errors of
order O(√n), see Table 1 in the appendix, indicating that the variance of
the corresponding estimators is finite.
The success of the importance sampling approach is not surprising since
it explores the posterior distribution of parameters more efficiently than
the other methods due to the independence of the samples drawn from the
proposal density. On the basis of this example, the lowest variance estimator
was obtained using the proposal density ISmix – a mixture of the prior and
the normal fitted to the posterior samples. Therefore, from now on we
use this proposal density when estimating the log marginal likelihood via
importance sampling.
3.6 Model comparison
In this section, we apply the marginal likelihood estimation approaches to
the problem of Bayesian model choice. We focus on their ability to distin-
guish between biologically motivated hypotheses concerning the dynamics
of Pnc transmission. In particular we compare their performance against
the established technique of Reversible Jump Markov Chain Monte Carlo
(RJMCMC) and then demonstrate that the importance sampling approach
can solve problems that are extremely challenging with RJMCMC. We show
that using our approach it is possible to answer the epidemiological impor-
tant question of how household size is related to transmission with extensive
discussion given in the appendix.
Suppose that we wish to evaluate the evidence in favour of the community
acquisition rates being equal for adults and children, in the hope of devel-
oping a more parsimonious model. We call the model described in Section
3.2, in which children have community acquisition rate k1 and adults have
rate k2, model M1. The nested model, in which k1 = k2 is called M2. We
generated realistic simulated datasets from each of these models and then
used importance sampling, Chib’s method, power posteriors, the harmonic
mean and reversible jump MCMC to estimate the Bayes factor in favour of
M1, denoted by B12. As before, we used approximately the same computa-
tional effort for each of these approaches. For M1 we assumed k1 = 0.012
and k2 = 0.004, whilst for M2 we assumed k1 = k2 = 0.008.
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Details of the RJMCMC algorithm for selecting between models M1 and
M2 are given in the appendix. As before, the MCMC samples used for
estimating Bayes factors with RJMCMC were designed to be comparable
in computational effort with the other methods. Therefore, the RJMCMC
chain was allowed a 30000 burn-in followed by 76000 samples. When the
evidence is strongly in favour of one model, the RJMCMC will not move
between models very often and can provide poor estimates of the Bayes
factor. A variant of the method, called RJMCMC corrected (RJcor), can
tackle this issue by assigning higher prior probability to the model that is
visited less often. This probability is estimated as π(Mm) = 1− π̂(Mm | x),
where πˆ(Mm | x) is obtained from a pilot run of RJMCMC with initial
π(Mm) = 0.5, for m = 1, 2. For RJcor we did 30000 pilot iterations and
then another 76000 iterations, of which 30000 were discarded as a burn in.
Figure 2 provides a graphical representation of the variability in log(B12)
over 50 repeats of each Monte Carlo approach. The plot highlights that
the estimators based on importance sampling were most accurate in both
scenarios. The left panel of Figure 2 gives results for data generated from
M1. Importance sampling, Chib and RJ methods lead to similar estimates,
whereas power posterior and harmonic mean overestimated the log Bayes
factor. Moreover, RJcor produced slightly more accurate estimates of the
log Bayes factor than vanilla RJMCMC. All methods selected the correct
model, with largest variation from the harmonic mean estimator. In the
right panel of Figure 2, the results use data generated from modelM2. Due
to the huge variance in log(B12), the harmonic mean sometimes favoured the
wrong model. Although the remaining methods correctly identified the true
model, the importance sampling method again produced the most precise
estimate of the Bayes factor.
Figure 3 demonstrates the evolution of log Bayes factor in favour of M1
as a function of computation time using data generated from M1. The
importance sampling estimator (in blue) converges much more rapidly than
the other estimators, showing very tight credible intervals. Chib’s method
(in green) and corrected RJMCMC (in red) appear to converge to the same
value, but more slowly and have wider CIs. The power posterior method
gradually approaches the consensus estimate, requiring significantly more
samples to stabilize. The harmonic mean estimator was heavily unstable
and also provided much wider credible intervals than the other methods.
In the appendix further model comparison questions are considered and the
strength of the importance sampling technique for answering these questions
is further demonstrated. In particular, we consider heterogeneity in house-
hold transmission rates, density-dependence in within-household transmis-
sion and the amount of missing data.
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ISmix
RJ
RJcor
Chib
ISmix
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Log B12
(a) Data simulated from model M1.
HM
PP
ISmix
RJ
RJcor
Chib
ISmix
-22 -16 -10 -4 0 4 8
-4 -3 -2 -1 0
Log B12
(b) Data simulated from model M2.
Figure 2: Variability of the log Bayes factor estimates based on 50 Monte
Carlo repeats for the importance sampling method with mixture proposals
(ISmix), Chib’s method, reversible jump MCMC (RJ), corrected reversible
jump MCMC (RJcor), power posteriors (PP) and harmonic mean (HM)
methods.
4 Time Series models
4.1 Introduction
A key motivation for this work was to devise effective model comparison
tools for integer valued time series models. Probably the two most common
models for integer valued time series are the integer autoregressive (INAR)
model (see, for example, [19], [23], [9]) and the Poisson regression model
(see, for example, [34], [7]). A natural question is which of these two models
is most appropriate for a given data set, possibly with the view to predic-
tion of future values of the time series. The very different nature of the
two models makes constructing a reversible jump MCMC algorithm ([13])
to move between the two models impractical, hence the desire to estimate
directly the marginal likelihood of each model.
The remainder of this section is structured as follows. In Section 4.2, we
consider the INAR model. This is the simpler of the two models to estimate
π(x) since whilst data augmentation is useful in the MCMC algorithm to ob-
tain samples from π(θ|x) (see [23]), π(x|θ) can easily be computed enabling
(5) to be used. In Section B.1 we turn to the far more challenging problem of
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Figure 3: Evolution of log Bayes factor estimates in favour of modelM1 as a
function of computation time. The solid lines corresponds to the median and
the shaded areas give the 95% credible intervals, estimated from 50 Monte
Carlo replicates. Yellow represents the harmonic mean method, grey is for
the power posterior, red and green correspond to RJMCMC corrected and
Chib’s methods respectively and blue represents the importance sampling
approach with the mixture proposals.
estimating π(x) for the Poisson regression model. Constructing an MCMC
sampler in order to inform the choice of q(θ) is relatively straightforward.
For sampling the augmented data y a particle filter is used. In Sections 4.2
and B.1 we allow for covariates to be incorporated into the model. Finally,
in Section 4.4 we apply the methodology to two real life data sets and show
that the preferred model differs between the data sets.
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4.2 INAR model
An integer valued time-series {Xt;−∞ < t < ∞} is called an INAR(p)
process, if it satisfies the difference equation;
Xt =
p∑
i=1
αi ◦Xt−i + Zt, t ∈ Z, (11)
where αi◦ are generalised Steutel and van Harn operators (see, [30] and [18])
and Zt (−∞ < t <∞) are independent and identically distributed according
to an arbitrary, but specified, non-negative integer valued random variable
Z. Often αi◦ is taken to be a binomial operator (see, [23]), where a binomial
operator γ ◦, for a non-negative integer-valued random variable, W say, is
defined as
γ ◦W =
{
Bin(W,γ) W > 0,
0 W = 0.
The most common choice for Zt is the Poisson distribution, Zt ∼ Po(λ). In
[10], the INAR model is extended to allow αi and λ to be time dependent
with αti = exp(z
T
t βi)/(1 + exp(z
T
t βi)) and λ
t = exp(zTt γ), where zt denote
explanatory variables (covariates) at time-point t.
We assume that there are n+ p observations from the INAR(p) process, la-
beled x−(p−1), x−(p−2), . . . , xn with xIN = (x−(p−1), x−(p−2), . . . , x0) denot-
ing the initial p observations and x = (x1, x2, . . . , xn) denoting the remain-
ing n observations. We work with π(x|θ,xIN ) and compute the marginal
likelihood π(x|xIN ) of the data x conditional upon the initial values xIN .
Computation of the marginal likelihood is straightforward for the INAR
model. Firstly, efficient data augmentation MCMC algorithms exist for
obtaining samples from the posterior distribution in [23] (standard INAR
model) and [10] (INAR model with explanatory variables). Secondly, the
posterior distributions are uni-modal and thus a prior distribution based on
a mixture of a Gaussian approximation of the MCMC output and the prior
works well. Thirdly, it is straightforward to calculate π(x|θ,xIN ) since
P (X = x|θ,xIN ) =
n∏
t=1
P (Xt = xt|θ,x−(p−1):(t−1))
=
n∏
t=1
P (Xt = xt|θ,x(t−p):(t−1)), (12)
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where xa:b = (xa, xa+1, . . . , xb) and
P (Xt = xt|θ,x(t−p):(t−1)) =
∑
k1,...,kp;
∑
ki≤xt
p∏
j=1
{(
xt−j
kj
)
α
kj
j (1− αj)xt−j−kj
}
× λ
xt−
∑
ki
(xt −
∑
ki)!
exp(−λ). (13)
4.3 Poisson regression model
The Poisson regression model ([34], [7]) involves an observed count process
X1,X2, . . . ,Xn which depends upon a typically unobserved latent process
Y1, Y2, . . . , Yn. Specifically in this paper we assume an AR(p) latent process
with
Xt|Yt ∼ Po(µt exp(Yt)) (14)
Yt =
p∑
i=1
aiYt−i + et, (15)
where µt = exp(z
T
t β) is assumed to depend upon k explanatory variables
zt = (1, z
1
t , . . . , z
k
t ) and unknown regression coefficients β = (β0, β1, . . . , βk)
and the {et}’s are independent and identically distributed according to
N(0, 1/τ). The parameters of interest are θ = (β,a, τ), where a = (a1, a2, . . . , ap).
In the absence of explanatory variables (k = 0), we will set µt = exp(β0) = φ
and replace β by φ.
It is straightforward to construct a data augmentation MCMC algorithm to
obtain samples from π(θ|x), where x = (x1, x2, . . . , xn). Details for the case
p = 1 are given below with the extension to p > 1, where it differs, given in
the appendix. Let y = (y1, y2, . . . , yn) and yIN = (y1−p, y2−p, . . . , y0). Then
we have that
π(x,y,yIN |θ)
=
n∏
t=1
π(xt|yt,β)π(yt|y(t−p):(t−1),a, τ) × π(yIN |a, τ)
=
n∏
t=1
n∏
t=1
(µt exp(yt))
xt
xt!
exp(−µt exp(yt))
√
τ
2
exp
−τ
2
yt −
p∑
j=1
ajyt−j

2
×π(yIN |a, τ). (16)
For p = 1, the distribution of yIN = y0 is y0 ∼ N(0, 1/{τ(1 − a2)}). In-
dependent priors are chosen for β, a and τ with N(mβ , Cβ), N(ma, Ca)
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(constrained between (−1, 1) to ensure stationarity) and Gamma(Aτ , Bτ )
priors, respectively. In the absence of explanatory variables a conjugate
Gamma(Aφ, Bφ) prior is used for φ.
The MCMC algorithm is as follows. Update β as a block using random
walk Metropolis as no nice conditional distribution exists. If there are no
explanatory variables then φ can be drawn from its conditional distribution,
φ|a, τ,x,y,yIN ∼ Gamma
(
n∑
t=1
xt +Aφ,
n∑
t=1
exp(yt) +Bφ
)
. (17)
For a and τ if we ignore the term π(yIN |a, τ), then a and τ would have
multivariate Normal and Gamma posterior distributions, respectively, given
by
a|β, τ,x,y,yIN ∼ N(Ma, Sa) (18)
τ |β,a,x,y,yIN ∼ Gamma
Aτ + n
2
, Bτ +
1
2
n∑
t=1
yt − p∑
j=1
ajyt−j
2 ,
(19)
where Y is a n × p matrix with ith row (yi−1, yi−2, . . . , yi−p), Sa = (C−1a +
τYTY)−1 and Ma = Sa(C
−1
a ma + τY
Ty). Therefore we update a and τ
by proposing a new value according to (18) and (19), respectively, accepting
the proposed move with probability
min
{
1,
π(yIN |a′, τ ′)
π(yIN |a, τ)
}
. (20)
Finally, the components of y and yIN are updated sequentially one at a
time using random walk Metropolis. The proposal variance for each y is
tuned automatically using the updating scheme used in [33], equations (12)
and (13).
It is again trivial to obtain a multivariate Gaussian approximation for the
posterior distribution, so we turn our attention to estimating π(x). We sam-
ple θ = (β,a, τ) from a mixture of the multivariate Gaussian approximation
and the prior but unlike in Section 4.2 we can’t compute π(x|θ). The so-
lution is to use particle filtering to estimate π(x|θ) as follows. Set M ≥ 1
and generate M copies of yIN , denoted s
1
0, s
2
0, . . . , s
M
0 , from π(yIN |θ). For
j = 1, 2, . . . ,M , set wj0 = 1/M . Then for t = 1, 2, . . . , n, we perform the
following particle filter steps, for j = 1, 2, . . . ,M :
1. Sample K from {1, 2, . . . ,M} with P (K = k) = wkt−1/
∑M
l=1 w
l
t−1.
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2. Sample yit ∼ N(
∑p
i=1 ais
k
t−1,p+1−i, 1/τ).
3. Set sjt = (s
k
t−1,2, . . . , s
k
t−1,p, y
j
t ) and
wjt =
exp(zTt β + y
j
t )
xt
xt!
exp(− exp(zTt β + yjt ))(= π(xt|yt,β)).
Let Pt =
1
M
∑M
j=1w
j
t . Now provided s
1
t−1, . . . , s
M
t−1 are samples from π(y(t−p):(t−1)|x1:(t−1),θ),
Pt is an unbiased estimate of P (xt|x1:(t−1),θ). This is trivially the case for
t = 1 with P (x1|x1:0,θ) = P (x1|θ) and holds for t > 1 by induction. There-
fore
∏n
t=1 Pt provides an unbiased estimate of π(x|θ).
4.4 Comparison
4.4.1 Introduction
We illustrate the methodology with two time series examples. These are
the monthly total number of polio cases in the USA from January 1970 to
December 1983, [34], [8] and the monthly total number of injured logging
workers claiming benefit from January 1985 to December 1994, [35], [10]. In
both cases we fit the INAR(1) model, the Poisson regression model with a
latent AR(1) process to the data and either an INAR or Poisson regression
model with covariates chosen on the basis of the data and initial investi-
gations. Throughout the priors for the INAR(1) model are U(0, 1) for α
and Exp(1) for λ and for the priors for the Poisson regression model are
Exp(1) for µ and τ and N(0, 1) truncated to (−1, 1) for a. In all cases the
MCMC algorithms were run for 110000 iterations with 10000 iterations dis-
carded as burn-in and the computation of the marginal likelihood is based
on 10000 importance sample simulations with M = 1000. For the impor-
tance sampling parameters θ are drawn from q(θ) = 0.95qN (θ) + 0.05π(θ),
where qN (θ) is the probability density function of the multivariate Gaussian
distribution with mean vector and covariance matrix given by the MCMC
output.
4.4.2 Polio data
The polio data has disease case counts ranging from 0 to 14 with the majority
being 0 or 1s and a mean of 1.3333. Time series plots of the data are given in
[34] and [10]. Fitting the INAR(1) model to the data yielded posterior means
(standard deviations) of 0.1877(0.0469) and 1.010(0.0954) for α and λ, re-
spectively. The estimated log marginal likelihood is −293.84. By compari-
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son the Poisson regression model gave an estimated log marginal likelihood
of −263.33 with posterior means (standard deviations) of 0.9168(0.1497),
0.5598(0.1291) and 2.031(0.6087) for µ, a and τ , respectively. Therefore
there is overwhelming support in favour of the Poisson regression model.
Consequently, we fitted a Poisson regression model with covariates to the
data to see if a better fit could be achieved. Specifically, we follow [34] and
[8] in taking
zt =
(
1,
t′
1000
, cos
(
2πt′
12
)
, sin
(
2πt′
12
)
, cos
(
2πt′
6
)
, sin
(
2πt′
6
))
,
where t′ = t−73. That is, we assume a linear trend (with intercept January
1976) and two periods, one of 6 months and the other of 12 months. For β =
(β1, . . . , β6) we assign independent N(0, 1) priors to each βi. The estimated
log marginal likelihood was −263.13 showing only a slight improvement on
the Poisson regression model without covariates. The posterior means (stan-
dard deviations) of a and τ were 0.5730(0.1473) and 2.544(0.8486), respec-
tively, similar to those obtained above. The posterior means and standard
deviations of β are (−0.1203,−0.3659, 0.1614,−0.4621, 0.3963,−0.0037) and
(0.1626, 0.9253, 0.1579, 0.1707, 0.1401, 0.1367), respectively. This suggests
that most of the covariates do not have a significant effect and supports
the findings obtained from comparing the log marginal likelihoods that the
simpler model without covariates is adequate.
4.4.3 Cut injury data
The cut injury data has counts ranging from 1 to 21 with a mean of 6.1333.
A time series plot of the data is given in [10]. Fitting the INAR(1) model
to the data yielded posterior means (standard deviations) of 0.4388(0.0497)
and 3.419(0.3280) for α and λ, respectively. The estimated log marginal
likelihood is −298.3. By comparison the Poisson regression model gave an
estimated log marginal likelihood of −306.3 with posterior means (standard
deviations) of 5.123(0.7029), 0.6892(0.1017) and 7.532(1.6913) for µ, a and
τ , respectively. Therefore in this case the preferred model is the INAR(1)
model with a Bayes factor of 2984. The counts are typically higher in the
summer months (May to November) than in the winter months (December
to April). Consequently, we fitted an INAR(1) model with covariates to the
data with zt = (1, st), where st = 1 for the summer months and st = 0 oth-
erwise. As mentioned in Section 4.2, we take αt = exp(zTt β)/(1+exp(z
T
t β))
and λt = exp(zTt γ)) with independent N(0, 1) priors for each of the com-
ponents of β and γ. The estimated log marginal likelihood was −286.0
showing a significant improvement on the standard INAR(1) model. The
posterior means of β and γ were (−0.3361,−0.1230) and (0.8229, 0.7027),
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respectively, with corresponding standard deviations (0.3344, 0.4241) and
(0.1871, 0.2116), respectively. Thus λ varies more between the seasons than
α, that is, the number of new cases is seasonal whilst the number of injuries
carrying from one month to the next is more consistent throughout the year.
5 Conclusions
In this paper we have introduced a simple three stage algorithm for efficiently
estimating the marginal likelihood. The key components are an MCMC al-
gorithm for obtaining samples from the posterior distribution, π(θ|x), an
approximating distribution q(θ) to sample from and an effective estimate of
the likelihood π(x|θ). The first observation is whilst an MCMC algorithm
will often be relatively straightforward to construct, alternative methods for
sampling from the posterior distribution could be equally considered. More-
over, it is not important if a sample from an approximate posterior distri-
bution is used since all that is required for computation of the marginal
likelihood is to be able to make a reasonable choice of q(·). The key limita-
tion to using this approach is effective estimation of the likelihood π(x|θ) in
cases where it is not analytically tractable. For the examples in this paper
we have been able to exploit the temporal nature of the data to use filtering
methods to estimate π(x|θ) which will be applicable more generally to lon-
gitudinal and time series data. Furthermore the importance sampling and
the associated estimation of the likelihood is trivially parallelisable which
can be utilised to speed up implementation. In cases where the likelihood
can easily be computed the algorithm becomes a simple add-on to MCMC
to compute the marginal likelihood.
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A Epidemic model
A.1 Marginal likelihood estimation
In this section we briefly overview alternative techniques for estimating the
likelihood. However first we give the full list of proposals distributions based
on a fitted multivariate normal distribution with mean µ and covariance
matrix Σ used in the importance sampling. These are
1) ISN1 : q(θ) = N(θ;µ,Σ),
2) ISN2 : q(θ) = N(θ;µ, 2Σ),
3) ISN3 : q(θ) = N(θ;µ, 3Σ),
4) ISN4 : q(θ) = N(θ;µ, 4Σ),
5) ISmix : q(θ) = 0.95 ×N(θ;µ,Σ) + 0.05 × π(θ),
6) ISt4 : q(θ) = t4(θ;µ,Σ),
7) ISt6 : q(θ) = t6(θ;µ,Σ),
8) ISt8 : q(θ) = t8(θ;µ,Σ),
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9) ISt10 : q(θ) = t10(θ;µ,Σ),
where td(θ,µ,Σ) is the density of the multivariate Student’s t distribution
with d degrees of freedom, mean µ and covariance matrix dd−2Σ (if d > 2).
A.1.1 Marginal likelihood estimation via the harmonic mean
The harmonic mean (HM) estimator [24] can be computed directly from
MCMC output, which has lead to its widespread use. When data augmen-
tation is used, the parameter vector comprises latent variable y as well as
the model parameters θ. The marginal likelihood π(x) can be approximated
by the sample harmonic mean of the likelihoods,
PˆHM (x) =
[
1
N
N∑
i=1
1
P (x|yi,θi)
]−1
(21)
based on N draws (y1,θ1), (y2,θ2), . . . , (yN ,θN ) from the joint posterior
π(y,θ|x). Although asymptotically consistent, the harmonic mean estima-
tor is known to exhibit large or even infinite variance for some models.
A.1.2 Marginal likelihood estimation via Chib’s method
Chib’s method for estimating the marginal likelihood [5, 6] is based on the
observation that,
π(x) =
π(x|θ)π(θ)
π(θ|x) ,
for all θ in the support of the posterior. For fixed θ = θ∗ the log marginal
likelihood can be estimated by
log P̂Chib(x) = log π(x|θ∗) + log π(θ∗)− log π̂(θ∗|x) (22)
The prior and likelihood can be easily evaluated at θ∗. The posterior density
is estimated by breaking the parameter vector into appropriate blocks. For
blocks that can be updated using a Gibb’s step the normalising constant
of the full conditional distribution is known and so MCMC samples of the
remaining blocks can be used to estimate the normalising constant of the
posterior. For components of θ that are updated using Metropolis-Hastings,
the required normalising constant can be estimated from the acceptance
probabilities of a jump from the current state to θ∗.
For the model described in Section 3.2 we decompose the parameter vector
into (y,θ1,θ2,θ3), where θ1 = (k1, k2, β11, β12, β21, β22, µ1, µ2, w), θ2 = π1
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and θ3 = π2. The posterior density is then factorised as
π(y∗,θ∗|x) = π(y∗|x)π(θ∗1|x,y∗)π(θ∗2|x,y∗,θ∗1)π(θ∗3|x,y∗,θ∗1,θ∗2).
To calculate each term in this product, a separate MCMC chain is run in
which only the unconditioned blocks of (y,θ) are updated and the remaining
blocks are fixed at θ∗.
A.1.3 Marginal likelihood estimation via power posteriors
The Power Posterior (PP) approach to estimating the marginal likelihood
[11] uses samples from the power posterior, defined as
πt(θ|x) ∝ π(x|θ)t π(θ)
where t ∈ [0, 1] is a temperature parameter. Borrowing ideas from path
sampling allows the log of the marginal likelihood to be represented in terms
of the thermodynamic integral
log π(x) =
∫ 1
0
Eθ|x,t{log π(x|θ)} dt,
where the expectation of the mean deviance is taken with respect to the
power posterior at temperature t, where t moves from 0 to 1. The inte-
gral can be calculated numerically by discretising the temperature range as
0 = t0 < t1 < . . . < tn = 1, and then the log marginal likelihood can be
approximated by the trapezium rule,
log P̂PP (x) =
n−1∑
i=0
(ti+1 − ti)
Eθ|x,ti+1{log π(x|θ)}+ Eθ|x,ti{log π(x|θ)}
2
.
For each ti, samples from the power posterior πti(θ|x) can be used to ob-
tain an estimate of the required expectation Eθ|x,ti{log π(x|θ)}. Metropolis
within Gibbs sampling was used to obtain samples from the power posterior
at each temperature t > 0.
The variability of the power posterior estimator depends on the chosen num-
ber and spacing of the ti’s. Choosing a large number of temperatures, the
estimation of the log marginal likelihood requires considerably more com-
putational effort. Moreover, the precision of the estimate is sensitive to the
number of samples used and the mixing of the MCMC sampler.
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A.2 Simulation study
A.2.1 Temperatures for the power posteriors
In Friel and Pettitt [11] chose a geometric spacing of the temperatures, tl =
(l/n)c, for l = 0, 1, . . . , n, with c > 1, which places many of the temperatures
close to zero. This scheme is preferable in cases where the expected deviance
has a sharp increase near zero before leveling off. However, in our case, the
curve of the expected deviance is not convex (Figure 4). After some pilot
analysis (not counted in the computation cost) we chose to use 20 partitions
of the unit line, placing more temperatures around zero and the other sharp
change.
0 0.2 0.4 0.6 0.8 1
Temperature
-3
0
0
0
-2
5
0
0
-2
0
0
0
-1
5
0
0
-1
0
0
0
E
x
p
ec
te
d
d
ev
ia
n
ce
Figure 4: Expected deviance against temperature for model M1 estimated
using power posteriors.
A.2.2 Monte Carlo standard errors of log marginal likelihood
estimates
Table 1 gives the Monte Carlo standard errors of log marginal likelihood
estimates for different number of Markov chain samples. The results show
that increasing the number of MCMC samples n, led to a decrease in the
Monte Carlo standard errors of order O(√n), see Table 1 indicating that
the variance of the corresponding estimators is finite.
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Method
MC MC MC MC MC MC
samples error samples error samples error
ISN1 10000 0.053 25000 0.033 50000 0.025
ISN2 10000 0.064 25000 0.036 50000 0.025
ISN3 10000 0.107 25000 0.061 50000 0.042
ISN4 10000 0.174 25000 0.143 50000 0.106
ISmix 10000 0.030 25000 0.018 50000 0.012
ISt4 10000 0.037 25000 0.025 50000 0.020
ISt6 10000 0.064 25000 0.034 50000 0.023
ISt8 10000 0.034 25000 0.035 50000 0.024
ISt10 10000 0.041 25000 0.061 50000 0.045
Chib 8000 0.736 20000 0.486 40000 0.312
PP 20×1600 2.906 20×2150 1.936 20×3200 1.547
HM 37000 5.548 50000 5.331 72000 4.850
Table 1: Monte Carlo standard errors of log marginal likelihood estimates
for different number of Markov chain samples. Standard errors are given
across 50 replicates for each of the methods. Each of the methods have
roughly the same computational cost.
A.3 Model comparison
In this section we provide further details and examples of the strength of
the importance sampling technique in answering model comparison ques-
tions. We begin by providing details of the reversible jump algorithm for
heterogeneity in community acquisition rates. This is followed by inves-
tigations of model comparison for heterogeneity in household transmission
rates, density-dependence in within-household transmission and the amount
of missing data.
A.3.1 Reversible jump MCMC
Reversible jump MCMC [13] provides a framework for constructing MCMC
algorithms that can jump between states with different dimensions. This
allows the model indicator to be treated as a parameter to be estimated from
the data like any other. Although the Bayes factors can be calculated from
the posterior probabilities in favour of each model, the marginal likelihoods
themselves cannot be obtained. The main difficulty with RJMCMC lies in
designing efficient proposals to jump between models and their associated
parameters.
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Here we wish to compare modelM1 described in Section 3.2 with the nested
modelM2, in which the community acquisition rates for adults and children
are equal, i.e. k1 = k2 = k for some k (Section 3.6). When in modelM1, we
propose a move to M2 with probability 0.5, in which the joint community
acquisition rate k is set to k = L1 k1+L2 k2L1+L2 , where L1 is the total number
of children and L2 is the total number of adults. The Jacobian of the
transformation is L1 L2L1+L2 . For the reverse move, we need to increase the
dimension of the parameter vector, therefore an auxiliary random variable
U is required. Let U ∼ N(0, σ2) with σ2 fixed but well chosen. Then we set
k1 = k +
u
L1
and k2 = k − uL2 . The Jacobian of the transformation is then
L1+L2
L1 L2
. The acceptance probability of jumping fromM1 to M2, is given by
min(1, A12) where
A12 =
π(M2,φ2|x)π(M2)
π(M1,φ1|x)π(M1)
(
1
σ
√
2π
e
− 1
2σ2
(
L1L2(k1−k2)
L1+L2
)2)
L1 L2
L1 + L2
,
where φ1 = (k1, k2, β11, β12, β21, β22, w, µ1, µ2, π1, π2,y) and φ2 = (k, β11,
β12, β21, β22, w, µ1, µ2, π1, π2,y). For the reciprocal move from modelM2 to
M1, the probability of accepting the jump is given by min(1, A21) where
A21 =
π(M1,φ1|x)π(M1)
π(M2,φ2|x)π(M2)
(
1
σ
√
2π
e−
u2
2σ2
)−1
L1 + L2
L1 L2
.
In addition to the model-switching step, the within-model parameters are
updated using a standard MCMC algorithm that employs both Gibbs sam-
pler updates and random walk Metropolis steps with a Gaussian proposal
density centred to the current value.
A.3.2 Heterogeneity in household transmission rates
We wish to evaluate whether or not there is heterogeneity in the household
transmission rates. More precisely, we wish to compare the full model M1
with the special case in which the within-household acquisition rates are
identical between the two age groups, i.e. β11 = β12 = β21 = β22 = β (say),
which we call model M3. This kind of question is extremely challenging
to answer using reversible jump methodology because it is difficult to move
efficiently between models when this involves a large change in dimension.
Again we generated two datasets, one from M1 using the parameters given
in Section 3.5, and one fromM3 with β = 0.0515, the average of β11, β12, β21
and β22. For both datasets, we calculated Bayes factors using importance
sampling, Chib’s method, power posteriors and the harmonic mean. Our
objective was to check that the correct model was chosen by the Bayes
factors criterion in this setting.
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Table 2 presents the marginal likelihood estimates and the corresponding
Monte Carlo standard errors for each method, where bold entries show the
preferred model. The importance sampling, Chib and power posterior meth-
ods all agreed and were able to discriminate the true model. The estimates
of the log marginal likelihoods are similar within Monte Carlo error, with
importance sampling being the most precise. As was previously observed in
Section 3.5, the harmonic mean overestimated the log marginal likelihoods
and yielded inaccurate results, favouring the wrong model in both scenarios.
Simulation
Method
Log marginal of Log marginal of
logBMRdesigns reduced model main model
ISmix -1267.102 (0.018) -1268.843 (0.020) 1.742 (0.031)
Reduced Chib -1266.999 (0.261) -1268.075 (0.619) 1.190 (0.729)
Data PP -1262.957 (1.926) -1266.150 (2.107) 3.215 (2.465)
HM -931.320 (3.882) -929.168 (5.444) -3.562 (6.507)
ISmix -1512.107 (0.011) -1505.058 (0.015) -7.048 (0.019)
Main Chib -1512.110 (0.326) -1505.021 (0.290) -7.156 (0.445)
Data PP -1509.138 (2.003) -1500.616 (2.089) -8.833 (2.495)
HM -1184.755 (5.150) -1195.668 (6.252) 9.273 (7.552)
Table 2: Bayes factors and log marginal likelihoods of the main and reduced
models for the two simulation designs. The Monte Carlo standard errors
over 50 replicates are shown in parentheses.
A.3.3 Density-dependence in within-household transmission
Melegaro et al. [20] investigated the relationship between transmission rates
and household size via the density correction factor (z − 1)w in the trans-
mission rates, (7) in the main text, where z is the household size. Since
their confidence interval for w included 1 they were unable to determine
whether transmission increased (w < 1) or decreased (w > 1) with house-
hold size. Moreover, the value w = 1 corresponds to frequency dependent
transmission, where the average number of contacts is the same irrespec-
tive of household size. We wish to determine whether frequency dependent
transmission (w = 1, which we call model M4) could be identified from the
data.
Bayesian model comparison problems of this kind often suffer from Lind-
ley’s paradox, where the choice of prior for w in the more complex model
has undue influence on the resulting Bayes factor. To reduce (but not re-
move) the impact of Lindley’s paradox we consider two priors for w in M1:
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Gamma(1,1) (referred as the local prior) and the inverse moment prior for
logw (referred as the non local prior), with densities respectively given by
πL(w) =
bawa−1e−wb
Γ(a)
, a = 1, b = 1;
πNL(w) =
κτν/2
w Γ(ν/2κ)
(
log(w)
)−(ν+1)
exp
[
−
{(
log(w)
)2
τ
}−κ]
,
with κ = 1, ν = 1 and τ = 0.173 (for more details see [29]). The density
functions of the two priors are shown in Figure 5. The figure illustrates the
fact that the non local prior has density zero at w = 1.
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Figure 5: Prior densities on the density correction factor w.
To determine if evidence in favour or against M4 could be determined from
the study of Melegaro et al. we simulated datasets of equivalent size with
values for w from 0.5 through to 2, increasing by 0.1 each time. For each
value of w we obtained an estimate of the posterior probability ofM1 along
with its standard error, based on 100 simulated datasets. Results are shown
in Figure 6. For values of w close to 1, the non local prior provided on
average stronger evidence in favour of the simple model even though model
M1 was technically the correct model. For values of w within the interval
[0.6, 1.4] both priors supported M4, but only the non local prior provided
positive support for M4. Whereas when w went from 1.5 to 2, both priors
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favoured M1, with the non local prior providing equal or higher posterior
probability in favour of the correct model than the alternative local prior.
Melegaro et al. [20] estimated w = 1.18 and in this region we expect weak
support for frequency dependent transmission, model M4.
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Figure 6: Posterior probability of the full model using two different prior
specifications; the local prior ( · · ) and the non local prior ( ).
Error bars represent the Monte Carlo standard error based on 100 simula-
tions.
A.3.4 Amount of missing data
In this section we wish to assess the accuracy and efficiency of the proposed
method as a function of the total number of hidden states. One way to
vary the amount of missing data without diluting the information content
of the dataset is to vary the time interval δt. The larger δt is, the smaller the
number of hidden states that need to be imputed. For example, when δt = 1
60840 hidden states need to be imputed, whereas we have only 3900 when
δt = 10. For δt = 1, 2, . . . , 10, we generated 10 synthetic datasets according
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toM1. For each dataset we fitted 10 different models, one for each possible
value of δt, and calculated the log marginal likelihood.
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(a) Data generated from δt = 1.
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(b) Data generated from δt = 5.
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(c) Data generated from δt = 10.
Figure 7: Sensitivity to δt, the time interval. Log marginal likelihood esti-
mation and its corresponding 95% credible interval using data generated by
(a) δt = 1, (b) δt = 5 and (c) δt = 10.
For brevity, Figure 7 presents results only for the data generated by δt =
1, 5, 10. In all three cases, the log marginal likelihood curves are peaked
at the true value of δt, the one used to create the data (Figure 7). The
marginal likelihood estimates from Chib’s method are also maximized at
true values, but since the standard errors are much higher, more samples
would be required to distinguish between the competing models.
Figure 8 shows how the Monte Carlo standard errors in Chib’s method and
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Figure 8: Monte Carlo standard error of the proposed importance sampling
and Chib’s methods for different number of hidden states and values of time
interval δt.
the importance sampling method increase as a function of the total number
of hidden states. The graph shows that the Monte Carlo standard errors
from the importance sampling method appear very stable as the dimension-
ality of the hidden states is increase.
B Time Series models
B.1 Poisson regression model: p > 1
The main complication with extending the MCMC given in the main text
from a latent AR(1) process to a latent AR(p) process is that the distribution
of yIN , the stationary distribution of p consecutive observations from the
latent process, is non-trivial. (Remember that for p = 1, Σ = 1/{τ(1− a2)}
and yIN = y0 ∼ N(0, 1/{τ(1− a2)}). Let A denote the p× p square matrix
with first row equal to p, A(i+1),i = 1 (i = 1, . . . , p− 1) and all other entries
equal to 0. Then, letting S denote the p × p square matrix with all entries
equal to 0 except S1,1 = 1/τ , we have that
yIN = Ay−p:−1 +N(0, S)
= N(0,Σ), say, (23)
where Σ =
∑∞
j=0A
jS(Aj)T . A natural prior for a isN(ma, Ca), constrained,
if desirable, to ensure that the latent process is stationary.
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