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Abstract 
The problem of selecting parameters for stochastic model updating is one that has been 
studied for decades, yet no method exists that guarantees the ‘correct’ choice. In this paper, a 
method is formulated based on global sensitivity analysis using a new evaluation function and 
a composite sensitivity index that discriminates explicitly between sets of parameters with 
correctly-modelled and erroneous statistics. The method is applied successfully to simulated 
data for a pin-jointed truss structure model in two studies, for the cases of independent and 
correlated parameters respectively. Finally, experimental validation of the method is carried 
out on a frame structure with uncertainty in the position of two masses. The statistics of mass 
positions are confirmed by the proposed method to be correctly modelled using a Kriging 
surrogate. 
Keywords: Model updating, parameter selection, uncertainty, global sensitivity. 
1 Introduction 
Finite element model updating has become a useful and widely-used tool to improve the 
correlation between test data and computational prediction [1], [2]. Usually, there are many 
candidate parameters that could be used to produce the required change in the model output. 
One approach is to allow all the parameters to participate in the updating procedure, but to 
constrain them in the sense of the minimum norm. An alternative approach is to select a 
certain subset of the updating parameters based on physical meaning or engineering 
experience [3] – this introduces the problem of parameter selection for model updating. 
In the early days, parameter selection was done by using engineering experience, but is 
considered to be too subjective. Ahmadian et al. [4] used a matrix decomposition to update 
the eigenvalues and eigenvectors of individual finite elements or substructures. This approach 
often leads to non-physical updated models that reproduce test data with good accuracy. Of 
course, the need (or otherwise) for physical meaning depends upon the purpose of the model. 
Most parameter selection methods are based upon the matrix of local sensitivities, normally 
evaluated through gradients or partial derivatives of the response of model at the updating 
parameters.  
There are numerous studies based on local sensitivity methods [5], [6]. Subset parameter 
selection methods choose parameters or groups of parameters that minimize a residual 
function for updating [7], [8], [9]. Friswell et al. [3] developed an improved parameter subset 
selection method by taking account of side constraints on the parameter values. Kim and Park 
[10][11] presented an improved parameter selection method by creating substructures from 
elements with similar sensitivity. The problem with local sensitivity methods is that they are 
based entirely upon the local gradient of the response of an analytical model (at a certain 
parameter point), which means that such methods are only applicable in the space close to the 
initial parameter estimate. Also, they are only able to identify ‘sensitive’ parameters and 
cannot locate the uncertainty in the model because local sensitivity methods take no account 
of test data. Global sensitivity methods, as the name implies, offer advantages not possessed 
by local methods. 
There are several statistics-based parameter selection approaches, such as the Bayesian 
evidence statistic [12] and the F-test [13], [14]. Among these methods, global sensitivity 
analysis (GSA) [15] is the most widely used. In contrast to local sensitivity analysis, such 
methods consider the whole variation range of the inputs [16] and are therefore referred to as 
‘global’. The calculation of GSA indices may be carried out in different ways. For example, 
Boscato et al. [17] used a derivative-based approach, also known as the elementary effects 
(EE) method. They concluded that GSA is better suited than local sensitivity-based methods 
to complex structures, such as historical buildings with high uncertainty. Wan and Ren [18] 
used the more widely accepted variance-based GSA method using Sobol indices to give a 
more sophisticated measurement of the input effect on the output. This was done by 
calculating the indices by integration over the whole input domain rather than a limited 
selection of observations. 
Wan and Ren [18], used the sum of squares of modal frequency residuals normalized by the 
standard deviation as the objective function and a Gaussian process emulator (GPE) to replace 
the expensive finite element code. They concluded that the total sensitivity indices should be 
used along with the first-order sensitivity indices to avoid discarding the parameters with the 
negligible first-order effects but significant total sensitivity. Sudret [19] described an 
improved method whereby the Sobol indices were determined analytically from the 
generalized polynomial chaos expansion (PCE). Thus, the computational cost of the 
sensitivity indices was practically reduced to that of estimating the PCE coefficients. Practical 
application of GSA research in damage identification includes the full-scale seven-storey 
shear wall building structure tested on the UCSD-NEES shake table [20]. 
Silva et al. [21] developed a decomposition of the scaled output covariance matrix using the 
columns of the local sensitivity matrix. They selected the parameters that contributed most to 
the test output covariances by projecting the sensitivity-matrix columns onto the matrix of left 
singular vectors (with non-zero singular values). This has the advantage of computational 
efficiency; not requiring the expensive sampling required for the computation of Sobol 
indices, but is not able to discriminate between parameter uncertainty that is accurately 
modelled and that which is not. It is only the latter that accounts for the difference in output 
variability between the test and the model. This latter point (on the discrimination between 
true and erroneous parameter distributions) also applies to methods based on objective 
functions that take the form of the square of the response residuals normalised by the mean or 
standard deviation – they aim only to find the parameters that reproduce the output variability 
and not necessarily the erroneous parameters. 
The purpose of this research is to propose a global sensitivity-based parameter selection 
method, based on an evaluation function, with built-in test data, and based on the multivariate 
normal distribution. Then by using the global sensitivity method, a composite sensitivity 
index is formed, which separates sets of parameters with correctly-modelled and erroneous 
statistics. This represents a more powerful parameter selection approach than is presently 
available by existing methods, which only select parameters that contribute to observed 
variability (whether or not the statistics of the parameters are modelled correctly). The 
effectiveness and robustness are validated with several computational cases on a truss model. 
Both the cases of independent parameters and correlated parameters are studied and discussed. 
After the simulation cases, an experimental frame with uncertain mass locations is studied. 
The positions of masses on the structure are arranged on the basis of a correlated number pair 
array. The goal, in this case, is to correctly identify that the uncertain mass positions are 
responsible for observed natural frequency variation. 
2 Parameter selection by GSA 
The parameter selection method is described by the flowchart shown in Figure 1 and details 
are provided in the following sections. 
 Figure 1. Flowchart of the method. 
2.1 Building the evaluation function 
Consider an analytical finite element model with input parameter vector 
( )1 2, , , Tnp p p=p …  and the output of modal frequencies ( )1 2, , , TkA Aω ω ω=ω … , where 
n is the number of parameters to be selected and k is the number of output modal frequencies. 
The model can be described as a function, 
   
( )A Af=ω p
   (1) 
The model output is described here as the modal natural frequencies, but could include mode 
shapes, frequency response functions or any other model output.  
The corresponding test data measurement can be described as a random vector for each of k 
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natural frequencies ( ) ( )1 2, , , ; 1,2, ,Ti i i iM m M i kω ω ω= =ω … …  obtained typically from 
tests carried out on m nominally identical structures. To show no preference for any particular 
output, the samples from finite element analysis and test are scaled with the mean of the test 
data [ ]i iM MEµ = ω  such that,  
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Then the normalized mean Mµ  and the covariance matrix MΣ  may be determined as, 
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Similarly, by sampling from a multivariate normal distribution of the modelling parameters, 
and in preparation for later requirement in Section 2.3, the mean Aµ  and the covariance 
matrix AΣ  of the normalized finite element model output samples may be obtained by 
forward propagation. 
Then, from (4) an evaluation function in the form of a log multivariate normal distribution 
PDF may be constructed as,  
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The log form of multivariate normal distribution PDF gives a higher gradient when the sample 
is far from the mean value, as illustrated in Fig. 2. This can be helpful in preventing the 
sensitivity from becoming too small when the samples are far from the mean of the test data. 
The evaluation function (5) is based upon the mean and variance of the measured data, 
whereas ( )Ay p  is an output of the model. It is therefore a mixture of the test and the model 
and represents an approximation to the unknown true log-density of the measured output. If 
the PDF is sharply peaked, then ( )MF p  is seen to be sensitive to a small change in the 
model output. Conversely, when the PDF is shallow ( )MF p  will be insensitive. Clearly, the 
PDF will be sharply peaked when the variance of the output is low, and shallow when the 
variance is high. It is not possible to say whether or not ( )MF p  is sensitive to a particular set 
of parameters without considering the effect of the chosen parameters on the output. 
 
Figure 2. Log-PDF of multivariate normal distribution. 
 
2.2 Global sensitivity analysis 
There are many ways of calculating the global sensitivity indices including Fourier Amplitude 
Sensitivity Test (FAST) [22], the method of Morris [23], the Derivative-based Global 
Sensitivity Measure (DGSM) and Delta Moment-Independent Measure [25]. Here Sobol’s 
sensitivity analysis method (originally developed by Sobol [26] then improved by Saltelli [27], 
[28]) is adopted for reasons of robustness and widespread usage. All these methods share the 
same concept of global sensitivity analysis, so any of them may be used in the research 
presented here. Below are some key steps to calculate the sensitivity indices with Sobol’s 
method. 
Given an evaluation model of the form ( )1 2, , ,M nZ F p p p= … , with Z  a scalar, the first 
order effect by variance may be written as, 
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~
|
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 (6) 
where ( )•V  and [ ]•E  are the variance and expectation operators respectively, ip  is the 
ith input and 
~ip  denotes the matrix of all inputs except ip . Then the first-order Sobol 
sensitivity index may be determined by the expression, 
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and the total effect index by, 
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TiS  measures the first and all higher order effects of the input ip . It can be seen that the 
theoretical calculation of these indices requires the theoretical probability distribution 
function which for practical reasons is usually determined by Monte Carlo simulation.  
The key to Sobol’s method is the decomposition of the evaluation function, 
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where 0F  is a constant and the integral of each item ( )1 2 1 2, , , , , ,s si i i i i iF p p p… ⋯  over any 
independent variable is zero, 
 ( )1 2 1 2, , , , , , 0;    1s s ji i i i i i iF p p p dp j s… = ≤ ≤∫ ⋯  (10) 
Using this decomposition, the mean value, the total and partial variances can be estimated 
with N  samples [19], 
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In these equations, ( )1 2, , ,m m m nmp p p=p …  denotes the m-th sample and (~ )i mp  is given 
by excluding imp  such that,   
 ( ) ( )( )(~i) 1 2 1 1, , , , , ,m m m nmi m i mp p p p p− += … …p  (14) 
The subscript q in Eq. (13) indicates that two different samples, m and q, are used. The same 
equation may be used to calculate the first order sensitivity indices, and a similar formula 
leads to an expression for the total sensitivity index, 
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When using these formulas, one should pay attention to the subscripts in Eq. (13) and Eq. (15), 
which are different. This arises because of the different meanings of first-order and total 
sensitivity indices. For each sample term in Eq. (13), all variables except the studied 
parameter are changed, which has the effect of removing its contribution alone. But in Eq. 
(15), only the studied parameter is changed, and Eq. (16) may then be used to calculate its 
total effect. 
In the present research, the parameters show an obviously high order effect brought by the 
interaction of parameters in the finite element analysis. Therefore, the total sensitivity indices 
will be mainly used. Fortunately, there is a powerful open source Python library called SALib 
[29] which provides a convenient way to access most popular GSA methods [26][27][28] and 
is validated to be effective and efficient. The sampling procedure and the sensitivity 
evaluation were carried out using the functions available in this toolbox.  
2.3 A composite index for parameter selection. 
This section begins with a baseline (or reference) function defined in the same way as the 
evaluation function, but with finite element data only and given by, 
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where the mean Aµ  and the covariance matrix AΣ  are determined, as explained in Section 
2.1. 
Normally, global-sensitivity sampling is based on Latin-Hypercube or a similar unbiased 
uniform distribution. This means the baseline function (17) will give an evaluation of the 
sensitivity of the finite element model parameters in the same way as conventional 
global-sensitivity-based parameter selection methods. Then, to eliminate unwanted model 
effects a new composite index may be created by dividing the baseline total sensitivity index 
by the same index from the evaluation function,  
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Here, Ti AS −  defines the contribution of selected parameters to the total sensitivity by using 
the baseline function. Similarly, Ti MS −  is determined from the evaluation function (5) to give 
the contributions of the same parameters. If the statistics of the ith parameter are accurately 
represented in the model then Ti AS −  and Ti MS −  should be the same and the composite index 
iSɶ  should be equal to unity. Parameters with erroneously modelled statistics will be marked 
by the deviation of iSɶ  from unity. 
3 Numerical case study 
3.1 Pin-joined truss 
As shown in Figure 3, a pin-jointed truss structure of overall dimensions 5m×1m and 
composed of 21 bar elements of cross-sectional area 0.03 m2, will be used as a simulated 
numerical case study. Each bar element of density 2700 kg/m3 has a nominal elastic modulus 
107.0 10 Pa × , which is randomised with a multivariate normal distribution and considered as 
a candidate for updating. The mean and standard deviation, 107.0 10 Pa iµ = ×  and 
100.05 0.05 7.0 10 Pa,i iσ µ= × = × ×  1, 2, , 21,i = …  respectively, are applied throughout. 
Therefore, the whole structure is an uncertain system with 21 randomized parameters. Then, 
in what follows, the mean and standard deviation values of the elastic moduli of the chosen 
parameters are changed to simulate highly erroneous parameters in the structure. Modal 
frequency data are used as the nominal measured output and using the parameter selection 
method presented in Section 2, the parameters that contribute most to the uncertainty of the 
structure will become apparent. Since the structure and target parameter list are the same as 
those described by Silva et al. [21], it is only necessary here to discuss the selection of 
parameters.  
 
Figure 3. Pin-joined truss. 
 
3.2 Independent parameters case 
The first case is when the parameters to be selected are independent of each other. Then, using 
numbering of elements as in Figure 3, the diagonal bars listed as {3,7,11,15,19} are chosen as 
target parameters. The mean values of these parameters are set to 106.3 10 Pa iµ = ×ɶ and set 
the standard deviations to 100.17 0.25 7.0 10 Pa ,   3,7,11,15,19i i iσ µ= × = × × =ɶ . Modal 
frequency samples are then generated with these new parameters and used as the nominal test 
data for parameter selection. 
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 Figure 4. The change in parameters(left) and modal frequencies(right). 
 
It can be seen in Figure 4 that test parameter 3p , which is one of the listed parameters has an 
increased deviation, whereas the standard deviation of 5p  remains unchanged. The change 
in modal frequencies associated with the parameters is also shown in the figure. 
The extension of Sobol’s method by Saltelli et al. [27], [28] reduces the errors in the 
sensitivity index calculations, and was used for the sampling of the finite element data. Here, 
the interval of all parameters was set to ± 30% of the initial mean values, i.e. 
[ ] 100.7 1.3 7.0 10 Pa− × ×  for every candidate parameter and the composite sensitivity 
indices determined using the procedure explained previously. 
 
 
 
  
(a) Ti AS −  
  
(b) Ti MS −  
 
(c) iSɶ  
Figure 5. (a) Baseline, (b) Evaluation, (c) Composite indices 
 It is seen in Figure 5 that it is not possible to distinguish the erroneous parameters from the 
sensitivity indices of the baseline function. The evaluation function indices, however, show 
the parameters with correctly modelled statistics to be much greater than the others and 
similar in value to the baseline-function indices. All the composite indices for the correctly 
modelled parameters are close to unity, as expected, while the parameters with erroneous 
statistics {3, 7, 11, 15, 19} have much higher composite indices. Thus, all the expected 
parameters would be selected for updating. 
3.3 Correlated parameters case 
In many cases, the random structural parameters may not be independent of each other. 
Similar to the independent case, the test data were generated with a random parameter sample, 
but this time the parameters in the target list were deliberately correlated. The target list for 
selection was the same as before, i.e. {3,7,11,15,19}. The mean values of the parameters were 
set as in the previous case to 106.3 10 Pa ,   3,7,11,15,19i iµ = × =ɶ . Parameter pairs {3,7} 
and {15,19} were correlated as shown in the covariance matrix, 
10 2
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. 
Parameter samples generated from this distribution are shown in the scatter diagrams and 
histograms of Figure 6. Parameter pair {3,7} is seen to have a complete positive linear 
correlation whereas parameter pair {15,19} have an incomplete negative linear correlation. 
 
 Figure 6. Generated correlated parameter samples. 
 
Here again the presented composite index is used for parameter selection, and the sample 
interval for global sensitivity analysis remains as before, [ ] 100.7 1.3 7.0 10 Pa− × × . 
 
Figure 7. Composite sensitivity indices calculation result for correlated parameters. 
 
From the result shown in Figure 7, the list {3,7,11,15,19} can still be distinguished, but the 
value for parameter 3 is lower than other targeted parameters. This is caused by the 
correlation of parameters. As shown in Figure 6, parameters 3p  and 7p  have a very strong 
correlation, which makes them affected more than parameter pair ( 15p , 19p ). However, 
parameter 9p  may be mistakenly selected, which is not exactly what we want, but for most 
model updating problems, selecting a limited extra number of parameters than needed will not 
have much effect on the updating result. Thus, correlated parameters may also be selected by 
the method presented in this paper.  
4 Experimental case study 
4.1 Test structure and modal test results 
In order to validate the methodology proposed in this paper, the physical aluminium frame 
structure shown in Figure 8, with mass-position uncertainty, was investigated. It was built 
with beams and movable mass blocks of 2.03 kg. The frame was fixed to a rigid base with 
four bolts and the mass blocks were machined with a ridge that formed a line of contact with 
the beams at the level of the centre of mass. The vertical positions of the masses could be 
adjusted to represent structural variability while the horizontal (axis x) position remained 
unchanged. The mass centres of the two blocks were always on the vertical centre lines of the 
short vertical beams. 
 
 
Figure 8. Frame structure with mass-position uncertainty. 
 
The natural frequencies of the frame were the measured outputs. The problem of 
randomness among nominally identical structure was then simulated by moving the two 
masses to different positions denoted by p
1
 and p
2
. The distance from the bottom 
horizontal beam to the lower mass was 1p  and that from the middle horizontal beam to the 
upper mass was 2p . The overall height of frame was 80cm and the maximum feasible 
regions of variability of p
1
 and p
2
 was from 10 cm to 30 cm. In total 100 positional pairs 
( )p , p1 2  were designed to follow a bivariate normal distribution with mean 
(20, 20)TM =µ  and covariance matrix 
9.97 5.63
5.63 9.97M
 
=  
 
Σ , being the statistics 
determined from the 100 observations, as shown in Figure 9, and not the generating statistics. 
The two parameters were found to be correlated with a Pearson correlation coefficient of 0.59.  
 
Figure 9. Generated mass position samples. 
 
Modal tests were carried out with the two masses arranged according to the distribution 
outlined. Roving hammer excitation was applied in two perpendicular directions with 
accelerometers placed accordingly and the first twelve modal natural frequencies were 
extracted using the Siemens PLM / LMS Testlab system and the PolyMax algorithm. The 
sampling frequency was 512Hz, slightly lower than the Nyquist frequency usually require to 
accurately determine the 12th mode at around 280Hz, but apparently without problems of 
aliasing. Figure 10 shows probability density functions generated from the test results for 
each of the 12 natural frequencies. The legend in the middle of the figure shows the order of 
the modes. 
 
Figure 10. Distributions of the test data. 
4.2 The finite element and Kriging surrogate models 
A finite element model consisting of beam elements was used to represent the physical 
structure. The two vertical interior beams were each modelled using 40 beam elements 
thereby allowing the placement of the masses to be chosen from 39 nodal points. This causes 
a problem because it is generally not possible to reproduce the experimental mass-position 
distributions in the FE model without placing the masses at intermediate positions between 
the nodes. A Kriging surrogate model was constructed to overcome this problem. 
Kriging has found widespread application in structural dynamic research [30-34] and in 
present example was built using input and output samples generated from the finite element 
model. The five parameters listed in Table 1 were chosen as input. These include not only the 
positions of the two masses but also the bolt stiffnesses, bk , that connect the bottom of the 
frame to the rigid base and shear moduli, bG  and vG , for the horizontal base beam and the 
two interior vertical beams. Stiffness bk  was considered to be potentially nonlinear, since 
similar boundary-condition stiffnesses are common sources of error in many model updating 
exercises. bG  and vG , are the beam stiffness parameters in key areas of the structure most 
affected by the bending and twisting modes of the structure. It is seen from the table that 
mean values of the mass positions are exactly the same as in the test and the standard 
deviations are close to test values, although these might not be exactly reproduced in Latin 
hypercube sampling from a uniform distribution by Sobol’s method. The mean of the base 
restriction stiffness was determined by an informed guess and the shear moduli ( )4 5,p p  are 
given by standard values for aluminium. 
 
Table 1. Parameter descriptions and initial statistics 
Parameter Mean iµɶ    STD  
 0.173i iσ µ= ×ɶ ɶ   
Description 
1p   20 cm 3.464 cm Position of upper mass block  
2p  20 cm 3.464 cm Position of lower mass block  
3 bp k=  2×10
7 kg/m  0.346×107 kg/m Base restriction stiffness 
4 bp G=  2.594×10
10
 Pa 0.449×1010 Pa Shear modulus - base beam 
4 vp G=  2.594×10
10
 Pa 0.449×1010 Pa Shear modulus - interior vertical beams 
 
The Kriging model consisting of a hyperspace of five dimensions with 58 32,768=  training 
points for each of the 12 natural frequencies was found to reproduce the finite element results 
with very good accuracy. Figure 11 is generated by the trained Kriging model, in which the x- 
and y-axes present the parameters 1p  and 2p  respectively, and the z-axis is the 6
th
 modal 
frequency. The black dots on the figure are random samples (different from the training points) 
generated from the finite element model. It can be seen the model fits them well, which 
means the Kriging model is capable of representing the behaviour of the finite element model. 
 
Figure 11. The trained Kriging surrogate model. 
4.3 Parameter selection 
Figure 12 shows the parameter selection result obtained by the proposed method in terms of 
the composite sensitivity index. As can be seen, parameters 1p  and 2p  which are the 
position of the mass blocks, have similar index values for Ti AS −  and Ti MS − , and for the 
composite index have values very close to unity. This is to be expected because the Kriging 
model was based on the exact mean of test and the standard deviation is close to that obtained 
from measurement. This result confirms that the statistics of the mass positions used in the 
model are a close match to the test and therefore 1p  and 2p are not in need of updating. We 
know from engineering judgement that the beam shear moduli 4p  and 5p  are likely to be 
deterministic, so although some updating may be necessary, deterministic updating should 
suffice. The base restriction stiffness 3p  is more complicated and may be nonlinear. 
 (a) Ti AS −  
 
(b) Ti MS −  
 
(c) iSɶ  
Figure 12. (a) Baseline, (b) Evaluation, (c) Composite indices 
 
Another interesting result of the parameter selection is the second order global sensitivity 
indices result shown in Figure 13. The x-axis and y-axis are the indices of the parameters and 
the colour denotes the sensitivity indices. It is seen that there is a very high value between 
parameters 1p  and 2p , which in fact are correlated. So the presented evaluation function 
can also be used as a correlation evaluation tool for the uncertain parameters in the structure. 
 
 
Figure 13. Second order global sensitivity for the experimental case. 
 
5 Conclusions 
In this paper, a parameter selection method for stochastic model updating is presented. The 
method is based global sensitivity analysis using a new evaluation function, assumed to be a 
close approximation to the PDF of the measured data. This leads to a composite sensitivity 
index, by dividing indices form a baseline function by those from the evaluation function. 
This process allows the discrimination of parameters with correctly modelled statistics from 
the erroneous ones.  Two simulation cases studies are presented with parameter selection 
carried out on a pin-jointed truss structure. In the first study, the uncertain parameters are 
taken to be independent and in the second the parameters are correlated. All stiffness 
parameters in the structure are randomized with chosen mean values and standard deviations, 
but only a subset of these are erroneous. Excellent results were obtained in both cases. 
The methodology is validated experimentally on a frame structure with masses in uncertain 
positions. The presented method confirm that the statistics of the mass positions are correctly 
modeled and not in need of updating. Furthermore, the second-order global sensitivity of the 
evaluation function identified the correlation of the two position parameters.  
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