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Abstract
Some real-world problems revolve to solve the optimization problem maxx∈X f (x) where f (.) is a
black-box function and X might be the set of non-vectorial objects (e.g., distributions) where we
can only define a symmetric and non-negative similarity score on it. This setting requires a novel
view for the standard framework of Bayesian Optimization that generalizes the core insightful
spirit of this framework. With this spirit, in this paper, we propose Analogical-based Bayesian
Optimization that can maximize black-box function over a domain where only a similarity score
can be defined. Our pathway is as follows: we first base on the geometric view of Gaussian
Processes (GP) to define the concept of influence level that allows us to analytically represent
predictive means and variances of GP posteriors and base on that view to enable replacing kernel
similarity by a more genetic similarity score. Furthermore, we also propose two strategies to find
a batch of query points that can efficiently handle high dimensional data.
Keywords: Bayesian Optimization, Analogical-based Bayesian Optimization.
1. Introduction
Bayesian optimization (BO) has emerged as a powerful solution for these varied design prob-
lems (Shahriari et al., 2016). BO has been widely applied to a mixed variety of real-world
problems from interactive user interfaces (Brochu et al., 2010a), robotics (Lizotte et al., 2007;
Martinez-Cantin et al., 2007), environmental monitoring (Román and Fabio, 2012), information
extraction (Wang et al., 2014), combinatorial optimization (Hutter et al., 2011; Wang et al.),
automatic machine learning (Bergstra et al., 2011; Hoffman et al., 2014; Snoek et al., 2012;
Swersky et al., 2013), sensor networks (Srinivas et al., 2010), adaptive Monte Carlo (MC)
(Mahendran et al., 2012), experimental design (Azimi et al., 2012), and reinforcement learning
(Brochu et al., 2010b) to name a few.
Fundamentally, BO is a sequential model approach to solve the optimization maxx f (x) with
regard to a black-box function f (.), wherein one is capable of querying the value of f (x) for any
given x. We initially place prior belief on the function f (.) which could be a GP. Susequently, this
belief is updated using queried data points and their labels. To decide which point should be queried
next, we recruit the acquisition which is closely related to the updated belief. A good acquisition
function must ballance the exploitation and exploration to guarantee suggesting points with high
values in low density area.
c©2017 Trung Le, Khanh Nguyen, Tu Dinh Nguyen, and Dinh Phung.
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In this paper, we propose Analogical-based Bayesian Optimization that can optimize the black-
box function f (x) on a domain X where we can endow a non-negative and symmetric similarity score
function S (., .). Our pathway is as follows: we first base on the geometric view of Gaussian Processes
(GP) to define the concept of influence level that allows us to analytically represent predictive means
and variances of GP posteriors and base on that view to enable replacing kernel similarity by a more
genetic similarity score. Furthermore, we also propose two strategies to find a batch of query points
that can efficiently handle high dimensional data.
2. GP-based Bayesian Optimization
In this section, we present GP-based Bayesian Optimization. The objective is to minimize a black-
box function: maxx∈X f (x) where the feasible set X ⊂ Rd. At first, we have not any collected data,
we hence assume that f is a random function drawn from a Gaussian Process GP (0,K (., .)) (i.e.,
f ∼ GP (0,K (., .))), where 0 : X → R is the zero function (i.e., 0 (x) = 0, ∀x ∈ X ), K : X ×X → R
is a p.s.d kernel. Later at time t, assuming that we have collected the argument-and-value set
Dt = {(x1, y1) , . . . , (xt−1, yt−1)} wherein each yi = f (xi) + εi with εi ∼ N
(
0, σ2
)
, we are in need
of specifying the next point xt to query.
Given the set Dt, the posterior f (t) = f | Dt is the GP
(
µ(t) (x) ,K(t) (., .)
)
where µ(t) : X\Dt → R
and K(t) : (X\Dt)× (X\Dt)→ R whose formulations are
µ(t) (x) = K(t)x
[
K(tt)σ
]−1
y
(t)
K(t)
(
x, x
′
)
= K
(
x, x
′
)
−K(t)x
[
K(tt)σ
]−1 (
K
(t)
x′
)T
=
∣∣∣∣K (x, x′)−K(t)x [K(tt)σ ]−1 (K(t)x′
)T∣∣∣∣ (1)
where K
(t)
x = [K (x, xi)]
t−1
i=1 , K
(tt) = [K (xi, xj)]
t−1
i,j=1, K
(tt)
σ = K(tt) + σ2I, and y(t) = [yi]
T
i=1,...,t−1.
Therefore, given any x ∈ X\Dt, f (t) (x) is a Gaussian random variable with the mean and
the standard deviation as µ(t) (x) and σ(t) (x) = V (t) (x)1/2 = K(t) (x, x)1/2, respectively. The
principle to choose the next query point xt is to balance the exploitation against the exploration.
The exploitation level of the point x is expressed via the value of µ(t) (x) and its exploration level is
represented through the value of σ(t) (x). Therefore, the next query point x(t) is evaluated as
x(t) = argmaxx
(
µ(t) (x) + κσ(t) (x)
)
(2)
The above expression implies that we wish to minimize the mean µ(t) (x) for the exploitation and
simultaneously maximize the variance σ(t) (x) for the exploration. The exploitation and exploration
is trade-off since if we favor the exploitation, the query point tends to stay close to the previous
query points, hence having a small variance (i.e., the standard deviation); in contrast, if we favor
the exploration, the query point tends to stay far away the previous query points for a high variance
(i.e., the standard deviation), hence having a low mean value. Here we note that κ > 0 is used to
trade-off the exploitation against the exploration.
To observe the geometric nature of GP-based Bayesian Optimization (BO), we now investigate
the geometric view of GP-based BO. Since K˜
(
x, x
′
)
= K
(
x, x
′
)
+ σI
(
x, x
′
)
is a p.s.d kernel,
there exists a feature map Φ˜ : X → H (i.e., H is a Reproducing Kernel Hilbert Space) such that
K˜
(
x, x
′
)
= Φ˜ (x)
T
Φ˜
(
x
′
)
. We now denote L(t) = span
({
Φ˜ (x1) , . . . , Φ˜ (xt−1)
})
by the linear span
of Φ˜ (x1) , . . . , Φ˜ (xt−1) and further define the projection of a given vector Φ˜ (x) onto L
(t) and the
2
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rejection of Φ˜ (x) from L(t) as
P(t) (x) =
t−1∑
i=1
pi (x) Φ˜ (xi)
R(t) (x) = Φ˜ (x)− P(t) (x)
Theorem 1. (Geometric view) We define the coefficient vector of the projection P(t) (x) as p (x) =
[pi (x)]
T
i=1,...,t−1. We then have p (x) = K
(t)
x
[
K
(tt)
σ
]−1
. In addition, the variance V (t) (x) is exactly∥∥R(t) (x)∥∥−σ, where ∥∥R(t) (x)∥∥ is the Euclidean distance from Φ˜ (x) to the linear span L(t) and the
mean µ(t) (x) is exactly
〈
p (x) ,y(t)
〉
=
∑t−1
i=1 pi (x) yi.
We now restate the criterion to find the next query point as shown in Eq. (2) as
xt+1 = argmaxx
(
t−1∑
i=1
pi (x) yi + κ
√∥∥R(t) (x)∥∥− σ
)
This view supports us to think out of the GP-based Bayesian Optimization. In particular, we propose
a novel Similarity-based Bayesian Optimization framework that still preserves the insightful spirit
of the GP-based Bayesian Optimization.
3. Analogical-based Bayesian Optimization
3.1 Thinking Out of the Gaussian Process
The kernel function K (., .) can be thought as a similarity score which measures the similarity level
between any two points. Leveraging this remark with the geometric view of GP-based Bayesian
Optimization inspires us to think out of the Gaussian Process. In particular, we propose a Analogical-
based Bayesian Optimization (ABO) for which the kernel similarity can be replaced by a more generic
class of similarity scores. To motivate this idea, we observe that the predictive mean can be computed
as follows
µ(t) (x) =
t−1∑
i=1
pi (x) yi (3)
where each pi (x) stands for the coefficient of Φ˜ (xi) in the projection of Φ˜ (x) onto L(t) =
span
({
Φ˜ (x1) , ..., Φ˜ (xt−1)
})
.
The formula in Eq. (3) and the expressive meaning of pi (x) enables us to assign pi (x) as the
influence level of xi to x given Dt for which we denote as I (x, xi | Dt). If this influence level is
high (i.e., Φ˜ (xi) plays an important role in the formula of P(t) (x) or Φ˜ (x)), the collected value
yi associating with Φ˜ (xi) highly affects to the predictive mean µ
(t) (x). With the notion of the
influence level in hand, we can rewrite the formula for the predictive mean as
µ(t) (x) =
t−1∑
i=1
I (x, xi | Dt) yi (4)
We now turn to express the variance V (t) (x) (or the standard deviation σ(t) (x) = V (t) (x)
1/2
)
using the notion of the influence level. Using the formula in Eq. (1), we can rewrite the variance as
V (t) (x) =
∣∣∣∣∣K (x, x) −
t−1∑
i=1
I (x, xi | Dt)K (x, xi)
∣∣∣∣∣ (5)
3
Le et al
The formula of the variance V (t) (x) in Eq. (5) discloses that if x locates in the region highly
affected by xi (s) and being close to xi (s), its variance would be low. In contrast, if x tends to move
further away xi (s), its variance tends to decrease. Therefore, in GP-based Bayesian Optimization,
Gaussian Process allows us to place the uncertainty over the ground-truth function f and also
quantitatively characterize the uncertainty of this function evaluated at a point (i.e., f (x)) which is
influenced by other queried points as in Eqs. (4, 5).
3.2 Bayesian Optimization with a Generic Similarity Score
With the support of the above views and reasons, we propose to replace the kernel functionK
(
x, x
′
)
by a more generic similarity score S
(
x, x
′
)
wherein S : X ×X → R is non-negative and symmetric.
The formulas for the predictive mean and variance as shown in Eqs. (4, 5) are rewritten as
µ(t) (x) =
t−1∑
i=1
I (x, xi | Dt) yi
V (t) (x) =
∣∣∣∣∣S (x, x) −
t−1∑
i=1
I (x, xi | Dt)S (x, xi)
∣∣∣∣∣
where I (x) = [I (x, xi | Dt)]
T
i=1,..,t−1 can be computed as S
(t)
x
[
S(tt) + σ2I
]−1
(if available) with
S
(t)
x = [S (x, xi)]
t−1
i=1 and S
(tt) = [S (xi, xj)]
t−1
i,j=1.
However, for a generic similarity score S (., .), the matrix S(tt) + σ2I might be a singular
matrix, hence making the computation infeasible. To address this issue, we note that I (x) =
S
(t)
x
[
S(tt) + σ2I
]−1
or equivalently S
(t)
x = I (x)×
(
S(tt) + σ2I
)
and therefore propose to find I (x) as
I (x) = argminI
∥∥∥S(t)x − I (S(tt) + σ2I)∥∥∥2 (6)
To find optimal solution of the optimization problem in Eq. (8), we denote rt = rank
(
S(tt) + σ2I
)
and let B(tt) be the base matrix of the row space of the matrix S(tt) + σ2I. It is apparent that the
size of B(tt) is rt×(t− 1) which depends on the similarity score S (., .). The following theorem states
that instead of solving the optimization problem in Eq. (8) we can solve a similar optimization with
a smaller size.
Theorem 2. (Equivalent problem) Let us denote J (x) = argminJ
∥∥∥S(t)x − JB(tt)∥∥∥2 ∈ Rrt. The
following statements hold
i) The matrix B(tt)
(
B(tt)
)T
is invertible.
ii) J (x) = S
(t)
x
(
B(tt)
)T [
B(tt)
(
B(tt)
)T]−1
. I (x) can be formed by augmenting J (x) with the
zero entries.
It is apparent that if the matrix S(tt) + σ2I is invertible (i.e., rank
(
S(tt) + σ2I
)
= t − 1) and
symmetric, we can gain the formulation being similar to GP-based OP as shown in the following
corollary.
Corollary 3. Assuming that the matrix S(tt) + σ2I is invertible (i.e., rank
(
S(tt) + σ2I
)
= t − 1)
and symmetric, we then have B(tt) = S(tt) + σ2I, and I (x) = J (x) = S
(t)
x
(
S(tt) + σ2I
)−1
.
It is worth noting that J (x) does not match with y(t) and S
(t)
x in general. To make the computa-
tion tractable, we fill the missing values in J (x) by 0. As a sequence, the calculations of S
(t)
x D
(tt)
y
(t)
and S
(t)
x D
(tt)
(
S
(t)
x
)T
can be realized by eliminating the irrelevant entries in y(t) and S
(t)
x .
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In the sequel, we demonstrate that the influence vector evaluated as in Eq. (8) has the same
geometric interpretation as that of GP-based Bayesian Optimization in Theorem 1. The only differ-
ence is that the empirical feature map is used instead of the feature map Φ˜ (.). Given the collected
training set Dt−1, the empirical feature map is defined as
Φe (x) =
[
S (x, xi) + σ
2
I (x, xi)
]t−1
i=1
The following theorem shows that the influence vector evaluated as in Eq. (8) is exactly
the coefficients of the vectors Φe (xi)(s) in the projection of Φe (x) onto the linear span of
{Φe (x1) , . . . ,Φe (xt−1)}.
Theorem 4. (Geometric view with empirical feature map) Let us denote the projection of Φe (x)
onto the linear span of {Φe (x1) , . . . ,Φe (xt−1)} by Pe (x). Let Ii (x) be the i-th component of the
influence vector evaluated as in Eq. (8). We then have
Pe (x) =
t−1∑
i=1
Ii (x)Φe (xi)
Theorem 8 indicates that the influence vector evaluated as in Eq. (8) preserves the key spirit of
the influence concept in GP-based Bayesian Optimization.
3.3 Acquisition Function and Strategy to Query
In this section, we present two kinds of acquisition function and the strategy to find a batch of
query points. The maximization of the proposed acquisition functions is based on the fixed-point
technique wherein each point in the current queried set has its own trajectory to gradually converge
to an equilibrium point, which is also a local maxima of the current acquisition function. Two
proposed acquisition functions are formulated as
u
(t)
1 (x) = S
(t)
x D
(tt)
y
(t)
u
(t)
2 (x) = S
(t)
x D
(tt)
y
(t) + κ
∣∣∣∣S (x, x)− S(t)x D(tt) (S(t)x )T
∣∣∣∣
1/2
To maximize the above acquisition functions, we use the fixed point technique. In particular,
we need to find an equilibrium point such that ∇u (x∗) = 0 or ∇u (x∗) + x∗ = x∗ where u (x) can
be u
(t)
1 (x) or u
(t)
2 (x). To address it, we define g (x) = ∇u (x) + x and start with an initial point
x(0), and then find the next point as x(l+1) = g
(
x(l)
)
. This sequence will converge to an equilibrium
point equi
(
x(0)
)
.
We now respectively debut with x1, x2, ..., xt−1 as initial points (i.e., xi = x
(0), i = 1, ..., t − 1
respectively). The xi (s) converge to the equilibrium points equi (xi) (s) and some of them might
be coincided. We now define the set of equilibrium points by EQ(t) (i.e.,
∣∣EQ(t)∣∣ ≤ t− 1). Given a
batch size nb, with the first strategy we choose the top nb equilibrium points with highest predictive
variance (i.e.,
∣∣∣∣S (x, x)− S(t)x D(tt) (S(t)x )T
∣∣∣∣) and with the second strategy we choose the top nb
equilibrium points with highest objective value (i.e., u
(t)
2 (x)). In addition, in the first strategy we
propose the two-stage strategy wherein the first stage bases on exploitation and the second stage
bases on exploration. The gradient (or subgradient) of u
(t)
1 (x) and u
(t)
2 (x) (or g (x) = ∇u (x) + x)
can be conveniently computed as follows
∇u
(t)
1 (x) = ∇S
(t)
x D
(tt)
y
(t)
∇u
(t)
2 (x) = ∇u
(t)
1 (x) +
κ∇S (x, x)
2V (t) (x) sign
(
V (t) (x)
) − κ
(
∇S
(t)
x D
(tt)
(
S
(t)
x
)T
+ S
(t)
x D
(tt)
(
∇S
(t)
x
)T)
2V (t) (x) sign
(
V (t) (x)
)
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4. Application of Similarity-based Bayesian Optimization
In this section, we present a typical example optimization problem wherein the existing approaches
are infeasible to accurately solve it whilst our proposed ABO can efficiently figure out its solution.
Assuming that we are dealing with the following optimization problem:
maxx g (x) , Ep(ω|x) [f (ω, x)]
In the above optimization problem, the formula of the function f (ω, x) is clear, but the evaluation
of the expectation is intractable. Therefore, we consider the function g (x) as a black box function.
Given x, we can use Monte Carlo (MC) estimation to evaluate g (x) using ωi (s) drawn from p (ω | x).
Certainly, we are free to employ the traditional GP-based BO in this case. However, the Gaussian
kernel function of this approach is based on the Euclidean (or Mahalanobis) distance, hence entailing
unsatisfied solution. It is more appealing if we recruit the symmetric KL divergence to measure
similarity score as between x, x
′
as follows
S
(
x, x
′
)
= const −DSYM
(
x, x
′
)
= const−
DKL
(
p (. | x) ‖ p
(
. | x
′
))
2
−
DKL
(
p
(
. | x
′
)
‖ p (. | x)
)
2
The derivative of S
(
x, x
′
)
w.r.t x is as follows
∇xS
(
x, x
′
)
=
∫
∇x log p (. | x) p
(
. | x
′
)
dω
−
∫
∇x log p (. | x) log
exp (1) p (. | x)
p (. | x′)
p (. | x) dω (7)
It is obvious that in case that the evaluation of the derivative in Eq. (7) is intractable, we can
estimate it using MC estimation. Therefore, in general the execution of ABO for the above Bayesian
optimization problem is always feasible. To demonstrate the idea and simplify the problem, we
assume that x = (µ,Σ) and p (ω | x) = N (ω | µ,Σ) where Σ = diag
(
[σi]
d
i=1
)
. We then have
S
(
x, x
′
)
= const−
1
4
(
tr
(
Σ−1Σ′
)
+ tr
(
ΣΣ′−1
))
−
1
4
(
µ− µ
′
)T (
Σ−1 +Σ′−1
) (
µ− µ
′
)
= const−
1
4
d∑
i=1
(
σi
σ′
i
+
σ′i
σi
)
−
1
4
d∑
i=1
(
µi − µ
′
i
)
2
(
1
σi
+
1
σ′
i
)
where x′ = (µ′,Σ′) and Σ′ = diag
(
[σ′i]
d
i=1
)
.
The derivative is now tractable as follows
∇Sµi = −
1
2
(µi − µ
′
i)
(
1
σi
+
1
σ′i
)
∇Sσi = −
1
4
(
1
σ′i
−
σ′i
σ2i
)
−
1
4
(µi − µ′i)
2
σ2i
5. Experiment
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Appendix A. All Proofs
For comprehensibility, we first revise some definitions and notations used in the paper.
K˜
(
x, x
′
)
= K
(
x, x
′
)
+ σI
(
x, x
′
)
and K˜
(
x, x
′
)
= Φ˜ (x)
T
Φ˜
(
x
′
)
L(t) = span
({
Φ˜ (x1) , . . . , Φ˜ (xt−1)
})
P(t) (x) =
t−1∑
i=1
pi (x) Φ˜ (xi) andR
(t) (x) = Φ˜ (x)− P(t) (x)
Theorem 5. We define the coefficient vector of the projection P(t) (x) as p (x) = [pi (x)]
T
i=1,...,t−1.
We then have p (x) =
[
K
(tt)
σ
]−1(
K
(t)
x
)T
where K
(tt)
σ = K(tt) + σ2I with K(tt) = [K (xi, xj)]
t−1
i,j=1. In
addition, the variance V (t) (x) is exactly
∥∥R(t) (x)∥∥− σ, where ∥∥R(t) (x)∥∥ is the distance from Φ˜ (x)
to the linear span L(t) and the mean µ(t) (x) is exactly
〈
p (x) ,y(t)
〉
=
∑t−1
i=1 pi (x) yi.
Proof It is apparent that
p (x) = argmind J (d) ,
∥∥∥∥∥Φ˜ (x)−
t−1∑
i=1
diΦ˜ (xi)
∥∥∥∥∥
2
We then have
J (d) = K˜ (x, x)−
t−1∑
i=1
K˜ (x, xi) di +
t−1∑
i=1
t−1∑
j=1
didjK˜ (xi, xj)
= K˜ (x, x)−
t−1∑
i=1
K (x, xi) di +
t−1∑
i=1
t−1∑
j=1
didjK˜ (xi, xj) (sincex 6= xi, ∀i)
= K˜ (x, x)−K(t)x d
T + dT
[
K(tt) + σ2I
]
d
= K˜ (x, x)−K(t)x d
T + dTK(tt)σ d
∇J (d) =
(
K(t)x
)T
−K(tt)σ d
Setting the derivative to 0, we gain
p (x) = d∗ =
[
K(tt)σ
]−1 (
K(t)x
)T
We now remind the formula to compute the influence vector I (x)
I (x) = argminI
∥∥∥S(t)x − I (S(tt) + σ2I)∥∥∥2 (8)
Theorem 6. Let us denote J (x) = argminJ
∥∥∥S(t)x − JB(tt)∥∥∥2 ∈ Rrt. The following statements hold
i) The matrix B(tt)
(
B(tt)
)T
is invertible.
ii) J (x) = S
(t)
x
(
B(tt)
)T [
B(tt)
(
B(tt)
)T]−1
. I (x) can be formed by augmenting J (x) with the
zero entries.
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Proof We sketch out the proof as follows.
i) rank
(
B(tt)
(
B(tt)
)T)
= rank
(
B(tt)
)
= rt. In addition, the size of the matrix B
(tt)
(
B(tt)
)T
is
rt × rt. It follows that this matrix is invertible.
ii) Setting the derivative of the objective function w.r.t J to 0, we gain
0 = 2
(
J (x)B(tt) − S(t)x
)(
B(tt)
)T
J (x) = S(t)x
(
B(tt)
)T [
B(tt)
(
B(tt)
)T]−1
According to the definition of B(t), we gain{
JB(tt) : J ∈ Rrt
}
=
{
I
(
S(tt) + σ2I
)
: I ∈ Rt−1
}
= C(t)
Therefore, we arrive at∥∥∥S(t)x − I (x)(S(tt) + σ2I)∥∥∥ = ∥∥∥S(t)x − J (x)B(tt)∥∥∥ = maxv∈C(t) ∥∥∥S(t)x − v∥∥∥
It concludes this proof since B(tt) is a submatrix of S(tt) + σ2I.
Corollary 7. Assuming that the matrix S(tt) + σ2I is invertible (i.e., rank
(
S(tt) + σ2I
)
= t − 1)
and symmetric, we then have B(tt) = S(tt) + σ2I, and I (x) = J (x) = S
(t)
x
(
S(tt) + σ2I
)−1
.
Proof We derive as
I (x) = J (x) = S(t)x
(
B(tt)
)T [
B(tt)
(
B(tt)
)T]−1
= S(t)x B
(tt)
[
B(tt)B(tt)
]−1
= S(t)x B
(tt)
(
B(tt)
)−1 (
B(tt)
)−1
= S(t)x
(
B(tt)
)−1
Theorem 8. Let us denote the projection of Φe (x) onto the linear span of {Φe (x1) , . . . ,Φe (xt−1)}
by Pe (x). Let Ii (x) be the i-th component of the influence vector evaluated as in Eq. (8). We then
have
Pe (x) =
t−1∑
i=1
Ii (x)Φe (xi)
Proof We have
Pe (x) =
t−1∑
i=1
Ii (x)Φe (xi)
It is apparent that
I (x) = argminI
∥∥∥∥∥Φe (x)−
t−1∑
i=1
IiΦe (xi)
∥∥∥∥∥
2
We note that
Φe (x) =
[
S (x, xi) + σ
2
I (x, xi)
]t−1
i=1
= [S (x, xi)]
t−1
i=1 = S
(t)
x (sincex 6= xi, ∀i)
t−1∑
i=1
IiΦe (xi) = I [Φe (xi)]
T
i=1,...,t−1 = I [Φe (xi)]
t−1
i=1 = I
(
S(tt) + σ2I
)
(since [Φe (xi)]
t−1
i=1 is symmetric)
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Therefore, we gain the conclusion.
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