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Experimental details 
Figure S1 shows a photograph of the experimental setup. The ring magnets used in our 
experiment are NdFeB Grade N42 magnets with dimensions of 12.7mm OD, 6.4 mm ID and 
12.7mm in length (K&J Magnetics, Inc.). The cylindrical rail is made of fiberglass with diameter 
4.76mm. Sleeve bearings made from PTFE with 6.4mm OD and 4.8mm ID and are installed in 
each ring magnets to fit between magnets and rail and reduce sliding friction. The ring magnets 
are placed on the rail with the same polarization facing each other, causing them to repel and 
form a regular one-dimensional lattice. By fixing the two end magnets, the mass chain reaches 
equilibrium with a uniform spacing ܽ ൌ 33.4 mm between neighbours (a is the lattice constant). 
Electrical coils (APW Company) used in this experiment have dimensions 48.3 mm OD, 27.1 mm 
ID and 17.5 mm in length, with inductance of 104 mH. To measure the force-displacement 
interaction between two ring magnets and between a magnet and a coil with flowing current, 
the magnet or coil is fixed on two testing plates of an Instron E3000 materials tester with a 
250N load cell. The magnets and/or coil are aligned coaxially and force-displacement curves are 
recorded for over 3 times and averaged to reduce noise in the data. 
To achieve dynamic modulation on the current flowing in the 8 electrical coils, we use electrical 
signals generated by two synchronized function generators A and B (Agilent 33220A). A phase 
shift of േπ/2 is set between two function generators for forward and backward modulations. 
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The electrical coils #1 and #5 (phase offset 0) are connected in parallel to function generator A, 
while coils #3 and #7 (phase offset േπ) are conneted to function generator A but with reversed 
polarization to achieve the π phase shift. Similarly, coils #2 and #6 (phase offset േπ/2) are 
connected parallel to function generator B, while #4 and #8 (phase offset േ3π/2) are 
connetcted to B with reversed polarization. The two function generators are set to the same 
frequency f୫୭ୢ and amplitude, while the phase shift is set to either π/2 or െπ/2 for backward 
and forward modulation directions. The modulation current in each coil is checked with an 
oscilloscope to ensure same amplitude and phase lag of π/2 between neighbors. Due to the 
small cross-inductance and low operation frequency, we do not observe current induced from 
cross-inductance between neighbors in these coils. 
The phononic chain is driven by a separate coil placed off-center from the first moving magnet 
which is connected to a sweeping-frequency lock-in amplifier (Stanford Research SR860). The 
velocity of the last moving magnet is measured with a laser vibrometer (Polytec CLV-2534). 
 
Figure S1 A photograph of the experimental setup. The center 8 coils are used for dynamic 
modulation and the left most coil is used for exciting the system. 
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Simulation of the velocity response curves  
The control parameters for experiments are the modulation amplitude ݇௚,஺஼ , modulation 
frequency ௠݂௢ௗ and driving frequency ௗ݂௥. The forcing amplitude ܣ may also be controlled by 
changing the driving current, but it is kept constant in our experiments. Figure S2 shows the 
measured and simulated velocity response functions of the un-modulated lattice (݇௚,஺஼ ൌ 0). 
There is generally very good agreement between measurements and simulations, except for 
the peak around 15 Hz that is not captured in measurements. This is most likely because the 
friction forces in experiments are not fully captured by the Coulomb friction model used in 
simulations. The peaks in the velocity response functions are due to the finite size of the system 
(waves reflecting from the boundaries) and may be attributed to different modes of vibration – 
see also the section ‘Spatial profile of the steady response’ in Supplemental Material. We 
observe a sharp cut-off around 33 Hz, which is lower than the cut-off value of ሺ1/ߨሻඥ݇௖/݉ ൌ
34.3 Hz based on the dispersion relation. This is due to the presence of energy dissipation [29].  
To simulate the velocity response functions for a given set of control parameters, Equation (2) 
is solved in time until the initial transients decay. For each ௗ݂௥, the amplitude of motion is then 
obtained based on the Fourier transform of velocity time series over 500 driving cycles. This 
procedure reproduces the velocity amplitude measured by the lock-in amplifier. The response 
of the modulated system is not periodic due to the presence of two incommensurate 
frequencies ௗ݂௥ and ௗ݂௥ േ ௠݂௢ௗ (see, for example, Figures 2b and 2d).  
We use the velocity response function of the lattice with no modulation (݇௚,஺஼ ൌ 0) to obtain 
the coefficients of viscous damping ܾ and Coulomb friction ߤ, as well as the forcing amplitude ܣ. 
We note that including Coulomb friction is essential for capturing the sharp decay of the 
velocity response function near the cut off. We used a smooth approximation of the sign 
function in simulations, signሺݑሶ ௡ሻ ൎ tanh ሺߙݑሶ ௡ሻ with ߙ ൌ 1000.  
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Non-nearest neighbor interactions 
To measure the contributions from non-nearest neighbor interactions, the longer-range 
magnet-magnet and magnet-coil force-displacement curves are measured (Figure S2). Based on 
the magnet-magnet measurement, the effective spring constant created by the 2nd nearest 
neighbor (blue box in Figure S2a) is 4 N/m, about 3.5% of the 1st nearest neighbor coupling 
݇௖ ൌ 113 N/m, which is negligible in our analysis. The magnet-coil interaction measurement 
shows that the 2nd nearest neighbor magnet-coil coupling spring constant (blue box in Figure 
S2b) is ~1 N/m, about 4% of our modulation amplitude of ݇௚,஺஼ ൌ 24 N/m and less than 1% of 
the coupling stiffness ݇௖ ൌ 113 N/m, which is negligible as second order term. Based on these 
measurements, we only consider the nearest neighbor interactions between magnets and 
electrical coils. 
 
Figure S2 Comparison between 1st and 2nd nearest neighbor interactions for (a) magnet-magnet 
repulsion and (b) magnet-coil interaction at current of 30 mA. The red and blue shaded boxes 
correspond to the operating regions of the 1st and 2nd nearest neighbors. 
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Contribution from nonlinearity 
To assess the importance of nonlinearity in the coupling force, ܨ௖௢௨௣௟, we computed the 
velocity response function for two cases: once with ܨ௖௢௨௣௟ as described for Equation (2) and 
again with a linear approximation, ܨ௖௢௨௣௟ ൎ ݇௖ሺ2ݑ௡ െ ݑ௡ିଵ െ ݑ௡ାଵሻ. Figure S3 compares these 
simulated velocity response functions to measurements. We see that the resonant peaks shift 
to higher frequencies due to the hardening nature of the nonlinear force. We used the 
nonlinear coupling force in all the other simulations in this work because it leads to better 
agreement with measurements. The nonlinear behavior is most pronounced near the 
resonance peaks due to higher amplitudes of motion. However, it is important to note that the 
influence of nonlinearity is very weak: using a linearized coupling force results in less than 2.2% 
error in the locations of the resonant peaks in velocity response functions of Figure S3. This is 
why we could use the linear theory (e.g. dispersion curves) to predict and explain where non-
reciprocity occurs.  
 
Figure S3 Velocity response curves of the unmodulated lattice (݇௚,஺஼ ൌ 0). The thick red curve 
(circle marker) denotes the measured response. The grey curve (diamond marker) and black 
curve (square marker) denote simulated responses using a linear and a nonlinear coupling force, 
respectively.  
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Calculation of dispersion curves  
Dispersion relations describe the (free) propagation of plane waves through a medium. We 
computed the dispersion curves of the modulated lattice using two different methods.  
The spectral energy density method [21] was used first to obtain the dispersion relation based 
on direct numerical simulation of the linearized loss-less lattice with ܰ ൌ 128. We applied an 
impulse (initial velocity) to the middle unit and computed the transient response until the 
impulse reached the boundaries. We then obtained the space-time Fourier transform of the 
velocity field. The highest contour plot of the resulting field in the frequency-wavenumber 
space gives the dispersion diagram of the lattice. This is a common method for direct 
calculation of the dispersion curve for modulated lattices in the literature [21-23]. 
In the second method, we adopted a plane wave expansion of the displacement field ݑ௡ሺݐሻ of 
the form ∑ ௝ܷ exp ݅ሺݍ௝݊ െ ௝߱ݐሻ௝  with ൫ ௝߱ ൌ ߱ ൅ ݆߱௠௢ௗ, ݍ௝ ൌ ݍ ൅ ݆ݍ௠௢ௗ൯. Upon substitution in 
the linearized motion equation of an ideal infinite lattice, namely 
݉ݑሷ ௡ሺݐሻ ൌ  െ݇௚,௡ሺݐሻݑ௡ሺݐሻ ൅ ݇௖ ൫ݑ௡ାଵሺݐሻ ൅ ݑ௡ିଵሺݐሻ െ 2ݑ௡ሺݐሻ൯              (S1) 
it comes that 
ቌ
ܦሺ߱ିଵ, ݍିଵሻ െ1 0
െ1 ܦሺ߱଴, ݍ଴ሻ െ1
0 െ1 ܦሺ߱ଵ, ݍଵሻ
ቍ ൭
ܷିଵ
ܷ଴
ଵܷ
൱ ൌ ൭
0
0
0
൱              (S2) 
where the expansion of the displacement was truncated and only the terms ݆ ൌ െ1, 0, ൅1 were 
kept due to the smallness of ݇௚,஺஼/݇௖, and with ܦ൫ ௝߱, ݍ௝൯ ൌ
ଶቀ௠ఠೕమିସ௞೎ ୱ୧୬మቀ
೜ೕ
మ ቁቁ
௞೒,ಲ಴ . The dispersion 
relation is then deduced from the zero-determinant condition 
ܦሺ߱ିଵ, ݍିଵሻܦሺ߱଴, ݍ଴ሻܦሺ߱ଵ, ݍଵሻ െ ܦሺ߱ିଵ, ݍିଵሻ െ ܦሺ߱ଵ, ݍଵሻ ൌ 0.              (S3) 
Note finally that the curve generated in this manner is only valid in the vicinity of the 
unperturbed dispersion curve of the non-modulated lattice given by ܦሺ߱, ݍሻ ൌ 0.  
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Energy loss effects  
Losses are present in the experimental system studied in this paper. In our model, we describe 
the losses as viscous damping and Coulomb friction (Eq. 2). The dissipation parameters are 
extracted from experiments as fitting parameters, matching the velocity response of non-
modulated systems. We numerically study the effects of energy loss in our systems in two 
different scenarios: (I) pulse propagation and (II) continuous driving of the lattice. We use the 
finite lattice of Eq. (2) with modulation frequency ௠݂௢ௗ ൌ 15 Hz for all the simulations in this 
section. Similar results are obtained for other modulation frequencies.  
(I) For pulse propagation, a Dirac impulse is applied to the first unit (as initial velocity) 
and the response at the end unit is monitored for both forward- and backward-traveling 
modulation waves. Fig. S4 shows the results of these simulations for three sets of damping and 
friction: (i) left column: no loss (ܾ ൌ 0, ߤ ൌ 0); (ii) middle column: only viscous damping 
(ܾ ൌ 0.056, ߤ ൌ 0); (iii) right column: damping and friction (ܾ ൌ 0.056, ߤ ൌ 0.003). The top 
row (a) in Fig. S4 shows the impulse response of the end unit in time domain, the middle row (b) 
shows the impulse response in the frequency domain (i.e., the Fourier transform of the top 
row), and the bottom row (c) shows the response of the entire lattice in the time domain. The 
time series for backward-traveling waves are shown along the negative time axes for better 
illustration.  
The left column in Fig. S4 shows the impulse response of the end unit in the absence of energy 
loss. The non-reciprocal behavior around 5 Hz and below 20 Hz is clearly observed in the 
frequency domain (panel b). We can also observe that the time series for the forward and 
backward cases are different (panels a and c). As expected, this is consistent with analytical and 
numerical predictions of the infinite lossless lattice in Fig. 2a. As viscous damping is increased to 
the value obtained from experiments (middle column in Fig. S4), less energy is transferred to 
the end unit for both values of ݍ௠௢ௗ. This is observed most clearly in the time series (top and 
bottom rows), but is also visible in the frequency domain (middle row). Most importantly, the 
non-reciprocal wave propagation around 5 Hz and below 20 Hz persists. When the friction 
coefficient is increased to ߤ ൌ 0.003 (right column in Fig. S4), we observe that most of the 
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input energy is lost and little energy is transferred to the end unit. Notably, the transferred 
energy retains its non-reciprocal nature, consistent with the previous cases. If we repeat the 
above numerical analysis with the same damping and friction coefficients as in the experiments 
( , ), no energy reaches the end unit. This explains why we were not able to 
measure the impulse response of the end unit in the experimental setup.  
 
 
Figure S4 Influence of energy dissipation on the impulse response of the finite lattice for 
 (forward) and  (backward) at modulation frequency of  
Hz. Left column: no loss ( , ); (ii) middle column: only viscous damping ( , 
); (iii) right column: damping and friction ( , ). The top row (a) shows 
the impulse response of the end unit in the time domain, the middle row (b) shows the impulse 
response of the end unit in the frequency domain, the bottom row (c) shows the response of 
the entire lattice in the time domain. The time series for backward-traveling waves are shown 
along the negative time axes for better illustration. 
(II) To evaluate the effect of energy loss for continuous excitation of the lattice, we 
consider the response of the finite lossy system described by Eq. (2) at modulation frequency 
 Hz. Figure S5 shows the velocity response curves for three different values of energy 
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loss: (a) ܾ ൌ 0.056, ߤ ൌ 0.021 (the same as in the experimental system); (b) ܾ ൌ 0.056, ߤ ൌ 0; 
and (c) ܾ ൌ 0.028, ߤ ൌ 0. The results are plotted in logarithmic scale to emphasize the 
differences between them. Comparing Figs. S5 a & b, we observe that friction plays an 
important role in suppressing the response at lower frequency where the velocities are small. 
This explains why the non-reciprocal behavior near 5 Hz was not detectable in experiments. We 
also observe that the non-reciprocal propagation below 20 Hz is more pronounced in Fig. S5 b 
than in Fig. S5 a because there is less energy. By further reducing the damping, we observe in 
Fig. S5 c that the response amplitudes generally increase and the non-reciprocal behavior near 
5 Hz becomes more pronounced. Of course, in the limit of zero energy loss the response 
becomes unbounded at various frequencies because of the continuous excitation.  
 
Figure S5 Velocity response curves at modulation frequency ௠݂௢ௗ ൌ 15 Hz for three different 
values of energy loss: (a) ܾ ൌ 0.056, ߤ ൌ 0.021 (same as in Fig. 2d); (b) ܾ ൌ 0.056, ߤ ൌ 0; and 
(c) ܾ ൌ 0.028, ߤ ൌ 0. As energy loss is gradually decreased from (a) to (c), we observe that the 
response amplitude increases and the non-reciprocal behavior becomes more pronounced, 
especially near 5 Hz.  
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Finite-size effects 
The theoretical findings pertaining to an infinite, lossless medium were able to reliably predict 
the frequency ranges at which we measured modulation-induced non-reciprocity in a finite 
lossy medium (see Figs. 2 and 3). In this section, we focus on finite size effects in a modulated 
lattice. Specifically, we compute the bias ratio ݎ (the ratio of the forward- to backward-traveling 
waves) as a function of the number of units for the modulation frequency of 15 Hz. To decouple 
finite-size effects from other effects, we perform all the simulations in this section for an 
undamped chain, with an absorbing layer attached to the end of the lattice to avoid reflections. 
To remain consistent with the experimental setup, the first and last units in the lattice are not 
modulated. An impulse (initial velocity) is applied to the first unit, the governing equation are 
integrated in time, and the response of the last unit is transformed to the frequency domain for 
ݍ௠௢ௗ ൌ טߨ /2 to obtain the bias ratio.  
Figure S6 shows the bias ratio, as a function of the lattice size. In each case ܰ denotes the total 
number of magnets within the lattice. The number of modulated units is ܰ௠௢ௗ ൌ ሺܰ െ 2ሻ/4 
because each modulated unit comprises 4 magnets. We can see three main regions of biased 
propagation (modulation-induced non-reciprocity) that persist with increasing number of units: 
around 5 Hz, around 20 Hz and above 35 Hz. We focus on the region around 20 Hz, bearing in 
mind that the biased responses around 5 Hz and 20 Hz are due to the same phenomenon. We 
ignore the region above 35 Hz because it lies within the band gap, where the amplitudes of 
motion are too small to be of practical relevance.  
Figure S6 shows a size-persistent region of biased propagation near 20 Hz, approximately 
between 17.9 Hz and 22.3 Hz. As expected, increasing the lattice size enhances the bias ratio 
and the frequency range of biased propagation. We can see that for ܰ ൌ 18 (4 modulated units) 
the biased region is already very similar to the biased region for ܰ ൌ 410 (100 modulated 
units). This frequency range is in agreement with the theoretical predictions of the infinite 
lattice shown in Fig. 2a. Note that there is a narrow-band unbiased response near 19 Hz for 
ܰ ൒ 18. This corresponds to the extra branch of the dispersion curve that penetrates the 
modulation-induced band gap near 20 Hz, as already depicted in Fig. 2a. This effect is not 
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present in the short lattice because of its narrow-band nature: it is well understood [30] that 
the dispersion curve of a finite lattice can be obtained by “sampling” the dispersion curve of an 
infinite lattice at discrete values of wavenumber.  
 
 
Figure S6 Ratio of the output velocities of the forward- to backward-traveling waves for 
modulation frequency ௠݂௢ௗ ൌ 15 Hz as a function of the lattice size. ܰ is the total number of 
magnets in the lattice. The quantity on the y-axis is logሺݎሻ, thus zero corresponds to reciprocal 
propagation (ݎ ൌ 1). The results for different lattice sizes are offset for better illustration. 
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ܰ ൌ 10 corresponds to the same number of units as in the experimental setup. The vertical 
dotted grey lines at 17.9 Hz and 22.3 Hz denote the frequency range for modulation-induced 
non-reciprocity near 20 Hz for the longest chain.  
 
 
