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Abstract 
 
This paper investigates the short-run and long-run causal relationships that may exist between 
a set of variables that are selected to proxy for components of expenditure based GDP for 
eight European countries, namely Cyprus, France, Germany, Greece, Ireland, Italy, Portugal, 
and Spain. Due to the identification of I(1) cointegrated variables, the analysis is performed 
within a VECM framework, that models each country individually as a closed economy, and 
then as an open economy. The estimated variables are then used to provide out-of-sample 
short horizon forecasts of GDP, which are compared to actual GDP data. The results indicate 
that the estimated open economy VECM outperforms the closed economy VECM, but only 
for open economies within the sample. 
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I. Introduction 
 It is well established that regression analysis on time-series non-stationary variables 
may yield spurious results. As suggested by Box and Jenkins (1976), transforming these non-
stationary variables into first differences may make them stationary. However, Johansen 
(1988) demonstrates how differencing the variables can remove some long run information.   
Engle and Granger (1987) noted that, for cointegrated systems, the Vector Autoregressive 
(VAR) model in first differences will be miss-specified and the VAR in levels will ignore 
important constraints on the coefficient matrices. The authors further show that if a time-
series system includes integrated variables of order 1 or greater and the variables satisfy 
conditions of cointegration, then such a system would be more appropriately specified as a 
Vector Error Correction model (VECM), which can be viewed as a restricted VAR, rather 
than an unrestricted VAR. Theoretically, the cointegration of two or more variables suggests 
the presence of a long-run relationship between them, and therefore even though the variables 
themselves are non-stationary, they will move closely together over time and their difference 
will be stationary. Their long-run relationship is the equilibrium to which the system will 
converge. A VECM captures this long-run information within an error correction mechanism 
that is used to model changes in the variables over time. The disturbance from the error 
correction mechanism can be interpreted as the disequilibrium error or the distance from 
which the system is away from equilibrium at a point in time. A lagged value of the 
disequilibrium error is used within the VECM as an additional variable that is used to model 
changes in each system. A VECM is also useful for determining short-run dynamics between 
variables by restricting long-run behaviour of variables. It restricts long-run relationships 
through their cointegrating relations and the error correction term represents the deviation 
from the long-run equilibrium. 
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Within a VECM framework, this paper examines the short-run and long-run causal 
relationships that exist between GDP and the chosen information set. In addition, the relative 
forecasting performance of two VECMs: a benchmark ‘closed’ economy VECM and an 
‘open’ economy augmentation thereof is examined. The degree of openness in the augmented 
model is defined by the exports/GDP ratio. In this paper, economies for which this ratio is 
greater than 40% are considered to be open, and those economies for which the ratio is less 
than 40%, are considered closed. As a result of cointegrating relations in the variables of the 
model, Johansen’s error correction estimation method is employed to estimate forecasts in 
GDP. The models are estimated country-by-country across eight European countries, namely, 
Cyprus, France, Germany, Greece, Ireland, Italy, Portugal, and Spain, for two time periods: 
1997:1 - 2013:3 and 1997:1 - 2012:4. Out-of-sample forecasts are then generated for the 
remaining periods through to 2014:1. The models estimate (the logarithm of) real GDP on 
itself, and a number of lagged explanatory variables which proxy for the components of 
expenditure based GDP. The benchmark model treats each country as being defined as a 
‘closed’ economy and makes use of the full sample period from 1997:1-2013:3. For this 
purpose, the model is estimated individually for each country using quarterly data on (the 
logarithm of) seasonally adjusted real GDP, (the logarithm of) inflation measured by the GDP 
deflator (2005=100), harmonised unemployment rates, and the 10yr interest rate on 
government bonds.  
The benchmark model performs relatively well for the countries in the sample. The 
model is then augmented to include (the logarithm of) the ratio of exports/GDP to account for 
the relative openness of each economy. The forecasting performance of the ‘open’ economy 
model is improved for open economies in the sample, as indicated for by a reduced root mean 
square error (RMSE). This result suggests a strong case for a country specific approach to 
designing policies that are inherently reliant on growth forecasts.  
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The necessity to account for differences across countries is further supported by 
economic theory. There is a large part of economic theory that analyses the causal 
relationship between exports and economic growth. Since the seminal work of Ricardo 
(1817), the growth literature has described how increases in exports contribute to economic 
growth.  
No previous study that examines this particular information set for the sample of 
countries within the presented framework could be identified at the time of writing. 
Furthermore, researchers often focus their attention on forecasting GDP for a particular 
individual country. The research presented here forecasts GDP across eight European 
countries by employing the same methodology for each. In addition, the countries under 
examination fall both within the core and periphery of Europe. Although each economy is 
developed, they are individually unique in terms of their business cycle and relative position 
within the single currency union. Although the benchmark model performs relatively well in 
light of these differences, improvements to forecasting accuracy can be attained by including 
a variable into the model that takes into account an attribute of an economy that makes it 
different to other countries in the sample. This paper therefore provides advancement in the 
literature on growth forecasting that employs autoregressive forecasting techniques within a 
European context. The implication of adding a measure of openness into the model with the 
view to determine an improvement in the predictive ability for ‘open’ economies versus 
‘closed’ economies is also assessed. 
This paper proceeds as follows, Section II reviews the literature, section III motivates 
the choice of variables and explains the methodology, section IV describes the research 
approach, model specification, and empirical findings that conclude with the necessary 
diagnostic checks, section V discusses the impulse response analysis, section VI presents the 
forecast results, and section VII concludes. 
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II. The Literature 
Large macroeconomic forecasting models such as Dynamic Stochastic General 
Equilibrium (DSGE) models, Bridge models, Markov-switching models, and Structural 
models are used by financial institutions, central banks, governments and similar. DSGE 
models aim to describe the economy as a whole by considering the non-linear interaction of 
economic decisions that are founded on economic theory and structural changes within an 
economy. A well-known example is Smets and Wouters (2003) who develop a DSGE model 
for the Eurozone economy. Zimmerman (2001) also provides a detailed review of the 
literature on DSGE models used for forecasting. Bridge Models, which were first introduced 
into the literature by Klein and Sojo (1989), are based on a single equation or small scale 
system of equations, the specification of which relies entirely on a thorough knowledge of the 
properties of the series involved. They have been used extensively by researchers in policy 
institutions because of the advantage they offer by taking into account information published 
at monthly intervals and relate it to quarterly national account data (See Baffigi et al. (2004), 
Diron (2008), Golinelli and Parigi (2007)). Markov Switching models which allow for the 
inclusion of regime shifts in macro econometric systems are also widely used, however, there 
is no established theory suggesting a unique approach for specifying models that capture 
regime shifts (See Clements and Krozlig (1998), Clements et al. (2004) and DeJong et al. 
(2005)). And finally, Structural models allow researchers insight into the properties of model-
based predictions in the presence of structural change experienced within an economy (See 
Harvey (1990) for seminal work on structural models).   
By their nature, the models described above are complex and require expert 
knowledge to use them effectively. That very complexity and the fact they often depend on 
artificially strong assumptions about the homogeneity of countries and society may leave 
these models vulnerable. Wallis (1989) was one of the first studies to find that large macro 
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models were often beaten by simple autoregressive time series models, and concluded that 
economic theory in large models was being outperformed by models which made use of the 
time series properties contained within the data. Edge et al. (2006) find that simple reduced 
form time series models can produce more accurate forecasts some of the time for some 
variables. Elliott and Timmerman (2008) discuss the ubiquitous nature of VAR forecasting 
models that are used as the workhorse model by many institutions. Hendry and Clements 
(2003) argue that the main problem with forecasts from large models is that the future is not 
always the same as the past. 
The overriding conclusion of the literature on forecasting is that there is no definitive 
answer to the question of how to construct the best forecast. The ‘real’ effect of this 
unanswered question is that millions of people’s lives are impacted on by macroeconomic 
policy decisions, which are often based on predictive models, and therefore those models 
must be robust. A case in point is the austerity policies that were imposed on the US and 
many European economies following the global financial crisis of 2007/8. While many 
argued against the harsh austerity measures being imposed, advocates of austerity, of which 
many were policy makers, often referred to the findings of Reinhart and Rogoff (2010) to 
support their position.  Reinhart and Rogoff (2010) suggest that countries with debt in excess 
of 90% of GDP rarely grow their way out of debt. In a New York Review of Books article, 
Paul Krugman (2013) acknowledges the significance of the Reinhart and Rogoff paper 
suggesting it may have had “more immediate influence on public debate than any previous 
paper in the history of economics”. More recently, Herndon et al. (2013) have re-examined 
Reinhart and Rogoff’s (2010) findings and provide evidence that the 90% threshold was 
established as a result of data omissions and programming errors.  Once accounted for, they 
find that average growth in countries with a debt/GDP ratio of ninety percent is 2.2% and not 
the -0.1% reported in Reinhart and Rogoff (2010).  This rate of growth is lower than the 
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average growth rate of 3.2% in countries with a debt/GDP ratio of between sixty and ninety 
percent, but certainly casts doubt on the support for austerity based on Reinhart and Rogoff’s 
(2010) findings. Both Basu (2013) and Dube (2013) examine the issue of causality and find 
that slow growth causes high debt, which also contradicts the findings of Reinhart and Rogoff 
(2010). 
Berg and Hartley (2013) raise a further challenge to Reinhart and Rogoff (2010) 
arguing that their findings cannot be applied uniformly across countries and make the point 
that different countries respond differently to austerity measures not least because of political 
and cultural differences. Kimball and Wang (2013) also question Reinhart and Rogoff and 
state "Based on economic theory, it would be surprising indeed if high levels of national debt 
didn’t have at least some slow, corrosive negative effect on economic growth. And we still 
worry about the effects of debt. But the two of us could not find even a shred of evidence in 
the Reinhart and Rogoff data for a negative effect of government debt on growth."  
The controversy that has raged over Reinhart and Rogoff has raised serious questions 
regarding macroeconomic modelling in general and poses a real dilemma for empirical 
economics. The GDP estimate is probably the most important element when it comes to 
economic policy design. In the literature, it has been shown that well specified autoregressive 
models provide fairly accurate forecasts of GDP over short horizons. 
Shahini and Haderi (2013), find VAR models outperform bridge and ARIMA models 
when forecasting real GDP growth rates in the short term.  
In particular, their findings hold for a real GDP forecast model that uses time-varying 
quarterly and monthly indicators, which are related to real economic activity. The choice of 
variables they use include quarterly indicators such as foreign trade, retail trade, and 
industrial production statistics as well as monthly indicators such as price, survey and 
financial statistics. The authors compare the results from Bridge, ARIMA, and VAR models 
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using real-time data, and find the latter to outperform both Bridge, and ARIMA when 
forecasting a short-term view. 
Advances in computational power have further led to an increase in the use of linear 
autoregressive models in predictive forecast modelling. Seminal work in the area is 
accredited to Sims (1980) who employs the use of a VAR model to forecast US GDP. Sims’ 
(1980) findings demonstrate how VAR models offer an effective alternative to large complex 
simultaneous equation models for forecasting GDP.  
Extending the work of Sims (1980), Litterman (1986) introduces Bayesian prior 
information within a VAR framework, which also introduces a substantial computational 
burden when applied to real data. In addition, Litterman (1986) makes a distinction between 
prior conditional variances on lags of the dependent variable versus lags of the independent 
variables within a VAR system. Sims and Zha (1998) follow Litterman (1986) in choosing 
prior information as the standard deviations of residuals from univariate autoregressive 
models that are fit to the individual series within their sample, however they differ from 
Litterman (1986) in that they pursue a model of simultaneous equations, implying the non-
existence of a dependent variable and therefore, unlike Litterman (1986), offer no distinction 
between lags of dependent and independent variables. The body of literature that has emerged 
from Sims (1980) and Litterman (1986) is that VAR processes are a suitable model class for 
describing the data generating process (DGP) of small to moderate set of time series 
variables.  
More recently, a tranche of literature has emerged in which sophisticated linear 
econometric models are applied to real macroeconomic data with the view to establish gains 
in macroeconomic dynamics’ modelling. Models such as these incorporate structural shifts 
and allow for changes in model parameters.  
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Often cited within this body of the literature is work by Cogley and Sargent (2002), 
Cogley and Sargent (2005) and Cogley, Primiceri and Sargent (2010) in which time-varying 
parameter VARs are used to explore the possible existence of shifts in inflation dynamics.  
Benati (2008) extends this methodology to model temporal shifts in UK macroeconomic 
dynamics. Conversely, Sims and Zha (2006), and Groen and Mumtaz (2008) apply regime-
switching VAR methods to model shifts in macroeconomic dynamics for the US and UK 
respectively.  
With the use of a threshold VAR model, Balke (2000) points to the existence of non-
linear dynamics in output and inflation. Batini, Callegari and Melina (2012) follow the 
approach proposed by Balke (2000) and employ a regime switching VAR to analyse the 
structural dynamics of a fiscal consolidation during both expansionary and recessionary 
times. Their findings reveal some important clues as to when contractionary policies should 
be favoured over expansionary policies. In particular the authors find the probability of a 
fiscal contraction started during a downturn to deepen or extend the downturn to be twice as 
large as the probability a consolidation started during an upturn will trigger a downturn.  
The authors also find fiscal consolidations that rely entirely on cuts in public spending 
have a far more enduring and negative effect on the debt ratio than a more evenly distributed 
consolidation strategy. Similar approaches have been adopted by Calza and Sousa (2006), 
Baum and Koester (2011). 
However, what is apparent from this body of work is an emphasis on macroeconomic 
dynamics. There has been far less emphasis in the literature as to the efficacy of these models 
in forecasting. D’Agostino, Gambetti and Giannone (2013) focus on time-varying parameter 
VARs and show they produce more accurate forecasts of US inflation when compared to 
fixed coefficient VARs. Eickmeier, Lemke and Marcellino (2011) indicate gains in 
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forecasting accuracy of time varying parameter VARs when compared to fixed coefficient 
VARs, in particular, when large information sets are exploited within the model.  
The literature also argues for the use of Bridge Equations in short-term forecasting of 
GDP (See for example Baffigi, Golinelli and Parigi (2004), Diron (2008)). Bridge Equation 
models combine linearity with aggregation and focus on correlation between some of the 
indicators and the estimated variable(s) of interest. Alternatively, Barhoumi et al. (2008) find 
that for European countries within the Eurozone, factor models containing large information 
sets that exploit short term monthly indicator variables perform better than models that 
contain quarterly data.  
Structural VAR models (SVAR) have also faced their critics in the literature (See 
Koopmans (1947) and Brännström (1995)). The authors point out how no distinction can be 
made between short-run and long-run dynamics, and that results concerning dynamics are 
based on estimates of the variance-covariance matrix which in itself is an average of the 
entire sample period. These are valid concerns for short-term projections as such analysis is 
based on assumptions about the stability and the state of the entire system. They also point 
out that even a good fit could be determined by either model choice or data regularity. These 
criticisms imply valid concerns for SVARs that aim to forecast into the future.  
Probably the most frequently used forecasting models in practice, and therefore the 
models from which outcomes have the greatest implications for policy decisions are DSGE 
models. DSGE models contain a relatively large number of model-defined variables, some of 
which are not observed, and also a large number of observed variables. The difficulty in 
making comparisons between DSGE and VAR models is that the large information set 
required for DSGE models cannot be included in a VAR model due to parameterisation limits 
imposed by VAR systems. A frequently used DSGE model is the Smets and Wouters (2003) 
model that uses seven observables in estimation. By comparison a VAR model containing the 
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same information set would require 105 parameters to estimate in a second order, seven 
variable reduced form VAR. The problem with over-parameterised VAR models that are 
used as comparative benchmark models in the literature is overcome by using Bayesian 
VARs as the forecast benchmark. The Bayesian VAR method deals with the problem of over 
parameterisation by treating the model parameters as random variables, and prior 
probabilities are assigned to them, helping to provide shrinkage over unrestricted least 
squares estimates. First proposed by Litterman (1979) and further developed at the University 
of Minnesota by Doan, Litterman and Sims (1984) and Sims (1989) is known as the 
shrinkage prior or more commonly as the ‘Minnesota prior’. More recently Banbura, 
Giannone and Reichlin (2010) show how Bayesian shrinkage VAR methods are well suited 
to modelling large-scale dynamic systems. Gürkaynak, Kisacikoglu and Rossi (2013) show 
that moving to smaller VAR models reduces the mean squared forecast error of the 
macroeconomic variables they forecast when compared with larger Bayesian VAR models 
for short term forecasts. 1 The authors find that simple autoregression performs best at short 
horizons up to 2 quarters, and that DSGE models perform well at forecasting longer horizons 
of up to 2 years (8 steps-ahead) when they forecast output growth out-of sample.   
Most recently, Dymski (2013) opens the debate about why complex models, such as 
DSGE’s, provide “flawed and even illogical” guidance to policymakers. He makes the 
argument that models assuming stability in the macroeconomy should not be used as a 
reference point for policymaking. 
In all these models, variables are treated as being a priori endogenous and statistical 
restrictions are imposed, rather than restrictions based on uncertain theoretical considerations. 
For example, special features of macroeconomic time series data need to be taken into 
                                                
1
 Gürkaynak et al (2013) move from a large BVAR to a smaller 3 variable VAR system and find the latter to 
outperform the BVAR in forecasting Output growth, inflation, and short term interest rates in the short term. 	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account when modelling the data generating process, such as trends, seasonality, and 
structural shifts. Of these special features, trend has greatest implications from an economic 
point of view. If several variables in a system are driven by a common stochastic trend, this is 
known as cointegration. Seminal work on the topic of cointegration by Granger (1981), Engle 
and Granger (1987), shows that if cointegrating relations are present in a system of variables, 
the VAR form is not the most convenient model setup. In cases such as these it is useful to 
consider parameterisations that support analysing cointegrated structures. Models such as 
these are known as VECMs and are fundamentally restricted VARs that place an emphasis on 
the long-run properties of a time series. The main feature of a VECM is its capability to 
correct for any disequilibrium that may shock a system. The error correction term detects the 
shock induced disequilibrium and guides the variables within the system back to equilibrium. 
Engle and Granger (1987) use a VECM to forecast US data, an approach used years later by 
Gupta (2006) to forecast South African GDP. It is worth noting the mechanics of forecasting 
in a VECM are the same as forecasting with a VAR.  
 
III.  Data and Methodology 
 This section has two aims. It first looks at the data selection and explains the rationale 
behind their selection. The second aim is to discuss the theoretical methodology in the 
application of VECMs and to describe the applied methodology used in this research to 
generate GDP forecasts and examine causality among the variables.  
 
III.i. Data and Choice Selection 
The first step in constructing a model to forecast GDP is to decide on the variables to 
include in the model. The benchmark VECM presented in this paper consists of four 
variables; (the logarithm of) GDP at market prices
 
€ 
(LnY ) , long-term government bond yields
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€ 
(Bi) , the harmonised unemployment rate 
€ 
(Un), and inflation as measured by the (logarithm 
of) GDP deflator
 
€ 
(Lnπ). The (logarithm of) total exports/GDP 
€ 
(LnX *)  is used to proxy for a 
measure of ‘openness’ in the augmented ‘open’ economy model. All data are seasonally 
adjusted and are I(1) variables. The GDP, export/GDP and GDP price deflator data are 
expressed in logarithms to account for the proliferative effect of these time-series. They are 
symbolised by 
€ 
(Ln) preceding each of the variables notation. All data are sourced from the 
Eurostat database in quarterly format. 
Two sample periods are used; the first sample period is from 1997:1 – 2013:3. The 
second sample period is from 1997:1 – 2012:4. 2 In both cases four-quarter out-of-sample 
forecasts are generated. These forecasts are then compared to actual observed GDP data that 
is available up to 2014:1. 
It is also important to provide some intuition and literature based motivation behind 
the choice of variables that are used to forecast GDP. It has been empirically shown that each 
of the variables used have a statistical relationship with GDP, details of which are described 
below.  
The lagged dependent variable 
€ 
(LnYt−1) is included in the model because the previous 
periods GDP levels must have a direct influence on the current period’s levels.  
In addition, because the model presented aims to forecast GDP, the model needs to 
contain predictors that influence GDP. An important consideration in this context is the cost 
to a country of borrowing money. The 10yr rate on government bonds  is used to capture 
this cost. Bond yields are a good leading indicator providing a sign post to / warning of future 
events. In the case of , bond market traders anticipate and speculate on economic trends.  
                                                
2
 Data vintage for Cyprus and for Greece make these two countries the exception. Their sample periods are; for 
Greece, the full sample period is 2000:1 – 2011:1 and the reduced sample period is 2000:1 – 2010:4, and for 
Cyprus, the full sample period is 2001:1 – 2013:3 and the reduced sample period is 2011:4. 
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Furthermore, because bond yields capture the cost of borrowing money, they are correlated 
with a governments spending on investment. 
It is also important to consider lagging indicators. Lagging indicators follow 
economic events, and are important because they have the ability to confirm whether or not 
an economic pattern is occurring, or is about to occur. Unemployment is a popular lagging 
indicator. When  is rising, the economy is performing poorly: when it is falling, the 
opposite is the case. Slowdowns in GDP growth typically coincide with increasing 
unemployment; an empirically observed statistical relationship first described in the literature 
by Arthur Okun (1962) and become known as Okun’s Law. For further examples see Smets 
and Wouters (2003), Abel and Bernanke (2005), Blanchard and Galí (2008) to name just a 
few. In addition, not only does  have strong theoretical underpinnings with growth, but 
also gives a tangible measure of one of the worst social costs of the financial crisis - soaring 
unemployment. There are also important considerations related to consumption, which is 
directly correlated with unemployment.  
The GDP deflator 
€ 
Lnπ
 is used to capture inflation as it measures the price of all 
goods and services that would be calculated into GDP from a base year (2005=100). The 
attraction of using the GDP deflator is that it is a key expectations forming indicator. 
Economic theory suggests that if producers of goods are forced to pay more to produce their 
goods, then some portion of the increase in cost is passed on to consumers in the form of 
price increases, thereby representing a cost in terms of future spending power and in terms of 
fundamentals by directly influencing both consumption by economic agents, as well as 
investment. Fischer (1993) and Sala-i-Martin (1997) provide evidence that inflation is 
negatively related to growth. 
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Finally, exports/GDP 
€ 
LnX *  is used to capture how ‘open’ an economy is. Since the 
ratio of exports/GDP denotes an ‘open’ economy index, a higher ratio indicates a relatively 
more ‘open’ economy. 
Further support for the variable choice is gained from Marcellino, Stock, and Watson 
(2000), in which the authors investigate several time-series methods used to estimate short-
horizon forecasts of real GDP, industrial production, price inflation, and unemployment. The 
authors conclude that conventional small-scale macroeconomic VAR models, and associated 
policy analysis, could miss important information contained in a large number of variables 
excluded from the VAR.  
Of course, many other economic variables are related to GDP growth other than those 
considered for this analysis and hence could be included in a model that aims to capture the 
dynamics of GDP. Sala-i-Martin (1997) identifies a substantial number of variables that are 
statistically related to growth, but in the confines of autoregressive analysis, parsimony is 
important. Increasing the number of variables and equations does not generally lead to a 
better forecasting model, as doing so makes it more difficult to capture dynamic, inter-
temporal relations between them.3  
 
III.ii. Open and Closed Economy GDP  
In addition, the variables used in the models are chosen for their ability to proxy for 
the components of expenditure based GDP.  
The GDP of a ‘closed’ economy is defined as: 
€ 
Y = C + I + G
          (1) 
 
                                                
3
 Sims (1980) was first to suggest empirical research should use small-scale models identified via a small 
number of constraints. He made the assumption that if a system was recursively identified, it would imply a 
causal ordering on how the system works, and would mean it would be hard to identify contemporaneous 
recursive structural models (e.g. Cooley and Leroy 1985). 
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The GDP of an ‘open’ economy is defined as:  
€ 
Y = C + I + G + (X − M)
        (2) 
where  is a measure of consumption, 
 
is a measure of investment, 
 
is a measure 
of government spending, and 
€ 
(X − M) is the trade balance.  
 is selected to proxy for both  and  which are both correlated with 
unemployment because increases in unemployment lead to lower disposable income, which 
in turn leads to lower consumption and private investment. 
 proxies for both  and . The interest rate on bond yields determines the cost to 
governments to finance their debt. When the bond yield exceeds a certain threshold, widely 
accepted to be seven percent (see Corsetti et al. (2012)), it becomes too expensive for 
governments to finance debt by further borrowing, directly impacting on the level of 
government spending and public investment. 
€ 
Lnπ
 is included as it has a direct influence on all components of GDP by lowering 
consumption and investment and promoting unemployment. It also reduces levels of imports 
and exports.  
Finally, 
€ 
LnX *  is used as a proxy measure of openness, which in turn is used to proxy 
for 
€ 
(X − M). There is a large part of economic theory that examines the relationship between 
exports and economic growth. The a priori argument is that exports contribute to economic 
growth by increasing the percentage of fixed capital formation and total factor productivity. 
Ricardo (1817) notes that trade facilitates increases in productive output by enabling 
country’s to specialise in producing goods for which they have a comparative advantage, and 
importing goods for which they do not. Solow (1956) suggests that high levels of investment 
and saving rates lead to increased cumulative capital per worker. Theoretically, increases in 
capital formation enhance economic growth through two channels; either by directly 
increasing the physical capital stock as demonstrated by Plosser (1992), or by indirectly 
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promoting technological progress as in Levine and Renelt (1992). Sala-i-Martin (1997) 
provides evidence of a relationship between openness and growth in an economy. 
Collectively, these publications form the basis on which a ‘proxy openness measure’ is 
included in the ‘open’ economy model. Further, Ireland, Cyprus and Germany are the only 
three countries in the sample with an average of exports/GDP that exceeds 40%. Ireland is by 
far the highest with an average of 90%, Cyprus is 48%, and Germany 41%. The rest of the 
countries have averages ranging between 23% and 30% of GDP (Source Eurostat). These 
figures suggest exports should have more predictive influence in the ‘open’ economy models 
for Ireland, Cyprus, and Germany, than for any of the other countries in the sample. 
 
III.iii. Methodology 
This section presents the ‘closed’ economy VECM used to explain the relationship 
between GDP, inflation, 10yr bond rates, and unemployment, and the ‘open’ economy 
VECM used to explain the relationship between GDP, inflation, 10yr bond rates, 
unemployment, and the ratio of exports/GDP. The starting point of the analysis considers the 
issue of cointegration.  
A series of variables are defined as cointegrated if a linear combination between the 
series is stationary. In order to proceed to this stage, all the variables within the series should 
be integrated of the same order, preferably I(1). Indeed, if the series are stationary in levels, 
then standard regression and statistical inference can be carried out as there would be no issue 
of a spurious regression. On the other hand, Harris (1995) shows that in the presence of a 
priori theoretical support for the variables to be included, then it is not necessary for all the 
variables to be integrated of the same order.  
Unit roots were tested for in the sample data using the Augmented Dickey-Fuller 
(ADF), Phillips-Perron (PP), and Zivot-Andrews (ZA) unit root tests. Collectively, all three 
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models do not uniformly reject the unit root null in the sample set of variables of all the 
countries examined in this paper. Section IV.ii discusses in detail the methods and results 
from the unit root analysis. 
It is also important to consider the existence of two main categories of cointegration, 
namely, those that are residual based, as in the Engle and Granger (1987) approach, and those 
that are based on the maximum likelihood VAR system estimation, as in the Johansen (1995) 
method. According to Harris (1995), the Engle-Granger approach is not without its problems 
when applied to multivariate models. These problems include issues of finite-sample bias in 
the unit root and cointegration tests, as well as the inability to detect more than one 
cointegrating relationship that may exist in the model. According to Harris (1995), the 
Johansen method has several advantages over other cointegration detection techniques and 
forms the basis of selecting the Johansen method in this paper. A likelihood ratio test of 
hypotheses procedure is used to identify the number of cointegrated relations in the Johansen 
method. The procedure involves setting the optimal lag-order, identifying the presence of unit 
roots, testing for the presence of cointegration, and finally estimating the VECM.  
The VAR model underlying the ‘closed’ economy VECM is a multivariate model of 
time-series quarterly data of real GDP, inflation, 10yr bond rates, and the unemployment 
rate., and the VAR model underlying the ‘open’ economy VECM is a multivariate model of 
time-series quarterly data of real GDP, inflation, 10yr bond rates, the unemployment rate, and 
the ratio of exports/GDP.  
In both cases, Johansen’s (1995) Granger Representation Theorem framework4 is 
employed. The theorem states that before the VECM can be formed there first has to be 
evidence of cointegration and given that cointegration implies a significant error correction 
term, cointegration can be viewed as an indirect test of long-run causality. However, it is also 
                                                
4 See Johansen and Juselius (1990) and Johansen (1995).	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possible to have evidence of long-run causality, but not short-run causality and vice-versa. In 
the case of multivariate causality tests, the testing of long-run causality between two variables 
is problematic as it is not possible to determine which variable is responsible for the causality 
through to the error correction term. In the case of  variables, there may be 
 
cointegrating 
relationships, such that 
€ 
0 ≤ r ≤ k −1. This yields a -dimensional VAR: 
  
€ 
yt = Ap yt−1 +…+ Ap yt− p +δ + vt          (3) 
where 
 
denotes lag-length, 
 
deterministic terms and 
 
a white noise error term. In 
general 
 
may contain I(0) variables, in the presence of non-stationary variables, the model 
is restricted to I(1) variables and leads to a reparameterisation of the VAR into a VECM 
specification: 
€ 
Δyt =Ψyt−1 + ΠiΔ
i=1
k−1
∑ yt− i +δ t + vt
         (4) 
where 
 is a 
€ 
k ×1 vector,  is a symbol for the difference operator,  is a 
€ 
k ×1
 
vector of residuals. The VECM contains information about the short- and long adjustment to 
changes in  via the estimated parameters  and  respectively. Here, 
€ 
Ψyt−1 is the error 
correction term and  can be factored in two separate matrices  and
 
, such as 
€ 
Ψ = αβ '  
where denotes the vector of cointegrating parameters while  is the vector of error 
correction coefficients measuring the speed of convergence to the long-run steady-state. An 
example of a four variable system containing two cointegrating relations such that
 
€ 
(r = 2), is 
represented below:  
€ 
Ψyt−1 = α ʹ′ β yt−1 =
α11 α12
α21 α22
α31 α32
α41 α42
⎡ 
⎣ 
⎢ 
⎢ 
⎢ 
⎢ 
⎤ 
⎦ 
⎥ 
⎥ 
⎥ 
⎥ 
β11 β12 β13 β14
β21 β22 β23 β24
⎡ 
⎣ 
⎢ 
⎤ 
⎦ 
⎥ 
y1,t−1
y2,t−1
y3,t−1
y4,t−1
⎡ 
⎣ 
⎢ 
⎢ 
⎢ 
⎢ 
⎤ 
⎦ 
⎥ 
⎥ 
⎥ 
⎥ 
=
α11ec1,t−1 +α12ec2,t−1
α21ec1,t−1 +α22ec2,t−1
α31ec1,t−1 +α32ec2,t−1
α41ec1,t−1 +α42ec2,t−1
⎡ 
⎣ 
⎢ 
⎢ 
⎢ 
⎢ 
⎤ 
⎦ 
⎥ 
⎥ 
⎥ 
⎥ 
  (5)
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where 
€ 
ec1,t−1 = β11y1,t−1 + β21y2,t−1 + β31y3,t−1 + β41y4,t−1
      (6) 
and 
€ 
ec2,t−1 = β12y1,t−1 + β22y2,t−1 + β32y3,t−1 + β42y4,t−1
     (7) 
The  matrix contains the weights attached to the cointegrating relations in the 
individual equations of the model. Importantly, the  and  matrices are not unique, and 
therefore there are many possible  and  matrices, or linear transformations of them that 
contain the cointegrating relations. This implies that if any non-singular 
€ 
(r × r)  matrix (for 
example)  is used, then a new 
€ 
αB
 would be attained, resulting in cointegration matrix 
 that would satisfy
 
€ 
Ψ = αB(β ʹ′ B −1 ʹ′ ) . The existence of 
 
cointegrating relationships yields 
a hypothesis that amounts to: 
€ 
H1(r) :Ψ = αβ ʹ′          (8) 
where 
 
is 
€ 
p × p  , and 
 
are full rank 
€ 
p × r
 
matrices. Therefore 
€ 
H1(r)  is the hypothesis 
of the reduced rank . Where
 
€ 
r >1, issues of identification arise which require the use of 
economic restrictions on the loading matrix , the matrix representing the short-run 
dynamics, , and/or the cointegrating space, 
 
allows for the forecast of time series and the 
analysis of dynamic impacts of random disturbances on the system of variables.  
 
IV. Research Approach, Model Specification and Empirical Findings 
This section is divided into five parts. The first presents the results from the optimal 
lag-order selection criteria; The second presents the results from the unit-root tests; Results 
from Johansen’s trace and maximum eigenvalue cointegration tests are presented third; 
Fourth, Grangers representation theorem is addressed in order to determine short- and long-
run Granger causality. In the case of identified causal relationships, the direction of causality 
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is presented and discussed; The fifth section provides results from the post-estimation 
diagnostic checks of normality and serial autocorrelation of the residual which are required to 
validate model inference. Stata 11.2 is used for all the econometric analysis presented here. 
 
IV.i.  Lag Order Selection 
The optimal lag length of the VAR underlying the VECM is selected using a 
combination of final prediction error (FPE), Akaike’s information criterion (AIC), Schwarz’s 
Bayesian information criterion (SBIC), and the Hannan and Quinn information criterion 
(HQIC) lag-order selection statistics. For each country, and under each sample period, the 
optimal lag length that is detected by two or more lag-order selection criteria is used as the 
optimal lag structure for the particular system. In cases when the same lag structure is 
identified by two selection criteria, and a different lag structure is detected by the remaining 
two selection criteria, the lag detected by the FPE and/or AIC is used based on Liew (2004) 
who finds FPE and AIC to be superior to other commonly reported criteria; BIC, SIC, HQIC 
and LR5 is small sample sizes. Liew’s (2004) findings show that AIC and FPE outperform the 
other criteria in the manner by which they minimise the likelihood of under-estimating and 
maximise the likelihood of identifying the true lag length. Specific details of the criteria can 
be found in Liew (2004) and Brockwell and Davis (2002). Results from the lag-order-
selection criteria are shown in Tables 1.1.(A) and 1.1.(B) of Appendix A, for the benchmark 
‘closed’ economy and the ‘open’ economy VECMs respectively. 
 
 
 
 
                                                
5
 See Taylor and Peel (2000) and Guerra (2003) for details on these criteria and discussions about their 
inconsistencies. 
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IV.ii. Unit Root Tests 
 To begin, the presence of a unit root in each of the macroeconomic series is tested for 
using the Phillips-Perron (PP) test, and the Augmented Dickey-Fuller (ADF) test. The unit 
root tests were conducted to identify the order of integration of the variables prior to 
specification and estimation of the models. The presence of a unit root was tested for in both 
levels and first differences of the variables. 
 
The ADF test  regression equation can be expressed as: 
€ 
Δyt = c + ayt−1 + δ jΔyt− j +ε t
j−1
k
∑
       (9) 
The ADF test assumes the series follows an AR process. It then adds lagged difference 
terms of the left hand side variable to the right hand side of the test regression equation, 
which amounts to: 
€ 
Δyt = c + ayt−1 + βt + δ jΔyt− j +ε t
j−1
k
∑
      (10) 
Equation (9) tests the null hypothesis of the presence of a unit root against an 
alternative stationary mean in , where  represents GDP, inflation, 10yr bond rates, the 
unemployment rate, and exports/GDP respectively. Equation (10) tests the null of a unit root 
against a trend-stationary alternative. The term  is the lagged first difference of the 
variable in the series, accommodating for serial correlation in the errors. The optimal lag is 
selected as described in section IV.i.  
Equations (9) and (10) both allow for the inclusion of a constant, or a constant and a 
linear trend. In the case of testing for a unit root in the levels data, both a constant and a linear 
trend are included, and in the case of the first difference series, a constant term is included. 
The PP test estimates the non-augmented version of the ADF, which is equivalent to: 
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€ 
yt = c + ayt−1 +ε t
         (11) 
The PP test then modifies the t-ratio of the  coefficient such that the presence of serial 
correlation in the error term will not affect the asymptotic distribution of the test statistic.  
The null hypothesis in the unit root test requires that 
€ 
a1 =1 in the PP test, and  
in the ADF test. Results from the ADF and PP tests are presented in Table 1.2 (A and B). The 
results from the ADF test indicate the failure to reject the unit root null for the following first 
difference variables: 
• Cyprus (Full Sample) - GDP, unemployment, and 10yr bond rates  
• Cyprus (Reduced Sample) - GDP, unemployment 
• France (Full Sample) - inflation, unemployment 
• Greece (Full Sample) - GDP, unemployment 
• Ireland (Full Sample) - unemployment 
• Ireland (Reduced Sample) – unemployment 
Similarly, the results from the PP test indicate the failure to reject the unit root null for: 
• Spain (Full Sample) - GDP, unemployment 
• Spain (Reduced Sample) - GDP, inflation, unemployment 
These results would appear to suggest the presence of a structural break, which, as argued 
by Perron (1989) would bias the ADF and PP tests toward the non-rejection of the null 
hypothesis. Under the assumption that the break in the series is due to an exogenous event, 
Perron (1989) shows that a break in the deterministic time trend can reduce the power of 
standard unit root tests to reject the unit root because the possibility of a break changes the 
asymptotic distribution of the test. Thereby implying that failure to account for a structural 
break might mistakenly lead to spurious rejections of the unit root null. Perron’s (1989) 
original test assumes the potential break is known a priori and test statistics are constructed 
with the use of dummy variables that represent different level and trend shifts.  
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Zivot and Andrews (1992) propose a variation to Perron’s (1989) original test in 
which they assume the time of the structural break is unknown. Thus, in contrast to Perron’s 
(1989) subjective approach in determining the structural break of the series, Zivot and 
Andrews (1992) apply a data dependent approach to estimate the breakpoint. The null 
hypothesis in all tests proposed by Zivot and Andrews (1992) is:  
€ 
yt = c + yt−1 +ε t
         (12) 
where  is integrated with no structural break.  
Following Perron (1989), Zivot and Andrews (1992) develop three models to test for 
a unit root. The first (model A), allows for a level shift in the series; the second (model B), 
allows for a trend shift in the series; the third (model C), allows for both a level shift and a 
trend shift in the series. Therefore, in order to reject for a unit root against the alternative of a 
single structural break, Zivot and Andrews (1992) use the following three regression 
equations: 
Model A:
 
€ 
Δyt = c + ayt−1 + βt + γDLt + δ jΔyt− j +ε t
j−1
k
∑
   
(13)
 
Model B:
 
€ 
Δyt = c + ayt−1 + βt +θDTt + δ jΔyt− j +ε t
j−1
k
∑
   
(14)
 
Model C:
 
€ 
Δyt = c + ayt−1 + βt + γDLt +θDTt + δ jΔyt− j +ε t
j−1
k
∑
  
(15)
 
where  is a dummy indicator for a level shift at each possible breakpoint date (TB), and 
 is a corresponding dummy indicator for a trend shift. 
In all three cases, the Zivot and Andrews (1992) tests (hereafter ZA) are analogous to 
ADF in that they seek to reject the null of a unit root in the process. Therefore, in order to 
reject the null of I(1) the t-statistic needs to be negative and larger than the critical value.  
24 
 
Following the identification of potential structural breaks, the series used in this 
analysis are subjected to the ZA test. The results from the ZA tests are reported in Table 1.3 
(A-B) of appendix A, for both sample periods, along with the estimated breakpoint date (TB). 
In order to facilitate the reader, the first difference variables that are determined to be non-
stationary around a broken trend, a shift in the mean, or both, as defined by the ZA models 
(A,B,C), are summarised in Table 1.4 below. 
 
Table 1.4. Non-rejected Unit Root Null from ZA Test  
 
 
 
 
 
 
 
 
 
 
Interestingly, the rejected unit root nulls from the ADF and PP test that are presented 
in Table 1.2 (A-B) are not uniformly rejected within the ZA framework, suggesting the ADF 
and PP tests spuriously reject the unit root null due to the presence of structural breaks in the 
series. Collectively, the results from the three unit root tests satisfy the condition that at least 
one unit root test determines each variable to be I(1), and thereby, for the purposes of this 
paper, suitable for use within the VECM framework. 
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IV.iii. Cointegration and Long Run Equilibrium 
Before the VECM can be formed there first has to be evidence of cointegration. If the 
variables are found to be cointegrated, a VECM can be specified and estimated using 
standard methods and diagnostic tests. Given that cointegration implies a significant error 
correction term, cointegration can be viewed as an indirect test of long-run causality. To test 
whether the variables in the system are cointegrated or not, Johansen’s trace test and 
maximum eigenvalue test statistics are used. The Johansen test is based on the estimation of 
the error correction mechanism by maximum likelihood, under various assumptions about the 
trend or intercepting parameters, and the number of 
 
cointegrating vectors, followed by 
conducting the likelihood ratio tests. The tests require that the log-likelihood of the 
unconstrained model that includes the cointegrating equations be significantly different from 
the log likelihood of the constrained model that does not include the cointegrating equations – 
a condition necessary in order to meet criteria required to reject the null hypothesis of no 
cointegration. Table 2 (A-D) reports the results from Johansen’s trace and maximum 
eigenvalue cointegration tests for each country, under each sample period and model 
selection. The results indicate a special case in which no cointegrating relation is uncovered 
for Germany. Despite this limitation, the analysis is conducted and the rank is set
 
€ 
r =1. In all 
other cases, the Johansen and maximum eigenvalue tests provide evidence of at least one 
cointegrating relationship. 
Furthermore, Johansen’s test assumes the variables are non-stationary in levels, but 
stationary in first difference i.e., I(1). The results in Tables 3.1 (A-H), and 3.2 (A-H) of 
appendix A provide the estimated coefficients for the  and  matrix along with the 
standard errors for each estimated coefficient. The significance of the parameters in the  
matrix is tested with the adjusted t-test. In most cases (exceptions being the full sample 
‘closed’ economy model for Greece, and the reduced sample ‘open’ economy model for 
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Italy) at least one of the estimated parameters are found to be significant. For interpretation, 
the results are presented for each of the eight countries in the sample as well as the summary 
statistics of the error correction mechanisms in Tables 3.1 (A-H) and 3.2 (A-H) of appendix 
A. 
In each case, the ’s are exactly identified. The estimates define the estimated long-
run and short-run equilibrium relationships between the variables of each system. Important 
to note is that the long-run equilibrium relationships are only deemed stable and valid if the 
error correction terms are negative and statistically significant (see Burke and Hunter (2005)). 
The reason for the requirement of a negative error correction term is because by its design, 
Johansen’s method measures the speed of adjustment to the steady-state, hence the sign 
should be negative (implying convergence) and the magnitude should be less than unity. In 
other words, when the error correction term in the GDP equation is significant and negative it 
suggests strong support for the existence of a valid long-run equilibrium relationship. 
Intuitively, I(1) time series with a long-run relationship cannot drift too far apart from the 
equilibrium because economic forces will act to restore the equilibrium relationship. 
 
For illustrative purposes, the estimated cointegrating equilibrium equation normalised 
on GDP that has been generated by the full sample ‘closed’ economy model of Cyprus has a 
long-run stationary series of the following form (refer to table 3.2 (A.i.)):  
 
€ 
LnGDP −1.126436Lnπ + 0.0116174Un − 0.004299Bi − 2.991334
             (16) 
 
It is important however to note that the error correction term (-0.01051) is not 
statistically significant but is negative6.  This term represents the speed of convergence to the 
long-run steady-state. The result implies there is no statistical support for the existence of a 
                                                
6 The representation of all the cointegrating equations can be inferred directly from Table 3.1, and 3.2 (A-H). 
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long-run equilibrium among the identified cointegrated variables for Cyprus in the ‘closed’ 
economy full sample specification.  
The statistically significant and negative (therefore valid) estimated cointegrating 
equilibrium long-run stationary series, and the coefficient that determines the rate of 
convergence (with the t-stat in parentheses), are presented below for each country.7 If the 
VECM does not detect a valid long-run stationary series, it is presented as N/A. Coupled with 
this, the only cointegrating equations presented are those that are estimated from the GDP 
equation. The results which determine each system are presented in Tables 3.1 and 3.2 (A-H) 
of Appendix A. 
 
Cyprus:  
Model i.) N/A 
Model ii.) N/A 
Model iii.) N/A 
Model iv.) N/A 
 
France:  
Model i.) 
€ 
ec1 = LnGDP + 0.0547Un + 0.0721Bi −13.9085
where
ˆ α = −0.127 [−2.83]
    (17) 
Convergence rate of 13% per quarter. 
 
 
                                                
7
 Model i. is the full sample closed economy VECM, Model ii. is the full sample open economy VECM, Model 
iii. Is the reduced sample closed economy VECM, and Model iv. Is the reduced sample open economy VECM.  
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Model ii.) 
€ 
ec2 = Lnπ + 0.0447Bi − 4.828
where
ˆ α = −0.137 [−2.62]
     (18)
 
Convergence rate of 14% per quarter. 
  
€ 
ec3 = LnX
* + 0.0691Bi − 3.546
where
ˆ α = −0.047 [−3.65]
     (19)
 
  Convergence rate of 5% per quarter. 
 
Model iii.) 
€ 
ec1 = LnGDP + 0.050Un + 0.075Bi −13.871
where
ˆ α = −0.126 [−3.07]
    (20) 
 
Convergence rate of 13% per quarter. 
 
Model iv.) 
€ 
ec2 = Lnπ + 0.045Un + 0.085Bi − 5.367
where
ˆ α = −0.127 [−2.43]
    
(21)
 
Convergence rate of 13% per quarter. 
 
€ 
ec3 = LnX
* + 0.116Un − 0.022Bi − 2.159
where
ˆ α = −0.038 [−3.81]
    (22)
 
Convergence rate of 4% per quarter. 
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Germany:  
Model i.)  N/A 
Model ii.) 
€ 
ec1 = LnGDP + 3.609Lnπ − 0.5802LnX * + 0.0123Un + 0.1107Bi − 28.2525
where
ˆ α = −0.037 [−1.92] (23)
 
  Convergence rate of 4% per quarter.     
 
 
Model iii.) N/A 
Model iv.) 
€ 
ec1 = LnGDP +1.383Lnπ − 0.392LnX * + 0.0083Un + 0.0371Bi −18.379
where
ˆ α = −0.123 [−2.24]
     
(24)
 
  Convergence rate of 12% per quarter. 
 
Greece: 
Model i.) N/A 
Model ii.) N/A 
Model iii.) N/A 
Model iv.) N/A 
 
Ireland: 
Model i.) N/A 
Model ii.)  
€ 
ec1 = LnGDP − 3.577LnX * + 0.0109Un + 0.535Bi + 2.213
where
ˆ α = −0.144 [−2.72]
            (25)
 
Convergence rate of 14% per quarter. 
Model iii.) N/A 
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Model iv.) 
€ 
ec1 = LnGDP − 4.372LnX
* − 0.0736Un + 0.619Bi + 6.681
where
ˆ α = −0.286 [−3.44]
             (26)
 
  Convergence rate of 29% per quarter. 
 
Italy: 
Model i.) N/A 
Model ii.) 
€ 
ec1 = LnGDP − 0.1167LnX * + 0.0119Un + 0.0362Bi −12.651
where
ˆ α = −0.091 [−2.34]
            (27)
 
  Convergence rate of 9% per quarter. 
Model iii.)  N/A 
Model iv.) N/A 
 
Portugal: 
Model i.)  N/A 
Model ii.) N/A 
Model iii.) N/A 
Model iv.) 
€ 
ec1 = LnGDP − 0.564LnX * + 0.135Un + 0.289Bi − 8.851
where
ˆ α = −0.206 [−2.38]
             (28)
 
Convergence rate of 20% per quarter. 
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Spain: 
Model i.) 
€ 
ec1 = LnGDP − 0.821Lnπ + 0.003Un − 0.0047Bi − 8.540
where
ˆ α = −0.077 [−2.03]
  (29)
 
  Convergence rate of 8% per quarter. 
 
Model ii.) 
€ 
ec1 = LnGDP −1.273LnX
* + 0.0338Un + 0.1002Bi − 9.338
where
ˆ α = −0.158 [−4.43]
  (30)
 
  Convergence rate of 16% per quarter. 
 
Model iii.) 
€ 
ec1 = LnGDP + 0.123Bi −12.97
where
ˆ α = −0.137 [−3.56]
     (31)
 
  Convergence rate of 14% per quarter. 
 
  
€ 
ec3 = Un − 2.607Bi −12.603
where
ˆ α = −0.001 [−3.28]
      (32)
 
  Convergence rate of 0.1% per quarter. 
 
Model iv.) 
€ 
ec1 = LnGDP − 0.0467Un + 0.2229Bi −12.403
where
ˆ α = −0.166 [−4.43]
   (33)
 
  Convergence rate of 17% per quarter. 
 
Following Hendry and Juselius (2001), when allowing for sample variation, it is 
important to not underestimate the number of cointegrating relationships. This is because 
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empirically relevant information will be omitted. Conversely, overestimating the number of 
cointegrating ranks will result in non-standard distributions in some of the test statistics that 
will lead to inaccurate inference. Within this context, the most notable set of results is in the 
case of France. In particular, when comparing the results between the ‘closed’ (Eq’s. (17) and 
(20)) and ‘open’ (Eq’s. (18) & (19), and (21) & (22)) economy specifications. In the case of 
the ‘closed’ economy, one valid (i.e., negative and statistically significant) cointegrating 
relationship is identified between GDP, unemployment, and bond rates (within both sample 
periods). The equilibrium equation is normalised on GDP and therefore the signs on the 
coefficients should be reversed for correct interpretation. The results suggest unemployment 
and bond rates both have relatively small, yet significant negative effects on GDP in the long 
run. Since the cointegrating coefficient estimated by the VECM indicates how the variables 
adjust over the sample period, the rate at which GDP converges to its steady-state when 
disequlibrium is caused by shocks to unemployment and bond rates, occurs at a rate of 13% 
per quarter.  
In contrast to the ‘closed’ economy specification, this dynamic relationship does not 
translate into the ‘open’ economy model. Instead, two long-run equlibrium equations are 
estimated for each sample period, normalised on inflation and exports/GDP resepectively, but 
neither on GDP. In the full sample period, the variables that bear the burden of adjustment to 
the equilibrium are bond rates and inflation in equation (18), and bond rates and exports/GDP 
in equation (19). Similarly, within the reduced sample period ‘open’ economy model for 
France, the same variables determine the burden of adjustment, with the addition of 
unemployment in both equations, as in equations (21) and (22). In order to determine if the 
inclusion of the additional cointegrating relationship makes sense in this context, an approach 
proposed by Hendry and Juselius (2001) is adopted, in which the authors consider removing 
the cointegrating rank for which the characteristic root is close to the unit circle. Figure A  
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below shows the unit root circles for the ‘open’ economy full sample specification for France 
for which the cointegrating relationships, as per the results from the trace test statistics 
reported in Tables 2 (A and C), are equal to two and four respectively. 
 
Figure A: France ‘Open’ economy - Full Sample Unit Root Circle: r=2 & r=4 
 
 
In both cases, the characteristic root is close to unity, but, by adopting the rank value 
determined by the trace statistic, i.e, r=4, the highest characteristic root is significantly nearer 
to unity than when r=2.  
In the reduced sample ‘open’ economy specification, the trace statistics reported in 
Table 2 (A and C) indicate that by including exports/GDP the number of cointegrating 
relationships increase from r=2, to r=3. The unit root circles are presented in Figure B 
below, and indicate the additional rank does not move the highest characteristic root closer to 
unity by the same magnitude as in the full sample case represented Figure A. 
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Figure B : France ‘Open’ Economy - Reduced Sample Unit Root Circle: r=2 & r=3 
  
Following the approach of Hendry and Juselius (2001), the unit root circles presented 
above seem to suggest the inclusion of exports/GDP could have an implication on the 
robustness of any inference drawn from the ‘open’ economy full sample model, and that 
inference could benefit from approximating near unit root values by a unit root, even when 
found to be statistically different from unity. Following this approach leads to the selection of 
r=2 which generates equation (34) when France is modelled ‘open’ over the full period8: 
 
€ 
ec2 = LnX *+0.924Lnπ − 0.066Un + 0.059Bi − 6.927
where
ˆ α = −0.026 [−3.37]
    (34)
 
 
Equation (34) is normalised on exports/GDP and states the burden of adjustment to 
the equilibrium will rely on exports/GDP, inflation, unemployment and bond rates over the 
long-run, with a convergence rate of 3% per quarter, or almost eight years. However, the sign 
of the effect of unemployment indicates an increase in unemployment, will have a positive 
effect on GDP. In contrast to the above result, when the rank determined by the trace statistic 
                                                
8
 The ‘open’ economy dotted line in Figure 2 (B.iii) of appendix A represents the reduced sample GDP forecast 
under r=2, and Figure 2(B.iv) compares actual GDP to GDP Forecasts using r=2 vs r=4.  
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is used, as presented in Tables 2 (A) and (C), the equlibrium equations state the burden of 
adjustment relies on bond rates and inflation, and on bond rates and exports/GDP within the 
full sample period, and on bond rates, inflation, and unemployment, and, bond rates, 
exports/GDP, and unemployment within the reduced sample period. In all cases, the signs of 
the burden bearing variables are as expected. Because of the differences detected, it would be 
worth treating the results with some degree of caution. Despite this, in both rank selection 
methods for the French economy, unemployment, bond rate, exports/GDP, and inflation, are 
all deemed to be valid long-run convergence factors, and as such, should be the focus of 
policymakers focused on stabilising GDP.  
 
IV.iv. Granger Representation Theorem and Causality 
It is also possible to have evidence of long-run causality, but not short-run causality 
and vice-versa. Cointegration further indicates that causality exists between the series of 
identified variables but it fails to reveal the direction of the causal relationship. In the case of 
multivariate causality tests, the testing of long-run causality between two variables is 
problematic as it is not possible to determine which explanatory variable is causing the 
causality through the error correction term. 
Engle and Granger (1987) suggest that if cointegration exists between two variables in 
the long-run, then, there must be either uni- or bi-directional Granger-causality between these 
variables. Engle and Granger illustrate that the cointegrating variables be represented by the 
error correction mechanism representation described earlier. In other words, according to 
Granger, if there is evidence of cointegration between two or more variables, then a valid 
error correction should exist between the two variables.  
Following Engle and Granger (1987), this paper employs a joint significance 
hypothesis F-test as a testing criterion of short-run causality for each separate system of 
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equations. The null hypothesis states the estimated coefficients are jointly equal to zero. For 
the purpose of this paper, which is to examine the causality of the chosen explanatory 
variables on GDP, only the results of the estimated parameters in the cointegrating 
equilibrium equation for GDP are reported in Tables 3.2 (A-H)9. However, in order to 
understand the causal relationships that may exist between the variables within the four 
VECM specifications, namely full sample ‘closed’ and ‘open’, and reduced sample ‘closed’ 
and ‘open’, all short-run parameter estimates are reported in Tables 3.1(A-H) of Appendix A. 
In addition to the parameter estimates, the standard errors and confidence intervals are also 
reported. With the view to facilitate the reader, the identified short-run Granger causal 
relationships between each system of equations, the direction of Granger causality between 
the variables, and the confidence intervals are presented in Tables 3.3 (A-H) within this 
section and not in Appendix A., along with a brief discussion on the notable results following 
each table. Finally, to support the Granger causality findings of the GDP equations, results 
from the linear hypothesis tests for causality between the significant estimated parameters 
and the variable GDP appear in Table 4 (A-B) in Appendix A.10 The causality between 
variables within each equation is now presented and briefly discussed. 
 
 
 
 
 
 
 
                                                
9 Represented as D_lnrgdp in Table 3.2. 
10 Due to this paper focusing on the ability of the chosen variables to provide short horizon forecasts of GDP, 
and to provide a causality analysis of the chosen variables, only the results from the GDP equation within each 
system are reported in Table 4 (A-B).	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V.iv.i. Cyprus 
Model i.)    Closed (full sample): 
€ 
r =1
 
 
 
There is evidence of a bi-directional short-run Granger causal relationship between 
the price deflator and GDP, and unemployment and GDP. In addition there is a uni-
directional causal relationship running from both the first lag value of the price peflator and 
the lag value of the bond rate on the price deflator. In the case of the unemployment equation, 
there is evidence of a causal relationship running from the price deflator, GDP, and 10yr 
bond rates to unemployment. In the 10yr bond rate equation; there is a uni-directional short-
run causal relationship between the 10yr bond rate and its first lag. 
 
Model ii.)   Open (full sample): 
€ 
r = 2
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           The short run causality between the variables on GDP presents a different result. Table 
3.1 (A.ii) in Appendix A. reports the coefficient estimates from the VECM. The estimates 
indicate short-run positive causal relationships running between the first lag of the price 
deflator on GDP, and the first lag of exports/GDP on GDP. This result is supported by the 
joint short-run causality tests presented in Table 4 (A.ii) which indicate a jointly significant 
causal relationship between the statistically significant variables and GDP. 
 
Model iii.) Closed (reduced sample):
 
€ 
r =1
  
 
The estimated coefficients of the lagged price deflator and lagged unemployment 
variables are both significant. As expected, the sign on the price deflator coefficient is 
positive, and the sign on the unemployment coefficient is negative. The joint short-run 
causality test results provide strong support for the existence of this short-run causal 
relationship between the price deflator and unemployment on GDP. Grangers causality 
theorem indicates the relationships are both bi-directional. Other relationships that are worth 
noting are the uni-directional causality running from both the lagged price deflator and the 
lagged 10yr bond rate to the price deflator, and the short-run uni-directional causality running 
from 10yr bond rates to unemployment. The uni-directional causality running from lagged 
10yr bond rates to 10yr bond rates is expected. 
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Model iv.)   Open (reduced sample): 
€ 
r =1
 
 
The short-run Granger causal results are similar to those of the full sample VECM. 
Lagged price deflator and lagged exports/GDP are both significant and positively influence 
GDP. The relationship between the price deflator and GDP is bi-directional, however, it 
appears exports/GDP uni-directionally Granger cause GDP. Other notable results from the 
model are the uni-directional causal relationships running from 10yr bond rates to the price 
deflator, exports/GDP to unemployment, GDP to 10yr bond rates, and finally 10yr bond rates 
to exports/GDP. 
 
V.iv.ii.  France 
Model i.)   Closed (full sample): 
€ 
r = 2
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Unemployment is shown to bi-directionally cause GDP, whereas 10yr bond rates are 
shown to have a uni-directional causality running to GDP. The joint short-run causality test 
supports the existence of these relationships.  The price deflator is uni-directionally 
determined by GDP and 10yr bond rates. Unemployment has a negative and bi-directional 
causal effect on GDP, and a negative and uni-directional causal effect on 10yr bond rates.  
 
ii).    Open (full sample): 
€ 
r = 4
 
 
The results in Table 3.3 (B.ii) indicate there are uni-directional causal relationships 
running from exports/GDP to GDP, from 10yr bond rates to the price deflator, and from 10yr 
bond rates to exports/GDP. There are also bi-directional relationships detected between 
exports/GDP and unemployment, and 10yr bond rates and unemployment.  
 
iii).    Closed (reduced sample): 
€ 
r = 2
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The results in Table 3.3 (B.iii) are robust to the full sample ‘closed’ economy VECM, 
indicating a relationship running from unemployment on GDP that is bi-directional. 
Furthermore, the estimated parameter coefficients show that lagged GDP uni-directionally 
and positively Granger causes GDP. Coupled with the results from the joint-causality linear 
hypothesis test results in Table 4, it is inferred that lagged GDP and 10yr bond rates both 
have a positive and uni-directional causal relationship running to GDP. Finally, a uni-
directional causality running from GDP and 10yr bond rates to the price deflator, and running 
from unemployment to10yr bond rates.  
 
iv).    Open (reduced sample): 
€ 
r = 3
 
 
The results in the reduced sample ‘open’ economy model are robust to the full sample 
period model, with the exception of no causality detected in the 10yr Bond Rate equation. 
 
V.iv.iii. Germany 
i).    Closed (full sample): 
€ 
r =1
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The table above reports uni-directional causality running from lagged GDP and 10yr 
bond rates to GDP, lagged GDP and unemployment to unemployment, and lagged 10yr bond 
rates to 10yr bond rates.  
 
ii).    Open (full sample): 
€ 
r =1
 
 
Again, under an ‘open’ economy treatment of Germany, the detected relationships are 
all uni-directional. Interestingly, the inclusion of exports/GDP appears to remove both the 
uni-directional causality running from lagged GDP to GDP and from lagged 10yr bond rates 
to 10yr bond rates. The remaining causalities are as in the full sample ’closed’ economy 
model.  
 
iii).    Closed (reduced sample): 
€ 
r =1
 
 
When the sample period is reduced, there is no change to the causal relationships as 
described in Table 3.3 (C.i). This indicates the closed economy model is robust for Germany, 
and that the causal relationships identified are valid. 
43 
 
iv).    Open (reduced sample): 
€ 
r =1
 
 
Again, the causal results are robust for Germany in the ‘open’ economy reduced 
sample model. All causal relationships are the same as those presented in Table 3.3 (C.ii). 
 
V.iv.iv. Greece 
i).    Closed (full sample): 
€ 
r =1
 
 
No causal relationships are detected in the ‘closed’ economy full sample model for 
Greece.  
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ii).    Open (full sample): 
€ 
r =1
 
 
 
The inclusion of exports/GDP into the full sample model for Greece introduces causal 
relationships that were not detected in the ‘closed’ economy model. There are numerous uni-
directional causal relationships now detected. As the results above indicate, lagged 10yr bond 
rates and unemployment both Granger cause GDP, and lagged GDP, price deflator, 
exports/GDP, unemployment, and 10yr bond rates all have a uni-directional causality running 
to exports/GDP. In addition, there is also a bi-directional causality detected running between 
10yr bond rates and unemployment. This relationship is positive, indicating that increases to 
the cost of borrowing for the Greek government increase the unemployment rate. 
 
iii).    Closed (reduced sample): 
€ 
r =1
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Unlike in the full sample ‘closed’ economy model, when the sample period is reduced 
numerous casual relationships are detected. Unemployment and GDP are shown to possess a 
bi-directional causal relationship with each other. Lagged unemployment has a uni-
directional causality running to unemployment, and lagged unemployment and 10yr bond 
rates both have a uni-directional causal relationship running to 10yr bond rates, both of which 
are positive. 
 
iv).    Open (reduced sample): 
€ 
r = 2
 
 
The ‘open’ economy full sample period model identifies 10yr bond rates as having a 
negative causal relationship to growth, but this result is not replicated in the reduced sample 
version of the ‘open’ economy VECM. Further, the bi-directional causality between 10yr 
bond rates and unemployment is also not detected in this model. For the first time within the 
four-model environment for Greece, the price deflator equation is shown to uni-directionally 
Granger cause unemployment. Within the exports/GDP equation, all the previously detected 
uni-directional relationships, with the exception of the price deflator, are detected. Overall, 
the inconsistency of the results implies the models are not robust in the case of Greece. 
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V.iv.v.  Ireland 
i).    Closed (full sample): 
€ 
r = 2
 
 
The Granger causality results indicate bi-directional relationships between GDP and 
unemployment and between GDP and 10yr Bond Rates. The uni-directional relationships 
detected by Granger causality are lagged GDP on GDP, lagged price deflator and 
unemployment on the price deflator, 10yr bond rates on unemployment, and lagged 10yr 
bond rates on 10 yr Bond rates. 
 
ii).    Open (full sample): 
€ 
r = 2
 
 
Including exports/GDP into the VECM does produce slightly different results in terms 
of Granger causality among some of the variables and equations. For example, lagged 
unemployment now has a uni-directional causality running to GDP, whereas previously this 
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relationship was bi-directional. Lagged GDP still Granger causes GDP, as does the 10yr 
Bond rate. The direction of causality between lagged unemployment and the price deflator 
changes from being uni-directional to bi-directional under the ‘open’ economy specification. 
The remaining causality relationships are as they were in the ‘closed’ economy framework. 
Finally, exports/GDP are shown to be uni-directionally Granger caused by 10yr bond rates.  
 
iii).    Closed (reduced sample): 
€ 
r =1
 
 
In the reduced sample ‘closed’ economy VECM, many of the relationships detected in 
the full sample VECM are still detected. There are a few different results in the reduced 
sample specification; for example, 10yr bond rates no longer Granger causes unemployment, 
however, lagged unemployment does. In addition to this difference, there is also the case 
whereby GDP and 10yr bond rates are no longer bi-directional, or even uni-directional for 
that matter. 
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iv).    Open (reduced sample): 
€ 
r = 2
 
 
Under the reduced sample ‘open’ economy VECM for Ireland, the optimal lag 
selected was three. The additional lag variable in the system does have some minor 
implication for Granger causality, in particular the addition of a bi-directional causality 
between both 10yr bond rates and the price deflator, and exports/GDP and the price deflator. 
There is also no longer bi-directional causal relationships identified between unemployment 
and the price deflator, and GDP and 10yr Bonds. The most notable of the results however are 
the newly identified causal relationships in the exports/GDP equation. As mentioned above, 
the price deflator has a bi-directional causality with exports/GDP, the previously detected 
uni-directional causality running from 10yr bond rates to exports/GDP, is now detected as bi-
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directional, and the intuitively expected result of the lagged values of exports/GDP, now 
Granger causes exports/GDP.  
 
V.iv.vi. Italy 
i).    Closed (full sample): 
€ 
r = 2
 
 
The results for Italy under the full sample ‘open’ economy VECM indicate bi-
directional causality between unemployment and GDP. Lagged GDP is shown to have a 
running causality to GDP, lagged GDP and lagged price deflator are shown to have a uni-
directional causality running to the price deflator, and lagged 10yr bond rates Granger cause 
10yr bond rates. 
 
ii.)    Open (full sample): 
€ 
r = 2
 
 
Within the full sample ‘open’ economy VECM framework, only uni-directional 
Granger causality is detected. Lagged GDP Granger causes GDP, lagged price deflator 
Granger causes the price deflator, lagged GDP Granger causes both unemployment and 10yr 
bond rates, and the 10yr Bond rate Granger causes exports/GDP. 
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iii.)    Closed (reduced sample): 
€ 
r = 2
 
 
 
The results from the reduced sample ‘closed’ economy VECM are robust to those of 
the full sample VECM. All identified Granger causal relationships are presented identically 
in both models. 
 
v.)    Open (reduced sample): 
€ 
r =1
 
 
Interestingly, no short-run causality relationships are detected in the reduced sample 
‘open’ economy VECM. This result indicates that including exports/GDP into the ‘open’ 
economy model for Italy does not benefit the model in any way. The results are not robust 
under the ‘open’ economy specification. 
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V.iv.vii. Portugal 
i.) Closed (full sample): 
€ 
r = 3
  
 
             All identified Granger causal relationships are uni-directional. There is no causality 
detected in the GDP equation, however, lagged price deflator and GDP do Granger cause the 
price deflator. Lagged unemployment Granger causes unemployment, and lagged GDP, 
unemployment, and 10yr bond rates all possess a short-run Granger causal relationship with 
10yr bond rates. 
 
ii.)    Open (full sample): 
€ 
r =1
 
 
In the ‘open’ economy full sample VECM for Portugal, the results causality is 
determined entirely by uni-directional Granger causality. Lagged price deflator Granger 
cause the price deflator, lagged exports/GDP Granger cause unemployment, and lagged GDP 
and 10yr bond rates Granger cause 10yr bond rates. 
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iii.)    Closed (reduced sample): 
€ 
r = 2
 
 
Under the ‘closed’ economy reduced sample VECM, the results of Granger causality 
are mostly robust when compared to the full sample VECM. The only two differences under 
the reduced sample model is that a uni-directional causality from lagged unemployment to 
unemployment is no longer detected, and unemployment no longer Granger causes 10yr bond 
rates. All other results are as they were in the full sample specification. 
 
 iv.)    Open (reduced sample): 
€ 
r = 2
 
 
No causality is detected in the reduced sample ‘open’ economy VECM for Portugal. 
This result is identical to that of Italy under the same specification. The failure to detect 
Granger causality implies the ‘open’ economy model is not robust for Portugal, thereby 
implying that inclusion of exports/GDP has no significant impact on the model. 
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V.iv.viii. Spain 
i.)                                             Closed (full sample): 
€ 
r =1
 
 
            The Granger causality results indicate a bi-directional causality between 10yr bond 
rates and price deflator. The sign of the coefficient is negative which indicates increases in 
the cost of Government borrowing lead to deflationary pressure in Spain. The remaining 
Granger causal relationships are all uni-directional. Lagged GDP and lagged unemployment 
Granger Cause GDP, the lagged price deflator has a Granger causality with itself, lagged 
price deflator and unemployment Granger cause unemployment, and lagged unemployment 
and 10yr bond rates Granger cause 10yr bond rates. 
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ii.)     Open (full sample): 
€ 
r = 2
 
 
The ‘open’ economy full sample VECM for Spain detects different relationships to 
those that are detected in the ‘closed’ economy framework. Four out of the nine relationships 
in the ‘closed’ economy VECM are detected, however, two of the relationships change their 
causal direction, namely the price deflator on 10yr bond rates is now detected as uni-
directional, and unemployment on Bonds is detected as being bi-directional. The uni-
directional Granger causality from unemployment to GDP and lagged unemployment to 
unemployment is consistently detected in both. Two new bi-directional causal relationships 
are detected, one between 10yr bond rates and unemployment, and the other between 10yr 
bond rates and exports/GDP. The remaining causal relationships are all uni-directional, and 
include both the lagged price deflator and lagged 10yr Bond rate on GDP, and both the 
lagged exports/GDP and the lagged price deflator on exports/GDP. 
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iii.)    Closed (reduced sample): 
€ 
r = 3
 
 
The reduced sample ‘closed’ economy VECM contains most of the same causal 
relationships detected in the full sample framework, namely uni-directional causality running 
from lagged unemployment to GDP, lagged price deflator to unemployment, lagged 
unemployment to unemployment, and lagged 10yr bond rates to 10yr bond rates implying the 
closed model VECM is fairly robust. 
 
iv.)     Open (reduced sample): 
€ 
r =1
 
 
The Granger relationships detected in the full sample ‘open’ economy VECM are 
identically detected in the reduced sample framework. The only differences being that the 
uni-directional causalities running from lagged 10yr bond rates to GDP, and lagged 
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exports/GDP to exports/GDP are no longer detected. Overall the results are robust under the 
two ‘open’ frameworks. 
 
IV.v.) Diagnostic Checking - Lagrange Multiplier and Jarque-Bera Normality Tests 
In order to validate the model specification and results, the residuals were tested for 
the presence of serial auto-correlation using the Lagrange multiplier (LM) method. As 
discussed in Johansen (1995, 21–22), estimation, inference, and post estimation analysis of 
VECMs is predicated on the residuals not being auto correlated. The null hypothesis of the 
test is that there is no autocorrelation in the residuals. The results of the LM test for the 
‘closed’ and ‘open’ economy frameworks are presented in Table 5A and 5B respectively. 
The results indicate that no residual autocorrelation exists in all the ‘closed’ economy 
models, for all countries in both the full and reduced sample periods. The ‘open’ economy 
results are similar, however, there are a few exceptions, namely the second lag in the German 
‘open’ economy model within both sample periods, the first lag in the Irish ’open’ economy 
full sample model, the first lag in the Portuguese full sample ‘open’ economy model, and the 
second lags in both the full and reduced sample period models for Spain. Despite these 
results, there are models for each of these countries for which no autocorrelation is detected 
by the LM test, namely the ‘closed’ economy models for Germany and Spain, and the 
reduced sample ‘open’ economy for Ireland, and the full sample ‘open’ economy model for 
Portugal.  
A further requirement for the models to be valid, and therefore inference deemed 
acceptable, is for the residuals to conform to asymptotic normality restrictions. Jarque-Bera 
(JB) test for normality in the residual was used for this purpose. The result of both the 
Lagrange multiplier and Jarque-Bera tests are presented in Appendix A. Tables 5 and 6 
respectively. The JB test does detect the presence of non-normal residuals for France, 
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Germany and Italy, regardless of the model or sample period used. This result is somewhat 
worrying, however, as in Chapter 4 of Burke and Hunter (2005), it is described how even 
though the Likelihood basis of the Johansen method does depend on normality, there is some 
evidence that this may be less of a problem than one might anticipate, and except for extreme 
distributions, there should be convergence with a reasonable sample. In light of this evidence, 
the models are not re-specified for these three countries, as all other diagnostic checks imply 
correct model specification. 
 
V. Impulse Response Analysis  
In order to assess the robustness of the benchmark model, an extra variable is 
included (exports/GDP) into the system, and as a second assessment of robustness, the 
sample period is varied. The orthogonalised impulse response functions (OIRFs) are then 
examined to determine if there are any significant differences. OIRFs provide evidence of 
what happens to one variable in response to a short-run shock on another variable within the 
system. It is conceivable to use the OIRF as opposed to general impulse response functions 
(IRF) as the underlying shocks are less likely to occur in isolation. There are also 
contemporaneous correlations between the components of the error process. Because the 
models presented in this paper have been shown to be generally well-specified, the estimated 
OIRFs can be interpreted with some degree of certainty. An important feature of OIRFs from 
a cointegrating VECM is that the response to shocks on the variables does not necessarily die 
out. In the case of a stationary VAR system, in which the mean is time invariant and finite, 
and the variance is time invariant, then a shock to any of the variables within the VAR 
structure must eventually taper and die out in order for the system to revert to a zero mean. 
This is known as a transitory shock. In contrast, the I(1) variables within a VECM are not 
mean-reverting, and by implication, may not necessarily die out over time. Shocks such as 
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these are considered to be permanent.  The OIRFs are presented in Figures 1 (A-H) in 
Appendix A. Because the main focus in this paper is to test the effects of the chosen variables 
on GDP, with the view to establish causality, and present forecasts of GDP, the only graphs 
presented are those that capture the dynamic effects from a positive standard deviation shock 
to either, the price deflator, unemployment, 10yr Bond Rates, or exports/GDP, on GDP. The 
effects of a shock to GDP on GDP are not presented either.  
In all cases, the inclusion of exports/GDP into the system of equations does not 
appear to significantly affect the response of GDP from a positive one standard deviation 
from any of the other variables within the system. Similarly, by reducing the sample period in 
each VECM, the results from a shock to any of the variables does not affect the overall 
dynamic on the variable of interest, within that specific system. This implies the models are 
robust to variation in the variables of the system, and also to variation in the sample period. 
Another reason for interpreting the OIRFs is to ensure the results are consistent with 
the estimated cointegrating vectors. It is expected that the results from the IRF will be 
consistent with the results expressed in the cointegrating vectors. Therefore, if the estimated 
cointegrating vector suggests a negative relationship between two variables, the 
corresponding OIRF should contain that same negative relationship. In all cases the effects as 
described by the estimated cointegrating vectors are replicated in the OIRFs. 
The most notable of the results are in the case of the economies described as being 
‘open’ in this paper, namely Cyprus, Germany, and Ireland. In each case, a positive one 
standard deviation shock to exports/GDP has a permanent positive impact on GDP. This is 
not the same result for the ‘closed’ economies that are defined by having an export /GDP 
ratio less than 40%. In each of the closed economies, a positive shock to exports/GDP has a 
far less positive impact on GDP, and in some cases, even a negative impact on GDP. 
Interestingly, the response of GDP to export shocks in the closed economies is not consistent 
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across the two sample periods either. GDP in Greece appears to have a one-quarter positive 
response, and then a permanent negative response to a positive export shock when the full 
sample period is used, but a slightly positive permanent response when the reduced sample 
period is used. Italy demonstrates a similar inconsistency between the full sample model and 
the reduced sample model.  
The GDP of Portugal on the other hand experiences a predominantly negative yet 
fluctuating transitory response to a positive shock to exports/GDP shock. The first quarter 
response appears to be negative, but becomes positive in the second period. In the reduced 
sample the effect on GDP returns to zero over the four-year horizon, however, in the full 
sample model, the response becomes negative after the second year. In both cases however, 
the magnitude of the response is small.  
Finally, GDP in Spain appears to have slight positive response to an export shock. 
The response appears to be permanent in the full sample model, but transitory in the reduced 
sample model.  
 
VI. Forecast Results 
The VECMs are used to produce short-horizon four-quarter forecasts of GDP. 
Estimation is exercised in two stages. During the first stage the countries are all treated as 
closed economies, for which their GDP (in expenditure) is characterised by equation (1). The 
variables described in the data section above are used to proxy for the components of GDP. 
The second stage treats the economies as open economies characterised by equation (2). The 
information set is therefore updated to include a proxy measure of ‘openness’. The variable 
used for this proxy is exports/GDP.  
The ‘closed’ and ‘open’ economy VECMs are estimated twice for each country. The 
first estimation of each model employs the sample period from 1997:1 through to 2013:3, 
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which allows for comparisons to be made to actual data for the periods 2013:4 and 2014:1, 
plus an additional two quarter forecast to 2014:3. The second estimation of each model 
employs a reduced sample period from 1997:1 through to 2012:4, which allows for 
comparisons be made to actual GDP data for the periods 2013:1 to 2013:4. In each case, out-
of-sample four-quarter horizon forecasts are generated, which are then compared to actual 
published GDP figures. 
Figures 2 (A.i-H.i) plot actual GDP and the GDP forecasts from both the ‘closed’ 
economy and ‘open’ economy models that utilise the full sample period 1997:1 to 2013:311. 
Figures 2 (A.ii-H.ii) plot actual GDP and GDP forecasts from the ‘closed’ and ‘open’ 
economy models that utilize the reduced sample periods. 
A comparison made between the forecast results from the ‘closed’ and ‘open’ 
economy models with the view to assess whether or not the inclusion of ‘openness’ affects 
the performance of the models. The results indicate that countries, for which total 
exports/GDP is less than 40%, inclusion of a proxy for ‘openness’ does not improve the 
forecasting performance.  
However, in the case of the countries for which the average ratio of exports/GDP is 
greater than 40%, the inclusion of the ‘openness’ proxy does improve forecasting 
performance. Of the three ‘open’ economies in the sample, namely Cyprus, Germany, and 
Ireland, the most ‘open’ is Ireland. Interestingly, the greatest improvement of forecasting 
performance is to Irish GDP data. 
Despite being able to visually identify improvements to forecasting accuracy, a 
standard procedure for evaluating how well a model fits the data is to solve the model by 
performing a dynamic, deterministic simulation and then to compare the predicted values of 
the endogenous variables with the actual values using the RMSE criterion. When two models 
                                                
11 With the exception of Greece and Cyprus who have smaller sample periods due to data availability.	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are being compared, the model that has the lowest RMSE is favoured over the other. The 
RMSE of h-step ahead forecasts made over the period  to  is represented by: 
€ 
RMSEt1 ,t2 =
1
t2 − t1 +1
(yt +hh
t− t1
t2
∑ − yt +h | th )2        (35) 
where  is the out-of-sample forecast of  that is generated using data through to date 
.  
It is important to mention that along with the RMSE, there are a number of other error 
measures by which to comapre the performance of models in absolute or relative terms. 
Although not applied within this paper, the mean absolute error (MAE), the mean absolute 
percentage error (MAPE), the mean percentage error (MPE) and the mean error (ME) may be 
used. The MAE is measured in the same unit of measure as the data being examined, and 
usually is similar in magnitude, but slightly smaller than the RMSE. The MAPE can be useful 
in terms of reporting as it is expressed in percentage terms, but is limited to strictly positive 
data. The ME and MPE are usually signed measures of error which indicate potential bias in 
forecasts in such a manner that they indicate whether or not forecasts tend to be 
disproportionately positive or negative.  
Furthermore, this paper does not employ a paired t-test, as in Snedecor and Cochran 
(1967), to test if the difference in RMSE between the ‘closed’ and ‘open’ economy model 
specifications is significantly different from zero. In the absence of such a test, caution should 
be exercised in making a definitive choice between forecasting models.  
For the models presented in this paper, the forecast horizon is four quarters (
€ 
h = 4). 
The GDP equation RMSE criteria for each country are represented below in Table 8. The 
results indicate that the ‘open’ economy model does improve the forecasting accuracy over 
the ‘closed’ economy model for the most open economies in the sample. The improvements, 
expressed in terms of the RMSE, are shown in table 8 below.  
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Table 8. Forecast RMSEs of ‘Closed’ versus ‘Open’ Economy Models  (h=4) 
 
 
Not surprising, the forecasting accuracy improves for countries with open economies 
when a proxy for ‘openness’ is included, in both sample periods.  
In the isolated case of France, which has a ratio of exports/GDP less than the model 
threshold of 40%, the ‘open’ economy model does improve the forecasting accuracy when 
compared to the ‘closed’ economy by approximately the same magnitude when both sample 
periods are used for the forecast estimation.12 However, the reduction in RMSE when 
modelled as an ‘open’ economy versus a ‘closed’ economy is far less pronounced than for the 
countries in the sample with export to GDP ratios greater than 40%. 
In the case of Cyprus, the sample period is reduced due to data limits, and the results 
should be treated accordingly with caution. For the full sample period of 2001:1 – 2013:3 the 
                                                
12 As per Arfa (2010), this result is not surprising as the author describes the French economy as a small-’open’ 
economy within a DSGE framework. Despite this, within the context of this paper, the French economy is 
classified as ‘open’.	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RMSE reduces by 0.00115. In the reduced sample period, the RMSE is reduced by only 
0.00047. The improvement in the model accuracy is more evident in the larger sample period. 
In the case of Germany, both sample periods see a reduction in RMSE by a similar 
magnitude, 0.00021 and 0.00027 respectively. The reduction is very small in magnitude, and 
is similar to the reduction felt by some of the ‘closed’ economies, but unlike the ‘closed’ 
economies, the reduction in RMSE occurs when either of the two sample periods are used for 
estimation. 
When compared to all the countries in the sample, the other ‘open’ economy, Ireland, 
sees the greatest reduction in RMSE when either of the two periods is used for estimation. 
Reductions of 0.00127 for the full sample period, and 0.00176 for the reduced sample period. 
This result is expected considering Ireland is the most ‘open’ economy in the sample, with an 
export to GDP ratio greater than 90%. Despite this result, in the case of the reduced sample 
period, the ‘open’ model performs very well for one-quarter ahead h =1, but fails to detect 
the turning point at 2012:1, resulting in a significant gap between the actual GDP data and the 
forecast at the end of the forecast horizon. In this particular case, any policy that would have 
relied on the four quarter ahead forecast would have been considerably miss-informed, 
however, any decision based on the one-quarter ahead forecast, would have been very well 
informed. This particular result demonstrates the necessity to always tread with caution when 
informing decisions that are based on forecasts, and that longer forecast horizons are more 
difficult to predict accurately, under any model specification.  
There is no obvious improvement to the model for the remaining countries in the 
sample. In the case of Greece, the full sample period results in an increase to RMSE of 
0.00018 when the ‘open’ model is compared the ‘closed’ model. In comparison, the reduced 
sample period estimation results in a very small reduction to RMSE of 0.00050. This 
inconsistency indicates a non-robust result of model improvement for Greece. 
64 
 
In the case of Italy, the full sample estimation leads to a reduction in RMSE, but the 
reduced sample period estimation, indicates an increase in RMSE of 0.00075. 
Similarly, the results for Spain indicate a reduction in RMSE for the full sample 
estimation, but an increase to RMSE for the reduced sample estimation.  
When forecasts of Portuguese GDP are estimated, both sample periods yield an 
increase to RMSE when the ‘open’ economy model is compared to the ‘closed’ economy 
model.  
The results from the RMSE forecasts provide some evidence that in the case of 
‘closed’ economy countries there is no robust improvement to the model when the ‘open’ 
economy VECM is compared to the ‘closed’ economy’ VECM. This is in contrast to the 
results of the ‘open’ economies in the sample, for which the model improves, regardless of 
the sample period used to estimate the forecasts. 
 
VII. Conclusion 
This paper has performed a relatively large-scale forecasting exercise involving eight 
time-series datasets for eight European countries, namely Cyprus, France, Germany, Greece, 
Ireland, Italy, Portugal, and Spain. Due to the identification of cointegrating relationships in 
the variables, short-term forecasts of GDP are estimated using Johansen’s VECM estimation 
method using an information set that proxies for the components of expenditure based GDP 
within a ‘closed’ economy framework and then in an ‘open’ economy framework across two 
sample periods. For this purpose, the models are estimated using quarterly data on GDP, the 
GDP price deflator, unemployment rates, 10yr government bond rates, and the ratio of 
exports/GDP, over the sample periods, namely 1997:1 to 2013:3, and 1997:1 to 2012:4 (these 
periods are adjusted in the case of Cyprus and Greece due to data availability). Four quarter 
out-of-sample forecasts are then generated under each model framework for each sample 
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period. The out-of-sample GDP forecast is then compared to actual GDP data. In addition to 
the forecasts, an effort is made to examine the relationships among the variables. The results 
indicate the ‘open’ economy framework improves the forecasting accuracy for those 
economies for which the exports/GDP ratio is greater than 40%. The improvement is 
measured by a reduced RMSE. Four quarter out-of-sample forecasts are also presented 
graphically and are displayed versus actual data that further demonstrates the improvement in 
the forecasts. The effectiveness of including exports/GDP into the estimated model is 
highlighted by the significant and negative error correction term of the cointegrated equations 
that are not present in ‘closed’ economy. In the case of Germany and Ireland, when 
exports/GDP is excluded, none of the variables in the ‘closed’ economy VECM display a 
significant long-run convergence. The results indicate that the estimated VECMs specified in 
this paper perform differently for open economies than they do for closed economies. When a 
proxy for openness is included in the VECM, the forecasting performance, and causal 
detection ability of the VECM improves significantly, but only for open economies. This is 
an important result in the context of this paper because if the ‘open’ economy proxy is to 
improve the models forecasting ability, then it should surely have a direct causal relationship 
with GDP. Interestingly, when all the economies are treated as being closed, there are no 
differences in model performance between the open, and the closed economies examined.  
Developing this research further could take into account the fact that the models 
presented here are linear by their nature, and therefore fail to take into account nonlinearities 
in the data. One of the responses to this problem within the literature has been the 
development of DSGE models, which are capable of handling both structural changes, as 
well as nonlinearities. The current trend in forecasting is dominated by the use of calibrated 
and estimated versions of DSGE models that have been shown to produce better forecasts 
relative to traditional forecasting methods in many cases (see Zimmerman (2001)). Following 
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the work presented in this paper, future research involving the use of DSGE models that 
make use of the identified causal relationships within the information set, could produce 
promising results. Another potential area to further develop the work presented here, could be 
to pool together the information set into a panel of European countries. Within a panel 
VECM framework, the predictive ability of a candidate variable within the information set 
could be explored for the entire panel of countries. Analysis such as this may reveal potential 
interdependencies within the European group of countries.  
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Table 3.2 (A.i): Cyprus EC Parameter Estimates - 2001Q3-2013Q3 - ‘closed’ economy 
 
 
 
Table 3.2 (A.ii): Cyprus EC Parameter Estimates - 2001Q1-2013Q3 - ‘open’ economy 
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Table 3.2 (A.iii): Cyprus EC Parameter Estimates - 2001Q3-2011Q4 - ‘closed’ economy 
 
 
 
Table 3.2 (A.iv): Cyprus EC Parameter Estimates - 2001Q3-2011Q4 - ‘open’ economy 
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Table 3.2 (B.i): France EC Parameter Estimates - 1997Q1-2013Q3 - ‘closed’ economy 
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Table 3.1 (B.ii): France EC Parameter Estimates - 1997Q1-2013Q3 - ‘open’ economy 
 
 
 
 
95 
 
Table 3.2 (B.iii): France EC Parameter Estimates - 1997Q1-2012Q4 - ‘closed’ economy 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
96 
 
Table 3.2 (B.iv): France EC Parameter Estimates - 1997Q4-2012Q4 - ‘open’ economy 
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Table 3.2 (C.i): Germany EC Parameter Estimates - 1997Q1-2013Q3 - ‘closed’ economy 
 
 
 
Table 3.2 (C.ii): Germany EC Parameter Estimates - 1997Q1-2013Q3 - ‘open’ economy 
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Table 3.2 (C.iii): Germany EC Parameter Estimates - 1997Q1-2012Q4 -‘closed’ 
economy 
 
 
 
Table 3.2 (C.iv): Germany EC Parameter Estimates - 1997Q1-2012Q4 - ‘open’ economy 
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Table 3.2 (D.i): Greece EC Parameter Estimates - 2000Q1-2011Q1 - ‘closed’ economy 
 
 
 
Table 3.2 (D.ii): Greece EC Parameter Estimates - 2000Q1-2011Q1 - ‘open’ economy 
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Table 3.2 (D.iii): Greece EC Parameter Estimates - 2000Q1-2010Q4 - ‘closed’ economy 
 
 
 
Table 3.2 (D.iv): Greece EC Parameter Estimates - 2000Q1-2010Q4 - ‘open’ economy 
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Table 3.2 (E.i): Ireland EC Parameter Estimates - 1997Q1-2013Q3 - ‘closed’ economy 
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Table 3.2 (E.ii): Ireland EC Parameter Estimates - 1997Q1-2013Q3 - ‘open’ economy 
 
 
 
Table 3.2 (E.iii): Ireland EC Parameter Estimates - 1997Q3-2011Q4 - ‘closed’ economy 
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Table 3.2 (E.iv): Ireland EC Parameter Estimates - 1997Q4-2011Q4 - ‘open’ economy 
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Table 3.2 (F.i): Italy EC Parameter Estimates - 1997Q1-2013Q3 - ‘closed’ economy 
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Table 3.2 (F.ii): Italy EC Parameter Estimates - 1997Q1-2013Q3 - ‘open’ economy 
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Table 3.2 (F.iii): Italy EC Parameter Estimates - 1997Q1-2012Q4 - ‘closed’ economy 
 
 
 
Table 3.2 (F.iv): Italy EC Parameter Estimates - 1997Q4-2012Q4 - ‘open’ economy 
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Table 3.2 (G.i): Portugal EC Parameter Estimates - 1997Q1-2013Q3 - ‘closed’ economy 
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Table 3.2 (G.ii): Portugal EC Parameter Estimates - 1997Q1-2013Q3 - ‘open’ economy 
 
 
 
Table 3.2 (G.iii): Portugal EC Parameter Estimates - 1997Q1-2012Q4 - ‘closed’ 
economy 
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Table 3.2 (G.iv): Portugal EC Parameter Estimates - 1997Q4-2012Q4 - ‘open’ economy 
 
 
 
Table 3.2 (H.i): Spain EC Parameter Estimates - 1997Q1-2013Q3 - ‘closed’ economy 
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Table 3.2 (H.ii): Spain EC Parameter Estimates - 1997Q1-2013Q3 - ‘open’ economy 
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Table 3.2 (H.iii): Spain EC Parameter Estimates - 1997Q1-2012Q4 - ‘closed’ economy 
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Table 3.2 (H.iv): Spain EC Parameter Estimates - 1997Q4-2012Q4 - ‘open’ economy 
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Figure 1 (A): Cyprus OIRFs from Shocks to Variables in System (excl. GDP) on GDP 
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Figure 1 (B): France OIRFs from Shocks to Variables in System (excl. GDP) on GDP 
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Figure 1 (C): Germany OIRFs from Shocks to Variables in System (excl. GDP) on GDP 
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Figure 1 (D): Greece OIRFs From Shocks to Variables in System (excl. GDP) on GDP 
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Figure 1 (E): Ireland OIRFs From Shocks to Variables in System (excl. GDP) on GDP 
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Figure 1 (F): Italy OIRFs From Shocks to Variables in System (excl. GDP) on GDP 
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Figure 1 (G): Portugal OIRFs From Shocks to Variables in System (excl. GDP) on GDP 
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Figure 1 (H): Spain OIRFs From Shocks to Variables in System (excl. GDP) on GDP 
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Figure 2(A.i.). Cyprus – GDP Forecast vs Actual GDP- 2001Q1-2013Q3 
 
 
 
 
Figure 2(A.ii). Cyprus – GDP Forecasts vs Actual GDP - 2001Q1-2011Q4 
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Figure 2(B.i). France – GDP Forecasts vs Actual GDP - 1997Q1-2013Q3 
 
 
 
 
Figure 2(B.ii). France – GDP Forecasts vs Actual GDP - 1997Q1-2012Q4 
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Figure 2(B.iii). France – GDP Forecasts vs Actual GDP - 1997Q1-2012Q4  
 
 
 
 
Figure 2(B.iv). France – GDP Forecasts vs Actual GDP - 1997Q1-2013Q3 
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Figure 2(C.i). Germany – GDP Forecasts vs Actual GDP - 1997Q1-2013Q3 
 
 
 
 
Figure 2(C.ii). Germany – GDP Forecasts vs Actual GDP - 1997Q1-2012Q4 
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Figure 2(D.i). Greece – GDP Forecasts vs Actual GDP - 2000Q1-2011Q1 
 
 
 
 
Figure 2(D.ii). Greece – GDP Forecasts vs Actual GDP - 2000Q1-2010Q4 
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Figure 2(E.i). Ireland – GDP Forecasts vs Actual GDP - 1997Q1-2013Q3 
 
 
 
 
Figure 2(E.ii). Ireland – GDP Forecasts vs Actual GDP - 1997Q1-2011Q4 
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Figure 2(F.i). Italy – GDP Forecasts vs Actual GDP - 1997Q1-2013Q3 
 
 
 
 
Figure 2(F.ii). Italy – GDP Forecasts vs Actual GDP - 1997Q1-2012Q4 
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Figure 2(G.i). Portugal – GDP Forecasts vs Actual GDP - 1997Q1-2013Q3 
 
 
 
 
Figure 2(G.ii). Portugal – GDP Forecasts vs Actual GDP - 1997Q1-2012Q4 
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Figure 2(H.i). Spain – GDP Forecasts vs Actual GDP - 1997Q1-2013Q3 
 
 
 
 
Figure 2(H.ii). Spain – GDP Forecasts vs Actual GDP - 1997Q1-2012Q4 
 
 
 
