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We discuss spin- 1
2
one-dimensional (1D) and quasi-1D magnets with competing ferromagnetic
nearest-neighbor J1 and antiferromagnetic next-nearest-neighbor J exchange interactions in a strong
magnetic field H. It is well known that due to attraction between magnons quantum phase transi-
tions (QPTs) take place at H = Hs from the fully polarized phase to nematic ones if J > |J1|/4.
Such a transition at J > 0.368|J1| is characterized by a softening of the two-magnon bound-state
spectrum. Using a bond operator formalism we propose a bosonic representation of the spin Hamil-
tonian containing, aside from bosons describing one-magnon spin-1 excitations, a boson describing
spin-2 excitations whose spectrum coincides at H ≥ Hs with the two-magnon bound-state spectrum
obtained before. The presence of the bosonic mode in the theory that softens at H = Hs makes
the QPT consideration substantially standard. In the 1D case at H < Hs, we find an expression
for the magnetization which describes well existing numerical data. Expressions for spin correlators
are obtained which coincide with those derived before either in the limiting case of J  |J1| or
using a phenomenological theory. In quasi-1D magnets, we find that the boundary in the H–T
plane between the fully polarized and the nematic phases is given by Hs(0)−Hs(T ) ∝ T 3/2. Sim-
ple expressions are obtained in the nematic phase for static spin correlators, spectra of magnons
and the soft mode, magnetization and the nematic order parameter. All static two-spin correlation
functions are short ranged with the correlation length proportional to 1/ ln(1 + |J1|/J). Dynamical
spin susceptibilities are discussed and it is shown that the soft mode can be observed experimentally
in the longitudinal channel.
PACS numbers: 75.10.Jm, 75.10.Kt, 75.10.Pq
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FIG. 1. (Color online.) (a) Quasi-1D frustrated magnet described by Hamiltonian (1). It is implied that inter-chain interactions
J ′1 and J
′
2 are small compared to those inside chains. The approach suggested in the present paper is based on the unit cell
doubling along chains direction that is shown in panel (b).
I. INTRODUCTION
Spin nematic states with multiple-spin ordering and without the conventional long-range magnetic order have
attracted much attention in recent years. Two-spin nematic order can be generally described by the tensor1 Qαβjl =
〈Sαj Sβl 〉 − δαβ〈SjSl〉/3. The antisymmetric part of Qαβjl is related to the vector chirality 〈Sj × Sl〉. The formation of
the vector chiral spin liquid was anticipated a long time ago in 2D frustrated spin systems.2 Such states have been
obtained recently in a ring-exchange spin- 12 model at T = 0,
3 and in classical frustrated spin systems at T 6= 0.4
The symmetric part of Qαβjl describes a quadrupolar order. In this instance one distinguishes the cases of j = l and
j 6= l. It has been known for a long time that the one-site (j = l) nematic state can be stabilized by the sufficiently
strong biquadratic exchange (S1S2)
2.5 The interest in this mechanism of multiple-spin ordering stabilization has been
revived recently in connection with experiments on cold atom gases6 and on the disordered spin system NiGa2S4.
7
While the one-site quadrupolar ordering can exist only for S ≥ 1, the different-site one (j 6= l) can be found even
in spin- 12 systems. In particular, the different-site nematic phases have been discussed recently in (quasi-)1D,
8–22
2D,23–27 and 3D28 systems with competing ferro- and antiferromagnetic exchange couplings between neighboring and
next-neighboring spins, respectively. The (quasi-)1D magnet of this kind is described by the Hamiltonian
H =
∑
j
(−SjSj+1 + JSjSj+2)−H
∑
j
Szj +H′, (1)
where we set the ferromagnetic exchange coupling constant between neighboring spins to be equal to −1 and H′
describes an inter-chain interaction that is also taken into account in the present paper (see Fig. 1(a)). As the field
direction can be arbitrary, we direct the field perpendicular to chains for simplicity. The interest in model (1) is
stimulated also by recent experiments on the corresponding quasi-1D materials LiCuVO4,
29–33 Rb2Cu2Mo3O12,
34
Li2ZrCuO4,
35 CuCl2,
36 PbCuSO4(OH)2,
37 LiCuSbO4,
38 and some others.
It has been found recently that the physics of spin- 12 model (1) with H′ = 0 is even richer: field-driven transitions
to phases with quasi-long-range multiple-spin ordering have been obtained below the saturation field Hs and are
described by operators S±j S
±
j+1 . . . S
±
j+p−1 with p = 2 (quadrupolar phase) at J > 0.368, p = 3 (hexapolar phase) at
0.284 < J < 0.368 and p = 4 (octupolar phase) at 0.259 < J < 0.284.15,16 Finite inter-chain interaction H′ stabilizes
the long-range nematic order at T = 0 but quite a small nonfrustrated H′ turns the point H = Hs into an ordinary
quantum critical point separating the fully polarized phase and that with a long-range magnetic order.17,18,21,22
It is well known that the origin of the nematic phases is the attraction between magnons caused by frustration.8
As a result of this attraction, the bottom of the one-magnon band lies above the lowest multi-magnon bound state
at H = Hs (see, e.g., Fig. 2(a)). Then, transitions to nematic phases are characterized by a softening of the multi-
magnon bound-state spectrum rather than the one-magnon spectrum. As a consequence, new approaches are required
to describe such transitions.
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FIG. 2. (Color online.) (a) Spectra of one-magnon excitations and two-magnon bound states are shown at H = Hs as they
were found before at J > 0.375 for an isolated chain described by Hamiltonian (1) (the particular curves drawn are for J = 1).
The distance between two neighboring spins in the chain is equal to d. Dashed lines are for parts of the bound-state spectrum
which lie in the two-magnon continuum. The first Brillouin zone (BZ) [−pi/2d, pi/2d] is marked after the unit cell doubling that
is drawn in Fig. 1(b). The result of the reduction to this BZ is presented in panel (b). Within the approach suggested in the
present paper, spectra of spin-1 excitations described by α- and β- particles (see Eqs. (6)–(12)) are two parts of the one-magnon
spectrum shown in panel (a), whereas the spectrum of a-particles (spin-2 excitations) coincides with the low-energy part of the
two-magnon bound-state spectrum.
Properties of model (1) are well-understood in the fully polarized state at H ≥ Hs. Wave functions of the multi-
magnon bound states can be represented as linear combinations of functions S−i1S
−
i2
. . . S−ip |0〉, where |0〉 is the vacuum
state at which all spins have the maximum projection on the field direction, and the spectrum can be found numerically
from the corresponding equations.16,39 An approach is suggested in Ref.17 that allows one to map the system at
H ≥ Hs to a tight-binding impurity problem. In particular, it allows authors to obtain analytical expressions for
the two-magnon bound-state spectrum and to show that it is quadratic at J > 0.375 near its minimum located at
k = pi/d, where d is the distance between neighboring spins (see Fig. 2(a)).
Transitions to nematic spin liquid phases in the purely 1D spin- 12 model are discussed using the bosonization
technique in the limit J  1 and using a phenomenological approach at arbitrary J > 1/4.9–11,13,16 According to the
latter method the transition is equivalent to that in 1D hard-core Bose-gas with the following correspondence between
the bosonic operators bi and spins: b
†
i = (−1)iS−i S−i+1 . . . S−i+p−1 = (−1)iM (p)i and b†i bi = (1/2 − Szi )/p. Results of
the phenomenological approach agree with those of the bosonization method in the region of its validity J  1 and
show, in particular, an algebraic decay of static spin correlators 〈Szi Szj 〉 and 〈M (p)i M (p)j 〉 in nematic phases and an
exponential decay of 〈S+i S−j 〉. Although many predictions of the phenomenological theory are confirmed by numerical
calculations, the corresponding microscopic analytical calculations based on the spin Hamiltonian are also desirable
at J ∼ 1.
It is well known that the behavior of quasi-1D systems differs significantly at low T from that of purely 1D systems.
Then, a special approach for a quasi-1D model (1) at T = 0 has been suggested recently.21 The wave function of the
ground state in the quadrupolar phase is proposed in a form that resembles the BCS pairing wave function of electrons
in superconductors. Using this approach authors have calculated static spin correlators and found that in contrast to
the purely 1D case 〈Szi Szj 〉 decays exponentially and the system has a long-range nematic ”antiferromagnetic” order.
The magnetization of LiCuVO4 at H < Hs measured in Ref.
30 is also described successfully in Ref.21. However many
dynamical properties as well as the temperature effect have not been considered yet in the quasi-1D case that leaves
room for further theoretical discussion in this field.
We suggest an approach in the present paper that allows us to perform a quantitative microscopic consideration
of the quadrupolar phase at T ≥ 0 and H ≈ Hs both in purely 1D and quasi-1D spin- 12 model (1). This approach
is based on the unit cell doubling along the chain direction that is shown in Fig. 1(b) and on a representation of
two spin operators in each unit cell via three bosons. This representation resembles those proposed for dimer spin- 12
systems.40–42 Two of these bosons describe one-magnon (spin-1) modes while the third one describes spin-2 excitations
(see Fig. 2) which are referred to as a-particles below. We demonstrate that the spectrum of a-particles coincides at
H ≥ Hs with the spectrum of two-magnon bound states calculated before by other methods.8,17,18 Then, it is the
4main advantage of our approach that it contains a boson whose spectrum becomes ”soft” as a result of the transition
to the nematic phase. This circumstance makes relatively simple and quite standard the quantitative discussion of
the transition.
It should be noted at once that the procedure of unit-cell doubling is arbitrary (there are two ways for neighboring
spins to group into couples) and it breaks the initial translational symmetry. However, it does not play a role in our
consideration because all the physical results are obtained in the present paper either exactly or using perturbation
theories with ”good” small parameters. As a consequence, the translational symmetry is restored in our results at
H ≥ Hs, it turns out to be broken at H < Hs in accordance with conclusions of previous considerations and all the
physical results obtained at H < Hs do not depend on the way of spins grouping into couples.
By using our approach, we confirm the hypothesis proposed in Ref.16 that the transition in an isolated chain to the
quadrupolar phase is equivalent in many respects to that in 1D systems of hard-core bosons. We rederive many of
the results for the isolated chain obtained in Refs.9–11,13,16. As an extension of the previous discussion, we derive an
expression for the magnetization that describes well available numerical data at H ≈ Hs.
In quasi-1D systems, we find that the boundary in the H–T plane between the fully polarized and the quadrupolar
phases is given by Hs(0) − Hs(T ) ∝ T 3/2. Simple expressions are obtained for static spin correlators, spectra of
magnons and the soft mode, magnetization and the nematic order parameter. We obtain an ”antiferromagnetic”
nematic long-range order along the chains in accordance with Refs.8,21. All the static two-spin correlators decay
exponentially with the correlation length proportional to 1/ ln(1 + 1/J). This exponential decay results in broad
peaks in the transverse structure factor with the period along chains equal to pi/d rather than 2pi/d. Dynamical spin
susceptibilities χαβ(ω,q) are discussed, where α, β = x, y, z. It is shown that χzz(ω,q) has sharp peaks at ω equal to
energies of a-particles. Thus, the soft mode can be observed experimentally in the longitudinal channel. There are
sharp peaks at ω corresponding to energies of magnons in transverse components of the dynamical spin susceptibility
(in accordance with predictions of Ref.21). An application is discussed of the proposed theory to LiCuVO4. Our
results are in reasonable agreement with available experimental data for magnetization in this compound.
The rest of the present paper is organized as follows. We describe in detail our approach in Sec. II. Properties of an
isolated chain are discussed in Sec. III. Quasi-1D systems at H ≥ Hs and H < Hs are considered in Secs. IV and V,
respectively. Sec. VI contains a summary of our results and a conclusion. Some details of calculations and the model
describing LiCuVO4 are discussed in appendices.
II. APPROACH
A. Spin representation
We start with an isolated chain at H ≥ Hs. To describe its properties in the fully polarized state and the quantum
phase transition we suggest to double the unit cell as it is shown in Fig. 1(b). Then, there are two spins, S1j and S2j ,
in j-th unit cell. To take into account all spin degrees of freedom in each unit cell we introduce three Bose-operators
a†j , b
†
j and c
†
j which create three spin states from the vacuum |0〉 as follows:
|0〉 = |↑↑〉 ,
a†j |0〉 = |↓↓〉 ,
b†j |0〉 = |↑↓〉 , (2)
c†j |0〉 = |↓↑〉,
where all spins have the maximum projection on the field direction at the state |0〉. One leads to the following spin
representation via these Bose-operators:
S†1j =b
†
jaj + cj , S
†
2j =c
†
jaj + bj ,
S−1j =a
†
jbj + c
†
j , S
−
2j =a
†
jcj + b
†
j , (3)
Sz1j =
1
2
− a†jaj − c†jcj , Sz2j =
1
2
− a†jaj − b†jbj .
It is easy to verify that Eqs. (3) reproduce spin commutation relations on the physical subspace (which consists of
states with no more than one particle a, b or c in each unit cell) of the Hilbert space and S21j = S
2
2j = 3/4. In order
to eliminate contributions to physical quantities from unphysical states one can introduce into Eqs. (3) the projector
5operator 1 − a†jaj − b†jbj − c†jcj or add to the Hamiltonian a term describing infinite repulsion between particles in
each unit cell
U
∑
j
(
a†ja
†
jajaj + b
†
jb
†
jbjbj + c
†
jc
†
jcjcj + a
†
jb
†
jajbj + a
†
jc
†
jajcj + b
†
jc
†
jbjcj
)
, U →∞. (4)
Both methods should lead to the same results at small T (see, e.g., Ref.43) and we choose the last one in the present
paper.
Representation (2)–(4) is an analog of the bond-operator representation suggested in Ref.40 and applied to systems
with singlet (”dimerized”) ground states. In principle, Eqs. (2)–(4) can be derived from Ref.40 implying that |↑↑〉 is
the ground state as it is done, e.g., in Ref.42 for the singlet ground state.
B. Hamiltonian transformation
Substituting Eqs. (3) into Hamiltonian (1) with H′ = 0 and taking into account constraint (4) one obtains
H = E0 +H2 +H3 +H4, (5)
where E0 is a constant,
H2 =
∑
k
(
a0a
†
kak + Ek
(
b†kbk + c
†
kck
)
+Bkc
†
kbk +B
∗
kb
†
kck
)
, (6)
H3 = 1√
N
∑
k1+k2+k3=0
(
−1
4
(
eik1 + eik2
)
c†1c
†
2a−3 −
1
4
(
e−ik1 + e−ik2
)
b†1b
†
2a−3 +
1
2
(J1 + J2)b
†
1c
†
2a−3
− 1
4
(
eik2 + eik3
)
a†1c−2c−3 −
1
4
(
e−ik2 + e−ik3
)
a†1b−2b−3 +
1
2
(J2 + J3)a
†
1b−2c−3
)
, (7)
H4 = 1
N
∑
k1+k2+k3+k4=0
((
U + J1+3 − ei(k1+k3)
)
a†1a
†
2a−3a−4 +
(
U +
1
2
J1+3
)(
b†1b
†
2b−3b−4 + c
†
1c
†
2c−3c−4
)
+
(
U + J1+3 +
1
2
J1+4 − e−i(k1+k3)
)
a†1c
†
2a−3c−4 +
(
U + J1+3 +
1
2
J1+4 − ei(k1+k3)
)
a†1b
†
2a−3b−4
+
(
U − e−i(k1+k3)
)
b†1c
†
2b−3c−4 −
1
2
e−i(k2+k3)a†1c
†
2a−3b−4 −
1
2
e−i(k1+k4)a†1b
†
2a−3c−4
)
, (8)
k is the one-dimensional momentum here, Jk = 2J cos k, we set 2d = 1, a0 = 2H+ 1−J0, Ek = H+ 1− (J0−Jk)/2,
Bk = −eik/2 cos k2 , N is the number of unit cells (that is half the number of spins in the lattice), and we omit some
indexes k in Eqs. (7) and (8).
After the unitary transformation
ck =
1√
2
eik/4 (αk + βk) , bk =
1√
2
e−ik/4 (βk − αk) , (9)
the bilinear part of the Hamiltonian (6) acquires the form
H2 =
∑
k
(
a0a
†
kak + α(k)α
†
kαk + β(k)β
†
kβk
)
, (10)
where
α(k) = H + 1− J + J cos k + cos k
2
, (11)
β(k) = H + 1− J + J cos k − cos k
2
. (12)
Eqs. (11) and (12) represent two branches of the one-magnon spectrum which result from the unit-cell doubling as it
is shown in Fig. 2. The lower branch, β(k), has minima at k = (±Q, 0, 0), where
cos
Q
2
=
1
4J
, (13)
6near which β(k) is quadratic. As it is demonstrated below, the one-magnon branches are not renormalized at H ≥ Hs
within our approach and Eqs. (11)–(12) reproduce the one-magnon spectrum of the model (1) obtained before8,21
(remember that in our notation the distance between neighboring spins is equal to 1/2). In particular, one has from
Eq. (12) for the field value at which the one-magnon spectrum becomes unstable
Hc = 2J − 1 + 1
8J
. (14)
In contrast to b- and c- particles (or α- and β- ones), a-particles are of the two-magnon nature (see Eqs. (2)).
It is one of the main findings of the present paper that their spectrum derived below coincides at H ≥ Hs with
the low-energy part of the two-magnon bound-state spectrum obtained before by using other approaches8,17,18 (see
Fig. 2).
C. Diagram technique
We find it more convenient not to use the unitary transformation (9) in the following and to introduce four Green’s
functions
Ga(k) = −i〈aka†k〉, (15)
Gb(k) = −i〈bkb†k〉, (16)
Gc(k) = −i〈ckc†k〉, (17)
F (k) = −i〈bkc†k〉, (18)
F (k) = −i〈ckb†k〉, (19)
where k = (ω,k) and ak is the Fourier transform of ak(t). Notice that a-particle can not transform to a single b- or
c- particle due to the spin conservation law (a-particles carry spin 2 while b- and c- particles carry spin 1). That is
why the Dyson equation for Ga(k) has the form Ga(k) = Ga0(k)(1 + Σa(k)Ga(k)), where Ga0(k) = (ω − a0 + iδ)−1
and a0 is defined in Eq. (6) and which gives
Ga(k) =
1
ω − a0 − Σa(k) + iδ . (20)
In contrast, b- and c- particles can interconvert that leads to two couples of Dyson equations for Gb(k), F (k) and
Gc(k), F (k). We obtain for one of them{
Gb(k) = Gb0(k)
(
1 + Σb(k)Gb(k) + Π(k)F (k)
)
,
F (k) = Gc0(k)
(
Π(k)Gb(k) + Σc(k)F (k)
)
,
(21)
where Gb0(k) = Gc0(k) = (ω − Ek + iδ)−1, and Σb,c, Π and Π are self-energy parts. The solution of the Dyson
equations has the form
Gb(k) =
ω − Ek − Σc(k)
D(k) , (22)
Gc(k) =
ω − Ek − Σb(k)
D(k) , (23)
F (k) =
Π(k)
D(k) , F (k) =
Π(k)
D(k) , (24)
D(k) = (ω − Ek − Σb(k) + iδ)(ω − Ek − Σc(k) + iδ)−Π(k)Π(k). (25)
It should be noted that all poles of these Green’s functions lie below the real axis. This circumstance gives a useful
rule of the diagram analysis at H ≥ Hs: if a diagram contains a contour that can be walked around while moving
by arrows of the Green’s functions, integrals over frequencies in such a diagram give zero (see, e.g., Ref.44). Using
this rule one concludes that there are no nonzero diagrams for Σb(k), Σc(k) and Π(k), Π(k) at H ≥ Hs which are
determined solely by bilinear part of the Hamiltonian (6):
Σb(k) = Σc(k) = 0, (26)
Π(k) = Π
∗
(k) = B∗k = −e−ik/2 cos
k
2
. (27)
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FIG. 3. (Color online.) (a) Diagrams for the self-energy part Σa(k) of a-particles at H ≥ Hs. It is implied that one should
put Green’s functions of b- and c- particles Gb(p), Gc(p), F (p) and F (p) defined by Eqs. (16)–(19) instead of double dashed
lines (there are 10 different loop diagrams for Σa(k)). Triangles represent renormalized vertices for which we obtain equations
presented in panel (b). Bare vertices are defined by Eqs. (7) and (8).
As a result we have from Eqs. (25)–(27) D(k) = (ω− α(k) + iδ)(ω− β(k) + iδ), where α,β(k) are given by Eqs. (11)
and (12). Another useful rule for the diagram analysis follows from the spin conservation law. As the total spin carried
by all incoming particles must be equal to that of all outgoing particles, one concludes immediately, for instance, that
four-particle vertexes are zero with only one incoming or outgoing a-particle.
It is seen from Eq. (7) that the three-particle terms of the Hamiltonian describe decay of a-particles into two one-
magnon particles of b or c types. They give rise to the only nonzero diagrams for Σa(k) at H ≥ Hs all of which are
shown in Fig. 3.
III. ISOLATED CHAIN
A. H ≥ Hs
To calculate Σa(k) one has to derive three vertexes Γ1,2,3(q, k) for which we obtain equations shown in Fig. 3(b).
The solution of these equations can be tried in the form
Γj(q, k) = uj(k) + sj(k) cos q, j = 1, 2, (28)
Γ3(q, k) = u3(k) + s3(k) cos q + iv(k) sin q, (29)
where u1,2,3(k), s1,2,3(k) and v(k) are real functions. After substitution of Eqs. (28) and (29) into equations shown in
Fig. 3(b), we obtain a set of seven linear algebraic equations for u1,2,3(k), s1,2,3(k) and v(k). The corresponding exact
solution is quite cumbersome for arbitrary k. However, it simplifies greatly at k = 0 and one has at H = Hs
Γ1(q, 0) = Γ2(q, 0) = − cos2 q
2
, (30)
Γ3(q, 0) = 2J − 1 + 1
1 + J
+ (1 + 2J) cos q + i sin q. (31)
8These expressions are used below for the nematic phase discussion. Substituting the general exact solution for the
vertexes into expression for Σa(k) shown in Fig. 3(a) we lead to the following expression for the spectrum of a-particles
at k  1:
a(k) = 2H + 2− 4J − 1
1 + J
+D‖k2, (32)
D‖ =
3J2(2 + J)− 1
16(1 + J)2
, (33)
which coincides (up to a factor of 1/4 in D‖ due to the unit cell doubling) with the spectrum of the two-magnon bound
states obtained before within other approaches8,17. Then, the condition D‖ > 0 gives from Eq. (33) that the minimum
of the two-magnon bound-state spectrum is at k = 0 if J > 0.375 that is also in accordance with previous numerical
findings8,16 and analytical results17. It is not difficult within our approach to take into account also anisotropy in
Hamiltonian (1) of the form Szj S
z
j+1 and S
z
j S
z
j+2. We omit it in the present consideration for simplicity. The reader
is referred to Ref.17 for the corresponding expressions for two-magnon bound-state spectra.
The condition a(0) = 0 gives from Eq. (32) the saturation field value for the isolated chain
Hs = 2J − 1 + 1
2 + 2J
(34)
which is larger (if J > 1/3) than the field value (14) at which the one-magnon spectrum becomes gapless. We find
also for the Green’s function of a-particles near the pole
Ga (ω ≈ a(k),k) = Z
ω − a(k) + iδ , (35)
Z =
1 + 2J
(1 + J)(2J2 + 2J + 1)
. (36)
These expressions are used in the subsequent calculations.
It should be noted that the bare completely flat spectrum of a-particles a0 is renormalized greatly by quantum
fluctuations (see Eq. (32)). Because this renormalization comes from processes of a-particle decay into two one-
magnon particles, one concludes that a-particle corresponds to a state that is a superposition of the initial state with
two neighboring flipped spins and the great number of those with two flipped spins sitting on sites which can be quite
far from each other. It is the structure of the wave function that is used in the standard method of the bound states
analysis.39
B. H < Hs
The instability of a-particles spectrum (32) at H < Hs signifies the transition to the nematic phase. It is not the
aim of the present paper to discuss in detail the quadrupolar phase in the isolated chain. But in view of the quadratic
dispersion of a(k) at H = Hs and gaps in spectra of α- and β- particles, some results can be readily borrowed from the
theory of 1D Bose gas of real particles.45,46 In particular, one obtains 〈a†jaj〉 = 1pi
√
(Hs −H)/D‖ using exact results
by Lieb and Liniger45,46 at T = 0 and H ≈ Hs. Diagram analysis shows that all poles of Green’s functions Gb(k) and
Gc(k) lie below the real axis at H < Hs and only self-energy parts acquire some corrections (as is shown below, this
is not the case in quasi-1D models due to the presence of the ”condensate” of a-particles). Then, 〈b†jbj〉 = 〈c†jcj〉 = 0
and one obtains from Eqs. (3) at H ≈ Hs
1
2
− 〈Szj 〉 = 〈a†jaj〉 = 1pi
√
Hs −H
D‖
(37)
that is an extension of the previous isolated chain analysis. As it is demonstrated in Fig. 4, Eq. (37) describes well
available numerical data10,11 within the range of its validity that reads as 〈a†jaj〉  1. Because D‖  Hs at J > 0.375,
the magnetization decays quite rapidly upon the field decreasing at H ≈ Hs that is also illustrated by Fig. 4.
Many results obtained before using other methods can be confirmed (and extended somewhat) within our approach.
In particular, one obtains at H ≈ Hs from an expression for the asymptotic of the correlator of densities in 1D Bose-
gas46 〈
Szj+n(t)S
z
j (0)
〉 ≈ 〈Szj 〉2 − 1pi
(
1
(n+ iut)2
+
1
(n− iut)2
)
+A1
cos(piρn)
n2 + u2t2
, (38)
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FIG. 4. Magnetization of isolated chain with J = 0.5. Circles are numerical data taken from Ref.10 and the line is drawn using
Eqs. (37), (33) and (34).
where n → ∞, u = 4piρD‖, A1 is a constant and ρ = 〈a†jaj〉 is given by Eq. (37). Eq. (38) coincides in the limit
H → Hs with the corresponding expression derived in Refs.9,10,16 using the bosonization technique (J  1) and the
phenomenological theory of multipolar phases. Our discussion provides explicit expressions for the ”sound velocity” u
and ρ in Eq. (38). Notice that spin-1 excitations do not contribute to Eq. (38) due to the above mentioned circumstance
that all poles of one-magnon Green’s functions lie below the real axis, whereupon all integrals over energies in the
corresponding loop diagrams give zero at T = 0. Then, the asymptotic of the 1D Bose gas ”field correlator” gives for
the nematic correlation at H ≈ Hs and n→∞
〈
S+0 (t)S
+
1 (t)S
−
2n(0)S
−
2n+1(0)
〉
= 〈a0(t)a†n(0)〉 ≈
A2√|2n+ iut| , (39)
where A2 is a constant, that is consistent at t = 0 with results of Refs.
10,13.
It is seen from Eqs. (38) and (39) that static longitudinal and nematic correlators decay algebraically with the
distance at T = 0. According to the exact results of the 1D Bose gas theory46 this algebraic decay changes into the
following exponential decay at small T :
〈
Szj+nS
z
j
〉 ≈ e−n/rc and 〈S+0 S+1 S−2nS−2n+1〉 ≈ e−n/2rc , where rc ≈ u/2piT .
Spin-1 excitations give contributions decaying much faster at small T due to gaps in their spectra.
To conclude our brief discussion of the isolated chain at H < Hs, we confirm the long-standing expectation that
bound states of two magnons behave in many respects like hard-core bosons. A more detailed consideration of the
quadrupolar phase in the isolated chain is complicated by the existence of b- and c- particles.
IV. QUASI-ONE-DIMENSIONAL MAGNETS. H ≥ Hs.
Let us take into account the inter-chain interaction. As it is shown below and as it was found before,17,18,21,22 quite
a small nonfrustrating interaction between chains can destroy the nematic phase and turn H = Hs into an ordinary
quantum critical point at which the condensation takes place of one-magnon excitations. That is why we consider
in the present paper the inter-chain interaction as a perturbation. To demonstrate the main ideas we discuss the
simplest interaction of the form (see Fig. 1(a))
H′ = 1
2
∑
lm
J ′1lmSlSm =
1
2
∑
lm
(J ′1lmS1lS1m + J
′
1lmS2lS2m) , (40)
where the first sum is over the lattice sites and the second one is over the doubled unit cells shown in Fig. 1(b).
Substituting Eqs. (3) into Eq. (40) one obtains
H′ = E ′0 +H′2 +H′3 +H′4, (41)
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FIG. 5. (Color online.) Diagrams for the self-energy part of a-particles which give contributions of the second order in the
inter-chain interaction J ′1 at H ≥ Hs. Triangles stand for vertexes which are calculated at J ′1 = 0 and equations for which are
presented in Fig. 3(b). Double dashed lines represent Green’s functions Gb, Gc, F and F which are calculated by taking into
account also Eq. (42). Black dots stand for bare vertexes (43).
where E ′0 is a constant and
H′2 =
∑
k
(
−J ′10a†kak +
1
2
(J ′1k − J ′10)
(
b†kbk + c
†
kck
))
, (42)
H′3 =
1
2
√
N
∑
k1+k2+k3=0
((
J ′1k1 + J
′
1k2
)
b†1c
†
2a−3 +
(
J ′1k2 + J
′
1k3
)
a†1b−2c−3
)
, (43)
H′4 =
1
N
∑
k1+k2+k3+k4=0
(
J ′1k1+k3a
†
1a
†
2a−3a−4 +
1
2
J ′1k1+k3
(
b†1b
†
2b−3b−4 + c
†
1c
†
2c−3c−4
)
+
(
J ′1k1+k3 +
1
2
J ′1k1+k4
)
a†1c
†
2a−3c−4 +
(
J ′1k1+k3 +
1
2
J ′1k1+k4
)
a†1b
†
2a−3b−4
)
, (44)
where all vectors k have two nonzero components, y and z, (see Fig. 1(a)) and J ′1k =
∑
lm J
′
1lme
i(kRlm) = 2J ′1(cos ky+
cos kz). Naturally, we will assume from now on that momenta k in Eqs. (6)–(8) are 3D vectors with the only nonzero
component x. It is easy to show that H′3 and H′4 do not lead to renormalization of the one-magnon spectrum at
H ≥ Hs. Then, one obtains for the spectrum of β-particles using Eqs. (12) and (42)
β(k) = H + 1− J + J cos kx − cos kx
2
+
1
2
(J ′1k − J ′10) (45)
that has minima at k = (±Q, 0, 0) and k = (±Q, pi, pi) if J ′1 < 0 and J ′1 > 0, respectively, and Q is given by Eq. (13).
In contrast, H′3 and H′4 renormalize the spectrum of a-particles a(k). Considering H′ as a perturbation it is easy
to demonstrate that the only diagrams contributing to a(k) in the second order in J
′
1 are those presented in Fig. 5.
Straightforward calculations show that their contribution to a(k) has the form
δa(k) = −2D⊥(2 + cos ky + cos kz), (46)
D⊥ = (J ′1)
2 (1 + J)(1 + 3J + 3J2)
2(1 + 2J)2
. (47)
Then, a(k) has a minimum at k = (0, 0, 0) near which we obtain using Eqs. (32) and (46)
a(k) = 2H + 2− 4J − 1
1 + J
− J ′10 − 8D⊥ +D‖k2x +D⊥k2⊥, (48)
where D‖ is given by Eq. (33) and k⊥ is the projection of k on the yz plane. It is seen from Eq. (48) that a(k) is
quadratic at k  1. Notice also that the stiffness D⊥ of a-particles in the yz plane is of the second order in J ′1.
One finds from Eqs. (45) and (48) for the field values at which spectra of β and a-particles become gapless (cf.
Eqs. (14) and (34))
Hc = 2J − 1 + 1
8J
+
1
2
|J ′10|+
1
2
J ′10, (49)
Hs = 2J − 1 + 1
2 + 2J
+
1
2
J ′10 + 4D⊥. (50)
The condition of the nematic phase existence (Hs > Hc) leads from Eqs. (49) and (50) to the following inequality in
the first order in J ′1:
|J ′10| <
3J − 1
4J(J + 1)
. (51)
One concludes from Eq. (51) that |J ′1| should be much smaller than unity in order the nematic phase can arise.
Eqs. (45), (49) and (50) are in accordance with previous results obtained within another approach.17,18 The reader
is referred to Ref.18 for a more detailed discussion of the influence of the inter-chain interaction on properties of the
considered system at H ≥ Hs.
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FIG. 6. (Color online.) a) Equation for the four-particle vertex Γa(k) of a-particles at H ≈ Hs. A sum of an infinite number of
diagrams which remain finite at k, q → 0 and J ′1 → 0 plays the role of the ”bare” vertex γ(k, q). Some diagrams for γ(k, q) are
also presented. b) The diagram giving the leading temperature correction to the normal self-energy part of a-particles. Same
notation as in Fig. 3.
V. QUASI-ONE-DIMENSIONAL MAGNETS. H < Hs.
It is convenient to discuss the quantum phase transition at H = Hs in terms of Bose-condensation of a-particles
that is similar to condensation of magnons in ordinary magnets in strong magnetic field.47
A. Condensation of a-particles
According to the general scheme44,47, one has to represent a0 as follows at H < Hs:
a0 7→ a0 + eiφ
√
Nρ, (52)
where φ is an arbitrary phase and ρ is the ”condensate” density. New terms appear in the Hamiltonian after this
transformation. In particular, the largest terms in the ground state energy have the form δE0 = −(Hs−H)ρ+Γa(0)ρ2,
where Γa(k) is the four-particle vertex of a-particles at H = Hs. An equation for Γa(k) can be represented in the
form shown in Fig. 6(a). Minimization of δE0 gives
ρ =
Hs −H
2Γa(0)
. (53)
Although the above formulas are standard,44 the situation is more complicated here. As it is shown in Fig. 6(a), one
has to consider an infinite set of diagrams to find Γa(k) which sum γ(k, q) plays the role of a ”bare” vertex. These
diagrams remain finite at k, q → 0, J ′1 → 0 because α,β(k) have gaps at H = Hs and J ′1 = 0. That is why one can
set J ′1 = 0 in γ(k, q). In contrast, the integral over q diverges at J
′
1 → 0 in the second term on the right-hand side of
the equation for Γa(k) (see Fig. 6(a)). Due to the smallness of J
′
1, small qx are important in the integral over q. As
a result one obtains using Eq. (35) the following equation in the leading order in J ′1: Γa(0) = γ(0, 0)− γ(0, 0)T Γa(0)
that gives
Γa(0) =
γ(0, 0)
1 + γ(0, 0)T ≈
1
T , (54)
T = Z
2
(2pi)3
∫
dk
a(k)
≈ 0.32 Z
2√
D‖D⊥
 1, (55)
where D‖, D⊥ and Z are given by Eqs. (33), (47) and (36), respectively, Eq. (46) has been used to take the integral
in Eq. (55), and we omit the unity in the denominator of Eq. (54) due to the large value of T . We remind the reader
also that the range of validity of Eqs. (53)–(55) is defined by the inequality ρ 1.
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According to the general theory of the dilute Bose gas condensation,44,48–50 the spectrum of a-particles acquires a
linear part at small momenta k and has the form
˜a(k) =
√
a(k)(a(k) + Λ), (56)
where Λ ∼ ρ and a(k) = D‖k2x +D⊥k2⊥.
Thermal fluctuations can be taken into account quite standardly.44,48,49 The leading contribution from them to
δE0 comes from the Hartree-Fock diagram shown in Fig. 6(b). As a result one obtains the following equation for the
boundary in the H–T plane between the fully polarized and the nematic phases at T  D⊥:
Hs(0)−Hs(T ) = T 3/2 ZΓa(0)
D⊥
√
D‖
ζ(3/2)
2pi3/2
, (57)
where Γa(0) is given by Eq. (54), Hs(0) is given by Eq. (50) and ζ(3/2) ≈ 2.61 is the Riemann zeta-function. Notice
that at small nonzero temperature one has to put Hs(T ) given by Eq. (57) instead of Hs in Eq. (53).
B. One-magnon spectrum renormalization
Condensation of a-particles (52) leads to terms in the Hamiltonian which renormalize the one-magnon spectrum.
In particular, those coming from the three-particle vertexes and contributing to the bilinear part of the Hamiltonian
(6) have the form at H ≈ Hs
δH(3)2 =
√
ρ
∑
q
(
e−iφΓ1(q, 0) (cqc−q + bqb−q) + eiφΓ1(q, 0)
(
c†qc
†
−q + b
†
qb
†
−q
)
+e−iφΓ3(q, 0)bqc−q + eiφΓ∗3(q, 0)b
†
qc
†
−q
)
, (58)
where Γ1(q, 0) and Γ3(q, 0) are given by Eqs. (30) and (31), respectively, and we neglect the inter-chain interaction in
the sum. There are also terms of the form b†qbq, c
†
qcq, c
†
qbq and b
†
qcq coming to H2 from four-particle vertexes a†b†ab,
a†b†ac and a†c†ac. The analysis of these vertexes similar to that carried out above for Γa(k) shows that contributions
to H2 from them are of the order of ρ
√
D⊥. Straightforward calculations demonstrate that contribution from these
terms to the spectrum renormalization is negligible. Thus, we use only Eq. (58) below in order to make formulas more
compact.
To find the one-magnon spectrum renormalization we take into account terms (58) in the Hamiltonian and introduce
Green’s functions
P (k) = −i〈b†−kb†k〉, Q(k) = −i〈c†−kc†k〉, R(k) = −i〈c†−kb†k〉 (59)
in addition to those given by Eqs. (16)–(19). Then, one leads to a set of four linear Dyson equations for Gb, P , R and
F that is derived and solved in Appendix A. Analysis of the Green’s functions denominator shows that the spectrum
of β-particles can be represented in the vicinity of its minimum as
˜β(k) =
√
2β(k)− ρA, (60)
A =
(3J − 1)(J(2 + J(19 + 8J(J(16J(3 + 4J)− 11)− 9)))− 1)
128J4(1 + J)2(1 + 5J)
, (61)
where β(k) is given by Eq. (45), A > 0 at J > 1/3 and A ≈ 12/5 at J  1.
As it is seen from Eq. (60), the spectrum of β-particles becomes unstable at a certain field value H˜c < Hs that
would signify a transition to a phase with a long-range magnetic order. While the inequality ρ  1 can hold at
H = H˜c, the present discussion is not applicable for this quantum phase transition analysis because disappearance
of the gap in the one-magnon spectrum leads to a finite damping of a-particles at all momenta. Besides, diagrams
contributing to γ(k, q) contains infrared divergences at k, q → 0 if the one-magnon spectrum is gapless. As a result
the above analysis should be reconsidered at H ≈ H˜c, which is out of the scope of the present paper.
It should be noted also that one-magnon excitations acquire finite damping at H < Hs stemming from loop
diagrams. The damping, however, is small at H ≈ Hs being of the order of ρ (that is much smaller than the gap in
the spectra of α- and β- particles).
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C. Static spin correlators and nematic order parameter
One obtains from Eqs. (3) and (52) at H < Hs〈
S⊥1j
〉
=
〈
S⊥2j
〉
= 0, (62)〈
S−1jS
−
2j
〉 ≡ 〈a†j〉 = √ρe−iφ, (63)
where ⊥ denotes the projection on the plane perpendicular to the field direction. Then, the condensation of a-
particles signifies the formation of the quadrupolar phase without the conventional long-range magnetic order in
which 〈S−1jS−2j〉 6= 0 in each (double) unit cell. This condensate should appear also ”between” the neighboring unit
cells as the doubling of the unit cell we made is only a trick. To show this we calculate the value 〈S−2jS−1(j+1)〉 (see
Fig. 1(b)), where j enumerates sites in one of the chains, for which one has from Eqs. (3) in the leading order in ρ〈
S−2jS
−
1(j+1)
〉
=
1
N
∑
q
e−iqx
〈
b†qc
†
−q
〉
. (64)
One obtains after simple integration using Eqs. (30), (31), (A3) and (64) in the leading order in the inter-chain
interaction (cf. Eq. (63)) 〈
S−2jS
−
1(j+1)
〉
= −√ρe−iφ. (65)
As it is seen from Eqs. (63) and (65), the nematic order parameter 〈S−j S−j+1〉 = (−1)j
√
ρe−iφ, where j enumerates
now spins in a chain, has an ”antiferromagnetic” order: its absolute value is the same for all j whereas its phase
differs by pi for two neighboring sites (j and j + 1). Such nematic ordering along chains was predicted in Refs.8,21. In
contrast, the nematic order is ”ferromagnetic” in directions transverse to chains because the minimum of a(k) is at
k = (0, 0, 0) (see Eqs. (46) and (48)). The nematic ordering does not depend on the sign of J ′1. Notice also that this
finding does not depend on the way of grouping of spins into couples shown in Fig. 1(b) due to arbitrariness of φ.
Let us consider the static spin correlator 〈S−j S−j+n〉. To find it one has to calculate 〈S−2jS−1(j+n)〉, 〈S−1jS−2(j+n)〉,
〈S−2jS−2(j+n)〉 and 〈S−1jS−1(j+n)〉 that can be easily done in the first order in
√
ρ and in the leading order in J ′1 using
Eqs. (3), (30), (31), (A2) and (A3). The result can be represented in the form
〈
S−j S
−
j+n
〉
=
√
ρe−iφ(−1)j sin
(pin
2
)( J
1 + J
)n−1
2
, (66)
where n > 0, that reproduces, in particular, Eqs. (63) and (65) at n = 1. In much the same way, one obtains in the
first order in ρ and in the leading order in J ′1〈
S+j S
−
j+n
〉
=ρ cos
(pin
2
)( J
1 + J
)n
2−1(2J(1 + J)
1 + 2J
+
n
2
)
, (67)〈(
Szj −
1
2
)(
Szj+n −
1
2
)〉
=ρ sin2
(pin
2
)( J
1 + J
)n−1
. (68)
It is seen from Eqs. (66)–(68) that all the static spin correlators decay exponentially as n → ∞. This should be
contrasted with the case of the isolated chain in which the algebraic decay of static correlator (68) is observed.10,16
As a result of the exponential decay, static spin correlators have broad peaks in quasi-1D magnets instead of Bragg
peaks which hight rises as J increases. In particular, one obtains from Eqs. (67) and (68) up to a constant
〈
S+q S
−
−q
〉 ∼ρ sin2 q
4J2
(
1
4J(1 + J)
+ cos2 q
)−2
, (69)
〈
SzqS
z
−q
〉 ∼ρ1 + 2J
2J2
cos q
((
1
2J(1 + J)
+ 1
)2
− cos2 q
)−1
, (70)
where q = (q, 0, 0). Plots of these expressions are shown in Fig. 7. It is seen that the breakdown of the translational
symmetry of the ground state at H < Hs becomes apparent in the transverse spin structure factor which has a
periodicity in the reciprocal space equal to pi/d rather than 2pi/d.
A small inter-chain interaction gives rise to a weak dependence of correlators (69) and (70) on components of
momenta transverse to chains.51
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FIG. 7. Static spin correlator at H < Hs given by Eq. (69) with q = (q, 0, 0). The inset shows the longitudinal static spin
correlator divided by ρ and given by Eq. (70). Here d is the distance between two neighboring spins in a chain.
D. Magnetization
Using Eqs. (3) and the solution of Eqs. (A1) for Gb (and the similar expression for Gc) one finds after simple
integration for the magnetization in the leading order in ρ and J ′1
〈Szj 〉 =
1
2
− 2(1 + J)
2
1 + 2J
ρ. (71)
Notice that in contrast to 1D case discussed above, there is a nonzero contribution to the second term in Eq. (71)
from 〈c†jcj〉 = 〈b†jbj〉.
E. Spin Green’s functions
Spin Green’s functions (or generalized susceptibilities) defined as
χαβ(ω,q) =
〈
Sα−q, S
β
q
〉
ω
= i
∫ ∞
0
dteiωt
〈[
Sα−q(t), S
β
q (0)
]〉
, (72)
where α, β = x, y, z, can be found straightforwardly using Eqs. (3) and (22)–(27). In particular, components of χαβ
transverse to the field direction are expressed via Green’s functions Gb, Gc, F and F . As a consequence, they have
sharp peaks at ω = ±˜α,β(q) corresponding to one-magnon excitations. It is seen from Eqs. (3) that the longitudinal
spin Green’s function has a contribution containing Ga(q) (apart from a smooth background originating from terms
c†c, b†b and a†a in Sz1 and S
z
2 ):
χzz(ω,q) ∼ −ρ(Ga(ω,q) +Ga(−ω,q)) ≈ − 2Zρ˜a(q)
(ω + iδ)2 − ˜2a(q)
(73)
that shows sharp peaks at ω = ±˜a(q) and small q. Thus, the soft mode (56) can be observed in the nematic phase
experimentally in the longitudinal channel.
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F. Phase transitions at H < Hs(T ). Symmetry consideration.
Let us discuss the breakdown of symmetry in the transition from the fully polarized phase to the nematic one at
H = Hs(T ). The symmetry of the Hamiltonian (1) is O(2). Symmetry operations which do not change the nematic
order parameter 〈S−j S−j+1〉 = (−1)j
√
ρe−iφ include a rotation by pi as well as rotations by −φ and −φ+pi accompanied
by a reflection. These operations form a discrete group which is equivalent to Z2 ⊗ Z2. Then, the phase transition
in the quadrupolar phase corresponds to the continuous symmetry O(2)/(Z2⊗Z2) = SO(2)/Z2 breakdown (see, e.g.,
Ref.52) that produces, in particular, the massless excitations (the soft mode). On the other hand one can expect in the
considered quasi-1D system that the broken symmetry at small field is Z2 ⊗ SO(2) (as in a non-collinear Heisenberg
XY -magnet). Consequently, the discrete subgroup Z2⊗Z2 should be broken upon the field decreasing at H < Hs(T ).
This breakdown of symmetry can happen in one transition (which can be either of the first or of the second order) or
in two subsequent Ising (second order) transitions corresponding to two Z2 subgroup breaking.
53 The latter scenario
can be realized in LiCuVO4, where two phase transitions (apart from the low-field spin-flop one) are observed at
H < Hs(T ).
29–33
VI. SUMMARY AND CONCLUSION
To summarize, we suggest an approach for quantitative discussion of quantum phase transitions to the quadrupolar
phase in frustrated spin systems in strong magnetic field H ≈ Hs. Quasi-1D and 1D spin- 12 models described by
Hamiltonian (1) are discussed in detail. The approach we propose is based on the unit cell doubling along the chain
direction presented in Fig. 1(b) and on representation (3) of spins in each unit cell via three Bose-operators a, b and
c (2). Bosons b and c describe spin-1 excitations which spectra represent at H ≥ Hs two parts of the one-magnon
spectrum (see Fig. 2, Eqs. (6) and (9)–(12)). Spectra (11) and (46)–(48) of the boson a carrying spin 2 coincide at
H ≥ Hs with those of two-magnon bound states found before within other approaches. It is the main advantage of the
suggested approach that there is the bosonic mode in the theory softening at H = Hs. This circumstance makes the
consideration of the transition to the quadrupolar phase substantially standard. In the purely 1D case, we rederive
spin correlators (38) and (39) obtained before either in the limiting case of J  1 or using the phenomenological
theory and extend previous discussions by Eq. (37) for magnetization that describes well existing numerical data at
H ≈ Hs (see Fig. 4). In the quasi-1D model with the simplest inter-chain interaction (40), we calculate at H < Hs
spectra of the one-magnon band (60) and the soft mode (56), nematic order parameter (63) and (65), static spin
correlators (66)–(70) and magnetization (71) which are expressed via the condensate density ρ given by Eqs. (53)–
(55). At T 6= 0, ρ is also expressed by Eqs. (53)–(55) in which one should replace Hs by Hs(T ) given by Eq. (57).
All static two-spin correlators decay exponentially with the correlation length proportional to 1/ ln(1 + 1/J). This
decay results in broad peaks in static structure factors (see Fig. 7). The periodicity in the reciprocal space of the
transverse static structure factor is equal to pi/d rather than 2pi/d. Transverse components of the dynamical spin
susceptibilities (72) are expressed via one-magnon Green’s functions and contain sharp peaks at ω equal to magnon
energies. The longitudinal component χzz(ω,q) apart from a smooth background contains a contribution (73) from
Green’s functions of a-particles which have sharp peaks at ω = ±˜a(q).
We apply the proposed approach to the analysis of the model describing the quasi-1D material LiCuVO4 in which
a transition at the saturation field to (presumably) a quadrupolar phase has been observed experimentally. Details
of the corresponding calculations are presented in Appendix B. Predictions of our theory are in reasonable agreement
with the recent magnetization measurements in LiCuVO4. Our finding that Hs(0) −Hs(T ) ∝ T 3/2, Eqs. (56), (60),
(66)–(71) and (73) can be checked in further experiments on this material which should confirm also that the phase
observed just below Hs(T ) is really the quadrupolar one.
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Appendix A: One-magnon Green’s functions in the nematic phase
Taking into account terms (58) in the Hamiltonian which appear at H < Hs, one leads to a set of four linear Dyson
equations for Gb(k), P (k), R(k) and F (k) that reads (cf. Eqs. (21))
Gb(k) = Gb0(k)
(
1 + eiφ2
√
ρΓ1(k, 0)P (k) + e
iφ√ρΓ∗3(k, 0)R(k) +B∗kF (k)
)
,
P (k) = Gb0(k)
(
e−iφ2
√
ρΓ1(k, 0)Gb(k) + e
−iφ√ρΓ∗3(k, 0)F (k) +B∗kR(k)
)
,
R(k) = Gc0(k)
(
e−iφ
√
ρΓ3(k, 0)Gb(k) +BkP (k) + e
−iφ2
√
ρΓ1(k, 0)F (k)
)
,
F (k) = Gc0(k)
(
BkGb(k) + e
iφ2
√
ρΓ1(k, 0)R(k) + e
iφ√ρΓ3(k, 0)P (k)
)
,
(A1)
where P (k) and R(k) are defined in Eqs. (59), Gb0(k) = Gc0(k) = Gb0(−k) = Gc0(−k) = (ω − E′k + iδ)−1, E′k =
Ek + (J
′
1k− J ′10)/2, Ek and Bk are defined in Eq. (6). Solving Eqs. (A1) one finds, in particular, in the leading order
in ρ
P (k) =
√
ρe−iφ
2Γ1(k, 0)
(
E′2k + |Bk|2 − ω2
)− Γ∗3(k, 0)Bk(E′k + ω)−B∗kΓ3(k, 0)(E′k − ω)
(ω − α(k) + iδ)(ω + α(k)− iδ)(ω − β(k) + iδ)(ω + β(k)− iδ) , (A2)
R(k) =
√
ρe−iφ
Γ∗3(k, 0)B
2
k − (ω2 − E′2k )Γ3(k, 0)− 4E′kBkΓ1(k, 0)
(ω − α(k) + iδ)(ω + α(k)− iδ)(ω − β(k) + iδ)(ω + β(k)− iδ) , (A3)
where we set ρ = 0 in the denominators. Expressions for Gb and F are cumbersome and we do not present them here.
Another set of Dyson equations for Gc(k), Q(k), R(k) and F (k) can be considered in much the same way.
Appendix B: Application to LiCuVO4
We apply in this appendix the approach proposed in the main text to the particular quasi-1D compound LiCuVO4.
While exchange coupling constants inside a chain J1 = −18.5 K and J = 44 K have been extracted from experimental
data in LiCuVO4 quite precisely, small inter-chain interaction has been determined much less accurately.
30,54 Then,
we take into account to first approximation only the inter-chain coupling J ′2 = −4.3 K that is shown in Fig. 1(a).30,54
Such a model for LiCuVO4 is considered in Ref.
21 using another approach that involves numerical calculations at
H ≥ Hs and self-consistent calculations at H < Hs. Thus, it is reasonable to compare our analytical results with those
of Ref.21. Notice that the inter-chain interaction J ′2 makes the system two-dimensional (in contrast to J
′
1 considered
in the main text).
Let us start with the case of H ≥ Hs and represent the inter-chain interaction in the form
H′ = 1
2
∑
lm
J ′2lmSlSm =
∑
lm
J ′2lmS1lS2m, (B1)
where the first sum is over the lattice sites and the second one is over the double unit cells shown in Fig. 1(b).
Substituting Eqs. (3) into Eq. (B1) one obtains Eq. (41), where now
H′2 =
∑
k
(
−J ′20a†kak − J ′20
1
2
(
b†kbk + c
†
kck
)
+
1
2
J ′2kc
†
kbk +
1
2
J ′2−kb
†
kck
)
, (B2)
H′3 =
1
2
√
N
∑
k1+k2+k3=0
(
J ′2k1c
†
1c
†
2a−3 + J
′
2−k1b
†
1b
†
2a−3 + J
′
2k3a
†
1c−2c−3 + J
′
2−k3a
†
1b−2b−3
)
, (B3)
H′4 =
1
N
∑
k1+k2+k3+k4=0
(
J ′2k1+k3a
†
1a
†
2a−3a−4 + J
′
2k2+k4a
†
1c
†
2a−3c−4 + J
′
2k1+k3a
†
1b
†
2a−3b−4
+J ′2k2+k3b
†
1c
†
2b−3c−4 +
1
2
J ′2k1+k4a
†
1c
†
2a−3b−4 +
1
2
J ′2k2+k3a
†
1b
†
2a−3c−4
)
, (B4)
and J ′2k = 2J
′
2 cos kz(1 + e
−ikx). We find from Eqs. (6) and (B2) for the spectrum of β-particles
β(k) = H + 1− J + J cos kx − cos kx
2
∣∣1− 2J ′2 cos kze−ikx ∣∣− 2J ′2. (B5)
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One has from Eq. (B5) in the second order in J ′2 for the field value at which β(k) becomes gapless
Hc = 2J − 1 + 1
8J
+ 2J ′2 + J
′
2
(
1− 8J2)
16J3
+ (J ′2)
2
(
1− 4J2 + 8J4)
16J5
. (B6)
The spectrum a(k) of a-particles can be calculated in the second order in J
′
2 as it is done for J
′
1 in the main text.
Considering diagrams shown in Fig. 5 one obtains that a(k) has a minimum at k = (0, pi) near which we have
a(k) = 2H + 2− 4J − 1
1 + J
− 4J ′2 − (J ′2)2
(1 + 4J(1 + J(1 + J)(3 + J)))
2(1 + J)3(1 + 2J)2
+D‖k2x +D⊥k
2
z , (B7)
D⊥ = (J ′2)
2
(
J(1 + J)(2J(3 + J(23 + J(38 + J(5 + 4J((J − 1)J(5 + J)− 9)))))− 5)− 1
16J5(1 + J)4(1 + 2J)2
+
(1 + 2J)(1 + 4J(J(ξ − 1)− 1)− ξ)
64
√
2J5(1 + J)4
√√
ξ − 1 + 2J2
− 4
√
2ξ(1− 2J(1 + J)(1 + 2J) + ξ)√
ξ
(√
ξ − 1 + 2J2) (40J2 + J3(20− 8ξ)− 2(3 + ξ) + J(3 + ξ)(4 + ξ))
 , (B8)
where ξ = 4J2(5 + 4J(2 + J))− 3, D⊥ > 0 at J > 1.16 and D⊥ ≈ 1/8J at J  1. One finds from Eq. (B7)
Hs = 2J − 1 + 1
2 + 2J
+ 2J ′2 + (J
′
2)
2 (1 + 4J(1 + J(1 + J)(3 + J)))
4(1 + J)3(1 + 2J)2
(B9)
that gives Hs = 47.08 T in LiCuVO4 in accordance with the value of 47.1 T obtained in Ref.
21. We derive from
Eqs. (B6) and (B9) for the binding energy of two magnons given by 2(Hs −Hc) the value of 0.031J which is in good
agreement with that of 0.030J obtained in Ref.21. Then, we find using Eqs. (B6) and (B9) that the nematic phase
can arise (i.e., Hs > Hc) if |J ′2| < 7.15 K that is in accordance with the inequality |J ′2| < 6.97 K obtained in Ref.21.
It should be noted that small discrepancies in these values are attributed to the fact that the inter-chain interaction
is taken into account exactly at H ≥ Hs in general equations which are solved in Ref.21 numerically whereas our
analytical results are obtained in the second order in J ′2.
It becomes very important at H < Hs that the model we discuss is two-dimensional. General result for the
condensate density in 2D Bose gas44 reads in our notation at H ≈ Hs as
ρ =
Z2
8pi
√
D‖D⊥
(Hs −H) ln
(√
D‖D⊥
Hs −H
)
, (B10)
where Z is given by Eq. (36). Eq. (B10) is valid at
Hs −H 
√
D‖D⊥. (B11)
One obtains
√
D‖D⊥ ≈ 0.37 T in LiCuVO4 using Eqs. (33) and (B8). We find from Eqs. (71) and (B10) for the
static susceptibility
χ(H) =
d
dH
 1
N
∑
j
〈
Szj
〉 = (1 + J)2
1 + 2J
Z2
4pi
√
D‖D⊥
(
1 + ln
(√
D‖D⊥
Hs −H
))
. (B12)
The static susceptibility has been measured recently30 in LiCuVO4. One of the main results was an observation of a
cusp in χ(H) upon entering into the nematic phase with the field increasing. Then, it was found that χ(H) ≈Msat/2Hs
in the nematic phase, where Msat is the saturation value of the magnetization per ion. This finding turns out to be
in agreement with the prediction of Ref.21 according to which χ(H) ≈ 0.54Msat/Hs.
Although Eq. (B12) is valid quite close to Hs, when inequality (B11) holds, one can estimate χ(H) at Hs −H ≈√
D‖D⊥ using Eq. (B12). We obtain from this equation by discarding the logarithm χ(H) ≈ 0.40Msat/Hs, where
Msat = 1/2 is implied. This result agrees well with the experiment in view of the fact that Eqs. (B10) and (B12) are
valid at Hs −H ≈
√
D‖D⊥ up to a constant of the order of unity.
It should be noted that a small interaction between chains making the system three-dimensional would screen
the logarithm in Eqs. (B10) and (B12) and stabilize the long-range nematic order at finite T . Our finding that
18
Hs(0)−Hs(T ) ∝ T 3/2, Eqs. (56), (60), (66)–(71) and (73) can be checked in further experiments on LiCuVO4 which
should confirm also that the phase observed just below Hs is really the quadrupolar one.
∗ syromyat@thd.pnpi.spb.ru
1 A. F. Andreev and I. A. Grishchuk, Sov. Phys. JETP 60, 267 (1984).
2 L. P. Gorkov and A. V. Sokol, JETP Lett. 52, 504 (1990); P. Chandra and P. Coleman, Phys. Rev. Lett. 66, 100 (1991);
A. V. Chubukov, Phys. Rev. B 44, 5362 (1991).
3 A. La¨uchli, J. C. Domenge, C. Lhuillier, P. Sindzingre, and M. Troyer, Phys. Rev. Lett. 95, 137206 (2005).
4 F. Cinti, A. Rettori, M. G. Pini, M. Mariani, E. Micotti, A. Lascialfari, N. Papinutto, A. Amato, A. Caneschi, D. Gatteschi,
and M. Affronte, Phys. Rev. Lett. 100, 057203 (2008); A. O. Sorokin and A. V. Syromyatnikov, Phys. Rev. B 85, 174404
(2012), and references therein.
5 M. Blume and Y. Y. Hsieh, Journal of Applied Physics 40, 1249 (1969).
6 F. Zhou, Int. J. Mod. Phys. 17, 2643 (2004), and references therein.
7 H. Tsunetsugu and M. Arikawa, Journal of the Physical Society of Japan 75, 083701 (2006); A. La¨uchli, F. Mila, and
K. Penc, Phys. Rev. Lett. 97, 087205 (2006), and references therein.
8 A. V. Chubukov, Phys. Rev. B 44, 4693 (1991).
9 M. Sato, T. Hikihara, and T. Momoi, Phys. Rev. B 83, 064405 (2011).
10 T. Hikihara, L. Kecke, T. Momoi, and A. Furusaki, Phys. Rev. B 78, 144404 (2008).
11 F. Heidrich-Meisner, A. Honecker, and T. Vekua, Phys. Rev. B 74, 020403(R) (2006).
12 F. Heidrich-Meisner, I. P. McCulloch, and A. K. Kolezhuk, Phys. Rev. B 80, 144417 (2009).
13 T. Vekua, A. Honecker, H.-J. Mikeska, and F. Heidrich-Meisner, Phys. Rev. B 76, 174420 (2007).
14 D. V. Dmitriev and V. Y. Krivnov, Phys. Rev. B 79, 054421 (2009).
15 J. Sudan, A. Lu¨scher, and A. M. La¨uchli, Phys. Rev. B 80, 140402 (2009).
16 L. Kecke, T. Momoi, and A. Furusaki, Phys. Rev. B 76, 060407 (2007).
17 R. O. Kuzian and S.-L. Drechsler, Phys. Rev. B 75, 024401 (2007).
18 S. Nishimoto, S.-L. Drechsler, R. Kuzian, J. Richter, and J. van den Brink, (2010), arXiv:1005.5500v2.
19 M. Arlego, F. Heidrich-Meisner, A. Honecker, G. Rossini, and T. Vekua, Phys. Rev. B 84, 224409 (2011).
20 A. K. Kolezhuk, F. Heidrich-Meisner, S. Greschner, and T. Vekua, Phys. Rev. B 85, 064420 (2012).
21 M. E. Zhitomirsky and H. Tsunetsugu, Europhys. Lett. 92, 37001 (2010).
22 H. T. Ueda and K. Totsuka, Phys. Rev. B 80, 014417 (2009).
23 N. Shannon, T. Momoi, and P. Sindzingre, Phys. Rev. Lett. 96, 027213 (2006).
24 R. Shindou and T. Momoi, Phys. Rev. B 80, 064410 (2009).
25 R. Shindou, S. Yunoki, and T. Momoi, Phys. Rev. B 84, 134414 (2011).
26 R. Shindou, S. Yunoki, and T. Momoi, (2011), arXiv:1109.6464v1.
27 N. Shannon, B. Schmidt, K. Penc, and P. Thalmeier, The European Physical Journal B - Condensed Matter and Complex
Systems 38, 599 (2004).
28 H. T. Ueda and T. Momoi, (2011), arXiv:1111.3184v1.
29 T. Masuda, M. Hagihala, Y. Kondoh, K. Kaneko, and N. Metoki, Journal of the Physical Society of Japan 80, 113705
(2011).
30 L. Svistov, T. Fujita, H. Yamaguchi, S. Kimura, K. Omura, A. Prokofiev, A. Smirnov, Z. Honda, and M. Hagiwara, JETP
Letters 93, 21 (2011).
31 N. Bu¨ttgen, P. Kuhns, A. Prokofiev, A. Reyes, and L. Svistov, (2012), arXiv:1201.6182v1.
32 N. Bu¨ttgen, W. Kraetschmer, L. E. Svistov, L. A. Prozorova, and A. Prokofiev, Phys. Rev. B 81, 052403 (2010).
33 M. Mourigal, M. Enderle, B. Fak, R. K. Kremer, J. M. Law, A. Schneidewind, A. Hiess, and A. Prokofiev, (2012),
arXiv:1206.2972v1.
34 M. Hase, H. Kuroe, K. Ozawa, O. Suzuki, H. Kitazawa, G. Kido, and T. Sekine, Phys. Rev. B 70, 104426 (2004).
35 S.-L. Drechsler, O. Volkova, A. N. Vasiliev, N. Tristan, J. Richter, M. Schmitt, H. Rosner, J. Ma´lek, R. Klingeler, A. A.
Zvyagin, and B. Bu¨chner, Phys. Rev. Lett. 98, 077202 (2007).
36 M. G. Banks, R. K. Kremer, C. Hoch, A. Simon, B. Ouladdiaf, J.-M. Broto, H. Rakoto, C. Lee, and M.-H. Whangbo, Phys.
Rev. B 80, 024404 (2009).
37 A. U. B. Wolter, F. Lipps, M. Scha¨pers, S.-L. Drechsler, S. Nishimoto, R. Vogel, V. Kataev, B. Bu¨chner, H. Rosner,
M. Schmitt, M. Uhlarz, Y. Skourski, J. Wosnitza, S. Su¨llow, and K. C. Rule, Phys. Rev. B 85, 014407 (2012).
38 S. E. Dutton, M. Kumar, M. Mourigal, Z. G. Soos, J.-J. Wen, C. L. Broholm, N. H. Andersen, Q. Huang, M. Zbiri,
R. Toft-Petersen, and R. J. Cava, Phys. Rev. Lett. 108, 187206 (2012).
39 D. C. Mattis, The Theory of Magnetism I (Springer, Berlin, 1988).
40 S. Sachdev and R. N. Bhatt, Phys. Rev. B 41, 9323 (1990).
41 A. V. Chubukov, JETP Lett. 49, 129 (1989).
42 V. N. Kotov, O. Sushkov, Z. Weihong, and J. Oitmaa, Phys. Rev. Lett. 80, 5790 (1998).
43 A. V. Sizanov and A. V. Syromyatnikov, Phys. Rev. B 84, 054445 (2011).
44 V. N. Popov, Functional Integrals and Collective Excitations (Cambridge University Press, Cambridge, 1987).
19
45 E. H. Lieb and W. Liniger, Phys. Rev. 130, 1605 (1963); E. H. Lieb, Phys. Rev. 130, 1616 (1963).
46 V. E. Korepin, N. M. Bogoliubov, and A. G. Izergin, Quantum Inverse Scattering Method and Correlation Functions
(Cambridge University Press, Cambridge, 1993).
47 E. G. Batyev and L. S. Braginskii, Sov. Phys. JETP 60, 781 (1984).
48 Y. A. Nepomnyashchy and A. Nepomnyashchy, Sov. Phys. JETP 48, 493 (1978); 58, 6611 (1983).
49 F. Pistolesi, C. Castellani, C. Di Castro, and G. C. Strinati, Phys. Rev. B 69, 024513 (2004).
50 A. Sinner, N. Hasselmann, and P. Kopietz, Phys. Rev. A 82, 063632 (2010), and references therein.
51 It should be pointed out also that Eq. (69) is in agreement with the expression for the static transverse structure factor
calculated in Ref.21 for J = 2.375 and J ′2 = −0.25 (see Fig. 1(a)).
52 N. D. Mermin, Rev. Mod. Phys. 51, 591 (1979).
53 We do not consider here the possibility of the symmetry restoration in transitions at H < Hs(T ) that can increase the
number of phase transitions.
54 M. Enderle, C. Mukherjee, B. Fak, R. K. Kremer, J.-M. Broto, H. Rosner, S.-L. Drechsler, J. Richter, J. Malek, A. Prokofiev,
W. Assmus, S. Pujol, J.-L. Raggazzoni, H. Rakoto, M. Rheinstadter, and H. M. Ronnow, Europhys. Lett. 70, 237 (2005).
