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Abstract
Whole-body positron emission tomography (PET) has been widely used for
cancer diagnosis and treatment, but its low spatial resolution limits the man-
agement of cancers in specific organs or regions. To promote the pre-clinical
and clinical research and improve the diagnosis accuracy and treatment out-
comes, organ-dedicated PET systems, such as brain-dedicated scanners, or
breast-dedicated scanners, have been proposed and built.
Head and neck cancer (HNC) is collectively a group of cancers that usu-
ally begin in mucosal surfaces inside the head and neck. Due to the complex
anatomical structure and vital physiological role of the tumor-involved re-
gions, the goal of HNC treatment is not only to improve survival outcomes
but also to preserve organ function. A higher spatial resolution HNC imag-
ing will allow radiation oncologists to accurately measure the boundaries of
tumors, design the planned target volume dose, and thus offer more free-
dom to choose from treatment options such as surgery, radiation therapy,
chemotherapy and targeted therapy.
To achieve better management of HNC, this thesis proposes an organ-
dedicated PET scanner with a focus on HNC. Based on the features of
previous published whole-body systems and organ-dedicated systems, the
HNC system is designed to have a two-panel geometry and a follow-on scan
protocol. System performance including photon sensitivity, noise equivalent
count (NEC) rate, spatial resolution, and hot rod visualization are evaluated
through Monte Carlo simulation. The results show that superior performance
is achieved when compared with a whole-body system. Specifically, the sen-
sitivity is 0.71%. Given a 2-mm depth of interaction (DOI) resolution, the
system can achieve a 1-mm in-panel and 2-mm orthogonal-panel spatial res-
olution. The NEC rate is 10.4 kcps at 5.7 kBq/cm3, and 2-mm diameter hot
rod is visualizable.
Based on the simulation result, a high-resolution dual-ended readout PET
ii
detector is designed. The crystal is lutetium-yttrium oxyorthosilicate (LYSO),
and the crystal size is 1×1×20 mm3. The detector is silicon photomultiplier
(SiPM), and the SiPM channel size is 3×3 mm2. A light guide is inserted
between the LYSO and the SiPM for crystal identification, and the optimal
light guide thickness is evaluated as 1.2 mm. The detector is cooled by a
Peltier element, and the detector performance is characterized at 10 depths.
The results show that all crystal can be resolved, and the energy, timing, and
DOI resolution are measured as 15.66% at 511 keV , 602.98 ps, and 2.33 mm
respectively. To optimized the detector geometry, two dual readout cables
are further designed to put the readout electronics on the same side of the
LYSO. The energy, timing, and DOI resolution of the optimized detector
is measured as 16.13% at 511 keV , 658.03 ps, and 2.62 mm respectively.
When comparing with previously published high-resolution dual-ended read-
out PET detectors, our results show good energy and DOI resolution, and
the best timing resolution.
The optimized detector is further scaled-up to a two-panel sub-scanner.
Each panel has 2×2 detectors, and the panel size is 53.8×57.8 mm2. The
panel distance is 107.4 mm in this preliminary experiment. Spatial resolution
at the field of view (FOV) center, 5, 10, 15, 20 mm away from the center
along the in-panel and orthogonal-panel axes are measured. Specifically, the
sub-scanner can achieve a 1.94 mm in-panel and 4.44 mm orthogonal-panel
spatial resolution at the FOV center. Compared with other organ-dedicated
PET systems, good in-panel spatial resolution is achieved. In the future, the
modular panel can be utilized to scale up to more complex systems in the
future.
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Chapter 1
Introduction
Positron emission tomography (PET) is an in vivo, noninvasive medical imag-
ing modality that visualizes physiological processes by observing the distribu-
tion of biologically active compounds that participate in specific physiological
processes. PET has been widely used for the study of human diseases and
pharmaceuticals, as well as clinical diagnosis and treatment. Compared with
other imaging modalities, such as computed tomography (CT), or magnetic
resonance imaging (MRI), PET can visualize and quantify metabolic pro-
cesses at the cellular and molecular level instead of anatomical structures.
The spatial resolution of whole-body PET is typically 4 to 6 mm [1, 2, 3].
For structures less than twice the reconstructed image resolution, the true
amount of activity is not completely depicted. The poor spatial resolution of
whole-body PET limits its application in cancer diagnosis and treatment. For
example, using whole-body PET scanners to monitor breast-cancer response
to treatment is challenging because the size of many primary breast tumors
is 2 cm or less [4]. Besides, whole-body PET is designed for body scanning,
and the system geometry (i.e., photon sensitivity) is not optimized for organ-
dedicated applications. To improve the spatial resolution, reduce cost and
improve photon sensitivity, organ-dedicated PET scanners are proposed and
developed.
This thesis presents the design and development of a two-panel organ-
dedicated PET system, with a focus on head and neck cancer. The proposed
system has several distinguishing features as follows. First, instead of the ring
geometry commonly used in whole-body PET, the proposed system is made
up of two panels, which can be put in close proximity to the region of interest
to improve photon sensitivity. Second, small crystals are deployed, which will
improve the spatial resolution. Third, depth-of-interaction (DOI) capability
is applied to reduce the parallax error and mitigate the non-isotropic spatial
resolution, both of which are caused by the non-rotating two-panel geometry.
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The simulation study shows that the proposed system can achieve superior
performance when compared with GE Discovery MI (3-ring configuration), a
cutting-edge commercial whole-body PET system. Experiment study shows
that the designed detector can achieve better performance than previously
published results, and the sub scanner can achieve a better spatial resolution
than the whole-body PET.
In Chapter 2, the principle of PET, photon detection technologies, and
PET imaging metrics are presented. Chapter 3 provides the necessity and
design of an organ-dedicated PET system. In Chapter 4, the system design
and performance are evaluated through Monte Carlo simulation. Chapter
5 reports the design of a high-resolution dual-ended readout detector and
its performance. Chapter 6 explains a two-panel sub scanner based on the
detector in Chapter 5, and the spatial resolution is measured. The summary
comes in Chapter 7.
2
Chapter 2
Positron emission tomography basics
2.1 Principle of PET
PET is an in vivo, noninvasive medical imaging modality that visualizes
physiological processes by observing the distribution and concentration of
biologically active compounds that participate in specific physiological pro-
cesses [5]. The biologically active compounds are called radiotracers because
they are radioactive and contain positron-emitting radioisotopes.
For example, fluorodeoxyglucose (FDG) is a biological analog of glucose,
where one of the hydroxyl groups is replaced by a positron-emitting radioiso-
tope 18F [6]. Fig. 2.1 [7] shows the molecular structure of glucose and FDG.
Once introduced into an organism via injection into the tail vein, FDG follows
an analogous metabolic process of glucose. Because glucose is a key source
of energy, the concentration distribution of glucose represents the rate of
metabolism. As a result, a correspondence between the rate of metabolism
internal to organisms and externally detectable positron radioactivity is es-
tablished by 18F radioisotopes [8].
Figure 2.1: Left: molecular structure of glucose. Right: molecular structure
of fluorodeoxyglucose.
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About 96.7% of 18F decay results in an emitted positron and a stable 18O
[9]. The emitted positron penetrates surrounding tissues, loses energy at the
same time, and eventually pairs up with an electron to form positronium. The
positronium is unstable and positron and electron annihilate each other very
quickly, which results in the emission of a pair of photons. The momentum
of positronium is almost zero. Due to the conservation of momentum, the
pairs of photons are emitted approximately collinearly and anti-parallel to
each other [10]. Due to the conservation of energy, the energy of each photon
is equivalent to the mass of an electron or a positron, which is
E = mc2
= 9.109× 10−31 kg × (2.998× 108 m/s)2
= 511.059 keV,
(2.1)
where E is the energy of one photon, m is the rest mass of an electron or
positron and c is the speed of light in vacuum.
Annihilation photons are detected by surrounding photon detectors, which
can register the spatial coordinates of the photon interaction. Once a pair of
annihilation photons are detected, a line that joins the two photons interac-
tion location can be drawn, which is called the line of response (LOR) [11].
A positron-electron annihilation event must occur somewhere along a LOR,
and thus a tomography image can be reconstructed based on LORs. Analyt-
ical image reconstruction algorithms such as direct Fourier reconstruction,
filtered back-projection [12] and iterative image reconstruction algorithms
such as maximum-likelihood estimation (MLEM) [13], and ordered subsets
estimation (OSEM) [14], have been developed. Generally, analytical meth-
ods are fast and easy to implement, while iterative methods are more robust
to noise. Interested readers can find more details in [15]. Fig. 2.2 shows the
typical PET procedure.
4
FDG
Step 1. Injection of FDG
Step 2. FDG circulation
and uptake
tumor tumor (FDG)
Step 3. Annihilation photons
detection
detector
Figure 2.2: A typical PET scanning procedure.
2.2 Physics of photon detection
Photons are massless and chargeless elementary particles. For 511 keV pho-
tons, the dominant interactions are the photoelectric effect and the Compton
scattering [16].
In the photoelectric effect, the photon is absorbed by an inner shell elec-
tron, and the energy of the photon leads to the ejection of the electron from
its atomic orbit. The electron is called a photoelectron, whose energy is given
by
Epe = Ep − Eb, (2.2)
where Epe and Ep are the energy of the photoelectron and the photon re-
spectively and Eb is the orbital binding energy. The vacancy left by the
photoelectron is quickly filled by a captured electron or an electron from a
higher energy electron shell, causing the emission of a characteristic X-ray
photon. The photoelectric effect is explained in Fig. 2.3 [17].
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Figure 2.3: The photoelectric has two stages. In stage (a), an inner shell
electron is rejected, and the atom is left in an excited state. In stage (b), an
outer shell electron or a captured election occupies the hole, which leads to
the emission of a characteristic X-ray photon.
In Compton scattering, the photon is scattered by an outer shell electron.
As in the photoelectric effect, the electron is also ejected. However, the
binding energy of an outer shell electron is small and can be ignored. Denote
scattering angle as the deflection of the trajectory of the photon after inter-
action, the scattering angle has a one-to-one correspondence to the energy of
scattered electron, which is given by
Ee = Ep −
Ep
2− cos θ
, (2.3)
where θ is the scattering angle, Ee is the energy of scattered electron and
Ep is the energy of the photon before interaction, which is 511 keV [18]. In
Compton scattering, θ ∈ (0, 180◦]. When θ is 0◦ (forward scattering), Ee is
0 keV . When θ is 180◦ (backward scattering), Ee is 2Ep/3 keV . Compton
scattering is explained by Fig. 2.4 [19].
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Figure 2.4: In Compton scattering, an outer shell electron is rejected by the
incident photon. In the collision, the electron is put in motion at a certain
angle, while the gamma scattered with another angle loses its energy.
Due to the electrical neutrality, photons do not lose energy continuously
in the medium through Coulomb interactions like electrons. Instead, pho-
tons are stochastically scattered or absorbed when penetrating matters. The
behavior can be described by Beer-Lambert Law [20], which is
I = I0e
−αd (2.4)
where I0 is the original photon flux, I is the photon flux without absorption
or scattering at depth d[cm] of material and α[cm−1] is the linear attenuation
coefficient of the material. The linear attenuation coefficient can be further
represented as
α = µ× ρ, (2.5)
where µ[cm2/g] is the mass attenuation coefficient and ρ[g/cm3] is the density
of the detecting material.
The electron ejected through the photoelectric effect or the Compton scat-
tering is called the primary charged particle. For a neutral particle such as
the photon, primary charge particles must be produced before the neutral
particle can be detected. The ability to convert the incident photon to the
primary charged particle is described by interaction cross-section. Based on
equation 2.4, detecting material should have a large α, so that it has a large
photon interaction cross-section.
Linear attenuation coefficient and mass attenuation coefficient, are a func-
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tion that depends on both the detecting material and the energy of the
incident photon. Generally, the higher the effective atomic number Z of the
detecting material and the lower the photon energy Ep are, the larger the
linear attenuation coefficient. The approximate relationship can be described
as
µ ∝ Z
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E3p
. (2.6)
Fig. 2.5 shows an example of lead (Pb) [21]. Because of its large mass
attenuation coefficient and large density, lead is commonly used for photon
shielding.
Figure 2.5: The mass attenuation coefficient of lead.
2.3 Photon detectors
Because most signal processing systems are electronics-based, a mechanism
is needed to convert the deposited photon interaction energy into an elec-
tronic signal. Two common photon detection schemes are utilized for the
photon detection in PET: 1). indirect detection using scintillators coupled
to devices that convert visible lights to electrons; 2). direct detection using
semiconductors.
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2.3.1 Scintillation photon detectors
Scintillators are transparent materials that exhibit the property of lumines-
cence when excited by ionizing radiation. In PET imaging, both organic
and inorganic scintillator materials are used. When the primary charged
particle interacts with a scintillator, valence electrons are excited from the
ground state (organic scintillators) or the valence band (inorganic scintilla-
tors). The excited valence electrons are called the secondary charged par-
ticle. Scintillation lights are emitted when the valence electrons de-excite.
The measured photon energy is proportional to the number of scintillation
lights. Commonly used scintillators in PET application include lutetium
oxyorthosilicate (LSO), Lutetium-yttrium oxyorthosilicate (LYSO), gadolin-
ium oxyorthosilicate (GSO), lanthanum(III) bromide (LaBr3) and bismuth
germanate (BGO). Table 2.1 compares the properties of the four scintillators
[22].
Table 2.1: Properties of different commonly used scintillators in PET [22].
Property LSO LYSO GSO LaBr3 BGO
Light output [ph/MeV] 31000 32000 7600 65000 8500
Peak emission [nm] 420 420 420 360 480
Decay time [ns] 40− 47 41 30− 60 15 300
Refractive index 1.82 1.81 1.85 1.9 2.15
Density [g/cm3] 7.4 7.1 6.71 5.29 7.13
Hygroscopic no no no yes no
The scintillation lights need to be further converted to electric signals.
Commonly used conversion devices in PET include photomultiplier tube
(PMT), avalanche photodiodes (APD) and silicon photomultiplier (SiPM).
For PMT, photoelectrons are generated when scintillation lights interact with
its photocathode, while for APD and SiPM, mobile electrons and holes are
generated through the absorption of scintillation lights within the depletion
region of a reverse-biased P-N junction. Table 2.2 compares the properties
of the three devices [23].
After the generation of charge carriers, all these devices utilize a bias to
maintain and multiply the carrier drift and create the electric signal. Specif-
ically, PMT accelerates photoelectrons with a series of dynodes, where suc-
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Table 2.2: Properties of PMT, APD and SiPM [23].
Property PMT APD SiPM
Gain 106 50-1000 ∼ 106
Rise time [ns] ∼ 1 ∼ 5 ∼ 1
Quantum efficiency [%] ∼ 25 ∼ 70 ∼ 25− 75
Bias [V] > 1000 300-1000 30-80
Temperature sensitivity [%/◦C] < 1 ∼ 3 1− 8
Magnetic field sensitivity yes no no
Sensitive area cm2 mm2 mm2
Price/channel [$] > 200 ∼ 100 ∼ 50
cessively more photoelectrons are generated. In APD and SiPM, however,
signal multiplication is achieved by the electron and hole avalanche within
the P-N junction. As a result, the final measured photocurrent is propor-
tional to the initial photocurrent, which is proportional to the number of
scintillator photons, which is proportional to the deposited energy of the
incident photon.
2.3.2 Semiconductor photon detectors
Semiconductors are materials with an intermediate bandgap between conduc-
tors and insulators. When the primary charged particle penetrates through
the semiconductor, it keeps losing energy through Coulomb interactions and
exciting valence electrons into the conduction band, creating both mobile
electrons and holes. With a voltage bias, electrons drift to anodes while
holes drift to cathodes, which induces charges on electrodes. The measured
photon energy is proportional to the cumulative charge induced on electrodes.
A good semiconductor should have the following properties. First, it
should have a large atomic number and density, so that it has a large photon
interaction cross-section. Second, the semiconductor should have a proper
bandgap. If the bandgap is too small, the valence electrons can easily pop-
ulate to the conduction band through thermal excitation, which will cause a
large dark noise. If the bandgap is too large, the electron-hole pair creation
energy will be large, which will reduce the number of electron-hole pairs and
thus reduce the energy resolution. Third, the semiconductor should have
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large electron mobility and hole mobility, so that the electrons and holes can
arrive at the electrodes and completely induce charge. Commonly used semi-
conductors include cadmium telluride (CdTe) and cadmium zinc telluride
(CdZnTe), silicon (Si), and germanium (Ge), whose properties are shown in
Table 2.3 [24]. Besides, amorphous selenium (a-Se) is used for X-ray imaging
and mammography [25, 26].
Table 2.3: Properties of some commonly used semiconductors [24].
Property CdTe CdZnTe Si Ge
Atomic number 50 49.1 14 32
Density [g/cm3] 5.85 5.78 2.33 5.33
bandgap [eV ] 1.5 1.572 1.12 0.67
Pair creation energy [eV ] 4.43 4.64 3.62 2.95
Electron mobility [cm2/V · s] 1100 1000 1400 3900
Hole mobility [cm2/V · s] 100 50 - 80 480 1900
Compared with the scintillator photon detector, the direct photon-to-
charge conversion in the semiconductor photon detector is much more ef-
ficient, so semiconductor detectors have the distinct advantage of a much
lower statistical variation in the signal amplitude, which leads to a much
better energy resolution. An example of a small animal PET system based
on CdZnTe can be found in [27, 28, 29]. However, the timing measurement
in the semiconductor detector is based on electron-hole pair creation, charge
drift, and charge induction. As a comparison, the temporal response in the
scintillator detector is based on the emission and propagation of scintillation
photons, and the creation of photoelectrons (PMT) or charge carriers (APD
and SiPM) [30], and the timing resolution of a single scintillator detector
based on LYSO can be smaller than 100 ps [31]. Due to the larger variability
and slower speed of charge drift compared to the propagation of scintillation
photons, semiconductor detectors generally have worse timing resolution.
2.4 Detector performance metrics
The main detector performance metrics used in PET include energy resolu-
tion, timing resolution, and DOI resolution, which are explained in detail in
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this section.
2.4.1 Energy resolution
Annihilation photons may get scattered within the body of the patient, which
typically consists mostly of water before they are detected by photon detec-
tors. As shown in Fig. 2.6, in this case, LOR no longer goes through the
point where the annihilation photons are emitted, which results in an incor-
rect estimate of the distribution of the radiotracer. If the two photons of
a coincidence are from the same annihilation and neither of them scatters
before getting detected, such a coincidence is called a true coincidence. As
a comparison, if the photon pair is from the same annihilation, but either
or both scatter before getting detected, it is called a scattering coincidence.
Intuitively, scattering coincidences degrade image accuracy.
Compton scattering
with tissue
Figure 2.6: In a scattering coincidence event, annihilation photons scatter
with the tissue before getting detected. The grey lines show the real
trajectory of photons, while the orange line is the measured LOR.
An effective method to avoid recording scattering coincidences is to mea-
sure the energy of detected photons. Because photons lose energy in Compton
scattering, an energy deposition which is less than 511 keV should indicate
that the photon has scattering before getting detected, and thus a coinci-
dence made up by this photon should be discarded. This method is called
energy gating, which requires photon detectors to measure photon energy
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precisely.
The precision of a photon detector measuring photon energy is quantitively
defined as the energy resolution, which is generally defined as
Energy resolution =
∆E
E
, (2.7)
where ∆E is the full width at half maximum (FWHM) fluctuation in mea-
surement and E is the photon energy being measured, which is 511 keV in
PET applications.
Except for eliminating scattering coincidences, a good energy resolution
is also beneficial to recover multiple scattering events. As in the soft tis-
sue, photons can have both photoelectric effect and Compton scattering in
detecting materials, and Compton interactions are often followed by subse-
quent Compton or photoelectric interactions, which is referred to as multiple
scattering events. A photon detector with the capability to accurately mea-
sure the position and energy deposition of individual photon interactions can
effectively identify the first interaction in a multiple-scattering event [32, 33].
As a result, a correct LOR can be formed and thus multiple scattering events
can be used for image reconstruction.
To summarize, a high energy resolution is good for rejecting scattering
coincidence events and recovering multiple scattering events, which is impor-
tant for the PET image quality.
2.4.2 Timing resolution
Detected photons are paired with another photon that is close in time to form
a LOR. The precision that a photon detector can measure the time difference
of two annihilation photons is referred to as the timing resolution. To acquire
the timing resolution, a time window is set in advance and any pairs of
photons detected within the duration of the time window are recorded. The
FWHM of the time difference of the recorded coincidences is used to represent
the timing resolution.
Due to the limited precision of time measurement, two photons from dif-
ferent annihilations may be paired up and cause a random coincidence, as
shown in Fig. 2.7. To reduce random coincidences, a small value of the time
window is desirable. However, a too-small time window may also eliminate
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true coincidences. Generally, the time window is set as approximately twice
as the timing resolution.
True time stamp
Measured time stamp
1 2 3 4
2
1
3
4
Time window
Figure 2.7: Explanation of the random coincidence due to limited precision
of time measurement. Grey lines represent true coincidences, while the
orange line corresponds to the random coincidence.
Except for eliminating random coincidences, a good time resolution may
also help to localize the position of annihilation. Fig. 2.8 shows an image
enhancement technique called the time of flight (TOF) imaging. Specifically,
TOF detectors assign a higher likelihood to a specific segment of a LOR,
where the annihilation has a larger probability to happen. Interested readers
can find more details in [34].
LORDetector Detector LORDetector Detector
Figure 2.8: Explanation of the time of flight (TOF) technique. Left:
Non-TOF, where the entire LOR is assigned an equal probability of being
the location of an annihilation event. Right: TOF, where the time
difference between two photons is used to assign a high probability to a
certain segment of LOR.
To summarize, a high timing resolution is good for rejecting random co-
incidence events and improving the reconstructed image quality by utilizing
the TOF technique.
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2.4.3 Depth of interaction resolution
In high-resolution PET applications such as dedicated organ (brain or breast)
imaging and small animal imaging, spatial resolution and photon coincidence
sensitivity are two of the most important properties [35, 36]. To achieve high
sensitivity, long crystals are utilized, and compact geometry is preferred so
that a large solid angle of field of view (FOV) can be covered. However,
systems with long crystals and compact geometry suffer from parallax error,
which degrades the spatial resolution [37, 38]. In cylindrical scanners, for
example, the radial spatial resolution component degrades gradually with
the increase of the radial offset from the scanner center, and axial resolution
is also degraded in the 3D acquisition. Fortunately, parallax error can be
mitigated by using detectors with depth-of-interaction (DOI) capability [39,
40], which allows photon detectors to measure the position of interaction in
three dimensions.
Different DOI detector configurations including, but not limited to, dual-
ended readout, single-ended readout, side readout, and monolithic scintillator
detector have been investigated for PET applications, as follows:
• Dual-ended readout uses two detectors that are coupled to both ends
of crystals and DOI is estimated as the ratio of signal amplitudes of the
two detectors [41]. In such a configuration, DOI is continuous, uniform
and the resolution full-width at half-maximum (FWHM) can be smaller
than 2 mm in 20-mm LYSO [42]. However, dual-ended readout doubles
the number of detectors and readout channels, which increases the cost.
• Single-ended readout needs auxiliary techniques. For example, pulse
shape discrimination is used to extract DOI from different layers of
the crystal bar, which have different timing properties [43]. Another
example is sharing light between neighboring crystals so that DOI is
encoded by considering the extent of light dispersion [44]. DOI can
also be decoded by using a light guide as the reflector on the other end
of the crystal array [45]. The DOI resolution of single-ended readout is
about 2 to 5 mm for 20-mm LSYO.
• Side readout reads signals from crystal lateral surfaces instead of end
surfaces. In such a configuration, the DOI resolution equals to the scin-
tillator crystal size, which is 5 to 7 mm [46, 47]. Higher DOI resolution
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can be achieved by reducing the crystal length, but more scintillator
layers will be needed to maintain high sensitivity. Since the lateral
surface area is larger than the ended surface area, the cost of side read-
out is higher than dual-ended and single-ended readout. The detectors
within crystal layers also lower the packing fraction.
• A monolithic scintillator detector encodes DOI by calibration. Though
it reduces the inter-crystal dead space and DOI resolution smaller than
2 mm can be achieved in 10-mm LYSO [48], the spatial resolution at
the edges of the crystal is degraded, and the calibration of monolithic-
scintillator-based detectors requires complicated procedures.
To summarize, DOI information is important for maintaining the spatial
resolution uniformity within the FOV, and there are multiple detector con-
figurations to implement the DOI capability.
2.5 PET imaging metrics
To quantitatively describe a PET system or compare different PET systems,
imaging metrics and terminology used in PET are introduced in this section.
2.5.1 Signal to noise ratio
PET image quality is directly related to the signal-to-noise ratio (SNR),
which is given by
SNR =
µ
σ
, (2.8)
where µ is the mean signal intensity of a pixel and σ is the standard deviation
of the signal fluctuation. In PET, the number of LORs detected by a certain
pair of detector elements over a fixed duration obeys Poisson distribution,
which is
P (N = k) =
λk · e−λ
k!
, (2.9)
where k is the number of detected LOR, and λ is the expected number
of LOR. Based on the distribution equation, the standard deviation is the
square root of its mean value. Because the intensity of a PET image pixel
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is proportional to the sum of LORs detected by all pairs of detector ele-
ments that go through it and because the detection between different pairs
of detector elements is independent, the pixel intensity also obeys Poisson
distribution. As a result, SNR improves as the square root of the number of
LORs.
An intuitive idea to improve the number of LOR is to improve the scanning
time. However, considering the half-life of radiotracers (for example, 109.77
minutes for 18F ) and the large throughput of PET scanning in hospitals,
long scanning time is not feasible. Another idea is to increase the activity
of radiotracers, and thus more annihilation photons are emitted within a
unit time. However, the radioactive dose to patients limits the number of
radiotracers. Increasing radioactivity also results in an increase of random
coincidences, which degrades the image quality.
A more practical way to improve SNR is to improve the photon sensitivity,
which refers to the ratio of detected LORs to the number of radioactive
decays. Photon sensitivity can be represented as
Photon sensitivity = ηg · ηd · C, (2.10)
where ηg is the scanner geometry efficiency, ηd is the detector intrinsic effi-
ciency and C is the data acquisition signal threshold. The geometry efficiency
ηg is the ratio of annihilation photons whose paths intersect with the detect-
ing material of a PET scanner to the total number of annihilation photons.
It is determined by the scanner configuration, which is directly related to the
solid angle coverage. The intrinsic efficiency ηd refers to the ability to stop
a 511 keV photon of a photon detector. The threshold T is related to the
energy window and time window for coincidence selection. For example, a
511 keV photon may have a series of Compton scattering before the photo-
electric effect, and its energy is shared by all these interactions. If none of
the interactions satisfies the energy window, such a photon can not be used
to constitute a coincidence event.
2.5.2 Spatial resolution
The spatial resolution of a PET system is determined by both the underly-
ing physics principle and the instrumentation performance. The two main
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physics-level effects are positron range and annihilation photon acollinearity,
and the foremost instrumentation-level effect is the precision for a photon
detector to localize the position of interaction. Readers can find more details
in [49].
Positron range refers to the distance of positron between the point of emis-
sion and annihilation, which is determined by the initial kinetic energy of
positron and the type of medium. For example, the FWHM positron range
of 18F is 0.102 mm in water [50]. Photon acollinearity is caused by the resid-
ual momentum of a positron before its annihilation. The FWHM angle is
about 0.5◦ [51]. The larger the system geometry, the worse the blurring from
photon acollinearity.
The finite size of photon detector elements limits the precision to localize
an interaction. As a result, the concept of an infinite thin LOR is extended
to a tube of response, which has a specific width and shape. As explain in
Fig. 2.9, the tube of response consists of all possible connections between
two detector elements. In other words, the width and shape of a tube of
response are defined by the size and shape of detector elements. A small
detector element is beneficial to spatial resolution.
Figure 2.9: Left: line of response, which is an infinitely thin line. Right:
“tube of response”, which is made up of all the possible connections
between two detector elements.
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2.5.3 Spatial resolution uniformity
The tube of response of different pairs of detector elements has different sizes
and shapes, which cause the non-uniformity of spatial resolution within the
FOV. The nonuniformity can be mitigated by utilizing the DOI information
of the photon detector, which equivalently reduces the size of detector ele-
ments and thus make a smaller tube of response, which makes images more
uniform.
For example, in a ring-configuration scanner, detectors can locate interac-
tions in the angular and axial direction, but not the radial direction. As a
result, the image spatial resolution degrades with increasing distance from
the FOV center, which is known as the parallax effect [52], as explained in
Fig. 2.10 [53]. Fortunately, DOI information can help to reduce the parallax
error.
Figure 2.10: Left: the tube of response of two detectors in the peripheral
area of FOV is wider than the tube of response in the FOV center, which
causes a worse spatial resolution and is known as the parallax error. Right:
DOI capability can helps to reduce the parallax error.
In a two-panel scanner, photon pairs more parallel to the panel are less
likely to be detected, which causes the orthogonal-panel spatial resolution
worse. As explained in Fig. 2.11, DOI resolution affects both the in-panel
and orthogonal-panel spatial resolution.
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Figure 2.11: In a two-panel scanner, the in-panel spatial resolution is better
than the orthogonal-panel spatial resolution, and DOI resolution affects
both the in-panel and orthogonal-panel spatial resolution. θ is the angle
between the line of response and the horizontal line.
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Chapter 3
System design
3.1 Necessity of the system
The spatial resolution of whole-body PET is typically 4 to 6 mm [1, 2,
3]. For structures less than twice the reconstructed image resolution, the
true amount of activity is not completely depicted [54]. The poor spatial
resolution of whole-body PET limits its application in cancer diagnosis and
treatment. For example, using whole-body PET scanners to monitor breast-
cancer response to treatment is challenging because the size of many primary
breast tumors is 2 cm or less [4]. Besides, whole-body PET is designed
for body scanning, and the system geometry is not optimized for organ-
dedicated applications. To improve the spatial resolution, reduce cost and
improve photon sensitivity, organ-dedicated PET scanners are proposed and
developed.
One of the main types of organ-dedicated PET is the dedicated breast
PET, which is also known as positron emission mammography (PEM). Ded-
icated breast PET has been proposed for a long time [55], and the idea is
to reduce the detectable lymph node size threshold for accurate imaging and
assist earlier intervention. Thanks to the smaller crystal size and proximity
to the source, dedicated breast PET cameras should be able to provide better
spatial resolution and count sensitivity than whole-body PET [56]. Table 3.1
summarizes different dedicated breast PET.
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Table 3.1: Summary of some dedicated breast PET systems. (PD:
photodiode, PSAPD: position-sensitive APD, PSPMT: position-sensitive
PMT)
System Geometry FOV
(mm)
Scintillator Detector Crystal
size (mm)
DOI
(mm)
PEM-I [57] Dual panel 55×65 BGO PMT Continuous No
MDAPET
[58]
Partial
Ring
38 axial,
115 D
BGO PMT 2.7×2.8×19 No
MaxPET [59] Dual panel 150×150 LSO PSPMT 3×3×20 No
BPET [60] Dual
plates
128×128 NaI (Tl) PSPMT Continuous No
[61] Box 75×175 LSO PD/PMT 3×3×30 10
Clear-PEM
[62]
Dual panel 145×165 LSO APD 2×2×20 2
CYBPET
[63]
Ring 170 axial,
220 D
BGO APD 3×5×20 No
[64] Dual panel 50×50 LYSO PSPMT 2×2×10 No
[65] Dual panel 100×150 LSO PSAPD 1×1×3 3
[66] Dual panel 120×150 CZT CZT Continuous 2
[67] Dual panel 150×150 LYSO PSPMT 1.9×1.9×15 No
Another main type of organ-dedicated PET is dedicated brain PET. There
are mainly two demands that promote the study of dedicated brain PET. The
first demand is the better diagnosis of brain diseases, such as Alzheimer’s and
Parkinson’s disease [68], and the second demand is for brain functional studies
[69]. Some brain PET scanners with higher performance in terms of both
spatial resolution and sensitivity proposed and developed are summarized in
Table 3.2.
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Table 3.2: Summary of some dedicated brain PET systems.
System Geometry FOV
(mm)
Scintillator Detector Crystal
size (mm)
DOI
(mm)
[70] Ring 250 axial,
420 D
GSO PMT 4×4×10 No
[71] Ring 163 axial,
330 D
BGO PSPMT 2.8×6.6×30 No
jPET-D4
[72]
Ring 256 axial,
420 D
BGO PSPMT 2.9×2.9×7.5 7.5
HRRT [73] Octagon 252 axial,
312 D
LSO PMT 2.1×2.1×7.5 7.5
HelmetPET
[74]
Helmet 50 axial,
70 D
LYSO SiPM 1×1×10 &
1.5×1.5×10
10
PET-Hat
[69]
Ring 48 axial,
200 D
GSO PSPMT 4.9×5.9×7 7
[75] Ring 50 axial,
210 D
LYSO SiPM 1.5×1.5×10 No
[68] Helmet-
Chin
60 axial,
140 D
GSO PMT 2.8×2.8×7.5 7.5
[76] Helmet 190 axial LSO - 2.5×2.5×20 Yes
[77] Helmet 250 D LYSO SiPM 1×1×3 3
Though dedicated brain and breast PET are two popular research di-
rections in organ-dedicated PET, other organs and regions also need high-
resolution, high-sensitivity and low-cost dedicated PET. For example, head
and neck cancers account for approximately 4% of all cancers in the United
States [78] and the overall annual mortality rate is 23% [79]. However, lesions
in head and neck cancers can be challenging for whole-body PET to diag-
nose due to the thin, soft tissues within the neck. More than 40% of cervical
lymph node metastases have been found to be present in lymph nodes smaller
than 10 mm [80], and whole-body FDG-PET false-negative diagnosed lymph
nodes have been reported for lymph nodes ranged from 0.3 to 7.5 mm, and
80% of those nodes are 5 mm in diameter or smaller [81, 82].
To improve the head and neck imaging using whole-body PET, a dedicated
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head and neck cancer protocol is employed [83]. A dedicated head and neck
cancer protocol has a longer bedtime on the head and neck position, while a
standard protocol consists of a midcranium to proximal thigh emission scan
with a fixed bedtime per bed position. Even though the dedicated protocol
shows an improved sensitivity in detecting small lymph nodes and cervical
node metastases (smaller than 15 mm), it still yields false-negative findings
and fails to detect some malignant lymph nodes when the lesion size is in the
range of 5 to 10 mm, and the specificity for lymph node metastases detection
gets lower [84].
Head and neck cancers need special attention because the goal of head and
neck cancer treatment is not only to improve survival outcomes but also to
preserve organ function, which is due to the complex anatomy and vital physi-
ological role of the tumor-involved structures [85]. A higher spatial resolution
image with a better contrast will allow radiation oncologists to accurately
design planned target volume dose, detect smaller sized lymph nodes and
identify the boundaries of tumors, which provides more freedom to choose
the treatment options including surgery, radiation therapy, chemotherapy,
and targeted therapy, with an improved consideration of how the treatment
affects the quality of life of patients. In supraglottic squamous cell carcinoma,
for example, if it involves thyroid cartilage, it is T4 and unresectable. If it
does not involve thyroid cartilage, it is T3 and can be cured with surgery.
Another example is that if supraglottic squamous cell carcinoma does not
cross the anterior commissure, patients can have supraglottic laryngectomy
and will be cured without losing their voice [86].
In addition to organ-dedicated PET systems, there is a concept of PET-
insert that can be integrated into a clinical PET system to improve the image
resolution for specific organs and regions such as head and neck [87]. The
inserted PET system has a half-ring geometry, with a 246-mm diameter and
a 54 mm axial length. The crystal is LSO and crystal size is 2×2×5 mm3.
The system can also be used as a dedicated breast system [88]. There are
three main drawbacks of applying this system to head and neck PET imaging,
as follows.
• Since the system is also used for breast imaging, the system geometry
is not fully optimized for head and neck imaging. The 54-mm axial
length is not enough for the head and neck regions.
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• The half-ring geometry makes the system have to collect data with the
whole body PET system simultaneously [89], which lowers the sensi-
tivity of the whole body system and increases the complexity of image
reconstruction.
• As mentioned before, DOI capability is needed to reduce the parallax
error for a compact PET scanner. Instead of using DOI, the authors
use short (5 mm) crystal to reduce parallax error, but 5 mm is not
enough for a high photon sensitivity.
3.2 System design
Table 3.1 and 3.2 summarize dedicated breast and brain PET scanners. As
a comparison, Table 3.3 summarizes some whole-body PET scanners.
Table 3.3: Summary of some recently published whole-body PET systems.
System Geometry Scintillator Detector Crystal size
(mm)
DOI
(mm)
Philips Ingenu-
ity TF [90]
Ring PMT LYSO 4×4×22 No
Siemens Bio-
graph mCT[91]
Ring PMT LSO 4×4×20 No
GE Discovery
MI [92]
Ring SiPM LYSO 3.95×5.3×25 No
Philips Vereos
Digital [93]
Ring SiPM LYSO 4×4×19 No
Toshiba Ce-
lesteion [94]
Ring PMT LYSO 4×4×12 No
Comparing Table 3.1, 3.2, and 3.3, some differences between organ dedi-
cated PET systems and whole-body PET systems are noticeable. The first
discrepancy is system geometry. While whole-body PET systems are all de-
signed with a ring structure to adapt to different regions of the body, organ
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dedicated PET systems have various system geometries, taking the specific
imaging environment into consideration. For example, breast dedicated PET
systems prefer a two-panel geometry, while a helmet geometry is commonly
utilized in the brain dedicated PET systems. The purpose of using a spe-
cial system geometry is to improve the solid angle coverage of the interested
imaging region and thus increase the photon sensitivity. Second, the crystal
size of the organ dedicated PET system is generally smaller than that used
in whole-body PET systems, which helps to improve the spatial resolution.
Third, since the geometry of organ dedicated PET systems is smaller, detec-
tors of organ dedicated PET tend to implement the DOI capability to reduce
the parallax error and improve the spatial resolution. Forth, for some organ
dedicated PET system inserted to other imaging modalities such as computed
tomography (CT) or magnetic resonance imaging (MRI), it is important to
consider the compatibility and the dimension. Since SiPM is smaller than
PMT and is not affected by the magnetic field, it gets more applications in
the dedicated PET systems.
There also exist common features between the whole body and dedicated
PET systems. Compared with semiconductor, scintillator dominates the
detecting materials. Among all different scintillators, LYSO shows a balanced
performance in terms of large cross-section, high light output, small decay
time [95] and it has been widely used in commercial PET systems. For the
semiconductor, however, only CdTe and CZT have been used to fabricate
PET systems. Compared with CdTe/CZT, LYSO has advantages including:
• A higher effective atomic number and density, and thus a larger detec-
tion efficiency;
• A larger photoelectric-to-Compton cross section ratio;
• A lower cost;
• A higher coincidence time resolution.
At the same time, the disadvantage of a LYSO detector includes:
• A lower energy resolution;
• A inferior intrinsic spatial resolution.
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Based on the previous study, and considering the generality, the organ
dedicated PET system was designed as follows. The system was made up of
dual panels so that the distance between which could be adjusted to adapt to
different organ-specific imaging environment. For example, in head and neck
cancers, the dual panels can get close to the patient’s neck to improve photon
sensitivity, at the same time without blocking the patient’s eyes. Considering
the human head and neck size [96], the panel size was designed as 200×150
mm2 (200 mm in y direction, 150 mm in z direction, as shown in Fig. 3.1).
The detecting material was LYSO for its high density, high effective atomic
number, low cost, and high light output [97].
A stationary dual-panel geometry PET system is known to have the limited-
angle problem [98, 99, 100, 101, 102]. One method to reduce the limited-angle
artifacts is to use a prior image without limited angle artifacts and penalize
the dissimilarity between the target image and the prior image during the
reconstruction [103, 104]. For this application, we plan to take advantage of
a whole-body PET scan, which does not have the problem of limited-angle
artifacts but has worse spatial resolution than the dedicated PET scan. A
penalized maximum-likelihood image reconstruction algorithm has been de-
veloped in our lab [105]. To use the whole-body PET image as the prior
image, the dedicated PET scanning will be implemented into the whole-
body PET imaging workflow used in hospitals. Specifically, the dedicated
scanner will image patients right after the whole-body PET scanning, with-
out requiring extra patient dose. Fig. 3.1 shows an illustration of the organ
dedicated system.
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Figure 3.1: Illustration of a transportable two-panel organ dedicated PET
scanner integrated into the standard whole-body PET/CT imaging
workflow. The picture shows the head and neck cancer scanning position.
The gantry is implemented to interface with the patient bed to image the
patient right after the whole-body PET scanning.
28
Chapter 4
Simulation study of the organ-dedicated
system
The design and the performance of the organ dedicated system are evalu-
ated through Monte Carlo simulation in GATE [106]. System performance
includes (1) NEC rate; (2) photon coincidence sensitivity within the FOV;
(3) spatial resolution and uniformity; (4) hot rods visualization capability in
terms of SNR and contrast-to-noise ratio (CNR). The system performance is
compared with a cutting-edge whole-body PET scanner. We have published
in the result in [107].
In the simulation, the panel distance was set as 200 mm and the gap
between two neighboring crystals was 0.2 mm. Based on the experimental
measurement results in Chapter 5, the energy resolution of the proposed
system was set as 16% full-width at half maximum (FWHM) at 511 keV
and the timing resolution was set as 650 ps FWHM. The system noise level
was set as 50 keV , which means an interaction was discarded if its energy
deposition was less than 50 keV .
The performances of the proposed system were compared with a state-
of-the-art commercial whole-body PET system - GE Discovery MI (3-ring
configuration, 150 mm axial FOV, 744 mm diameter bore). According to
[92], the crystal size is 3.95 mm (transaxial), 5.3 mm (axial), and 25 mm
(radial), the average photopeak energy resolution is 9.40% FWHM, and the
average timing resolution is 375.4 ps FWHM. The optimized energy window
and timing window were set as 425 - 650 keV and 4.9 ns respectively.
4.1 Crystal size evaluation
Table 3.1 and 3.2 shows that the crystal size of many dedicated PET scanners
is around 2 mm. To investigate the optimal crystal size, the image quality
of the dedicated system based on 1×1×20 mm3 and 2×2×20 mm3 LYSO
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crystal were compared through a Monte Carlo simulation.
In the simulation, the panel distance was set as 200 mm and the gap
between two neighboring crystal was 0.2 mm, as shown in Fig. 4.3 left. A
water cylinder phantom with 126-mm length and 110-mm diameter were
used [83]. Four hot spheres with diameters 3, 4, 6, and 8 mm were placed in
the phantom. The background concentration activity was 5.7 kBq/cm3, and
the hot-to- background ratio was 8:1.
Image was reconstructed with a TOF list-mode 3D maximum likelihood
estimation method (MLEM) image reconstruction algorithm [13] through
gpurecon program [108]. For the system based on 1-mm crystal size, the
voxel size in image reconstruction was 0.5×0.5×0.5 mm3, while for the 2-
mm system the voxel size was 1×1×1 mm3. Image quality quantified by
SNR and contrast-noise-ratio (CNR) were used to compare the whole body
system and the dedicated system. Contrast of a given hot rod was defined
as [109]
contrast =
Crod − Cbkg
Crod
, (4.1)
where Crod is the average voxel value within the hot rod and Cbkg is the
average voxel value of the background. Here the background was acquired
from four rods that were faraway from the hot rods. The SNR was defined
as [109]
SNR = contrast× Cbkg
σbkg
, (4.2)
where σbkg is the standard deviation of the average voxel value of the four
background rods. CNR was defined as [110]
CNR =
Crod − Cbkg
σbkg
. (4.3)
The reconstructed images of the 1-mm and 2-mm crystal size systems were
shown in Fig. 4.1.
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Figure 4.1: Reconstructed phantom image of the dedicated system based on
1-mm crystal (left) and 2-mm crystal (right). For the system based on
1-mm crystal size, the voxel size in image reconstruction was 0.5×0.5×0.5
mm3, while for the 2-mm system the voxel size was 1×1×1 mm3.
The SNR and CNR of the hot spheres are shown in Fig. 4.2. For all four
spheres, the SNR and CNR of the 1-mm system were higher than the 2-mm
system, which indicated the benefits of using 1 mm crystal. As a result, the
system performance evaluation in the following section was based on 1-mm
crystal.
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Figure 4.2: The SNR and CNR of versus hot sphere diameter for different
crystal size.
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4.2 Noise equivalent count rate
The Noise equivalent count (NEC) rate [111] rate incorporates the noise
effects of random and scatter count and is an indicator of the SNR for PET
system, which is calculated as
NEC =
T 2
T + S +R
, (4.4)
where T , S and R are true, scattering and random coincidence event rates,
respectively.
For PET scanning using non-specific tracers such as FDG, background
activity mainly comes from the brain and torso, and a simplified model was
used to mimic the geometry. For head and neck, the same neck phantom
(cylinder, 110 mm diameter, 126 mm height, concentration activity was 5.7
kBq/cm3 [83]). The brain was modeled as a 130 mm diameter and 80 mm
height cylinder, while the torso was simplified as a 260 mm diameter and
200 mm height cylinder. The concentration activity ratio of head and neck,
brain, and torso was set as 1:8:1, and water was used as the cold background.
Five time-windows (0.4 ns, 1 ns, 2 ns, 4 ns, 6 ns) and five energy-windows
([491, 531] keV , [461, 561] keV , [421, 601] keV , [381, 641] keV , [341, 681]
keV ) were studied and the working windows were chosen under which the
NEC rate reached the maximum value.
Random coincidence can be reduced by shielding the detector, which helps
to improve the NEC rate. To investigate the benefits of shielding, two 20
mm thickness and 30 mm width lead strips were placed on the head side
and torso side of the two panels. The weight of each lead strip was 1.65 kg.
Simulation configurations are shown in Fig. 4.3 and each configuration had
about 2M coincidence events.
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LYSO crystal
Torso phantom
Brain phantom
Lead
X
Y
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Head and neck
phantom
Figure 4.3: The simulation model for NEC rate study. Left: the dedicated
system without lead shielding. The add-on figure shows that the gap
between neighboring crystals was 0.2 mm. Middle: the dedicated system
with lead shielding. Right: The GE Discovery MI whole body PET system.
Green is detector, blue is lead shielding, red is brain, grey is head and neck
and cyan is torso. Coordinate system is also shown.
The data processing is described as follows. Raw data GATE Hits file
contained time, energy, position, and eventID information of every inter-
action, and all the information were precise. However, to mimic the finite
detecting capability of detectors, the timing and energy of every interaction
were blurred with a Gaussian distribution, and the standard deviation σ was
calculated as
σ =
FWHM
2.355
, (4.5)
where FWHM was the timing resolution and energy resolution. In reality,
if the time interval between two interactions that happen within one crystal
is too small, the detector may not be able to distinguish them and read
them out as one signal instead. As a result, interactions had taken place in
the same single crystal within 2.3 ns (6
√
2σ) were combined into one new
interaction, whose energy was the sum of original interactions, and timing
and position of interaction were energy weighted.
If all the original interactions shared one eventID, the combined interaction
was also marked with the same eventID, otherwise, the new eventID would
be set as 0. Two interactions occurring within a selectable energy and timing
window were chosen as a coincidence event. For the coincidence events, if
two interactions had the same eventID and neither of them scattered within
the phantoms before reaching the detector, they were considered a true co-
incidence (T ). If two coincidences had the same eventID but either or both
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scattered within the phantoms, they were assigned as a scattered coincidence
(S). If two coincidences did not have the same eventID, they were treated
as a random coincidence (R).
NEC rate and total count rate are shown in Fig. 4.4. For the dedicated sys-
tem, the NEC rate reached the maximum value of 10.4 kcps at 5.7 kBq/cm3
with the 1 ns timing window and the [421, 601] keV energy window, under
which the total count rate was 39.2 kcps. After adding the lead shielding,
the maximum NEC rate increased to 11.5 kcps with the same timing and
energy windows, and the total count rate was 38.1 kcps. With the shielding,
the maximum NEC rate had a 10.5% improvement and the total count rate
had a 2.8% reduction. As a comparison, the whole-body PET system had a
1.0 kcps NEC rate and a 17.5 kcps total count rate with the same phantom
and simulation time. Comparing the two systems, the NEC rate peak of the
dedicated system was 9.4 times higher than that of the whole-body system,
which is about one order of magnitude improvement.
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Figure 4.4: The NEC rate (the top row) and total count rate (the bottom
row) of the dedicated system for different timing windows and energy
windows.
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The peak NEC rate for the GE Discovery MI was 1.0 kcps at 5.7 kBq/cm3,
which is about two orders of magnitude smaller than the reported value of
100 kcps at 20.6 kBq/ml [112]. Two factors may be contributing to the dif-
ference. The first factor is the different total activity in the phantom used for
the NEC rate measurement. In this study, the total activity in the head and
neck phantom was 6.8 MBq, while in [112] the activity was 109 MBq, which
is about 16 times larger. The second factor is the different phantom configu-
ration. In our study, the specific HNC imaging environment was considered
and high background activity from the brain and torso caused a relatively
low NEC rate, while Ref. [112] used the standard NEMA phantom for the
NEC rate study. Our results showed that the dedicated system was more
specific for HNC than the whole-body PET system.
Random coincidence event rate was the main limitation of the NEC rate
of the dedicated system, which was caused by the compact geometry of the
dedicated system. As explained in [113], for a cylindrical PET system with
radius r, the true coincidence rate is proportional to 1/r, while the random
coincidence rate is proportional to 1/r2.
4.3 Spatial resolution
The spatial resolution can be represented as the diameter of spheres that
the system can resolve [66]. The smaller the diameter is, the better the
system spatial resolution is. To investigate the minimum sphere size that the
dedicated system could resolve, three sets of hot sphere sources were placed
along the parallel-panel direction and the orthogonal-panel direction. In each
set, the sphere diameters were 1, 1.5 and 2 mm, and the distance between
two neighboring spheres was twice the diameter. The total activity of each
set was 7 MBq, and each set had about 5M coincidences.
Image was reconstructed with MLEM algorithm through gpurecon pro-
gram. The interaction was assumed to take place on the central axis of
crystals, while a Gaussian distribution was used to blur the position of in-
teraction along the direction of depth to investigate the influence of DOI
resolution on the spatial resolution. Different DOI resolution 0, 2, 4, 6 mm
FWHM were studied, and the σ of Gaussian distribution was calculated by
equation (4.5). In the reconstruction, the FOV was 120×120×120 mm3 and
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the voxel size was 0.5×0.5×0.5mm3.
The reconstructed image is shown in Fig. 5.3. In each figure, the FOV cen-
ter is in the top-left corner. The horizontal direction is the orthogonal-panel
direction and the vertical direction is the parallel-panel direction. Based on
the result, given a specific sphere diameter and a DOI resolution, the re-
constructed spheres along the vertical direction were more distinguishable
than the spheres along the horizontal direction, which meant the dedicated
system had a higher parallel-panel spatial resolution than the orthogonal-
panel spatial resolution. With the deterioration of DOI resolution, both
the parallel-panel and orthogonal-panel spatial resolution deteriorated, and
the reconstructed spheres gradually became ellipses, which suggested that
orthogonal-panel was more sensitive to DOI resolution. For the dedicated
system, 1 mm parallel-panel and 1.5 mm orthogonal-panel spatial resolution
were achievable when DOI resolution was 2 mm FWHM.
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Figure 4.5: The reconstructed image for resolving spheres. In each figure,
the FOV centre is in the top-left corner. Horizontal direction is the
orthogonal-panel direction and vertical direction is the parallel-panel
direction. With a 2 mm DOI resolution FWHM, 1 mm parallel-panel and
1.5 mm orthogonal-panel spatial resolution was achievable.
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The difference between the parallel-panel and the orthogonal-panel spa-
tial resolution was due to the limited angle tomography of the two-panel
geometry, which caused the incomplete angular sampling. Specifically, a pair
of photons emitted approximately parallel to the panels were not likely to
be detected, and spatial information along orthogonal-panel direction was
missing. DOI information could help to reduce the difference between the
parallel-panel and the orthogonal-panel spatial resolutions.
4.4 Photon sensitivity
The photon sensitivity was defined as the ratio of the total photon coincidence
count rate to the source activity. A point source with an activity of 7 MBq
was placed at the FOV center. The system sensitivity was compared with
the GE Discovery MI. For the dedicated system, the sensitivity was 0.71%.
As a comparison, the sensitivity of the whole-body system was 0.61%. The
reported sensitivity of GE Discovery MI is 7.5 cps/kBq [112], which is in
agreement with the simulation result. It was shown that the sensitivity of
the dedicated system was approximately the same as other commercial whole-
body clinical PET systems (about 1-2% at the FOV center) [90, 91, 92, 93].
4.5 Hot rod visualization
For the hot rod visualization study, the same neck phantom model was used.
Four hot rods whose diameters were 1, 2, 3 and 4 mm were put 14 mm away
from the phantom center. The concentration activity of the hot rods and the
cold background was 8:1 [83]. The same phantom were both simulated with
the dedicated system without lead shielding and the whole-body system.
Each configuration had 140 s simulation time. For the dedicated system,
the DOI resolution was set based on the experiment result, which was 2.6
mm FWHM. The image reconstruction algorithm was TOF MLEM without
normalization. For the dedicated system, the voxel size was 1 × 1 × 1 mm3,
while that of the whole-body system was 2 × 2 × 2 mm3. The reconstructed
image was qualitatively compared by SNR and CNR.
The reconstructed image for lesion visualization is shown in Fig. 4.6. The
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images are displayed using the same intensity scale. Figure 4.6 shows that
the 2, 3 and 4-mm diameter lesions could be visualized by the dedicated
system. As a comparison, the whole-body system can only resolve the 3 and
4-mm diameter lesions, and the 3-mm lesion was blurred. Given the hot-
to-background concentration activity ratio (8:1) and simulation time (140
s), the dedicated system could not resolve the 1-mm lesion, which could be
caused by the bad orthogonal-panel spatial resolution and mismatch of round
rod and square voxel [66].
2mm
3mm 4mm 3mm 4mm
Figure 4.6: The reconstructed image for lesion visualization. Arrows point
to the hot rods. Left: the dedicated system image. Right: the whole-body
system image.
The elliptical lesion, elliptical phantom contour and the artifact on the
left and right sides of lesions of the dedicated system pointed to the limited
angle problem, which was also reported in previous stationary two-panel de-
signs [65, 66], where the authors tried to alleviate the problem by improving
hardware performance such as a higher DOI resolution. We propose a dif-
ferent solution to our system. As explained before, the dedicated system is
supposed to replace the dedicated HNC protocol within a standard whole-
body PET protocol, and the images based on the whole-body PET can be
treated as a priori information. For example, the high parallel-panel spatial
resolution can be properly used to show a clear boundary of lesions.
The image qualities in terms of SNR and CNR are shown in Fig. 4.7.
Compatible with the reconstructed image shown in Fig. 4.6, the SNR and
CNR of the dedicated system were higher than those of the whole-body sys-
tem, which suggested the dedicated system had a better lesion visualization
ability. Due to the improved NEC rate, photon sensitivity, and spatial reso-
lution, the proposed system exhibited a better lesion visualization than the
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whole-body system in our study. Moreover, the simulation time (140 s) was
much smaller than the scanning time of a standard whole-body PET scanner
(30-60 min for detection of 5-10 mm diameter lesions) [114].
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Figure 4.7: The signal-to-noise ratio (SNR) and contrast-to-noise ratio
(CNR) of the reconstructed image of the head and neck phantom. For the
same phantom and same simulation time, the SNR and CNR of the
dedicated system is better than those of the whole body system.
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Chapter 5
Design and characterization of the detector
Based on the requirement from the simulation study, a high-resolution dual-
ended readout detector was designed and fabricated. The detector perfor-
mance in terms of crystal resolvability, energy resolution, timing resolution,
and DOI resolution were measured. With dual-ended readout cables, the de-
tector was further optimized by putting the readout electronics on the same
side of the crystal, and the detector performance was re-calibrated.
5.1 Detector design
There are multiple approaches to implement DOI capability. Among all
depth encoding approaches, dual-ended readout has the advantage to achieve
the highest DOI resolution and spatial resolution with a better light-collection
efficiency [115]. In recent years, silicon photomultiplier (SiPM) has been in-
vestigated for dual-ended readout detectors [116, 117]. Compared with PMT
and APD, SiPM has advantages such as compact size, high gain, low bias
voltage, good timing property, and low sensitivity to magnet field [118]. The
compact size is especially important for a dual-ended readout configuration
because photosensors on one end of the scintillator have to face FOV and
thus a compact photosensor can effectively reduce the scanner geometry.
The scintillator was chosen as LYSO due to its fast and high light out-
put [95]. The LYSO scintillator was purchased from Epic Crystal Co., Ltd
(China). The emission wavelength was 420 nm, decay time is 42 ns, and the
light output is 29,000 photons/Mev. The emission spectrum is shown in Fig.
5.1 [119].
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Figure 5.1: The emission spectrum of the LYSO scintillator used in this
experiment. The emission peak is 420 nm.
LYSO crystal size was 1×1×20 mm3. The four lateral surfaces of LYSO
crystals were ground to W14 (roughness 10 to 14 µm) and the two ended
surfaces were polished (roughness < 0.5 µm), as shown in Fig. 5.2. The
reflector was Toray Lumirror E60 (Toray Industries Inc., Japan), which was
an intermediate material between the specular reflector and diffuse reflector.
Figure 5.2: Left: A LYSO sample whose surfaces are polished (roughness <
0.5 µm). Right: A LYSO sample whose surfaces were ground to W14
(roughness 10 to 14 µm).
The purpose of the choice of the surface roughness of LYSO crystals and
reflective material was to achieve a balance performance among energy reso-
lution, timing resolution, and DOI resolution. A high DOI resolution prefers
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rough surface with a diffuse reflector because the high likelihood of scintil-
lation light being absorbed by or escaping from the rough surface causes a
strong dependency of light collection on depth. However, the low and variable
light output due to the light loss leads to a poor energy resolution. More-
over, the irregular diffuse reflection results in variations on the photon arrival
time, which degrades the time resolution [120, 121, 122, 123]. Thus, the four
lateral surfaces of LYSO crystals were ground to W14, whose roughness is
between the polished surface and saw-cut surface. The two ended surfaces
were polished to increase the light collection efficiency, which was beneficial
to the energy resolution.
The LYSO block was based on 4×4 units, and each LYSO unit contained
6×6 LYSO crystals. The thickness of the reflector was 0.05 mm. Further
with optical glue, the crystal array pitch size was 1.06 mm. As a result,
the LYSO unit size was 6.45×6.45 mm2, the LYSO block size was 25.8×25.8
mm2. For one LYSO unit, the effective crystal size was 6×6 mm2, and the
entire size was 6.45×6.45 mm2, so the packing fraction was computed as
86.5%. For the entire LYSO block, the effective crystal size was 24×24 mm2,
and the entire size was 25.8×25.8 mm2, so the packing fraction was still
86.5%.
To extract the DOI information, two Hamamatsu S13361-3050AE-08 SiPM
arrays (Hamamatsu Photonics, Japan) were coupled to both ends of the
LYSO block with BC-630 optical grease (Saint-Gobain Crystals, US). One
SiPM array contained 8×8 SiPM channels and each channel had a 3×3 mm2
effective photosensitive area. The pixel pitch size was 50×50 µm2. The
breakdown voltage VBR was around 53 V . Under recommended operating
voltage (VBR + 3 V ), the gain was 1.7×106. Fig. 5.3 [124] shows the quantum
efficiency spectrum of the SiPM, which is aligned with the LYSO emission
spectrum.
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Figure 5.3: The quantum efficiency spectrum of the Hamamatsu
S13361-3050AE-08 SiPM, which is aligned with the LYSO emission
spectrum.
The SiPM array size was 25.8 mm, which was the same as the LYSO
block. In this experiment, different SiPM channels were triggered and read
out independently. Different LYSO units had their own light guide, i.e., a
4×4 light guide array instead of a large monolithic light guide was used. As
a result, each LYSO unit was read out by two 2×2 SiPM arrays, as shown
in Fig. 5.4.
Figure 5.4: Left: The LYSO block contains 4×4 LYSO unit. Right: The
Hamamatsu A13361 3050AE-08 SiPM array contains 8×8 SiPM channels.
Both the LYSO block and the SiPM array are 25.8×25.8 mm2.
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5.2 Readout electronics
The analog output signals of SiPMs were digitized by PETsys TOFPET2
ASIC (PETsys Electronics SA, Portugal) and acquired by PETsys SiPM
Readout System.
5.2.1 TOFPET2 ASIC
TOFPET2 is a low-power, low-noise, readout, and digitization application-
specific integrated circuit (ASIC) for time and amplitude measurements of
SiPM signals [125, 126]. One ASIC can process 64 SiPM channels. The
ASIC integrates signal amplification circuitry, discriminators, charge integra-
tion analog-to-digital converter (ADC) and high-performance time-to-digital
converter (TDC) for each channel independently. The pre-amplifier is a low
impedance current conveyor. Two trans-impedance post-amplifiers are opti-
mized for time resolution and charge integration. Three voltage mode dis-
criminators with configurable thresholds are used for timing measurements,
to reject low amplitude pulses, to start the charge integration window, and
to trigger the event data readout.
Fig. 5.5 [127] shows a simplified equivalent TOFPET2 channel. The work-
ing principle is as follows. The input stage provides a low impedance input
RIN to the SiPM’s output photocurrent signal IIN . Then the IIN is replicated
into 3 branches: T , E and Q. T and E branches feed into discriminators
which are used to control the trigger logic. The discriminators have three
programmable parameters: Vth T1, Vth T2, and Vth E. Finally, the Q branch
integrates a replica of the input current, which can then be digitized by an
internal ADC.
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Figure 5.5: The simplified equivalent TOFPET2 channel. Each channel
contains independent amplifiers, discriminators, time-to- digital converters
and charge-to-digital converters. There are three programmable parameters
that controls the trigger logic: Vth T1, Vth T2, and Vth E.
5.2.2 Test of TOFPET2 ASIC
PETsys Evaluation Kit was used to investigate the performance of the TOF-
PET2 ASIC and explore the optical discriminators. The Evaluation Kit con-
tains two SiPM modules, two Front-End Modules (FEM), and one FEB/D v2
board.
The SiPM module is shown in Fig. 5.6, which contains one 3×3×5 mm3
LYSO crystal, one Ketek PM3325-WB SiPM (KETEK GmbH, Germany),
and one adaptor board.
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Figure 5.6: The SiPM module contains one 3×3×5 mm3 LYSO crystal, one
Ketek PM3325-WB SiPM, and one adaptor board.
The FEM module is shown in Fig. 5.7 [128]. One FEM module con-
tains one FEB/S board, two FEB/A v2 boards and one FEB/I board. The
FEB/S board is the interface between FEB/A v2 boards and the SiPM ar-
rays. It can host two 8×8 SiPM arrays, making a set of 128 readable SiPM
channels. The FEB/A v2 board is the host board of TOFPET2 ASIC. It is
assembled perpendicularly to both the FEB/I and the FEB/S boards, which
allows the ASIC to be easily cooled down, and at the same time prevents the
heat to be transferred to the SiPM arrays located in the FEB/S board. The
FEB/A v2 board also hosts one temperature sensor near the ASIC to mon-
itor its temperature. The FEB/I board is the interface board between the
FEB/D v2 board and the FEM, which manages the communication between
the FEB/A v2 boards in the FEM and the FEB/D v2 board.
Figure 5.7: One FEM module contains one FEB/S board, two FEB/A v2
board and one FEB/I board.
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The FEB/D v2 board is shown in Fig. 5.8, which contains one moth-
erboard, one bias mezzanine, and one data acquisition (DAQ) mezzanine.
The motherboard can connect to up to 8 FEM modules. Thus, the PETsys
Evaluation Kit can read up to 1024 SiPM channels. The DAQ mezzanine is
connected to a DAQ computer with the CentOS7 operating system with an
ethernet cable.
Figure 5.8: One FEB/D v2 contains one motherboard (lower), one bias
mezzanine (middle) and one data acquisition mezzanine (upper).
The experiment setup for investigating the performance of the TOFPET2
ASIC and exploring the optimal discriminators is shown in Fig. 5.9. The
different experiment conditions are summarized in Table 5.1. During the
experiment, the temperature of the ASIC was measured. A 30-µCi Na-22
source (Eckert & Ziegler Inc., Germany) was used to irradiate the LYSO.
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Figure 5.9: Left: the experiment setup for investigating the performance of
the TOFPET2 ASIC and exploring the optimal discriminators. Right: An
external light shielding cover with Peltier cooling.
Table 5.1: Experiment condition for TOFPET2 ASIC test.
Experiment SiPM cover External cover Fan cooling Peltier cooling
1 yes no yes no
2 yes yes yes no
3 yes yes yes yes
The energy resolution of the two SiPM channels and the coincidence timing
resolution between the two SiPM channels were measured. Fig. 5.10 shows
the energy spectrum and timing spectrum of the experiment condition 3.
The results of all 3 experiments are listed in Table. 5.2. The results showed
that environment light contamination deteriorates the energy resolution and
timing resolution seriously, and a black box was necessary for light shielding.
Moreover, a lower temperature was good for the timing resolution.
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Figure 5.10: The measured energy spectrum and timing spectrum of the
experiment with both the SiPM cover and the external cover, and both the
fan cooling and the Peltier cooling.
Table 5.2: Experiment result for TOFPET2 ASIC test.
Experiment Temperature
[◦C]
Timing reso-
lution [ps]
Energy resolution
[% at 511 keV ]
1 48 - 50 571.1 12.63, 12.47
2 50 - 52 230.4 10.46, 9.79
3 33 - 35 197.7 10.39, 10.03
The same experiment setup is shown in Fig. 5.9 was used for exploring
the optimal discriminator parameters Vth T1, Vth T2, and Vth E. Vth T1 is a
low timing threshold for fast timing measurement, Vth T2 is a high timing
threshold for rejecting dark counts, and Vth E is an energy threshold for
accepting events. PETsys recommended set Vth T1, Vth T2, and Vth E as 20,
20, 15 respectively. All the three parameters had a range from 0 to 63.
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In this experiment, while one parameter was being scanned, the other two
parameters were set as the recommended values.
The influence of the discriminators on energy resolution is listed in Table
5.3. The results suggested that when Vth T1 was small, increasing Vth T1 could
improve the energy resolution. However, when Vth T1 was large enough, it
did not affect the energy resolution. Moreover, Vth T2 and Vth E did not have
an obvious influence on the energy resolution.
Table 5.3: Energy resolution (% at 511 keV ) measured under discriminator
values. NA means no data is acquired.
Disc.
value
0 10 20 30 40 50 60
Vth T1 18.64,
17.99
14.64,
13.91
14.02,
13.76
13.81,
13.89
13.70,
13.78
13.96,
13.76
13.70,
13.79
Vth T2 NA 13.61,
13.59
13.72,
13.87
13.61,
13.64
13.65,
13.83
13.45,
13.53
NA
Vth E NA 14.39,
14.03
13.94,
14.24
13.68,
14.58
14.02,
14.13
NA NA
The influence of the discriminators on the timing resolution is listed in
Table 5.4. The results suggested that increasing Vth T1 could improve the
timing resolution by avoiding glitch. When Vth T2 was small, increasing Vth T2
could improve the timing resolution. However, when Vth T2 was large enough,
it did not affect the timing resolution, because most dark noises had been
rejected. Moreover, Vth E did not have an obvious influence on the timing
resolution. Based on the results, the recommended values from PETsys were
used in the following experiment.
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Table 5.4: Timing resolution (unit: ps) measured under discriminator
values. NA means no data is acquired.
Disc. value 0 10 20 30 40 50 60
Vth T1 150.5 101.0 97.5 95.2 91.1 88.2 86.1
Vth T2 NA 110.2 94.7 93.9 93.6 NA NA
Vth E NA 99.9 92.7 96.3 NA NA NA
5.2.3 PETsys readout system
A real PET scanner may have thousands of readout channels. However,
the PETsys Evaluation Kit could only support up to 1,024 channels. To
read a large number of SiPMs, the PETsys Readout System is designed
for applications where a high data rate and excellent time resolution are
required. The PETsys Readout System mainly consists of the FEM module,
the FEB/D v2 board, the DAQ v2 board, and the Clock & Trigger board.
The PETsys Readout System can handle up to 49,152 SiPM channels, which
is shown in Fig. 5.11.
Figure 5.11: The structure of the PETsys Readout System. The Clock &
Trigger board provides synchronization to multiple FEB/D v2 boards. One
FEB/D v2 board can hold up to 8 FEM modules. One FEM module can
hold up to 1024 SiPM channels. Data from SiPM is received by the DAQ
board.
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The DAQ v2 board is shown in Fig. 5.12, which is a PCIe based (2.0
X4) board that collects data from the FEB/D v2 board. Up to three mas-
ter FEB/D v2 boards can be connected to the DAQ v2 board through SFP+
high-speed links (either copper or optical medium), and one master FEB/D v2
can be daisy-chained with up to another 15 slave FEB/D v2 boards. The
DAQ v2 board receives data frames through SFP+ high-speed serial links.
The maximum input event rate per link is 100 Mevents/s at 6.6 Gbps.
The maximum output event rate to the PCIe bus and the computer is 250
Mevents/s.
Figure 5.12: The photo of the DAQ board.
The Clock & Trigger board is shown in Fig. 5.13, which provides syn-
chronization and time coincidence filtering for multiple FEB/D v2 boards.
It generates the system reference clock (200 MHz) and the synchronization
signal. The Clock & Trigger board can hold up to 16 FEB/D v2 boards. It
can be connected directly to one of the SFP+ ports of the DAQ v2 board,
or indirectly by connecting it as the slave of the last FEB/D v2 board of any
FEB/D v2 chain.
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Figure 5.13: The photo of the Clock & Trigger board.
5.3 Crystal resolvability experiment
Because the LYSO crystal size (1×1 mm2) was smaller than the SiPM chan-
nel size (3×3 mm2), two H-K9L optical glass light guides (Foctek Photonics
Inc., Japan) were coupled to both ends of each LYSO unit to share the scin-
tillation light to multiple SiPM channels for resolving crystal [129]. The
refractive index of the light guide is 1.5168, and the transmission spectrum
is shown in Fig. 5.14 [130], which is aligned with the LYSO spectrum and
the SiPM quantum efficiency spectrum.
Figure 5.14: The transmission spectrum of the light guide, which is aligned
with the LYSO spectrum and the SiPM quantum efficiency spectrum.
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The previous study shows that the crystal identification capability is af-
fected by the light guide thickness [131]. Briefly, with a thin light guide, the
light sharing among SiPMs is inefficient and LYSO crystals in the corner of
the SiPM array are difficult to distinguish. When the light guide is thick,
however, the excessive light sharing will result in a reduced crystal sepa-
ration because neighboring crystals have similar light sharing patterns. To
investigate the optimal light guide thickness, four LYSO units with different
thicknesses included 0.8, 1, 1.2 and 2 mm were fabricated, as shown in Fig.
5.15.
Figure 5.15: Four LYSO units with different light guide thicknesses (from
left to right are 0.8, 1.0, 1.2, and 2.0 mm) were fabricated.
The experiment setup for measuring the optimal light guide thickness is
shown in Fig. 5.16. The ASIC and SiPM were cooled by a fan and a Peltier
element. The same 30-µCi Na-22 source was used to irradiate the LYSO
unit from the side. The base plate was 3D printed by Fortus FDM and the
material was black solid ABS-M30. The power supply was B&K Precision
(B&K Precision Corporation, USA) 1902B. Each LYSO unit had a 10 min
data acquisition time. During the experiment, the SiPM temperature was
controlled as 29.2±0.3 ◦C.
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Figure 5.16: The experiment setup for measuring the optimal light guide
thickness.
The x and y coordinates of the flood histogram were calculated using the
position-encoding energy signals from the two 2×2 SiPM arrays as [122]
x =
1
2
(
B1 + C1
E1
+
B2 + C2
E2
), y =
1
2
(
C1 +D1
E1
+
C2 +D2
E2
), (5.1)
where A1, B1, C1 and D1 are the four energy outputs from the SiPM array
on the one end of the LYSO unit and A2, B2, C2 and D2 are from the SiPM
array on the other end. A, B, C and D referred to different channel position,
as shown in Fig. 5.17. E1 and E2 are the total energy measured by the two
SiPM arrays respectively as
E1 = A1 +B1 + C1 +D1, E2 = A2 +B2 + C2 +D2. (5.2)
Since different SiPM channels were read out independently, only events that
could trigger all 4 SiPM channels on either end of the LYSO unit were se-
lected.
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Figure 5.17: The explanation of relative position of A, B, C and D. The
2×2 red grid refers to the SiPM channels. The 6×6 small black grid refers
to the LYSO pixel.
The flood histograms of different light guide thicknesses are shown in Fig.
5.18. With the increase of light guide thickness, the flood histograms became
more uniform and the LYSO crystals in the corner were gradually resolvable.
For the 2.0-mm light guide, however, it was too thick and neighboring crystals
near the sides were hard to distinguish. Based on the flood histogram, the
optimal light guide thickness was chosen as 1.2 mm.
Figure 5.18: The flood histograms of different light guide thicknesses.
Top-left: 0.8 mm. Top-right: 1 mm. Bottom-left: 1.2 mm. Bottom-right:
2.0 mm.
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Fig. 5.18 shows the tradeoff in choosing the optimal light guide. A thin
light guide can resolve LYSO crystals more clearly, but the detection effi-
ciency of LYSO crystals in the corner is low. This is because only events
that trigger all 4 SiPMs on either end of the LYSO unit are selected. For a
thin light guide, since the light sharing of scintillation lights from one LYSO
crystal is not sufficient, it is difficult for an LYSO crystal in the corner to
trigger all 4 SiPMs. For a thick light guide, though the LYSO crystals in
the corner can be detected easily, the excessive light sharing makes the con-
centration of one LYSO crystal expanded and thus neighboring crystals are
difficult to distinguish. The 1.2 mm light guide is optimal because it can
resolve all LYSO crystals clearly and it has a relatively uniform detection
efficiency. The flood histograms also show distortion, which is caused by the
nonlinearity between the LYSO positions and the scintillation lights received
by different SiPMs. A thin light guide shows a severe distortion because the
spread of scintillation lights is not sufficient and most scintillation lights are
received by one SiPM.
5.4 Detector calibration experiment
After optimizing the light guide thickness, the LYSO block was fabricated
and placed into the two SiPM arrays. To characterize the energy, time and
DOI resolutions of the designed detector at different depths, another single
1×25.8×20 mm3 LYSO slab was used. The LYSO slab was also read out
by a Hamamatsu S13361-3050AE-08 SiPM array with 8 SiPM channels. As
shown in Fig. 5.19, the LYSO slab and the Na-22 source were placed on
a translation stage (XR50C, Thorlabs, Inc., USA), which could move along
the depth direction of the LYSO block. The range and resolution of the
translation stage were 50 mm and 0.01 mm, respectively.
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Figure 5.19: The experiment setup for measuring the energy, time and DOI
resolution at different depths.
The source active diameter was 0.25 mm. The distance from the LYSO
block to the source was 20 mm, and the distance from the LYSO slab to the
source was also 20 mm. Since the width of the slab was 1 mm, the incident
beam width in this experiment was 1 mm. Data were acquired at 10 depths
(1, 3, ..., 19 mm), and each depth had a 10 min acquisition time. Two-σ
energy window was used for each LYSO unit at different depths, and each
depth had about 40 thousand coincidence events. During the experiment,
the SiPM temperature was controlled as 27.6±0.4 ◦C.
The total energy of an event was measured as
E = E1 + E2. (5.3)
The coincidence time was estimated by two methods, which are
t = min(t1, t2, ..., t8)−min(t9, t10, ..., t16), (5.4)
and
t = mean(t1, t2, ..., t8)−mean(t9, t10, ..., t16), (5.5)
where t1 to t8 are the timing outputs of a LYSO unit and t9 to t16 are the
timing outputs of the LYSO slab. The first method used the earliest triggered
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signal to compute the coincidence time of an event, while the second method
used the average timing outputs of all triggered signal. The DOI ratio was
estimated as
DOIratio =
E1
E1 + E2
. (5.6)
A DOI calibration curve was used to convert the DOI ratio to the interaction
depth, which was obtained by a linear fit of the peak value of the DOI ratio
histogram to the known depth of interaction, which is
depth = a×DOI ratio+ b, (5.7)
where a and b are two coefficients. The DOI resolution was acquired by a
gaussian fit of the depth histogram.
The peak amplitude in ADU and energy resolution measured at different
depths and the flood histogram of all LYSO crystals are shown in Fig. 5.20.
It can be seen that the fluctuation at different depths was within one stan-
dard deviation. The average energy resolution FWHM over 10 depths was
15.66%±0.66% respectively, where the error is one standard deviation.
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Figure 5.20: Left: Energy peak amplitude in ADU and energy resolution at
10 depths. The vertical error bar is the standard deviation over 16 LYSO
units. The horizontal error bar is the 1-mm interaction depth error. Right:
The flood histogram of all LYSO crystals over all depths.
The time peak and time resolution based on two methods are shown in Fig.
5.21. The average time resolution FWHM over 10 depths were 602.98±10.58
ps and 763.76±10.03 ps for the earliest triggered method and the mean
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triggered method, respectively. Using the data measured at all 10 depths,
however, the timing resolution of the entire detector was 761.5 ps based on
the earliest triggered method and was 813 ps based on the mean triggered
method. The earliest triggered method achieved a better time resolution be-
cause the earliest triggered signal was the closest to the physical time when
the interaction happened, thus it was more accurate. Fig. 5.21 also shows
that the standard deviation of the earliest triggered method was larger in the
two ends than in the middle. The reason was that different SiPM channels
had different trigger time delays. When the interaction depth was close to
one end of LYSO, the SiPMs attached to this end were more likely to be
triggered earlier than the SiPMs attached to the other end. As a result, the
coincidence time was more variable in the ends, which resulted in the larger
standard deviation.
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Figure 5.21: Left: Time peak and time resolution at 10 depths based on the
earliest triggered method equation 5.4. Right: Time peak and time
resolution at 10 depths based on mean triggered method equation 5.5.
The DOI ratio histogram of one LYSO unit and the DOI resolution FWHM
measured at different depths is shown in Fig. 5.22. The average DOI resolu-
tion over 10 depths was 2.33±0.07 mm.
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Figure 5.22: Left: DOI profile of one LYSO unit at 10 depths. The depth
distance between neighboring peaks is 2 mm. Right: DOI resolution at 10
depths.
5.5 Design optimization and recalibration
The readout electronics were placed on both sides of the LYSO block, as
shown in Fig. 5.19. If directly making a two-panel sub scanner with such
a detector, part of the readout electronics would take up space within the
FOV, which increased the distance between the two panels and thus reduced
the photon sensitivity. To make the sub scanner geometry compact, a dual-
ended readout cable is needed to put the readout electronics on the same
side of the LYSO block. The cable design details can be found in Appendix
D, and the pictures are shown in Fig. D.6.
HLCD-40-06.30-TL-BR-2
HLCD-40-06.30-TR-BL-2
Figure 5.23: Top: The HLCD TR-BL cable. Bottom: The HLCD TL-BR
cable.
With the dual readout cable, the detector performance was recalibrated.
We had 8 LYSO blocks, 16 SiPM arrays, and 8 FEMs in the lab, which
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could make 8 detectors. The 8 detectors that were calibrated with the same
experiment setup, as shown in Fig. 5.24.
LYSO block
Na-22 source
LYSO slab
SiPM array
SiPM array
TOFPET2 ASIC
Dual readout cable
Depth = 0 Depth = 20
Data cable
Figure 5.24: The experiment setup of the detector performance calibration
with the dual-ended cable.
An example of the flood histogram of one LYSO unit is shown in Fig. 5.25.
During the experiment, the temperature was controlled as 24.21±2.02 ◦C.
All the LYSO crystal could be resolved.
Figure 5.25: The flood histogram of one LYSO unit with the dual readout
cable. All the LYSO crystals are resolved.
The energy, timing and DOI resolution were measured at 5 depths (2, 6,
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10, 14, and 18 mm), and each depth had a 5-min data acquisition time. The
end that was readout by the dual-ended cable was at depth 0 mm. During
the experiment, the temperature was controlled as 24.31±1.94 ◦C.
The energy resolution of all 8 detectors is shown in Fig. 5.26. The energy
resolution did not show an obvious dependence on the interaction depth,
and the average energy resolution of all 8 detectors at all 5 depths was
16.13%±1.01% at 511 keV , which was 3.00% worse than the result with-
out the dual readout cable (15.66%).
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Figure 5.26: Left: the energy resolution of all 8 detectors at 5 depths. The
error bar is the standard deviation of 16 LYSO units in each detector.
Right: the average energy resolution of all 8 detectors. The error bar is the
standard deviation of the 8 detectors at a specific depth.
The timing resolution is shown in Fig. 5.27. The timing resolution got
improved when the interaction was far away from the end that was readout
by the dual-ended cable, which suggested that the dual-ended cable could
slightly delay the timing trigger. The average timing resolution of all 8
detectors at all 5 depths was 658.03±15.18 ps, which was 9.67% worse than
the original result (600.02 ps).
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Figure 5.27: Left: the timing resolution of all 8 detectors. The error bar is
the standard deviation of 16 LYSO units. Right: the average timing
resolution of all 8 detectors. The error bar is the standard deviation of the
8 detectors.
The DOI resolution is shown in Fig. 5.28. The DOI resolution did not
show an obvious dependence on the interaction depth, which was aligned
with the energy resolution. The average DOI resolution of all 8 detectors at
all 5 depths was 2.62±0.06 mm, which was 12.45% worse than the original
result (2.33 mm).
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Figure 5.28: Left: the DOI resolution of all 8 detectors. The error bar is the
standard deviation of 16 LYSO units. Right: the average DOI resolution of
all 8 detectors. The error bar is the standard deviation of the 8 detectors.
Table 5.5 summarizes the design and performance of some dual-ended read-
out detectors for high-resolution PET applications. It can be seen that using
the dual readout cable would slightly deteriorate the detector performance.
However, compared to the result with the other previously published results,
our design can achieve relatively good energy, time and DOI resolution.
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Table 5.5: Design and performance of high-resolution dual-ended readout
PET detectors.
Citation Crystal
[mm3]
Detector Energy
[%]
Time
[ns]
DOI
[mm]
w/o
cable
[132]
LYSO
1×1×20
SiPM 15.66 0.60 2.33
w/ ca-
ble
LYSO
1×1×20
SiPM 16.13 0.66 2.62
[115] LYSO
1.5×1.5×20
PSPMT
+ APD
19 2.4 2.9
[133] LSO
1.55×1.55×20
G-APD* 12.8 1.14 2.9
[134] LYSO
1.9×1.9×30
SSPM* 17.6 2.8 5.6
[117] LYSO
0.97×0.97×20
SiPM 16.7 1.41 2.1
[116] LYSO
0.95×0.95×20
SiPM 23.8 1.78 2.81
[135] LYSO
0.5×0.5×20
SiPM 21 1.23 2.84
*: G-APD: Geiger mode avalanche photodiode. SSPM: solid-state photomultiplier.
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Chapter 6
Design and characterization of the sub scanner
The detector designed in the previous chapter was scaled up to a sub scanner.
The sub scanner had two panels, and each panel was 53.8×57.8 mm2 and
consisted of a 2×2 detector array. The spatial resolution of the sub scanner
was calibrated. Details are discussed in this chapter.
6.1 Spatial resolution experiment
The 8 detectors with the dual readout cable were assembled to a two-panel
sub scanner, as shown in Fig. 6.1. The panel size was 53.8×57.8 mm2. Each
LYSO block had a 24×24 LYSO array, and each LYSO was 1×1 mm2, so the
packing fraction was 74.1%. The distance between the two panels (frontend
of the LYSO) was 107.4 mm. The FOV of the sub scanner was 50×50×50
mm3.
53.8 mm
57.8 mm
107.4 mm
x
zy
Figure 6.1: The photo of the sub scanner. The panel size was 53.8×57.8
mm, and the distance between the two panels was 107.4 mm.
The spatial resolution of the sub scanner was measured with a Na-22 source
(activity 30 µCi, active diameter 0.25 mm). The source was placed on the
translation stage, and the spatial resolution was measured at the FOV center
and 5, 10, 15, 20 mm away from the center along the in-panel (z axis in Fig.
6.1) and orthogonal-panel (x axis in Fig. 6.1) directions. The experiment
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setup is shown in Fig. 6.2. Each source position had 300-s data acquisition
time, and the temperature was controlled as 32.17±0.86 ◦C. The number of
coincidence acquired at different source positions is shown in Fig. 6.3.
Na-22
In-panel direction (z axis)
Orthogonal-panel direction (x axis)
Na-22
Figure 6.2: Top: the experimental setup for measuring spatial resolution
along the in-panel direction. Bottom: the setup for measuring along the
orthogonal-panel direction.
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Figure 6.3: The number of coincidence acquired at different source
positions. Each position had 300-s data acquisition.
The coordinate of the sub scanner is shown in Fig. 6.1. The center of the
coordinate was defined as the center of the panel at the midpoint between
the two panels. To do image reconstruction, the list-mode data (i.e., x1, y1,
z1, x2, y2, z2) of coincidence events were needed. To know x, the interaction
depth of an event was needed. To know y and z, the specific LYSO pixel
where energy was deposited was needed.
As explained in Fig. 5.17, depending on the position within one LYSO
unit, the 8 energy outputs of an event were named as A1 to D2. With
this denotation, x was computed based on equation 5.2, 5.6 and 5.7, and
coefficients a and b had been acquired during the detector calibration. For
y and z, however, there were three levels of position: LYSO block, LYSO
unit, and LYSO pixel. To know one event was from which LYSO block and
unit, the channel number was used. After that, equation 5.1 was used to
compute a coordinate, and the event was assigned to the closest LYSO pixel
based on the pre-calibrated flood histogram. It can be seen that properly
naming channels were the basis of acquiring list-mode data, and the details
were explained in Appendix E.
Image was reconstructed with the gpurecon program. The reconstruction
FOV was 50×50×50mm3, and the voxel size was 0.5×0.5×0.5mm3. The line
profiles of all 9 source positions along the in-panel (z axis) and orthogonal-
panel (x axis) directions are shown in Fig. 6.4.
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Figure 6.4: The line profiles of all 9 source positions along the in-panel
(left) and orthogonal-panel directions (right). Different line profiles are
aligned based on the highest voxel.
The in-panel and orthogonal-panel spatial resolution were acquired by us-
ing a Gaussian function to fit the line profiles, as shown in Fig. 6.5. Specifi-
cally, the in-panel and orthogonal-panel spatial resolution at the FOV center
were 1.94 and 4.44 mm, respectively. The results showed that spatial resolu-
tion gradually deteriorated when the source was moving away from the FOV
center, and the deterioration was worse along the in-panel direction than the
orthogonal-panel direction.
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Figure 6.5: Left: in-panel spatial resolution at different positions within the
FOV. Right: orthogonal-panel spatial resolution.
Table 6.1 summarizes the design and spatial resolution of some breast and
brain dedicated PET scanners at the FOV center. The comparison showed
that the sub scanner could achieve a good in-panel spatial resolution.
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Table 6.1: Design and performance of high-resolution dual-ended readout
PET detectors.
Citation Organ Geometry Crystal
[mm3]
Resolution
[mm]
- - Dual panel 1×1×20 in-panel 1.9,
orthogonal-
panel 4.4
PEM-I [57] Breast Dual panel Continuous 2.8
MDAPET [58] Breast Partial
Ring
2.7×2.8×19 2.8
MaxPET [59] Breast Dual panel 3×3×20 2.3
BPET [60] Breast Dual plates Continuous in-panel 3.8,
orthogonal-
panel 4.6
CYBPET [63] Breast Ring 3×5×20 radial 2.8,
axial 3.8
[71] Brain Ring 2.8×6.6×30 radial 2.9,
axial 2.9
jPET-D4 [72] Brain Ring 2.9×2.9×7.5 radial 3.1,
axial 3.1
HRRT [73] Brain Octagon 2.1×2.1×7.5 2.4
HelmetPET [74] Brain Helmet 1×1×10 &
1.5×1.5×10
2.2
PET-Hat [69] Brain Ring 4.9×5.9×7 radial 4.0,
axial 3.5
[75] Brain Ring 1.5×1.5×10 radial 2.8,
axial 2.0
[68] Brain Helmet-
Chin
2.8×2.8×7.5 3.0
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Chapter 7
Summary
In this thesis, an organ-dedicated PET scanner with a focus on head and neck
cancers is proposed (Chapter 3). To evaluate the scanner, the system perfor-
mance is comprehensively studied through Monte Carlo simulation (Chapter
4). Based on the simulation requirements, a high-resolution PET detector
with DOI capability is designed and calibrated (Chapter 5). The detector is
further scaled up to a two-panel sub scanner, and the spatial resolution is
measured (Chapter 6).
With the thorough understanding of PET systems (Chapter 2), and based
on the recognition of current limitations of head-and-neck cancer diagnosis
and treatment and previous organ-dedicated PET systems (including one
dedicated head and neck cancer PET system), this thesis puts forward an
organ-dedicated PET scanner, with a focus on the head and neck cancer
(Chapter 3). The scanner is designed to have two-panel geometry, and the
detector should have DOI capability.
The system design and performance are studied through Monte Carlo sim-
ulation. The influence of crystal size on the image quality and the effects
of DOI resolution on spatial resolution are evaluated. After that, a com-
prehensive simulation is performed and the system performance is compared
with a cutting-edge whole-body PET. The proposed system shows a better
performance in terms of NEC rate, photon sensitivity, spatial resolution, and
lesion visualization than the whole-body PET scanner (Chapter 4).
Based on the requirement of the simulation results, a high-resolution PET
detector with DOI capability is designed (Chapter 5). The DOI capabil-
ity is implemented by using the dual-ended readout configuration. The flood
histogram, energy resolution, timing resolution, and DOI resolution are mea-
sured. The designed detector is optimized by using a dual readout cable to
put the readout electronics on the same side of the LYSO block. Compared
with previously published high-resolution dual-ended PET detectors, this
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design shows a relatively better performance.
The optimized detector is scaled up to two modular 53.8×57.8-mm2 panels
and made a two-panel sub scanner. The in-panel and orthogonal-panel spa-
tial resolution at the FOV center and along the in-panel and orthogonal-panel
axes are measured. Compared with previously published organ dedicated
PET scanner, the sub scanner shows good in-panel spatial resolution. Since
the panel is modular, more complex systems, such as a geometry-complete
four-panel scanner, or a two-panel scanner with larger panel size, can be
easily scaled up.
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Appendix A
GATE Hits file in ROOT format
GATE can have different types of output formats including ASCII, binary,
ROOT and so on. ROOT is a modular scientific software framework devel-
oped by CERN and it provides all the functionality needed to handle and
e large amounts of data in a very efficient way. In this study, all the data
analyse were performed in ROOT.
Fig. A.1 shows the GATE Hits file in ROOT format. A class called ‘TTree’
is used to store the data, which contains many branches and each branch
represents one feature of an interaction. Every time an interaction happens,
all of its features are filled into the corresponding branch. The meanings of
some branches are shown in Table A.1.
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Table A.1: The meaning of branches of the GATE Hits file in the ROOT
format.
Branch Meaning
PDGEncoding Geant4 code of the particle which has generated
the hit
trackID ID of the particle which has generated the hit
parentID ID of the mother of the particle which has gener-
ated the hit
time Time stamp of the hit
edep Energy deposited by the hit
stepLength Range of particle which has generated the hit
posX X position of the hit in the world referential
posY Y position of the hit in the world referential
posZ Z position of the hit in the world referential
localPosX X position of the hit in the local referential
localPosY Y position of the hit in the local referential
localPosZ Z position of the hit in the local referential
gantryID ID of volume attached to the “base” level of the
system
rsectorID ID of volume attached to the “rsector” level of the
system
moduleID ID of volume attached to the “module” level of the
system
submoduleID ID of volume attached to the “submodule” level of
the system
crystalID ID of volume attached to the “crystal” level of the
system
layerID ID of volume attached to the “layer” level of the
system
photonID ID of the photon giving the particle which has gen-
erated the hit
nPhantomCompton Number of Compton interactions in phantoms be-
fore reaching the detector
nPhantomRayleigh Number of Rayleigh interactions in phantoms be-
fore reaching the detector
primaryID ID of the primary particle whose descendant gen-
erated this hit
sourceID ID of the source which emitted the primary parti-
cle
eventID ID of the event
runID ID of the run (i.e. time-slice)
processName Name of the process which has generated the hit
88
Figure A.1: The GATE Hits file in the ROOT format.
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Appendix B
PETsys Readout System data format
The output data in the ROOT format of the PETsys Readout System is
shown in Fig. B.1 and Table B.1.
Figure B.1: The output data in the ROOT format of the PETsys Readout
System.
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Table B.1: The meaning of branches of the PETsys Readout System output
data in the ROOT format
Branch Meaning
step1 A variable for scanning parameters, such as SiPM
over-voltage, or discriminators.
step2 A variable for scanning parameters, such as SiPM
over-voltage, or discriminators.
time The time of the event, in picoseconds. 0 is the time
when one measurement starts.
channelID The absolute channel ID of the event.
tot
energy
tacID The TAC number for this event, ranging from 0 to
3.
xi The index position in the X direction of the pixel
connected to channelID. (e.g., 0, 1, 2...)
yi The index position in the Y direction of the pixel
connected to channelID. (e.g., 0, 1, 2...)
x The physical coordinates in the X direction of the
pixel connected to channelID. (unit: mm)
y The physical coordinates in the Y direction of the
pixel connected to channelID. (unit: mm)
z The physical coordinates in the Z direction of the
pixel connected to channelID. (unit: mm)
tqT The fine time (time for crossing the time threshold)
measured directly by the TDC in units of clock
periods.
tqE The fine time (time for crossing the energy thresh-
old) measured directly by the TDC in units of
clock periods.
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Appendix C
Channel mapping
The channel number of Hamamatsu S13361-3050AE-08 SiPM array is not
the same as the channel number of the PETsys Readout System. Thus, it is
necessary to map the channel numbers for checking the data acquisition and
doing data analysis.
The Hamamatsu S13361-3050AE-08 SiPM array consists of 8×8 SiPM
channels, which is denoted from A-1 to H-8, as shown in Fig. C.1.
Figure C.1: The channel denotation of the Hamamatsu S13361-3050AE-08
SiPM array.
The Hamamatsu S13361-3050AE-08 SiPM array has two Samtec ST4-40-
1.00.L-D-P-TR connectors, which are coupled to the two Samtec SS4-40-3.00-
L-D-K-TR connectors on the FEB/S board. Each connector has 80 pins, and
there are 160 pins in total. The mapping relationship is shown in Table. C.1.
Based on Table. C.1, the denotation of SiPM channels can be mapped to
the denotation of readout channels in the PETsys Readout System, as shown
in Fig. C.2.
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Table C.1: The mapping relationship of channels in the Hamamatsu
S13361-3050AE-08 SiPM array and the PETsys Readout DAQ System. (A
= Anode, K = Cathode, NC = not connected, HV = high voltage, CH =
channel)
Connector1 Connector 2
Pin SiPM PETsys Pin SiPM PETsys
1 K (G-8) HV-4 1 K (C-8) HV-7
2 K (H-8) HV-6 2 K (D-8) HV-5
3 NC HV-4 3 NC HV-7
4 A (G-8) HV-6 4 A (C-8) HV-5
5 A (H-8) NC 5 A (D-8) NC
6 A (H-7) NC 6 A (D-7) NC
7 A (G-7) CH-26 7 A (C-7) CH-34
8 NC CH-20 8 NC CH-32
9 K (H-7) CH-22 9 K (D-7) CH-50
10 K (G-7) CH-28 10 K (C-7) CH-36
11 K (G-6) CH-16 11 K (C-6) CH-44
12 K (H-6) CH-12 12 K (D-6) CH-42
13 NC CH-10 13 NC CH-38
14 A (G-6) CH-18 14 A (C-6) CH-48
15 A (H-6) NC 15 A (D-6) NC
16 A (H-5) NC 16 A (D-5) NC
17 A (G-5) HV-4 17 A (C-5) HV-7
18 NC HV-6 18 NC HV-5
19 K (H-5) HV-4 19 K (D-5) HV-7
20 K (G-5) HV-6 20 K (C-5) HV-5
21 K (G-4) HV-4 21 K (C-4) HV-7
22 K (H-4) HV-6 22 K (D-4) HV-5
23 NC HV-4 23 NC HV-7
24 A (G-4) HV-6 24 A (C-4) HV-5
25 A (H-4) NC 25 A (D-4) NC
26 A (H-3) NC 26 A (D-3) NC
27 A (G-3) CH-14 27 A (C-3) CH-33
28 NC CH-31 28 NC CH-40
29 K (H-3) CH-8 29 K (D-3) CH-37
30 K (G-3) CH-25 30 K (C-3) CH-46
31 K (G-2) CH-6 31 K (C-2) CH-51
32 K (H-2) CH-24 32 K (D-2) CH-52
33 NC CH-0 33 NC CH-53
34 A (G-2) CH-30 34 A (C-2) CH-54
35 A (H-2) NC 35 A (D-2) NC
36 A (H-1) NC 36 A (D-1) NC
37 A (G-1) HV-4 37 A (C-1) HV-7
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Table C.1 (cont)
38 NC HV-6 38 NC HV-5
39 K (H-1) HV-4 39 K (D-1) HV-7
40 K (G-1) HV-6 40 K (C-1) HV-5
41 K (F-1) HV-4 41 K (B-1) HV-7
42 K (E-1) HV-6 42 K (A-1) HV-5
43 NC HV-4 43 NC HV-7
44 A (F-1) HV-6 44 A (B-1) HV-5
45 A (E-1) NC 45 A (A-1) NC
46 A (E-2) NC 46 A (A-2) NC
47 A (F-2) CH-11 47 A (B-2) CH-55
48 NC CH-13 48 NC CH-59
49 K (E-2) CH-5 49 K (A-2) CH-49
50 K (F-2) CH-17 50 K (B-2) CH-61
51 K (F-3) CH-1 51 K (B-3) CH-45
52 K (E-3) CH-21 52 K (A-3) CH-57
53 NC CH-7 53 NC CH-43
54 A (F-3) CH-23 54 A (B-3) CH-63
55 A (E-3) NC 55 A (A-3) NC
56 A (E-4) NC 56 A (A-4) NC
57 A (F-4) HV-4 57 A (B-4) HV-7
58 NC HV-6 58 NC HV-5
59 K (E-4) HV-4 59 K (A-4) HV-7
60 K (F-4) HV-6 60 K (B-4) HV-5
61 K (F-5) HV-4 61 K (B-5) HV-7
62 K (E-5) HV-6 62 K (A-5) HV-5
63 NC HV-4 63 NC HV-7
64 A (F-5) HV-6 64 A (B-5) HV-5
65 A (E-5) NC 65 A (A-5) NC
66 A (E-6) NC 66 A (A-6) NC
67 A (F-6) CH-9 67 A (B-6) CH-41
68 NC CH-19 68 NC CH-56
69 K (E-6) CH-3 69 K (A-6) CH-47
70 K (F-6) CH-15 70 K (B-6) CH-62
71 K (F-7) CH-4 71 K (B-7) CH-39
72 K (E-7) CH-27 72 K (A-7) CH-58
73 NC CH-2 73 NC CH-35
74 A (F-7) CH-2 74 A (B-7) CH-60
75 A (E-7) NC 75 A (A-7) NC
76 A (E-8) NC 76 A (A-8) NC
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Table C.1 (cont)
77 A (F-8) HV-4 77 A (B-8) HV-7
78 NC HV-6 78 NC HV-5
79 K (E-8) HV-4 79 K (A-8) HV-7
80 K (F-8) HV-6 80 K (B-8) HV-5
Figure C.2: The mapping result of SiPM channels to readout system
channels.
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Appendix D
Design of the dual-readout cable
To move the readout electronics on the same side of the LYSO block in the
detector module, two dual-readout cables were designed, and the details are
as follows.
If directly moving the entire FEM (Fig. 5.7), then the cable would need
to connect the SiPM array and the FEB/S board. The Hamamatsu S13361-
3050AE-08 SiPM array had two Samtec (Samtec Inc., USA) ST4-40-1.00.L-
D-P-TR connectors, which were coupled to two Samtec SS4-40-3.00-L-D-K-
TR connectors on the FEB/S board, as shown in Fig. D.1. Since one FEB/S
board held two SiPM arrays, and one connector had 80 pins, there were 320
pins needed to be connected. However, the width of the dual-ended cable
was limited by the width of the FEM. If the cable width was too large, there
would be a large gap between different layers of detectors when scaling up
the detector to the sub scanner, which lowered the system sensitivity.
SS4-40-3.00-L-D-K-TR ST4-40-1.00.L-D-P-TR
Figure D.1: Left: one FEB/S board holds four Samtec
SS4-40-3.00-L-D-K-TR connectors. Right: one Hamamatsu
S13361-3050AE-08 SiPM array has two Samtec ST4-40-1.00.L-D-P-TR
connectors. Each connector has 80 pins.
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A more practical design was leaving the FEB/S board on both sides of the
LYSO block and putting the two FEB/A v2 boards and the FEB/I board on
the same side of the LYSO block. The FEB/S board had two Samtec LSHM-
140-04.0-L-DV-A-N connectors. Each connector had 80 pins and was con-
nected to one Samtec LSHM-140-01-L-DH-A-N connector on the FEB/A v2
board, as shown in Fig. D.2. In this configuration, the total number of pins
needed to be connected was reduced to 160.
LSHM-140-01-L-DH-A-N 
LSHM-140-04.0-L-DV-A-N
Figure D.2: The Samtec LSHM-140-04.0-L-DV-A-N connector on the
FEB/S board is connected to the Samtec LSHM-140-01-L-DH-A-N
connector on the FEB/A v2 board. Both connectors only have 80 pins,
which reduces the width of the dual-ended cable.
Samtec LSHM was a family of high-speed hermaphroditic connectors. LSHM
has three tail options: DV (the connector is vertically soldered to the PCB
board), DH (the connector is horizontally soldered), and RH (the connector
is reversely horizontally soldered), which is shown in Fig. D.3. Due to the
hermaphrodite, LSHM could mate to itself, so the dual-ended cable should
also host two LSHM connectors. Samtec HLCD was a family of high-speed
hermaphroditic coax cables that had two LSHM connectors. Thus, the de-
sign goal was to properly select HLCD cables that could mate to the FEB/S
and FEB/A v2 boards and maintain the original pin-to-pin relationship.
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DV DH RH
Figure D.3: Samtec LSHM connectors have three tile options: DV (left),
DH (middle), RH (right).
The pin-to-pin relationship of two mating LSHM connectors depends on
the tail option, as summarized in Table D.1. The original connection was
DV on FEB/S - DH on FEB/A v2, so the pin-to-pin was pin 1 to pin N,
where N was 80.
Table D.1: Samtec LSHM connector mating options. In this design, N = 80.
Mating option Pin-to-pin
DV - DV pin 1 - pin 2
DV - DH pin 1 - pin N
DV - RH pin 1 - pin N-1
DH - DH pin 1 - pin 2
DH - RH pin 1 - pin 1
RH - RH pin 1 - pin 2
With the HLCD cable, the connection became DV on FEB/S - xx on one
end - cable - xx on the other end - DV on FEB/A v2, where xx could be DV,
DH, or RH. To maintain the original pin-to-pin relationship, both the LSHM
mating and the pin-to-pin relationship on the cable needed to be considered.
The pin-to-pin relationship on the HLCD cable depended on the soldering
option of the LSHM connector on the cable, which is listed in Table D.2.
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Table D.2: The HLCD cable soldering option.
Soldering option Tile option Description
TR DV Top side, towards right
TL DV Top side, towards left
BR DV Bottom side, towards right
BL DV Bottom side, towards left
TD DH Top side
BD DH Bottom side
TH RH Top side
BH RH Bottom side
For example, if the HLCD cable had two DV connectors, there could be 6
combinations of soldering options in total, as shown in Fig. D.4.
TL-TL, same side, same towards TR-RL, same side, face to face
TR-BR, different side, same towards TR-BL, different side, face to face TL-BR, different side, back to back
TL-TR, same side, back to back
Figure D.4: The HLCD cable with two DV connectors has 6 different
combinations of soldering options. First row: the two connectors are on the
same side of the cable. Second row: the two connectors are on the different
side. Left column: both connectors are in the same direction. Middle
column: connectors are face to face. Right column: connectors are back to
back.
The 8 soldering options led to 36 choices of the HLCD cables. Given one
choice, the LSHM tail options on the cable were fixed, and the needed pin-to-
pin relationship on the cable could be deduced. Using TR-TR as an example.
The soldering option TR-TR had two DV connectors, so the connection was
DV on FEB/S - DV on the one end of the HLCD cable - cable - DV on the
other end - DH on FEB/A v2. Based on Table. D.1, DV-DV was pin 1 - pin
2, DV-DH was pin 1 - pin N, thus the pin-to-pin relationship on the cable
must be pin 1 - pin 2 so that the original pin 1 - pin N could be maintained.
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However, the HLCD cable was designed for the direct connection of two
LSHM connectors. As explained by Fig. D.5, in our application the FEB/S
board was facing the two FEB/A v2 boards, which was equal to flip the
LSHM connector. To offset the flip, the left connector on the FEB/S board
must be connected to the right connector on the FEB/A v2 board. As a
result, two HLCD cables had to connect the FEB/S and FEB/A v2 from the
same side to avoid the geometry overlap.
Direct connection
Direct connection with cable
Flipped connection with cable
(Different side)
Flipped connection with cable
(Same side)
Figure D.5: The FEB/S board was flipped, and the left connector on
FEB/S board must be connected to the right connector on the FEB/A v2
board. As a result, two HLCD cables had to connect the FEB/S and
FEB/A v2 boards from the same side to avoid the overlap.
Based on the configuration, all 36 HLCD cable choices were checked, as
listed in Table D.4. It can be seen that one HLCD TR-BL cable with pin 1 -
pin 2 relationship and one TL-BR cable with pin 1 - pin 2 could satisfy the
mating requirement and maintain the original pin-to-pin relationship at the
same time.
100
Table D.3: Different choices of the HLCD cable and the satisfaction of the
mating requirement and the pin-to-pin relationship requirement. (NA =
not applicable, 1 - N-1 = pin 1 connect to pin N-1)
HLCD
soldering
option
LSHM
tail
option
Available ca-
ble pin-to-pin
Mating
requirement
Pin-to-pin
requirement
TR-TR DV-DV 1 - 1, 1 - 2 No NA
TR-TL DV-DV 1 - N-1, 1 - N No NA
TR-BR DV-DV 1 - N-1, 1 - N No NA
TR-BL DV-DV 1 - 1, 1 - 2 Yes 1-2
TR-TD DV-DH 1 - 1, 1 - 2 No NA
TR-TH DV-RH 1 - N-1, 1 - N No NA
TR-BD DV-DH 1 - N-1, 1 - N No NA
TR-BH DV-RH 1 - 1, 1 - 2 No NA
TL-TL DV-DV 1 - 1, 1 - 2 No NA
TL-BR DV-DV 1 - 1, 1 - 2 Yes 1-2
TL-BL DV-DV 1 - N-1, 1 - N No NA
TL-TD DV-DH 1 - N-1, 1 - N No NA
TL-TH DV-RH 1 - 1, 1 - 2 No NA
TL-BD DV-DH 1 - 1, 1 - 2 No NA
TL-BH DV-RH 1 - 1, 1 - 2 No NA
BR-BR DV-DV 1 - 1, 1 - 2 No NA
BR-BL DV-DV 1 - N-1, 1 - N No NA
BR-TD DV-DH 1 - N-1, 1 - N No NA
BR-TH DV-RH 1 - 1, 1 - 2 No NA
BR-BD DV-DH 1 - 1, 1 - 2 No NA
BR-BH DV-RH 1 - N-1, 1 - N No NA
BL-BL DV-DV 1 - 1, 1 - 2 No NA
BL-TD DV-DH 1 - 1, 1 - 2 No NA
BL-TH DV-RH 1 - N-1, 1 - N No NA
BL-BD DV-DH 1 - N-1, 1 - N No NA
BL-BH DV-RH 1 - 1, 1 - 2 No NA
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Table D.3 (cont)
TD-TD DH-DH 1 - N-1, 1 - N No NA
TD-TH DH-RH 1 - 1, 1 - 2 No NA
TD-BD DH-DH 1 - 1, 1 - 2 No NA
TD-BH DH-RH 1 - N-1, 1 - N No NA
TH-TH RH-RH 1 - N-1, 1 - N No NA
TH-BD RH-DH 1 - N-1, 1 - N No NA
TH-BH RH-RH 1 - 1, 1 - 2 No NA
BD-BD DH-DH 1 - N-1, 1 - N No NA
BD-BH DH-RH 1 - 1, 1 - 2 No NA
BH-BH RH-RH 1 - N-1, 1 - N No NA
The pictures of the cables are shown in Fig. D.6.
HLCD-40-06.30-TL-BR-2
HLCD-40-06.30-TR-BL-2
Figure D.6: Top: The HLCD TR-BL cable. Bottom: The HLCD TL-BR
cable.
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Appendix E
List-mode data
To do image reconstruction, the coincidence data must be first converted
to the list-mode data. Specifically, coincidence data refers to the detector
output such as channelID, energy, timing, and list-mode data refers to the
coordinates of the two events (x1, y1, z1, x2, y2, z2) of a line of response
(LOR). The coordinate system is defined in Fig. E.1, which shows a simplified
schematic sub-scanner. The FOV center is defined as the midpoint of the
center of the two panels.
block 0
b1
b2
b3
b4
b5
b6
b7
O x
zy
Figure E.1: The simplified schematic sub-scanner. The 8 cubes represent
the 8 LYSO blocks. The image reconstruction FOV center is the geometry
center of the sub-scanner.
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To know y and z coordinates of an event, we need to know the coordinate
of the LYSO crystal that has the energy deposition. There are three steps.
The first step is to get the coordinate of the negative-y and negative-z corner
of an LYSO block. Fig. E.2 uses LYSO block 6 as an example. The xblock
coordinate is -53.7, which is half of the panel distance 107.4 mm. The yblock
coordinate is -28.9, which is the block size 25.8 mm plus half of the gap in y
axis 3.1 mm. Similarly, the zblock coordinate is -26.9, which is the block size
25.8 mm plus half of the gap in z axis 1.1 mm.
block 0
b1
b2
b3
b4
b5
b6
b7
O x
zy
(-53.7, -28.9, -26.9)
Figure E.2: An example of the coordinate of the negative-y and negative-z
of an LYSO block.
The second step is to get the coordinate of the negative-y and negative-z
corner of an LYSO unit. Fig. E.3 uses unit 6 in block 6 as an example. The
16 LYSO units within one LYSO block are numbered from negative y and
negative z to the positive y and positive z. The xunit coordinate is -53.7,
which is the same as the xblock. The yunit and zunit are computed with the
following two equations,
yunit = yblock + (n/4)× 6.45,
zunit = zblock + (n%4)× 6.45,
(E.1)
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block 0
b1
b2
b3
b4
b5
b6
b7
O x
zy
0
15
14
1
2
3
4
5
6
7
8
9
10
11
12
13
(-53.7, -28.9+6.45, -26.9+6.45×2)
Figure E.3: An example of the coordinate of the negative-y and negative-z
of an LYSO unit.
where n is the unit number, and 6.45 is the unit size.
The third step is to know the coordinate of the center of an LYSO crystal.
The flood of an event is first calculated, then the crystal index is acquired
by searching for the closest concentration in the pre-calibrated flood his-
togram. After that, the ycrystal and zcrystal are computed with the following
two equations,
ycrystal = yunit + (ny + 0.5)× 1.075,
zcrystal = zunit + (nz + 0.5)× 1.075,
(E.2)
where ny and nz are the crystal index within the LYSO unit and range from
0 to 5, and 1.075 is the distance between two neighboring crystals.
To know x, we first compute the DOI ratio. Then the DOI ratio is con-
verted to the interaction depth as,
d = a× r + b, (E.3)
where d is the interaction depth, r is the DOI ratio, and a and b are the two
pre-calibrated linear coefficients.
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The above conversion is based on the denotation (A1, B1, C1, D1, A2, B2,
C2, D2) of the 8 SiPMs within an LYSO unit . There are 1,024 SiPM channels,
and 128 LYSO units. The denotation of all the channels is summarized in
Table. E.1.
The channel denotation depends on the way how the 8 PETsys FEMs
connect to the 8 ports (numbering from 1 to 8) of the PETsys FEB/D v2
board. One must use the connection shown in Fig. E.4 to get the above
denotation.
Port 1
Port 2
Port 3
Port 4
Port 8
Port 7
Port 6
Port 5
Figure E.4: The numbering of connecting the 8 FEM to 8 ports in the
FEB/D v2 board.
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Table E.1: The denotation of all1,024 channels in the sub scanner.
blockID unitID A1 B1 C1 D1 A2 B2 C2 D2
0
0 208 214 218 202 36 42 48 32
1 206 200 198 212 52 46 40 54
2 199 193 197 201 53 57 63 61
3 194 196 195 192 62 58 60 56
4 220 222 210 204 34 51 38 50
5 207 223 217 211 47 33 37 41
6 221 213 215 219 35 45 43 39
7 203 216 209 205 49 59 55 44
8 242 230 243 226 12 18 30 28
9 233 229 225 239 19 25 31 15
10 231 235 237 227 27 23 21 29
11 236 247 251 241 13 17 24 11
12 224 240 234 228 10 26 22 16
13 246 232 238 244 20 6 8 14
14 253 255 249 245 9 5 1 7
15 248 252 250 254 0 3 4 2
1
0 186 190 184 188 68 66 64 67
1 185 181 189 191 65 71 73 69
2 174 180 182 168 72 78 84 70
3 170 164 160 176 86 80 74 90
4 187 177 172 183 88 75 77 81
5 173 163 167 171 85 93 91 87
6 161 175 169 165 95 79 83 89
7 179 162 178 166 94 92 76 82
8 145 141 139 152 119 108 113 123
9 151 155 157 149 107 103 99 109
10 153 147 143 159 101 105 111 97
11 146 140 156 158 102 114 98 115
12 131 128 130 132 124 120 126 122
13 133 137 135 129 127 125 117 121
14 134 148 142 136 104 118 116 110
15 154 138 144 150 112 96 100 106
2
0 464 470 474 458 292 298 304 288
1 462 456 454 468 308 302 296 310
2 455 449 453 457 309 313 319 317
3 450 452 451 448 318 314 316 312
4 476 478 466 460 290 307 294 306
5 463 479 473 467 303 289 293 297
6 477 469 471 475 291 301 299 295
7 459 472 465 461 305 315 311 300
8 498 486 499 482 268 274 286 284
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Table E.1 (cont)
blockID unitID A1 B1 C1 D1 A2 B2 C2 D2
2
9 489 485 481 495 275 281 287 271
10 487 491 493 483 283 279 277 285
11 492 503 507 497 269 273 280 267
12 480 496 490 484 266 282 278 272
13 502 488 494 500 276 262 264 270
14 509 511 505 501 265 261 257 263
15 504 508 506 510 256 259 260 258
3
0 442 446 440 444 324 322 320 323
1 441 437 445 447 321 327 329 325
2 430 436 438 424 328 334 340 326
3 426 420 416 432 342 336 330 346
4 443 433 428 439 344 331 333 337
5 429 419 423 427 341 349 347 343
6 417 431 425 421 351 335 339 345
7 435 418 434 422 350 348 332 338
8 401 397 395 408 375 364 369 379
9 407 411 413 405 363 359 355 365
10 409 403 399 415 357 361 367 353
11 402 396 412 414 358 370 354 371
12 387 384 386 388 380 376 382 378
13 389 393 391 385 383 381 373 377
14 390 404 398 392 360 374 372 366
15 410 394 400 406 368 352 356 362
4
0 740 746 752 736 528 534 538 522
1 756 750 744 758 526 520 518 532
2 757 761 767 765 519 513 517 521
3 766 762 764 760 514 516 515 512
4 738 755 742 754 540 542 530 524
5 751 737 741 745 527 543 537 531
6 739 749 747 743 541 533 535 539
7 753 763 759 748 523 536 529 525
8 716 722 734 732 562 550 563 546
9 723 729 735 719 553 549 545 559
10 731 727 725 733 551 555 557 547
11 717 721 728 715 556 567 571 561
12 714 730 726 720 544 560 554 548
13 724 710 712 718 566 552 558 564
14 713 709 705 711 573 575 569 565
15 704 707 708 706 568 572 570 574
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Table E.1 (cont)
blockID unitID A1 B1 C1 D1 A2 B2 C2 D2
5
0 644 642 640 643 634 638 632 636
1 641 647 649 645 633 629 637 639
2 648 654 660 646 622 628 630 616
3 662 656 650 666 618 612 608 624
4 664 651 653 657 635 625 620 631
5 661 669 667 663 621 611 615 619
6 671 655 659 665 609 623 617 613
7 670 668 652 658 627 610 626 614
8 695 684 689 699 593 589 587 600
9 683 679 675 685 599 603 605 597
10 677 681 687 673 601 595 591 607
11 678 690 674 691 594 588 604 606
12 700 696 702 698 579 576 578 580
13 703 701 693 697 581 585 583 577
14 680 694 692 686 582 596 590 584
15 688 672 676 682 602 586 592 598
6
0 996 1002 1008 992 784 790 794 778
1 1012 1006 1000 1014 782 776 774 788
2 1013 1017 1023 1021 775 769 773 777
3 1022 1018 1020 1016 770 772 771 768
4 994 1011 998 1010 796 798 786 780
5 1007 993 997 1001 783 799 793 787
6 995 1005 1003 999 797 789 791 795
7 1009 1019 1015 1004 779 792 785 781
8 972 978 990 988 818 806 819 802
9 979 985 991 975 809 805 801 815
10 987 983 981 989 807 811 813 803
11 973 977 984 971 812 823 827 817
12 970 986 982 976 800 816 810 804
13 980 966 968 974 822 808 814 820
14 969 965 961 967 829 831 825 821
15 960 963 964 962 824 828 826 830
7
0 900 898 896 899 890 894 888 892
1 897 903 905 901 889 885 893 895
2 904 910 916 902 878 884 886 872
3 918 912 906 922 874 868 864 880
4 920 907 909 913 891 881 876 887
5 917 925 923 919 877 867 871 875
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Table E.1 (cont)
blockID unitID A1 B1 C1 D1 A2 B2 C2 D2
7
6 927 911 915 921 865 879 873 869
7 926 924 908 914 883 866 882 870
8 951 940 945 955 849 845 843 856
9 939 935 931 941 855 859 861 853
10 933 937 943 929 857 851 847 863
11 934 946 930 947 850 844 860 862
12 956 952 958 954 835 832 834 836
13 959 957 949 953 837 841 839 833
14 936 950 948 942 838 852 846 840
15 944 928 932 938 858 842 848 854
Raw data (ROOT)
e.g.: test.root
Event data (ROOT)
e.g.: test-event.root
coincidence data (ROOT)
e.g.: test-coin.root
event.C
e.g.: root event’(“test”)’
coincidence.C
e.g.: root coincidence’(“test”)’
generateTXT.C
e.g.: root generateTXT’(“test”)’
list-mode data (txt)
e.g.: test.txt
Figure E.5: The data processing pipeline for converting the raw data to the
list-mode data.
There are three programs written in C++ used to convert the raw data to
the list-mode data, which are event.C, coincidence.C and generateTXT.C.
The data processing pipeline is shown in Fig. E.5.
Specifically, the raw data format is explained in Appendix B, as shown
in Fig. B.1. In the raw data, each entry represents one triggered SiPM
output. Because of the dual-readout detector structure and the light guide,
the energy deposition in one LYSO crystal can trigger up to 8 SiPM channels.
As a result, the first step of data processing is to search for the SiPM signals
that are caused by the same energy deposition and combine them into an
event, which is done by event.C. The output file of event.C is event.root,
whose data structure is shown in Fig. E.6. The meanings of the parameters
are shown in Table E.2.
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Figure E.6: The data structure of the event data in ROOT format.
Table E.2: The meaning of branches of the event data in the ROOT format.
Branch Meaning
blockID1 The block ID of event 1, range from 0 to 7.
unitID1 The unit ID of event 1, range from 0 to 15.
ADUArray1 The energy output of the 8 SiPM triggers of event 1.
timeArray1 The timing output of the 8 SiPM triggers of event 1.
blockID2 The block ID of event 2, range from 0 to 7.
unitID2 The unit ID of event 2, range from 0 to 15.
ADUArray2 The energy output of the 8 SiPM triggers of event 2.
timeArray2 The timing output of the 8 SiPM triggers of event 2.
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One entry in event.root is one LOR candidate. To search for the useful
LORs for image reconstruction, energy cut is used in coincidence.C, and the
output data coin.root has the same data structure as the event.root.
With the coincidence data, we are ready to generate the list-mode data,
which is done by generateTXT.C. The output data is a TXT file, which has
6 columns and multiple lines. In each line, the 6 parameters are x1, y1, z1,
x2, y2, z2, which are the coordinates of the two events of an LOR.
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