The aim of this correspondence is to present a robust representation of speech, that is based on an AR modeling of the causal part of the autocorrelation sequence. Its performance in noisy speech recognition is compared with several related techniques, showing that it achieves better results for severe noise conditions.
In this work, we consider the one-sided or causal part of the autocorrelation sequence and its mathematical properties. It shares its poles with the signal but it is not so noisy. Thus, it provides a good starting point for LPC modeling. In this way, the new one-sided autocorrelation LPC (OSALPC) method appears as a straightforward result of the approach [5] . Also, it is closely related with the SMC representation and the Cadzow's method. All of them actually consist of an AR modeling of either the square spectral "envelope" or the spectral "envelope" of the speech signal. This interpretation, that is based on the properties of the one-sided autocorrelation, provides more insight into the various methods.
In this correspondence, their performance in noisy speech recognition is compared. The optimum model order and cepstral liftering in noisy conditions also has been investigated. The simulation results show that OSALPC outperforms the other techniques in severe noisy conditions and obtains similar scores for moderate or high SNR.
This correspondence is organized in the following way. In section 2, the OSALPC technique is introduced and its relationship with the conventional LPC approach and the other parameterizations based on an AR modeling on the autocorrelation domain is discussed. Section 3 reports the application of all those parameterization techniques to an isolated word multispeaker recognition task using the HMM approach in order to compare their performance in the presence of additive white noise. Finally, some conclusions are summarized in section 4.
AR Modeling in the Autocorrelation Domain
From the autocorrelation sequence R(m) we define the one-sided (causal part of the) autocorrelation (OSA) sequence, i.e.
Its Fourier transform is the complex "spectrum"
where S(ω) is the spectrum, i.e. the Fourier transform of R(m), and S H (ω) is the Hilbert transform of S(ω).
Due to the analogy between S + (ω) in (2) and the analytic signal used in amplitude modulation, a spectral "envelope" E(ω) [6] can be defined as
This envelope characteristic, along with the high dynamic range of speech spectra, originates that E(ω) strongly enhances the highest power frequency bands. Consequently, the noise components lying outside the enhanced frequency bands are largely attenuated in E(ω) with respect to S(ω), and thus E(ω)
is more robust to broad band noise than S(ω). On the other hand, as it is well known, R + (m) has the same poles than the signal has [7] .
Those two properties, robustness to noise and pole preservation, suggest that the AR parameters of the speech signal can be more reliably estimated from R + (m) than directly from the signal itself when it is corrupted by broad band noise. For this purpose, as the conventional LPC technique assumes an allpole model for the speech spectrum S(ω), we may consider the linear prediction of R + (m), that assumes an all-pole model for its spectrum E 2 (ω). This is the basis of the OSALPC (One-Sided Autocorrelation Linear Predictive Coding) parameterization technique [5] .
A straightforward algorithm is proposed to calculate the cepstrum coefficients corresponding to the thirdly, if p is the order prediction, the first p+1 autocorrelation lags of that OSA sequence are computed from m = 0 to p, using the conventional biased estimator, i.e. the one that is commonly employed in speech processing; d) then these values are used as entries to the Levinson-Durbin algorithm to estimate the AR parameters a k , k=1,..,p; e) finally, the cepstral coefficients corresponding to the model are recurrently computed from those AR parameters.
The robustness of OSALPC to additive white noise is illustrated in Figure 1 . As it can be seen in this figure, the OSALPC square envelope strongly enhances the highest power frequency band and it is more robust to additive white noise than the LPC spectrum. In that case, the conventional biased autocorrelation estimator was used to compute the OSA sequence from the signal. Figure 1 also shows that spurious peaks may appear in the OSALPC square envelope. Probably, they are due to the fact that OSALPC technique only performs a partial deconvolution between the filter and the excitation of the speech production model [9] . However, in spite of the OSALPC technique only performs a partial deconvolution, it shows a high speech recognition performance with respect to conventional LPC in severe conditions of additive white noise, as it will be seen in the next section.
The OSALPC technique is closely related with the Short-time Modified Coherence (SMC) representation proposed by D. Mansour and B.H. Juang in [3] . SMC is also based on an AR modeling in the autocorrelation domain. However, whereas in the OSALPC technique the entries to the LevinsonDurbin algorithm (first p values of the autocorrelation of the OSA sequence) are calculated from R + (m) using the conventional biased autocorrelation estimator, in the SMC representation they are computed using a square root spectral shaper. In terms of the above formulation, that difference actually consists of assuming in the SMC technique an all-pole spectral model for the envelope E(ω) instead of E 2 (ω).
Furthermore, R + (0) is set to 0 in the case of additive white noise, because it is very corrupted by noise.
The name of the Short-Time Modified Coherence representation comes from the usage of a particular estimator, which is referred to as coherence in [3] , to compute the OSA sequence from the signal. This estimator is a more homogeneous measure than the conventional biased autocorrelation estimator in the sense that every estimated value is computed using the same number of observation samples, whereas in The relationship betwween OSALPC and LSMYWE techniques is illustrated by the the matrix equation in Figure 2 , where M denotes the higher autocorrelation lag index that is used and e(m) is the error to be minimized. The minimization of the norm of the full error vector {e(m)} m=1,..,M+p with respect to the AR parameters a k is equivalent to the application of the autocorrelation (windowed) Figure 3 . As it can be seen, the only difference between the various tenchniques is the range of autocorrelation lags considered in the minimization of the error.
As it will be seen in the next section, in spite of the similarity among all those techniques, the OSALPC representation outperforms the LSYWE, LSMYWE and SMC techniques in speech recognition in severe noisy conditions. On the other hand, regarding the computational complexity of the algorithms, OSALPC and SMC techniques are much more efficient than LSYWE and LSMYWE techniques because they make use of the Levinson-Durbin algorithm.
Finally, it is worth noting that the OSALPC technique can be framed in the field of higher-order spectral estimation, due to the fact that the square envelope E 2 (ω) is the Fourier transform of the autocorrelation of the OSA sequence, that is a fourth-moment function of the signal.
Speech Recognition Experiments
This section reports the application of all the above parameterization techniques to recognize isolated words in a multispeaker task, with a discrete HMM based system, in order to compare their performance and to gain some insight into the merit of the OSALPC representation in the presence of additive white noise.
Speech database and recognition system
The database used in our experiments consists of ten repetitions of the Catalan digits uttered by seven male and three female speakers (1000 words) and recorded in a quiet room. Firstly, the system was trained with half of the database and tested with the other half. Then the roles of both halves were changed and the reported results were obtained by averaging those two results.
The analog speech was first bandpass filtered to 100-3400 Hz by an antialiasing filter, sampled at 8 kHz and 12 bits quantized. The digitized clean speech was manually endpointed to determine the boundaries of each word. The endpoints obtained in this way were used in all our experiments including those in which noise was added to the signal. Clean speech was used for training in all the experiments.
Noisy speech was simulated by adding zero mean white Gaussian noise to the clean signal so that the SNR of the resulting signal becomes ∞ (clean), 20, 10 and 0 dB. No preemphasis was performed.
In the parameterization stage of the recognition system, the signal was divided into frames of 30 ms at a rate of 15 ms and each frame was characterized by its cepstral parameters obtained either by the conventional LPC method or the other techniques presented in the last section. Before entering the recognition stage, the cepstral parameters were vector-quantized using a codebook of 64 codewords and the Euclidean distance measure between liftered cepstral vectors. Each digit was characterized by a leftto-right discrete Markov model of 10 states without skips. Training and testing were performed using Baum-Welch and Viterbi algorithms, respectively.
Recognition results
First of all, we carried out some experiments with the above described speech recognition system to empirically optimize the model order and the type of cepstral lifter in the conventional LPC technique.
In Table 1 , the recognition results for LPC model orders p = 8, 12 and 16 and for the bandpass [10] , inverse of standard deviation [11] (ISD) and slope [12] lifters are presented. The recognition results
show that neither the model order nor the type of cepstral lifter are important for our task in noise free conditions. However, in the presence of noise the recognition results are very sensitive to both factors.
It is also clear from Table 1 that the non-symmetrical lifters -slope and ISD-outperform the bandpass lifter for every model order. Possibly, it is due to the fact that in the presence of white noise the lower order cepstral coefficients are more affected than the higher order terms in the truncated cepstral vector.
The best results for severe noisy conditions, 10 and 0 dB of SNR, are obtained using slope lifter and prediction order p equal to 12. The convenience of this relatively high order is due to the fact that the sensitivity of the autocorrelation sequence to additive white noise tends to decrease along the lag index.
Model orders too high, however, yield poor recognition results because the spectral estimate shows spurious peaks. Actually, recognition rates were calculated by using the slope lifter for a large range of values of the model order and the best results were those obtained for p = 12.
In Table 2 , the recognition rates of conventional LPC, LSYWE and LSMYWE approaches are presented, using M = N/2 and the optimum model order and lifter obtained for the conventional LPC technique, i.e., p = 12 and the slope lifter. Obviously, these are not the optimum conditions for each parameterization technique but the results can help to compare their performance. As it can be seen, the conventional LPC technique outperforms noticeably the other approaches. However, it is worth noting the excellent performance of the LSYWE approach in noise free conditions.
In Table 3 ad Figure 5 , the recognition rates corresponding to the conventional LPC technique, the Finally, Table 4 shows the recognition rates corresponding to the OSALPC-II for the same model orders and cepstral lifters than in Table 1 . It can be noticed than the new technique is less sensitive to changes in the model order and the type of cepstral lifter than the conventional LPC approach provided that the model order is not too low.
Conclusions
In this correspondence, several LPC-based techniques that work on the autocorrelation domain are presented and compared in noisy speech recognition. The simple OSALPC technique, based on the application of the autocorrelation method of linear prediction to the one-sided autocorrelation sequence, yields the best results among all the compared LPC-based techniques in severe noisy conditions. 
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