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Abstract 
Birth and Death on a flow refers to a particle system on a stochastic flow. Particles are born 
in a point process and move on the flow subject to position-dependent killing. They die 
eventually and leave the flow. The particle process is a measure-valued, Markov process 
tracking these motions. Its law depends on the distribution of births, the coefficients of the flow, 
and the rate of killing. We parametrize the system and derive a quasi-likelihood for chronicles of 
integral data on the particle process. 
Keywords: Stochastic flow; Poisson process; Integral data; Quasi likelihood 
1. Introduction 
Birth and death on a flow models mass transport by a Brownian flow. A Poisson 
process regulates the birth and death of a countable system of particles to enter the 
domain of the flow. The particles move inertly on the flow and subject to posi- 
tion-dependent killing. Eventually they die and leave the flow. 
Cinlar and Kao (199 1, 1992) studied the configuration of live particles on the flow in 
terms of a measure-valued, Markov process. They studied the spatial evolution of this 
process and its limiting behavior as time tends to infinity. They also derive several 
differential equations describing the dynamics of mass transport on the flow. These 
equations depend on a handful of parameters in the distribution of birth, the coeffi- 
cients of the flow, and the rate of killing. 
These equations also arise as advection-dispersion equations describing the evolu- 
tion of tracer concentrations in oceanic currents. In this context, the parameters that 
specify the phenomenon may be the target of empirical inference. For example, 
Wunsch (1988) describes field experiments in oceanography where the problem is 
estimate parameters in such equations. The observations consist of measurements of 
tracer concentrations as drawn from instruments affixed to stationary buoys. Each 
instrument records a time series of volume averages of concentrations of the tracer 
moving in the current. 
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We refer to such data as chronicles of integral data. They are a kind of partial 
observational scheme that arises frequently in the context of spatial point processes. 
They occur whenever it is possible to take only a finite number of measurements and 
where each measurement involves some smoothing or averaging with respect to the 
underlying process. 
We consider a problem of parametric inference from such chronicles of integral 
data. Although these data are a solution to a martingale problem, the problem itself is 
not well-posed and so lacks a unique solution. Thus, as needed for a program of 
likelihood estimation, we lack an explicit representation of a density process or for 
that matter a guarantee of its existence. For this reason, we approach this problem 
through the more general methodology of quasi-likelihood estimation. 
The problem then is quasi-likelihood estimation of the system parameters from 
chronicles of integral data on the particle process. Because these data are semimartin- 
gales, our class of estimating functions proceeds naturally from the work of Hutton 
and Nelson (1986), Godambe and Heyde (1987), and Sorensen (1990). Nevertheless, 
this derivation presents an interesting problem in filtering from chronicles of integral 
data on point processes. We do not resolve this problem explicitly here. 
2. Birth and death on flows 
We describe briefly a birth and death on a stochastic flow. The model appears in 
detail in Cinlar and Kao (1992). We recommend Kunita (1990) as a source on 
stochastic flows. 
The set E denotes Euclidean space of dimension d. The probability space (Q, 2, lp) 
supports all of the random variables appearing below. 
2.1. Particle system 
Our particle system refers to a countable system of particles that live and die on 
a stochastic flow. The driving terms are a Brownian flow and a Poisson random 
measure. 
Let F = (F,,), 0 I s I t I co, be a Brownian flow on E. This continuous flow of 
independent increments has continuous one-point motions. In particular, if a particle 
sits at position x at time s, then its one-point motion t + Fstx is a continuous Markov 
process on E. The flow transports all such particles in this way. 
The Poisson process regulates birth and death of the particles that enter the flow. 
That is, we let L be a Poisson random measure on R+ x E x R, . This is a countable 
system of particles to live and die on F. In particular, if the particle of label p has atom 
(S,, X,, U,) among those of L, then S, is its time of birth, X, its place of birth, and 
U, its intrinsic lifetime. For this same particle, T, is its time of death, a time strictly 
after its birth. 
If this particle is alive at time t, S, I t < T, then its position on the flow is FSplXp. 
This motion stops only when the particle dies and leaves the flow. The intrinsic 
lifetime and the particle’s path in life have a role in this below. 
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The particle process tracks the configuration of live particles on the flow. That is, we 
let t + M, be a measure-valued process on the space of point measures on E. In 
particular, for each t 2 0 and Bore1 subset B in E, the random variable M,(B) satisfies 
M,(B) = c ls(Fs,rXp) W, s t < Tp). (1) 
P 
This counts the number of live particles in B at time t. The atoms of M, then determine 
the configuration of living particles. 
2.2. Hypotheses 
We prepare our hypotheses. They introduce the system parameters for the model. 
First, we assume the Brownian flow arises as a solution to a stochastic differential 
equation. Let W be a Weiner process on m-dimensional Euclidean space. Also, let y be 
a mapping from E to the space Rd@ R”’ of d x m matrices, and let b be a mapping from 
E to itself. These coefficients satisfy the global Lypshitz condition: 
lb(x) - b(y)1 + Il~b) - YW 5 Klx - YI, 
and the linear growth condition: 
(2) 
I&4l + IIY(xH I K(1 + Ixl), (3) 
for every x and y in E, where K is a constant and 1. I is a norm on vectors in E and II I/ 
is a norm on d x m matrices. Finally, letting t + W, denote a Weiner process on R”, we 
assume that t + Fstx is the solution to Ito’s differential equation: 
dX, = b(X,)dt + y(X,) W(dt), X, = x (4) 
for every t 2 s and x EE. This obtains a unique Brownian flow of homeomorphisms. 
We refer to Kunita (1990) for details. 
In our case, the one-point motions are diffusions having infinitesimal mean b and 
infinitesimal covariance c satisfying: c(x, y) = Y(X) yT(y), for x, y EE, the T for trans- 
pose. Thus, the Markov generator A of one-point motion satisfies 
(5) 
for every function having two continuous derivatives. In general, it takes two-point 
motions to determine a Brownian flow, since it takes two to determine the infinite- 
simal parameters b and c. These parameters are the coefficients of the flow. 
Next, we assume the life process L is a Poisson random measure that is independent 
of the flow. Its mean measure i satisfies 
1(ds, dx, du) = 6,(s) p,(dx) due-’ + dsrc(dx) due-“, (6) 
for every s 2 0, x EE, u 2 0, where 6,, is the Dirac measure at zero and p. is a finite 
measure on E. The parameter rc is also a finite measure on E, being the distribution of 
births to come after time zero. The measure p. is the mean measure belonging to the 
initial configuration MO. In some situations, it is possible to choose ,uo so the law of 
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Me is the stationary law for the resulting particle process. In our inference problem 
below, essentially, we work conditionally on the initial configuration of particles. 
Finally, we notice that each particle on the flow gets an intrinsic lifetime of 
exponential distribution having mean one. As mentioned above, for the particle of 
label p, its intrinsic lifetime U, and its path in life fix the time T, of its death. The cause 
of death is the cumulative effect of killing. The killing rate k is a positive Bore1 function 
on E. The time of death then satisfies 
f 
drk(Fs,,X,) > u, 
s, 
(7) 
Thereafter the particle leaves the flow. The parameter k regulates death on the flow. 
These hypotheses make a Markov process of the particle process. In our treatment, 
the principal system parameters are the coefficients of the flow, the distribution of new 
births, and the rate of killing. 
3. Martingale dynamics 
The particle process is a Markov process on the space of point measures on E. In 
this section, we consider its martingale dynamics. In this direction, we start with 
a result from Cinlar and Kao (1991). The result plays the key role in our approach to 
estimation from integral data below. 
3.1. Semimartingale 
The stochastic basis is (Q, 2, H, p). The filtration H = (x,, t 2 0, satisfies 
xt = a(L([O, s] x B x R,), BE d,9=,,, 0 I s < r 2 t), (8) 
where 8 denotes the Bore1 subsets of E. 
The birth process N is the restriction of L to (0, co) x E, so its atoms are the (S,, X,) 
among those particles born after time zero. The atoms of the killing field K, in 
contrast, are the time and place of death, (T,, FSPT, X,), of all particles. Finally, the 
notation M,f denotes the integral of the function f relative to M,. The function 
belongs to the space CK of continuous functions having compact support in E or its 
subspace Ci of twice continuously differentiable functions. 
Proposition 1. For each f in Ci, the process t -+ M,f is a semimartingale satisfying the 
stochastic diferential equation 
dMtf= N(dt,f) - K(dt,f) + Mt(Af)dt + f M(((VTf)r)j) W’(dt), 
j=l 
where A satisjies Eq. (4) and VT = (a/ax,, . . . , d/8x,). Also, N(dt,f) is the integral of 
N(dt, dx)f(x) over x in E, with K(dt,f) the same ofK andf: 0 
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Cinlar and Kao (1991) prove this proposition in their Lemma 3.2. They use the fact 
that the particle motions are themselves semimartingales and an application of Ito’s 
formula. We use it to write the characteristics of the particle process. 
3.2. Characteristics 
The characteristics of the particle process are analogues of the famous triplet of 
local characteristics of ordinary semimartingales. They extend the natural ideas of 
trend, quadratic variation, and compensation of jumps to this measure-valued 
process. 
First, we prepare notation. A positive Radon measure on E is a positive measure on 
(E, 8) that is finite on all bounded sets in 8. A radon measure on E is the difference 
between two positive radon measures on E. The measurable spaces (M,, A+) and 
(M, &’ ) denote the respective spaces of positive radon and radon measures on E with 
their Bore1 sigma-algebras relative to the vague topology. 
For p in M, let pLf be the integral of the measurable function f relative to p. In 
contrast, let fp be the radon measure having density f relative to p. In this way, the 
integral of the measurable function g relative tofp may appear as (fp) g or p(fg). 
Let A again be the Markov generator of one-point motion on the flow, satisfying 
Eq. (5). Let D be the differential operator satisfying 
Dh(x, Y) = t i Cij(X, Y) 
i=l j=l 
(9) 
for every function on E x E having two continuous derivatives. Its domain includes 
the tensor product fog, namely (x, y) -f(x)g(y), for every pair of functions in a=;. 
Next, let fi denote the mapping (,~,f)+ zf- (kp)f+ p(Af) on M x a=:. Let q 
denote the mapping b,f; 9) + (11 x PL) Wf@ 9)) on M x ci x @i, where p x p is the 
product measure of p with itself. 
Finally, let IC denote a transition kernel from (M,, A+) into (M, A). For each p, it 
charges only the signed-Dirac measures on E and satisfies 
~(~L;d~)=~oS~1(d~)l(+,)(~1)+(k~)0fi-1(-d~)1~-~)(~l) (10) 
for every signed-Dirac measure q in M, where 6 is the mapping taking each x in E to 
the Dirac measures on E with mass at x itselc see Kallenberg (1986, p. 14). 
The characteristics of the particle process refer to a triplet (B, C, v) on the stochastic 
basis (52,X, H, P). For each f and g in a=;, it satisfies: 
d&(f) = dtP(M,p; f), 
dC,(f@ 9) = dtq(M,- ;f; g), 
v(dt, dr/) = dtK(M,_; dq), 
(11) 
where M,_ is the vague limit of M, as s increases to t. The next proposition motivates 
characteristics as this triplet’s name. 
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Proposition 2. For each f in UZ:, let T, denote the mapping (t, q) -+ (t, gf) on the product 
space R, x M. The triplet (B(f), C(f@f), v 0 TJ ‘) then assembles the local character- 
istics of the semimartingale t -+ M,f: 
For this same semimartingale, C( f@ g) is its second characteristic of quadratic 
covariation with the semimartingale t -+ M,g, for every g in @i. 
Proof. Fix fin Ci. By virtue of Proposition 1, the semimartingale t + M, f satisfies: 
M,f = M,f + &(f I+ X:’ + X;, 
where t + Xp satisfies 
dX; = [N(dt,f) - dtzf] - [K(dt,f) - dt(kM,-)f]. 
We show that this is its canonical decomposition. We omit a truncation function here, 
because the semimartingale has bounded jumps. 
Clearly, t + B,(f) is a predictable process of finite variation and t + XE is a con- 
tinuous local martingale. Moreover, the quadratic variation of Xc satisfies 
d (Xc), = dt i (Mt- (VT fy)j)’ 
j=l 
= dt r Mt-(W M,-(dy) (V’f) (x) c(x, y) (Vf 1(Y) 
EXE 
= dMM,- ;.Lf) = dC,(f@f 1. 
A similar calculation leads easily to the second characteristic C( f @ g) of quadratic 
covariation of t + (M,f, M,g) for every g in Ci. Therefore, it remains to show that 
Xd is a purely discontinuous local martingale and to calculate the compensator of its 
jumps. 
To wit, N is a Poisson random measure on R, x E having mean measure dtx(dx). 
Hence t + N(dt,f) - dtzf is a martingale measure on R,. It remains to show, 
therefore, that K admits the compensator dtM,_(dx)k(x). But this is an elementary 
consequence of the killing mechanism for particles on the flow; cf. Cinlar and Kao 
(1991, Eq. (2.6)). Therefore, Xd is a purely discontinuous local martingale, depending 
at most on the jumps induced by births and deaths on the flow. 
Finally, let $ denote the random measure on R + x [w associated with the jumps of 
MJ: Proposition 111.1.16 of Jacod and Shiryaev (1987) implies that it satisfies 
//(dt, dx) = c 1 (AM, / + o#(s, AM,f ) Cd4 W > 
s 
where AM, f denotes the jump M, f - MS-f or, equivalently, N(ds, f) - K(ds, f) , and 
where &(,,AM,I) is the Dirac measure with mass at the point (s, AM, f ). The argument 
above therefore reveals v 0 TT1 to be the compensator of pLI. 0 
We see therefore that chronicles of integral data on the particle process are 
semimartingales. Their characteristics depend in a natural way on the system para- 
meters. These results set the stage for our treatment of their statistics below. 
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4. A statistical model 
We introduce a statistical model on the particle system. This involves a parametriz- 
ation of the system parameters of Section 2. The observational scheme draws chron- 
icles of integral data on the particle process. 
4.1. Model 
Our statistical model consists of a sample space, an indexed family of system 
parameters, and an observational scheme. We begin with the sample space. 
(A) Sample space. The sample space is the canonical setting for the particle process. 
In our definition, the measurable space (M,, A,,) is the space of point measures on 
E with its Bore1 sigma-algebra relative to the vague topology. 
The particle process takes values in the space M,. Its sample paths belong to the 
Skorokhod space D(M,) of functions from R+ to M, that are right-continuous and 
have limits from the left relative to the vague topology. The coordinate mappings on 
this space generate a filtration G = (90, t 2 0 and the filtered space (D(M,), 9, G). 
This is the canonical setting and our sample space. 
(B) Parametrization. We introduce a parametric family of particle systems. The 
parameter set 0 is an open, bounded subset of some Euclidean space. For each 0 in 0, 
we suppose there is a system parameter (be, c’, z*, ke) for a birth and death on a flow. 
The flow is a Brownian flow with infinitesimal mean be and infinitesimal covariance c*. 
The life process has birth distribution 7~’ and ke is the rate of killing. The family 
{be, c’, ne, ke; 0 Eo} then indexes a parametric family of particle systems. 
(C) Observational scheme. The observational scheme draws chronicles of integral 
data on the particle process. In our definition, we fix a positive time T and we fix n test 
functions fi, . . ,f. in Ci. Also, M, refers to the coordinate mapping: M,(o) = 
u(t), m ED(MP). 
We observe the mapping t -+ (M,f,, . . . , Mtfn) on [0, T]. The data then consist of 
the sigma-algebra g-T on D(M,) satisfying 
R-T = a(M,f,; 1 I k I n, 0 I t I T). (12) 
In general, these data are a strict subset of the data in %*. The latter requires 
observations on t -+ M,f on [0, T] for every f in cK or at least a dense subset. 
Integral data represent a kind of partial observational scheme that arises frequently 
in the context of spatial point processes. For example, Karr (1980) treats these data in 
some detail for spatial point processes. He notes that it is often possible to take only 
a finite number of measurements using instruments that induce some smoothing. In 
our notation, each measurement then corresponds to a particular functionf,, say, and 
its integral with respect to the particle process. In our introduction, we referred to 
Wunsch’s 1988 treatment of oceanographic field experiments where instruments 
affixed to stationary buoys take volume averages of tracer concentrations on an 
oceanic current. 
We consider quasi-likelihood estimation of the system parameters from these data. 
Our approach exploits the semimartingale property of the chronicles of integral data. 
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Our next task is therefore to carry their characteristics from the basis of Section 3 to 
the purview of our statistical model. 
4.2. Filtered characteristics 
We introduce a family {PO; i3 EOJ of probability measures on the canonical setting 
(D(M,), 9, G). For each 8, the canonical process t + M, on the stochastic basis 
(m(M,), 3, G, P”) derives from the particle process of Section 2 having system para- 
meters (be, c’, 71’, k’). 
The test functionsf,, . . . ,fn govern our observations. So, we introduce the filtration 
F = (F-,), t 2 0 satisfying 
%* = a(M,f,; 1 I k I n, 0 I s 5 t). (13) 
In our observational scheme, recall, %r is our data. 
Fix 0 in 0. Let X denote the semimartingale t + (M,f,, . , Mtfn) on the stochastic 
basis (D(M,), 9, G, Pe). We may easily carry terms in Eq. (11) onto this basis, so 
Proposition 2 gives the characteristics belonging to X. Our goal here is to identify the 
characteristics of X relative to the filtration F = (%,), t 2 0. 
First, let be, q’, and IC’ denote terms in Eq. (11). They now depend on 6’ through 
be, ce, x8, and ke. Also, let Tfdenote the mapping ye + (yfl, . , )~f”) on the space of 
signed-Dirac measures on E. 
Next, we introduce the process t -+ @y on R”, the process t + 4: on Rn@ R”, and the 
process t -+ 12: on measures on (R”, !R”). They satisfy: 
fir = E~,~p’(M,~;fi), 1 I i < n, 
$fij = E$,_qe(A4_;fi,fj), 1 I i, j I n, (14) 
k:(B) = +ce(M,_; TilS), B &A?“, 
where the right-hand side indicates conditional expectation relative to %-t_ and 
under P’. 
These quantities determine the desired local characteristics. We formalize this 
remark in this next proposition. The result itself is well-known in the theory of 
stochastic filtering; see for example Grigelionis and MikuleviCius (1980). 
Proposition 3. For each 0 in 0, the local characteristics of X on the stochastic basis 
(D(M,), %, F, Pe) refer to the triplet (Be, ee,oe) satisfying 
d@’ = dtg;, de: = d@, Oe(dt, dy) = d#(dy) 
for every t > 0 and y a”. 0 
We need these characteristics for our application of quasi-likelihood estimation 
below. Evidently, this application adds the challenge of a nonlinear filtering problem 
which is no mean problem. That is, in the simpler setting of integral data on point 
process, Karr (1980) treats this problem and for lack of explicit solutions resorts to 
a class of linear approximations to the optimal state estimator. Our case appears 
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further complicated by the temporal dynamics and the need for the genera1 theory of 
nonlinear filtering for Markov processes. This is an open problem here which we hope 
to treat elsewhere. 
5. Quasi likelihood 
Chronicles of integral data on the particle process yield semimartingales. So, we 
base a class of estimating functions on the work of Hutton and Nelson (1986), 
Godambe and Heyde (1987), and Sorensen (1990). 
The basic ingredient is a class of estimating functions. The class derives from 
a family of stochastic integrals with respect to some fundamental martingale. The 
problem is then to choose the integrand optimally. 
5.1. Estimating functions 
We again let X denote the mapping t + (M,f,, N, Mtfn) on the canonical space. 
For each 8 in 0, the process t + X, is a semimartingale on (D(M,), F, F, Pe). Its 
characteristics appear in Proposition 3. 
The semimartingale X satisfies 
s f x, = x0 + d.& + Y;, t 2 o, 0 
where t + Yf is a zero-mean, square-integrable martingale. The process t 
has compensator t + (( Ye)), satisfying 
((Ye>>, = j; ds(B” + jRn i?:(dv)#), 
(15) 
Yf YfT 
(16) 
the T for transpose. The martingale Y’ is our fundamental martingale. 
We do not separate the continuous part of this martingale from its discontinuities, 
notwithstanding the contrary recommendation in Sorensen (1990). To follow his 
recommendation, we need the multiplicative form for the kernel Izp. We were unable 
to exhibit this form generally, but we believe it to be so provided {P”, 8 E 0) is 
a locally dominated family with Girsanov transformation for changing particle 
systems. The existence of such a transformation is a difficult issue and more than we 
have here. 
In a broad sense, our class of estimating functions derives from a class of local 
martingales. In particular, let 5’ be a predictable process on Rp@ R”, where p is the 
dimension of theta. Under modest assumption, we may write a stochastic integral of 
4’ with respect to Y@. So, we introduce the process t + Gf satisfying the stochastic 
integral equation 
s f G; = t:dY,B, (17) 0 
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yielding a locally well-defined martingale on (D(M,), 9, F, P”). In light of our statist- 
ical model and in the framework of Godambe and Heyde (1987), the mapping 9-+ G $ 
constitutes an estimating function for an unknown theta. 
5.2. Quasi-score function 
A quasi-score function is a kind of optimal estimating function. We will work here 
with optimality Criterion 1 in Godambe and Heyde (1987). For this we need a suitable 
class of estimating functions. So, we begin with our basic hypotheses. 
As notation, let g denote the Bore1 sets in !Rp n 0. Let 9 denote the sigma-field of 
predictable sets relative to the filtration F = ( Ft), t 2 0. Also, if g is a differentiable 
function on 0, let DOg denote the first-order derivative of g. 
Next, we introduce two processes. First, for each 8, we introduce the process t + A! 
on stochastic basis (D(M,), 9, F, P”) satisfying 
A: = 8 trace (( Ye)), + 2 2v 
( s 
’ ds(1 + lE12)112 
1 
, 
0 
(18) 
where ((Ye)) appears in Eq. (16), trace denotes the ordinary trace of a matrix, and 
a v b denotes the maximum of a and b. Second, we introduce the process t + a! as the 
integrand in the compensator of Eq. (16). 
Finally, we introduce working class of differentiable integrands for constructing 
estimation functions. 
Definition. The class 4? consists of those mappings (t, w, 19) + cr(t, o, 0) taking values 
in IV’@ R” that are measurable relative to 9 @W. For each t and o, the mapping 
0 + cc(t, w, 0) is continuously differentiable and satisfies 
SUPfk~llI~e~(4 0, wii I Kk4~ 
for some positive and finite mapping (t, co+ K;(w), where 11). 111 is a norm on 
three-dimensional matrices of order p x n x p. Since there is a bound on the parameter 
set 0, a similar bound obtains for the integrand CI itself. In addition to this bound, we 
suppose the following two conditions 
Condition A. The mapping (t, co) + K:(o) is measurable relative to B. Moreover, 
for every stopping time r, it satisfies 
Ee 
s 
’ d/t:(K;)’ < co, 
0 
for every e in 0. 0 
Condition B. For each t 2 0 and u E Rp\{O}, the integrand a satisfies the inequality 
ds& fQ2~ c~~(s, e) u > 0 , 
for every e in 0. 
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In statistical parlance, fix 0 in 0 to represent the “unknown truth”. Suppose that 
t -+ X, is a semimartingale on (D (M,), 9, F, Pe). The problem is to estimate 0 from X. 
We therefore select an integrand ct from the class %!, and for each 9 in 0, let tg denote 
the mapping (t, co) + cr(t, co, 8). Next, construct a semimartingale t + Ya so that it 
satisfies Eq. (15). This amounts to compensating X with the “wrong” compensator. 
Our hypotheses permit stochastic integration of t9 with respect to Ys. The result 
t + G/, say, yields a semimartingale. Recalling our observational scheme, we take the 
mapping S-P G$ for an estimating function for the unknown parameter. The estima- 
ting equation is the equation 
where a root to this equation is an estimate of the alleged truth 8. The key to this 
program is that, on taking 9 equal 0, the process t + Gf is a mean-zero martingale 
under Pe. 
Since we can obviously construct a whole class of such estimating functions as 
a varies over the class ai, the problem now is to choose an integrand that is optimal in 
some sense. Using optimality Criterion 1 in Godambe and Heyde (1987) the next 
proposition exhibits the quasi-score estimating function. 
Proposition 4. Suppose that the mapping 8 + E(w) is continuously diflerentiable for 
every t and w and that the mapping (t, co, 0) --f (De R)T(~) satisfies 
with its controlling process t ---f I?, satisfying Condition A. Suppose further that the 
mapping (t, a, g) -+ ((DeL?)T a:) ( 1 . w IS o c ass 92, where a! denotes the Moore-Penrose f 1 
pseudo inverse of a!. Finally,$x tI in 0 and suppose that the data t -+ X, is a semimartin- 
gale on (D(M,), 9, F, Pe). The quasi-score function is then the estimating function 
9+ Qt satisfying 
Remark. This is the quasi-score function of Hutton and Nelson (1986) and Godambe 
and Heyde (1987), Section 5. For estimating 8 from the observed semimartingale X, 
the quasi score is optimal in the sense of Criterion 1 in Godambe and Heyde (1987). 
Under additional assumptions, it is also optimal in the sense of their Criterion 4. This 
criterion means it draws estimators of theta having asymptotically minimal disper- 
sion. If there is additionally a central limit theorem, such optimality entails asymp- 
totically smallest confidence sets for theta. 
Our conditions guarantee explicit representations of a class of estimating functions 
as stochastic integrals with respect to the observed semimartingale. We also guarantee 
their differentiation with respect to the parameter in a way that permits an inter- 
change of such differentiation and stochastic integration. These two guarantees are 
consistent with the hypotheses of Section 5 in Godambe and Heyde (1987). Also, our 
conditions permit explicit representations of the observed “quasi-information”, whose 
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expectation in Condition B is positive definite. As a result, our conditions are 
somewhat stronger than those of Section 3 in Godambe and Heyde (1987) but weaker 
than those of their Section 5 since they require “quasi-information” to be almost 
surely positive definite. 
In proof of the proposition, we verify the computations of Section 5 in Godambe 
and Heyde (1987). We argue in specific that our class of estimating functions satisfies 
the regularity conditions leading to their Eq. (12) the equivalent of our proposed 
score function. Our argument takes much from the course on semimartingales 
in Metivier (1982) especially for the interchange of differentiation and stochastic 
integration. 
Proof of Proposition 4. We first identify our terms with those of Godambe and Heyde 
(1987). Namely, we identify our Ye with their m(e), our B” with their f(e), and the 
Lebesgue measure with their d. We then obtain our Eqs. (15)-(17) from their Eqs. 
(12))(13). This fixes our basic setup. 
Next, let a be an arbitrary member of class a’. Fix 8 in 0, so that t + X, is 
a semimartingale on the stochastic basis (D(M,), 9, F, P”). And let 5’ denote the 
predictable mapping (t, o) -+ a(t, o, 0) on the same. 
The process t -+ A: of Eq. (18) is clearly a control process for the semimartingale X; 
cf. Definition 23.13 and Theorem 23.14 in Mttivier (1982) recalling also that the 
discontinuities of X occur at totally inaccessible stopping times. So, as in Section 26.1 
in the same, we consider the process t + A,(<‘) satisfying 
Since c( belongs to %! and 0 has a bound, we notice that Condition A implies that it is 
almost surely finite under Pe for every t. So, the process 5’ is integrable with respect to 
X and the integral well defines a semimartingale. 
Moreover, the stochastic integral of te with respect to Ye well defines a locally 
square-integrable martingale t -+ Gf as in Eq. (17). The process t -+ Gf GfT has 
compensator t + ((GO)), satisfying 
where a again denotes the integrand in Eq. (16). We notice that Condition A implies 
that ( (GB))T is integrable and that Condition B implies that P((G’))T is non- 
singular. 
It remains to verify Godambe and Heyde’s differentiability condition for our class 
of estimating functions. We refer to the equation at the top of page 238 in their work. 
To this end, let Z denote the semimartingale t + (t, X,) on stochastic basis 
(D(M,), 9, F, PO). Also, let g’ denote the process t + ( - [f/?f, tf). For each t, we view 
gp as a linear operator on R x R” into lRp satisfying: gf(u, v) = - ~~j?~u + rfv, u E R 
and v E R”. 
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In accord with this notation, we write the process t -+ Gf as follows: 
This expression transfers the dependence of Ge on theta to the coefficient g’, having 
theta-free integrator Z. 
Now, by virtue of our hypotheses, the mapping 0 + g’ is differentiable with respect 
to theta. So, we introduce the process t + Dsgf, where Dog: is got by differentiating the 
coordinates in gf. Notice that the first coordinate yields a p x p-dimensional matrix, 
the second a p x IZ x p-dimensional matrix. We sometimes view the latter as a linear 
operator on R” into Rp@ Rp or as one on 17%” into Rp@ R”, according to context. 
We will use the symbol I/ . I/ liberally in denoting a norm on linear operators. In all 
cases, the norm acts on matrices of various dimension. The context clarifies our usage. 
For instance, by virtue of our hypotheses and the bound on 0, there is a constant 
C such that we have the inequality 
l/D,g~l12 : = lI~e(5,8k’Il’ + lI&ir~l12 I CK:, 
almost surely under PO, for every t > 0. Therefore, since A’ is also a control process for 
Z, the predictable process t -+ Dog! is integrable with respect to Z. The result is 
a semimartingale taking values in Rp@ [wp. 
Next, let i be a positive number and e a unit-vector in Rp. We introduce the process 
t + Xfe,‘, a satisfying 
where each coordinate of D, gf acts on e, the second coordinate in its third dimension. 
We also introduce the process t + @pP,‘,’ satisfying 
Finally, since A’ is a control process for Z, we have 
EB sup 11 @p,e*A /I 2 I EB A! 
s 
rdA,R~~X;~8~“1~2, 
f<T 0 
for every stopping time r. Moreover, by virtue of our hypotheses and the bound on 0, 
there is a constant C such that we have 
almost surely under P’, for every s > 0. 
Therefore, as in the proof of Theorem 36.9 in Metivier (1982) (cf. 36.11 and 36.12, 
pp. 260-261) we conclude that the derivative process t + D,Gf satisfies 
s t DOG: = D,g,BdZ, = s ’ (DBr:)dY,B + s ’ t:d(Ds Ye),. 0 0 0 
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This last equality verifies the desired, differentiability condition from Godambe and 
Heyde (1987) (cf. top equation, p. 238). This completes our proof. 17 
The quasi-likelihood equation sets the quasi-score function equal to zero. A solu- 
tion is a quasi-likelihood estimator of theta. This application of the quasi likelihood 
requires the solution of a nonlinear filtering problem. We refer in specific to the need 
for the filtered characteristics. This problem is too difficult for us to address here. 
Instead, we will pursue it in a later work. 
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