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Abstract 
In order to improve the management of water resources in the region of Tizi-Ouzou (Algeria), monthly rainfall 
data recorded at the meteorological station of Tizi-Ouzou during 1996/2010 have been processed using Time Delay 
Neural Network (TDNN). To better appreciate the influence of the past on the behavior of precipitations and forecast 
rainfall in this region, different widths of temporal window (two to four months) were applied to the TDNN input and 
two learning algorithms were used, which are the first order algorithm (recursive gradient with constraint of shared 
weights), and the second order algorithm (algorithm of Lavenberg-Marquardt). The correlation between the desired 
and TDNN outputs are then evaluated. It is found that the second order algorithm yields the better description and 
forecast of rainfall. 
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1. Introduction 
Generally, weather phenomena, are mostly random processes and persistent. These phenomena are 
well suited to their recursive modeling approaches such as those based on Markov chains [1], 
autoregressive processes [2] and neural networks ([3], [4], [5], [6]). Neural networks do not pose any 
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restrictive hypothesis. They are suitable models for sets with large amplitude variations of irregular 
periods and series with high cyclicity. They are able to capture and reproduce the variability and 
seasonality effects that exist in some series [7]. Under these conditions, the neural network type Time 
delay Neural Network (TDNN) [8], were applied to the modeling and forecasting of rainfall in the region 
of Tizi-Ouzou (Algeria). In the next sections, the TDNN is described and the results obtained by 
processing data of rainfall using two learning algorithms: the first order algorithm (recursive gradient with 
the constraint of shared weights) [8], and the second-order algorithm (Lavenberg-Marquardt algorithm) 
[1], are presented and discussed.  
2. Time Delay Neural Network (TDNN) 
The aim of this work is the application of TDNN for modeling and forecasting of rainfall coming 
months in order to anticipate the management of the water resource in the region of interest which the 
output vector to the time (t+1) is connected to the input vector to the previous times by using the 
nonlinear model following: 
 
        ݔሺݐ ൅ ͳሻ ൌ ݃൫ݔሺݐሻǡ ݔሺݐ െ ͳሻǡ ݔሺݐ െ ʹሻǡ ǥ ǡ ݔሺݐ െ ݇ ൅ ͳሻ൯ ൅ ݁ሺݐሻ                            (1)             
In this equation, x is the monthly precipitation for the station s, g (), a non-linear transfer function, e 
(t), error to be minimized and k, the number of entries that contribute to the prediction of precipitation in 
future time. 
As shown in Figure 1, the TDNN consists of two main parts: The extraction part corresponding to the 
lower layers, it is to implement the successive convolutions to gradually transform the signal 
characteristics (several low values between two peaks, for example) in magnitudes more significant, and 
classifier part corresponds to a conventional MLP (Figure 2). It is a convolutional network type, it has a 
sliding window corresponding to a limited field of view of the overall signal. It is a dynamic 'feedforward' 
network, where information is propagated from the input to the output without backtracking, and dynamic 
is in the input layer in the form of late. The TDNN is distinguished from a conventional neural network, 
such as multilayer network (MLP) in that it takes into account some notion of time, that is to say, that 
instead of looking simultaneously all the neurons of the input layer, it selects a window signal, then it 
performs a scan time based on three concepts, namely: the shared weights where there are several neurons 
calculate the same function on different inputs, and the concept of temporal windows implies that each 
neuron in the layer (l + 1) is connected to only a subset of the layer l. In addition to the two previous 
constraints, we introduced the time between two successive windows for a given layer. The aim of the 
TDNN is not to learn basically the temporal signal, but to extract the characteristics of it. With the 
constraint of the shared weights, the same neuron is duplicated in the direction of time to detect the 
presence or absence of the characteristic in different places along the signal path. By implementing 
several neurons in each time position, the neural network performs the detection of various signal 
characteristics [8].                  
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Fig.1 The general structure of the TDNN. 
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Fig.2 Difference in structure between MLP and TDNN. 
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3. Learning algorithms 
The purpose of learning is to adjust the connection weights (parameters) of the neurons until the 
desired behavior [6]. To determine the best value of the parameter vector w, we must minimize the cost 
function which is a measure of the differences between the measure {ࢅ࢖࢑} and {ࢅ࢑ሺࢃሻ} provided by the 
model. For this purpose, a quadratic cost function J (w) is used. It is written: 
 
        ܬሺݓሻ ൌ σ ଵଶ
ே
௞ୀଵ ሺ ௣ܻ௞ െ ܻ௞ሺܹሻሻଶ                                                                                               (2) 
3.1. Learning algorithm of first order: Recursive gradient  with constraints of shared weights 
The recursive algorithm of the gradient is to modify the parameters w in proportion to the gradient of 
the partial cost function. We talk about shared weights in a network, if for each neuron i of layer l, only a 
small group of neurons in the previous layer l - 1 is connected to i. Indeed, the algorithm must provide 
updated weights to give the same value to the shared weights [8]. That is to say, ࢝࢏࢐  the weight of 
connection between cells j and i of the network. This weight is shared by other connections between cells, 
called ࡺ࢒ the set of pairs of cells that share the connection ࢝࢏࢐.We have: ࡺ࢒= {(i1, j1), (i2, j2),...}. The 
gradient of the cost function J(w) relative to ࢝࢒ is given by: 
  
        
డ௃ೖሺ௪ሻ
డ௪೗
ൌ σ డ௃
ೖሺ௪ሻ
డ஺೔
డ஺೔
డ௪೔ೕሺ௜ǡ௝ሻאே೗
ൌ σ ߜ௜௞ݔ௝ሺ௜ǡ௝ሻאே೗                                                         (3) 
Where Ai shows the activation of neuron i, ࢾ࢏࢑ is the sensitivity of to changes in the level of activation 
Ai for the neuron i of layer l for the example k.  
This algorithm operates by changing network settings according to the equation: 
 
        ݓሺ݅ሻ ൌ ݓሺ݅ െ ͳሻ െ ߤሺ݅ሻ డ௃డௐ ȀW (i-1)                                                                (4)           
Where μ (i)›0 is the step size in the direction of descent. 
3.2. Learning algorithm of second order: Levenberg-Marquardt algorithm  
The Levenberg-Marquardt algorithm is based on the calculation of the second derivative of the cost 
function and the network parameters are modified according to the following equation:  
        
       ݓሺ݅ሻ ൌ ݓሺ݅ െ ͳሻ െ ൣܪ൫ݓሺ݅ െ ͳሻ൯ ൅ ߣ௜ܫ൧
ିଵ׏ܬሺݓሺ݅ െ ͳሻሻ                                               (5)                 
Where ߣ௜  is a constant parameter strictly greater than zero, H is the Hessian or second derivative with 
respect to the parameters. 
4. Results 
Rainfall forms a meteorological process, random, dynamic and nonlinear. They therefore have widely 
varying characteristics over time and the prediction becomes complicated for this kind of phenomenon. 
To avoid this phenomenon from the seasonal variations, the rate of precipitations was standardized by 
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dividing it by its maximum value. The TDNN was chosen to test our database, and Figures 3, 4, 5, 6, 7 
and Tables 1, 2 described below, show the results: 
4.1. Application of the learning algorithm of first order 
 Figures 3, 4 and Table 1 illustrate the results obtained using the gradient algorithm with recursive 
constraint of shared weights: 
 
                  
                           (a) Learning (period: 1996/2008).                                                 (b) Testing (period: 2009/2010).                                                    
Fig. 3 TDNN with a temporal window of size 2. 
 
     
                         (a) Learning (period: 1996/2008).                                                      (b) Testing (period: 2009/2010).                                      
Fig. 4 TDNN with a temporal window of size 3. 
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Table1. The mean square error (MSE) and correlation coefficient (R) after learning and test. 
 
Size of the time 
   window 
         Training                                                     Testing 
EQM                    R                                           EQM                      R 
          2                        0.17                    0.48                                          0.24                     0.37 
          3                        0.16                    0.57                                          0.21                     0.41 
 
The results show that with the algorithm of the first order, prediction accuracy increases when 
increasing the size of the time window. However, when it exceeds the width of size three, we find that the 
correlation coefficient decreases significantly while the estimation error increases. This result sets in three 
the optimal size of the time window applied to the input of the TDNN. It allows highlighting an 
interesting property in the case of precipitation phenomenon, that of seeing the future state of the 
phenomenon depend on several prior statements, and rainfall data are a sequence of a random 
phenomenon whose useful life is relatively short. 
4.2. Application of the learning algorithm of second order 
 Figures 5, 6, 7 and Table 2 illustrate the results obtained using the Lavenberg-Marquardt algorithm: 
 
  
                          (a)Learning (period: 1996/2008).                                                       (b) Testing (period: 2009/2010).    
 Fig. 5 TDNN with a temporal window of size 2. 
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                         (a)Learning (period: 1996/2008).                                                      (b) Testing (period: 2009/2010).     
Fig. 6 TDNN with a temporal window of size 3. 
 
    
                           (a)Learning (period: 1996/2008).                                                      (b) Testing (period: 2009/2010).                                 
Fig. 7 TDNN with a temporal window of size 4. 
Table2. The mean square error (MSE) and correlation coefficient (R) after learning and testing. 
 
Size of the time 
    window 
        Training                                                   Testing                 
EQM                     R                                        EQM                     R          
           2                              0.14                      0.59                                     0.22                     0.38 
           3                              0.13                      0.65                                    0.19                      0.46 
           4                              0.09                      0.72                                    0.18                      0.51 
 
Using the second order algorithm, we see that the performance (R, MSE) improves compared to the 
results using the algorithm of first order. This result, which fixed of four the optimal size of the time 
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window applied to the input of the TDNN means that the learning algorithm of the second order, gives a 
better representation of the phenomenon. Figures 8 and 9 show the variation of MSE as a function of 
number of iterations, using the of first and second order algorithm: 
 
          
                                 (a)first order  algorithm.                                                              (b) Second order algorithm. 
Fig. 8 MSE corresponding to a temporal window of size 2. 
 
  
     (a)  first order algorithm                                                               (b)  Second order algorithm. 
Fig. 9 MSE corresponding to a temporal window of size 3. 
The mean square error (MSE) (Figures 7 and 8) clearly shows that the Lavenberg-Marquardt algorithm 
converges faster and reaches the minimum after a few iterations, while the recursive gradient algorithm 
takes more time to reach the minimum. We also see that the Lavenberg-Marquardt algorithm is more 
accurate and allowed to have better results. 
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5. Conclusion 
This work was intended for the application of TDNN for  modeling and forecasting of rainfall in the 
region of Tizi-Ouzou (Algeria), using two learning algorithms: the first order algorithm (recursive 
gradient with the constraint of shared weights) and the second order algorithm (Lavenberg-Marquardt 
algorithm). The results obtained allow us to prove the robustness of our model. Moreover, the 
exploitation of TDNN for modeling and forecasting of the phenomenon of rainfall appears to be 
satisfactory. It was found, that by dimensioning the size of the temporal window and the time to the input 
of TDNN, it influences the storage capacity. Thus, more the size of the window increases, more the 
storage capacity increases, which can translate an interesting hypothesis regarding the physical 
phenomenon of rainfall, because the future state of the phenomenon depend several states prior. However 
a storage capacity too high can affect the power of generalization of TDNN which explains why the 
precipitation data studied form a sequence of a random phenomenon whose lifetime is short. We have 
also highlighted the importance of having recourse to the use of a learning algorithm of first order. The 
transition to a learning algorithm of second order gives a better representation of the phenomenon. 
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