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Introducción  25 
 
El análisis de la quiebra empresarial ha sido objeto 
de especial atención en la investigación financiera durante 
las últimas cinco décadas, siendo muy numerosos y 
variados los trabajos orientados a determinar los factores 
que provocan el fallo empresarial. Esta ingente tarea de 
investigación ha generado una amplia variedad de 
modelos, soportados, a su vez, en muy diversas 
metodologías (Dimitras et al., 1996; Bellovary et al., 
2007; Sun et al. 2014). 
 
Uno de los caminos inicialmente tomados por la 
literatura fue el desarrollo de modelos que no habían sido 
diseñados utilizando una muestra específica compuesta por 
empresas de un solo sector y que, por tanto, bien podían 
considerarse como modelos descentrados. Así, con 
carácter general, los modelos que tradicionalmente se 
vinieron desarrollando en un principio para la predicción de 
la insolvencia eran modelos construidos con muestras 
formadas por empresas medianas y grandes, 
pertenecientes al sector industrial y comercial en un 
sentido amplio. 
 
Podría decirse que el desarrollo más amplio que tuvo 
la literatura en la construcción de modelos descentrados se 
debió a la mera necesidad. No es de extrañar que hasta 
que no se desarrollaron bases de datos más amplias y 
completas no se llevaran a cabo modelos de predicción de 
insolvencia centrados en sectores de actividad específicos.  
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Un análisis de la literatura sobre predicción de 
insolvencia permite constatar la existencia de un patrón 
definido por lo que se refiere a la construcción de modelos 
descentrados frente a modelos centrados, siendo los 
primeros mucho más numerosos en número que los 
segundos. En cambio, no es posible identificar ninguna 
tendencia, ni a favor ni en contra, en el uso de un tipo de 
modelo u otro, como señala Bellovary et al. (2007), siendo 
imposible inducir una conclusión definitiva sobre la 
superioridad de un tipo de modelo frente a otro. 
 
Diversos autores ya afirmaron que las 
particularidades sectoriales añadían mejoras significativas 
en la explicación ofrecida por los modelos, pero lo cierto es 
que esta cuestión no ha sido abordada de manera directa 
con un diseño ad-hoc para tal objetivo. 
 
Una posible explicación, a esta ausencia de un 
patrón definido en el uso de un tipo u otro de modelos, 
podría basarse en la utilización de muestras heterogéneas 
de empresas pertenecientes a diferentes sectores o de 
muestras centradas en empresas que operaban en el 
sector industrial. En este sentido, es innegable, como 
afirman Platt y Platt (1991), que los sectores económicos 
muestran diferencias significativas con respecto a los 
factores de producción, ciclos de vida de sus productos, 
estructura competitiva y modos de distribución, lo que da 
lugar a diferencias importantes en diversas medidas de 
salud financiera. Esta idea ya fue intuida por Lincoln 
(1984), Mensah (1984) y McDonald y Morris (1984), 
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quienes analizaron la influencia de los efectos sectoriales 
en los ratios financieros y su aplicación en la predicción del 
fracaso empresarial. 
 
Sin embargo, es posible que la ausencia de una 
conclusión práctica sobre la superioridad de un modelo 
centrado sobre un modelo descentrado o viceversa sea 
debida a que no se hayan podido comparar, de forma 
homogénea, un tipo de modelo y otro debido a la 
disparidad de metodologías, enfoques, bases de datos 
disponibles, periodos temporales y países, entre otras 
cuestiones. 
 
Por lo tanto, la existencia de este hueco en la 
literatura, que no permite dilucidar la superioridad de los 
modelos descentrados frente a los modelos centrados, es 
el que nos ha motivado a elaborar esta tesis doctoral con 
el objetivo de dilucidar la posible superioridad de unos 
modelos frente a otros a la hora de predecir la insolvencia 
empresarial. 
 
 Para resolver la cuestión de investigación planteada 
se ha diseñado el presente trabajo conforme a la 
estructura siguiente. En el capítulo 1 se lleva a cabo un 
repaso sistemático de la literatura previa sobre predicción 
de insolvencia, a partir de la cual se puede constatar el 
desarrollo de las aportaciones realizadas a lo largo de las 
pasadas décadas. De este primer análisis emerge una 
imagen con unos perfiles muy definidos, por lo que se 
refiere a los diferentes caminos seguidos por la 
Predicción de insolvencia en los sectores económicos 28 
 
investigación en predicción de insolvencia, con una 
consideración especial a los métodos utilizados y su 
perfeccionamiento, a las variables empleadas más 
relevantes y a la evolución de los resultados obtenidos por 
los diferentes modelos.  
 
En segundo lugar, y atendiendo al enfoque de 
estudio adoptado en esta tesis, la literatura se ha 
analizado diferenciando si se trataba de modelos de 
predicción de insolvencia descentrados, es decir, 
construidos sobre la base de muestras heterogéneas en 
cuanto a la pertenencia sectorial de las empresas 
consideradas, o bien si se trataban de modelos centrados 
por cuanto su elaboración se apoyó en el empleo de 
empresas pertenecientes a sectores o subsectores de 
actividad específicos.  
 
El capítulo 1 concluye ofreciendo una taxonomía de 
los estudios sobre predicción de insolvencia, en la que se 
ponen de manifiesto las diferentes tipologías de estudios 
junto con una exposición de los principales argumentos 
que ponen de relieve el “gap” existente en la literatura 
acerca de la superioridad de los modelos centrados frente 
a los modelos descentrados, y que se materializan en las 
tres hipótesis a contrastar en la presente tesis. 
 
El capítulo 2 desarrolla los métodos principales de 
clasificación binaria de naturaleza estadística. En especial, 
se presentan los modelos de regresión logística, que es la 
metodología empleada en esta tesis. Asimismo, en este 
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capítulo se dedica una especial atención al desarrollo de 
los principales criterios de selección de modelos de 
carácter informacional.  
 
En el capítulo 3 se exponen tanto el proceso de 
obtención y el tratamiento de las muestras de trabajo 
como las variables utilizadas y los criterios tenidos en 
cuenta para la selección de las mismas. Con respecto a las 
variables empleadas, se señalan las variables que han sido 
utilizadas con mayor frecuencia en modelos descentrados. 
Igualmente, se especifican los criterios de elección de las 
variables que, en los modelos centrados, han resultado ser 
variables diferenciales y específicas en la explicación de la 
insolvencia en los cinco sectores económicos considerados 
en este estudio: agricultura, industria, construcción, 
comercio y servicios, y hostelería.  
 
El capítulo 4 se dedica al desarrollo de los resultados 
de la investigación empírica. En el mismo se obtienen los 
modelos de predicción de la insolvencia, tanto globales 
como sectoriales, con información correspondiente a 1 y 2 
años antes de que ésta se produzca, utilizando para ello 
las muestras obtenidas específicamente para este trabajo. 
Asimismo, se lleva a cabo un análisis de robustez de los 
resultados obtenidos, mediante una validación cruzada de 
los modelos y a través de la aplicación de los criterios de 
selección de modelos de Akaike, Schwartz y Hannan-
Quinn. Por último, se ofrece un análisis comparativo de los 
resultados obtenidos. 
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El trabajo concluye con una discusión sobre los 
resultados alcanzados, las principales conclusiones 






















LA INVESTIGACIÓN PREVIA EN 
PREDICCIÓN DE INSOLVENCIA 
 
  





En este capítulo se realiza un análisis de la literatura 
previa que focaliza en dos aspectos relacionados con la presente 
investigación.  
 
Así, en primer lugar, se lleva a cabo un repaso sistemático 
de la literatura previa sobre predicción de insolvencia, a partir 
de la cual se puede observar el desarrollo de las aportaciones 
realizadas a lo largo de las últimas décadas. De este primer 
análisis se derivan conclusiones relevantes respecto al 
desarrollo de la literatura, con una consideración especial a los 
métodos utilizados y su perfeccionamiento, las variables 
empleadas más relevantes y la evolución de los resultados 
obtenidos por los diferentes modelos. 
 
En segundo lugar, y atendiendo al enfoque de estudio 
adoptado en esta tesis, la literatura se ha analizado 
discriminando si se trataba de modelos de predicción de 
insolvencia descentrados, es decir, construidos sobre la base de 
muestras heterogéneas en cuanto a la pertenencia sectorial de 
las empresas consideradas, o bien si se trataban de modelos 
centrados por cuanto su elaboración se sustentó en el empleo 
de empresas pertenecientes a sectores o subsectores de 
actividad específicos. 
 
El análisis combinado de ambos enfoques nos ha 
permitido extraer unas conclusiones específicas en cuanto al 
patrón seguido por la literatura en su desarrollo, distinguiendo 
hacia donde se han canalizado los esfuerzos hasta la fecha y 
hacia donde, en nuestra modesta opinión, deberían canalizarse 
en adelante. 
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En resumen, este análisis de la investigación previa es el 
que nos ha permitido establecer el marco de referencia en el 
que se inserta la presente investigación y la formulación de las 
hipótesis que corresponden a la misma.  
 
1.2 LA PREDICCIÓN DE INSOLVENCIA EN LAS 
EMPRESAS ECONÓMICAS 
 
El análisis de la quiebra empresarial ha sido objeto de 
especial atención en la investigación financiera durante las 
últimas cinco décadas. Se han realizado numerosos trabajos de 
investigación orientados a determinar los factores que provocan 
la insolvencia empresarial, con una especial incidencia en cómo 
predecirla antes de que ésta suceda. Esta ingente tarea de 
investigación ha generado una amplia variedad de modelos, 
soportados a su vez, en muy diversas metodologías (Dimitras et 
al., 1996; Bellovary et al., 2007; Sun et al., 2014). 
 
Del universo de empresas que han sido objeto de estudio, 
se pueden establecer dos categorías principales: las empresas 
económicas y las empresas financieras. Ambos tipos de 
empresas presentan notables diferencias en su casuística y en 
sus características financieras, por lo que han tenido un 
tratamiento muy diferenciado. 
 
Por lo que se refiere a las empresas económicas, los 
autores pioneros de los estudios empíricos sobre predicción de 
insolvencia fueron Beaver (1966) y Altman (1968), quienes 
aplicaron el análisis discriminante, univariante, en el caso de 
Beaver y, multidiscriminante, en el caso de Altman. 
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Los ratios financieros utilizados por Altman en su análisis 
multidiscriminante fueron aplicados en numerosos estudios de 
predicción de insolvencia posteriores, no sólo incluyéndolos 
parcial o totalmente dentro del conjunto de variables, sino 
incluso empleando dichos ratios en metodologías estadísticas 
más complejas.  
 
A partir de estos estudios iniciales, la principal cuestión en 
la literatura, en lo referente a la predicción de insolvencia, no 
sólo fue determinar qué ratios o variables incluir en los 
modelos, sino valorar que método estadístico era el más eficaz 
para predecir la insolvencia. En este sentido, las investigaciones 
se apoyaron en los avances producidos en la estadística, lo que 
hizo posible formular modelos con un mayor poder de 
predicción y una mayor robustez en sus resultados. 
 
Esta es la auténtica razón por la cual la literatura sobre 
predicción de insolvencia, ante la ausencia de una teoría global 
explicativa del fenómeno del fracaso empresarial, se ha 
desarrollado con fuerza de la mano del progreso y la aplicación 
de diferentes metodologías, tanto de carácter estadístico como 
de naturaleza computacional. En consecuencia, el desarrollo de 
la literatura sobre predicción de insolvencia debe de ser 
contemplada en paralelo con la evolución seguida por las 
diferentes metodologías empleadas. 
 
Así, un repaso de los métodos empleados a lo largo de 
estas décadas de investigación nos permite entender la 
evolución seguida en la literatura2. Atendiendo a este criterio, 
                                   
 
2 Para un estudio de la utilidad de los métodos de evaluación del riesgo de insolvencia 
en las pymes véase Lamothe, Gómez y Partal (2010). 
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los primeros trabajos se desarrollaron en torno a los llamados 
clasificadores individuales puros. Dentro de éstos se encuentran 
los clasificadores estadísticos que incluyen el análisis  individual 
de variables, el análisis multidiscriminante (MDA) y los modelos 
de regresión logística (Logit), que están basados en la teoría 
estadística y son, por regla general, simples y fáciles de usar. El 
análisis individual de variables fue el primer método usado en la 
predicción de insolvencia. Ya se mencionó anteriormente a 
Beaver (1966), que propuso dos métodos de análisis individual 
de variables, llamados análisis de perfil y modelo discriminante 
univariable. Mediante el análisis de perfil para cinco años antes 
de la quiebra, descubrió que los resultados de ratios financieros 
en dos grupos de empresas eran significativamente diferentes, 
haciéndose más patente esa diferencia a medida que se 
acercaba el momento de la quiebra.  
 
 De la misma forma, y como se apuntó 
anteriormente, Altman (1968) fue el primero en usar el MDA 
para predicción de insolvencia, técnica que pertenece a la 
categoría del análisis discriminante multivariante. Construyó el 
famoso modelo “Z-score”, que es una función discriminante 
lineal multivariable con cinco ratios financieros, demostrando 
que su capacidad predictiva en el año inmediatamente anterior 
a la quiebra era significativamente mejor que el modelo 
discriminante de sólo una variable. El MDA pertenece a los 
análisis de regresión lineal, los cuales asumen que la variable 
independiente debería presentar una distribución normal 
multivariable y una igualdad en su matriz de covarianzas. 
 
 El modelo Logit de probabilidad lineal usa las 
funciones logísticas para transformar la variable dependiente de 
probabilidad de insolvencia en una totalmente continua que 
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luego es adecuada para un análisis de regresión lineal. Fue 
Ohlson (1980) quien aplicó originalmente el modelo Logit para 
describir la relación entre la situación de insolvencia y los ratios 
financieros, sugiriendo que dicho modelo era comparativamente 
mejor que el MDA para la predicción de insolvencia. Utilizando 
esta misma metodología, Zavgren (1985) usó el análisis de 
factores para seleccionar las variables independientes del 
modelo Logit. Posteriormente, Tseng y Hu (2010) propusieron 
un intervalo cuadrático del modelo Logit mediante el uso de un 
enfoque de programación cuadrática para hacer frente a las 
variables de respuesta binaria en la regresión logística. El 
resultado del nuevo modelo Logit mejoró el rendimiento 
discriminante y aportaba una mayor información a los 
investigadores.  
 
 Más recientemente, Serrano-Cinca y Gutiérrez-Nieto 
(2013) aplicaron un análisis discriminante de mínimos 
cuadrados parciales (PLS-DA) para predecir la crisis bancaria 
americana del periodo 2008-2011, y encontraron que los 
resultados eran similares a los obtenidos mediante análisis 
discriminante multivariante (MDA) y las Máquinas de Soporte 
Vectorial (SVM). El método PLS-DA tenía la ventaja de que no le 
afectaban los problemas de multicolinealidad. 
 
Dentro de los denominados clasificadores de inteligencia 
artificial, se incluyen las Redes Neuronales (NN), los Algoritmos 
de Evolución (EA), el Rough Set (RS), el Razonamiento Basado 
en Casos (CBR) y las Máquinas de Soporte Vectorial (SVM). 
Todos ellos fueron también aplicados en la predicción de 
insolvencia y venían avalados por unos fructíferos resultados en 
las investigaciones sobre inteligencia artificial y computacional. 
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Aportaron la ventaja de que no estaban sujetos a los estrictos 
supuestos requeridos por los métodos estadísticos. 
 
Es a principios de los años 90 cuando las NN comienzan a 
ser introducidas en las investigaciones de predicción de 
insolvencia de la mano de Tam (1991) y Tam y Kiang (1992). 
Un modelo de NN consiste en un grupo interconectado de 
neuronas artificiales que procesan la información usando un 
enfoque conexionista para el cálculo. La red neuronal 
probabilística fue también usada ampliamente en la predicción 
de insolvencia y empleada en las teorías bayesianas de toma de 
decisiones para la estimación de la densidad probabilística en 
espacios de datos (Wu et al., 2008; Yang et al., 1999). Callejón 
et al. (2013) aplicaron la variante de NN conocida como 
Perceptrón Multicapa con el fin de optimizar los resultados de 
los modelos NN que se estaban aplicando en las investigaciones 
empíricas.  
 
Las ventajas de las NN sobre los métodos estadísticos 
tradicionales se atribuyen frecuentemente a su alta capacidad 
de aplicación práctica basada en una estructura de red. 
Además, las relaciones estadísticas entre variables no necesitan 
ser tenidas en cuenta en el proceso de construcción del modelo 
NN. En cambio, comparado con los métodos estadísticos, se 
necesita una muestra de datos de entrenamiento superior para 
generar un modelo de red relativamente estable, sin olvidar que 
demasiado entrenamiento suele conducir a un sobreajuste, 
disminuyendo la estabilidad de predicción de la muestra 
apartada para el testeo. 
 
Otro de los métodos de inteligencia artificial relativamente 
nuevo, que se basa en el principio de minimización del riesgo 
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estructural en lugar de principio de minimización del riesgo 
empírico, son las Máquinas de Soporte Vectorial (SVM). Esta 
técnica es un potente y prometedor clasificador de datos y una 
herramienta de estimación funcional (Wang et al., 2005) con la 
que no es fácil caer en el sobreajuste, incluso en muestras 
relativamente pequeñas. Shin et al. (2005) y Min y Lee (2005) 
emplearon ambos las SVM para predecir la insolvencia en 
empresas surcoreanas y llegaron a la conclusión de que este 
método supera en rendimiento al MDA, Logit y NN. Hui y Sun 
(2006) y Ding et al. (2008) adoptaron un modelo de SVM para 
hacer un estudio empírico sobre predicción de insolvencia para 
una serie de compañías chinas y el resultado arrojó unas 
conclusiones similares. 
 
Sin embargo, Bose y Pal (2006) compararon el 
rendimiento de las SVM con el de las NN y MDA, concluyendo 
que las SVM eran peores. Otros estudios usaron las SVM junto 
con otras técnicas como las híbridas o las conjuntas, en vez de 
hacer un uso independiente de las SVM. 
 
Junto a los anteriores, también destaca, como clasificador 
de inteligencia artificial, los Algoritmos de Evolución (EA). Los 
EA son algoritmos genéricos basados en la población meta 
heurística que usan mecanismos inspirados en la evolución 
biológica, como la reproducción, mutación, recombinación y 
selección. Varetto (1998) aplicó los Algoritmos Genéticos (GA) 
para extraer funciones lineales sin restricciones estadísticas y 
sus correspondientes reglas discriminantes. Sin embargo, el 
rendimiento de su modelo de predicción de insolvencia no fue 
tan bueno como el MDA. Shin y Lee (2002) adoptaron los GA 
para buscar el punto de inflexión de los ratios financieros, con 
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objeto de extraer las reglas discriminantes cuantitativas en la 
predicción de insolvencia. 
 
Además, Rafiei et al. (2011) también encontraron que los 
GA tienen una menor precisión que las NN. Etemadi et al. 
(2009) estudiaron la aplicación de la Programación Genética 
(GP) en la predicción de insolvencia para sociedades de Irán, y 
el test de McNemar demostró que supera al MDA. Por lo tanto, 
los métodos basados en EA pueden generar reglas más 
fácilmente interpretables que los modelos de NN o SVM, pero su 
rendimiento se encuentra más limitado y serían más adecuados 
para ser combinados con otros algoritmos de clasificación. 
 
El Razonamiento Basado en Casos (CBR) usa el algoritmo 
de K-vecinos más cercanos, el cual determina o predice los 
casos objetivos a partir de unos casos similares. La ventaja 
evidente del CBR es que es fácil de comprender y la precisión 
de su predicción también es relativamente alta. Comparando 
CBR, NN y MDA, Jo y Han (1996, 1997) encontraron que no 
había una diferencia real entre MDA y CBR, y que el CBR 
funcionaba bien cuando no existían datos suficientes.  
 
Por su parte, Park y Han (2002) aplicaron la ponderación 
del algoritmo de K-vecinos más cercanos a la predicción de 
insolvencia y mejoraron significativamente la precisión de la 
predicción integrando indicadores tanto cuantitativos como 
cualitativos. Además de lo anterior, Sun y Han (2006) 
propusieron una ponderación similar basada en la distancia de 
correlación gris, la cual funciona en el corto plazo de la 
predicción de insolvencia con uno o dos años de antelación. Por 
último, y más recientemente, Borrajo et al. (2011) 
construyeron un sistema multi-agente para los procesos de 
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control de negocios y predicción de insolvencia, incorporando un 
sistema CBR al agente del núcleo. 
 
Dimitras et al. (1999) y McKee (2000), respectivamente, 
aplicaron la teoría del Conjunto Aproximado o Rough Set (RS) 
para establecer un modelo de predicción de insolvencia en 
Grecia y Estados Unidos. Este método tenía muchas ventajas, 
como por ejemplo, reglas de decisión fácilmente comprensibles 
en lenguaje natural, apoyo a las reglas de decisión, 
combinación de variables cualitativas y cuantitativas sin 
necesidad de evaluación estadística de la probabilidad, etc. Sin 
embargo, diferentes muestras pueden generar diferentes 
grupos de reglas de decisión. Por lo tanto, el RS tendría las 
deficiencias de una estructura cambiante y una pobre 
universalidad. 
 
Friedman et al. (1985) y McKee y Greenstein (2000) 
adoptaron un método de partición recursiva que generó árboles 
de decisión (DT) para predicción de la insolvencia. Sun y Li 
(2008) propusieron un método de minería de datos basado en 
la inducción de atributos, ganancia de información y DT, y lo 
aplicaron a una serie de compañías chinas. Gepp et al. (2010) y 
Li et al. (2010) también demostraron que los DT son mejores 
que el MDA. Chen (2011) comparó empíricamente los DT con el 
modelo Logit para empresas de Taiwán y encontró que los DT 
tienen una mayor precisión que el Logit en el corto plazo 
(menos de un año), mientras que el rendimiento del Logit es 
mejor en el largo plazo (alrededor de un año y medio). 
 
Además de los métodos principales anteriormente 
expuestos, hay algunos otros, por ejemplo, Sarkar y Sriram 
(2001), Gesel et al. (2006), Sun y Shenoy (2007) y Wu (2011) 
Predicción de insolvencia en los sectores económicos  44 
 
 
aplicaron clasificadores Bayesianos para la predicción de 
insolvencia. Pendharkar (2002), Cielen et al. (2004) y 
Premachandra et al. (2011) usaron el análisis envolvente de 
datos como una herramienta también para la predicción de 
insolvencia empresarial. Kwak et al. (2011) propusieron un 
método de programación lineal multi-criterio (MCLP) con datos 
de Corea, e indicaron que dicho modelo funcionaba tan bien 
como el MDA o el Logit y fue comparable a los DT y SVM. Ryu y 
Yue (2005) desarrollaron un nuevo modelo de programación 
matemática llamado Separación Isotónica (IS), el cual superaba 
a MDA, NN, DT y RS en un experimento de predicción de 
insolvencia con datos de Norteamérica.  
 
Durante los últimos años, el grueso de la investigación se 
ha venido enfocando hacia los métodos híbridos para la 
predicción de insolvencia empresarial basados en dos o tres 
algoritmos, siendo los métodos más populares la integración de 
NN, CBR o SVM con otras técnicas. 
 
Back et al. (1996) y Anandarajan et al. (2001) 
combinaron NN con GA. Ellos usaron GA para seleccionar las 
variables de entrada para la NN y establecieron un modelo GA-
NN para mejorar adicionalmente el rendimiento. Ravisankar et 
al. (2010) y Ravisankar y Ravi (2010) también construyeron 
varios modelos híbridos siguiendo este paradigma. 
Anteriormente, cada hibrido compuesto por dos de las NN 
multicapa con alimentación hacia adelante, NN probabilísticas, 
RS y programación genética, mostraron el mejor rendimiento 
con un nivel de significación del 10%.  
 
En este último, las características fueron en primer lugar 
seleccionadas con el estadístico-t, estadístico-f o el método 
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grupal de manejo de datos (GMDH, una NN relativamente poco 
explorada), y los clasificadores fueron entrenados con GMDH, 
NN de propagación y un mapa teórico de resonancia adaptativa 
borrosa. Como resultado, GMDH-GMDH y el estadístico-t-GMDH 
superaron a los demás. 
 
Yeh et al. (2010) construyeron un modelo híbrido de dos 
etapas que integra teoría de RS y SVM, llamado RST-SVM. Los 
atributos redundantes fueron reducidos mediante RS y luego la 
insolvencia empresarial se predice con SVM, demostrándose 
que supera al binomio RST-BNP. Lin et al. (2011) entrenaron un 
modelo de SVM después de la reducción de características de 
dimensionalidad, a pesar de las características del algoritmo de 
mapeo isométrico (ISO-MAP), una de las técnicas de reducción 
de la dimensionalidad más desarrollada. Esto produjo un mejor 
rendimiento cuando se compara con técnicas hibridas de PCA-
SVM. 
 
Ahn y Kim (2009) presentaron un modelo de predicción 
de insolvencia que combinaba GA y CBR, donde el GA fue usado 
para optimizar la ponderación de las características y la 
selección de ejemplos de forma simultánea. Este híbrido obtuvo 
una precisión de predicción más alta que el CBR convencional, 
pero necesita mucho más tiempo de modelaje y recursos de 
equipo. 
 
Li et al. (2010) únicamente usaron el GA para seleccionar 
las características para el CBR y aplicaron el algoritmo híbrido a 
la predicción de insolvencia. Cho et al. (2010) usaron los DT 
para dibujar variables explicativas aplicando la distancia de 
Mahalanobis, una forma de determinar la similitud entre dos 
variables aleatorias multidimensionales teniendo en cuenta 
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también la correlación entre dichas variables, y superó al 
método CBR usando la distancia Euclídea, Logit y NN. 
 
Es evidente, pues, que tanto los métodos estadísticos 
como los computacionales han condicionado el desarrollo de la 
literatura sobre predicción de insolvencia. Sin embargo, existen 
otros criterios relevantes para comprender la evolución seguida 
por la investigación como son los referentes al número de ratios 
y variables empleadas y a la evolución del grado de acierto en 
los resultados obtenidos. 
 
Si atendemos al número de variables consideradas en los 
modelos, siguiendo a Bellovary et al. (2007), el número de 
factores o ratios considerados en la literatura ha oscilado entre 
1 y 57. Un número total de 752 variables diferentes fueron 
utilizados en los estudios sobre predicción de insolvencia, 
siendo 674 las variables o factores que fueron utilizadas en uno 
o dos estudios. Las variables más comúnmente utilizadas en 
múltiples estudios fueron el ratio Beneficio después de 
Impuestos/Total Activo, que se fue incluido en 54 estudios. El 
segundo factor más frecuentemente utilizado fue el ratio de 
Activo corriente/Pasivo corriente, que se utilizó en un total de 
51 estudios. Se constata, además, que ha habido una cierta 
fluctuación en relación con el número de ratios empleados en 
los estudios sobre predicción de insolvencia durante los últimos 
40 años, si bien la media se ha mantenido relativamente 
constante en el entorno de 8 a 10 variables. 
 
Las conclusiones obtenidas de la literatura previa resaltan 
la importancia de, al menos, dos factores en la consecución del 
equilibrio financiero. De una parte, la adecuada correspondencia 
entre las fuentes de financiación y la naturaleza de las 
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inversiones realizadas, Altman (1968) y Zhang et al. (1999), y 
de otra, la capacidad de la empresa para devolver su deuda 
utilizando los fondos que se generan con la actividad, Bernstein 
(1984), Baldwin y Glezen (1992), García y Fernández (1992), y 
Mulford y Comiskeyee (2005). Estas conclusiones posibilitan 
clasificar a las compañías en solventes o insolventes, aunque 
también pueden utilizarse, no sólo dos categorías de empresas, 
sino distintos procesos de fracaso empresarial, Jones y Hensher 
(2007) y Arquero et al. (2009). 
 
Las capacidades predictivas de los modelos de predicción 
de insolvencia han ido cambiando en función del tiempo y del 
método empleado. Así, la literatura sobre predicción de 
insolvencia sigue refiriéndose a los errores tipo I (clasificar 
como insolvente a una empresa solvente, o falso positivo) y tipo 
II (clasificar como solvente a una empresa insolvente, o falso 
negativo), si se tienen en cuenta los resultados obtenidos por 
estos estudios. Generalmente, se ha aceptado que los errores 
tipo I son más onerosos que los errores tipo II por diversas 
razones, entre las que se incluyen la pérdida de negocio y 
clientes, el daño a la reputación de la empresa y los costes 
potenciales de los procedimientos judiciales. 
 
Según Bellovary et al. (2007), en la década de los sesenta 
del siglo pasado el rango de precisión de los modelos se situó 
entre el 79% y el 92%. Durante esta década, los modelos 
predominantes estaban basados en el Análisis Discriminante 
Univariante (Beaver, 1966). 
 
En la década de los setenta el rango de acierto en los 
modelos se amplió hasta situarse entre un 56% y un 100%. En 
esta década los modelos predominantes estaban basados en 
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MDA (Meyer y Pifer, 1970; Edmister, 1972; Santomero y Vinso, 
1977). 
 
En los ochenta, el rango de acierto en los modelos se 
amplió aún más, pasando del 20% al 100%. Ya en esta década 
empezaron a utilizarse otros métodos además del MDA, como 
las NN o los Algoritmos Recursivos Particionados. En este 
sentido destacan los trabajos de Marais (1980), Betts y Behoul 
(1982), El Hennaway y Morris (1983), Izan (1984), Takahashi 
et al. (1984), Friedman et al. (1985) y Messier y Hansen 
(1988). 
 
En la década de los noventa, el rango de precisión en la 
predicción de los modelos se situó entre el 27% y el 100%, 
siendo los métodos predominantes NN y Sumas Acumulativas. 
Destacan los trabajos de Guan (1993), Tsukuda y Baba (1994), 
El-Temtamy (1995), Koundinya y Puri (1992) y Theodossiou 
(1993). 
 
Además, la mayor parte de los trabajos realizados han 
estimado modelos de predicción utilizando información 
correspondiente a un año antes de la quiebra empresarial, y 
obteniéndose, de media, un nivel de predicción del 81%.  
 
Son pocos los que han realizado predicciones de quiebra 
en un mayor plazo, destacando entre los que sí lo realizaron 
Altman (1968), Diamond (1976), Ohlson (1980), Skogsviki 
(1980), Coats y Fant (1993), Atiya (2001), Wu et al. (2007), y 
Lin (2009). De los resultados obtenidos se desprende que la 
capacidad de predicción de los modelos disminuye 
considerablemente cuando se utiliza información financiera de 
más de un año previo a la situación de quiebra de las empresas, 
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con aciertos que oscilan entre el 72,0% (Altman, 1968) y el 
95,5% (Ohlson, 1980). Estos porcentajes de acierto disminuyen 
aún más en el caso de aquellos estudios que han estimado la 
quiebra empresarial 3 años antes, oscilando los niveles de 
acierto entre el 48% (Altman 1968) y el 86,2% (Coats y Fant 
1993), con la excepción de Wu et al. (2007) que llegaron a 
alcanzar un 100% en sus modelos de NN y GA tanto para 1 
como para 2 y 3 años antes de la entrada en quiebra. 
 
En términos generales, parece que a medida que los 
métodos evolucionaban eran capaces de predecir con mucha 
mayor precisión. Sin embargo, si consideramos los intervalos de 
predicción, se observa que el valor de los rangos inferiores ha 
ido disminuyendo con el tiempo evidenciándose, de esta forma, 
una dilatación del rango de predicción.  
 
Esto parece sugerir que los métodos más modernos no 
siempre garantizan los mejores resultados. De hecho, en 
numerosos estudios, MDA y NN continúan proporcionado las 
mayores tasas de acierto junto con los menores rangos de 
predicción. Y si tuviéramos que destacar una metodología en 
concreto, NN resultan ser el método que ofrece el rango de 
resultados más reducido junto con el mayor porcentaje de 
acierto, oscilando desde un 71% al 100% de acierto. 
 
1.3 MODELOS GLOBALES DE PREDICCIÓN DE 
INSOLVENCIA  
 
Otro término utilizado en la literatura es el que se refiere 
a modelos globales como aquellos que consideran a las 
empresas de todo un país o región. 
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En este sentido, los trabajos que incorporan esta 
particularidad o característica son de muy diversa naturaleza. 
En la mayoría de los casos son estudios que se han centrado en 
la predicción de la insolvencia para empresas de un solo país. 
Por ejemplo, Serrano-Cinca (1997) en el caso de empresas 
españolas, o Charalambous et al. (2000) con empresas 
estadounidenses.  
 
Una segunda tipología de trabajos con particularidad 
global son los elaborados teniendo como referencia a empresas 
de distintos países. Así, Tsai (2009) tuvo en cuenta las 
empresas de Australia, Alemania y Japón, o Chen et al. (2011) 
las empresas polacas y australianas. Zhou (2013) elaboró un 
modelo con empresas estadounidenses y japonesas, empleando 
una batería de métodos como el Análisis Discriminante Lineal, 
Logit, DA, NN y SVM.  
 
Pero, además de incorporar esta característica global, los 
enfoques adoptados en este tipo de investigaciones son 
diversos. Así, Pindado et al. (2008) formulan un modelo de 
probabilidad de impago tomando como muestra de referencia 
empresas de Estados Unidos y del resto de países del G-7. 
Chauhan et al. (2009) aplicaron una NN Ondícula con una 
muestra de bancos estadounidenses, turcos y españoles. 
Ravisankar y Ravi (2010) utilizaron una muestra muy diversa, 
con bancos españoles, turcos, estadounidenses y británicos, 
obteniendo una alta precisión (por encima del 90%) y 
empleando el método Grupo de Gestión de Datos (GMDH). 
Evans y Borders (2014) propusieron una comparación entre los 
códigos (legislativos) de quiebra de los diferentes países.  
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Por su parte, Aggarwal y Goodell (2014) prestaron 
especial atención a las diferencias entre países en lo referente 
al acceso a la financiación y a su influencia en las empresas con 
dificultades financieras. Maghyereh y Awartani (2014) aplicaron 
un modelo logit multi-periodo para bancos de países del 
Consejo de Cooperación del Golfo durante el periodo 2000-
2009. Tsai et al. (2014) aplicaron un Perceptrón Multicapas 
comparándolo con las SVM y DT para una muestra formada por 
un conjunto de empresas alemanas, japonesas y australianas. 
Betz et al. (2014) estudiaron las dificultades financieras en 
bancos europeos en los 3 años previos a la quiebra con un 
modelo Logit.  
 
Por otro lado, el artículo de Korol (2013) incorpora el 
enfoque de la quiebra y hace una comparación entre dos 
regiones. Realiza un modelo de riesgo de quiebra basado en la 
idea de sistema de “Advertencia Temprana” usando la 
estructura del modelo de Altman con países de América Latina 
(México, Argentina, Brasil, Chile y Perú) y de Europa Central 
(Polonia). Utiliza MDA, DT y NN como métodos, y 14 ratios 
financieros como posibles variables. Llegó a la conclusión de 
que los errores de tipo I eran más altos en las empresas 
latinoamericanas que en las empresas europeas. Los resultados 
mostraron que el modelo DT tiene una mayor eficacia que el 
modelo NN en ambas muestras. Pero hay que advertir que este 
trabajo se centró en hacer una comparación entre los modelos 
de América Latina y Europa Central y no se ocupó de cerrar la 
principal brecha de la investigación que es la construcción de 
modelos específicos para cada región de importancia en el 
mundo. Tan sólo alcanza a comparar métodos y resultados 
entre dos regiones. Además, la muestra de Europa Central que 
emplea no es del todo suficiente, al incluir únicamente 
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empresas polacas. Tampoco hace referencia a la composición 
industrial de sus muestras ni a la justificación de los ratios 
financieros elegidos. 
 
Finalmente, el trabajo de Platt y Platt (2008) se centró en 
estudiar las dificultades financieras de empresas del sector 
industrial en tres regiones del mundo (Estados Unidos, Europa y 
Asia), adoptando para ello un concepto amplio del concepto de 
dificultad financiera. Las hipótesis formuladas en el trabajo 
pueden considerarse como muy poco restrictivas, centrándose 
en la elaboración de modelos Logit y obviando realizar alguna 
prueba con cualquier modelo NN. Igualmente, el tratamiento de 
los datos sólo tuvo en consideración muestras de 
entrenamiento, sin chequear el modelo en muestras de testeo. 
Y tampoco se situaron algunos años previos a la situación de 
dificultad financiera, para intentar anticiparse al problema.  
 
1.4 MODELOS DESCENTRADOS Y MODELOS CENTRADOS 
 
Como ya apuntamos anteriormente, los estudios sobre 
predicción de insolvencia se han aplicado tanto en el terreno de 
la empresa financiera como en el de la económica. Dentro del 
ámbito de éstas, a partir de los primeros estudios de Beaver y 
Altman, la literatura se fue desarrollando en múltiples 
direcciones.  
 
Uno de los caminos tomados por la literatura fue el 
desarrollo, por una parte, de modelos que no habían sido 
diseñados utilizando una muestra de un solo sector y que, por 
tanto, bien pudieran denominarse modelos descentrados. Solo, 
posteriormente, la literatura se fue desarrollando mediante la 
aparición de modelos centrados en la predicción de la 
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insolvencia en sectores económicos concretos, en la medida en 
que habían sido construidos mediante muestras de sectores 
económicos específicos. 
 
Así, con carácter general, los modelos que se vinieron 
desarrollando tradicionalmente para la predicción de la 
insolvencia eran modelos construidos con muestras formadas 
por empresas medianas y grandes, pertenecientes a los 
sectores industrial y comercial en un sentido amplio. Dentro de 
estos modelos descentrados podríamos destacar, como más 
relevantes, los trabajos de Beaver (1966), Altman (1968), 
Deakin (1972), Wilcox (1973), Libby (1975), Moyer (1977), 
Ketz (1978), Norton y Smith (1979), Casey (1980), Ohlson 
(1980), Aharony et al. (1980), Zimmer (1980), Zmijewski 
(1984), Gentry et al. (1985), Levitan y Knoblett (1985), Casey 
y Bartczak (1985), Gombola et al. (1987), Karels y Prakash 
(1987), Hing-Ling Lau (1987), Aziz et al. (1988), Hopwood et 
al. (1989), Aziz y Lawson (1989), Odom y Sharda (1990), Koh y 
Killough (1990), Gilbert et al. (1990), Coats y Fant (1992), 
Fletcher y Goss (1993), Theodossiou (1993), Johnsen y Melicher 
(1994), Altman (1994), Wilson y Sharda (1994), Ward (1994), 
Boritz y Kennedy (1995), McKee (1995), Leshno y Spector 
(1996), Serrano-Cinca (1996), Chang-Lee et al. (1996), Kahya 
y Theodossiou (1999), Charalambous (2000), Nasir et al. 
(2000), Shumway (2001), Yi-Chung et al. (2005), Pindado et al. 
(2008), Tzong-Huei Lin (2009), Muller et al. (2009), Shuk-Wern 
Ong et al. (2011), Chen et al. (2011), Kwak y Gang Kou 
(2012), Sangjae y Wu (2013). 
 
En consecuencia, teniendo en cuenta este planteamiento 
general, el desarrollo de modelos que emplean, como muestra, 
empresas de sectores o subsectores más específicos se 
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consideran modelos modelos centrados, en contraposición con 
los modelos descentrados antes reseñados. 
 
Precisamente, por lo que se refiere a los modelos 
centrados, los más populares inicialmente en la literatura fueron 
los que se desarrollaron para predecir la insolvencia en las 
instituciones de crédito. Entre estos, caben destacar los 
modelos de Meyer y Pifer (1970), Sinkey (1975), Hanweck 
(1977), Martin (1977); Santomero y Vinso (1977), Pettway y 
Sinkey (1980), Rose y Kolari (1985), Lane et al. (1986), 
Pantalone y Platt (1987a, 1987b), Bell et al. (1990); Espahbodi 
(1991), Tam (1991), Salchenberger et al. (1992), Tam y Kiang 
(1992), Martín del Brío y Serrano-Cinca (1995), Henebry 
(1996), Alam et al. (2000). 
 
Un segundo tipo popular de modelos centrados fueron 
aquellos que se desarrollaron para la predicción de la 
insolvencia en empresas industriales. Dentro de esta tipología 
cabría destacar a Taffler (1974, 1977), Diamond (1976), 
Tisshaw (1976), Mensah (1983), Appetiti (1984), Tsukuda y 
Baba (1994), Alici (1996), Sung et al. (1999), Zhang et al. 
(1999), Goover (2003), Hu y Tseng (2005), Habilollah y Saleh 
(2009), Xu y Zhang(2009), Jae Kwon Bae (2012), Callejón et 
al. (2013), Zhang et al. (2013), Grüenberg y Lukason (2014) y 
Bartoloni y Baussola (2014), entre otros. 
 
Más recientemente, se fueron desarrollando modelos 
centrados en la predicción de la insolvencia en sectores 
económicos más específicos como el sector de la Agricultura 
(Susicky, 2011), Construcción (Mínguez Conde, 2006), 
Hostelería (Gao, 1999), Sector Informático (Shah y Murtaza, 
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2000), Casinos y Juego (Patterson, 2001) y Empresas de 
Internet (Wang, 2004), por reseñar algunos de ellos. 
 
1.4.1 MODELOS DESCENTRADOS 
 
Como ya se ha expuesto, los modelos descentrados son 
aquellos que fueron elaborados mediante muestras de carácter 
heterogéneo. Es decir, muestras compuestas por empresas que 
no pertenecían a un solo sector económico. 
 
De alguna forma, el desarrollo más amplio de la literatura 
en la construcción de modelos descentrados se debió a la mera 
necesidad. La disponibilidad de fuentes de información y 
registros válidos que permitieran un tamaño muestral suficiente 
con el que producir inferencias válidas fue un factor limitador 
para el desarrollo de modelos más centrados o específicos. 
 
Por ello, no es de extrañar que hasta que no se 
desarrollaron bases de datos más amplias y completas no se 
llevaran a cabo modelos de predicción de insolvencia centrados 
en sectores de actividad específicos. 
 
En este apartado realizaremos un análisis  pormenorizado 
de los modelos de predicción de insolvencia descentrados. 
 
Beaver (1966), en su trabajo pionero, afirma que su 
objetivo es retar el statu quo existente con respecto al uso de 
los ratios financieros como predictores de la insolvencia. Para 
ello, se sirvió de la base de datos de Moody´s Industrial 
Manual, que contenía la información financiera publicada de las 
empresas cotizadas en Estados Unidos, y seleccionó a 79 
empresas industriales (una vez excluidas las empresas de 
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servicios públicos, transportes y de servicios financieros) que 
hubieran quebrado durante el periodo 1954 a 1964, 
agrupándolas de acuerdo al sector y al tamaño de sus activos, y 
emparejándolas con otras 79 empresas sanas. Los datos 
financieros de las empresas quebradas se obtuvieron para los 5 
años previos a la quiebra, empleando 29 variables en total. 
 
Mediante una comparación de los valores medios de las 
variables detectó que la diferencia entre las medias de los ratios 
se acrecentaba conforme las empresas quebradas se acercaban 
al momento de la quiebra. Mediante un test de clasificación 
dicotómico comprobó que el ratio Cash Flow/Total Deuda era el 
ratio que mayor capacidad predictiva presentaba, mostrando en 
el año previo a la quiebra un error del 13%, y del 22% en el 
segundo año previo. A continuación le seguía como mejor 
predictor el ratio Beneficio Neto/Total Activo, siendo el tercer 
mejor predictor el ratio Total Deuda/Total Activo. En cambio, 
Beaver señaló que los ratios de liquidez eran los que peor se 
comportaban a la hora de predecir la insolvencia, exhibiendo un 
error global del 13% en el año previo a la quiebra y del 22% en 
el quinto año previo al fallo empresarial. 
 
Beaver aconseja precaución en el uso de los ratios ya que, 
en su opinión, no todos tienen la misma capacidad predictiva ni 
son capaces de discriminar de igual forma las empresas sanas 
de las quebradas, teniendo en cuenta, además, que siempre es 
más fácil clasificar las empresas sanas que las quebradas. 
 
Altman (1968), considerado el trabajo clásico por 
excelencia, se plantea valorar la capacidad del análisis de los 
ratios como herramienta analítica, usando la predicción de la 
quiebra empresarial como un caso ilustrativo. En concreto, 
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emplea el Análisis Discriminante como metodología y lo aplica a 
un conjunto de empresas industriales en sentido amplio. Los 
ratios empleados fueron Fondo de Maniobra/Total Activo, 
Beneficios Retenidos/Total Activo, EBIT/Total Activo, Valor de 
mercado de los Fondos Propios/Valor de mercado de la Deuda 
Total, y Total Ventas/Total Activo. 
 
La muestra inicial estaba compuesta por 66 empresas (33 
empresas sanas y 33 empresas quebradas) durante el periodo 
1946-1965. La clasificación de este trabajo como un modelo 
descentrado, a pesar de haberse considerado tradicionalmente 
un modelo industrial, se debe a que la muestra empleada no es 
un grupo totalmente homogéneo debido a diferencias de 
tamaño y sector. No se tuvo en cuenta ni las empresas 
pequeñas ni las muy grandes. 
 
El modelo desarrollado por Altman se mostró sumamente 
eficaz para predecir la insolvencia un año antes de la quiebra, 
arrojando un 95% de acierto, un error tipo I del 6% y un error 
tipo II del 3%. Sin embargo, la capacidad del modelo disminuye 
en la predicción a dos años, donde acierta en el 83% de los 
casos, disparándose el error tipo I al 28%. En la muestra de 
testeo, el porcentaje sigue siendo muy bueno un año antes de 
la quiebra con un 96% de acierto global. No obstante, su 
eficacia vuelve a decaer rápidamente a partir del segundo, 
tercero, cuarto y quinto año (72%, 48%, 29% y 36%, 
respectivamente). 
 
Altman, con su trabajo, trasciende al realizado por Beaver 
anteriormente, al presentar un marco multivariante de análisis 
de ratios con resultados muy positivos. 
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Posteriormente, Deakin (1972) propuso un modelo 
alternativo a los desarrollados por Beaver (1966) y Altman 
(1968) para predecir el fracaso empresarial. Para ello, replicó el 
estudio de Beaver usando los mismos ratios que él usó para, a 
continuación, buscar una combinación lineal de estos 14 ratios 
que mejor predijeran el fracaso empresarial en cada uno de los 
5 años previos a la quiebra. 
 
Partiendo de la muestra utilizada por Beaver de 79 
empresas quebradas en el periodo 1954-1964, junto con otras 
79 empresas sanas de aproximadamente el mismo tamaño e 
industria, Deakin introduce una diferencia importante: utiliza 
una muestra de 32 empresas quebradas durante el periodo 
1964-1970. Consideró quebradas aquellas empresas que 
experimentaron el impago, la insolvencia y/o fueron liquidadas 
para el beneficio de sus acreedores. Cada una de estas 
empresas quebradas se emparejó con una empresa sana en 
función de la industria de pertenencia, el año del cual se obtuvo 
la información y el tamaño de acuerdo con el volumen de 
activo. 
 
Los resultados obtenidos por Deakin confirman los 
anteriormente obtenidos por Beaver. Sin embargo, observó 
que, a partir del tercer año previo a la quiebra, decae la 
capacidad predictiva del ratio Tesorería/Ventas, a diferencia de 
lo que se observa con los demás, en los que existe una elevada 
concordancia con el trabajo de Beaver. Prácticamente todas las 
variables contribuyeron significativamente a la capacidad 
discriminatoria de la función lineal. Por su parte, los errores de 
clasificación promediaron un 3% (1º año), 4,5% (2º y 3º año) y 
21% (4º año) y 17% (5º año). A su vez, el modelo se validó en 
una muestra independiente de 11 empresas quebradas y 23 
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empresas sanas seleccionadas al azar entre 1963 y 1964, 
arrojando unas tasas de error del 22%, 6%, 12%, 23% y 15%, 
respectivamente. 
 
Wilcox (1973) también se propuso revisar el trabajo 
original de Beaver. Para ello validó la utilidad predictiva de un 
estadístico derivado de un proceso binomial, mostrando que se 
produce una mejora sustancial de los resultados sobre los ratios 
de Beaver para, al menos, cuatro años antes de la quiebra. 
 
La muestra utilizada se conformó con 52 empresas 
quebradas en el periodo 1949-1971 y se seleccionaron tanto 
empresas sanas como quebradas que tuvieran entre 5 y 9 años 
de información financiera. 
 
Los resultados mostraron una importante tasa de aciertos, 
con un 94% el año previo a la quiebra hasta un 76% el quinto 
año antes del fallo empresarial. 
 
Libby (1975) presentó un enfoque novedoso con respecto 
a los anteriores trabajos al afirmar que la utilidad de la 
información contable es una función de la capacidad predictiva 
de la información y de la capacidad de los usuarios de la misma 
para interpretar esos datos.  
 
Presentó los resultados de un estudio de campo, aplicado 
a la actividad de las entidades financieras, diseñado para 
evaluar el poder predictivo de la información proporcionada por 
los ratios y la capacidad de los directivos de préstamos y 
riesgos para evaluar dicha información en un contexto de fallo 
empresarial. Asimismo, el análisis también evaluó la 
consistencia en la interpretación de los ratios de, por una parte, 
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los ejecutivos de riesgos y préstamos y, de otra, entre los 
propios ejecutivos. 
 
Así, el trabajo evidenció cómo una pequeña selección de 
ratios permitió a los responsables de préstamos, con una amplia 
variedad en sus procedencias, hacer unas predicciones muy 
ajustadas y fiables sobre el fallo empresarial. 
 
Moyer (1977) trató de solventar algunas de las críticas 
recibidas por el modelo de Altman. Moyer reexaminó la 
capacidad predictiva de este modelo sobre la base de una nueva 
muestra de empresas durante el periodo 1965-1975. Los 
parámetros del modelo de Altman fueron recalculados a partir 
de esta nueva muestra, llegando a la conclusión de que la 
capacidad predictiva del modelo de Altman es muy modesta 
cuando se aplica a una muestra diferente en un periodo 
temporal también diferente. 
 
Ketz (1978) parte de la falta de evidencia para saber si el 
ajuste de los estados financieros, teniendo en cuenta el cambio 
en el nivel de precios, es ventajoso o no. Por ello, se propuso 
como objetivo proporcionar evidencia empírica sobre este 
particular (estados financieros ajustados al nivel de precios 
frente a estados financieros basados en el coste histórico). 
Aplicó ambos enfoques para predecir la insolvencia y comprobar 
cuál de ambas aproximaciones era la mejor. 
 
Comprobó que los ratios calculados a partir de estados 
financieros que son ajustados para tener en cuenta las 
variaciones en los precios obtuvieron un mejor resultado, en 
términos de precisión en la predicción de la insolvencia, 
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apoyándose en la idea de que los ajustes de los estados 
financieros a las variaciones en los precios son de utilidad. 
 
Norton y Smith (1979) siguen en la misma línea que Ketz 
(1978). Tratan de comparar la predicción de la insolvencia 
basada en ratios calculados a partir de estados financieros que 
tienen en cuenta las variaciones de los precios (GPL) frente a 
ratios calculados en estados financieros que usan el criterio del 
coste histórico (HC). Sin embargo, sus resultados no coinciden 
con los de Ketz (1978) al mostrarse que, a pesar de las 
diferencias existentes entre ambos ratios, no queda alterada la 
capacidad de predicción de la insolvencia por parte de unos y de 
otros. 
 
El estudio de Libby (1975) afirmaba que los ejecutivos de 
préstamo de las entidades financieras usando ratios contables 
eran capaces de predecir la quiebra empresarial con un 74% de 
precisión. El trabajo de Casey (1980) surge motivado por esta 
afirmación y por el deseo de replicar de forma más precisa el 
entorno habitual de toma de decisiones de los ejecutivos 
responsables de otorgar préstamos. Presentó los resultados de 
un cuestionario que replicaba el estudio de Libby (1975) bajo 
algunas condiciones diferentes. 
 
En el estudio de Casey, 46 responsables de préstamos 
predijeron cuántas, de un total de 30 empresas, irían a la 
quiebra en el periodo de tres años. Para cada sujeto analizado 
se computaron tres resultados predictivos (precisión global, 
precisión para empresas fallidas y precisión para empresas 
sanas). De la misma forma, se examinó el grado de coincidencia 
obtenido entre los sujetos. Los resultados mostrados por este 
estudio y el de Libby (1975) fueron similares por lo que 
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respecta al grado de acuerdo entre individuos. Sin embargo, 
encontraron dos ámbitos de discrepancia: (1) Los resultados 
predictivos de los individuos fueron inferiores debido a los 
peores resultados obtenidos por las empresas quebradas; (2) 
Las diferencias individuales, en cuanto al estilo de procesar la 
información y el nivel de confianza de los individuos, podrían 
ser determinantes a la hora de explicar la variabilidad de los 
resultados. 
 
El trabajo de Ohlson (1980) es pionero en presentar una 
estimación probabilística del fracaso empresarial mediante el 
uso de un modelo Logit de probabilidad condicional. Ohlson 
identifica cuatro factores principales, estadísticamente 
significativos, que afectan a la probabilidad de quiebra en el 
plazo de un año. Estos factores son: (1) El tamaño de la 
compañía; (2) Un indicador de su estructura financiera; (3) Un 
indicador de resultados y (4) Un indicador de liquidez. 
 
La muestra empleada era de los años 1970-1976 y estaba 
compuesta por 105 empresas quebradas y 2.058 empresas 
sanas (cotizadas e industriales), obteniéndose tres años de 
información financiera para las empresas quebradas. Una 
peculiaridad del estudio de Ohlson es que los datos de las 
empresas quebradas fueron tomados del estado 10-K, que tenía 
la ventaja de que permitía conocer el momento de su 
publicación, con lo que se podía saber si la empresa había 
entrado en quiebra antes o después de su publicación. Para 
Ohlson este es un aspecto fundamental ya que se evitaría 
"sobre-predecir" las empresas quebradas. 
 
Elaboró varios modelos. El primer modelo de Ohlson 
predecía correctamente la quiebra en el 96,12% de los casos en 
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el plazo de un año. El segundo modelo que elabora predecía 
correctamente el 95,55% de los casos en el plazo de dos años, 
y siempre y cuando la empresa no quebrara al año siguiente. 
Finalmente, el tercer modelo propuesto por Ohlson predecía 
acertadamente el 92,84% de los casos en el plazo de tres años. 
 
Los resultados revelaron que hay cuatro factores, 
estadísticamente significativos, que determinan la probabilidad 
de quiebra: (1) El tamaño; (2) La estructura financiera 
expresada a través del ratio Total Pasivos/Total Activos; (3) 
Una medida de rendimiento económico como es el ratio 
Beneficio Neto/Total Activos y (4) Una medida de liquidez como 
es el ratio Fondo de Maniobra/Total Activos. 
 
Hay que referir que, en los tres modelos de Ohlson, el 
tamaño emergió como un predictor importante. 
 
Según Aharony et al. (1980), a pesar del interés y del 
esfuerzo dedicado a estudiar la predicción de la insolvencia 
hasta la fecha, los modelos basados en ratios contables tenían 
muy poca o ninguna base teórica. 
Principalmente, lo que se había realizado hasta entonces era 
combinar diversos tipos de ratios contables de diversa forma y 
en diversos modelos dando un resultado determinado. 
Consideran que los datos provenientes del mercado habían 
recibido muy poca atención hasta ese momento. Los autores 
creían que los datos de mercado podían proporcionar una base 
teórica útil a la hora de predecir la insolvencia empresarial en el 
sentido de que las expectativas de los inversores se verían 
reflejadas en las medidas de riesgo-rendimiento. Por eso, este 
trabajo se propuso comparar las características de las empresas 
sanas y de las empresas quebradas antes de entrar en quiebra 
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con diversos indicadores de riesgo-rendimiento derivados del 
CAPM (Capital Asset Pricing Model). 
 
Se observó que ciertas medidas de riesgo basadas en 
datos de mercado mostraban un comportamiento muy 
diferenciado entre ambos tipos de empresas. En concreto, la 
varianza total y la varianza específica de la empresa se 
comportaban de manera muy diferenciada, según el tipo de 
empresa, en un periodo de hasta cuatro años previos a la 
quiebra. 
 
Zimmer (1980) parte del trabajo de Libby (1975) en el 
que se evaluó la capacidad predictiva de los ejecutivos de 
préstamos. Consideró la tarea adicional de que los ejecutivos de 
préstamos evaluaran cada año la probabilidad de insolvencia de 
las empresas sobre la base de una serie de ratios contables. 
Asimismo, el trabajo profundizó sobre diversas cuestiones: (a) 
Se evaluó la capacidad predictiva de los directivos de 
préstamos, a través del número de predicciones acertadas; (b) 
Se investigó la relación entre la confianza en la predicción y los 
resultados obtenidos; (c) Las diferencias obtenidas en las 
predicciones se analizaron en función de la edad, experiencia en 
el cargo y cualificación; (d) El grado de consenso también fue 
examinado; (e) Se comparó el grado de éxito entre las 
predicciones del consenso y la de los individuos y (f) Los 
resultados fueron replicados empleando a estudiantes. 
 
El estudio puso en evidencia que los ratios contables 
convencionales eran útiles para los ejecutivos de préstamos a la 
hora de predecir la insolvencia. En general, las predicciones de 
estos individuos fueron muy acertadas y el grado de acuerdo 
entre ellos fue muy alto, siendo estos resultados consistentes 
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con los obtenidos por Libby (1975) anteriormente. Sin embargo, 
los resultados fueron inconsistentes con los resultados 
obtenidos en su momento por Casey (1980). Hay que precisar 
que los individuos participantes en este estudio no fueron 
elegidos al azar ni la información que les fue suministrada era la 
misma con la que normalmente evaluaban los riesgos 
financieros. 
 
El trabajo de Zmijewsji (1984) analiza dos sesgos que se 
suelen producir en los estudios de predicción de insolvencia. El 
primer sesgo, el sesgo de elección de la muestra, se produce 
cuando primero se observa la variable dependiente y, a 
continuación, se selecciona una muestra basada en ese 
conocimiento. Es decir, la probabilidad de pertenecer a la 
muestra depende directamente de los atributos de la variable 
dependiente.  
 
El segundo sesgo, el sesgo en la selección de la muestra, 
se produce cuando sólo se utilizan observaciones con datos 
completos para estimar el modelo. Ambos sesgos producen 
unos parámetros asintóticamente sesgados y unas estimaciones 
sesgadas igualmente. 
 
Con respecto al sesgo de elección de la muestra, lo 
examinó comprobando las estimaciones probit para un modelo 
de estrés financiero frente a un modelo probit ajustado, 
utilizando diversas muestras para así tener una idea de cómo 
aumentaba el sesgo. Los resultados manifestaron la existencia 
clara de un sesgo para las muestras cuando el modelo probit no 
era ajustado. Por otra parte, este sesgo iba disminuyendo a 
medida que las muestras recogían una proporción de empresas 
quebradas/sanas más ajustada a la realidad. Sin embargo, este 
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sesgo no afectaba a los porcentajes de clasificación de las 
muestras empleadas. 
 
Con respecto al sesgo en la selección de la muestra, 
comparó las estimaciones de un modelo probit con datos 
completos frente a un modelo en el que estimó la probabilidad 
de que las estimaciones incorporasen datos completos. Se 
comprobó la existencia de un sesgo, si bien tampoco afectó al 
porcentaje de clasificación final obtenido. 
 
Hasta este momento, los modelos de predicción de 
insolvencia vinieron empleando distintos tipos de ratios 
contables o predictores que ayudaran a mejorar los resultados 
de la clasificación entre empresas sanas y empresas quebradas. 
Gentry et al. (1985) propusieron que la adición de diversos 
componentes o ratios que implicaban movimientos de cash flow 
a los ratios tradicionales, intuyendo que podrían ayudar a 
mejorar la precisión de las predicciones.  
 
En concreto, afirmaron que dividendos, inversiones y 
diversos componentes de cuentas de activo corriente podrían 
aportar una información muy valiosa acerca de la salud 
financiera de la empresa. Una de las contribuciones de este 
trabajo radicaba en que los componentes de salida del cash flow 
eran más importantes que los componentes de entrada a la 
hora de explicar el fallo empresarial, además de constatarse 
que la adición de elementos y componentes de cash flow a los 
ratios tradicionales mejoraba significativamente la calidad de la 
predicción. 
 
A mediados de los años ochenta surgió el interés por 
relacionar la predicción de la insolvencia con el trabajo de 
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auditoría. Así, Levitan y Knoblett (1985) examinaron las 
variables de los estados financieros que eran más útiles a la 
hora de predecir la insolvencia, así como las más útiles a la 
hora de emitir una excepción de "going-concern" en el informe 
de auditoría.  
 
Construyeron un modelo que usó con éxito ratios 
financieros para identificar a las empresas que se dirigían a la 
quiebra. Del estudio emergieron dos implicaciones relevantes: 
(1) A la hora de emitir excepciones los auditores usan otros 
criterios que los que se emplearían a la hora de predecir la 
insolvencia exclusivamente; (2) La emisión de una salvedad 
implica un asunto grave, en tanto que no emitirla no lleva a 
ninguna circunstancia definitiva. 
 
Casey y Bartczak (1985) continuaron la línea de trabajos 
sobre la influencia de las variables de cash flow en la calidad de 
la predicción de la insolvencia. Trataron de valorar si los datos 
de cash flow y otros relacionados podrían conducir a unas 
predicciones más afinadas de quiebra empresarial. Para ello 
seleccionaron 60 empresas que presentaron declaración de 
quiebra durante el periodo 1971-1982, extraídas de un conjunto 
de empresas cotizadas incluidas en Dun & Bradstreet y Wall 
Street Journal. El criterio para su inclusión fue el de empresas 
cotizadas que tuvieran al menos 6 años de estados financieros 
previos a la quiebra. En paralelo, una muestra de 250 empresas 
sanas se extrajo de Compustat Industrial Tape. Las empresas 
sanas se eligieron para ser emparejadas con las quebradas de 
acuerdo con el subsector industrial. El ratio de empresas 
quebradas por empresas sanas era de 1:4. 
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 Mediante MDA y Logit llegaron a la conclusión de que los 
datos de cash flow operativo no aportaban un efecto 
incremental a la capacidad de predicción de los modelos. Estos 
resultados estaban en desacuerdo con los obtenidos 
anteriormente por Gentry et al. (1985). 
 
Gombola et al. (1987) continuaron la línea de 
investigación sobre el papel de las variables de cash flow en la 
predicción de insolvencia.  
 
Sobre esta cuestión existían dos líneas de investigación 
principales: a) Por un lado, los que consideraban al cash flow de 
las operaciones (CFFO) como ingresos más depreciación y 
trataban de averiguar su impacto en la predicción de 
insolvencia, y b) Aquellos trabajos que estudiaban la eficacia del 
CFFO por sí mismo, donde la evidencia obtenida era mixta. Los 
autores sospechaban que el factor tiempo podía tener un 
impacto específico a la hora de determinar la influencia de 
dichas variables. Es decir, el periodo temporal analizado podía 
llegar a ser determinante. 
 
Pero, la cuestión central del trabajo de Gombola era 
determinar si el CFFO era una variable importante a la hora de 
predecir el fracaso empresarial a partir de mediados de los años 
70. Y utilizando MDA llegó a la conclusión de que el CFFO era un 
predictor de la insolvencia pero en el muy corto plazo, siendo 
este hallazgo consistente con el obtenido por Casey y Bartczak 
(1985). 
 
En los estudios clásicos sobre predicción de insolvencia se 
empleaba MDA como técnica de clasificación. Esta técnica, para 
que sea efectiva, requiere de diversos supuestos entre los que 
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se encuentra el de normalidad de los atributos o variables 
empleadas y, en consecuencia, las conclusiones que se 
obtengan, si estos supuestos no se cumplen, se encuentran 
bajo sospecha. 
 
En este sentido, Karels y Prakash (1987) se propusieron 
indagar en los trabajos clásicos previos con los objetivos de: (1) 
Averiguar si los ratios empleados en los estudios anteriores 
satisfacían esta condición de normalidad; (2) En caso de que no 
la satisficieran, se propusieron reunir un conjunto de ratios que 
sí las cumplieran y, en todo caso, que se desviaran lo menos 
posible de ese supuesto; (3) Utilizar este conjunto de ratios 
para comparar los resultados generados por el modelo 
discriminante frente a otros estudios. 
 
La evidencia obtenida sugirió que una selección de ratios 
no efectuada a propósito (ad hoc) puede mejorar 
significativamente la predicción de insolvencia. Hay que reseñar 
que los ratios que terminaron siendo seleccionados fueron muy 
diferentes a los tradicionales (a excepción de los ratios de 
Fondo de Maniobra) usados por Altman y Deakin. Asimismo, 
dos ratios de cash flow, cash flow por acción y 
ventas/inventarios, que no suelen ser empleados nunca, se 
identificaron como variables discriminatorias significativas. 
 
Un resultado bastante sorprendente fue la inclusión del 
valor de mercado de las acciones comunes con un retraso de 
tres años. Aquí la cuestión a dilucidar era si el mercado podía 
anticipar con tanta antelación la quiebra o si era una mera 
coincidencia de los datos. Basado en esta evidencia parece que 
se podía aplicar un análisis discriminante simple con una 
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considerable mejora en la capacidad predictiva y con menos 
problemas a la hora de la selección de los ratios y el muestreo.  
 
Hing-Ling Lau (1987) también aportó innovaciones a los 
trabajos clásicos. El modelo que presentó desarrollaba otros 
modelos de predicción de insolvencia clásicos (Beaver, Altman, 
Ohlson, Zavgren) de dos formas: (1) Definió cinco estados 
financieros para describir la situación financiera de una 
empresa, en vez de considerar la situación dicotómica empresa 
fallida/empresa sana; (2) En lugar de clasificar las empresas 
dentro de una categoría determinada, el nuevo modelo 
estimaba las probabilidades de que una sociedad se situara en 
uno de esos cinco estados. Para ello, se definieron cinco 
escenarios financieros en este estudio: 0 Estabilidad Financiera; 
1 Omisión del pago o reducción de los dividendos; 2 Impago o 
impago de préstamos; 3 Protección bajo el Capítulo X o XI de la 
Ley de Quiebra de Estados Unidos; 4 Bancarrota y Liquidación. 
Como se puede comprobar, desde los estados 1 a 4 va 
creciendo el nivel de las tensiones financieras.  
 
Partiendo de este planteamiento, Hing-Ling Lau construyó 
tres modelos de predicción con tres horizontes diferenciados. 
Los modelos "Año 1" se construyeron con información financiera 
de 1974-1975 para predecir los problemas financieros en 1976. 
Igualmente los modelos "Año 2" y "Año 3" se construyeron con 
información de 1973-1974 y de 1972-1973, respectivamente, 
para predecir los problemas financieros en 1976. La muestra de 
validación fue usada para chequear la capacidad de estos 
modelos de predecir los problemas financieros en 1977. 
 
Los modelos de predicción se construyeron con una 
"muestra original" y posteriormente fueron chequeados con una 
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muestra de validación. Cada muestra contenía 350 empresas en 
el estado 0, y 20, 15, 10 y 5 empresas en los estados 1, 2, 3 y 
4, respectivamente. 
 
Hay que tener en cuenta que la aplicación de un modelo 
probabilístico a un grupo de "n" empresas nos da "n" 
resultados, y que el resultado de la predicción se encuentra 
representado por la suma de estos "n" resultados (SSn) así 
como por el ratio SSn/n (dado que n es el máximo número de 
resultados). 
 
Los resultados de este trabajo en la muestra de testeo 
mostraron diferentes porcentajes de clasificación en cada uno 
de los estados definidos, teniendo en cuenta el horizonte 
temporal elegido. Así, en el año previo a la quiebra, el 
porcentaje de acierto en el estado “0” fue del 96,0%, en el 
estado “1” un 86,65%, en el estado “2” un 88,33%, en el 
estado “3” del 94,5%, en el estado “4” del 34,8% y en la 
clasificación global de un 94,0%. En el tercer año previo a la 
quiebra, el porcentaje de acierto en el estado “0” fue un 95,6%, 
en el estado “1” un 82,6%, en el estado “2” un 82,3%, en el 
estado “3” un 75,2%, en el estado “4” un 56,8% y en la 
clasificación global un 93,55%. 
 
Aziz et al. (1988) afirmaron que los ratios incluidos en los 
modelos de predicción de insolvencia se basaban más en 
criterios de orden práctico que en una teoría que sustentara 
esta elección. Este trabajo se basa en el de Gentry et al. 
(1985), que a su vez, se sustenta en un modelo de flujos de 
caja desarrollado por Helfert (1982) para obtener las variables y 
ratios con los que generar un modelo multivariable de 
predicción de insolvencia. Este estudio es similar al de Gentry et 
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al. (1985) pero con la diferencia de que se basa en la identidad 
de cash flow desarrollada por Lawson (1971). El objetivo del 
trabajo consistía en ver la capacidad de la identidad de Lawson 
para discriminar entre empresas quebradas y sanas, mediante 
MDAy Logit. 
 
Para ello, usaron la base de datos de Standard and Poor´s 
1983 Industrial Annual COMPUSTAT Research File para extraer 
las empresas que quebraron durante el periodo 1971-1982. De 
ella, se extrajeron 49 empresas que fueron emparejadas con 
otras 49 empresas sanas. La muestra era de carácter 
multisectorial puesto que también estaban incluidas empresas 
de servicios y de transporte. En total, un conjunto de 98 
empresas. 
 
Mediante MDA, las variables que presentaron un mayor 
poder de clasificación fueron los Impuestos y el Cash Flow 
Operativo. Los modelos presentaron una elevada capacidad de 
predicción en un rango desde el 80,9% en el quinto año hasta 
el 88,8% un año antes de la quiebra. 
 
Mediante Logit los resultados obtenidos oscilaron entre el 
91,8% de acierto global obtenido en el año previo a la quiebra 
al 80,9% de acierto global cinco años antes de la quiebra. 
 
Se evidenció así que el modelo CFB de Aziz et al. (1988) 
se comparaba favorablemente con el modelo Z. El nivel de 
precisión global fue muy semejante, pero presentaba la ventaja 
diferencial de predecir hasta 5 años antes de la quiebra, por lo 
que era capaz de proporcionar una señal de aviso con mayor 
antelación. A esta mayor capacidad predictiva había que 
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añadirle el hecho de que la selección de variables se basó en el 
concepto de flujo de caja de Lawson. 
 
Hopwood et al. (1989) examinaron la relación entre el 
informe de auditoría y el fallo empresarial. Partían del 
convencimiento de que la naturaleza de las opiniones 
cualificadas del auditor pueden señalar el fallo empresarial.  
 
Este estudio, usando una aproximación log-lineal, analizó 
la asociación entre la quiebra y las opiniones de auditoría 
mediante un modelo univariante y otro modelo multivariante. 
Para el año inmediatamente previo a la insolvencia, el modelo 
univariante indicó una relación entre la salvedad “going-
concern” y otras salvedades con la quiebra. Los tests de los 
modelos multivariantes, los cuales usaban variables de los 
informes de auditoría junto con otras, indicaron igualmente una 
relación de la quiebra tanto con la calificación “going-concern” 
como con otro tipo de salvedades. Cuando las variables de los 
informes de auditoría fueron testadas con otras variables 
específicas de un modelo de predicción de insolvencia, las 
salvedades y la calificación “going-concern” siguieron estando 
relacionadas con el fallo empresarial. 
 
Igualmente, los análisis efectuados consideraron la 
capacidad predictiva de los modelos, testando la sensibilidad de 
los resultados con respecto a los errores tipo I y tipo II. Los 
resultados indicaron que, en la mayoría de los casos, el modelo 
que sólo considera la opinión del auditor era la menos onerosa 
de las alternativas en un periodo de hasta tres años. 
 
Aziz y Lawson (1989) propusieron un modelo de cash flow 
similar al de Gentry et al. (1985) en el sentido de que ambos 
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partían de una definición de cash flow. Este estudio testeó la 
validez de la identidad de Lawson, incluyendo flujos de capital 
externos. Una diferencia crítica entre este estudio y los de sus 
predecesores es su enfoque en la formulación de hipótesis. Se 
compararon los resultados de cuatro modelos (Z, Zeta, CFB y 
mixtos) y sus diferencias fueron testadas usando las técnicas 
estadísticas habituales. 
 
Este trabajo aclaró que el cash flow operativo, el cash flow 
de la financiación, el cash flow de la inversión y los impuestos 
son variables importantes a la hora de predecir la insolvencia. 
En este sentido, la sugerencia de Casey y Barack (1985) de no 
enfatizar la importancia del cash flow a la hora de predecir la 
salud financiera de las empresas estaría en completo 
desacuerdo con este enfoque. 
 
Pioneros en la aplicación de NN a la predicción de 
insolvencia, Odom y Sharda (1990) se propusieron llevar a cabo 
una comparación de los resultados obtenidos mediante NN y 
métodos más tradicionales como MDA. La predicción se llevó a 
cabo para 1 año antes de la quiebra. 
 
La muestra estaba compuesta por 129 empresas, 65 de 
las cuales entraron en bancarrota en el periodo 1975-1982 y 64 
restantes, sanas. La muestra se obtuvo de la base de datos del 
Moody´s Industrial Manuals. Se hicieron dos submuestras a 
partir de esta muestra principal de 129 empresas: Una muestra 
de entrenamiento compuesta por 74 empresas (38 quebradas y 
36 sanas) y una muestra de testeo de 55 empresas (27 
quebradas y 28 no quebradas), emparejándolas por industria y 
año. 
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Para garantizar la robustez de los resultados, la 
proporción muestra de entrenamiento/muestra de testeo se fue 
alterando para reflejar mejor la realidad con respecto a la 
proporción empresas sanas/empresas quebradas. Se crearon 
tres grupos, en función de la proporción, 50/50, 80/20, 90/10. 
Los resultados revelaron que las NN mostraron resultados más 
robustos en muestras más pequeñas, obteniendo mejores 
resultados en la muestra de testeo. 
 
Nuevamente, dentro del ámbito de los estudios que 
relacionaban la opinión de auditoría con la predicción de 
insolvencia, Koh y Killough (1990) se propusieron como objetivo 
en este estudio tratar las dificultades que tiene para los 
auditores otorgar la calificación de "going-concern" a las 
compañías y que posibles medidas podrían ayudar en esta 
tarea. En concreto, construyeron un modelo de predicción de 
insolvencia mediante MDA para ver las posibilidades y 
limitaciones de esta herramienta en el trabajo de los auditores. 
 
La muestra se compuso por 70 empresas, la mitad de las 
cuales eran empresas en quiebra (Wall Street Journal Index) 
durante el periodo 1980-1985. El emparejamiento se llevó a 
cabo en función del tamaño de los activos y del sector (código 
SIC), siendo los datos financieros empleados los de un año 
antes de la quiebra. Para comprobar el grado adecuación de la 
función discriminante para detectar problemas de empresas (a 
la hora de predecir la quiebra) a la valoración "going-concern" 
de los auditores, se extrajo una nueva muestra de 400 
compañías a partir de COMPUSTAT durante el periodo 1980-
1985, donde, de estas 400 compañías, 14 de ellas estaban 
quebradas. 
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Así, la función discriminante incorporó cuatro variables: 
Quick ratio, Beneficios Retenidos/Total Activo, Beneficio neto 
por acción y Dividendos por acción. Los resultados de la 
clasificación arrojaron un error global del 7,35%, un error tipo I 
del 8,82% y un error tipo II del 5,88%. 
 
La comparación del modelo MDA con la valoración “going-
concern” de los auditores mostró que el porcentaje de acierto 
era similar, tanto en la predicción del modelo como en la 
opinión de los auditores por lo que se refiere a las empresas 
sanas (88,60% frente a 88,86%). Sin embargo el modelo MDA 
detecta mucho mejor a las empresas que quiebran (78,57% vs. 
21,43%). 
 
Los resultados obtenidos podrían explicarse debido a los 
elevados costes que, para las compañías auditoras, tiene el 
equivocarse en cuanto a la continuidad de una empresa. En este 
sentido, los autores sugieren que sería importante disponer de 
una herramienta de predicción de la insolvencia específica para 
ayudar al auditor en su tarea.  
 
Hay que recalcar asimismo que la calificación "going-
concern" no implica la entrada en quiebra de una sociedad y, 
sin embargo, presenta riesgos reputacionales y de imagen 
importantes para la compañía y para el auditor en caso de no 
formular esta valoración, debiendo hacerlo. Además, hay que 
apuntar que el buen juicio del profesional es muy difícil de 
sustituir. 
 
Gilbert et al. (1990) pretenden distinguir entre las 
empresas que se encuentran estresadas financieramente y 
terminan en quiebra de las que se salvan finalmente de 
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quebrar. Parten de la idea de que un modelo de predicción de 
insolvencia desarrollado usando una muestra de empresas en 
quiebra y de empresas tomadas al azar es incapaz de distinguir 
a las empresas estresadas financieramente de las que 
finalmente quiebran. Esto demostraría que las empresas que 
entran en quiebra lo hacen, además de por razones financieras, 
por otras de carácter no financiero. Asimismo, las variables 
financieras que no son capaces de diferenciar entre empresas 
quebradas y financieramente estresadas son diferentes de las 
que son capaces de diferenciar entre empresas en quiebra y 
empresas sanas escogidas al azar. Por otro lado, los autores 
mostraron cómo las variables de cash flow aportaban capacidad 
explicativa a los modelos, al contrario de lo que se venía 
apuntando por otros autores. 
 
Para abordar todas estas cuestiones seleccionaron tres 
grupos de empresas: a) un grupo de empresas en quiebra; b) 
un grupo de empresas escogido aleatoriamente; c) un grupo de 
empresas financieramente débiles, pero no en quiebra. 
 
Los tres grupos de empresas se utilizaron para formar, a 
su vez, dos tipos diferentes de muestras que fueron usadas 
posteriormente para el análisis. Las 76 empresas quebradas y 
las 304 empresas que se obtuvieron aleatoriamente formaron la 
muestra denominada "Quebradas/Aleatorias". Las 76 empresas 
quebradas se combinaron con las 304 empresas estresadas 
financieramente para crear la muestra "Quebradas/Estresadas". 
Cada una de estas muestras se dividió, a su vez, en una 
muestra de entrenamiento y en una muestra de testeo. En el 
caso de la muestra "Quebradas/Aleatorias" la muestra de 
entrenamiento se formó por 52 quebradas y 208 aleatorias. La 
muestra de testeo se compuso de las 24 quebradas y 96 
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aleatorias restantes. Lo mismo se hizo para la muestra 
"Quebradas/Estresadas". 
 
Así, los resultados del modelo Logit para la muestra de 
empresas “Quebradas/Aleatorias” incluyó tres variables como 
significativas (EBIT/Total Activo, Caja de las operaciones/Total 
Pasivo, Fondos Propios/Total Pasivo). Por su parte, la tasa de 
acierto fue del 88,5% en la muestra de entrenamiento y del 
90,8% en la muestra de testeo. Asimismo, el error tipo I fue del 
37,5% en la muestra de testeo (32,7% en la muestra de 
entrenamiento). Sin embargo, cuando este modelo se aplicó a 
la muestra "Quebradas/Estresadas” los resultados empeoraron 
notablemente, cayendo la tasa global de acierto, con un 
porcentaje de error global del 33,3%, un error tipo I del 37,5% 
y un error tipo II del 32,3%.  
 
Por lo que se refiere a los resultados del modelo Logit 
para la muestra “Quebradas/Estresadas”, el modelo incluyó 
estas variables como significativas: Caja de las 
operaciones/Pasivo corriente, Caja/Total Activo, Fondos 
Propios/Total Pasivo y Beneficios Retenidos/Total Activo. La tasa 
de acierto fue del 18,1% en la muestra de entrenamiento y del 
21,7% en la muestra de testeo. El error tipo I fue 69,2% en la 
muestra de testo (70,8% en la muestra de entrenamiento). 
 
Como señala Taffler (1984), los resultados de los modelos 
de predicción de insolvencia deben de ser interpretados como 
descripciones de estrés financiero más que como predicciones 
de insolvencia per se. Sin embargo, los resultados de este 
estudio sugieren que si el objetivo es identificar probables 
quiebras dentro de un grupo de compañías con problemas, los 
resultados de estos modelos resultan francamente muy pobres. 
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Otro de los trabajos pioneros en la introducción de las NN 
fue el de Coats y Fant (1992). El objetivo era describir lo que 
eran las NN y su aplicación al campo de la predicción de la 
insolvencia empresarial. 
 
Para valorar la potencia clasificatoria de las NN se tomó 
una muestra de empresas que habían sido identificadas, por sus 
auditores, como financieramente estresadas. Se utilizaron datos 
financieros de los tres años previos a entrar en esa situación de 
estrés financiero y se tomaron otras 94 empresas sanas. 
Después de esta selección, ambas muestras (empresas sanas y 
empresas en dificultades) se dividieron en dos grupos. Cada 
uno de los grupos estaba formado por 47 empresas 
financieramente estresadas y 47 empresas sanas. Un grupo 
sirvió de muestra de entrenamiento y el otro como muestra de 
testeo. 
 
Las NN fueron capaces de predecir correctamente el 91% 
de las empresas en dificultades financieras y el 96% de las 
empresas sanas. Por otro lado, MDA fue capaz tan sólo de 
acertar el 72% de las empresas estresadas y el 89% de las 
empresas sanas. Si atendemos a los errores, NN presentó un 
error tipo I del 9% frente al 28% de MDA. Además, NN 
presentaron un error tipo II del 4% frente al 11% de MDA. 
 
Fletcher y Goss (1993) ilustraron el desarrollo de un 
modelo de predicción de insolvencia empresarial usando una 
clase particular de NN como es la Red de Propagación hacia 
atrás o de Retropropagación. Los datos para la elaboración de 
este trabajo fueron extraídos de un estudio anterior de Gentry. 
Se seleccionaron 18 empresas fallidas junto con 18 empresas 
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sanas y se emparejaron de acuerdo con el tamaño, según las 
ventas y volumen de activo. 
 
Los cinco modelos NN obtenidos predijeron todos mejor 
que el modelo Logit con el que se comparaba. En concreto, el 
modelo de NN que mayor nivel de predicción alcanzó obtuvo 
una tasa de acierto del 82,4% frente al modelo Logit que arrojó 
un resultado del 71,3%. 
 
Para Theodossiou (1993), las señales de que una empresa 
se deteriora financieramente se desarrollan en el tiempo. 
Normalmente, el cambio requiere de varios años, por lo que 
consideró necesario desarrollar modelos secuenciales que 
hicieran posible detectar tales cambios tan pronto como fuera 
posible. En este trabajo Theodossiou presentó un procedimiento 
secuencial para detectar un cambio en la media de una serie 
temporal multivariante, y muestra cómo este procedimiento 
puede ser usado para predecir la tendencia de una empresa 
hacia la quiebra. 
 
El procedimiento está basado en el trabajo previo de 
Healy (1988) de sumas acumulativas (CUSUM) y Shumway 
(1988) sobre un procedimiento de series temporales 
multivariante. Presentó un modelo secuencial (dinámico) 
basado en el análisis CUSUM para la predicción de las empresas 
con problemas financieros. Específicamente, este modelo podía 
ser usado para detectar el punto a partir del cual las variables 
financieras de una empresa pasaban de un "buen 
comportamiento" a un "mal comportamiento". El modelo puede 
ser visto como una extensión dinámica de MDA.  
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Adicionalmente, el modelo presentaba como característica 
deseable el tener una memoria corta para el buen 
comportamiento de las empresas a lo largo de los años y una 
memoria larga para el mal comportamiento. En consecuencia, 
alertaba de manera rápida al analista para que pudiera 
investigar y valorar la empresa de manera más cercana y 
minuciosa. Cuando se compara el modelo CUSUM con MDA, el 
primero se reveló como claramente superior. 
 
En el trabajo de Johnsen y Melicher (1994) se continuó la 
línea de investigación que trata de trascender la tipología 
clásica de estudios sobre predicción de insolvencia, superando 
la tradicional clasificación dicotómica. En este sentido, la 
quiebra, después de todo, no sería más que un caso extremo de 
dificultad financiera. Por ello, los problemas financieros se 
describen mejor como un estado continuo que se sitúa entre lo 
"financieramente débil" hasta la "quiebra", con la posibilidad de 
varios estados intermedios de "debilidad financiera".  
 
En esta línea, Lau (1987) fue el primero en superar la 
dicotomía empresa sana/empresa quebrada y definió 4 tipos de 
estados de debilidad financiera. Hay que tener presente que 
este tipo de modelos presentan, a su vez, más tipos de errores 
de clasificación.  
 
El trabajo de Johnsen y Melicher (1994) pretendió replicar 
los estudios previos en esta línea de investigación utilizando el 
mismo tipo de muestreo y construyendo un modelo de 
predicción de insolvencia compuesto de dos estados. Se 
compararon los resultados con los de un modelo multiestado 
con una categoría añadida explícita de "financieramente débil" 
que es incluida en la muestra. El segundo objetivo del trabajo 
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fue determinar el valor añadido que suponía la clasificación de 
información secundaria en la predicción de los cambios en la 
condición financiera. 
 
La muestra utilizada para este estudio estaba compuesta 
por tres grupos de empresas: Empresas quebradas (112 
empresas; 17% del total); empresas sanas (293 empresas; 
44,4% del total) y empresas financieramente débiles (255 
empresas; 38,6% del total). La selección de las empresas se 
hizo para el periodo 1970-1983 y se tomaron los datos 
financieros de los últimos cinco años previos a la quiebra. 
 
El estudio aportó tres conclusiones muy claras: 1) Los 
errores de clasificación se pueden reducir añadiendo un estado 
adicional a la quiebra; 2) También es importante destacar que 
los tres estados de salud financiera parecen ser 
"independientes" y 3) Se extrajo una importante información 
sobre las probabilidades de mejorar o empeorar la condición 
financiera basada en la situación de partida. 
 
Altman et al. (1994) analizaron la comparación entre las 
metodologías estadísticas clásicas para la clasificación y 
predicción de la quiebra empresarial (MDA y Logit) con las redes 
neuronales (NN). Los resultados mostraron un grado bastante 
equilibrado de precisión y otras características beneficiosas 
entre MDA y NN. Ambos tipos de análisis mostraron más de un 
90% de acierto en la clasificación en la muestra de testeo, 
concluyendo que debería seguirse esta línea de investigación 
usando estas dos técnicas y sugiriendo una aproximación 
combinada para un refuerzo predictivo. 
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En el marco del proyecto de la Central de Balances del 
Banco de Italia, se tomaron dos muestras para calcular sendas 
funciones discriminantes. La primera función discriminante 
pretendía clasificar empresas sanas y quebradas y la segunda, 
empresas vulnerables y quebradas. Se tomaron, como muestra 
de entrenamiento, 404 empresas industriales sanas y 404 
empresas industriales quebradas. A su vez, para la muestra de 
testeo se tomaron 150 empresas sanas y otras tantas 
quebradas. 
 
Los resultados obtenidos en las dos funciones mediante el 
análisis discriminante arrojaron unos porcentajes de acierto, 
para la muestra de testeo, que se situaron, para la primera 
función, en el 95,1% un año antes de la quiebra y, para la 
segunda función, en el 81% un año antes del fallo. Mediante NN 
se obtuvo un porcentaje de acierto en la clasificación del 95,3% 
un año antes de la quiebra. 
 
Probablemente, la conclusión más importante del trabajo 
es que NN no son una técnica claramente dominante sobre los 
métodos tradicionales, como MDA. Los autores especularon que 
una aproximación más equilibrada sería más adecuada teniendo 
en cuenta los problemas de "caja negra" que presentan NN. 
 
Otro estudio que realizó un análisis comparativo de la 
capacidad predictiva de NN frente a MDA en la predicción de la 
insolvencia fue el de Wilson y Sharda (1994). La muestra que 
emplearon estaba formada por 129 empresas (65 quebradas y 
64 sanas) durante el periodo 1975-1982, pertenecientes al 
sector industrial en sentido amplio. Los datos utilizados de las 
empresas quebradas fueron obtenidos del Moody´s Industrial 
Predicción de insolvencia en los sectores económicos  84 
 
 
Manual, en concreto, los estados financieros un año antes de 
entrar en quiebra. 
 
Los resultados obtenidos mediante NN se mostraron 
netamente superiores al análisis discriminante, con porcentajes 
que oscilaban entre el 97,5% y el 72,62% en el caso de NN, 
frente al 91,59% y 72,0% en el caso de MDA.  
 
Hay que reseñar que se llevaron a cabo diferentes 
composiciones de las muestras, variando la proporción de 
componentes de la muestra de entrenamiento y de la muestra 
de testeo. También que la composición de la muestra de 
entrenamiento tuvo efectos determinantes en la capacidad 
predictiva de NN. 
 
Por su parte, el objetivo del estudio de Ward (1994) fue 
determinar por qué la variable NOF (Net 
income+Depreciation+Amortization/Total debt) es un predictor 
tan potente del estrés financiero.  
 
En el trabajo se discutieron dos posibles explicaciones: (1) 
La primera es que era probable que la variable NOF pudiera ser 
una medida simple de cash flow operativo, y (2) Es posible que 
sea un predictor poderoso de estrés financiero debido a que sea 
una mejor medida de ingreso económico que el beneficio 
después de impuestos.  
 
Este trabajo también amplió la investigación previa sobre 
estrés financiero mediante el desarrollo de modelos de 
predicción de cuatro estados ordinales de estrés financiero, en 
lugar de emplear los tradicionales modelos dicotómicos. 
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Los resultados mostraron que los modelos ordinales de 
estrés financiero ofrecían una respuesta viable a la hora de 
enfocar de una forma más realista el problema de la insolvencia 
empresarial. 
 
En el estudio de Boritz y Kennedy (1995) se examinó la 
efectividad de diferentes tipos de NN a la hora de predecir la 
insolvencia empresarial.  
 
Se consideraron dos aproximaciones para entrenar NN: la 
retropropagación y la teoría de la estimación óptima. Dentro del 
mecanismo de retropropagación se testearon cuatro modelos 
(Retropropagación, Retropropagación de Nexo Funcional con 
senos, Retropropagación Reducida y Retropropagación 
Predictiva Acumulativa). Y NN se compararon con los métodos 
tradicionales de predicción como MDA, Logit y Probit.  
 
Los resultados mostraron que los errores tipo I y tipo II 
variaban considerablemente según fueran las técnicas 
empleadas. Así, NN presentó el menor porcentaje de error tipo I 
y el mayor porcentaje de error tipo II, en tanto que las técnicas 
tradicionales mostraron el patrón contrario.  
 
Los modelos NN con algoritmo de retropropagación 
obtuvieron unos porcentajes intermedios de error tipo I y error 
tipo II, demostrándose que el resultado de estos modelos era 
muy sensible a la elección de las variables y que no se podía 
confiar en que los modelos eligieran las variables más 
importantes. De igual forma, los resultados fueron muy 
sensibles a los errores de muestreo. 
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En los Estados Unidos los auditores están obligados a 
modificar sus informes si el periodo de existencia de las 
empresas se estima inferior al año (salvedad “going-concern”). 
Pero la predicción del estado de “going-concern” para un auditor 
puede ser un asunto muy delicado. Incluso cuando los auditores 
están en condiciones de predecir problemas potenciales de 
quiebra, suelen ser habitualmente reticentes a revelar esta 
información debido a las posibles consecuencias de una 
salvedad de ese tipo. De hecho, las investigaciones que habían 
examinado la situación de las compañías durante el año 
posterior a haber recibido una salvedad de “going-concern” por 
parte de sus auditores reveló que aproximadamente entre el 
25% y el 38% de las compañías examinadas acaban quebrando 
un año después de haber recibido una salvedad del tipo “going-
concern”.  
 
Siguiendo esta línea de investigación, McKee (1995) trató 
de desarrollar un modelo muy preciso y, a la vez, teóricamente 
consistente de predicción de la insolvencia. Para ello, empleó un 
algoritmo inductivo diseñado para extraer el aprendizaje de 
casos del mundo real. La investigación señaló que los auditores 
experimentados sólo pueden predecir la insolvencia 
correctamente en el 83% de los casos. Asimismo, indicó que los 
auditores solo informan de las posibles quiebras en el 45% 
aproximado de los casos, concluyendo que no es fácil para el 
auditor predecir e informar sobre las probabilidades de quiebra 
de las compañías. El trabajo desarrolló un modelo simple 
basado en dos únicos ratios (calculados sobre la información 
disponible) que proporcionó una precisión en la predicción del 
97% en 60 compañías privadas. 
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En el trabajo de Leshno y Spector (1996) se compararon 
las capacidades predictivas de varios modelos NN. Los modelos 
examinados diferían en la amplitud de los datos, la técnica de 
aprendizaje y el número de iteraciones. Asimismo, las 
capacidades de cada modelo fueron también comparadas 
usando el clásico MDA.  
 
Dado que el número de empresas quebradas es limitado, 
se tomaron estados financieros de varios periodos precedentes 
al evento de quiebra. Si bien los estados financieros del periodo 
de quiebra suelen proporcionar más información, incorporar los 
estados financieros de distintos periodos puede mejorar los 
resultados. Las capacidades predictivas de los modelos se ven 
realzadas mediante el uso de técnicas de aprendizaje 
mejoradas. Sin embargo, si la técnica de aprendizaje es 
demasiado "fuerte" el modelo se hace muy específico “con 
respecto a la muestra” y, por tanto, pierde capacidad de 
generalización. 
 
Finalmente, el modelo NN preferido es el que usa una 
expresión funcional de segundo orden junto con una activación 
conjunta de segundo orden y 100 iteraciones de aprendizaje. 
Este modelo demostró ser más preciso que MDA. 
 
En su trabajo, Serrano-Cinca (1996) aplicó un tipo 
específico de NN llamado "Mapa Característico Auto-
Organizado" para el análisis de la información financiera. Este 
modelo lleva a cabo una proyección de un espacio 
multidimensional sobre el plano, de tal modo que los puntos 
que se encuentran unos cerca de otros se corresponden con 
patrones similares en los inputs de información. El uso de NN se 
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complementó, en este caso, con un estudio estadístico de la 
información disponible.  
 
Sobre este planteamiento base, se desarrolló un Sistema 
de Apoyo a la Decisión (Decision Support System, DSS) para el 
análisis de los estados financieros que incluyó un Análisis Lineal 
Discriminante y un Perceptrón Multicapas (MLP) para delimitar 
las regiones de insolvencia. El DSS propuesto mejoraba el Z 
análisis tradicional y proporcionó una visión intuitiva y gráfica 
sobre el riesgo de insolvencia, las características financieras de 
la empresa y la tipología de empresa a la que pertenecía. 
 
Chang et al. (1996) desarrollaron tres modelos híbridos 
de NN para la predicción de la insolvencia. Los modelos 
propuestos fueron: (1) Una NN asistida por MDA; (2) Una NN 
asistida ID3 y (3) Un SOFM (una NN característica auto-
organizada). Tanto el modelo (1) como el (2) son modelos NN 
que operan con las variables input seleccionadas por los 
métodos MDA e ID3, respectivamente. El SOFM combina un 
modelo de retropropagación (modelo supervisado) con un 
modelo SOFM (con aprendizaje, sin supervisar). Los resultados 
del modelo NN híbrido son evaluados usando MDA e ID3 como 
referencia.  
 
Los resultados empíricos, usando los datos de quiebras de 
Corea del Sur, mostraron que los modelos NN híbridos eran 
modelos muy prometedores, tanto en términos de la precisión 
de sus resultados como de su adaptabilidad. Asimismo, 
señalaron que la capacidad de predecir los problemas 
financieros podía ser reforzada mediante el uso de modelos que 
tuvieran en cuenta la correlación en los datos, incorporasen 
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información de más de un periodo e incluyeran variables 
explicativas de carácter estacionario.  
 
El artículo de Kahya y Theodossiou (1999) desarrolló un 
modelo estacionario de estrés financiero para empresas 
manufactureras y comerciales procedentes del AMEX y NYSE, 
basado en la metodología de series temporales de sumas 
acumulativas (CUSUM). El modelo poseía la particularidad de 
diferenciar entre cambios en las variables financieras de una 
empresa, que son el resultado de la correlación serial, y los 
cambios, que son el resultado de cambios permanentes en la 
estructura de las medias de las variables como consecuencia de 
los problemas financieros. Los tests llevados a cabo mostraron 
que el modelo era robusto en el tiempo y que mejoraba los 
resultados de modelos similares basados en MDA y Logit. 
 
El modelo CUSUM podía ser visto como una versión 
dinámica de MDA. Así, una característica muy positiva del 
modelo CUSUM es que tiene una memoria muy corta con 
respecto a los buenos resultados de la empresa a lo largo de los 
años y, en cambio, una memoria muy larga con respecto a los 
malos resultados. Esta característica de memoria hace que el 
modelo sea muy sensible a los cambios negativos en las 
condiciones financieras. En consecuencia, alerta muy 
rápidamente al analista financiero, quien puede llevar a cabo 
una investigación mucho más minuciosa y una valoración más 
realista de su situación. 
 
El trabajo de Charalambous et al. (2000) compara el 
resultado predictivo de tres tipos de NN con el rendimiento 
mostrado por Logit y el algoritmo de retropropagación. Los 
resultados mostraron que la capacidad predictiva de los 
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métodos NN superaba a los acreditados por las técnicas 
clásicas. Para este estudio, la muestra se compuso por 139 
empresas sanas y 139 empresas quebradas durante el periodo 
1983-1994, llevándose a cabo el emparejamiento atendiendo a 
criterios de tamaño, año de entrada en quiebra y sector 
industrial considerado. Las muestras se fragmentaron, a su vez, 
en muestra de entrenamiento y muestra de testeo. La muestra 
de entrenamiento estaba compuesta por todas las empresas, 
tanto quebradas como solventes, incluidas en la muestra global 
durante el periodo 1983-1991 (un total de 192 empresas), en 
tanto que la muestra de testeo consistió en las 86 empresas 
restantes del periodo 1992-1994. 
 
Los resultados mostraron que las tres tipologías de NN 
aplicadas en este estudio proporcionaban unos resultados 
superiores a los aportados por Logit y por el algoritmo de 
retropropagación. 
 
Nasir et al. (2000) también pretendieron comprobar la 
superioridad de NN sobre las técnicas tradicionales de 
predicción de la insolvencia. La muestra se compuso de 15.000 
empresas quebradas del Reino Unido, empleando datos 
financieros completos durante el periodo 1992-1996. Dichas 
empresas se emparejaron con igual número de empresas sanas 
para, a continuación, ser ordenadas según tamaño y subsector 
industrial. 
 
El artículo de Shumway (2001) propuso un modelo de 
riesgo (Hazard Model) en contraposición a los modelos estáticos 
tradicionalmente utilizados por la literatura. Los modelos 
estáticos tan sólo pueden considerar un conjunto de variables 
explicativas para cada empresa. Además, la mayoría de los 
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investigadores eligen el momento de la observación, que suele 
coincidir con un año antes de la quiebra, lo que introduce un 
sesgo en la estimación que es lo que el modelo de riesgo 
propuesto pretende evitar. 
 
Para ello, compuso una muestra formada por empresas 
cotizadas durante el periodo 1962-1992, principalmente del 
sector industrial. Se tomaron como empresas quebradas todas 
las que fueron dadas de baja de NYSE o AMEX y quebraron en 
los 5 años siguientes. La muestra final contenía 300 empresas 
que quebraron en el periodo 1962-1992. 
 
Los resultados de la comparación con el modelo de Altman 
mostraron que su modelo era más preciso ya que clasificaba 
casi el 70% de todas las quiebras en el decil de probabilidad 
más alto. Asimismo, clasificó el 96,6% de las empresas 
quebradas por encima de la probabilidad mediana. 
 
Finalmente, en la comparación de los modelos usando 
variables contables y de mercado se obtuvieron los mejores 
resultados. Este modelo clasificó correctamente el 75% de las 
empresas quebradas en el decil más alto y sólo clasificó el 3,5% 
de las empresas quebradas por debajo de la probabilidad 
mediana. 
 
Yi-Chung et al. (2005) usaron dos técnicas de inteligencia 
artificial, MLP y la Red de Función de Base Radial (RBFN) para 
resolver la clasificación y predicción de la quiebra en una 
muestra de empresas inglesas. El resultado mostró que la RFBN 
era superior a MLP, a MDA y a Probit. Para ello, se seleccionaron 
inicialmente 904 empresas inglesas del sector industrial. De 
éstas, 353 empresas quebraron o fueron adquiridas por otra 
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compañía entre marzo de 1985 y marzo de 1994. Los datos de 
las empresas quebradas fueron tomados de los estados 
financieros un año antes de la quiebra y, tras la aplicación de 
determinados filtros, se seleccionaron 32 empresas quebradas 
como muestra definitiva. A continuación, se escogieron 45 
empresas sanas sobre la base de disponer de 9 años de datos 
financieros ininterrumpidos. 
 
RBFN se mostró como un método superior a otros. Esto 
podría ilustrar que la RBFN podría emplearse para soslayar los 
problemas de ajustes de curva. Los resultados analíticos 
mostraron que era posible su empleo potencial considerando el 
carácter no aditivo de la interacción entre atributos, como 
ocurre en los sistemas de reglas fuzzy en la predicción de 
insolvencia. 
 
En el estudio de Pindado et al. (2008) se desarrolló un 
modelo ex ante para la estimación de los problemas financieros, 
presentando a su vez una definición de dificultad financiera, 
independiente de sus consecuencias legales, junto con un 
modelo soportado teóricamente para la predicción de los 
problemas financieros, además de una metodología que usaba 
datos de panel para eliminar la heterogeneidad no observable.  
 
Este estudio ofreció una aproximación a la hora de 
estimar la probabilidad de tener problemas financieros que 
podía ser aplicado a diferentes países y periodos temporales. El 
modelo se mostró muy estable en cuanto a la significatividad, a 
la estabilidad de los coeficientes y al poder de clasificación para 
diferentes periodos y países. Sin duda, el desarrollo de una 
medida robusta y estable de la probabilidad de tener problemas 
financieros fue una aportación significativa a la literatura en el 
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sentido de que tiene múltiples aplicaciones en muchas áreas de 
las finanzas. 
 
Muller et al. (2009) compararon los resultados de varias 
técnicas de predicción de insolvencia. Las técnicas examinadas 
fueron MDA, la partición recursiva (RP), Logit y NN. 
Introdujeron, como concepto novedoso, el "Coste Normalizado 
de la Quiebra" (NCF), teniendo en cuenta que el coste del error 
tipo I se suele situar en el entorno de 25-35 veces el error tipo 
II.  
 
Los datos y la selección de variables se basaron en el 
estudio de Steyn-Bruwer y Hamman (2006). La muestra se 
compuso por las empresas sudafricanas cotizadas de todos los 
sectores excluyendo la minería, el sector financiero y el 
inmobiliario, siendo el periodo considerado el comprendido 
entre 1997 y 2002. Adicionalmente, se utilizó el periodo 2003-
2006 para comprobar el porcentaje de empresas quebradas 
acertado. 
 
Los resultados, mediante MDA, mostraron que el NCF fue 
inferior cuatro años antes de la quiebra, representando algo 
menos del doble que el registrado un año antes. Mediante Logit, 
el NCF fue inferior cuatro años antes de la quiebra, 
representando igualmente algo menos del doble que el 
registrado un año antes. Mediante RP, el NCF fue inferior cuatro 
años antes de la quiebra, representando un 65% menos que el 
registrado un año antes. Y finalmente, mediante NN, el NCF fue 
inferior cuatro años antes de la quiebra, representando un 
62,2% menos que el registrado un año antes. 
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Los resultados concluyeron que MDA y RP fueron los 
métodos que predijeron el mayor porcentaje de empresas 
quebradas y que, por tanto, presentaron el menor NCF. En 
cambio, Logit y NN produjeron el mejor porcentaje global de 
acierto. Cuando los datos se referían a uno, dos, tres y cuatro 
años antes de la quiebra, en vez de estar referidos al ciclo 
económico, la calidad de la predicción mejoró. 
 
Shuk-Wern et al. (2011) desarrolló un modelo que 
pudiera predecir el estrés financiero entre las empresas públicas 
cotizadas en Malasia mediante Logit. Los resultados mostraron 
que 5 ratios financieros resultaron ser significativos y útiles para 
predecir el estrés financiero en Malasia. La precisión global del 
modelo alcanzó el 91,5%, lo que demostraba que Logit era una 
herramienta muy fiable para la predicción del estrés financiero. 
 
La muestra para este estudio se extrajo de una selección 
de empresas cotizadas en la Bolsa de Malasia y con evidencias 
de estrés financiero desde 2001 a 2007. La muestra estaba 
compuesta por 105 empresas de diversos sectores (productos 
industriales, comercio y servicios, inmobiliarios, productos de 
consumo, construcción y finanzas) y se subdividió a su vez en 
dos submuestras: una muestra de entrenamiento de 100 
compañías para llevar a cabo el modelo (periodo 2001-2006) y 
una muestra de validación de 5 compañías (2007). El 
emparejamiento se llevó a cabo al 50% teniendo en cuenta el 
subsector y el tamaño. 
 
Los resultados mostraron que, en la muestra de 
entrenamiento, el modelo registró un error global del 8,5%, 
presentando un error tipo I del 10% y del tipo II del 7%. En la 
muestra de testeo, el modelo ofreció un 90% de acierto. 
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Los resultados obtenidos mostraron, además, que Logit 
resultó ser una técnica más fiable que MDA a la hora de 
predecir la insolvencia. Los resultados revelaron asimismo que 
cinco ratios: a) Rotación de activos corrientes; b) Rotación de 
activos totales; c) Días cobro a clientes; d) Ratio cash 
flow/deuda; e) Total pasivo/Total activo, resultaron ser 
significativos. 
 
La predicción del riesgo de impago es importante tanto 
para las empresas como para los bancos en su necesidad de 
operar exitosamente. Chen et al. (2011) propusieron la 
metodología SVM para predecir la insolvencia en las empresas 
alemanas. Los objetivos de este trabajo fueron: (1) Investigar 
cuál de los ratios contables empleados eran significativos y 
tenían un carácter predictivo en relación con la insolvencia; (2) 
Demostrar que un modelo SVM bien especificado superaba a los 
métodos tradicionales MDA y Logit. 
 
Algunos de los ratios empleados para estimar el modelo 
SVM eran novedosos por cuanto presentaban una elevada 
dependencia no lineal sobre el riesgo de impago, pues una 
dependencia lineal débil que no podía ser capturada por los 
modelos tradicionales como MDA o Logit. 
 
Los datos usados en este trabajo provenían de la Base de 
Datos Credit Reform Database. Contenía una muestra aleatoria 
de 20.000 empresas solventes y 1.000 empresas insolventes 
durante el periodo comprendido desde 1996 a 2002, si bien los 
datos se encontraban concentrados en 2001 y 2002, con un 
50% de las observaciones en este periodo. Los datos de las 
empresas insolventes fueron recopilados dos años antes de la 
insolvencia. Tras aplicar una serie de filtros, la muestra quedó 
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compuesta por 783 empresas insolventes y 9.583 empresas 
solventes, emparejándose de acuerdo con el sector y el tamaño. 
 
Para el caso de un modelo univariante, los resultados 
mostraron que el modelo Logit presentó mayores errores tipo I, 
tipo II y error total que el modelo SVM. El ratio 
Proveedores/Compras fue el mejor predictor encontrado. 
 
Para el caso de un modelo multivariante, el modelo SVM 
volvió a superar al modelo Logit. En este caso, los mejores 
predictores en el modelo multivariable fueron Ingresos/Total 
Activo, Caja/Total Activo, Variación de Existencias/Existencias, 
Existencias/Ventas, EBIT/Total Activo y Beneficio Neto/Ventas. 
 
El estudio concluyó que las empresas alemanas tenían 
una mayor probabilidad de quiebra cuando presentaban una 
elevada rotación de personal, bajos beneficios, poca caja, alto 
endeudamiento y una elevada rotación en sus inventarios. Entre 
los 28 ratios manejados, el ratio de pago a proveedores fue 
seleccionado por el modelo SVM como el mejor predictor del 
riesgo de insolvencia, lo que aumentaba diferencialmente la 
capacidad de predicción y clasificación sobre el modelo Logit en 
más de un 10%. 
 
El principal propósito del trabajo de Kwak et al. (2012) 
fue evaluar la capacidad de las técnicas de minería de datos. 
Para ello, propuso una técnica de programación lineal 
multicriterio usando datos de empresas coreanas en quiebra 
justo después de la crisis de 1997. La muestra consistió en 65 
empresas quebradas y 130 empresas sanas del sector industrial 
durante los años 1997 a 2003. 
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Los resultados obtenidos sobre el modelo de Altman 
presentaron una tasa de error global del 12,8%. La aplicación 
de su metodología al modelo de Ohlson registró un error global 
del 16,4%. Y, finalmente, la aplicación sobre un modelo 
combinado Altman-Ohlson dio un porcentaje de error global del 
11,3%. En definitiva, los resultados confirmaron que este 
método funcionaba tan bien como los métodos tradicionales, ya 
fuera MDA o Logit, siendo los resultados comparables a los 
obtenidos con técnicas como SVM o DT, si bien los resultados 
no eran generalizables debido a que los datos procedían de 
empresas en un periodo temporal peculiar. 
 
El artículo de Sangjae y Wu (2013) presentó una 
investigación multisectorial de la probabilidad de insolvencia en 
empresas coreanas utilizando una tipología de red neuronal 
BNN (Back-propagation neural network). Los sectores 
comprendían desde el sector de la construcción, comercio 
minorista hasta la industria manufacturera. La precisión 
predictiva de la red BNN fue comparada con la que proporcionó 
el análisis MDA. 
 
La muestra estaba formada por las empresas que 
quebraron durante el periodo 2000-2009 y que dejaron de 
cotizar en la bolsa de valores coreana. El resto, es decir, las 
empresas sanas, fueron seleccionadas de entre las compañías 
cotizadas y pertenecientes al mismo sector de actividad y con 
un tamaño similar de activos. El número total de empresas 
ascendió a 229, incluyendo 91 compañías quebradas. Por 
sectores, la muestra de estimación se compuso de la siguiente 
forma: construcción (24 quebradas y 48 sanas), comercio (27 
quebradas y 37 sanas), industria (37 quebradas y 49 sanas). 
Para la muestra de validación, la composición quedó: 
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construcción (1 quebrada y 2 sanas), comercio (1 quebrada y 2 
sanas), industria (1 quebrada y 1 sana). 
 
Los resultados revelaron una precisión en la muestra 
global mediante BNN del 81,43%, siendo en la construcción de 
un 92%, en comercio de un 89,28% y en industria un 90,79%. 
Mediante la aplicación de MDA, la precisión global alcanzó un 
74,82%, siendo en la construcción de un 82,01%, en comercio 
del 80,96% y en industria del 81,58%. 
 
1.4.2 MODELOS CENTRADOS 
 
En este apartado se examinarán aquellos estudios sobre 
predicción de insolvencia que específicamente se han basado en 
la predicción del fracaso empresarial en un sector económico 
específico, en nuestra terminología, modelos centrados. 
 
A tal efecto, en este estudio se han considerado cinco 
sectores económicos: sector agricultura, sector industria, sector 
construcción, sector comercio y servicios, y sector hostelería. 
 
1.4.2.1 Sector Agricultura 
 
Dietrich et al. (2005) desarrollaron un modelo de 
predicción de insolvencia específico para las cooperativas 
agrarias. El objetivo del trabajo era comprobar si un modelo 
desarrollado con datos de empresas agrarias mejoraba la 
predicción de la insolvencia frente al resultado obtenido a partir 
de una muestra de compañías con inversores privados. El 
resultado del estudio evidenció que, efectivamente, se producía 
una mejora en la calidad de la predicción de la quiebra cuando 
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el modelo se aplicó a cooperativas agrícolas de New Brunswick 
(Canadá).  
 
La metodología empleada en su estudio fue MDA, que 
aplicaron a una muestra obtenida del Departamento de Justicia 
de la Provincia de New Brunswick (Canadá) para los años 1999, 
2000 y 2001. La muestra contenía las cuentas de resultados y 
los balances de sesenta y siete cooperativas agrícolas. En total 
se utilizaron trece variables para la elaboración del modelo. 
Doce de ellas procedían de los dos modelos predictores de 
quiebras más empleados en Estados Unidos y Canadá 
(Springate et al., 1978 Fulmer et al., 1984). Adicionalmente, 
emplearon la variable Fondos Propios/Total Pasivo, utilizada por 
Altman, que no había sido usada en ninguno de los modelos 
mencionados. 
 
La evaluación de los resultados obtenidos se llevó a cabo 
mediante la especificación de un indicador denominado AR, que 
definieron como el porcentaje de predicciones acertadas sobre 
el número total de estados financieros testados. De acuerdo con 
este indicador, juzgaron la precisión de los dos modelos 
estimados: un primer modelo amplio con trece variables (C13) 
y un segundo modelo, más reducido, con siete variables (C7).  
 
Por lo que se refiere a la capacidad de predicción de los 
modelos, tanto (C13) como (C7) resultaron superiores a los 
modelos de Springate y Fulmer. Así, el indicador AR fue del 
77,63% para el modelo (C13) y del 76,13% para el modelo 
(C7), frente a un 70,15% que arrojó el modelo de Springate y 
un 59,70% que registró el modelo de Fulmer (59,70%). 
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Por lo que se refiere a la capacidad de predecir la 
bancarrota, el modelo (C7) se mostró superior al modelo (C13) 
para predecir la quiebra dos años antes (66,67% frente a 
65,70%), pero su capacidad de predicción decae cuando lo hace 
a tres años (62,5% frente a 65%). Ambos modelos se 
mostraron claramente superiores a Fulmer et al. (1984). 
 
Posteriormente, Wasilewski y Madra (2008) publicaron un 
trabajo que trataba de analizar el impacto que, en el índice Z de 
Altman, tenía la selección de una muestra con un conjunto de 
características representativas de la empresa agraria (propiedad 
legal de la tierra, área de cultivo, valor de la tierra, proporción 
del capital en el total de los pasivos, rentabilidad de la tierra, 
rentabilidad del capital) en Polonia. La muestra estaba 
compuesta por 123 empresas agrarias durante el periodo 
comprendido entre 2000 y 2004. 
 
Las variables empleadas en la estimación del modelo 
fueron las del modelo de Altman. Se calcularon diferentes 
resultados para el índice Z, en base a una clasificación de la 
muestra de acuerdo con algunas de las citadas características 
específicas de la empresa agraria. De este modo, se definieron 
tres niveles para el índice Z: a) Aquellas empresas cuyo índice 
se situaba por debajo de 1,23, las cuales fueron clasificadas 
como insolventes; b) Aquellas empresas cuyo índice se situaba 
entre 1,23 y 2,90 y cuyo estado fue calificado como ambiguo; 
c) Aquellas empresas con un índice superior a 2,90, que fueron 
clasificadas como solventes. 
 
De acuerdo con esta metodología, se obtuvieron una serie 
de valores para el Z-índice en función de los diferentes 
parámetros característicos de la empresa agraria. El Z-índice, 
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teniendo en cuenta la propiedad legal de la tierra, tomó valores 
en el rango de 1,23 y 2,90, situándose en una zona ambigua. El 
Z-índice, atendiendo al área de cultivo, arrojó valores medios, 
por lo general, de entre 1,76 y 2,32 ubicándose en una zona 
ambigua a pesar de que en algún año aparecieron valores 
extremos. Teniendo en consideración el valor de la tierra, el Z-
índice tomó un valor predominante alrededor de 2,51, siendo 
ésta una zona ambigua también. El Z-índice, según el 
porcentaje de capital sobre el total de los pasivos, arrojó 
valores de 3,98 y 6,62 en algunos años. Cuando se tiene en 
cuenta la rentabilidad del capital, el Z-índice arrojó en promedio 
valores en la zona ambigua, si bien se obtienen mayores 
valores del índice para aquellas empresas con mayor porcentaje 
de capital. Si se tiene en consideración la liquidez como el ratio 
entre activos corrientes y pasivos corrientes, las empresas con 
menores ratios obtienen los menores índices. Por último, 
atendiendo a la rotación de proveedores, el Z-índice se situó en 
la zona de ambigüedad para la mayoría de los años.  
 
D´Antoni et al. (2009) publicaron un estudio cuyo 
objetivo era investigar los factores que predecían el "estrés 
financiero", entendido como la insuficiencia de activos líquidos 
con los que atender las obligaciones financieras y no financieras 
de los granjeros jóvenes y noveles de Estados Unidos.  
 
Para ello estimaron un modelo logit multinomial con una 
muestra compuesta por 19.638 granjas de una vida productiva 
inferior a los 10 años que se tomó del Agricultural Resource 
Management Survey (ARMS) para el periodo 2004-2006.  
 
Dicha muestra se clasificó en cuatro grupos: 1) Granjas 
con una posición favorable (Deudas con un peso inferior al 40% 
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de sus activos e ingresos netos positivos); 2) Granjas con 
solvencia marginal (Ingresos netos positivos y elevada deuda); 
3) Granjas con ingresos marginales (Resultados negativos y 
baja deuda) y 4) Granjas en posición financiera vulnerable 
(Deudas por encima del 40% de sus activos y resultados 
negativos). 
 
Las conclusiones, que se centraron exclusivamente en los 
resultados del grupo de granjas en posición financiera 
vulnerable, mostraron que la edad del granjero, el tamaño de 
las operaciones, la propiedad, el año de operación y el tipo de 
granja son determinantes claves del estrés financiero, de 
acuerdo con la definición que del mismo ofrece el propio 
artículo. 
 
Posteriormente, Susicky (2011) analizó los resultados de 
la aplicación de seis modelos de predicción de insolvencia en 
compañías agrícolas de la República Checa. Para la elaboración 
del estudio se acudió a diversas bases de datos: la base de 
datos Magnus Database Internet Securities y la Information 
Server of the Czech Judiciary. 
 
Los diferentes modelos obtuvieron resultados dispares en 
relación con la predicción de la insolvencia en las compañías 
agrícolas de la muestra. Así, el modelo Zeta obtuvo un 94,6% 
de aciertos. El IN99 registró un 90,2% de exactitud en la 
predicción. El Z-score y el Z´score un 83,8% y un 60,4%, 
respectivamente. El IN05 y el IN01 obtuvieron un 74,0% y un 
70,8%, individualmente. Finalmente, el modelo de Taffler 
registró una precisión del 54,1%.  
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Sin embargo, en conjunto, este trabajo ofrece una 
clasificación de los modelos atendiendo no sólo a aquellos que 
con más precisión predicen la insolvencia sino también a los que 
presentan menores errores tipo I y tipo II. Atendiendo a estos 
criterios de prelación, el orden de relevancia de los modelos es: 
Primero, el modelo Z-Score; segundo, el modelo Zeta; tercero, 
el modelo IN99; cuarto, el modelo Z´Score; quinto, el modelo 
IN05; sexto, el modelo Taffler y séptimo, el modelo IN01. 
 
Mateos-Ronco et al. (2011) publicaron una revisión 
bibliográfica en la que se constató la falta de estudios sobre la 
predicción de la insolvencia en cooperativas agrarias. Allí se 
discuten aquellas aportaciones y estudios que, sin ser propios 
de cooperativas agrarias, pudieran ser de aplicación a esta 
tipología concreta de sociedades en España. A partir de esta 
revisión bibliográfica, seleccionan treinta y cinco variables 
financieras con potencial de aplicación a cooperativas agrarias. 
 
Finalmente, en Vavrina et al. (2013) se comparan 
diversos métodos de predicción de la insolvencia en empresas 
agrarias. Se comparan tanto los métodos tradicionales y 
ampliamente conocidos (Z Score, MDA y Logit) como nuevos 
enfoques (DEA-Data Envelopment Analysis) y (PFEP-Production 
function-based economic performance evaluation). Los 
resultados muestran que todos los métodos tienen sus ventajas 
e inconvenientes. Sin embargo, se obtuvieron resultados 
prometedores cuando se aplicó DEA a una única empresa. 
 
La base de datos que utilizaron fue Amadeus of Bureau 
van Dijk. De ella tomaron 2.581 empresas activas y 71 en 
quiebra de Checoslovaquia, Hungría, Polonia y Eslovenia, 
durante el periodo comprendido entre 1998 y 2002. Los 
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indicadores financieros empleados variaron según fuera el 
método empleado. Para Logit emplearon ocho variables. Para 
DEA se utilizaron nueve variables, y para el modelo de Altman 
se emplearon las cinco variables ampliamente conocidas. 
 
Los resultados obtenidos fueron heterogéneos en función 
de la metodología empleada. Utilizando el Z-score de Altman, se 
observó que el porcentaje de acierto pasó del 62,1%, un año 
antes de la quiebra, al 57,8% cuatro años antes del evento. 
Mediante el empleo de Logit, el porcentaje de acierto pasó del 
71,9%, un año antes de la quiebra, al 64,4% cuatro años antes. 
La utilización de DEA mostró que cuanto mayor es el número de 
empresas utilizadas en la muestra peor es la capacidad de esta 
metodología para predecir la insolvencia. Sin embargo, con una 
sola empresa quebrada en la muestra, DEA es capaz de 
detectarla perfectamente. Por último, mediante el empleo del 
método de la Frontera de Producción (PF), el porcentaje de 
aciertos resultó ser del 53,1% un año antes de la insolvencia, 
cayendo al 50,0% cuatro años antes de la quiebra. Sin tener en 
cuenta el periodo temporal, este método arrojó un acierto en la 
predicción del 62,9%. 
 
1.4.2.2 Sector Industria 
 
El objetivo del trabajo de Appetiti (1984) es desarrollar un 
modelo predictivo de la solvencia de las empresas italianas 
utilizando MDA, comparando la capacidad de este modelo, que 
usaba ratios estáticos, con otro donde estos ratios habían sido 
sustituidos por valores que tenían en cuenta la tendencia de los 
mismos. Los resultados obtenidos, considerando la tendencia de 
estos ratios durante tres años, fueron prometedores y 
mostraron cómo este modelo se comportaba mejor que el 
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primero, pero también mejor que cualquier otro modelo ya 
existente de empresas italianas. 
 
Los datos usados en este trabajo provenían de un estudio 
llevado a cabo por el banco italiano Medio Banca durante los 
años 1979, 1980 y 1981. Incluía los datos financieros de 1.082 
empresas italianas pertenecientes únicamente al sector 
manufacturero. El emparejamiento de empresas sanas y 
empresas en dificultades financieras se hizo atendiendo al 
subsector de actividad concreto, sin tener en cuenta el factor 
tamaño en dicho emparejamiento. 
 
En el primer modelo, el ratio que mejor capacidad de 
discriminación mostró fue “Amortización acumulada/Activos 
Fijos”, que clasificó correctamente 21/25 de las empresas en 
dificultades financieras (84%) y 20/25 de las empresas sanas 
(80%), mostrando una capacidad discriminatoria global del 
82%. Por su parte, la función de dos variables que mejor 
resultado clasificatorio mostró añadió al ratio anterior el de 
“Fondo de maniobra/Deudas a largo plazo”, que logró clasificar 
correctamente el 84% de las empresas. Además, se realizó un 
test de validación en una muestra separada y los resultados 
mostraron una tasa de error global del 30%. 
 
En el segundo modelo se llevó a cabo una regresión para 
cada una de las 47 variables y para cada una de las 50 
empresas. Entre las variables que mejor clasificación se obtuvo 
destaca “Gastos financieros/Valor añadido”. 
 
La principal aportación del trabajo de Appetiti fue la 
mejora del poder discriminatorio que proporcionaban los ratios 
financieros debido a la inclusión de variables de tendencia. 
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Zavgren (1985) desarrolló un modelo Logit de predicción 
de insolvencia para un periodo de cinco años previos al fracaso 
empresarial, junto con una metodología para la evaluación de la 
probabilidad de riesgo financiero. Para ello utilizó una muestra 
formada por 45 empresas sanas y 45 empresas quebradas 
durante el periodo 1972-1978, pertenecientes al sector 
manufacturero de Estados Unidos. Obtuvo una tasa de error 
global del 31%. 
 
Theodossiou (1991) se propuso desarrollar un modelo 
fiable de predicción de la insolvencia para las empresas 
manufactureras griegas. Los datos financieros se recopilaron de 
los estados financieros de las empresas dos años antes de la 
quiebra. En concreto, la muestra de estimación se compuso 
finalmente por 54 empresas quebradas y 309 empresas sanas 
en el periodo 1980-1983, estando la muestra de testeo 
compuesta por 27 empresas quebradas y 111 empresas sanas 
en 1984. 
 
Este estudio de Theodossiou (1991), con la muestra de 
entrenamiento, registró un porcentaje de error en la 
clasificación de empresas sanas/quebradas del 3,56% y del 
7,41%, respectivamente. Con la muestra de testeo, el 
porcentaje de error en la clasificación de empresas 
sanas/quebradas fue del 8,11% y del 3,70% respectivamente. 
 
El trabajo de Zhang et al. (1999) presentó un esquema 
general que permitía entender el papel de las NN en la 
predicción de la insolvencia. Realizó una revisión exhaustiva de 
las aplicaciones de las NN en este campo e ilustró su vínculo 
con la teoría de la clasificación Bayesiana. Dispuso de una 
muestra integrada por 110 empresas manufactureras 
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quebradas desde 1980 hasta 1991 y 110 empresas 
manufactureras sanas en el mismo periodo. Las empresas 
fueron ordenadas en función de los dígitos del SIC (Standard 
Industrial Classification) y del volumen de activos. 
 
Los resultados fueron concluyentes en el sentido de que 
mostraron que NN son significativamente mejores que Logit, 
tanto en la predicción como en el porcentaje de clasificación. 
Para reforzar estos resultados recurrieron a la variación de las 
muestras, siendo en todas ellas las NN superiores al modelo 
Logit, con porcentajes que oscilan entre un 88,64% y un 
86,36% en NN y entre el 80,68% y el 77,27% para Logit.  
 
El trabajo de Sung et al. (1999) usó un enfoque de 
minería de datos para desarrollar modelos de predicción de 
insolvencia que fueran apropiados para circunstancias normales 
y para circunstancias de crisis económica. El modelo reveló que 
las principales variables que predicen la insolvencia eran "Cash 
flow/Total Activo", "Productividad del capital", en condiciones de 
normalidad, y "Activos Fijos/Fondos Propios + Pasivo a largo 
plazo", en condiciones de crisis. Las tasas de acierto del modelo 
en condiciones económicas normales y en condiciones de crisis 
fueron de un 83,0% y de un 81,0%, respectivamente. 
 
Para el periodo de crisis, se tomaron todas las empresas 
que quebraron desde el segundo trimestre de 1997 hasta el 
primer trimestre de 1998, a partir de la información del KSE 
(Korea Stock Exchange). Inicialmente, 75 empresas fueron 
seleccionadas y, después de la aplicación de determinados 
filtros, quedaron 30 empresas del sector manufacturero. Para el 
periodo normal, inicialmente se seleccionaron 56 empresas 
cotizadas que después de ser filtradas quedaron en 29 
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empresas que entraron en quiebra. Como muestra de control, 
cada empresa en quiebra se emparejó con una o dos empresas 
sanas de acuerdo con el año, el tamaño y el número de 
empleados. Quedaron, finalmente, 49 y 54 empresas sanas 
para el periodo normal y de crisis. 
 
El propósito del trabajo de Darayseh et al. (2003) era 
comprobar si un modelo Logit que utilizara variables 
macroeconómicas junto con ratios financieros produciría 
mejores resultados que los modelos que tan solo utilizaran 
ratios financieros. A partir de la base de datos COMPUSTAT se 
seleccionaron 110 empresas manufactureras quebradas de 
Estados Unidos durante el periodo 1990-1997, siendo 
emparejadas con 110 empresas manufactureras sanas. El 
emparejamiento se llevó a cabo teniendo en cuenta el código de 
actividad económica y el volumen de activos.  
 
El modelo propuesto predijo correctamente el 87,82% de 
la muestra de entrenamiento y el 87,50% de la muestra de 
testeo, respectivamente. La significatividad de los coeficientes 
se midió empleando el estadístico “t” correspondiente a cada 
valor del coeficiente. Los modelos en su conjunto resultaron ser 
significativos al 5%. 
 
Por su parte, el objetivo del trabajo de Yi-Chung y Fang-
Mei (2005) fue comparar dos tipos de NN (MLP y RBFN) con las 
tradicionales técnicas de clasificación (MDA y Logit) en la 
predicción de insolvencia aplicada a empresas manufactureras 
del Reino Unido. 
 
La muestra estaba compuesta por 904 empresas 
cotizadas pertenecientes al sector industrial general. De éstas, 
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353 quebraron o fueron adquiridas por otra empresa entre 
marzo de 1985 y marzo de 1994. Los datos de las empresas 
quebradas se tomaron de los informes financieros un año antes 
de la quiebra. Finalmente, se seleccionaron 32 empresas 
quebradas y 45 empresas sanas de las 551 inicialmente 
consideradas, dividiéndose la muestra entre una muestra de 
entrenamiento (80% de las empresas) y una muestra de testeo 
(20% de las empresas). 
 
En comparación con MDA, el análisis Logit ofreció muy 
buenos resultados (78,36% en la muestra de entrenamiento y 
un 87,50% en la muestra de testeo), siendo un método al que 
los autores sugerían prestar mayor atención. Asimismo, parece 
que la RBFN es un método superior a los demás (81,96% en la 
muestra de entrenamiento y un 93,75% en la muestra de 
testeo). Concluyeron que MLP y RFBN son herramientas 
potentes debido a sus propiedades de aprendizaje no lineales y 
no paramétricas, y que muestran menos restricciones en el 
análisis de un menor número de casos. 
 
En el trabajo de Gómez et al. (2008) se pretendía 
comprobar la estabilidad de varios modelos de predicción de 
insolvencia que incorporaban peculiaridades sectoriales, 
variables no financieras y una ampliación del periodo temporal. 
Se obtuvieron tres modelos aplicando Logit que pronosticaban 
con 1, 2 y 3 años de antelación la probabilidad de que la 
pequeña empresa industrial española se viera envuelta en un 
proceso concursal. 
 
Tomando datos del Registro Mercantil, la muestra se 
compuso por 182 empresas del sector industrial (CNAE 151 a 
410) que quebraron o suspendieron pagos en 2001, y 182 
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empresas industriales sanas. La información de las 364 
empresas seleccionadas era de 1998, 1999 y 2000. A su vez, se 
obtuvo una muestra de validación para los mismos periodos, 
formada por 459 empresas, de las cuales 154 eran fallidas. 
 
La clasificación de pertenencia de los tres modelos es muy 
satisfactoria, situándose los porcentajes obtenidos para las 
muestras de validación cercanos al 80% para 3 y 2 años antes 
de la quiebra, y al 83% para 1 año antes. 
 
Habilollah y Farnoosh (2009) compararon la efectividad 
predictiva de NN y MDA. Los resultados obtenidos, a partir de 
los modelos basados en los datos de 80 compañías del sector 
manufacturero cotizadas en Teherán, mostraron que los 
modelos NN eran más precisos.  
 
El objetivo del trabajo de Tzong-Huei (2009) fue comparar 
los resultados de cuatro técnicas de clasificación (MDA, Logit, 
Probit y NN) empleando datos de empresas industriales de 
Taiwán. Asimismo, se comparó la capacidad de los tres modelos 
más empleados (MDA, Logit y Probit) con datos de Taiwán y 
usando las variables de los trabajos clásicos de Altman (1968), 
Zmijewski (1984) y Ohlson (1980). La predicción se realizó para 
1 y 3 años antes de la quiebra. Para este trabajo se utilizó una 
muestra de empresas industriales cotizadas de Taiwán durante 
el periodo 1998 a 2005, y quedó finalmente compuesta por 96 
empresas quebradas y 158 empresas no quebradas. Los 
resultados, con la muestra de testeo, mediante MDA, mostraron 
que un año antes de la quiebra el modelo presentaba un error 
tipo I del 28,57% y un error tipo II del 16,67%. En el plazo de 
tres años, el error tipo I bajó al 12,5% y el error tipo II subió 
ligeramente al 30,0%. 
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El modelo Probit mostró que un año antes de la quiebra el 
modelo presentaba un error tipo I del 21,43% y un error tipo II 
del 8,33%. En el plazo de tres años, el error tipo I subió al 
31,25% y el error tipo II escaló al 23,33%. 
 
El modelo Logit reveló que, un año antes de la quiebra, el 
modelo presentaba un error tipo I del 21,43% y un error tipo II 
del 8,33%. En el plazo de tres años, el error tipo I subió al 
37,5% y el error tipo II fue del 23,33%. 
A su vez, el modelo NN mostró que un año antes de la 
quiebra el error tipo I fue del 6,84% y el error tipo II del 
19,8%. En el plazo de tres años, el error tipo I subió al 21,43% 
y el error tipo II fue del 28,57%. 
 
Los resultados del modelo, empleando las variables de 
Altman, evidenciaron que mediante MDA, un año antes de la 
quiebra y con la muestra de testeo, el modelo registró un error 
tipo I del 14,29% y un error tipo II del 24,0%. En el plazo de 
tres años, el error tipo I se disparó al 66,67% y el error tipo II 
al 46,88%. Con Logit, los porcentajes de error resultaron muy 
similares, siendo inferiores a los obtenidos mediante Probit. 
 
Los resultados del modelo empleando las variables de 
Zmijewski mostraron que mediante MDA, un año antes de la 
quiebra y con la muestra de testeo, el modelo registró un error 
tipo I del 20,0% y un error tipo II del 29,63%. En el plazo de 
tres años, el error tipo I fur del 66,67% y el error tipo II del 
46,88%. Con Logit, los porcentajes de error resultaron muy 
similares, siendo inferiores los obtenidos mediante Probit, al 
igual que en el caso del uso de las variables de Altman. 
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Los resultados del modelo empleando las variables de 
Ohlson mostraron que mediante el Análisis Discriminante, un 
año antes de la quiebra y con la muestra de testeo, el modelo 
registró un error tipo I del 20,0% y un error tipo II del 7,41%. 
En el plazo de tres años, el error tipo I se disparó al 60,0% y el 
error tipo II al 52,63%. Con Logit, los porcentajes de error 
resultaron muy similares, siendo inferiores a los obtenidos 
mediante Probit, de manera similar a lo ocurrido con el uso de 
las variables de Altman y Zmijewski. 
 
El trabajo de Xu y Zhang (2009) investigó si se podía 
predecir la insolvencia en las empresas japonesas cotizadas 
desde 1992 a 2005, recurriendo a diversas metodologías (Z-
score de Altman, O score de Ohlson, y la distancia a la quiebra 
basado en la teoría de opciones  desarrollada en Estados 
Unidos). El poder predictivo de estas metodologías quedó 
reforzado mediante la combinación de dichos métodos. 
Adicionalmente, se construyó una nueva medida que 
incorporaba el grado de dependencia bancaria y del 
conglomerado conocido como Keiretsu.  
 
Se utilizó la población de empresas japonesas cotizadas. 
La mayoría de las empresas cotizadas en Japón lo hacen en la 
Bolsa de Tokio, quedando la muestra compuesta por 3.510 
empresas. La mayoría de las empresas pertenecía al sector 
manufacturero y se identificaron 76 empresas quebradas.  
 
El modelo basado en la teoría de opciones es el que 
ofreció mejores resultados frente al resto basado en ratios 
contables. Cuando se combinaron ambos conjuntos de 
variables, los resultados mejoraron sustancialmente. 
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Al incorporar la variable “relación Banco/Keiretsu”, la predicción 
de la insolvencia mejoró. 
 
Appiah y Abor (2009) usaron la información financiera de 
empresas manufactureras privadas medianas del Reino Unido 
durante el periodo 1994-2004, para determinar si el fracaso 
empresarial podía ser predicho mediante el desarrollo de un 
modelo Z-score. Después de aplicar diversos criterios, la 
muestra quedó compuesta por 31 empresas quebradas que 
fueron emparejadas con otras 31 empresas sanas. Con los 
mismos criterios, se extrajo una muestra de validación formada 
por 17 empresas quebradas y 20 empresas sanas. 
 
La mayor contribución de este trabajo es haber puesto de 
manifiesto la superioridad, como variable, del “margen neto de 
explotación” en vez del “margen bruto de explotación” en el 
modelo empleado. 
 
Con el objetivo de mejorar la precisión de las predicciones 
sobre insolvencia, Jae Kwon (2012) analizó los datos anuales de 
1.888 empresas manufactureras recogidas por el Korea Credit 
Guarantee Fund (KODIT). Desarrolló un modelo de predicción 
basado en una función radial de máquinas de soporte (RSVM) y 
comparó la precisión de esta metodología con otras técnicas de 
inteligencia artificial.  
 
Usó como muestra un conjunto de 944 empresas 
quebradas y 944 empresas sanas pertenecientes al sector 
manufacturero con un volumen de activos de entre 1 a 7 
millones de dólares. El periodo considerado fue desde 1999 a 
2005 y se crearon, para cada grupo, dos submuestras: una 
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muestra de entrenamiento (60%) y otra muestra de testeo 
(40%). 
 
El trabajo comparó el rendimiento predictivo de la 
metodología RSVM frente a MDA, Logit, MLP, C5.0 y Redes 
Bayesianas. Midieron este rendimiento dividiendo el número de 
predicciones correctas entre el número total de predicciones. La 
comparación arrojó como resultados que RSVM obtuvo un valor 
medio de precisión del 82,35%; Logit mostró un valor medio del 
78,45%; MLP dio por su parte un 78,31%; C5.0 mostró un 
74,47%; y las redes bayesianas dieron el peor resultado, un 
70,50%.  
 
Los experimentos demostraron que RSVM siempre superó 
a otros modelos en la predicción de las dificultades financieras. 
 
De Andrés et al. (2012) tratan el problema de la 
predicción de insolvencia con un nuevo procedimiento para 
mejorar el rendimiento de los predictores tradicionales (ratios). 
La propuesta consistía en sustituir dichos indicadores 
tradicionales por un análisis multinorma. Es decir, las 
desviaciones de cada empresa de un conjunto de indicadores 
sectoriales se usaban como nuevas variables predictoras. Los 
resultados indicaron que este enfoque podía mejorar 
significativamente la capacidad de predicción de los modelos. 
 
La muestra utilizada para este estudio se dividió en dos 
grupos: En una primera muestra se tomaron las empresas que 
se declararon en quiebra desde julio de 2010 a junio de 2011 y 
con volumen de activos inferior a 10.000 euros. Al final, se 
seleccionaron 122 empresas (61 quebradas y 61 sanas) 
ordenadas por código de actividad y tamaño. Una segunda 
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muestra se compuso por 4.127 empresas necesarias para 
ajustar las curvas de cuantiles condicionados. Asimismo, la 
muestra fue dividida en una muestra de entrenamiento y en 
otra de testeo. 
 
El análisis de ratios se basa en fuertes supuestos de 
linealidad y proporcionalidad. El enfoque de este trabajo, en el 
que se utilizan como variables independientes las desviaciones 
de los ratios observados con respecto a determinadas 
referencias de comportamiento en el sector (bajo rendimiento, 
rendimiento medio y alto rendimiento), mejora los resultados 
de la predicción en los tres modelos empleados (MDA, Logit y 
NN). Estos resultados podrían apuntar a que la mayoría de los 
trabajos que se han centrado en la mejora de las técnicas de 
predicción podrían estar produciendo resultados subóptimos. 
 
Kwak et al. (2012) evaluaron la capacidad de las técnicas 
de minería de datos, mediante una técnica de programación 
lineal multicriterio, usando datos de empresas coreanas en 
quiebra justo después de la crisis de 1997. Los resultados 
mostraron que este método funcionaba tan bien como los 
métodos tradicionales al uso. Asimismo, los resultados eran 
comparables a los obtenidos con técnicas como SVM o DT, si 
bien no eran generalizables debido a que los datos procedían de 
empresas en un periodo temporal muy particular. 
 
La muestra se compuso de 65 empresas quebradas y 130 
empresas sanas del sector industrial durante los años 1997 a 
2003. Los resultados con el modelo de Altman arrojaron un 
error global del 12,8%. Con el modelo de Ohlson, el error global 
fue del 16,4%. Y, finalmente, con una combinación del modelo 
de Altman y de Ohlson el error global fue del 11,3%. 
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El objetivo del trabajo de Callejón et al. (2013) era 
aumentar el poder predictivo de los modelos de NN para 
discriminar entre empresas solventes e insolventes 
incorporando para este propósito un nuevo conjunto de ratios 
financieros. El modelo propuesto consiguió predecir 
correctamente entre el 92,5% y el 92,1% de la muestra de 
entrenamiento y de la de testeo, respectivamente, usando 
información financiera de los dos años anteriores a la quiebra. 
 
La muestra estaba compuesta por 1.000 empresas 
industriales europeas entre 2007 y 2009, emparejadas al 50%. 
Adicionalmente, se seleccionaron 140 empresas como muestra 
de testeo (70 solventes y 70 insolventes). Los emparejamientos 
se llevaron a cabo teniendo en cuenta el volumen de activos, el 
año considerado y el país. 
 
Desarrollaron un modelo MLP basado en 6 variables 
independientes que consiguieron una precisión en la predicción 
del 92,11%, una sensibilidad del 94,69% y una especificidad del 
89,66%. Los resultados revelaron que la solvencia depende 
básicamente de la capacidad de pagar la deuda con los fondos 
generados y del nivel de rentabilidad alcanzado por la propia 
compañía. 
 
Zhang et al. (2013) usaron técnicas de fusión de 
información para construir un modelo de predicción anticipada 
de quiebra, basado en métodos de minería de datos, lo que 
posibilitaba integrar y aprovechar las fortalezas de los 
diferentes procedimientos para mejorar la capacidad de 
predicción. Se utilizó para ello una base de datos de empresas 
cotizadas manufactureras chinas a la que se aplicaron SVM y 
Logit. Los resultados mostraron una tasa de error global del 
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9,52% mediante SVM y del 9,52% para Logit. La combinación 
de ambas redujo la tasa de error al 4,76%. 
 
Grüenberg y Lukason (2014) crearon modelos de 
predicción de insolvencia mediante NN y Logit, usando datos de 
empresas manufactureras estonias durante los años 2005-
2008. Los resultados mostraron que métodos diferentes podían 
tener unas capacidades predictivas similares. Asimismo, se 
comprobó que la capacidad de predicción a 2 y 3 años vista 
resultaba peor. También indicaron que los modelos no 
funcionaban tan bien cuando se empleaban datos de empresas 
que se encontraban en plena crisis económica. 
 
La muestra consistió en toda la población de empresas 
manufactureras estonias durante el periodo 2005-2008. Se 
utilizaron los datos de las quiebras ocurridas en 2009-2010 para 
chequear el poder predictivo de los modelos, tomándose un 
total de 16.360 empresas frente a 83 en quiebra (durante el 
periodo 2005-2008). Para la elaboración del modelo se 
emplearon 11.542 empresas frente a 58 en quiebra (2005-
2008). Como muestra de testeo, se utilizaron 4.908 empresas 
frente a 25 en quiebra (2005-2008) y 8.990 empresas frente a 
190 en quiebra (periodo de crisis 2009-2010). 
 
La capacidad predictiva de los modelos mostró que, 
mediante Logit, el acierto era del 72% en el año previo a la 
quiebra, cayendo al 38% el tercer año. Mediante NN, los 
porcentajes de acierto fueron más estables, registrándose un 
85% de acierto en el primer año y un 83% en el tercer año 
previo a la quiebra. 
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Bartoloni y Baussola (2014) proporcionaron un análisis del 
riesgo de crédito en las empresas manufactureras empleando 
los métodos MDA y DEA. La muestra principal se compuso por 
5.000 empresas manufactureras italianas. De esta muestra, se 
extrajo una submuestra de 150 empresas quebradas durante 
los años 2005 y 2006. Los resultados de la combinación de 
ambos métodos (paramétrico y no paramétrico) arrojó las 
siguientes conclusiones: El 49% de las empresas en 2003 se 
encontraban correctamente clasificadas. Este porcentaje se 
elevó al 74,5% si se tenía en cuenta una clasificación menos 
restrictiva. De otro lado, el 51% de las empresas en 2009 se 
encontraban correctamente clasificadas de acuerdo a los 
mismos principios. Este porcentaje se elevó al 77,8% si se 
relajaba la clasificación. Finalmente detectaron que DEA 
funcionó mejor que MDA.  
 
1.4.2.3 Sector Construcción 
 
Langford et al. (1993) revisaron dos modelos para valorar 
la viabilidad financiera de las empresas constructoras. 
Discutieron la utilidad de las técnicas del análisis de ratios y del 
modelo Z para predecir si las empresas se dirigen a la 
insolvencia.  
 
Llevaron a cabo el estudio de tres casos específicos de 
compañías pertenecientes al sector de la construcción, 
aplicando las técnicas mencionadas a empresas constructoras 
que hubieran quebrado en los últimos cuatro años. Emplearon 
seis ratios financieros: ratio de activos líquidos, test ácido, ratio 
Patrimonio Neto/Activos fijos, Capital circulante/Total activo, 
Beneficio después de impuestos/Patrimonio Neto, Beneficio 
después de impuestos/Valor empresa y Valor empresa/Total 
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pasivos. El modelo Z de Altman, por su parte, se aplicaba 
utilizando los cinco ratios habituales (Capital circulante/Total 
Activo, Beneficios retenidos/Total Activo, EBIT/Total Activo, 
Valor de Mercado de los Fondos Propios/Valor de Mercado de la 
Deuda a Largo Plazo y Ventas/Total Activo). 
 
Concluyeron que, en tanto que las técnicas empleadas 
poseían valor a la hora de predecir algunas dificultades 
financieras, necesitaban ser usadas en conjunción con datos 
financieros de otras empresas de construcción. El artículo 
recomendaba la construcción de un modelo Z específico para las 
empresas constructoras. 
 
Abidali y Harris (1995) trabajaron en el desarrollo de un 
sistema para la identificación de empresas constructoras en 
peligro de quiebra. El sistema se componía de un modelo 
predictivo discriminante que usaba ratios financieros, 
proporcionando un valor Z. Y de otro lado, de un sistema 
basado en la valoración de conductas directivas que generaba 
un valor específico A. El concepto que se hallaba detrás del 
valor A residía en la idea de que la compañía que se encuentra 
en dificultades financieras a menudo lo está debido a errores de 
actuación directiva previos. 
 
Para la elaboración del Modelo Z se tomó una muestra de 
empresas constructoras británicas, con un número de 
empleados superior a 50 personas. Del total de 31 empresas 
seleccionadas, 11 de ellas habían entrado en quiebra entre 
1978 y 1986. El resto, 20, eran empresas sanas en el periodo 
1982-1986. Asi mismo se utilizó un conjunto de 31 ratios 
financieros, consistentes en 24 ratios típicamente financieros y 
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7 medidas de tendencia. Finalmente, el modelo se estimó sobre 
7 variables (4 ratios financieros y 3 variables de tendencia).  
 
Por su parte, para la especificación del modelo A se 
describieron una serie de fallos comunes en las empresas que 
quiebran: a) La existencia de un CEO autocrático; b) Que la 
figura del Presidente y del CEO coincidan en la misma persona; 
c) La existencia de unos consejos de administración demasiado 
amplios; d) La ausencia de habilidades en ingeniería; e) 
Deficiencia de habilidades directivas; f) Unos sistemas de 
control insuficientes; g) Falta de experiencia en el mando y h) 
Pobres habilidades en marketing. 
 
Otras variables que se consideraron importantes fueron el 
soportar demasiada deuda a corto plazo, presentar una tasa de 
crecimiento empresarial más acelerada que la tasa de 
crecimiento de la financiación necesaria, sufrir pérdidas en 
proyectos específicos y cometer errores importantes en la 
adquisición de empresas. 
 
El modelo Z ofreció los siguientes resultados: a) El 90% 
de las empresas fueron correctamente clasificadas en el grupo 
de las no-quebradas, con un 10% clasificadas como 
vulnerables; b) El 100% de las 11 quebradas se clasificaron 
correctamente; c) El modelo también clasificó el 75% de las no 
quebradas como solventes en el año cuarto; d) El modelo 
clasificó el 73% del grupo en quiebra tres años antes del 
evento. 
 
Validando el modelo en una muestra distinta, el 100% se 
clasificó correctamente como quebradas, el 67% se clasificó 
correctamente como sanas y el 20% como vulnerables.  
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Por lo que se refiere a los resultados obtenidos del modelo 
A, a partir del modelo Z y de sus resultados se construyeron 
dos grupos de 7 empresas cada uno, siendo un primer grupo 
solvente y un segundo grupo de empresas en riesgo. Se obtuvo 
un punto de corte mediante la suma de las ponderaciones 
asignadas a cada uno de los aspectos directivos referenciados 
en una encuesta. A partir de aquí se observó claramente cómo 
en el grupo de las de “en riesgo” registraban valores de A por 
debajo de 50. Asimismo, se observaron valores de A por encima 
de 50 para el grupo de las empresas “solventes”. 
 
Mínguez (2006) aportó evidencia empírica sobre la 
previsión de la insolvencia en la construcción, dada la práctica 
inexistencia de modelos específicos para este sector. Llevó a 
cabo una estimación a través de un modelo Logit y de un 
modelo de riesgos proporcionales de Cox. 
 
A partir de la base de datos SABI, y para el periodo 
comprendido entre noviembre de 1999 y diciembre de 2004, 
seleccionó 126 empresas con el código 45 del CNAE. 
De estas 126 empresas, 63 fracasaron y 63 se encontraban 
sanas. Finalmente, el número de casos válidos para el análisis 
se redujo a 26 empresas, siendo 13 las sanas y 13 las 
fracasadas. 
 
Como predictores de insolvencia se eligieron inicialmente 
32 ratios que, mediante la aplicación de técnicas de análisis 
univariante, quedaron reducidos a 16. 
 
Los resultados del modelo Logit empleado se pueden 
resumir de la siguiente forma: a) 3,85% error tipo I y 19,23% 
error tipo II, con datos referentes al año inmediato anterior al 
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fracaso; b) 7,69% error tipo I y 11,54% error tipo II, con datos 
referentes al segundo año anterior al fracaso; y c) 11,54% error 
tipo I y 7,69% error con datos de tres años.  
 
Por lo que se refiere a los resultados del modelo de Cox: 
a) Un año antes, el error tipo I era 3,85% y 11,54% el error 
tipo II; b) Dos años antes, el error tipo I era 7,69% y el error 
tipo II 15,38%; c) Tres años antes, el error tipo I era 3,85% y 
el error tipo II 15,38%. 
 
Stroe y Barbuta-Misu (2010) predijeron el resultado 
financiero de la empresa constructora en el condado de Galati 
(Rumanía), tomando del Registro de Comercio una muestra de 
11 empresas constructoras para el periodo 2001-2006. Para 
llevar a cabo la separación entre empresas sanas y quebradas, 
estudiaron un conjunto de ratios financieros, de forma que se 
obtuviera un punto de corte. A partir de este análisis, se 
obtuvo: a) 7 empresas sanas a finales de 2006 y b) 4 empresas 
quebradas a finales de 2006. A partir de aquí, se calcularon 
unos coeficientes correctores y se calculó la función Z, 
estableciéndose una serie de rangos para clasificar el riesgo de 
quiebra. El modelo fue capaz de predecir la quiebra con un 
81,82% de éxito. 
 
Treewichayapong et al. (2011) analizaron la probabilidad 
de quiebra en una muestra amplia de empresas inmobiliarias en 
Tailandia, tanto cotizadas como no cotizadas, durante el periodo 
2001-2009 mediante un modelo Logit y un modelo Cox de 
riesgos proporcionales. Comprobaron que los ratios financieros, 
como indicadores adelantados de quiebra empresarial, juegan 
un papel más destacado que las variables específicas de 
gobierno corporativo. 
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La muestra del estudio estaba compuesta por 96 
empresas inmobiliarias. De estas, 32 estaban en quiebra y 64 
estaban sanas. De las 32 en quiebra, 3 eran cotizadas y 29 no 
cotizadas. Y de las 64 sanas, 24 eran cotizadas y 40 no 
cotizadas. La muestra de empresas provenía del Ministerio de 
Comercio de Tailandia para las empresas no cotizadas, y de la 
Bolsa Tailandesa para las empresas cotizadas. 
 
Estimaron un modelo Logit para el periodo 2001-2009 en 
el que los resultados de la estimación mostraron que la 
precisión del modelo a la hora de predecir la muestra de las 
empresas en quiebra, de las empresas sanas y de la muestra 
completa era del 94%, 97% y 96%, respectivamente. Por su 
parte, el error tipo I, es decir, aquel que clasifica erróneamente 
empresas en quiebra como sanas, fue del 6%. 
 
Por lo que refieren como análisis de supervivencia, 
mostraron que la precisión del modelo para las empresas 
quebradas, no quebradas y la muestra completa fue del 66%, 
94% y 84,4%, respectivamente, siendo estos porcentajes 
inferiores a los obtenidos mediante Logit. 
 
En definitiva, la implicación de ambos modelos es que la 
empresa inmobiliaria Tailandesa que tiene un director con alta 
participación en el capital, un alto valor en el ratio “pasivos 
corrientes/total activos” y unas ventas bajas en relación con el 
inventario, presenta una alta probabilidad de quebrar. 
 
Spicka (2013) comparó el resultado financiero de 81 
empresas constructoras que quebraron durante el periodo 
comprendido entre enero de 2011 y mayo de 2013, con una 
muestra similar de empresas constructoras que gozaban de un 
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buen rating de crédito. El año empleado para la comparación 
fue el 2010. 
 
La conclusión del estudio fue que una gestión financiera 
inadecuada es una de las fuentes principales del fracaso de la 
empresa constructora. Las compañías antes de la quiebra no 
gestionaron adecuadamente sus deudas en relación con su 
rentabilidad, en el sentido de que no generaron suficientes 
reservas para superar una crisis. 
 
Para llegar a estos resultados emplearon el test no 
paramétrico de Mann-Whitney, que permite comparar las 
distribuciones de probabilidad de ambos grupos de empresas 
para diferentes predictores de fracaso empresarial.  
 
Así, por lo que se refiere a los ratios de rentabilidad y 
productividad, muestra como el deterioro de las condiciones 
económicas afecta a ambas muestras. Sin embargo, aquellas 
empresas con menores reservas acumuladas se revelaron como 
las más vulnerables. En cuanto a la productividad, las empresas 
antes de la quiebra vieron reducidos drásticamente sus 
indicadores de productividad. Por lo tanto, el test de Mann-
Whitney confirmó estadísticamente las diferencias en los 
indicadores de productividad y rentabilidad. 
 
Con respecto a los predictores de insolvencia relacionados 
con la estructura de capital, la comparación entre ambas 
muestras reveló cómo la selección de empresas quebradas tenía 
una proporción de deuda sobre activos por encima del 100%. 
Se observó, por tanto, que el fracaso en las empresas de 
construcción estaba relacionado con un alto nivel de pasivos a 
corto plazo. 
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En relación con los ratios de liquidez y negocio, cabe 
señalar que estos resultaron significativamente menores en las 
empresas antes de la quiebra, momento en el que las empresas 
constructoras mostraron manifiestas dificultades de caja. Sin 
embargo, la rotación de activos no parecía diferir 
significativamente entre ambos grupos de empresas. En 
cambio, la rotación de activos y pasivos corrientes resultó ser 
significativamente inferior previamente a producirse el evento 
de la quiebra. 
 
Finalmente, y por lo que se refiere a los ratios no 
financieros, la proporción de activos a largo plazo sobre los 
activos totales difirió significativamente entre ambos grupos. 
Las empresas constructoras antes de la quiebra mostraron una 
mayor proporción de activos a corto plazo.  
 
En resumen, los resultados de los modelos de predicción 
sobre ambas muestras revelaron una precisión del 80% y del 
82% para el grupo de empresas quebradas. 
 
Gil de Albornoz y Giner (2013) investigaron si la 
estimación de modelos específicos sectoriales permitía predecir 
mejor el fracaso empresarial que la estimación de un modelo 
genérico.  
 
Para la elaboración del estudio utilizaron una muestra 
compuesta por 4.600 empresas españolas, procedentes de la 
base de datos SABI, que presentaron concurso de acreedores 
durante el periodo 2005-2010. De esta muestra, la mitad 
aproximadamente pertenecían al sector constructor e 
inmobiliario, siendo el resto empresas industriales.  
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Para seleccionar los ratios que usaron como predictores 
de la insolvencia empresarial recurrieron a un procedimiento en 
dos etapas. Las autoras partieron de un conjunto de quince 
variables y, tras aplicarles diversos test, quedaron reducidas a 
cinco: a) Rentabilidad económica (Resultado de 
Explotación/Activo Total); b) Endeudamiento (Deuda 
total/Activo Total); c) Cobertura de intereses (Resultado neto 
sobre gastos financieros); d) Existencias sobre cifra de 
negocios; e) Liquidez (Activo corriente/Pasivo corriente). 
 
Una vez seleccionados los predictores del riesgo de 
insolvencia, se estimó un modelo Logit para el periodo 2005-
2009, empleando diferentes muestras pertenecientes a tres 
sectores económicos distintos (construcción, inmobiliario e 
industrial) y con una muestra general global. 
 
Como conclusiones del trabajo destacaron que, en el 
sector de la construcción, la estimación sectorial permite 
clasificar mejor las empresas fracasadas que la estimación 
general (menor error tipo I, 22% frente a 32%), pero clasifica 
peor las empresas no fracasadas (mayor error tipo II, 45% 
frente a 33%). En conjunto, el error total de clasificación es 
superior en la estimación específica del sector (45%) que en la 
general (33%). En cambio, en el sector inmobiliario la 
estimación específica parece la más adecuada. Así, en la 
estimación específica se comete un error tipo II doce puntos 
porcentuales inferior al obtenido en la estimación general (41% 
frente a 53%).  
 
En resumen, los resultados del trabajo confirmaron que la 
rentabilidad, la rotación de existencias, el endeudamiento, la 
liquidez, el crecimiento, la edad y las condiciones económicas 
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generales afectaban a la probabilidad de insolvencia, si bien 
pusieron de manifiesto la existencia de diferencias sectoriales. 
 
1.4.2.4 Sector Comercio y Servicios 
 
He y Kamath (2006) investigaron si dos modelos 
genéricos de predicción de insolvencia (Ohlson, 1980 y 
Shumway, 2001) mantenían su validez cuando eran aplicados a 
un sector en concreto, por ejemplo, el sector comercial. Los 
resultados sugirieron que la precisión de los modelos genéricos 
para clasificar se reducía dramáticamente cuando eran 
aplicados a muestras de un sector en concreto. 
 
La muestra de este estudio fue de 354 empresas de 
diversos sectores, con un tamaño medio de activos inferior a los 
37 millones de dólares. Incluyeron, asimismo, una submuestra 
de 40 empresas comerciales con activos inferiores a los 130 
millones de dólares un año antes de la quiebra. El periodo de 
estudio se extendió desde 1990 hasta 1999. Finalmente, cada 
una de las 177 empresas quebradas se emparejó con una 
empresa sana del mismo sector, de parecido tamaño y del 
mismo año. Dentro de las variables empleadas, el modelo de 
Ohlson empleó 8 variables y el modelo de Shumway empleó 4 
predictores para la insolvencia. 
 
Los resultados obtenidos revelaron que, mediante el 
modelo de Ohlson, la capacidad para clasificar la muestra 
general mixta de sectores era del 88%, con un error tipo I del 
12% y un error tipo II del 7%, un año antes de la quiebra. En 
cambio, la capacidad del modelo para clasificar correctamente a 
las 40 empresas comerciales era notablemente inferior, siendo 
Predicción de insolvencia en los sectores económicos  128 
 
 
en concreto del 80%, 65% y 70%, un año, dos y tres años 
previos a la quiebra. 
 
Mediante el modelo de Shumway la precisión en la 
muestra general era del 92%, 78% y 72%, para uno, dos y tres 
años previos a la quiebra. Para las empresas comerciales, la 
precisión sobre la muestra de las 40 empresas un año antes de 
la quiebra fue del 88%, si bien descendía por debajo del 60% 
dos años y tres años antes del evento de quiebra. 
 
Keener (2013) presentó un modelo Logit de predicción de 
la insolvencia para una muestra de empresas del sector 
comercial durante el periodo 2005-2012. Los resultados 
muestran que las empresas comerciales pequeñas y con menos 
empleados tienen una mayor probabilidad de quiebra. Los 
resultados también aportan una fuerte evidencia de que las 
empresas con un menor ratio de caja sobre pasivos corrientes, 
menores márgenes de cash flow y mayores ratios de deuda 
sobre capital tienen mayor probabilidad de quebrar. 
 
A partir de la base de datos COMPUSTAT, seleccionaron 
una muestra de 1.203 empresas en el periodo 2005-2012. Las 
variables empleadas en este estudio se seleccionaron 
atendiendo al criterio de que hubieran demostrado ser buenos 
predictores de la insolvencia en otros trabajos previos. En 
concreto, se seleccionó: 1) Número de empleados; 2) 
Rentabilidad sobre activos (ROA); 3) Margen de cash-flow; 4) 
Ratio deuda/capital; y 5) Ratio caja/pasivos corrientes. 
 
Todas las variables del modelo resultaron ser significativas 
al 1%, excepto por lo que se refiere al ratio deuda/capital, que 
lo era pero al 10%. Los signos de las variables mostraron el 
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sentido esperado en todos los casos, salvo para el ratio ROA. El 
modelo presentó un R2 del 91,7%. En resumen, los resultados 
demostraron que cuanto menor es el tamaño de las empresas y 
menor es el número de empleados mayor es la probabilidad de 
quiebra. Sin embargo, el modelo arrojó un resultado inesperado 
por cuanto relacionó una mayor probabilidad de quiebra con un 
mayor ROA. 
 
1.4.2.5 Sector Hostelería 
 
Dentro de la literatura sobre predicción de insolvencia son 
muy escasos los estudios realizados específicamente para el 
sector de la hostelería. El sector de hostelería comprendería 
actividades diversas que abarcarían desde los servicios de 
alojamiento pasando por los servicios de comida y bebida. Por 
tanto, se trataría de dos industrias diferenciadas aunque muy 
estrechamente relacionadas, como la de hoteles y de 
restaurantes, conocidas en la literatura anglosajona bajo el 
término “Hospitality” que, además, incluiría empresas dedicadas 
al servicio de diversión y entretenimiento. 
 
Olsen et al. (1983) fueron los primeros en predecir la 
quiebra empresarial en la industria de restaurantes. Emplearon 
una muestra formada por 7 restaurantes en quiebra y 12 
solventes. Utilizaron un análisis gráfico de la aplicación de 
distintos ratios contables en contraposición a los modelos 
estadísticos más sofisticados, lo cual fue considerado como la 
principal limitación del estudio. No obstante, su fácil aplicación 
en la vida real fue la principal ventaja aportada por esta 
investigación. 
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Cho (1994) estimó modelos Logit para predecir la quiebra 
de restaurantes y hoteles. Según el estudio realizado, fueron 
dos las variables que finalmente resultaron explicativas, en el 
caso de los restaurantes, alcanzando un nivel de predicción del 
91% un año antes de la quiebra. Por otro lado, en el caso de los 
hoteles, tan solo resultó una variable explicativa, clasificando el 
modelo correctamente en el 92% de las empresas 
consideradas. Cabe destacar que en este estudio se consideraba 
que una empresa entraba en quiebra si había obtenido pérdidas 
en los tres últimos ejercicios. 
 
Gu y Gao (2000) estimaron un modelo MDA de predicción 
de insolvencia basado en una muestra de 14 empresas en 
quiebra, incluyendo 4 hoteles y 10 restaurantes, y un número 
similar de empresas no quebradas. Los datos de las empresas 
quebradas correspondían al periodo 1987-1996. Seleccionaron 
cinco variables (Total Pasivo/Total Activos; Beneficio antes de 
intereses e impuestos [EBIT]/Pasivo corriente; Margen de 
beneficio bruto; Deuda a largo plazo/Total Activo; e 
Ingresos/Activos no corrientes). El modelo pudo clasificar las 
empresas, dentro de la muestra, con una precisión del 93%.  
 
Gu (2002) utilizó una muestra de tamaño algo superior, 
considerando 18 restaurantes en quiebra, emparejados con 
otros tantos restaurantes no quebrados, con datos del periodo 
1986-1998. Las empresas fueron emparejadas por año y por 
total activo. Gu desarrolló un modelo MDA exclusivamente para 
la predicción de restaurantes, siendo la muestra un conjunto de 
empresas americanas que cotizaban o habían cotizado en bolsa. 
Inicialmente consideró un total de 12 ratios, resultando 
finalmente explicativos en su modelo, con un nivel de acierto 
del 92% un año antes de la quiebra, tan solo dos de ellos 
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(EBIT/Total Pasivo y Total Pasivo/Total Activo). El modelo 
estimado se aplicó posteriormente a una muestra externa, 
formada por 49 empresas no incluidas en la muestra inicial (48 
empresas solventes y 1 empresa insolvente), obteniéndose un 
nivel de predicción fuera de la muestra del 80% (ligeramente 
superior a la capacidad de predicción del modelo de Altman 
(1968) fuera de la muestra, que se situó en un 79%). 
 
Los primeros en utilizar un modelo Logit aplicado a este 
sector fueron Kim y Gu (2006a), con una muestra de 32 
empresas del sector hostelería (16 en quiebra y otras 16 no 
quebradas). Estimaron dos modelos Logit para predecir la 
quiebra 1 y 2 años antes de la misma, de empresas 
pertenecientes al sector hotelero, restaurantes y empresas que 
prestan servicios de entretenimiento. Este estudio tuvo como 
aportación principal la estimación de un modelo para predecir la 
quiebra 2 años antes, a diferencia de los anteriores estudios 
predictivos del sector que tan solo lo habían hecho 1 año antes 
de la quiebra. De los 13 ratios inicialmente considerados, 
resultó significativamente explicativo uno de ellos: Cash-flow 
operativo/Total Pasivo. La capacidad predictiva del modelo se 
situó en el 91% para 1 año antes de la quiebra y en el 84% 
para 2 años antes. Los autores concluyeron, en base a los 
modelos estimados, que las empresas de este sector están más 
próximas a la quiebra si tienen un menor flujo de efectivo y un 
mayor endeudamiento.  
 
Posteriormente Kim y Gu (2006b) estimaron un modelo 
Logit utilizando los mismos datos del modelo MDA de Gu 
(2002). Al utilizar los mismos datos se pudo comparar la 
capacidad predictiva de ambos modelos. El modelo Logit, que 
suponía una mayor sofisticación estadística, predecía 
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correctamente un año antes de la quiebra el 94% de las 
empresas que habían entrado en bancarrota, así como el 93% 
de las empresas utilizadas en la muestra externa. Con estos 
resultados se demostraba que el modelo Logit aportaba una 
capacidad predictiva algo superior (94% frente al 92% del 
MDA).  
 
En ambos estudios se partía de un total de 12 ratios 
financieros que abarcaban tanto variables de solvencia como de 
rentabilidad y de eficiencia. Finalmente ambos modelos 
consideraron sólo dos de estas variables como las que mejor 
predecían la quiebra de los restaurantes: Total Pasivo/Total 
Activo y EBIT/Total Pasivo. En base al modelo estimado, Kim y 
Gu (2006b) concluyeron que las empresas de restaurantes con 
bajos beneficios antes de intereses e impuestos (EBIT) y alto 
endeudamiento son más proclives a entrar en quiebra.  
 
Youn y Gu (2010a) realizaron un estudio empírico 
posterior que se centró en la industria de restaurantes 
utilizando información de empresas que cotizaban o habían 
cotizado en bolsa. Estos autores fueron los pioneros en aplicar 
NN en la predicción para esta industria. Conjuntamente 
estimaron un modelo Logit con objeto de comparar la capacidad 
predictiva de ambas técnicas, estimando sendos modelos para 
predecir la quiebra 1 y 2 años antes de la misma. 
 
Consideraron un total de 10 variables iniciales, resultando 
finalmente dos con suficiente relevancia explicativa. Este 
estudio se centró en restaurantes americanos, con una muestra 
de 31 restaurantes quebrados durante el periodo 1996-2008, de 
los cuales 21 formaron parte de la muestra utilizada para 
predecir el modelo y los 10 restantes fueron utilizados para la 
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muestra externa que serviría como comprobación del poder 
predictivo. Igualmente se utilizaron otras 31 empresas de 
restaurantes no quebradas, realizándose un emparejamiento de 
la muestra por tamaño (utilizando como medida del tamaño el 
total activo). Al comparar la capacidad predictiva de los dos 
modelos, determinaron que, si bien NN predicen bien, no 
aportan mejor predicción que el análisis Logit, especialmente en 
la muestra externa. Al respecto, Charitou et al. (2004) 
mostraron que ambos podían utilizarse indistintamente y no 
daban un mejor resultado. Además, Logit permite interpretar 
los coeficientes de las variables de los modelos y cómo afectan 
a la probabilidad de quiebra, señalando vías para evitarla.  
 
A este trabajo le siguió otro, realizado por los mismos 
autores, Youn y Gu (2010b), que se centró exclusivamente en 
empresas hoteleras coreanas, estimando igualmente un modelo 
Logit y otro NN. Obtuvieron una mejor capacidad predictiva al 
aplicar NN, tanto dentro de la muestra como en el testeo 
realizado con una muestra externa (83,33% frente al 77,27% 
obtenido en el modelo Logit dentro de la muestra y el 87,75% 
frente al 81,82% obtenido en la muestra de testeo). Si bien los 
resultados eran superiores, reconocían la limitación de los 
modelos NN en tanto no identifican las variables determinantes 
de la quiebra, y en consecuencia, no facilitarían información de 
los factores a mejorar para intentar evitarla. Asimismo 
constataron la importancia de la cobertura de intereses para 
mantener la solvencia de las empresas de alojamiento 
coreanas. 
 
Youn y Zheng (2010) elaboraron un estudio en el que, 
usando datos financieros de empresas de restauración en 
Estados Unidos, desarrollaron dos modelos de predicción de 
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insolvencia con Logit y NN. Sus resultados revelaron que Logit 
no resultaba ser inferior a NN en términos de precisión en la 
predicción. En concreto, y para el caso de las empresas de 
restauración, el modelo logístico resultó útil a la hora de indicar 
qué deben hacer las empresas para reducir la probabilidad de 
quebrar.  
 
A partir de la muestra inicial de 31 empresas de 
restauración, se tomaron 10 empresas quebradas con sus 
correspondientes 10 empresas sanas como muestra de 
validación. Para la muestra se entrenamiento se emparejaron 
un total de 21 empresas de restauración quebradas con otras 
21 empresas sanas. Por último, se emplearon 10 ratios 
financieros como variables-predictores del fracaso empresarial. 
 
Los resultados del estudio mostraron que, mediante el uso 
de Logit, el modelo produce una precisión en la predicción 
global del 88,1%, un año antes del evento de la quiebra, y de 
un 76,19% dos años antes. La capacidad predictiva del modelo 
en la muestra de validación arrojó un 95% de precisión un año 
antes y un 85% de precisión dos años antes de la quiebra. 
Ambos modelos no presentaron errores tipo I. Por el contrario, 
presentaron un error tipo II del 10% en el modelo de predicción 
un año antes de la quiebra y del 30% en el modelo de 
predicción dos años antes de la quiebra. 
 
Por lo que se refiere a los resultados obtenidos mediante 
modelos NN, un año antes de la quiebra, el modelo predijo 
correctamente un 88,1%, en tanto que dos años antes, la 
capacidad predictiva descendió al 78,57%. La capacidad de 
predicción sobre la muestra de validación fue del 95%, un año 
antes de la quiebra, y del 80%, dos años antes de dicho evento.  
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Kim (2011) llevó a cabo un estudio con dos objetivos. Por 
una parte, proporcionar una aproximación óptima a la 
predicción de insolvencia de los hoteles que minimizara el 
riesgo de una mala clasificación y, por otra, investigar las 
características funcionales de MDA, Logit, NN y SVM en la 
predicción de la insolvencia en hoteles. El trabajo concluyó que 
la mejor técnica de alarma preventiva a la hora de predecir la 
quiebra era SVM. 
 
Para elaborar el trabajo, utilizaron una muestra construida 
con los datos financieros de 33 hoteles turísticos coreanos 
durante el periodo 1995-2002. La muestra estaba compuesta 
por los datos financieros de tres años previos a la quiebra de 18 
hoteles, los correspondientes datos financieros de dos años 
previos a la quiebra de 12 hoteles y los datos financieros de un 
año antes de la quiebra de 3 hoteles. Se emplearon en total 17 
predictores de insolvencia. 
 
Los resultados del trabajo mostraron la precisión de los 
distintos métodos empleados. Así, mediante el empleo de MDA 
obtuvieron un error tipo I y un error tipo II del 47,6% y del 
7,3%, respectivamente, registrándose un error global del 
27,4%. La utilización de Logit mostró, en general, errores más 
elevados o, una menor precisión a la hora de la predicción de la 
insolvencia. Arrojó unos errores tipo I y tipo II del 22% y del 
18,4%, respectivamente, y un error global del 20%. Por lo que 
se refiere a la precisión que ofrecían NN, estas generaron unos 
errores tipo I y tipo II del 4,8% y del 12,1%, en tanto que el 
error global fue del 8,4%. Finalmente, SVM fue la que registró 
el menor error global de predicción con un 4%, y el segundo 
mejor resultado, dentro de los métodos empleados, por lo que 
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se refiere a los errores tipo I y II, con un 6,8% y un 1,3% 
respectivamente. 
 
Más actualmente, Park y Hancer (2012) estimaron 
modelos Logit y NN como métodos para predecir la insolvencia 
de hoteles y restaurantes. Utilizaron datos correspondientes al 
periodo 1990-2009 considerando una muestra de 80 empresas 
(40 quebradas y 40 no quebradas). Las empresas elegidas 
correspondían a empresas que cotizaban o habían cotizado en 
bolsa en ese periodo. NN obtuvo un mayor nivel de precisión en 
la predicción que Logit dentro de la muestra (97.5% frente al 
90%). Sin embargo, cuando se realiza el test para su 
verificación en la muestra externa (formada por 8 empresas 
solventes y 8 insolventes que no se habían incluido en el 
modelo inicial), ambos modelos predicen en un 100%. Para el 
estudio consideraron inicialmente un total de 16 ratios 
financieros, resultando finalmente explicativos, en los modelos 
estimados, 3 de ellos (Fondo de Maniobra/Total Activo, Total 
Pasivo/Patrimonio Neto y Total Pasivo/Total Activo). 
 
Este estudio resalta que, de los ratios considerados, el 
ratio "Total Pasivo/Total Activo" era una variable significativa, 
basado en los resultados del test “t” y del análisis Logit. Los 
autores consideraron además que, en tanto que es conocido 
que las empresas de este sector se encuentran altamente 
endeudadas, la conclusión que se podría extraer es que una 
holgada financiación externa, cuando no está acompañada por 
una adecuada rentabilidad de las inversiones, podría ser un 
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1.4.3 ALGUNAS CONCLUSIONES ACERCA DEL 
DESARROLLO DE LA LITERATURA SOBRE PREDICCIÓN DE 
LA INSOLVENCIA 
 
La literatura sobre predicción de la insolvencia viene 
desarrollándose con fuerza desde la década de los sesenta del 
siglo pasado. Desde entonces, han venido apareciendo estudios 
acerca de la predicción del fracaso empresarial ante la 
necesidad, cada vez más apremiante, de disponer de 
herramientas útiles con las que poder diagnosticar la salud 
financiera de la empresa y su eventual deriva hacia la quiebra. 
 
La perspectiva de nuestra revisión se ha orientado en 
analizar la literatura atendiendo a si los trabajos habían 
producido modelos descentrados o centrados. Es decir, si los 
modelos habían sido elaborados con muestras multisectoriales o 
bien, si estos modelos habían sido diseñados con muestras de 
un único sector o subsector de actividad. 
 
A partir de la revisión efectuada, se observan, en general, 
varias tipologías de trabajos: 
 
De una parte, hay estudios que tienen por finalidad 
construir un modelo de predicción para pronosticar el fracaso 
empresarial y que permiten clasificar a las empresas como 
quebradas o sanas. Estos son, con diferencia, la gran mayoría 
de trabajos (un resumen de los trabajos empíricos focalizados 
en modelos descentrados aparece en la tabla 1.1). Dentro de 
este grupo, podríamos añadir aquéllos cuyo modelo se propone 
servir de “señal de alarma” anticipando el evento de la quiebra. 
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Existe también un importante número de trabajos que se 
han centrado en replicar, con variaciones, los modelos más 
clásicos. Dentro de esta tipología podríamos destacar todos 
aquellos trabajos que replicaron los estudios de Altman, Ohlson, 
Zmijewski y otros, introduciendo diferentes modificaciones en 
las metodologías, muestras, periodos temporales y tratamiento 
de la información.  
 
Asimismo, tampoco resultan despreciables en número los 
trabajos que se ocuparon de comparar distintos métodos de 
predicción para ver cuál de ellos pronosticaba con mayor 
precisión la insolvencia. Particularmente abundantes en los 
últimos años, son los estudios que trataron de mejorar los 
porcentajes de acierto generales con la introducción de técnicas 
cada vez más sofisticadas, llegándose a emplear algoritmos 
matemáticos con los que combinar dos o más metodologías en 
un intento de arañar algunos puntos porcentuales en las tasas 
de acierto. A este tipo de trabajos los podríamos denominar de 
“búsqueda de precisión”. 
 
En los últimos años han venido apareciendo también 
modelos centrados en la predicción de insolvencia en un sector 
o subsector de actividad específico, en la búsqueda de factores 
concretos y determinantes a la hora de aproximar la predicción 
del fracaso en empresas de un sector en particular. Estos 
modelos han sido objeto de análisis en el apartado 
correspondiente a los modelos centrados (un resumen de los 
trabajos empíricos focalizados en modelos centrados aparecen 
en las tablas 1.2, 1.3, 1.4, 1.5 y 1.6). 
 
Y, finalmente, aquellos trabajos que trataron de validar 
hipótesis específicas como pueden ser los trabajos de Libby 
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(1975), Norton et al. (1979), Aharony et al. (1980), Zimmer 
(1980), Zmijewsji (1984), Levitan y Knoblett (1985), Casey y 
Bartczak (1985), Gombola et al. (1987), Hopwood et al. (1989), 
Aziz y Lawson (1989), entre otros. 
 
Estas cinco tipologías de estudios podrían quedar 
reducidos a dos perspectivas básicas a la hora de abordar un 
estudio sobre predicción de la insolvencia, si atendemos a lo 
sugerido por Darayseh et al. (2003) quienes afirmaron:  
 
“Los investigadores tienen diferentes aproximaciones a la 
hora de estudiar la quiebra o el fallo empresarial. Básicamente, 
existen dos aproximaciones: por un lado, el objetivo del modelo 
(o del constructor del modelo) puede ser predecir qué empresas 
terminarán quebrando en un periodo determinado de tiempo. 
En este contexto, Dietrich (1984) propuso que, entonces, el 
objetivo del investigador es desarrollar un modelo con una alta 
capacidad de predicción, con independencia de las variables 
utilizadas o de los valores de las variables. En este sentido, si la 
capacidad predictiva es el objetivo del modelo en cuestión, el 
valor de los coeficientes, su nivel de significación e incluso hasta 
sus signos no tienen apenas interés. Por lo tanto, la 
construcción del modelo se convierte en un mero ejercicio de 
ajuste de los datos.  
 
Por otro lado, el investigador puede estar interesado en 
comprobar unas hipótesis. En este contexto, la selección de las 
variables, el sesgo en la estimación, la selección de la muestra 
y la significación estadística de los coeficientes de las variables 
son comparativamente más importantes. Por ejemplo, el 
estudio de Ohlson (1980) pretendió comprobar si determinados 
ratios financieros y otros factores guardaban alguna relación 
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con la quiebra de las empresas. Ohlson no sólo estaba 
preocupado con la capacidad predictiva del modelo sino también 
con los valores de los coeficientes que el modelo presentaba”. 
 
Desde este punto de vista que nos ofrecen Darayseh et al. 
(2003), es posible constatar que el avance de la literatura ha 
seguido un patrón desequilibrado en la medida en que el 
número de trabajos que se han desarrollado, introduciendo 
metodologías estadísticas y computacionales cada vez más 
complejas y sofisticadas, para la búsqueda de porcentajes de 
acierto cada vez más altos, ha superado con creces en número 
e importancia a aquellos trabajos que se han enfocado hacia el 
contraste de hipótesis específicas con las que esclarecer un 
aspecto particular del fracaso empresarial como asunto de 
investigación. 
 
En consecuencia, se tiene la impresión personal que, a 
partir de los primeros trabajos originales, los estudios 
posteriores se desarrollaron buscando el cauce más inmediato y 
disponible, capitalizando sin duda el importante avance de los 
métodos estadísticos y computacionales, lo que explicaría el 
desequilibrio encontrado entre los trabajos de “búsqueda de 
precisión” y de comparación de modelos frente a aquellos que 
contrastaron hipótesis concretas. Sin duda, la dificultad de 
elaborar una teoría comprensiva del fracaso empresarial orientó 
los esfuerzos hacia esta vertiente más práctica e inmediata. 
 
Sin embargo, como se ha reseñado anteriormente, los 
métodos más novedosos o innovadores no garantizan unos 
mejores resultados porque, si bien a medida que estos métodos 
se han ido sofisticando, permitiendo errores muy pequeños y 
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residuales, la horquilla de fluctuación de estos errores se ha 
ampliado cada vez más. 
 
Por tanto, y visto desde una vertiente eminentemente 
práctica, una vez alcanzado un porcentaje de acierto 
significativo y elevado, ¿cuál es el sentido de insistir en la 
investigación de métodos que nos den apenas un porcentaje 
mínimo de mejora, sin otras ventajas añadidas como la 
estabilidad en el periodo de estimación y la aplicabilidad en 
otros periodos temporales, sectores o regiones, por citar solo 
algunas?. 
 
No podemos obviar que el desarrollo de los modelos 
descentrados se debió a la dificultad de conformar muestras 
sectoriales representativas en los modelos primigenios. Es decir, 
estos modelos se hacían con la información disponible en cada 
momento. Por ello, la mejora en la información disponible y en 
las bases de datos existentes debería animar al desarrollo de 
modelos sectoriales específicos.  
 
Diversos autores ya afirmaron que las particularidades 
sectoriales añaden mejoras significativas en la explicación que 
ofrecen los modelos, pero esta cuestión no ha sido abordada de 
manera directa con un diseño ad-hoc para tal objetivo. 
 
Otro aspecto en el que se debería de profundizar es en el 
desarrollo de modelos de estrés financiero basado en varias 
etapas, de tal forma que fuera de utilidad para una detección 
temprana de problemas que hiciera posible implementar 
medidas correctoras.  
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Los modelos desarrollados predominantemente en la 
literatura han sido modelos de predicción del fallo empresarial, 
eso sí, con enorme acierto en el pronóstico un año antes del 
evento de quiebra y con un acierto decreciente a medida que se 
amplía el plazo temporal de predicción. Sin embargo, con tal 
plazo de efectividad es difícil que tales modelos sean de ayuda 
para corregir rumbos o modificar aspectos esenciales de la 
marcha de una compañía en lugar de certificar el avance hacia 
un desenlace fatal. 
 
Desde este punto de vista y teniendo en cuenta el patrón 
seguido por la literatura, en nuestro modesto entender, la 
agenda de la investigación en este campo debería orientarse, si 
atendemos a lo sugerido por Darayseh et al. (2003), hacia el 
desarrollo de estudios que buscaran el contraste de hipótesis 
concretas y que nos acercaran a un entendimiento mejor y más 
global del fracaso empresarial como problema. 
 
Este trabajo pretende aportar un modesto grano de arena 
en este campo de la formulación de hipótesis. Y para ello 
retoma una cuestión que fue aparcada hace un tiempo, de 
alguna manera, debido a razones de diferencias en las 
muestras, periodos temporales u otras, como es la de 
comprobar con una sola muestra y en un periodo temporal 
concreto si los modelos centrados predicen mejor que los 
descentrados o viceversa.  
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Tabla 1.1. Principales modelos descentrados de predicción de insolvencia 
 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 
Beaver (1966)  158 empresas Industrial amplio A. Univariante EE.UU. Muestra:90-92%   





















Ohlson (1980)  2.163 empresas Industrial amplio LOGIT EE.UU. Muestra: 96,1% 95,5%  















Gombola et al. (1987)  154 empresas Manufacturero/ Comercial MDA EE.UU. Muestra: 85-89% 67-70% 78% 
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Tabla 1.1. Principales modelos descentrados de predicción de insolvencia 
(Continuación) 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 





















Gilbert et al. (1990)  380 empresas Industrial amplio LOGIT EE.UU. Quebradas: 62,5% 
Sanas: 97,9% 
  
Coats y Fant (1992)  94 empresas Industrial amplio NN EE.UU. Muestra: 95% 92,9% 86,2% 




Muestra:71,3%   
Muestra: 80,5% 82,4% 75,0% 
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Tabla 1.1. Principales modelos descentrados de predicción de insolvencia 
(Continuación) 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 











Testeo: 77,9% 68,6% 64,0% 
Testeo: 73,3% 68,6% 67,4% 
Shumway (2001) 300 empresas 
Industrial amplio 
(Cotizadas) 
Hazard Model EE.UU. Testeo: 75%   






Testeo: 83,75%   
Testeo: 93,75%   
Testeo: 80,0%   
Testeo: 87,50%   








E.Tipo I: 28,57%  12,5% 
E.Tipo I: 21,43%  37,5% 
E.Tipo I: 21,43%  31,25% 
E.Tipo I: 6,84%  21,43% 
Shuk-Wern et al. (2011)  105 empresas 
Industrial amplio 
(Cotizadas) 
LOGIT MALASIA Testeo: 90%   
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Tabla 1.1. Principales modelos descentrados de predicción de insolvencia 
(Continuación) 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 













Muestra: 88,70%   







Muestra: 81,43%   
Muestra: 74,82%   
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Tabla 1.2. Principales modelos centrados de predicción de insolvencia (Sector Agricultura)  
   
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 
Dietrich el al. (2005) 67 empresas Agricultura MDA CANADÁ 
M. C7: 66,6%-62,5% 













Zeta: 94,6%   
IN99: 90,2%   
Z-score: 83,8%   
IN05: 74,0%   
IN01: 70,8%   
Z´Score: 60,4%   
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Tabla 1.2. Principales modelos centrados de predicción de insolvencia (Sector Agricultura)  
 (Continuación) 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 












62,1% 57,8%  
Regresión 
Logística 
71,9% 64,4%  
DEA 
Los resultados de este 
enfoque muestran que a 
mayor número de 
empresas quebradas en 
la muestra, PEOR predice 
DEA. Sin embargo, con 
una sola empresa 
quebrada en la muestra, 




53,1% 50,0%  
 NOTA: Elaboración propia 
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Tabla 1.3. Principales modelos centrados de predicción de insolvencia (Sector  Industria) 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 







Zavgren (1985) 90 empresas 
Industrial 
Manufacturero 
LOGIT EE.UU. Muestra: 69,0%   
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Tabla 1.3. Principales modelos centrados de predicción de insolvencia (Sector Industria) 
 (Continuación) 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 

















Gómez et al. (2008) 364 empresas 
Industrial  
Manufacturero 
LOGIT ESPAÑA Testeo: 83% 80% 80% 
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Tabla 1.3. Principales modelos centrados de predicción de insolvencia (Sector Industria) 
 (Continuación) 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 
Appiah y Abor (2009) 62 empresas 
Industrial  
Manufacturero 
Z-score UK Muestra: 97,3%   






Muestra: 82,35%   
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Tabla 1.4. Principales modelos centrados de predicción de insolvencia (Sector Construcción)  
  
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 





Modelo Z: 90% 
Modelo A: 50% 
 
  




Error tipo I: 
3,85% 
Error tipo II: 
19,26% 
Error tipo I: 
3,85% 
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Tabla 1.4. Principales modelos centrados de predicción de insolvencia (sector Construcción)  
(Continuación)   
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 




MODELO LOGIT ESPAÑA 
Error total S.  Construcción frente  
Modelo General:  45% vs. 33% 
Error total S. Inmobiliario frente  
Modelo General: 41% vs. 53% 
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Tabla 1.5 Principales modelos centrados de predicción de insolvencia (Sector Comercio y 
Servicios)  
 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 




Modelo de Altman 
Modelo de Springate 
Modelo de Fulmer 
EE.UU. 
Los mejores predictores de 
insolvencia son el working capital, los 
beneficios retenidos y el EBIT. 




Modelo de Ohlson 
Modelo de Shumway 
EE.UU. 
Muestra: 80% 65% 70% 
Muestra: 92% 78% 72% 







Muestra: 88,1% 76,2%  
Testeo: 95,0% 85,0%  
Muestra: 88,1% 78,6%  
Testeo: 95,0% 80,0%  









Muestra: 72,6%   
Muestra: 80,0%   
Muestra: 96,0%   
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Tabla 1.5 Principales modelos centrados de predicción de insolvencia (Sector Comercio y 
Servicios)  
 (Continuación) 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 





Mejores predictores insolvencia: 
1) Número de empleados; 2) 
Rentabilidad sobre activos (ROA); 
3) Margen de cash flow; 4) Ratio 
Deuda/Capital; 5) Ratio 
caja/pasivos corrientes. 









Predicción de insolvencia en los sectores económicos  156 
 
 
Tabla 1.6 Principales modelos centrados de predicción de insolvencia (Sector Hostelería)  
 
AUTOR Y AÑO MUESTRA SECTOR METODOLOGÍA PAÍS RESULTADOS 
 
    
Años antes de quiebra 
 
     1 2 3 
Gu y Gao (2000) 
14 empresas (10 
restaurantes y 4 
hoteles) 
Hospitality MDA EE.UU. Muestra: 93%   




Kim y Gu (2006a) 
16 empresas 




LOGIT EE.UU. Muestra: 91% 84%  













Park y Hancer (2012) 
40 empresas (hoteles, 
restaurantes y 










 NOTA: Elaboración propia 
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1.5 FORMULACIÓN DE HIPÓTESIS 
 
Después del análisis efectuado de la literatura sobre 
predicción de insolvencia, se ha constatado la existencia de un 
patrón definido por lo que se refiere a la construcción de 
modelos descentrados frente a modelos centrados, siendo los 
primeros mucho más numerosos que los segundos. Sin 
embargo, lo que no ha sido posible es identificar ninguna 
tendencia, ni a favor ni en contra, en el uso de un tipo de 
modelo u otro como señala Bellovary et al. (2007). Se deriva, 
pues, que no es posible inducir una conclusión definitiva sobre 
la superioridad de un tipo de modelo frente a otro. 
 
Una posible explicación a esta ausencia de un patrón 
definido de desarrollo en la literatura, en la elaboración de un 
tipo u otro de modelos, podría basarse en la utilización de 
muestras heterogéneas de empresas pertenecientes a 
diferentes sectores o de muestras centradas en empresas que 
operan en el sector industrial en un sentido amplio. Como 
afirman Smith y Liou (2007) esta tipología de muestras pudiera 
ser la razón de la discrepancia entre los buenos resultados de 
clasificación ex-post y los comparativamente decepcionantes 
resultados de validación ex-ante, ya que los ratios utilizados 
como variables independientes pueden verse afectados por 
efectos sectoriales diferenciales.  
 
En este sentido, es innegable, como afirman Platt y Platt 
(1990), que los sectores económicos muestran diferencias 
significativas con respecto a los factores de producción, ciclos 
de vida de sus productos, estructura competitiva y modos de 
distribución, lo que da lugar a diferencias importantes en 
diversas medidas de salud financiera. Hay que apuntar que esta 
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idea ya fue intuida por Lincoln (1984), Mensah (1984) y 
McDonald y Morris (1984), quienes analizaron la influencia de 
los efectos sectoriales en los ratios financieros y su aplicación 
en la predicción del fracaso empresarial, llegando a la 
conclusión de que el modelo obtenido para una muestra 
heterogénea de empresas tiene menos capacidad predictiva que 
el elaborado para un único sector.  
 
Por su parte, McGur y De-Vaney (1998) llegaron a los 
mismos resultados cuando aplicaron cinco modelos, 
desarrollados en otros tantos trabajos, usando empresas de 
distintos sectores a una única muestra de empresas dedicadas 
al comercio al por menor.  
 
Asimismo, Bhargava et al. (1998) encontraron pocas 
similitudes entre los modelos elaborados para una muestra 
industrial y otra comercial, si bien no se obtuvieron diferencias 
significativas entre los porcentajes de acierto, lo que indicaba 
que era posible aplicarlos a una combinación de muestras. 
 
En un intento de superar estas dificultades, algunos 
autores adoptaron un enfoque denominado "orientado al 
sector”. Este enfoque se basa en el ajuste de los ratios de las 
empresas por el valor mediano (Izan, 1984) o medio (Platt y 
Platt, 1990) por el respectivo ratio en el sector de cada empresa 
en un momento de tiempo. En ambos trabajos, los resultados 
de clasificación en los modelos, con ratios no ajustados, eran 
inferiores a los obtenidos con ratios ajustados al sector, 
confirmando que este enfoque era de utilidad para modelos 
donde las empresas representan una extensa selección de 
sectores industriales (Izan, 1984). 
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Igualmente, Chava y Jarrow (2004) también evaluaron la 
importancia de incluir los efectos sectoriales en la predicción del 
fracaso empresarial, analizando diez sectores industriales 
principales y clasificándolos en cuatro grupos. Incluyeron esta 
agrupación en los modelos mediante variables dummy, que 
resultaron ser significativas. 
 
En definitiva, es posible que la ausencia de una conclusión 
sobre la superioridad de un modelo descentrado sobre un 
modelo centrado y viceversa sea debida a que no se hayan 
podido comparar de forma homogénea un tipo de modelo y otro 
dada a la disparidad de metodologías, enfoques, bases de datos 
disponibles, periodos temporales y países, entre otras 
cuestiones. 
 
En consecuencia, este hueco existente en la literatura, 
que no permite dilucidar la superioridad de los modelos 
descentrados frente a los modelos centrados, nos ha motivado 
a formular las siguientes hipótesis: 
 
Hipótesis 1 (H1): Las variables predictoras de 
insolvencia de un modelo global son distintas a las de los 
modelos sectoriales. 
 
Hipótesis 2 (H2): La introducción de variables 
cualitativas sectoriales en un modelo global mejora su 
capacidad de predicción.  
 
Hipótesis 3 (H3): Un modelo global predice la 
insolvencia correctamente utilizando muestras específicas de los 
diferentes sectores. 
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En esta tesis pretendemos clarificar si los modelos de 
predicción de insolvencia específicos para diferentes 
sectores económicos ofrecen mejores resultados que la 
aplicación de un modelo global a diferentes muestras 
formadas por empresas de sectores económicos concretos. 
 
Para lograr este objetivo se estimarán modelos Logit 
que permitirán analizar la incidencia de diversas variables 
en la predicción de la insolvencia en los sectores 
económicos tratados en este estudio.  
 
El análisis multivariante puede llevarse a cabo 
mediante diversos métodos estadísticos que relacionan 
una variable explicativa, o dependiente, con otra u otras 
variables explicativas, que se denominan independientes. 
Para el estudio que nos ocupa, este análisis permite 
clasificar las empresas en solventes e insolventes según 
sean los valores que tomen las diversas variables 
explicativas. 
 
En general, pueden diferenciarse dentro del análisis 
multivariante las técnicas descriptivas y las técnicas 
explicativas. En las técnicas descriptivas, al no existir 
hipótesis previas, el objetivo es descubrir nuevos 
conocimientos en la materia objeto de estudio. 
Habitualmente la finalidad es la reducción de datos o la 
identificación de grupos homogéneos. En cambio, las 
técnicas explicativas tienen como objetivo predecir el 
comportamiento de los sujetos a partir de los valores que 
toman una serie de variables independientes. En este caso 
sí se adoptan hipótesis previas que son objeto de 
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contrastación. El Análisis Discriminante y la Regresión 
Logística son dos de las técnicas de análisis multivariante 
más utilizadas. 
 
2.1 ANÁLISIS DISCRIMINANTE 
 
El Análisis Discriminante (AD) es una técnica 
estadística que permite analizar si existen diferencias entre 
dos grupos con respecto a determinadas variables y en 
qué sentido se dan dichas diferencias. Asimismo, es una 
herramienta que permite elaborar un modelo sistemático 
de clasificación de individuos desconocidos en alguno de 
los grupos analizados. 
 
En este sentido, además de la capacidad predictiva o 
de clasificación del modelo estadístico, también contaría 
con una utilidad explicativa o descriptiva, en tanto que 
este método permitiría determinar qué variables 
independientes contribuyen en mayor medida a la 
clasificación en uno u otro grupo, pudiendo diferenciarse el 
AD predictivo del AD explicativo. 
 
Este método estadístico requiere del cumplimiento 
de una serie de supuestos para su correcta aplicación. 
Sanchis (2000) establecía como principales requisitos los 
siguientes: 
 
- Las variables que describen a cada uno de los 
miembros de las observaciones de cada grupo han de 
estar distribuidas como una distribución normal 
multivariante dentro de cada grupo. 
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- Las matrices de covarianza de los grupos deben ser 
iguales en todos ellos. 
 
- Los grupos han de ser discretos, mutuamente 
excluyentes e identificables. 
 
- Las muestras deben ser aleatorias dentro de cada 
grupo y, por lo tanto, representativas de la población de la 
que provienen. 
 
Asimismo habría que resaltar la importancia de otros 
supuestos, como es el caso de la ausencia de la 
multicolinealidad para la obtención de un modelo de AD 
correcto (Sánchez, 1984). 
 
Dependiendo del número de categorías que pueda 
adoptar la variable dependiente, es posible diferenciar dos 
tipos: Análisis Discriminante Simple, en cuyo caso la 
variable dependiente podrá adoptar tan solo dos valores, o 
el Análisis Discriminante Múltiple (MDA), en el caso de que 
la variable dependiente pueda adoptar un número de 
categorías superior a dos. Igualmente, el número de 
funciones discriminantes vendrá determinada por el 
número de categorías, menos 1, que tengamos en el 
fenómeno analizado. 
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Conviene recordar que el Análisis Discriminante 
surgió del trabajo de Fisher (1936) 6 . Supone la 
combinación lineal de dos o más variables independientes 
que permite establecer una diferencia entre los grupos 
definidos a priori. La ponderación de cada variable se lleva 
a cabo de tal forma que maximice la varianza entre-grupos 
frente a la varianza intra-grupos. Así, la ecuación de la 
función discriminante vendrá determinada por la siguiente 
expresión: 
 
Zjk = a + W1X1k + W2X2k + ….+ WnXnk   (2.1) 
 
Donde: 
Zjk= puntuación Z discriminante de la función 
discriminante j para el objeto k. 
a= constante. 
Wi= ponderación discriminante para la variable 
independiente i. 
Xik= variable independiente i para el objeto k. 
 
El procedimiento utilizado para estimar los distintos 
pesos (WJ) sería el de Mínimos Cuadrados Ordinarios 
                                   
 
6Ronald Aylmer Fisher (1982-1962): científico británico inventor del análisis 
discriminante, del método de máxima verosimilitud y del diseño estadístico de 
experimentos. Trabajó en Rothamsted, una estación experimental agrícola en 
Inglaterra, y fue profesor de Eugenesia en la Universidad de Londres. Además 
de sus numerosas contribuciones a todas las ramas de Estadística, que le 
sitúan como el padre de esta disciplina en el siglo XX, fue célebre como 
genetista, investigador agrario y biólogo (Peña, 2002). 
Cap.2: Métodos de clasificación binarios   205 
 
 
(MCO), que estima el valor de los parámetros que 
minimizan el término de error, consiguiendo así unas 
predicciones más certeras. 
 
Hair et al. (1999) establecieron que el análisis 
discriminante es la técnica estadística apropiada para 
contrastar la hipótesis de que las medias de un conjunto 
de variables independientes para dos o más grupos son 
iguales. Para llevarlo a cabo, el análisis discriminante 
multiplica cada variable independiente por su 
correspondiente ponderación y, posteriormente, suma 
estos productos. El resultado es una única puntuación Z 
discriminante compuesta para cada individuo en el análisis. 
Promediando las puntuaciones discriminantes para todos 
los individuos dentro de un grupo particular, obtenemos la 
media del grupo, a la que se conoce con el nombre de 
centroide. Cuando el análisis comprende dos grupos, 
existen dos centroides; con tres grupos, hay tres 
centroides, y así sucesivamente. Los centroides indican la 
posición más común de cualquier individuo perteneciente a 
un determinado grupo. Así, una comparación de los 
centroides de los distintos grupos revelaría los apartados 
en los que se encuentran los grupos, en relación con la 
dimensión que se está contrastando. 
 
Igualmente, el contraste para la significación 
estadística de la función discriminante es una medida 
generalizada de la distancia entre los centroides de los 
grupos. Se calcula comparando las distribuciones de las 
puntuaciones discriminantes para dichos grupos. Si el 
solapamiento en la distribución es pequeño implica que la 
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función discriminante separa bien los grupos. Si el 
solapamiento es grande, la función es un mal 
discriminador entre los grupos (Hair et al. 1999). 
 
 
GRÁFICO 2.1 EJEMPLOS DE FUNCIONES DISCRIMINANTES 
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En el gráfico 2.1 se representan dos distribuciones 
discriminantes para dos funciones distintas. El área 
sombreada se correspondería con aquellos casos en los 
que se clasifica erróneamente objetos del grupo A en el B. 
En el primero de los diagramas, el área sombreada es 
menor y representa la distribución de puntuaciones 
discriminantes para una función que separa bien los 
grupos, mientras que en el diagrama de abajo se muestra 
la distribución de puntuaciones discriminantes de una 
función que corresponde a un discriminador relativamente 
malo entre los grupos A y B. 
 
Una vez estimada la función discriminante, el 
siguiente paso a realizar se correspondería con la 
comprobación del nivel de ajuste global del modelo 
estimado. En este sentido cabe resaltar que el modelo AD 
no establece, propiamente, una clasificación de los 
individuos en las categorías establecidas, debiendo para 
ello construirse las denominadas matrices de clasificación. 
Previamente se calcula la puntuación discriminante de 
cada observación, para posteriormente evaluar las 
diferencias de grupo sobre estas puntuaciones 
discriminantes. Una vez obtenida esta matriz de 
clasificación, es posible valorar la precisión en la 
predicción. 
 
Hay que puntualizar que el cálculo de la puntuación 
discriminante se realiza para cada grupo en la propia 
observación, catalogándose posteriormente en aquel grupo 
en el que haya obtenido una mayor puntuación, lo cual se 
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conseguirá determinando un punto de corte que fijará 
dónde clasificar cada objeto. 
 
Una vez obtenidas las puntuaciones discriminantes y 
derivado el punto de corte, se podrá construir la matriz de 
clasificación, la cual mostrará las observaciones 
correctamente clasificadas y, conociéndose, por tanto, la 
capacidad predictiva del modelo. 
 
Obtenida la función discriminante, y valorada la 
capacidad predictiva del modelo, ya se estaría en 
condiciones de analizar la importancia o relevancia de cada 
una de las variables incluidas en el modelo globalmente, 
con objeto de obtener conclusiones. Este es el objetivo de 
lo que anteriormente se ha descrito como Análisis 
Discriminante Explicativo. 
 
2.2 MODELOS DE RESPUESTA CUALITATIVA 
 
Los modelos de respuesta cualitativa permiten 
relacionar una variable dependiente cualitativa, con una o 
más variables independientes, las cuales podrán ser 
dicotómicas, politómicas o continuas. Un modelo de 
respuesta cualitativa permitirá predecir la probabilidad de 
que una respuesta sea elegida. 
 
El modelo de regresión es, sin duda, una de las 
principales herramientas utilizadas en Econometría y 
constituye el primer paso para interpretar los resultados 
derivados de las aplicaciones empíricas. Permite contrastar 
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hipótesis teóricas sobre las relaciones entre variables 
económicas (Levy y Varela, 2003). 
 
Según el número de alternativas incluidas en la 
variable endógena, se distinguen los modelos de respuesta 
dicotómica frente a los denominados modelos de respuesta 
o elección múltiple. Según la función utilizada para la 
estimación de la probabilidad, se distingue entre el modelo 
de probabilidad lineal truncado, el modelo Logit y el 
modelo Probit. Según que las alternativas de la variable 
endógena sean excluyentes o incorporen información 
ordinal, se diferencia entre los modelos con datos no 
ordenados y los modelos con datos ordenados. Dentro de 
los primeros, según que los regresores hagan referencia a 
aspectos específicos de la muestra o de las alternativas 
entre las que se pretende elegir, se distingue entre los 
modelos multinominales y los condicionales (Medina, 
2003).  
 
En el gráfico 2.2 se puede apreciar una clasificación 
general de los distintos modelos de respuesta cualitativa. 
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2.2.1 MODELO LINEAL DE PROBABILIDAD 
  
La expresión matemática de un modelo lineal de 
probabilidad es la siguiente: 
 




         1 si ocurre una alternativa 
Yi= 
          0 en caso contrario 
 
Xnj= variables explicativas. 
 
βn= coeficientes de regresión de cada una de las 
variables explicativas. 
 
εi= variable aleatoria que se distribuye como una 
normal N(0,δ2). 
 
El Modelo Lineal de Probabilidad se puede interpretar 
en términos probabilísticos, en el sentido de que un punto 
o valor concreto de la recta de regresión nos indicaría la 
probabilidad de que ocurriera el acontecimiento estudiado. 
Es decir, Yi se puede considerar como la estimación de la 
probabilidad de que ocurra el acontecimiento objeto de 
estudio (Yi=1) siguiendo el criterio: valores próximos a 
cero se corresponden con una baja probabilidad de 
ocurrencia del acontecimiento analizado (menor cuanto 
más próximos a cero); mientras que a valores próximos a 
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1 se les asigna una probabilidad elevada de ocurrencia 
(mayor cuanto más próximos a 1) (Medina, 2003). 
Igualmente, Medina (2003) señala que las principales 
limitaciones de la estimación del modelo por Mínimos 
Cuadrados Ordinarios (MCO), serían las siguientes: 
 
- El valor estimado de Yi podría no estar 
comprendido en el rango entre 0 y 1, lo cual carecería de 
lógica al interpretarse el resultado como una probabilidad. 
 
- La perturbación aleatoria (εi) puede no seguir una 
distribución normal, al tratarse de una distribución binaria 
o dicotómica. Si bien el incumplimiento de la normalidad 
no invalida la estimación por MCO, la ausencia de 
normalidad imposibilita el uso de los estadísticos 
habituales utilizados para realizar el contraste de 
hipótesis, tales como la t-Student y la F-Snedecor, en la 
medida en que estos estadísticos requerirían el 
cumplimiento de la hipótesis de normalidad en la 
perturbación aleatoria. 
 
- Problemas de heterocedasticidad. En caso de que 
la perturbación aleatoria fuera heterocedástica y la 
estimación del modelo mediante MCO obtuviera unos 
estimadores de los coeficientes de regresión con varianza 
no mínima, estos estimadores serían no eficientes. 
 
- El coeficiente de determinación R2 está 
subestimado. La suma de los cuadrados de los residuos 
(ei2) es mayor de lo habitual debido a la forma específica 
en que se distribuye la nube de puntos de una variable 
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dicotómica. Dado que el cálculo del coeficiente de 
determinación R2 se ve afectado por ei2, el R2 calculado 
en la estimación por MCO es más pequeño de lo que 
realmente debería ser. 
 
Son precisamente los inconvenientes presentados 
por los modelos probabilísticos lineales, tanto en lo que se 
refiere a estimación como a interpretación, los que han 
llevado a la búsqueda de otros modelos alternativos que 
permitieran estimaciones más fiables de las variables 
dicotómicas. 
 
2.2.2 MODELOS DE PROBABILIDAD NO LINEAL 
 
Los modelos de probabilidad no lineal permiten 
salvar la principal limitación de los modelos lineales, por 
cuanto la función de especificación utilizada garantiza un 
resultado en la estimación comprendido en el rango entre 
0 y 1. Las funciones de distribución cumplirían estos 
requisitos, en tanto son funciones continuas que toman 
valores entre 0 y 1. 
 
Entre las funciones de distribución más habituales se 
encuentra la función logística, que ha dado lugar a los 
modelos Logit, y la función de distribución de la normal 
tipificada, que ha dado lugar a los modelos Probit. 
 
Existe una gran similitud entre las curvas de los 
modelos Logit y Probit, lo cual se puede apreciar en el 
gráfico 2.3. 
 




En el caso de los modelos Probit, la función de 
distribución tan solo puede obtenerse a partir de una 
función integral, dado que es una distribución de la normal 
tipificada. Esto presenta una mayor complejidad en el 
cálculo e interpretación de los parámetros obtenidos con 
respecto a los modelos logísticos, lo que unido a la 
similitud en los resultados, ha potenciado la utilización de 
los modelos Logit, que serán analizados en mayor 
profundidad en el siguiente apartado. 
 
 
GRÁFICO 2.3  REPRESENTACIÓN GRÁFICA DE LOS MODELOS 















Fuente: Elaboración propia 
 
 
2.2.2.1 Regresión Logística 
 
Si bien el Análisis Discriminante (AD) es apropiado 
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pero cuando esta variable es de tipo binario es 
aconsejable emplear, para resolver un problema de 
clasificación, la regresión logística (Logit) debido a las 
limitaciones que presenta AD. En este sentido, Logit no 
requeriría cumplir con supuestos tan estrictos y resultaría 
ser mucho más robusta cuando dichos supuestos no se 
cumplen, circunstancia muy habitual cuando se tratan 
datos económicos. 
 
Sin embargo, no conviene olvidar que Logit no deja 
de ser una técnica de clasificación, en la que la variable 
dependiente considera exclusivamente dos categorías, si 
bien parte de unos supuestos menos restrictivos y permite 
que el modelo incorpore variables cualitativas (Visauta, 
2003). 
 
Además, Logit es un modelo no lineal, a pesar de 
que contiene una combinación lineal de parámetros y 
observaciones de las variables explicativas. La función 
logística se encuentra acotada entre 0 y 1, 
proporcionando, por tanto, la probabilidad de que un 
elemento se encuentre en uno de los dos grupos 
establecidos. 
 
Es decir, a partir de un suceso dicotómico, Logit 
predice la probabilidad de que el evento tenga o no lugar. 
Si la estimación de la probabilidad es superior a 0,5 
entonces la predicción es que sí pertenece a ese grupo, y 
en caso contrario, supondría que pertenece al otro grupo 
considerado. 
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Para estimar el modelo se parte del cociente entre la 
probabilidad de que un suceso ocurra y la probabilidad de 
que este no ocurra. 
 
La probabilidad de que un suceso ocurra vendrá 
determinada por la expresión: 
 


















kk XXe  
  (2.3) 
 
donde 0 es el término constante del modelo y los 1 ,…, k  
los coeficientes de las variables. 
 
Así, el ratio entre las dos probabilidades (lo que se 















































  = e )...( 110 kk XX      (2.4)  
 
Los coeficientes estimados ( 0 , 1 ,…, k ) representan, 
en realidad, medidas de los cambios en el ratio de 
probabilidades (Odds ratios). En este sentido, un 
coeficiente positivo aumenta la probabilidad de ocurrencia 
del suceso, mientras que un valor negativo disminuye la 
probabilidad de ocurrencia del mismo (Hair et al., 1999). 
Los Odds ratios se pueden interpretar como el número de 
veces que es más probable que ocurra el fenómeno frente 
a que no ocurra. 
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Por tanto, si aplicáramos logaritmos, se obtendría 
una expresión lineal del modelo Y i , en la forma: 
 









= ln e )...( 110 kk XX    = kk XX   ...110 (2.5) 
 
En donde los coeficientes del modelo ( 0 , 1 ,…, k ) se 
estimarían aplicando el método de máxima verosimilitud. 
Este procedimiento implica una serie de pasos: en primer 
lugar, se especificaría la función de máxima verosimilitud 
del modelo, que expresaría la probabilidad conjunta para 
las observaciones independientes consideradas; en 
segundo lugar, se calcularía el logaritmo neperiano de la 
función de verosimilitud; en tercer lugar, se llevaría a cabo 
el cálculo de la derivada del logaritmo neperiano de dicha 
función respecto a los parámetros que se desean estimar, 
y, en último lugar, se obtendrían las soluciones al sistema 
de k ecuaciones planteado o estimadores verosímiles 
(Levy y Varela, 2003). 
 
Como se puede constatar, si bien la regresión del 
modelo lineal de probabilidad estima los coeficientes 
minimizando la desviación de los mínimos cuadrados, la 
regresión logística maximiza la verosimilitud de que un 
acontecimiento tenga lugar. 
 
En los modelos Logit, a la hora de valorar la 
significación individual de cada una de las variables 
utilizadas en el modelo, se suele utilizar el estadístico de 
Wald. 
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Otra cuestión es la de evaluar conjuntamente los 
resultados. Para ello, debe realizarse una matriz de 
clasificación en la cual se comparan los valores observados 
para la variable dependiente con los valores predichos por 
el modelo, lo que permite obtener la probabilidad de 
acierto general del modelo estimado. De la misma forma, 
existen distintos estadísticos que permiten valorar la 
robustez de la estimación, como ocurre con el test de 
Hosmer-Lemeshow. 
 
Como se puede deducir de los modelos analizados 
previamente, Logit resulta una opción idónea para resolver 
el problema de la clasificación de individuos entre grupos, 
tanto por la ausencia de limitaciones previas de difícil 
cumplimiento como por la facilidad de su interpretación, 
permitiendo no solo obtener un modelo de clasificación, 
sino interpretar además la relevancia e incidencia de las 
distintas variables utilizadas para explicar el hecho 
analizado. 
 
2.2.2.2 Criterios para la selección de modelos 
estadísticos 
 
La construcción de modelos estadísticos surge de la 
necesidad de explicar y predecir un fenómeno real que 
depende de variables.  
 
Generalmente, cuando se trata de modelar este 
comportamiento, y se plantean varios modelos 
alternativos, surge el problema de qué modelo seleccionar 
dentro del conjunto de modelos que se hayan estimado.  
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La selección de un mejor modelo de la colección de 
modelos construidos es, a menudo, una elección entre 
teorías en competencia y se basa en resultados empíricos 
obtenidos a partir de datos de la muestra.  
 
En este capítulo trataremos los dos métodos 
empleados en este trabajo de investigación para la 
selección de modelos de regresión: el método de 
validación cruzada y los criterios basados en la 
información estadística. 
 
2.2.2.2.1 Método de Validación Cruzada 
 
La validación cruzada es uno de los métodos más 
utilizados para evaluar la precisión predictiva de un 
modelo –validación de resultados-, que se da a priori o 
desarrollado por un procedimiento de modelización (Allen, 
1974; Stone, 1974; Geisser, 1975).  
 
Principalmente, se basa en la división de los datos, 
donde parte de estos datos se utiliza para la construcción 
de cada modelo, y el resto de los datos se utiliza para 
medir la precisión de los modelos de predicción mediante 
la evaluación de los errores de validación, seleccionándose 
el modelo con el mejor rendimiento global (Zhang y Yan, 
2015).  
 
En este asunto, la validación cruzada (CV) se ha 
utilizado ampliamente en la minería de datos para la 
selección del modelo o bien como selección del 
procedimiento de modelización (Hastie et al., 2009).  
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Un tema fundamental en la aplicación de CV para la 
discriminación de modelos es la selección del ratio de 
división de datos o el tamaño del conjunto de validación. 
En el presente trabajo, se realiza una división de 70% de 
la muestra para el conjunto muestra de entrenamiento y 
un 30% para la muestra de validación.  
 
De los diferentes tipos de CV (validación cruzada 
dejando uno fuera, de retención y de k-iteraciones), la 
variante de k-iteraciones es una de las más utilizadas 
(Cheng y Pecht, 2012). En el método de k-iteraciones, el 
conjunto de datos se divide en k subconjuntos de igual 
tamaño. A continuación, se lleva a cabo un proceso 
iterativo. En cada iteración, se selecciona un subconjunto 
diferente como datos de validación para estimar la 
precisión del modelo, y los restantes k-1 subconjuntos se 
utilizan como prueba de entrenamiento (para entrenar el 
modelo). Para la elección más común de 10 iteraciones 
(10-CV), nueve subconjuntos se utilizan como pruebas de 
entrenamiento y el subconjunto restante para la prueba de 
testeo. Este procedimiento se repite hasta que cada uno 
de los diez subconjuntos se prueba. El 10-CV realiza, de 
manera independiente, diez diferentes divisiones del 
conjunto de datos.  
 
2.2.2.2.2 Criterios basados en la información 
estadística 
 
Los procedimientos basados en contrastes de 
hipótesis no penalizan el exceso de parámetros debido a 
que frecuentemente se selecciona un modelo saturado 
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como referencia. En cambio, los criterios de selección de 
modelos basados en la Teoría de la Información equilibran 
el ajuste del modelo y su complejidad.  
 
Estos criterios toman la forma de una función de 
verosimilitud penalizada, que es el valor negativo de la del 
logaritmo de la función de verosimilitud más un término 
de penalización, que aumenta conforme lo hace el número 
de parámetros. 
 
Entre los diversos métodos o criterios de selección 
de modelos basados en la Teoría de la Información, 
pueden distinguirse tres criterios relevantes dentro de los 
denominados informacionales. Estos criterios son: el 
criterio de información de Akaike (1973), el bayesiano de 
Schwarz (1978) y el de Hannan-Quinn (1979). 
 
2.2.2.2.2.1 El criterio de Akaike (AIC) 
 
El criterio básico de entre los que se fundamentan en 
la información estadística es el criterio de información de 
Akaike, que fue inicialmente desarrollado en series 
temporales. 
 
En el caso general, el criterio de Akaike viene 
expresado como: 
 
AIC= 2k – 2Ln (L)      (2.6) 
 
donde: 
k = número de parámetros. 
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L = Máximo valor de la función de verosimilitud del 
modelo estimado. 
 
La idea básica subyacente al uso del criterio de 
Akaike para la selección de modelos es la maximización 
del logaritmo de la función de verosimilitud esperada de 
un modelo determinado. 
 
El segundo término de la expresión (2.6) puede ser 
interpretado como una medida de la bondad de ajuste, en 
tanto que el primer término es una penalización creciente 
conforme aumenta el número de parámetros. 
 
Como señala Takane (1987), el criterio de Akaike 
enfatiza la bondad del modelo, si bien no pretende 
identificar al modelo verdadero. Que un modelo sea el que 
mejor se ajusta a los datos no quiere decir que el modelo 
será real o verdadero. Más bien significa que el modelo es 
el mejor de entre los modelos candidatos, en el sentido de 
que proporciona la aproximación más cercana a la realidad 
o al verdadero modelo. 
 
El modelo que mejor se ajusta a los datos, podría 
cambiar en función del tamaño muestral, dado que, con 
un tamaño muestral mayor, los parámetros de un modelo 
pueden ser estimados de manera más fiable. 
 
Como puede verse en (2.6) el término de 
penalización, 2k, no depende del tamaño muestral de la 
población considerada. Esto conduce al hecho de que un 
mismo número de parámetros puede ser seleccionado 
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mediante el criterio de Akaike, tanto para muestras 
pequeñas como para muestras grandes.  
 
2.2.2.2.2.2 El criterio de Schwarz (BIC) 
 
Schwarz (1978) sugirió que el criterio de Akaike 
podría no ser asintóticamente justificable y presentó un 
criterio de información alternativo a partir de un enfoque 
bayesiano. Con este criterio se penaliza el número de 
parámetros con Ln (n) en lugar de con 2. Así, la expresión 
del criterio de Schwarz quedaría como sigue: 
 




k = número de parámetros. 
L = máximo valor de la función de verosimilitud del 
modelo estimado. 
n = número de observaciones 
 
De esta forma, este criterio pondera la desviación 
del modelo, medida por -2Ln (L), con el número de 
parámetros. Si introducimos más parámetros en el modelo 
mejorará el ajuste, con lo que disminuirá la desviación y 
este efecto será compensado por el aumento del número 
de parámetros. 
 
Este criterio, a diferencia del criterio de Akaike, 
considera el número de observaciones en el término de 
Predicción de insolvencia en los sectores económicos  224 
 
 
penalización, resultando menos favorable a la inclusión de 
parámetros. 
 
Otra diferencia entre los criterios de Akaike y de 
Schwarz es que son además los comúnmente más usados, 
por su distinto objetivo (Peña, 2002). El criterio BIC trata 
de seleccionar el modelo correcto, con máxima 
probabilidad a posteriori y es un criterio consistente. El 
criterio AIC no pretende seleccionar el modelo correcto, ya 
que admite que el modelo verdadero puede no estar entre 
los estimados, y trata de obtener el modelo que 
proporcione mejores predicciones entre los existentes. 
 
Puede demostrarse que, suponiendo que el modelo 
verdadero puede aproximarse arbitrariamente bien con los 
estimados al aumentar el tamaño muestral, el criterio AIC 
es eficiente, escogiendo el modelo que proporciona en 
promedio mejores predicciones. Sin embargo, en muestras 
pequeñas o medianas, el criterio AIC tiende a seleccionar 
modelos con más parámetros de los necesarios (Peña, 
2002).  
 
En resumen, el criterio BIC asume que el modelo 
real está incluido en el conjunto de modelos candidatos y 
mide el grado de certeza de que un cierto modelo sea el 
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2.2.2.2.2.3 El criterio de Hannan-Quinn (HQC) 
 
El criterio de Hannan y Quinn puede ser considerado 
una variante del criterio de Schwarz, con una pequeña 
penalización de la magnitud del tamaño muestral. Hannan 
y Quinn (1979) sugirieron este criterio de información, 
inicialmente propuesto para seleccionar el orden de una 
autoregresión. Así: 
 




k = número de parámetros. 
L = máximo valor de la función de verosimilitud del 
modelo estimado. 
n = número de observaciones. 
 
Al igual que para los criterios AIC y BIC, se 
selecciona el modelo que minimice el valor de HQC. 
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En el presente capítulo se comenzarán a desarrollar 
los aspectos metodológicos y empíricos de la investigación. 
 
Con este objetivo, en primer lugar se expondrán las 
características de la base de datos utilizada para la 
elaboración de este estudio. Dicha base se ha obtenido a 
partir de datos contables y corporativos de empresas 
españolas.  
 
Se han obtenido dos muestras que han sido 
utilizadas para analizar la predicción de insolvencia 1 y 2 
años antes de su declaración en cinco sectores económicos 
(agricultura, industria, construcción, comercio y servicios, 
y hostelería) así como en una muestra global compuesta 
por empresas de los diferentes sectores económicos 
considerados. 
 
En segundo lugar, se analizarán las variables que en 
los trabajos de investigación previos han sido consideradas 
como posibles predictoras de la insolvencia empresarial, su 
descripción y su forma de cálculo, a partir de la 
información contable y corporativa obtenida de la base de 
datos utilizada.  
 
En el capítulo siguiente, se expondrán los resultados 
obtenidos, realizándose en primer lugar un análisis 
exploratorio de los datos que componen las dos muestras 
consideradas, incluyendo un análisis descriptivo de las 
variables, diversos test univariantes y un análisis de 
correlación. 
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Finalmente, para finalizar la investigación empírica 
se realizará un análisis confirmatorio multivariante, donde 
además de estimar los modelos estadísticos considerados 
(Logit), validaremos los mismos utilizando distintas 
muestras de testeo. Adicionalmente, se analizará la 
robustez de las estimaciones y predicciones obtenidas 
mediante tres criterios de selección de modelos como son 
el criterio de Akaike, el criterio bayesiano de Schwartz y el 




En el ámbito del presente estudio se considera que 
una empresa es insolvente si cuenta con el estatus legal 
de situación concursal, según las consideraciones 
realizadas por la ley concursal  22/2003 de 9 de julio, así 
como las siguientes modificaciones realizadas de la misma 
(Real Decreto Ley 3/2009 de 27 de marzo de medidas 
urgentes ante la evolución de la situación económica y la 
Ley 38/2011, de 10 de Octubre). 
 
Conforme a la legislación señalada, se define el 
concurso de acreedores como aquel procedimiento legal 
que se origina cuando una persona física o jurídica deviene 
en una situación de insolvencia en la que no puede hacer 
frente a la totalidad de los pagos que adeuda. En la Ley 
22/2003 se recoge que el actual concurso de acreedores 
abarca la situación de suspensión de pagos y de quiebra, 
considerándose la suspensión de pagos como una 
insolvencia transitoria y la de quiebra como una 
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insolvencia definitiva, ambas referidas a personas 
jurídicas7.  
 
Además, y como se indicó con anterioridad, en la 
última modificación realizada de la Ley 38/2011, se da la 
posibilidad de la situación de pre-concurso, en la cual el 
deudor puede comunicar formalmente al Juzgado el inicio 
de las negociaciones con los acreedores para llegar a un 
acuerdo de financiación, pudiéndose homologar este 
acuerdo judicialmente en los tres meses desde la fecha de 
su presentación. En este estudio no se considera la 
situación de pre-concurso como una situación de 
insolvencia. 
 
Una vez definido el ámbito de actuación objeto de 
estudio, profundizaremos en el proceso de obtención de los 
datos y las características de cada una de las muestras 
analizadas. 
 
3.1.1 OBTENCIÓN DE LA BASE DE DATOS 
 
La base de datos utilizada en el presente trabajo está 
formada tanto por empresas solventes como insolventes 
pertenecientes a cinco sectores económicos diferenciados: 
agricultura, industria, construcción, comercio y servicios, y 
sector de hostelería. La identificación de las empresas 
pertenecientes a cada sector de actividad se ha realizado 
                                   
 
7  Para análisis del marco normativo de la Unión Europea en materia de 
solvencia véase González, Perea y Sánchez (2003). 
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en base la clasificación realizada por los códigos CNAE-
2009. 
 
Así, para el sector agricultura se ha considerado el 
CNAE correspondiente a los códigos primarios siguientes: 
01 - Agricultura, ganadería, caza y servicios relacionados 
con las mismas, y 02 - Silvicultura y explotación forestal. 
 
Para el sector industria se ha considerado el CNAE 
correspondiente a los códigos primarios siguientes: 10 - 
Industria de la alimentación, 11 - Fabricación de bebidas, 
12 - Industria del tabaco, 13 - Industria textil, 14 - 
Confección de prendas de vestir, 15 - Industria del cuero y 
del calzado, 16 - Industria de la madera y del corcho, 
excepto muebles; cestería y espartería, 17 - Industria del 
papel, 18 - Artes gráficas y reproducción de soportes 
grabados, 19 - Coquerías y refino de petróleo, 20 - 
Industria química, 21 - Fabricación de productos 
farmacéuticos, 22 - Fabricación de productos de caucho y 
plásticos, 23 - Fabricación de otros productos minerales no 
metálicos, 24 - Metalurgia; fabricación de productos de 
hierro, acero y ferroaleaciones, 25 - Fabricación de 
productos metálicos, excepto maquinaria y equipo, 26 - 
Fabricación de productos informáticos, electrónicos y 
ópticos, 27 - Fabricación de material y equipo eléctrico, 28 
- Fabricación de maquinaria y equipo n.c.o.p., 29 - 
Fabricación de vehículos de motor, remolques y 
semirremolques, 30 - Fabricación de otro material de 
transporte, 31 - Fabricación de muebles, 32 - Otras 
industrias manufactureras. 
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Para el sector construcción se ha considerado el 
CNAE correspondiente al código primario 41 - Construcción 
de edificios. 
 
Para el sector comercio y servicios se ha considerado 
el CNAE correspondiente a los códigos primarios 
siguientes: 45 - Venta y reparación de vehículos de motor 
y motocicletas, 46 - Comercio al por mayor e 
intermediarios del comercio, excepto de vehículos de 
motor y motocicletas, 47 - Comercio al por menor, excepto 
de vehículos de motor y motocicletas, 49 - Transporte 
terrestre y por tubería, 50 - Transporte marítimo y por 
vías navegables interiores, 51 - Transporte aéreo, 52 - 
Almacenamiento y actividades anexas al transporte, 53 - 
Actividades postales y de correos, 61 - 
Telecomunicaciones, 62 - Programación, consultoría y 
otras actividades relacionadas con la informática. 
 
Finalmente, para el sector de hostelería, se ha 
considerado el CNAE correspondiente a los códigos 
primarios 55 - Servicios de alojamiento y 56 - Servicios de 
comidas y bebidas. 
 
Los datos utilizados para este estudio se 
corresponden al periodo comprendido entre el año 2010 y 
el año 2012.  
 
Para realizar una investigación sobre la predicción de 
insolvencia que permita obtener conclusiones extrapolables 
y que cuente con la robustez metodológica necesaria, se 
han obtenido datos de una muestra suficientemente 
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grande como para considerarse representativa de las 
empresas insolventes que pertenecen a cada sector de 
actividad objeto de análisis. En este sentido se ha 
calculado el número de empresas insolventes necesarias, 








n= número de empresas insolventes representativas 
del total de la población. 
N = total de la población. 
Z2a = coeficiente relativo al nivel de confianza o 
seguridad considerado. Para una confianza del 95% el 
valor de Za será de 1,96. 
p = proporción esperada. En caso de no conocerse la 
proporción, como norma general se utiliza una proporción 
del 50% (p=0,5). 
q = 1 – p.  
ε = término de error. 
 
El número de empresas que integran la población de 
compañías concursadas en España se ha obtenido de la 
estadística concursal del Instituto Nacional de Estadística 
(INE), organismo que controla e informa de las situaciones 
concursales desde el año 2004. 
(3.1) 
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En conjunto, en este estudio, se ha considerado un 
total de 6.141 empresas en situación de quiebra. El 
número de empresas seleccionadas aleatoriamente, entre 
las que han incurrido en procedimientos concursales en 
España en los distintos sectores económicos considerados, 
ha sido obtenido para asegurar una muestra 
suficientemente significativa. 
 
Una vez seleccionado el número mínimo de 
empresas insolventes, y en consecuencia, de solventes, 
que deberán componer la muestra de cada sector, se ha 
procedido a obtener la información económica y financiera 
necesaria para la labor de investigación, y que se 
fundamentará en los datos contables de las distintas 
empresas. Dichos datos se han obtenido de la base de 
datos SABI (Sistema de Análisis de Balances Ibéricos), la 
cual se define como una base de datos económica-
financiera que incluye más de 1.250.000 empresas 
españolas y más de 400.000 empresas portuguesas. La 
información facilitada por dicha base de datos para cada 
uno de los registros serían los siguientes: información de 
identificación y contacto, descripción de la actividad, 
códigos nacionales e internacionales de actividades, forma 
jurídica, fecha de constitución, número de empleados, 
consejo de administración, auditores, bancos, accionistas, 
filiales, participaciones, cotización en bolsa, balances, 
cuentas de pérdidas y beneficios, ratios, indicadores y 
tasas de variación. Los datos disponibles en la base de 
datos SABI se actualizan periódicamente y se obtienen de 
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fuentes oficiales, tal es el caso del Registro Mercantil o el 
BORME.8 
 
Para los modelos construidos con información de 1 
año antes de la declaración del concurso de acreedores, se 
han considerado un total de 1.287 empresas en situación 
de quiebra. Por sectores, en agricultura se han 
considerado 90 empresas en esta situación, en industria 
300, en construcción 300, en comercio y servicios 300 y 
en el sector de hostelería 297 empresas. 
 
Para los modelos construidos con información de 2 
años antes de la declaración del concurso de acreedores, 
se han considerado un total de 1.290 empresas en 
situación de quiebra. Por sectores, en agricultura se han 
considerado 93 empresas en esta situación, en industria 
300, en construcción 300, en comercio y servicios 300 y 
en el sector de hostelería 297 empresas. 
 
En el estudio a realizar, y según se detallará en el 
apartado siguiente, se considerarán el mismo número de 
empresas solventes que insolventes, lo cual ha sido el 
criterio más comúnmente empleado en la literatura. 
 
Con objeto de validar los modelos a estimar y 
comprobar su capacidad predictiva, se utilizan asimismo 
muestras de validación y de testeo, diferentes a las 
utilizadas en la estimación de los modelos. En 
                                   
 
8 BORME: Boletín Oficial del Registro Mercantil. 
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consecuencia se ha procedido a dividir las muestras en dos 
submuestras diferenciadas: un 70% se utiliza para el 
entrenamiento del modelo y el 30% restante se utiliza 
como muestra de validación.  
 
En último lugar, se procede a calcular las diferentes 
variables explicativas a partir de la información financiera 
y corporativa de las distintas empresas que compondrán 
las muestras (obtenidas de la literatura previa analizada). 
 
3.1.2 OBTENCIÓN DE LAS MUESTRAS 
 
Este estudio ha considerado dos muestras distintas 
con objeto de construir modelos de predicción de 
insolvencia utilizando información correspondiente a 1 y 2 
años antes de la quiebra.  
 
En las dos muestras obtenidas, se ha considerado el 
mismo número de empresas solventes que de empresas 
en situación de quiebra que, como se ha expuesto, es un 
criterio aplicado en gran parte de los estudios de 
predicción de insolvencia. Zmijewski (1984) examinó la 
influencia de una muestra no aleatoria en la determinación 
de los resultados empíricos, y concluyeron, que en 
general, la utilización de muestras emparejadas por un 
criterio determinado no afecta a la capacidad predictiva 
obtenida en el modelo y en la resultante de testar el 
mismo en la muestra externa. De cualquier forma, más 
allá de la existencia de sesgos en la selección de las 
muestras, , en los estudios de predicción de insolvencia se 
han venido utilizando generalmente muestras 
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emparejadas, siendo al menos el mismo número de 
empresas las quebradas y las no quebradas. 
 
Una vez expuestas las características generales de 
las muestras, se detalla la composición de cada una de 
ellas. La muestra denominada M.I, utilizada para el análisis 
de la predicción de insolvencia con información de 1 año 
antes de dicho evento, está compuesta por un total de 
2.575 empresas, de las cuales 1.287 empresas son 
insolventes y 1.288 son solventes. 
 
Igualmente, la muestra utilizada para estimar los 
modelos de predicción de insolvencia 2 años antes de la 
quiebra (M.II) está formada también por un total de 2.578 
empresas (1.290 empresas insolventes y 1.288 empresas 
solventes).  
 
El gráfico 3.1 detalla la ficha técnica de muestreo, 
considerando las dos muestras mencionadas. 
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GRÁFICO 3.1. FICHA TÉCNICA DEL MUESTREO 
 
 
PREDICCIÓN DE INSOLVENCIA EN LOS SECTORES 
ECONÓMICOS: UN ANÁLISIS COMPARATIVO 
 





Universo: Empresas españolas solventes e insolventes 
pertenecientes a los sectores de agricultura, industria, 
construcción, comercio y servicios, y hostelería. 
Periodo 2010-2012. 
 
Tamaño de la muestra: Dos muestras: 
 
- Muestra I: 1.288 empresas solventes y 1.287 insolventes, 
siendo los datos contables de las empresas insolventes un 
año antes de la entrada en quiebra. 
- Muestra II: 1.288 empresas solventes y 1.290 insolventes, 
siendo los datos contables de las empresas insolventes dos 
años antes de la entrada en quiebra. 
 
Procedimiento de Muestreo: Muestreo aleatorio. 
 
Error muestral: Para el conjunto de la muestra, y a un nivel 
de confianza del 95%, el error es inferior al 1%. 
 









3.2.1 PROCEDIMIENTO DE SELECCIÓN DE LAS 
VARIABLES 
 
En el presente trabajo se ha considerado un total de 
34 variables o ratios financieros, obtenidos, todos ellos, de 
la revisión de la literatura previa sobre predicción de 
insolvencia. 
 
Estas variables han sido seleccionadas entre aquellas 
variables con mayor frecuencia de utilización en los 
estudios previos de predicción de insolvencia (Bellovary et 
al., 2007). Por tanto, la gran mayoría de ellas son de tipo 
cuantitativo, correspondiéndose con distintos ratios 
económico-financieros obtenidos a partir de la información 
contable de las empresas pertenecientes a las distintas 
muestras.  
 
Las variables se han clasificado en variables del 
modelo global (VMG) o descentrado y variables de los 
diferentes modelos de sectores económicos (VMS) o 
modelos centrados.  
 
Adicionalmente, se han incorporado otras 5 variables 
explicativas de tipo cualitativo para recoger la pertenencia 
a alguno de los sectores económicos considerados en este 
estudio. Estas variables cualitativas han sido empleadas en 
la estimación de los modelos globales de predicción de 
insolvencia en cada una de las muestras. 
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Además de los ratios financieros objeto de análisis, 
se ha empleado una variable dummy, de tipo binomial, 
como variable dependiente al objeto de identificar a la 
empresa como solvente o como insolvente. 
 
3.2.2 VARIABLES EMPLEADAS EN LOS MODELOS 
DESCENTRADOS 
 
Las variables empleadas en los modelos 
descentrados (VMG) se obtuvieron seleccionando las diez 
variables con mayor frecuencia de utilización en los 
estudios previos (Bellovary et al., 2007). En concreto, la 
frecuencia de empleo de dichas variables en los estudios 
previos es la que aparece en la tabla 3.1. 
 
 
TABLA 3.1 FRECUENCIA DE UTILIZACIÓN DE LOS RATIOS MÁS 





Beneficio Después de Impuestos/Total Activo 54 
Activo Corriente/Pasivo Corriente 51 
Fondo Maniobra/Total Activo 45 
EBIT/Total Activo 42 
Total Ingresos/Total Activo 35 
Quick Ratio 32 
Total Deuda/Total Activo 30 
Activo Corriente/Total Activo 27 
Beneficio Después de Impuestos/Patrimonio Neto 26 
 
Fuente: Bellovary et al. (2007) 
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3.2.2 VARIABLES EMPLEADAS EN LOS MODELOS 
CENTRADOS 
 
Para distinguir los diferentes sectores, la 
nomenclatura de las variables ha sido de VMSA para las 
variables específicas del sector agricultura, VMSI para las 
variables específicas del sector industrial, VMSC para las 
del sector de la construcción, VMSCS para las del sector 
comercio y servicios, y VMSH para el sector de hostelería.  
 
Las variables específicas de cada uno de los sectores 
económicos considerados se seleccionaron a partir de la 
revisión de la literatura de aquellos estudios centrados en 
los sectores objeto de estudio. Del examen de las variables 
empleadas en los modelos, no se tuvo en consideración 
aquellas variables más frecuentemente empleadas en los 
modelos descentrados, seleccionando las variables que 
aparecieron como claramente específicas en la explicación 
de la insolvencia en los sectores económicos concretos y 
que hubieran aparecido, al menos, en más de un estudio. 
 
En la tabla 3.2 puede observarse el detalle de todas 
las variables utilizadas en el presente trabajo, tanto las 
seleccionadas a partir de la revisión de la literatura de los 
modelos descentrados como las seleccionadas de los 
estudios orientados a sectores concretos o de modelos 
centrados. 
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TABLA 3.2 DESCRIPCIÓN DE LAS VARIABLES UTILIZADAS 
  
Variables del Modelo Global (VMG)  
Beneficio Después de Impuestos/Total Activo VMG1 
Activo Corriente/Pasivo Corriente VMG2 
Fondo Maniobra/Total Activo VMG3 
EBIT/Total Activo VMG4 
Total Ingresos/Total Activo VMG5 
Quick Ratio VMG6 
Total Deuda/Total Activo VMG7 
Activo Corriente/Total Activo VMG8 
Beneficio Después de Impuestos/Patrimonio Neto VMG9 
Variables del Modelo del Sector Agricultura (VMSA)  
Fondos Propios/Total Deuda VMSA1 
EBIT/Gastos Financieros VMSA2 
EBIT/Total Ingresos VMSA3 
Variables del Modelo del Sector Industria (VMSI)  
Resultado de Explotación/Total Ingresos VMSI1 
Ventas/Clientes Medios VMSI2 
(Activo corriente-Pasivo corriente)/Total Capital VMSI3 
Fondos Propios/Pasivo no corriente VMSI4 
Gastos financieros/Total ingresos VMSI5 
LN (Activo) VMSI6 
Resultado de Explotación/Patrimonio Neto VMSI7 
Total Ingresos/Activo no corriente VMSI8 
Variables del Modelo del Sector Construcción (VMSC)  
Gastos financieros/EBIT VMSC1 
Resultado de Explotación/Total Ingresos VMSC2 
Fondos Propios/Total Deuda VMSC3 
Variables del Modelo de Comercio y Servicios (VMSCS)  
EBITDA/Total Pasivo VMSCS1 
EBIT/Gastos financieros VMSCS2 
EBIT/Pasivo corriente VMSCS3 
Ventas/Existencias VMSCS4 
Ventas/Total Activo VMSCS5 
Variables del Modelo de Hostelería (VMSH)  
EBITDA/Pasivo corriente VMSH1 
EBITDA/Total pasivo VMSH2 
Total Deuda Financiera/EBITDA VMSH3 
Total Deuda Financiera/Total Capital VMSH4 
Ventas a crédito/Clientes Medios VMSH5 
FCF/Total Deuda VMSH6 
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En la tabla 3.3 se muestran tanto la descripción 
como la nomenclatura de las variables utilizadas en la 
investigación. Igualmente en la tabla 3.3 se detallan y 
definen las magnitudes contables que se incluyen dentro 
de cada partida utilizada en las variables seleccionadas, en 
base a la normativa del Plan General de Contabilidad 
actualmente en vigor en España, aprobado por los Reales 
Decretos 1514/2007 y 1515/2007. 
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TABLA 3.3  DEFINICIÓN DE LAS PARTIDAS INCLUIDAS EN LAS VARIABLES UTILIZADAS 
 
Activo corriente Activos vinculados al ciclo normal de explotación que la empresa espera vender, consumir o 
realizar en el transcurso del mismo (con carácter general el ciclo normal de explotación no 
excederá de un año) + aquellos activos no vinculados al proceso de explotación pero cuyo 
vencimiento, enajenación o realización se espera se realice en el corto plazo + efectivo y otros 
activos líquidos 
Activo no corriente Todos aquellos activos que no se consideren activos corrientes 
Beneficio Después de Impuestos  Resultado neto de la empresa, una vez considerados todos los ingresos y todos los gastos. 
Cash-flow libre Representa el flujo de caja generado por la empresa, sin considerar la forma en que se ha 
financiado. Se calcularía como EBIT- Impuesto sobre EBIT + Depreciaciones y amortizaciones + 
Fondo de Maniobra - Inversiones en activo fijo 
Cash-flow operativo Beneficio neto + Amortizaciones 
Deudas a largo plazo Financiación ajena con vencimiento superior a un año 
Deudores Créditos con compradores de servicios que no tienen la condición estricta de clientes 
EBIT Beneficios antes de Intereses e Impuestos 
EBITDA Beneficios antes de Intereses, Impuestos, Amortizaciones y Depreciaciones 
 
 
Predicción de insolvencia en los sectores económicos 254 
 
 
TABLA 3.3  DEFINICIÓN DE LAS PARTIDAS INCLUIDAS EN LAS VARIABLES UTILIZADAS (CONTINUACIÓN) 
 
Fondo de Maniobra Son los recursos de largo plazo que una empresa tiene para financiar las necesidades operativas de 
corto plazo, una vez que ha financiado sus activos fijos. Su cálculo sería (Deuda a largo plazo + 
Patrimonio Neto) - Activo Fijo 
Gastos financieros Coste de la financiación ajena 
Ingresos Ingresos de explotación 
Inventario medio (Existencias iniciales + Existencias Finales)/2 
Inversiones financieras a corto Inversiones a corto plazo tanto de empresas del grupo, multigrupo, asociadas y otras partes 
vinculadas, como en aquellas empresas en las cuales no tenga la sociedad ninguna vinculación, 
incluyéndose adicionalmente los depósitos y fianzas 
Margen de beneficio bruto EBITDA/Ingresos de explotación 
Pasivo corriente Pasivos vinculados al ciclo normal de explotación que la empresa espera liquidar en el transcurso 
del mismo (con carácter general el ciclo normal de explotación no excederá de un año) + aquellos 
pasivos financieros clasificados como mantenidos para negociar, excepto los derivados financieros 








TABLA 3.3  DEFINICIÓN DE LAS PARTIDAS INCLUIDAS EN LAS VARIABLES UTILIZADAS (CONTINUACIÓN) 
 
Pasivo no corriente Toda aquella financiación ajena no considerada como pasivo corriente 
Patrimonio Neto Recursos propios de la empresa 
Tesorería Activos líquidos 
Total Activo Activo no corriente + Activo corriente. 
Total Pasivo Total financiación ajena de la empresa. Suma de Pasivo corriente y Pasivo no corriente. 
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Una vez detallados los datos y las variables a utilizar, 
se exponen en este capítulo los resultados del trabajo 
empírico realizado.  
 
Para cada uno de los sectores económicos 
considerados en este trabajo –agricultura, industria, 
construcción, comercio y servicios, y hostelería- se ha 
llevado a cabo un análisis exploratorio de las variables 
seleccionadas al objeto de conocer sus principales 
parámetros estadísticos y comprobar que variables podrían 
resultar relevantes en la predicción de la insolvencia. 
Posteriormente, se ha realizado un análisis confirmatorio 
de los resultados revelados por el análisis descriptivo de 
las variables que permitirá identificar las variables 
predictoras de la solvencia en los diferentes sectores 
económicos analizados. 
 
De la misma forma, se ha estimado un modelo global 
con una muestra compuesta con empresas de los cinco 
sectores económicos bajo estudio. Previamente, se ha 
llevado a cabo un análisis exploratorio de las variables 
seleccionadas. 
 
Dado que en este trabajo se utilizan dos muestras 
con objeto de analizar la predicción de la insolvencia un 
año antes de la quiebra (muestra M.I) y dos años antes 
(muestra M.II), el análisis exploratorio y el confirmatorio 
se han efectuado, igualmente, para cada una de las 
muestras. 
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Un esquema de la metodología seguida se puede 
observar en el gráfico 4.1. 
 
GRÁFICO 4.1 METODOLOGÍA APLICADA 
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4.2 RESULTADOS CON INFORMACIÓN DE UN AÑO 
ANTES DE LA QUIEBRA (M.I) 
 
4.2.1 RESULTADOS DEL MODELO GLOBAL (M.I) 
 
4.2.1.1 Análisis Exploratorio 
 
En el análisis exploratorio se efectúa un estudio 
descriptivo con objeto de conocer los principales 
parámetros estadísticos de las variables utilizadas (media, 
mediana, desviación típica, mínimo y máximo). 
Posteriormente, se analizará la normalidad de las 
variables, lo que permitirá establecer si procede la 
aplicación de tests paramétricos o no paramétricos para, 
en último lugar, llevar a cabo un análisis de correlación 
entre las distintas variables. 
 
A partir del análisis exploratorio, se podrá inducir, 
tentativamente, qué variables podrían resultar relevantes 
en la predicción de la solvencia en el modelo global. Este 
análisis será contrastado posteriormente mediante un 
análisis confirmatorio específico. 
 
4.2.1.1.1 Análisis Descriptivo 
 
El análisis descriptivo se presenta de forma 
diferenciada para las empresas solventes e insolventes de 
la muestra global de empresas. En esta muestra se 
encuentran incluidas empresas representativas de todos 
los sectores económicos considerados, un año antes de la 
entrada en quiebra. El objetivo de este análisis es la 
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comparación de los parámetros estadísticos obtenidos en 
cada variable, diferenciando según sean las empresas 
solventes o insolventes. 
 
En la tabla 4.1 se detalla el análisis descriptivo 
realizado para la muestra global de empresas un año antes 
de la entrada en quiebra.  
 
Observando las medias obtenidas para cada una de 
las variables, y diferenciando las empresas solventes de 
las empresas insolventes, se comprueba que en la muestra 
M.I, tanto VMG1 como VMG4 presentan medias con 
diferente signo según se trate de empresas solventes o 
insolventes. 
 
Además, las medias y las medianas de cada una de 
las variables, en la mayor parte de los casos, presentan 
valores superiores en las empresas solventes. El 56% de 
los valores medios de las empresas solventes superan al 
de las empresas insolventes. Para el caso de la mediana 
este porcentaje es del 56%.  
 
En concreto, las variables VMG3, VMG7 y VMG9 
presentan medias inferiores en el caso de las empresas 
solventes frente a las insolventes. 
 
De la observación de las desviaciones típicas, así 
como de los mínimos y máximos, se puede constatar la 
gran dispersión que existe en la mayor parte de los casos. 
Dispersión que, por otro lado, era previsible por las 
características propias de la información financiera, hecho 
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que ha sido constatado por diversos autores (Fernández et 
al., 2009). 
 
Con respecto a la desviación típica, ésta presenta 
valores moderados, salvo para VMG2, VMG5 y VMG6. La 
desviación típica no debe analizarse de forma 
independiente, dado que para ser valorada correctamente 
han de tenerse en cuenta los valores habituales de la 
variable. En este sentido, siempre es adecuado 
considerarla conjuntamente con la media. 
 
TABLA 4.1 ESTADÍSTICOS DESCRIPTIVOS 







































VMG1 0,05 -0,25  0,01 -0,04  0,21 1,00  -0,78 -19,99  5,26 0,53 
VMG2 3,37 1,81  1,30 0,91  11,68 4,67  0,00 0,00  242,72 64,52 
VMG3 0,24 0,32  0,21 0,30  0,30 0,44  -2,05 -2,49  0,97 1,00 
VMG4 0,05 -0,20  0,03 -0,02  0,41 0,72  -6,77 -13,36  5,28 0,59 
VMG5 2,14 1,33  1,22 0,87  11,34 1,89  0,00 0,00  324,76 36,09 
VMG6 2,34 0,74  0,85 0,48  10,25 1,22  0,00 0,00  218,42 14,13 
VMG7 0,23 0,42  0,13 0,33  0,28 0,47  0,00 0,00  2,33 5,70 
VMG8 0,60 0,59  0,63 0,65  0,29 0,31  0,00 0,00  1,00 1,00 
VMG9 0,04 0,30  0,05 0,07  1,95 2,39  -41,71 -14,95  7,91 37,41 
 
 
En los Anexos de este trabajo se aportan los 
distintos histogramas de las variables donde se puede 
apreciar gráficamente la media y la dispersión de las 
mismas, tanto para empresas solventes como para las 
insolventes. 
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Aunque a partir de este análisis descriptivo se puede 
apreciar indicios de qué variables podrían resultar 
relevantes en el estudio de la insolvencia, aún no es 
posible llegar a concluir si estas variables son realmente 
significativas, por cuanto este primer análisis resultaría 
insuficiente para valorar si las diferencias presentadas se 
deben a su significación o a la variabilidad propia que 
presentan las variables económicas.  
 
Este hecho implica la realización de distintos test que 
ayuden a valorar la significación de tales variables en el 
análisis de la insolvencia. 
 
4.2.1.1.2  Análisis de Normalidad 
 
A continuación conviene analizar la normalidad de las 
distintas variables. Este análisis es necesario para poder 
determinar cuáles serán los tests aplicables para el análisis 
de la significación de cada una de estas variables, de 
forma individual, en la predicción de la insolvencia. En el 
caso de resultar ser variables distribuidas normalmente, 
los tests a aplicar serán los tests paramétricos. Por el 
contrario, en caso de no distribuirse de acuerdo a una 
variable normal, los tests que se aplicarán serán los 
denominados no paramétricos. 
 
De la misma forma, para el análisis de la normalidad 
también se diferenciará, en cada una de las muestras, los 
elementos correspondientes a las empresas solventes de 
las insolventes, debiendo cumplirse la normalidad en la 
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distribución en cada uno de los grupos para poder 
considerarla como una variable con distribución normal. 
 
Para dilucidar esta cuestión, el test que se propone 
utilizar es el de Kolmogorov-Smirnov, cuya hipótesis nula 
es que los datos presentan una distribución normal. El 
cumplimiento del supuesto de normalidad implica que cada 
variable, en cada una de las muestras, y tanto para las 
empresas solventes como para las insolventes, se 
distribuye normalmente, con un nivel de significación igual 
o superior al 5%. 
 
La tabla 4.2 muestran los resultados del test de 
Kolmogorov-Smirnov con un nivel de significación del 5%. 
Como se puede comprobar, todas las variables en M.I, 
tanto para empresas solventes como para insolventes, 
presentan un nivel de significación inferior al 5%. En 
consecuencia, se rechaza la hipótesis nula de normalidad. 
 
El incumplimiento de la normalidad tiene dos 
implicaciones en el estudio empírico a realizar: Por un 
lado, para proseguir con el análisis descriptivo deberán 
aplicarse tests no paramétricos, como se ha apuntado 
anteriormente (utilizados para variables no distribuidas 
normalmente). En segundo lugar, y en tanto que se 
constata que no se cumple la normalidad, no sería 
recomendable realizar un análisis discriminante 
confirmatorio de ningún tipo, dado que es un requisito 
necesario para obtener resultados óptimos y robustos. 
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TABLA 4.2 ANÁLISIS DE NORMALIDAD 
(MODELO GLOBAL, M.I) 
 
NOTA: K-S: test de Kolmogorov-Smirnov 
 
 
4.2.1.1.3 Tests no Paramétricos 
 
A continuación, se aplicará a cada una de las 
variables distintos tests no paramétricos con objeto de 
constatar si estas variables son significativamente distintas 
entre las empresas solventes e insolventes. Hay que 
señalar que los tests no paramétricos son menos robustos 
que los tests paramétricos pero presentan, como principal 
ventaja, el no requerir la normalidad en los datos. 
 
Se propone la aplicación de dos tests. Por un lado, se 
propone la aplicación del test de Mann-Whitney y, por 
otro, el test de Kolmogorov-Smirnov. 
 
El contraste U de Mann-Whitney parte de la hipótesis 
de que dos poblaciones son independientes entre sí, donde 
la hipótesis nula a contrastar es que las dos poblaciones se 
  M.I (1 AÑO ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 
















VMG1 0,325 0,000  0,330 0,000 
VMG2 0,383 0,000  0,397 0,000 
VMG3 0,071 0,000  0,088 0,000 
VMG4 0,346 0,000  0,279 0,000 
VMG5 0,425 0,000  0,235 0,000 
VMG6 0,406 0,000  0,432 0,000 
VMG7 0,211 0,000  0,184 0,000 
VMG8 0,093 0,000  0,113 0,000 
VMG9 0,393 0,000  0,225 0,000 
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distribuyen de la misma manera. En caso de no aceptarse 
la hipótesis nula, esto implicaría un desplazamiento central 
de una de las distribuciones respecto a la otra, lo que 
sugeriría diferencia en la forma o en la dispersión de una 
población con respecto a la otra (López y López, 1996). 
Este test sería análogo al test “t” que se utiliza en los tests 
paramétricos. 
 
Según Visauta (2003) el test de Kolmogorov-
Smirnov para dos muestras sirve para contrastar si dos 
muestras proceden de poblaciones con la misma 
distribución, basándose en la comparación de sus 
funciones de distribución. La hipótesis nula, en este caso, 
es que no existen diferencias significativas entre las 
distribuciones de ambas muestras. 
 
 
TABLA 4.3 TESTS NO PARAMÉTRICOS 
(MODELO GLOBAL, M.I) 
 
  M.I (1 AÑO ANTES) 
  Test de Mann-Whitney  Test de Kolmogorov-Smirnov 
















VMG1 25,560 0,000  13,138 0,000 
VMG2 -12,047 0,000  5,687 0,000 
VMG3 5,130 0,000  3,862 0,000 
VMG4 -19,129 0,000  9,807 0,000 
VMG5 -5,872 0,000  2,691 0,000 
VMG6 -11,755 0,000  5,246 0,000 
VMG7 10,460 0,000  5,045 0,000 
VMG8 -0,112 0,911  1,449 0,030 
VMG9 2,381 0,017  5,325 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
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Como puede observarse en la tabla 4.3, según el test 
de Mann Whitney, se rechaza la hipótesis nula en ocho de 
las nueve variables consideradas, aceptándose tan solo la 
igualdad de distribuciones en la variable VMG8. Esta 
variable rechazó la hipótesis nula con un nivel de 
significación del 5%. 
 
Sin embargo, se rechaza la hipótesis nula de 
igualdad en las distribuciones mediante los resultados 
obtenidos por la aplicación del test de Kolmogorov-
Smirnov en todas las variables consideradas en la muestra 
global. 
 
Los resultados obtenidos en la muestra global para 
M.I en los distintos tests empleados son prácticamente 
idénticos, mostrando una clara significatividad en la 
práctica totalidad de las variables consideradas. Tan sólo la 
variable VMG8 no resultó ser significativa en el test de 
Mann-Whitney. 
 
Por tanto, y dado el gran porcentaje de significación 
de casi la totalidad de las variables, parece posible la 
obtención de adecuados modelos de predicción, por 
tratarse de variables que a priori resultan ser apropiadas 
para valorar la insolvencia. 
 
4.2.1.1.4  Análisis de Correlación 
 
Para finalizar el análisis exploratorio, se procederá al 
cálculo de las correlaciones que se producen entre las 
variables, considerando cada pareja de variables posible, 
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incluida, propiamente, la variable insolvencia (que en 
nuestro caso será la futura variable dependiente). 
 
En la tabla 4.4 se muestra el análisis de correlación 
bilateral para la muestra global correspondiente a M.I. 
Para analizar las correlaciones se ha utilizado el coeficiente 
de correlación de Pearson. Los valores de los distintos 
coeficientes estarán comprendidos entre –1 (una relación 
negativa perfecta) y +1 (una relación positiva perfecta). 
Un valor 0 indica que no existe una relación lineal entre las 
variables seleccionadas. 
 
TABLA 4.4 ANÁLISIS DE CORRELACIÓN BILATERAL 




Este análisis permite no solo conocer a priori el signo 
de la relación entre variables sino el grado de relación 
existente entre las mismas. Se deberá, por tanto, tener 
especial cuidado en el análisis confirmatorio con aquellas 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 INSOLV 
VMG1 1 0,022 0,142 0,685 0,104 0,012 -0,103 0,051 -0,081* -0,222 
VMG2 0,022 1 0,085 0,030 -0,023 0,919 0,006 0,103 -0,009 -0,079 
VMG3 0,142 0,085 1 0,133 -0,049 0,002 -0,014 0,502 -0,009 0,098 
VMG4 0,685 0,030 0,133 1 0,119 0,016 -0,119 0,011 -0,086 -0,221 
VMG5 0,104 -0,023 -0,049 0,119 1 -0,012 -0,064 0,066 -0,042 -0,046 
VMG6 0,012 0,919 0,002 0,016 -0,012 1 -0,057 0,059 -0,005 -0,094 
VMG7 -0,103 0,006 -0,014 -0,119 -0,064 -0,057* 1 -0,185 0,003 0,238 
VMG8 0,051 0,103 0,502 0,011 0,066 0,059 -0,185 1 0,039 -0,011 
VMG9 -0,081 -0,009 -0,009 -0,086 -0,042 -0,005 0,003 0,039 1 0,063 
INSOLV -0,222 -0,079 0,098 -0,221 -0,046 -0,094 0,238 -0,011 0,063 1 
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variables que presenten una elevada correlación, al objeto 
de no contar con variables redundantes en los modelos 
que puedan distorsionar los resultados obtenidos. 
 
Prestando atención a los resultados de la tabla 4.4 
puede comprobarse como existe una elevada correlación 
entre las variables VMG2 y VMG6, en concreto, con un 
coeficiente de correlación de Pearson de 0,919. La elevada 
correlación de esta pareja de variable era previsible ante la 
similitud en el cálculo de las mismas. 
 
Como resumen del análisis exploratorio realizado, es 
posible concluir que de las nueve variables consideradas, 
prácticamente todas muestran signos de ser variables 
relevantes en el análisis de la solvencia. 
 
4.2.1.2  Análisis Confirmatorio 
 
Una vez concluido el análisis exploratorio para la 
muestra global en M.I., en este apartado se realizará un 
análisis confirmatorio de los resultados expuestos en el 
análisis descriptivo de las variables. En este sentido, se 
estimará un modelo global, sin incluir ninguna variable 
cualitativa representativa del sector de actividad. 
 
En el capítulo 2 ya se detallaron los distintos 
modelos estadísticos aplicables a problemáticas como la 
que es objeto de este estudio, en la cual la variable 
dependiente o explicativa (la insolvencia) es una variable 
categórica de carácter dicotómico, que toma valores 0 ó 1. 
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Como ya se comentó anteriormente, el Análisis 
Discriminante no resulta aplicable, en tanto que no se 
verifica la normalidad de las variables seleccionadas, 
requisito indispensable y necesario para obtener un 
modelo de calidad. 
 
Por otro lado, con respecto a la utilización de los 
modelos estadísticos Logit y Probit, y teniendo en cuenta 
que los resultados suelen ser similares en ambos modelos, 
hay que precisar que el modelo Logit cuenta con la ventaja 
añadida de favorecer una mejor interpretación de los 
resultados (aportando también una utilidad explicativa e 
interpretativa, más allá de la puramente predictiva). Por 
todo ello, se estimará un modelo Logit para cada una de 
las muestras, ya sean globales o sectoriales, tanto en M.I 
como en M.II.  
 
Además, este tipo de modelo ha sido uno de los más 
asiduamente empleados en los estudios empíricos previos, 
dada su utilidad, alta capacidad predictiva y la posibilidad 
de interpretación de los resultados obtenidos. 
 
Cada uno de los modelos estimados será validado en 
una muestra externa. Este procedimiento permitirá testar 
la capacidad de generalización de los modelos, elemento 
esencial en cualquier estudio de este tipo, en la medida en 
que su principal utilidad es poder utilizarlos en elementos 
no considerados para la estimación de los mismos o, lo 
que es lo mismo, para comprobar su capacidad de 
generalización. 
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La estructura de la muestra que se utilizará en cada 
caso para la estimación de los modelos será de un 70% de 
las empresas que formarán la denominada muestra de 
entrenamiento y el 30% restante para la denominada 
muestra de testeo. 
 
A continuación, se estimará el modelo de regresión 
logística con la muestra global de empresas un año antes 
de su entrada en quiebra.  
 
4.2.1.2.1 Modelo Logit Global sin variables 
cualitativas 
 
Como ya se expuso en el capítulo 2, en el caso de los 
modelos Logit, se aplica el método de máxima 
verosimilitud de forma que se van realizando sucesivas 
iteraciones hasta obtener la estimación más probable.  
 
En este sentido, existen varias formas de realizar 
estas iteraciones: hacia adelante (se van añadiendo 
variables y verificando el ajuste del modelo en cada caso), 
hacia atrás (se parte de un modelo con todas las variables 
y se van eliminando las menos significativas hasta el 
momento en que todas sean significativas, no pudiendo 
eliminarse ninguna) y en último lugar, se encuentra la 
opción Stepwise, que resultaría de una combinación de las 
dos técnicas anteriores. En este trabajo se ha aplicado la 
opción hacia atrás. 
 
Se han realizado numerosas pruebas con las 
distintas variables que habían resultado ser las más 
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significativas en las iteraciones realizadas. Para ello, nos 
hemos ayudado del método de selección hacia atrás por 
pasos, en el cual el contraste para la eliminación se 
fundamenta en la probabilidad del estadístico de la razón 
de verosimilitud (estimaciones de máxima verosimilitud 
parcial). 
 
La tabla 4.5 muestra los resultados de la estimación 
del modelo Logit global sin variables cualitativas obtenido 
para M.I. En este modelo han resultado ser cuatro las 
variables seleccionadas: VMG1, VMG3, VMG4 y VMG5. 
 
Al analizar los signos de los coeficientes obtenidos 
para cada una de estas variables, se puede apreciar que 
las variables VMG1 y VMG5 presentan signo negativo, lo 
cual denota una relación inversa con la insolvencia. Por 
tanto, cuanto más alto son estos ratios menor es la 
probabilidad de que la empresa entre en quiebra.  
 
En cambio, las variables VMG3 y VMG4 presentan 
signos positivos en sus coeficientes. En este caso, la 
relación con la insolvencia es directa, es decir, cuanto más 
alto es el ratio, mayor es la probabilidad de insolvencia. 
 
Si bien los signos de los coeficientes son muy útiles 
para poder valorar la relación positiva o negativa con la 
variable dependiente, para evaluar e interpretar la 
relevancia de cada variable en el modelo estimado, resulta 
más esclarecedor analizar el Odds ratio de cada variable. 
Recordemos que el cálculo de estos Odds ratio son 
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necesarios para la adecuada interpretación de los 
resultados obtenidos en cada variable. 
 
El Odds ratio indica el cambio relativo que 
experimenta el cociente de probabilidades (p/1-p) cuando 
la variable Xj aumenta una unidad (Levy y Varela, 2003). 
Si el coeficiente (Beta) es positivo, su transformación 
(antilogaritmo) será mayor que 1, y el Odds ratio 
aumentará. Este aumento se produce cuando la 
probabilidad prevista de ocurrencia de un suceso aumenta 
y la probabilidad prevista de su no ocurrencia disminuye. 
En consecuencia, el modelo tiene una elevada probabilidad 
de ocurrencia. De la misma forma, si el coeficiente es 
negativo, el antilogaritmo es menor que 1 y el Odds ratio 
disminuirá (Hair et al., 1999). 
 
Observando los Odds ratio de las variables, como 
cabía esperar, tan solo son mayores que 1 los 
correspondientes a las variables VMG3 y VMG4, en tanto 
que son las únicas variables con signo positivo, 
presentando valores menores a 1 en el resto de los casos.  
 
Así, en el caso concreto de VMG3, al tener signo 
positivo y un Odds ratio de 3,887 implica que cuando el 
ratio “Fondo de Maniobra/Total Activo” aumenta en un 
punto, la probabilidad de que la empresa sea insolvente, 
respecto a la probabilidad de que no lo sea, aumenta 
3,887 veces. La variables con signo negativo (VMG1 y 
VMG5) presentan un Odds ratio entre 0 y 1. En este caso, 
el Odds ratio para VMG1 tiene un valor de 0,000 lo cual 
indica que, si bien con respecto a la insolvencia no es una 
Capítulo 4: Resultados  279 
 
 
variable relevante, sí lo es con respecto a las empresas 
solventes. 
 
En cuanto a la significatividad de las variables 
incluidas en el modelo, todas las variables presentan 
niveles de significatividad al 5%, siendo, por tanto, 
relevantes en la explicación del modelo. 
 
Una vez valorada la significación de cada variable de 
forma individual, es el momento de analizar distintos tests 
para constatar la robustez y precisión del modelo en su 
conjunto. 
 
En primer lugar, la prueba de Razón de Verosimilitud 
(RV) de todos los coeficientes, o también denominado 
prueba Ómnibus, que estudia la significatividad conjunta 
de las variables seleccionadas. En el caso del modelo 
global en M.I el valor obtenido es de 0,000, concluyéndose 
que el ajuste es adecuado, dado que al menos uno de los 
predictores se encuentra significativamente relacionado 
con la variable dependiente. 
 
En segundo lugar, la matriz de clasificación, que 
evalúa la capacidad predictiva del modelo, muestra que se 
han clasificado correctamente el 80,1% de las empresas, 
obteniéndose un mayor nivel de predicción en el caso de 
las empresas solventes, con un 86,2% de acierto, y 
clasificando correctamente el 73,7% de las empresas 
insolventes.  
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Por su parte, el nivel de clasificación en la muestra 
externa, utilizada para comprobar la capacidad de 
generalización del modelo, ha resultado ser del 80,8%. 
 
TABLA 4.5 MODELO LOGIT GLOBAL SIN VARIABLES 
CUALITATIVAS. M.I 
 
Ajuste del modelo   Valor 
Significatividad Prueba Ómnibus   0,000 
Significatividad Test de Hosmer y Lemeshow  0,085 
-2 log verosimilitud (-2LL)  390,738 
R2 Cox & Snell   0,331 
R2 Nagelkerke   0,441 
Matriz de clasificación   % 
Dentro de la muestra  80,1 
 Insolventes  73,7 
 Solventes  86,2 
Muestra de testeo  80,8 
 Insolventes  74,5 
 Solventes  86,9 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -21,653 0,000 0,000 
VMG3 1,358 3,887 0,001 
VMG4 7,758 2.339,384 0,033 
VMG5 -0,286 0,751 0,002 
Constante -0,460 0,631 0,043 
Notas: VMG1= Beneficio después de Impuestos/Total Activo; VMG3=Fondo de 
Maniobra/Total Activo; VMG4= EBIT/Total Activo; VMG5= Total Ingresos/Total Activo.  
 
 
En general, ante un acontecimiento de respuesta 
binaria en los que la respuesta puede ser positiva (p) o 
negativa (n), (como es en el presente caso en el que las 
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empresas pueden ser solventes o insolventes), se pueden 
dar cuatro resultados distintos según si el valor predicho 
coincide con el valor real. Así, si una empresa es solvente 
y se predice que la empresa es solvente, se considerará 
como un verdadero positivo (VP). En cambio, si siendo la 
empresa solvente, se predice como insolvente, se habrá 
producido lo que se denomina un falso positivo (FP).  
 
Por análogo razonamiento, si la empresa es 
insolvente y se predice como solvente, se obtendrá lo que 
se conoce como un falso negativo (FN). Igualmente, se 
tendrá un verdadero negativo (VN) en caso de ser la 
empresa insolvente y se predice como tal. En la tabla 4.6 
se muestran estas cuatro posibilidades. 
 
TABLA 4.6  RESULTADOS POSIBLES EN UNA MATRIZ DE 
CLASIFICACIÓN 
 
  VALOR REAL 
  Solvente Insolvente 
PREDICCIÓN 
Solvente Verdaderos Positivos (VP) Falsos Positivos (FP) 
Insolvente Falsos Negativos (FN) Verdaderos Negativos (VN) 
 
 
Con objeto de evaluar la bondad del ajuste del 
modelo se utiliza, además, el test denominado de Hosmer 
y Lemeshow. Este estadístico se fundamenta en agrupar 
los casos en deciles de riesgo y comparar la probabilidad 
observada con la probabilidad esperada dentro de cada 
decil. Si el nivel de significatividad es superior a 0,05 el 
modelo contará con un buen ajuste, en la medida en que 
se acepta la hipótesis nula de que no existen diferencias 
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entre los valores observados y los valores predichos por el 
modelo. En nuestro caso, para M.I, la significatividad del 
estadístico es 0,085 y, en consecuencia, se aceptaría la 
hipótesis de que no existen diferencias significativas entre 
las clasificaciones observadas y predichas. 
 
Por otro lado, el test -2 log de verosimilitud (-2LL) es 
una medida global del ajuste del modelo. Un modelo con 
buen ajuste tendrá un valor pequeño para -2LL (Hair et 
al., 1999). Para M.I, toma un valor de 390,738. 
 
El coeficiente de Cox y Snell estima la proporción de 
la varianza de la variable dependiente explicada por las 
variables independientes o predictoras. Su valor se 
encuentra comprendido entre 0 y valores inferiores a 1, si 
bien el nivel máximo, 1, nunca llega a alcanzarse. Para 
M.I, asciende a 0,331. 
 
Por último, el R2 de Nagelkerke es una modificación 
del coeficiente de Cox y Snell, corrigiendo la escala del 
estadístico para cubrir el rango completo de 0 a 1. De esta 
forma, además de que su valor suele ser superior, es un 
estadístico más fácil de interpretar. Para este caso alcanza 
un valor de 0,441. Ambos resultados denotan un ajuste 
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4.2.2  RESULTADOS MODELO AGRICULTURA  
 
4.2.2.1 Análisis Exploratorio 
 
Al igual que para la muestra global de empresas 
pertenecientes a todos los sectores económicos, en este 
apartado se aborda el análisis exploratorio para la muestra 
de empresas pertenecientes al sector agricultura. 
 
Se analizarán los principales parámetros estadísticos 
de las variables utilizadas (media, mediana, desviación 
típica, mínimo y máximo) para, a continuación, analizar la 
normalidad de las mismas. Esto permitirá determinar si 
resulta conveniente la aplicación de tests paramétricos o 
no paramétricos y, posteriormente, se llevará a cabo un 
análisis de correlación entre las distintas variables. 
 
4.2.2.1.1  Análisis Descriptivo 
 
Este análisis se lleva a cabo con objeto de comparar 
los parámetros estadísticos obtenidos en cada variable, 
según las empresas sean solventes o insolventes. 
 
En la tabla 4.7 se detalla el análisis descriptivo 
realizado para la muestra del sector de agricultura un año 
antes de la quiebra, M.I. Observando las medias obtenidas 
para cada una de las variables, y diferenciando las 
empresas solventes de las empresas insolventes, se 
comprueba que sólo VMG1, VMG4 y VMSA2 presentan 
medias con diferente signo según se trate de empresas 
solventes e insolventes.  
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Considerando los valores de las medias y las 
medianas, puede apreciarse como en M.I, el 67% de los 
valores medios en las empresas solventes supera al de las 
empresas insolventes. Para el caso de la mediana, este 
porcentaje alcanza el 75%. 
 
TABLA 4.7 ESTADÍSTICOS DESCRIPTIVOS 


























VMG1 0,02 -0,03  0,01 -0,01  0,03 0,07  -0,03 -0,19  0,15 0,13 
VMG2 1,55 0,99  1,22 0,84  0,97 0,87  0,02 0,03  4,25 4,47 
VMG3 0,20 0,27  0,14 0,16  0,28 0,28  -0,62 -0,22  0,69 0,80 
VMG4 0,04 -0,01  0,03 0,00  0,04 0,08  -0,00 -0,19  0,20 0,19 
VMG5 0,93 0,66  0,76 0,31  0,67 0,84  0,09 0,01  2,77 3,52 
VMG6 1,03 0,46  0,67 0,34  0,95 0,42  0,02 0,01  3,13 1,61 
VMG7 0,33 0,47  0,34 0,54  0,21 0,30  0,00 0,00  0,73 1,24 
VMG8 0,45 0,46  0,36 0,49  0,28 0,29  0,01 0,01  0,98 0,97 





VMSA1 2,87 0,75  1,05 0,11  4,56 2,20  -0,32 -2,04  22,98 8,50 
VMSA2 4,99 -1,14  1,76 0,28  13,18 17,64  -0,28 -63,57  76,35 64,38 
VMSA3 0,08 -0,02  0,04 0,01  0,17 0,29  -0.01 -0,77  1,00 0,68 
 
 
En concreto, las variables VMG3, VMG7 y VMG9 son 
las variables que presentan medias inferiores en el caso de 
que las empresas sean solventes o insolventes. 
 
Con respecto a la desviación típica, esta presenta 
valores moderados, lo que indica un grado de dispersión 
satisfactorio. 
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4.2.2.1.2  Análisis de Normalidad 
 
A continuación, procede analizar la normalidad de las 
distintas variables.  
 
En la tabla 4.8 se muestran los resultados del test de 
Kolmogorov-Smirnov para las empresas solventes e 
insolventes pertenecientes al sector agricultura, con un 
nivel de significación del 5%. 
 
TABLA 4.8 ANÁLISIS DE NORMALIDAD 
(SECTOR AGRICULTURA, M.I) 
 
  M.I (1 AÑO ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 






VMG1 0,194 0,000  0,300 0,000 
VMG2 0,280 0,000  0,255 0,000 
VMG3 0,134 0,006  0,082 0,200 
VMG4 0,161 0,000  0,268 0,000 
VMG5 0,159 0,000  0,184 0,000 
VMG6 0,256 0,000  0,303 0,000 
VMG7 0,168 0,000  0,263 0,000 
VMG8 0,124 0,016  0,149 0,001 





VMSA1 0,246 0,000  0,366 0,000 
VMSA2 0,504 0,000  0,506 0,000 
VMSA3 0,417 0,000  0,447 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov 
 
Con la excepción de VMG3, para el caso de las 
empresas insolventes, todas las variables, tanto para 
empresas solventes como insolventes, presentan 
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significación al nivel del 5%. En consecuencia, se 
rechazaría la hipótesis nula de normalidad. El 
incumplimiento de la normalidad implica necesariamente la 
aplicación de tests no paramétricos. 
 
4.2.2.1.3  Tests no paramétricos 
 
Según los resultados que aparecen en la tabla 4.9, 
se acepta la hipótesis nula de igualdad de distribuciones 
para VMG5 y VMG8, que presentan tanto el test de Mann-
Whitney como el de Kolmogorov-Smirnov, con niveles de 
significación superiores al 5%.  
 
TABLA 4.9 TESTS NO PARAMÉTRICOS 
(SECTOR AGRICULTURA, M.I) 
 
  M.I (1 AÑO ANTES) 
  
Test de  
Mann-Whitney 
 
Test de  
Kolmogorov-Smirnov 






VMG1 -6,565 0,000  3,794 0,000 
VMG2 -4,724 0,000  2,455 0,000 
VMG3 1,765 0,078  1,108 0,171 
VMG4 -5,329 0,000  3,013 0,000 
VMG5 -0,203 0,840  0,650 0,792 
VMG6 -3,832 0,000  2,031 0,001 
VMG7 3,298 0,001  1,556 0,016 
VMG8 0,039 0,969  0,583 0,886 





VMSA1 -5,274 0,000  2,905 0,000 
VMSA2 -6,157 0,000  3,368 0,000 
VMSA3 -4,913 0,000  2,784 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
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Por su parte, VMG3 y VMG9 sólo muestran niveles de 
significatividad superiores al 5% en el test de Mann-
Whitney.  
 
Con las excepciones apuntadas, se rechaza la 
hipótesis nula de igualdad en las distribuciones de las 
variables consideradas en el sector agricultura. 
 
A partir de los resultados obtenidos, y dada la 
significación de casi la totalidad de las variables, parece 
posible la obtención de adecuados modelos de predicción, 
por tratarse de variables que a priori resultan ser 
apropiadas para valorar la insolvencia. 
 
4.2.2.1.4  Análisis de Correlación 
 
A continuación, se procederá al cálculo de las 
correlaciones que se producen entre las variables, 
considerando cada pareja de variables posible, incluida, 
propiamente, la variable insolvencia.  
 
Respecto a los resultados del análisis de correlación 
bilateral para la muestra correspondiente al sector 
agricultura un año antes de la quiebra (tabla 4.10), se 
detecta una elevada correlación entre las variables VMG1 y 
VMG4, que presentan, en concreto, un coeficiente de 
correlación de Pearson de 0,993. Asimismo, la correlación 
es elevada entre las parejas VMG2 y VMG6 (0,905) y entre 
VMG1 y VMG7 (-0,867).  
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TABLA 4.10 ANÁLISIS DE CORRELACIÓN BILATERAL 
(SECTOR AGRICULTURA, M.I) 
 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSA1 VMSA2 VMSA3 INSOLV 
VMG1 1 0,139 0,069 0,99 -0,172 0,121 -0,867 0,116 -0,215 0,161 0,430 0,285 -0,302 
VMG2 0,139 1 0,007 0,120 -0,193 0,905 -0,129 0,114 -0,075 0,442 0,199 0,110 -0,319 
VMG3 0,069 0,007 1 0,067 0,210 -0,088 -0,042 0,540 0,130 -0,084 -0,028 -0,059 0,142 
VMG4 0,993 0,120 0,067 1 -0,074 0,115 -0,862 0,132 -0,172 0,158 0,512 -0,059 -0,284 
VMG5 -0,172 -0,193 0,210 -0,074 1 -0,175 0,122 0,427 0,252 -0,118 -0,024 0,304 0,052 
VMG6 0,121 0,905 -0,088 0,115 -0,175 1 -0,111 0,066 -0,055 0,561 0,317 -0,091 -0,289 
VMG7 -0,867 -0,129 -0,042 -0,862 0,122 -0,111 1 -0,156 0,212 -0,109 -0,060 -0,110 0,247 
VMG8 0,116 0,114 0,540 0,132 0,427 0,066 -0,156 1 0,154 -0,147 0,185 0,104 0,003 
VMG9 -0,215 -0,075 0,130 -0,172 0,252 -0,055 0,212 0,154 1 -0,245 0,113 0,094 0,160 
VMSA1 0,161 0,442 -0,084 0,158 -0,118 0,561 -0,109 -0,147 -0,245 1 0,031 0,109 -0,103 
VMSA2 0,430 0,199 -0,028 0,512 -0,024 0,317 -0,060 0,185 0,113 0,031 1 0,885 0,096 
VMSA3 0,285 0,110 -0,059 0,304 -0,091 0,156 -0,110 0,104 0,094 0,109 0,885 1 0,034 
INSOLV -0,302 -0,319 0,142 -0,284 0,052 -0,289 0,247 0,003 0,160 -0,103 0,096 0,034 1 
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Como resumen del análisis exploratorio realizado, es 
posible concluir que, de las doce variables consideradas, 
prácticamente todas muestran signos de ser variables 
relevantes en el análisis de la solvencia. 
 
4.2.2.2  Análisis Confirmatorio 
 
En este apartado se realizará un análisis 
confirmatorio de dichos resultados. En este sentido, se 
estimará un modelo Logit para la muestra seleccionada del 
sector agricultura al objeto de predecir la insolvencia con 
información de un año antes de producirse la quiebra.  
 
El modelo Logit estimado permitirá interpretar los 
resultados y obtener conclusiones de cuáles son las 
variables más relevantes en la predicción de la insolvencia 
en el sector agricultura. Al igual que con el modelo global, 
este modelo se testará en una muestra externa. Esto 
permitirá validar la capacidad de generalización del mismo. 
Para tal fin, la muestra se dividirá en dos partes: un 70% 
para la denominada muestra de entrenamiento y un 30% 
para la denominada muestra de testeo. 
 
4.2.2.2.1 Modelo Logit Sector Agricultura 
 
Como ya se expuso anteriormente, se aplica el 
método de máxima verosimilitud, de forma que se irán 
realizando sucesivas iteraciones hasta obtener la 
estimación más probable.  
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En la tabla 4.11 se exponen los resultados del 
modelo Logit estimado para la muestra de empresas del 
sector agricultura, un año antes de la quiebra, M.I., y que 
ha resultado ser la regresión logística que mejores 
resultados presentaba en lo que respecta a nivel de 
predicción. Las variables seleccionadas han sido tres en el 
modelo elegido: VMG1, VMG6 y VMSA2. 
 
Al analizar los signos de los coeficientes obtenidos 
para cada una de estas variables, se puede apreciar que 
las variables VMG1 y VMG6 presentan signo negativo, lo 
cual denota una relación inversa con la insolvencia. En 
consecuencia, cuanto más alto sean estos ratio menor es 
la probabilidad de que la empresa entre en quiebra.  
 
En cambio, la variable VMSA2 presenta signo positivo 
en su coeficiente. En este caso, la relación con la 
insolvencia es directa, es decir, cuanto más alto el ratio 
mayor es la probabilidad de insolvencia. 
 
Para valorar e interpretar la relevancia de cada 
variable en el modelo estimado resulta más esclarecedor 
analizar el Odds ratio de cada variable.  Como cabía 
esperar, tan solo es ligeramente superior a 1 el 
correspondiente a la variable VMSA2, en tanto que para 
VMG1 resulta inferior a 1, en consonancia con el signo que 
presenta el coeficiente de esta variable. 
 
En el caso de VMSA2, al tener signo positivo y un 
Odds Ratio de 1,004 expresa que cuando el ratio 
“Beneficio antes de intereses e impuestos/Gastos 
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financieros” aumenta en un punto, la probabilidad de que 
la empresa sea insolvente, respecto a la probabilidad de 
que no lo sea, aumenta 1,004 veces. 
 
Como puede comprobarse, las tres variables son 
significativas al 5%.  
 
TABLA 4.11 MODELO LOGIT 
SECTOR AGRICULTURA. M.I 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus   0,000 
Significatividad Test de Hosmer y Lemeshow  0,487 
-2 log verosimilitud (-2LL)  78,310 
R2 Cox & Snell   0,420 
R2 Nagelkerke   0,560 
Matriz de clasificación   % 
Dentro de la muestra   78,5 
 Insolventes  78,3 
 Solventes  78,7 
Muestra de testeo  75,6 
 Insolventes  90,9 
 Solventes  57,9 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -32,529 0,000 0,002 
VMG6 -0,973 0,378 0,032 
VMSA2 0,004 1,004 0,003 
Constante 0,753 2,123 0,073 
NOTA: VMG1 = Beneficio después de Impuestos/Total Activo; VMG6 = Quick Ratio; 
VMSA2 = EBIT/Gastos Financieros. 
 
Una vez valorada la significación de cada variable de 
forma individual, procede analizar distintos tests para 
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constatar la robustez y precisión del modelo en su 
conjunto. 
 
La prueba Ómnibus ofrece un valor de 0,000, lo que 
indicaría un ajuste adecuado, dado que al menos uno de 
los predictores está significativamente relacionado con la 
variable dependiente. 
 
En segundo lugar, mediante la matriz de 
clasificación, la cual evalúa la capacidad predictiva del 
modelo, se observa que se han clasificado correctamente 
el 78,5% de las empresas, obteniéndose un mayor nivel de 
predicción en el caso de las empresas solventes, con un 
78,7% de acierto, y clasificando correctamente el 78,3% 
de las empresas insolventes. 
 
Por su parte, el nivel de clasificación en la muestra 
externa, utilizada para comprobar la capacidad de 
generalización del modelo, ha resultado ser del 75,6%. 
 
La bondad del ajuste mediante el test de Hosmer y 
Lemeshow arroja una significatividad del estadístico de 
0,487 y, en consecuencia, se aceptaría la hipótesis de que 
no existen diferencias significativas entre las clasificaciones 
observadas y predichas. 
 
Por otro lado el test -2 log de verosimilitud (-2LL) 
toma un valor de 78,310. 
 
Finalmente, el coeficiente de Cox y Snell y el R2 de 
Nagelkerke alcanzan valores de 0,420 y 0,560, 
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respectivamente. Ambos resultados denotan también un 
ajuste aceptable del modelo seleccionado. 
 
4.2.3  RESULTADOS MODELO INDUSTRIA 
 
4.2.3.1  Análisis Exploratorio 
 
En este apartado se abordará el análisis exploratorio 
para la muestra de empresas pertenecientes al sector 
industria utilizando información de un año antes de la 
entrada en quiebra. 
 
4.2.3.1.1  Análisis Descriptivo 
 
La tabla 4.12 ofrece un detalle del análisis 
descriptivo realizado para la muestra del sector industrial 
un año antes de la entrada en quiebra. De las medias 
obtenidas para cada una de las variables, y diferenciando 
las empresas solventes de las empresas insolventes, se 
comprueba que VMG1, VMG4, VMSI1 y VMSI3 presentan 
medias con diferente signo, según se trate de empresas 
solventes e insolventes.  
 
Si se analizan los valores de las medias, se puede 
apreciar cómo, en M.I, el 41% de los valores medios en las 
empresas solventes supera al de las empresas insolventes. 
Para el caso de la mediana este porcentaje es del 47%. 
 
En concreto, las variables VMG3, VMG7, VMG8, 
VMSI3, VMSI5 y VMSI7 presentan medias inferiores en el 
caso de las empresas solventes frente a las insolventes. 
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TABLA 4.12 ESTADÍSTICOS DESCRIPTIVOS 







































VMG1 0,03 -0,10  0,01 0,02  0,05 0,21  -0,07 -0,81  0,28 0,18 
VMG2 1,75 1,26  1,34 1,05  1,40 1,10  0,18 0,07  8,93 5,92 
VMG3 0,26 0,47  0,25 0,49  0,21 0,27  -0,31 -0,18  0,83 0,91 
VMG4 0,05 -0,06  0,03 0,00  0,06 0,19  -0,09 -0,73  0,39 0,34 
VMG5 1,37 1,32  1,20 1,15  0,75 0,93  0,18 0,00  4,05 4,39 
VMG6 1,14 0,82  0,81 0,68  1,20 0,80  0,05 0,01  8,61 4,86 
VMG7 0,27 0,30  0,25 0,19  0,19 0,31  0,00 0,00  0,87 1,54 
VMG8 0,53 0,57  0,54 0,58  0,22 0,23  0,08 0,02  0,94 0,96 

























VMSI1 0,04 -0,12  0,03 0,00  0,05 0,37  -0,05 -1,67  0,32 0,66 
VMSI2 14,28 8,33  5,75 4,11  29,18 14,47  1,47 0,01  260,75 91,93 
VMSI3 -0,09 0,07  0,38 0,54  2,09 3,06  -14,73 -17,59  4,12 5,16 
VMSI4 27,49 7,49  2,30 0,44  82,89 39,01  -0,96 -29,39  593,23 247,31 
VMSI5 0,01 0,02  0,00 0,02  0,02 0,02  0,00 0,00  0,11 0,09 
VMSI6 7,36 6,71  7,23 6,64  1,81 0,98  3,16 4,27  12,76 8,80 
VMSI7 0,20 0,35  0,12 0,18  0,31 0,96  -0,84 -3,02  2,21 3,72 
VMSI8 4,75 4,75  2,87 3,05  5,15 4,80  0,22 0,04  29,86 21,28 
 
 
De la observación de las desviaciones típicas, así 
como de los mínimos y máximos, se puede constatar la 
gran dispersión que existe en la mayor parte de los casos. 
Con respecto a la desviación típica, presenta valores 
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4.2.3.1.2  Análisis de Normalidad 
 
Para el análisis de la normalidad, también se 
diferenciará en cada una de las muestras los elementos 
correspondientes a empresas solventes de los insolventes, 
debiendo cumplirse la normalidad en la distribución en 
cada uno de los grupos para así poder considerarla como 
una variable con distribución normal. 
 
TABLA 4.13 ANÁLISIS DE NORMALIDAD 
(MODELO INDUSTRIA, M.I) 
 
  M.I (1 AÑO ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 
















VMG1 0,279 0,000  0,342 0,000 
VMG2 0,325 0,000  0,311 0,000 
VMG3 0,050 0,200  0,161 0,000 
VMG4 0,231 0,000  0,265 0,000 
VMG5 0,188 0,000  0,149 0,000 
VMG6 0,296 0,000  0,268 0,000 
VMG7 0,155 0,000  0,272 0,000 
VMG8 0,066 0,026  0,132 0,000 


























VMSI1 0,186 0,000  0,362 0,000 
VMSI2 0,369 0,000  0,499 0,000 
VMSI3 0,268 0,000  0,392 0,000 
VMSI4 0,362 0,000  0,406 0,000 
VMSI5 0,250 0,000  0,408 0,000 
VMSI6 0,072 0,010  0,052 0,200 
VMSI7 0,425 0,000  0,392 0,000 
VMSI8 0,340 0,000  0,435 0,000 
 
 
Los resultados del test de Kolmogorov-Smirnov para 
las empresas solventes e insolventes pertenecientes al 
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sector industria, con un nivel de significación del 5%, 
aparecen en la tabla 4.13. Con la excepción de VMG3, para 
el caso de las empresas solventes, y de VMSI6, para las 
empresas insolventes, todas las variables en M.I son 
significativas al nivel del 5%. Esto implica rechazar la 
hipótesis nula de normalidad de los datos y, por tanto, 
supone la aplicación de tests no paramétricos para 
discernir si existen diferencias entre los datos de las 
empresas solventes e insolventes. 
 
4.2.3.1.3  Tests no paramétricos 
 
En la tabla 4.14 aparecen los resultados de la 
aplicación de los mencionados tests a la muestra 
correspondiente a un año antes de la quiebra. Se observa 
que tan solo VMG5 registra un test de Mann-Whitney con 
un nivel de significación superior al 5% (p>0,05), con lo 
cual se aceptaría, sólo en este caso, la hipótesis nula de 
igualdad de distribuciones para esta variable. 
 
Con la excepción apuntada, se rechaza la hipótesis 
nula de igualdad en las distribuciones mediante los 
resultados obtenidos por la aplicación del test de Mann-
Whitney y de Kolmogorov-Smirnov en todas las variables 
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TABLA 4.14 TESTS NO PARAMÉTRICOS 
(MODELO INDUSTRIA, M.I) 
 
  M.I (1 AÑO ANTES) 
  Test de Mann-Whitney  Test de Kolmogorov-Smirnov 
















VMG1 -10,994 0,000  6,049 0,000 
VMG2 -7,442 0,000  3,304 0,000 
VMG3 3,911 0,000  2,822 0,000 
VMG4 -9,353 0,000  5,400 0,000 
VMG5 0,174 0,862  1,887 0,002 
VMG6 -4,491 0,000  1,940 0,001 
VMG7 -3,164 0,002  2,214 0,000 
VMG8 2,651 0,008  2,001 0,001 


























VMSI1 -9,766 0,000  5,513 0,000 
VMSI2 -4,578 0,000  2,733 0,000 
VMSI3 2,955 0,003  2,493 0,000 
VMSI4 -7,263 0,000  3,235 0,000 
VMSI5 3,591 0,000  2,217 0,000 
VMSI6 -3,692 0,000  2,098 0,000 
VMSI7 2,433 0,015  3,089 0,000 
VMSI8 1,257 0,000  1,755 0,004 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
 
 
4.2.3.1.4  Análisis de Correlación 
 
Para finalizar el análisis exploratorio del sector 
industrial en M.I, se procederá al cálculo de las 
correlaciones que se producen entre las variables. 
 
El análisis de correlación bilateral para la muestra 
correspondiente a M.I. del sector industrial aparece en la 
tabla 4.15. Para analizar las correlaciones se ha empleado 
el coeficiente de correlación de Pearson. Puede 
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comprobarse cómo existe una elevada correlación entre los 
pares de variables VMG2 y VMG6 (0,902), VMG9 y VMSI7 
(0,795) y VMSI3 y VMSI7 (0,794). 
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TABLA 4.15 ANÁLISIS DE CORRELACIÓN BILATERAL 
(MODELO INDUSTRIA, M.I) 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSI1 VMSI2 VMSI3 VMSI4 VMSI5 VMSI6 VMSI7 VMSI8 INSOLV 
VMG1 1 0,0803 0,208 0,541 -0,186 0,085 -0,165 0,099 -0,071 0,061 -0,484 -0,007 0,065 -0,028 0,146 -0,012 -0,006 -0,204 
VMG2 0,083 1 0,107 0,118 -0,123 0,90 -0,105 0,173 -0,021 0,062 -0,029 0,008 0,289 -0,052 0,021 -0,020 -0,018 -0,181 
VMG3 0,208 0,107 1 0,338 -0,103 0,077 -0,143 0,467 0,019 0,188 -0,184 0,028 0,030 0,067 0,102 0,051 0,053 0,083 
VMG4 0,541 0,118 0,338 1 -0,297 0,118 -0,162 0,009 -0,119 0,123 -0,475 -0,019 0,137 -0,045 0,306 -0,033 -0,022 -0,310 
VMG5 -0,186 -0,123 -0,103 -0,297 1 -0,110 -0,106 0,124 0,010 0,080 0,093 0,055 -0,030 -0,114 -0,395 0,043 0,066 0,069 
VMG6 0,085 0,902 0,077 0,118 -0,110 1 -0,092 0,184 -0,031 0,066 -0,031 0,046 0,154 -0,049 0,037 -0,020 -0,008 -0,180 
VMG7 -0,165 -0,105 -0,143 -0,162 -0,106 -0,092 1 -0,272 0,004 -0,060 -0,040 -0,036 -0,238 0,033 0,082 -0,021 -0,068 -0,002 
VMG8 0,099 0,173 0,467 0,009 0,124 0,184 -0,272 1 0,050 0,092 -0,116 0,144 0,099 0,066 -0,128 0,060 0,172 0,096 
VMG9 -0,071 -0,021 0,019 -0,119 0,010 -0,031 0,004 0,050 1 -0,008 0,005 0,660 -0,036 -0,007 -0,024 0,795 0,030 0,107 
VMSI1 0,061 0,062 0,188 0,123 0,080 0,066 -0,060 0,092 -0,008 1 -0,031 0,000 0,041 -0,169 0,050 0,004 0,013 -0,151 
VMSI2 -0,484 -0,029 -0,184 -0,475 0,093 -0,031 -0,040 -0,116 0,005 -0,031 1 0,005 0,025 -0,013 -0,111 -0,001 -0,007 0,049 
VMSI3 -0,007 0,008 0,028 -0,019 0,055 0,046 -0,036 0,144 0,660 0,000 0,005 1 0,021 0,000 -0,018 0,794 0,009 0,059 
VMSI4 0,065 0,289 0,030 0,137 -0,030 0,154 -0,238 0,099 -0,036 0,041 0,025 0,021 1 -0,066 0,070 -0,065 0,022 -0,166 
VMSI5 -0,028 -0,052 0,067 -0,045 -0,114 -0,049 0,033 0,066 -0,007 -0,169 -0,013 0,000 -0,066 1 -0,032 -0,004 -0,018 0,107 
VMSI6 0,146 0,021 0,102 0,306 -0,395 0,037 0,082 -0,128* -0,024 0,050 -0,111 -0,018 0,070 -0,032 1 0,005 -0,018 -0,220 
VMSI7 -0,012 -0,020 0,051 -0,033 0,043 -0,020 -0,021 0,060 0,795 0,004 -0,001 0,794 -0,065 -0,004 0,005 1 0,033 0,078 
VMSI8 -0,006 -0,018 0,053 -0,022 0,066 -0,008 -0,068 0,172 0,030 0,013 -0,007 0,009 0,022 -0,018 -0,018 0,033 1 0,100 
INSOLV -0,204 -0,181 0,083 -0,310 0,069 -0,180 -0,002 0,096 0,107 -0,151 0,049 0,059 -0,166 0,107 -0,220 0,078 0,100 1 
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Como resumen del análisis exploratorio realizado, es 
posible concluir que de las diecisiete variables 
consideradas, prácticamente todas muestran signos de ser 
variables relevantes en el análisis de la solvencia. 
 
4.2.3.2  Análisis Confirmatorio 
 
4.2.3.2.1  Modelo Logit Sector Industria 
 
En la tabla 4.16 se muestran los resultados del 
modelo Logit estimado para la muestra de empresas del 
sector industrial, un año antes de la quiebra (M.I), y que 
ha resultado ser la regresión logística que mejores 
resultados presentaba en lo que respecta a nivel de 
predicción. Las variables seleccionadas por el modelo han 
sido ocho: VMG1, VMG2, VMG3, VMG4, VMG5, VMG6, 
VMG8 y VMSI7. 
 
Al analizar los signos de los coeficientes obtenidos 
para cada una de estas variables se puede apreciar que las 
variables VMG1, VMG2, VMG5 y VMG8 presentan signo 
negativo, lo cual denota una relación inversa con la 
insolvencia.  
 
Por su parte, las variables VMG3, VMG4, VMG6 y 
VMSI7 presentan todas signos positivos. La relación con la 
insolvencia es directa, es decir, cuanto más alto el ratio 
mayor es la probabilidad de insolvencia. Además, las 
variables con signo negativo (VMG1, VMG2, VMG5 y 
VMG8) presentan un Odds ratio entre 0 y 1. Tan sólo es 
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superior a 1 en las variables que presentan signo positivo 
(VMG3, VMG4, VMG6 y VMSI7). 
 
TABLA 4.16 MODELO LOGIT 
SECTOR INDUSTRIAL. M.I 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus   0,000 
Significatividad Test de Hosmer y Lemeshow  0,353 
-2 log verosimilitud (-2LL)  159,940 
R2 Cox & Snell   0,484 
R2 Nagelkerke   0,657 
Matriz de clasificación   % 
Dentro de la muestra  86,6 
 Insolventes  75,0 
 Solventes  93,8 
Muestra de testeo  89,2 
 Insolventes  82,0 
 Solventes  95,1 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -39,344 0,000 0,000 
VMG2 -1,422 0,241 0,000 
VMG3 8,394 4.419,803 0,000 
VMG4 16,676 17.477.639,31 0,027 
VMG5 -1,371 0,254 0,001 
VMG6 1,803 6,067 0,000 
VMG8 -3,367 0,034 0,050 
VMSI7 1,059 2,885 0,000 
Constante 1,202 3,325 0,346 
NOTA: VMG1 = Beneficio después de Impuestos/Total Activo; VMG2 = Activo 
Corriente/Pasivo Corriente; VMG3 = Fondo de Maniobra/Total Activo; VMG4 = 
EBIT/Total Activo; VMG5 = Total Ingresos/Total Activo; VMG6 = Quick Ratio; VMG8 
= Activo Corriente/Total Activo; VMSI7 = Resultado de Explotación/Patrimonio 
Neto.  
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En el caso de VMG6 al tener signo positivo y un Odds 
ratio de 6,067 significa que cuando el ratio aumenta en un 
punto, la probabilidad de que la empresa sea insolvente, 
respecto a la probabilidad de que no lo sea, aumenta 
6,067 veces.  
 
A continuación procede analizar distintos tests para 
constatar la robustez y precisión del modelo en su 
conjunto. 
 
Para la prueba Ómnibus el valor obtenido es de 
0,000, concluyéndose que el ajuste es adecuado, dado que 
al menos uno de los predictores está significativamente 
relacionado con la variable dependiente. 
 
La matriz de clasificación, que evalúa la capacidad 
predictiva del modelo, muestra que se han clasificado 
correctamente el 86,6% de las empresas, obteniéndose un 
mayor nivel de predicción en el caso de las empresas 
solventes, con un 93,8% de acierto, y clasificando 
correctamente el 75,0% de las empresas insolventes. Por 
su parte, el nivel de clasificación en la muestra externa, 
utilizada para comprobar la capacidad de generalización 
del modelo, ha resultado ser del 89,2%. 
 
Para el modelo del sector industrial un año antes de 
la quiebra, la significatividad del estadístico de Hosmer y 
Lemeshow es 0,353, lo que supondría aceptar la hipótesis 
de que no existen diferencias significativas entre las 
clasificaciones observadas y predichas. 
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El test -2 log de verosimilitud (-2LL) toma un valor 
de 159,940, lo que implica un buen ajuste del modelo. 
 
Por último, el coeficiente de Cox y Snell ha tomado 
un valor de 0,484. Y por su parte, el R2 de Nagelkerke 
alcanza un valor de 0,657. Ambos resultados denotan un 
ajuste aceptable del modelo seleccionado. 
 
4.2.4  RESULTADOS MODELO CONSTRUCCIÓN 
 
4.2.4.1  Análisis Exploratorio 
 
En este epígrafe se aborda el análisis exploratorio 
para la muestra de empresas pertenecientes al sector de la 
construcción un año antes de la quiebra. 
 
Se analizarán los principales parámetros estadísticos 
de las variables utilizadas (media, mediana, desviación 
típica, mínimo y máximo), para posteriormente analizar la 
normalidad de las mismas.  
 
4.2.4.1.1  Análisis Descriptivo 
 
Del análisis descriptivo realizado para las empresas 
que componen la muestra del sector de la construcción, un 
año antes de la entrada en quiebra, se ha podido constatar 
que tan solo VMG1, VMG4 y VMSC2 presentan medias con 
diferente signo, según se trate de empresas solventes e 
insolventes (tabla 4.17). Además, que el 50% de los 
valores medios en las empresas solventes supera al de las 
empresas insolventes. Para el caso de la mediana, este 
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porcentaje es del 50%, igualmente. En concreto, las 
variables VMG2, VMG3, VMG7, VMG8, VMG9 y VMSC1 
presentan medias inferiores en el caso de las empresas 
solventes frente a las insolventes. 
 
Asimismo, de la observación de las desviaciones 
típicas, así como de los mínimos y máximos, se comprueba 
la gran dispersión que existe en la mayor parte de los 
casos. Con respecto a la desviación típica, esta presenta 
valores aceptables, salvo para VMG2, VMG6 y VMSC3. 
 
 
TABLA 4.17 ESTADÍSTICOS DESCRIPTIVOS 


























VMG1 0,05 -0,07  0,01 -0,01  0,10 0,22  -0,08 -1,90  0,59 0,30 
VMG2 4,04 4,20  1,69 1,66  7,74 7,69  0,00 0,23  55,70 53,46 
VMG3 0,33 0,61  0,28 0,66  0,30 0,32  -0,39 -0,68  0,97 0,99 
VMG4 -0,00 -0,04  0,00 0,00  0,43 0,21  -2,14 -1,85  2,02 0,35 
VMG5 0,72 0,65  0,34 0,43  0,89 0,77  0,00 0,00  4,65 4,56 
VMG6 2,27 0,83  0,92 0,52  4,44 1,60  0,00 0,00  25,66 14,13 
VMG7 0,34 0,55  0,29 0,59  0,29 0,30  0,00 0,00  1,92 1,49 
VMG8 0,60 0,81  0,67 0,88  0,31 0,22  0,00 0,05  1,00 1,00 





VMSC1 0,03 0,14  0,00 0,04  0,71 1,19  -4,65 -3,83  1,69 4,16 
VMSC2 0,34 -0,19  0,09 0,01  0,80 1,26  -2,12 -9,98  5,60 3,46 
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4.2.4.1.2  Análisis de Normalidad 
 
En la tabla 4.18 se muestran los resultados del test 
de Kolmogorov-Smirnov para las empresas solventes e 
insolventes pertenecientes al sector construcción, a un 
nivel de significación del 5%. Se observa cómo todas las 
variables tienen un nivel de significación inferior al 5%, lo 
que implica rechazar la hipótesis nula de normalidad. Esto 
supone que, para proseguir con el análisis descriptivo, 
deberán aplicarse test no paramétricos. 
 
 
TABLA 4.18 ANÁLISIS DE NORMALIDAD 
(MODELO CONSTRUCCIÓN, M.I) 
 
  M.I (1 AÑO ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 




VMG1 0,297 0,000  0,269 0,000 
VMG2 0,452 0,000  0,302 0,000 
VMG3 0,076 0,005  0,124 0,000 
VMG4 0,335 0,000  0,347 0,000 
VMG5 0,322 0,000  0,217 0,000 
VMG6 0,462 0,000  0,303 0,000 
VMG7 0,213 0,000  0,075 0,006 
VMG8 0,148 0,000  0,203 0,000 





VMSC1 0,265 0,000  0,127 0,000 
VMSC2 0,359 0,000  0,301 0,000 
VMSC3 0,309 0,000  0,341 0,000 
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4.2.4.1.3  Tests no paramétricos 
 
Los resultados de la aplicación de los tests 
correspondientes aparecen en la tabla 4.19. Las variables 
VMG2 y VMG5 muestran en el test de Mann-Whitney y de 
Kolmogorov-Smirnov un nivel de significación superior al 
5% (p>0,05), con lo cual se aceptaría solo en estos casos 
la hipótesis nula de igualdad de distribuciones. Asimismo, 
VMG9 y VMSC1 presentan tests de Mann-Whitney con un 
nivel de significación superior al 5%. Por tanto, con las 
excepciones apuntadas, se rechaza la hipótesis nula de 
igualdad en las distribuciones en todas las variables 
consideradas en el sector construcción. 
 
TABLA 4.19 TESTS NO PARAMÉTRICOS 
(MODELO CONSTRUCCIÓN, M.I) 
 
  M.I (1 AÑO ANTES) 
  Test de Mann-Whitney  
Test de Kolmogorov-
Smirnov 




VMG1 -12,266 0,000  6,364 0,000 
VMG2 -0,602 0,547  0,808 0,532 
VMG3 8,088 0,000  3,978 0,000 
VMG4 -3,254 0,001  2,119 0,000 
VMG5 -1,878 0,060  1,312 0,064 
VMG6 -6,389 0,000  3,233 0,000 
VMG7 9,064 0,000  4,245 0,000 
VMG8 4,656 0,000  2,733 0,000 





VMSC1 -1,158 0,247  2,216 0,000 
VMSC2 -9,358 0,000  4,903 0,000 
VMSC3 -9,445 0,000  4,581 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
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4.2.4.1.4  Análisis de Correlación 
 
En la tabla 4.20 se muestra el análisis de correlación 
bilateral para la muestra del sector construcción, un año 
antes de la quiebra. Puede comprobarse cómo solo se 
registra una elevada correlación entre los pares de 
variables VMG2 y VMG6 (0,996).  
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Tabla 4.20 ANÁLISIS DE CORRELACIÓN BILATERAL 
(SECTOR CONSTRUCCIÓN, M.I) 
 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSC1 VMSC2 VMSC3 INSOLV 
VMG1 1 0,035 0,029 0,107 0,396 0,035 -0,250 -0,009 -0,118 0,082 0,144 0,229 -0.353 
VMG2 0,035 1 -0,013 0,015 -0,030 0,996 -0,030 0,052 -0,009 0,006 0,020 0,147 -0,056 
VMG3 0,029 -0,013 1 0,023 -0,142 -0,034 0,371 0,570 -0,039 0,004 -0,052 -0,196 0,367 
VMG4 0,107 0,015 0,023 1 -0,066 0,011 -0,010 -0,076 -0,049 0,067 0,094 0,139 -0,040 
VMG5 0,396 -0,030 -0,142 -0,066 1 -0,015 -0,243 0,075 -0,009 0,023 -0,003 -0,028 -0,150 
VMG6 0,035 0,996 -0,034 0,011 -0,015 1 -0,056 0,043 -0,004 0,004 0,017 0,234 -0,062 
VMG7 -0,250 -0,030 0,371 -0,010 -0,243 -0,056 1 0,060 -0,063 -0,036 -0,091 -0,365 0,388 
VMG8 -0,009 0,052 0,570 -0,076 0,075 0,043 0,060 1 0,005 0,035 -0,061 -0,119 0,259 
VMG9 -0,118 -0,009 -0,039 -0,049 -0,009 -0,004 -0,063 0,005 1 0,025 -0,044 -0,024 0,042 
VMSC1 0,082 0,006 0,004 0,067 0,023 0,004 -0,036 0,035 0,025 1 0,075 -0,030 0,003 
VMSC2 0,144 0,020 -0,052 0,094 -0,003 0,017 -0,091 -0,061 -0,044 0,075 1 0,233 -0,229 
VMSC3 0,229 0,147 -0,196 0,139 -0,028 0,234 -0,365 -0,119 -0,024 -0,030 0,233 1 -0,326 
INSOLV -0,353 -0,056 0,367 -0,040 -0,150 -0,062 0,388 0,259 0,042 0,003 -0,229 -0,326 1 
Capítulo 4: Resultados  309 
 
 
4.2.4.2  Análisis Confirmatorio 
 
En este apartado se estimará un modelo Logit para 
la muestra seleccionada del sector construcción, con 
información de un año antes de producirse la quiebra.  
 
El modelo obtenido se testará en una muestra 
externa, lo que permitirá validar la capacidad de 
generalización del mismo. Para ello, la muestra se dividirá 
en dos partes: un 70% para la denominada muestra de 
entrenamiento y un 30% para la denominada muestra de 
testeo. 
 
4.2.4.2.1  Modelo Logit Sector Construcción 
 
En la tabla 4.21 aparecen los resultados del Logit 
estimado para la muestra de empresas del sector 
construcción, un año antes de la quiebra. Las variables 
seleccionadas en el modelo han sido VMG1, VMG6, VMG7, 
VMG8 y VMSC1. 
 
Al analizar los signos de los coeficientes obtenidos 
para cada una de estas variables, se comprueba que VMG1 
y VMG6 presentan signo negativo, lo cual denota una 
relación inversa con la insolvencia. En consecuencia, 
cuanto más altos son estos ratios menor es la probabilidad 
de que la empresa entre en quiebra. 
 
Analizando los Odds ratio de las variables, como 
cabía esperar, observamos que VMG1 y VMG6, al 
presentar signo negativo, tienen valores entre 0 y 1. Son 
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mayores que 1 las variables con signo positivo (VMG7, 
VMG8 y VMSC1). 
 
TABLA 4.21 MODELO LOGIT 
SECTOR CONSTRUCCIÓN. M.I 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus   0,000 
Significatividad Test de Hosmer y Lemeshow  0,177 
-2 log verosimilitud (-2LL)  260,006 
R2 Cox & Snell   0,417 
R2 Nagelkerke   0,559 
Matriz de clasificación   % 
Dentro de la muestra  80,8 
 Insolventes  85,1 
 Solventes  75,4 
Muestra de testeo  81,5 
 Insolventes  84,1 
 Solventes  78,6 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -14,624 0,000 0,000 
VMG6 -0,138 0,871 0,036 
VMG7 1,377 3,964 0,054 
VMG8 2,134 8,448 0,018 
VMSC1 0,390 1,477 0,034 
Constante -2,092 0,123 0,001 
NOTA: VMG1 = Beneficio después de Impuestos/Total Activo; VMG6 = Quick Ratio; 
VMG7 = Total Deuda/Total Activo; VMG8 = A corriente/Total Activo; VMSC1 = 
Gastos Financieros/EBIT 
 
El caso de VMG7, al tener signo positivo y un Odds 
ratio de 3,964, significa que cuando el ratio Total 
Deuda/Total Activo aumenta en un punto, la probabilidad 
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de que la empresa sea insolvente, respecto a la 
probabilidad de que no lo sea, aumenta 3,964 veces. 
 
Con respecto a la significatividad de los coeficientes 
del modelo, puede apreciarse que todos ellos son 
significativos con un p-valor inferior o igual al 5%. 
 
Una vez valorada la significación de cada variable de 
forma individual, resulta conveniente analizar distintos 
tests para constatar la robustez y precisión del modelo en 
su conjunto. 
 
En primer lugar, la prueba de Razón de Verosimilitud 
(RV) de todos los coeficientes, o también denominada 
prueba Ómnibus, estudia la significatividad conjunta de las 
variables seleccionadas. En el caso del modelo obtenido 
con la muestra de empresas del sector de la construcción 
en M.I, el valor obtenido es de 0,000 concluyéndose que el 
ajuste es adecuado, dado que al menos uno de los 
predictores está significativamente relacionado con la 
variable dependiente. 
 
En segundo lugar, utilizando la matriz de 
clasificación, se observa que se han clasificado 
correctamente el 80,8% de las empresas, obteniéndose un 
mayor nivel de predicción en el caso de las empresas 
insolventes, con un 85,1% de acierto, y clasificando 
correctamente el 75,4% de las empresas solventes. 
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Por su parte, el nivel de clasificación en la muestra 
externa, utilizada para comprobar la capacidad de 
generalización del modelo, ha resultado ser del 81,5%. 
 
En el test de Hosmer y Lemeshow la significatividad 
del estadístico es 0,177 y, en consecuencia, se aceptaría la 
hipótesis de que no existen diferencias significativas entre 
las clasificaciones observadas y predichas. 
 
El test -2 log de verosimilitud (-2LL), como medida 
global del ajuste del modelo, toma un valor, para la M.I, 
de 260,006. 
 
Igualmente, el coeficiente de Cox y Snell, toma un 
valor para M.I de 0,417. El R2 de Nagelkerke es una 
modificación del coeficiente de Cox y Snell, y alcanza un 
valor de 0,559. Ambos resultados denotan un ajuste 
aceptable del modelo seleccionado. 
 
4.2.5 RESULTADOS MODELO COMERCIO Y 
SERVICIOS 
 
4.2.5.1  Análisis Exploratorio 
 
En este apartado se aborda el análisis exploratorio 
para la muestra de empresas pertenecientes al sector 
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4.2.5.1.1  Análisis Descriptivo 
 
Conforme a los resultados del análisis descriptivo 
realizado (tabla 4.22), se comprueba que sólo VMG1, 
VMG4, VMSCS1, VMSCS2 y VMSCS3 presentan medias con 
diferente signo según se trate de empresas solventes e 
insolventes. Además, en la mayor parte de los casos los 
valores son superiores para las empresas solventes (el 
64% de los valores medios de las variables 
correspondientes a empresas solventes supera al de las 
empresas insolventes).  
 
TABLA 4.22 ESTADÍSTICOS DESCRIPTIVOS 







































VMG1 0,02 -0,14  0,01 -0,05  0,05 0,22  -0,15 -1,19  0,28 0,13 
VMG2 1,52 1,07  1,20 0,97  1,01 0,69  0,19 0,11  7,60 5,41 
VMG3 0,28 0,35  0,28 0,30  0,29 0,31  -0,39 -1,08  0,92 0,96 
VMG4 0,04 -0,12  0,03 -0,03  0,06 0,23  -0,14 -1,14  0,39 0,21 
VMG5 1,66 1,19  1,33 0,93  1,26 0,90  0,10 0,00  7,30 4,91 
VMG6 0,94 0,59  0,74 0,51  0,93 0,49  0,00 0,00  6,08 4,24 
VMG7 0,21 0,43  0,15 0,42  0,21 0,30  0,00 0,00  0,81 1,59 
VMG8 0,70 0,61  0,76 0,63  0,24 0,23  0,03 0,02  1,00 0,99 


































VMSCS1 0,07 -0,09  0,05 0,00  0,08 0,23  -0,14 -1,12  0,51 0,21 
VMSCS2 11,33 -6,65  2,59 -0,89  37,25 16,79  -86,75 -102,81  340,00 19,01 
VMSCS3 0,12 -0,13  0,07 -0,05  0,21 0,34  -0,26 -1,59  1,46 1,41 
VMSCS4 21,22 32,78  6,60 4,73  61,04 135,17  0,20 0,00  550,99 1468,42 
VMSCS5 1,69 1,19  1,33 0,93  1,26 0,90  0,10 0,00  7,30 4,91 
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Sin embargo, las variables VMG3, VMG7, VMG9 y 
VMSCS4 presentan medias inferiores en el caso de las 
empresas solventes. 
 
Por su parte, la desviación típica presenta valores 
moderados, salvo para VMSCS2 y VMSCS4 en M.I. 
 
4.2.5.1.2  Análisis de Normalidad 
 
En la tabla 4.23 se muestran los resultados del test 
de Kolmogorov-Smirnov para las empresas solventes e 
insolventes pertenecientes al sector comercio y servicios, a 
un nivel de significación del 5%.  
 
TABLA 4.23 ANÁLISIS DE NORMALIDAD 
(MODELO COMERCIO Y SERVICIOS, M.I) 
 
  M.I (1 AÑO ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 
















VMG1 0,228 0,000  0,252 0,000 
VMG2 0,236 0,000  0,446 0,000 
VMG3 0,056 0,200  0,118 0,000 
VMG4 0,192 0,000  0,219 0,000 
VMG5 0,212 0,000  0,160 0,000 
VMG6 0,297 0,000  0,448 0,000 
VMG7 0,213 0,000  0,195 0,000 
VMG8 0,124 0,000  0,085 0,001 



































VMSCS1 0,155 0,000  0,189 0,000 
VMSCS2 0,313 0,000  0,510 0,000 
VMSCS3 0,270 0,000  0,493 0,000 
VMSCS4 0,371 0,000  0,399 0,000 
VMSCS5 0,212 0,000  0,168 0,000 
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Se aprecia cómo, con la excepción de VMG3 y para 
empresas solventes e insolventes, todas las variables en 
M.I tienen un nivel de significación inferior al 5%. Esto 
implica rechazar la hipótesis nula de normalidad. 
 
4.2.5.1.3  Tests no paramétricos 
 
La aplicación de los correspondientes tests no 
paramétricos han permitido comprobar que tan solo VMG3 
y VMSCS4 registran un nivel de significación superior al 
5% (p>0,05), con lo cual se aceptaría sólo en estos casos 
la hipótesis nula de igualdad de distribuciones (tabla 4.24). 
 
TABLA 4.24 TESTS NO PARAMÉTRICOS 
(MODELO COMERCIO Y SERVICIOS, M.I) 
 
  M.I (1 AÑO ANTES DE LA QUIEBRA) 
  Test de Mann-Whitney  
Test de Kolmogorov-
Smirnov 

















VMG1 -11,653 0,000  5,513 0,000 
VMG2 -6,574 0,000  3,282 0,000 
VMG3 1,198 0,231  1,344 0,054 
VMG4 -9,325 0,000  4,927 0,000 
VMG5 -4,322 0,000  1,891 0,002 
VMG6 -4,898 0,000  2,756 0,000 
VMG7 8,548 0,000  3,956 0,000 
VMG8 -3,470 0,001  1,928 0,001 



































VMSCS1 -9,356 0,000  4,763 0,000 
VMSCS2 -11,282 0,000  5,800 0,000 
VMSCS3 -9,739 0,000  4,936 0,000 
VMSCS4 -1,619 0,105  1,329 0,059 
VMSCS5 -4,318 0,000  1,891 0,002 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
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Con la excepción apuntada, se rechazaría la hipótesis 
nula de igualdad en las distribuciones en todas las 
variables consideradas en el sector comercio y servicios. 
 
A partir de los resultados obtenidos, y dado el gran 
porcentaje de significación de casi la totalidad de las 
variables, parece posible la obtención de adecuados 
modelos de predicción, por tratarse de variables que, a 
priori, resultan ser apropiadas para valorar la insolvencia.  
 
4.2.5.1.4  Análisis de Correlación 
 
Del análisis de correlación efectuado (tabla 4.25) se 
deduce la existencia de una elevada correlación entre los 
pares de variables VMG1 y VMG4 (0,989), VMG2 y VMG6 
(0,997), VMG2 y VMSCS3 (-0,985), VMG4 y VMSCS1 
(0,984), VMG5 y VMSCS5 (1,000), VMSCS1 y VMG1 
(0,964) y VMSCS3 y VMG6 (-0,968).  
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TABLA 4.25 ANÁLISIS DE CORRELACIÓN BILATERAL 
(MODELO COMERCIO Y SERVICIOS, M.I) 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSCS1 VMSCS2 VMSCS3 VMSCS4 VMSCS5 INSOLV 
VMG1 1 -0,214 0,319 0,989 -0,122 -0,208 -0,224 -0,042 -0,091 0,964 0,031 0,264 -0,003 -0,128 -0,342 
VMG2 -0,214 1 0,074 0,194 -0,051 0,997 -0,133 0,094 0,000 -0,255 0,074 -0,985 -0,019 -0,050 0,011 
VMG3 0,319 0,074 1 0,323 -0,137 0,047 -0,150 0,342 -0,040 0,103 -0,032 -0,049 -0,060 -0,125 0,012 
VMG4 0,989 0,194 0,323 1 -0,121 0,130 -0,276 0,009 -0,089 0,984 0,037 0,494 -0,002 -0,125 -0,340 
VMG5 -0,122 -0,051 -0,137 -0,121 1 -0,047 -0,192 0,185 0,022 0,068 0,002 0,041 0,228 1,000 -0,182 
VMG6 -0,208 0,997 0,047 0,130 -0,047 1 -0,121 0,095 0,003 -0,249 0,057 -0,968 -0,006 -0,047 0,003 
VMG7 -0,224 -0,133 -0,150 -0,276 -0,192 -0,121 1 -0,251 0,010 -0,284 -0,048 -0,327 -0,084 -0,193 0,340 
VMG8 -0,042 0,094 0,342 0,009 0,185 0,095 -0,251 1 0,071 -0,025 -0,055 -0,060 -0,019 0,191 -0,167 
VMG9 -0,091 0,000 -0,040 -0,089 0,022 0,003 0,010 0,071 1 -0,097 -0,006 -0,004 0,013 0,026 0,066 
VMSCS1 0,964 -0,255 0,103 0,984 0,068 -0,249 -0,284 -0,025 -0,097 1 0,037 0,305 -0,004 0,059 -0,365 
VMSCS2 0,031 0,074 -0,032 0,037 0,002 0,057 -0,048 -0,055 -0,006 0,037 1 0,102 0,015 0,001 0,040 
VMSCS3 0,264 -0,985 -0,049 0,494 0,041 -0,968 -0,327 -0,060 -0,004 0,305 0,102 1 0,015 0,040 -0,060 
VMSCS4 -0,003 -0,019 -0,060 -0,002 0,228 -0,006 -0,084 -0,019 0,013 -0,004 0,015 0,015 1 0,220 0,036 
VMSCS5 -0,128 -0,050 -0,125 -0,125 1,000 -0,047 -0,193 0,191 0,026 0,059 0,001 0,040 0,220 1 -0,178 
INSOLV -0,342 0,011 0,012 -0,340 -0,182 0,003 0,340 -0,167 0,066 -0,365 0,040 -0,060 0,036 -0,178 1 
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4.2.5.2  Análisis Confirmatorio 
 
En este apartado se presentan los resultados del 
modelo Logit para la muestra del sector comercio y 
servicios, con información de un año antes de producirse la 
quiebra.  
 
4.2.5.2.1 Modelo Logit sector comercio y servicios 
 
En la tabla 4.26 se muestran los resultados del 
modelo estimado para la muestra de empresas del sector 
comercio y servicios, un año antes de la quiebra, M.I. El 
modelo estimado para la muestra de empresas del sector 
comercio y servicios está formado por las variables VMG1, 
VMG2, VMG3, VMG7, VMG8 y VMSCS4. 
 
Con respecto al signo de los coeficientes obtenidos 
para cada una de estas variables, se puede apreciar que 
las variables VMG1 y VMG8 presentan signo negativo, lo 
cual denota una relación inversa con la insolvencia. Por su 
parte, las variables VMG3, VMG7 y VMSCS4 presentan 
signos positivos. La relación con la insolvencia en este caso 
es directa, es decir, cuanto más alto es el ratio mayor es la 
probabilidad de insolvencia. 
 
Respecto a VMG7, al tener signo positivo y un Odds 
ratio de 8,715, se deduce que cuando el ratio Total 
Deuda/Total Activo aumenta en un punto, la probabilidad 
de que la empresa sea insolvente, respecto a la 
probabilidad de que no lo sea, aumenta 8,715 veces. 
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Asimismo, se comprueba que todas las variables 
incluidas en el modelo son significativas al nivel del 10%. 
 
TABLA 4.26 MODELO LOGIT 
SECTOR COMERCIO Y SERVICIOS. M.I 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus   0,000 
Significatividad Test de Hosmer y Lemeshow  0,149 
-2 log verosimilitud (-2LL)  217,607 
R2 Cox & Snell   0,438 
R2 Nagelkerke   0,584 
Matriz de clasificación   % 
Dentro de la muestra  79,9 
 Insolventes  76,3 
 Solventes  83,8 
Muestra de testeo  83,5 
 Insolventes  86,5 
 Solventes  79,5 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -28,061 0,000 0,000 
VMG2 -0,785 0,456 0,024 
VMG3 2,992 19,932 0,001 
VMG7 2,165 8,715 0,010 
VMG8 -2,112 0,121 0,056 
VMSCS4 0,006 1,006 0,040 
Constante -0,066 0,936 0,936 
Notas: VMG1 = Beneficio después de Impuestos/Total Activo; VMG2 = Activo 
Corriente/Pasivo Corriente; VMG3 = Fondo de Maniobra/Total Activo; VMG7 = Total 
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Una vez valorada la significación de cada variable de 
forma individual, procede analizar distintos tests para 
constatar la robustez y precisión del modelo en su 
conjunto. 
 
El valor obtenido en la prueba de Razón de 
Verosimilitud (RV) es de 0,000 por lo que el ajuste es 
adecuado. 
 
La matriz de clasificación muestra cómo se han 
clasificado correctamente el 79,9% de las empresas, 
obteniéndose un mayor nivel de predicción en el caso de 
las empresas solventes, con un 83,8% de acierto, y 
clasificando correctamente el 76,3% de las empresas 
insolventes. 
 
Por su parte, el nivel de clasificación en la muestra 
externa, utilizada para comprobar la capacidad de 
generalización del modelo, ha resultado ser del 83,5%. 
 
La bondad del ajuste del modelo, a tenor de lo que 
señala el test de Hosmer y Lemeshow, muestra una 
significatividad del 0,149 por lo que se aceptaría la 
hipótesis de que no existen diferencias significativas entre 
las clasificaciones observadas y predichas. 
 
El test -2 log de verosimilitud (-2LL), como medida 
de ajuste global del modelo, apunta un valor de 217,607.  
 
Por su parte, el coeficiente de Cox y Snell y el R2 de 
Nagelkerke muestran valores de 0,438 y 0,584, 
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respectivamente. Ambos resultados denotan un ajuste 
aceptable del modelo seleccionado. 
 
4.2.6  RESULTADOS SECTOR HOSTELERÍA 
 
4.2.6.1  Análisis Exploratorio 
 
En este epígrafe se aborda el análisis exploratorio 
para la muestra de empresas pertenecientes al sector 
hostelería. 
 
Al igual que en los sectores anteriores, se analizarán 
los principales parámetros estadísticos de las variables 
utilizadas (media, mediana, desviación típica, mínimo y 
máximo), para posteriormente analizar la normalidad y la 
correlación entre las variables.  
 
4.2.6.1.1  Análisis Descriptivo 
 
El análisis descriptivo realizado ha permitido 
comprobar que VMG1, VMG4, VMSH1, VMSH2, VMSH3 y 
VMSH6 presentan medias con diferente signo (tabla 4.27).  
 
Además, que tan solo VMG7 presenta una media 
inferior en el caso de las empresas solventes frente a las 
insolventes. Y con respecto a la desviación típica, que ésta 
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TABLA 4.27 ESTADÍSTICOS DESCRIPTIVOS 







































VMG1 0,03 -0,16  0,02 -0,08  0,06 0,22  -0,44 -0,92  0,26 0,08 
VMG2 1,61 0,68  1,07 0,44  1,73 0,73  0,00 0,02  8,36 3,68 
VMG3 0,13 0,06  0,07 0,04  0,22 0,20  -0,38 -0,38  0,79 0,74 
VMG4 0,06 -0,15  0,04 -0,07  0,07 0,22  -0,16 -0,87  0,35 -0,12 
VMG5 1,95 1,25  1,59 0,89  1,52 1,21  0,00 0,00  7,39 5,84 
VMG6 1,14 0,54  0,64 0,28  1,49 0,66  0,00 0,00  7,71 3,45 
VMG7 0,42 0,56  0,36 0,53  0,35 0,35  0,00 0,00  2,33 1,67 
VMG8 0,40 0,32  0,36 0,26  0,27 0,26  0,00 0,00  0,99 1,00 

























VMSH1 0,49 -0,13  0,37 -0,09  0,51 0,43  -0,48 -2,13  3,08 1,03 
VMSH2 0,11 -0,10  0,09 -0,03  0,08 0,21  -0,16 -0,85  0,40 0,23 
VMSH3 6,13 -5,37  2,99 -1,26  9,90 23,29  -25,23 -105,66  51,05 61,64 
VMSH4 3,71 1,45  0,84 0,08  8,59 9,80  -8,35 -47,34  44,74 32,33 
VMSH5 250,16 152,45  38,95 12,12  806,83 608,31  0,12 0,01  6435,7 5357,0 
VMSH6 1,16 -0,12  0,21 -0,08  3,50 2,32  -0,18 -12,61  22,19 19,53 
 
  
4.2.6.1.2  Análisis de Normalidad 
 
En la tabla 4.28 se muestran los resultados del test 
de Kolmogorov-Smirnov para las empresas solventes e 
insolventes pertenecientes al sector hostelería, a un nivel 
de significación del 5%. 
 
Todas las variables presentan un nivel de 
significación inferior al 5%, lo que implica rechazar la 
hipótesis nula de normalidad. 
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TABLA 4.28 ANÁLISIS DE NORMALIDAD 
(MODELO HOSTELERÍA, M.I) 
 
  M.I (1 AÑO ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 

















VMG1 0,369 0,000  0,341 0,000 
VMG2 0,408 0,000  0,342 0,000 
VMG3 0,143 0,000  0,134 0,000 
VMG4 0,329 0,000  0,334 0,000 
VMG5 0,427 0,000  0,279 0,000 
VMG6 0,419 0,000  0,218 0,000 
VMG7 0,220 0,000  0,136 0,000 
VMG8 0,090 0,000  0,124 0,000 

























VMSH1 0,381 0,000  0,186 0,000 
VMSH2 0,303 0,000  0,304 0,000 
VMSH3 0,340 0,000  0,272 0,000 
VMSH4 0,401 0,000  0,255 0,000 
VMSH5 0,512 0,000  0,519 0,00 
VMSH6 0,367 0,000  0,353 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov 
 
 
4.2.6.1.3  Tests no paramétricos 
 
Los resultados que aparecen en la tabla 4.29 indican 
que tan sólo VMG9 presenta un test de Mann-Whitney con 
un nivel de significación superior al 5% (p>0,05), con lo 
cual se aceptaría sólo en este caso la hipótesis nula de 
igualdad de distribuciones. Con la excepción apuntada, se 
rechaza la hipótesis nula de igualdad en las distribuciones 
mediante los resultados obtenidos por la aplicación del test 
de Mann-Whitney y de Kolmogorov-Smirnov en todas las 
variables consideradas en el sector hostelería. 
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TABLA 4.29 TESTS NO PARAMÉTRICOS 
(MODELO HOSTELERÍA, M.I) 
 
  M.I (1 AÑO ANTES) 
  Test de Mann-Whitney  Test de Kolmogorov-Smirnov 

















VMG1 -14,357 0,000  7,534 0,000 
VMG2 -8,936 0,000  4,388 0,000 
VMG3 -3,381 0,001  1,785 0,003 
VMG4 -13,347 0,000  7,050 0,000 
VMG5 -5,688 0,000  2,673 0,000 
VMG6 -6,617 0,000  3,216 0,000 
VMG7 4,579 0,000  2,309 0,000 
VMG8 -4,847 0,000  2,228 0,000 

























VMSH1 -13,406 0,000  6,429 0,000 
VMSH2 -12,701 0,000  6,476 0,000 
VMSH3 -9,087 0,000  5,270 0,000 
VMSH4 -4,063 0,000  3,153 0,000 
VMSH5 -6,444 0,000  3,403 0,000 
VMSH6 -11,123 0,000  5,876 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
 
 
4.2.6.1.4  Análisis de Correlación 
 
Conforme a los resultados del coeficiente de 
correlación de Pearson (tabla 4.30), se ha podido 
comprobar una elevada correlación entre los pares de 
variables VMG1 y VMG4 (0,996), VMG2 y VMG6 (0,998), 
VMG1 y VMSH2 (0,990) y VMG4 y VMSH2 (0,996).  
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TABLA 4.30 ANÁLISIS DE CORRELACIÓN BILATERAL 
(MODELO HOSTELERÍA, M.I) 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSH1 VMSH2 VMSH3 VMSH4 VMSH5 VMSH6 INSOLV 
VMG1 1 0,052 0,004 0,996 0,234 0,049 -0,005 0,025 -0,134 0,088 0,990 0,031 0,019 0,011 0,261 -0,257 
VMG2 0,052 1 0,068 0,039 -0,011 0,988 -0,066 0,135 0,005 0,462 0,037 0,013 -0,011 -0,010 0,081 -0,139 
VMG3 0,004 0,068 1 0,002 -0,013 0,034 -0,117 0,403 -0,069 0,016 -0,001 -0,135 -0,018 -0,041 0,062 -0,106 
VMG4 0,996 0,039 0,002 1 0,235 0,035 -0,001 0,047 -0,125 0,109 0,996 0,032 0,019 0,009 0,248 -0,265 
VMG5 0,234 -0,011 -0,013 0,235 1 -0,011 -0,086 0,150 -0,147 0,039 0,259 -0,004 -0,014 0,192 0,175 -0,076 
VMG6 0,049 0,988 0,034 0,035 -0,011 1 -0,097 0,115 0,005 0,434 0,032 -0,004 -0,024 -0,010 0,198 -0,126 
VMG7 -0,005 -0,066 -0,117 -0,001 -0,086 -0,097 1 -0,335 0,062 -0,078 -0,016 0,010 0,089 -0,063 -0,242 0,195 
VMG8 0,025 0,135 0,403 0,047 0,150 0,115 -0,335 1 -0,003 0,116 0,040 0,007 -0,095 -0,015 0,159 -0,228 
VMG9 -0,134 0,005 -0,069 -0,125 -0,147 0,005 0,062 -0,003 1 -0,025 -0,130 0,087 0,385 -0,013 0,017 0,005 
VMSH1 0,088 0,462 0,016 0,109 0,039 0,434 -0,078 0,116 -0,025 1 0,111 0,029 0,004 -0,003 0,219 -0,182 
VMSH2 0,990 0,037 -0,001 0,996 0,259 0,032 -0,016 0,040 -0,130 0,111 1 0,033 0,016 0,021 0,272 -0,271 
VMSH3 0,031 0,013 -0,135 0,032 -0,004 -0,004 0,010 0,007 0,087 0,029 0,033 1 0,174 -0,002 0,003 -0,249 
VMSH4 0,019 -0,011 -0,018 0,019 -0,014 -0,024 0,089 -0,095 0,385 0,004 0,016 0,174 1 -0,007 -0,018 -0,069 
VMSH5 0,011 -0,010 -0,041 0,009 0,192 -0,010 -0,063 -0,015 -0,013 -0,003 0,021 -0,002 -0,007 1 0,047 -0,034 
VMSH6 0,261 0,081 0,062 0,248 0,175 0,198 -0,242 0,159 0,017 0,219 0,272 0,003 -0,018 0,047 1 -0,210 
INSOLV -0,257 -0,139 -0,106 -0,265 -0,076 0,126 0,195 -0,228 0,005 -0,182 -0,271 -0,249 -0,069 -0,034 -0,210 1 
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4.2.6.2  Análisis Confirmatorio 
 
En este apartado se realizará un análisis 
confirmatorio de los resultados obtenidos para el sector 
hostelería con datos de un año antes de producirse la 
quiebra.  
 
4.2.6.2.1  Modelo Logit Sector Hostelería 
 
Como en el resto de los modelos estimados, se 
aplicará el método de máximo verosimilitud, de forma que 
se irán realizando sucesivas iteraciones hasta obtener la 
estimación más probable.  
 
En la tabla 4.31 se muestran los resultados del 
modelo estimado para empresas del sector hostelería, un 
año antes de la quiebra, M.I. Las variables seleccionadas 
por el modelo han sido VMG1, VMG2, VMG5, VMSH1 y 
VMSH3. 
 
Al analizar los signos de los coeficientes obtenidos 
para cada una de estas variables, se puede apreciar que 
todas presentan signo negativo, lo cual denota una 
relación inversa con la insolvencia.  
 
Observando los Odds ratio de las variables, como 
cabía esperar, al presentar todas las variables signo 
negativo, el Odds ratio muestra valores entre 0 y 1. Así, 
en el caso de VMSH3, al tener un Odds ratio de 0,973 
indica que cuando el ratio Total Deuda Financiera/EBITDA 
aumenta en un punto, la probabilidad de que la empresa 
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sea insolvente, respecto a la probabilidad de que no lo sea, 
aumenta 0,973 veces. 
 
Por último, se ha podido constatar que todas las 
variables son significativas al nivel del 5%. 
 
Respecto a la robustez del modelo, la prueba 
Ómnibus arroja una significación de 0,000, mostrando 
pues un ajuste adecuado. En la matriz de clasificación se 
observa que se han clasificado correctamente el 84,2% de 
las empresas, obteniéndose un mayor nivel de predicción 
en el caso de las empresas solventes, con un 89,2% de 
acierto, y clasificando correctamente el 79,0% de las 
empresas insolventes. Además, el nivel de clasificación en 
la muestra externa ha resultado ser del 91,2%. 
 
Por su parte, la significatividad del estadístico del 
test de Hosmer y Lemeshow es 0,131 y, en consecuencia, 
se aceptaría la hipótesis de que no existen diferencias 
significativas entre las clasificaciones observadas y 
predichas.  
 
Por otro lado, el test -2 log de verosimilitud (-2LL) 
toma un valor de 249,873, y los coeficientes de Cox y 
Snell  y  R2 de Nagelkerke ascienden a 0,517 y 0,690, 
respectivamente. 
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TABLA 4.31 MODELO LOGIT 
SECTOR HOSTELERÍA. M.I 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus  0,000 
Significatividad Test de Hosmer y Lemeshow  0,131 
-2 log verosimilitud (-2LL)  249,873 
R2 Cox & Snell   0,517 
R2 Nagelkerke   0,690 
Matriz de clasificación   % 
Dentro de la muestra  84,2 
 Insolventes  79,0 
 Solventes  89,2 
Muestra de testeo  91,2 
 Insolventes  91,5 
 Solventes  90,9 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -13,196 0,000 0,000 
VMG2 -1,066 0,344 0,019 
VMG5 -0,440 0,644 0,000 
VMSH1 -1,447 0,235 0,007 
VMSH3 -0,027 0,973 0,012 
Constante 1,186 3,274 0,000 
Notas: VMG1 = Beneficio después de Impuestos/Total Activo; VMG2 = Activo 
Corriente/Pasivo Corriente; VMG5 = Total Ingresos/Total Activo; VMSH1= 
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4.2.7 COMPARACIÓN DEL MODELO GLOBAL CON LOS 
MODELOS SECTORIALES EN M.I. 
 
Una vez obtenidos los modelos de regresión para 
cada uno de los sectores objeto de este estudio y para la 
muestra global compuesta por empresas de todos los 
sectores, procede contrastar la hipótesis H1 formulada en 
el capítulo primero de esta tesis. 
 
Esta hipótesis planteaba si un modelo global, 
obtenido con una muestra de empresas de los cinco 
sectores representados en este estudio, era igual o distinto 
a los modelos sectoriales estimados a partir de muestras 
de cada uno de los sectores incorporados en nuestro 
trabajo. 
 
Para dar respuesta a esta hipótesis se utilizará los 
resultados que aparecen en la tabla 4.32. Como puede 
comprobarse, de la comparación de los modelos estimados 
es posible concluir que los conjuntos de variables 
seleccionados por los mismos son distintos. En 
consecuencia, la hipótesis H1 es aceptada, en el sentido de 
que los modelos globales y sectoriales obtenidos para las 
muestras correspondientes a un año antes de la entrada 
en quiebra son diferentes.  
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TABLA 4.32 MODELOS GLOBAL Y SECTORIALES OBTENIDOS PARA M.I 




Prueba Ómnibus 0,000 0,000 0,000 0,000 0,000 0,000 
Test Hosmer-Lemeshow 0,085 0,487 0,353 0,177 0,149 0,131 
R2 Nagelkerke 0,441 0,560 0,657 0,559 0,584 0,690 
Matriz de  
Clasificación (%) 
      
Fuera de la Muestra       
Solventes 86,9 57,9 95,1 78,6 79,5 90,9 
Insolventes 74,5 90,9 82,0 84,1 86,5 91,5 
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4.2.8 MODELO LOGIT GLOBAL CON VARIABLES 
CUALITATIVAS SECTORIALES 
 
En este apartado se aborda la hipótesis H2, es decir, 
si la introducción de variables cualitativas, representativas 
de los sectores económicos objeto de estudio, mejora el 
modelo global genérico estimado sin la consideración de 
dichas variables sectoriales. 
 
Para dar respuesta a esta cuestión, se abordará, en 
primer lugar, la estimación de un modelo global elaborado 
con una muestra de todos los sectores económicos, para 
M.I., e introduciendo variables cualitativas representativas 
de los sectores. En segundo lugar, se compararan los 
resultados obtenidos con los correspondientes al modelo 
global estimado sin la participación de variables 
cualitativas. 
 
En la tabla 4.33 se muestran los resultados del 
modelo Logit global estimado con variables cualitativas 
para M.I. En este modelo han resultado ser siete las 
variables seleccionadas: VMG1, VMG2, VMG3, VMG4, 
VMG6, la variable cualitativa o dummy del sector de la 
construcción y la dummy del sector de comercio y 
servicios. 
 
Al analizar los signos de los coeficientes obtenidos 
para cada una de estas variables, se puede apreciar que 
las variables VMG1 y VMG2 presentan signo negativo, 
además del coeficiente de la dummy del sector de 
comercio y servicios. Por su parte, las variables VMG3, 
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VMG4, VMG6 y la dummy del sector de la construcción 
presentan signos positivos en sus coeficientes.  
 
Si se analizan los Odds ratio de las variables, como 
cabía esperar, tan solo son mayores que 1 los 
correspondientes a las variables VMG3, VMG4, VMG6 y la 
dummy del sector de la construcción en tanto que son las 
únicas variables con signo positivo, siendo valores 
menores a 1 en el resto de los casos.  
 
En el caso de VMG3 al tener signo positivo y un Odds 
ratio de 3,840 sugiere que cuando el ratio Fondo de 
Maniobra/Total Activo aumenta en un punto, la 
probabilidad de que la empresa sea insolvente, respecto a 
la probabilidad de que no lo sea, aumenta 3,840 veces. La 
variables con signo negativo (VMG1, VMG2 y la dummy de 
comercio y servicios) presentan un Odds ratio entre 0 y 1.  
 
Por lo que se refiere a la significatividad de las 
variables incluidas en el modelo, todas las variables 
presentan niveles de significatividad por debajo del 5%, 
salvo la dummy del sector de la construcción, siendo, por 
tanto, relevantes en la explicación del modelo. 
 
Una vez valorada la significación de cada variable de 
forma individual, procede analizar los distintos tests para 
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Ajuste del modelo 
  Valor 
Significatividad Prueba Ómnibus   0,000 
Significatividad Test de Hosmer y Lemeshow  0,400 
-2 log verosimilitud (-2LL)  318,395 
R2 Cox & Snell   0,458 
R2 Nagelkerke   0,611 
Matriz de clasificación   % 
Dentro de la muestra  82,5 
 Insolventes  75,0 
 Solventes  89,9 
Muestra de testeo  81,7 
 Insolventes  77,7 
 Solventes  85,6 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -28,574 0,000 0,000 
VMG2 -1,189 0,305 0,001 
VMG3 1,345 3,840 0,010 
VMG4 13,108 492.718,43 0,003 
VMG6 1,243 3,465 0,001 
Dummy  
(Construcción) 
61,492 5,080E+26 0,985 
Dummy  
(Comercio y Servicios) 
-0,665 0,514 0,021 
Constante -0,755 0,470 0,010 
Notas: VMG1 = Beneficio después de Impuestos/Total Activo; VMG2 = Activo 
Corriente/Pasivo Corriente; VMG3 = Fondo de Maniobra/Total Activo;  VMG4 = 
EBIT/Total Activo; VMG6 = Quick Ratio. 
 
 
Por lo que se refiere a la prueba de Razón de 
Verosimilitud (RV) de todos los coeficientes, el valor 
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obtenido es de 0,000, concluyéndose que el ajuste es 
adecuado. En segundo lugar, el análisis de la capacidad 
predictiva del modelo mediante la matriz de clasificación 
nos indica que se han clasificado correctamente el 80,1% 
de las empresas, obteniéndose un mayor nivel de 
predicción en el caso de las empresas solventes, con un 
86,2% de acierto, y clasificando correctamente el 73,7% 
de las empresas insolventes. Con respecto al nivel de 
clasificación en la muestra externa utilizada para 
comprobar la capacidad de generalización del modelo, este 
porcentaje ha resultado ser del 81,1%. 
 
Además, la significatividad del estadístico de Hosmer 
y Lemeshow es 0,400 y, en consecuencia, se aceptaría la 
hipótesis de que no existen diferencias significativas entre 
las clasificaciones observadas y predichas. Por otro lado, el 
test -2 log de verosimilitud (-2LL) toma un valor de 
318,395. Y finalmente, el coeficiente de Cox y Snell 
asciende a 0,331 y el R2 de Nagelkerke alcanza un valor de 
0,441, denotando ambos resultados también un ajuste 
aceptable del modelo estimado. 
 
Una vez estimado y analizado el modelo global con 
variables cualitativas, procede compararlo con el modelo 
global obtenido sin la inclusión de variables de tipo 
cualitativo. 
 
La comparación va a permitir dar respuesta a la 
segunda hipótesis de esta tesis que cuestionaba la 
superioridad de un modelo global sin dummys sectoriales 
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frente a un modelo que incluyera este tipo de variables 
representativa de los distintos sectores analizados. 
 
Para llevar a cabo esta comparación se han utilizado 
tres criterios de selección de modelos, ya tratados en el 
capítulo 2. Estos criterios son los de Akaike, el bayesiano 
de Schwartz y el criterio de Hannann-Quinn. La regla de 
decisión para los tres criterios es la misma: el mejor 
modelo es el que ofrece el menor valor en la comparación. 
 
TABLA 4.34 COMPARACIÓN DE MODELOS GLOBALES. M.I.  
 





Prueba Ómnibus 0,000 0,000 
Test Hosmer-Lemeshow 0,085 0,400 
R2 Nagelkerke 0,441 0,611 
Matriz de  
Clasificación (%) 
  
Fuera de la Muestra   
Solventes 86,9 85,6 
Insolventes 74,5 77,7 
Total 80,8 81,7 
Criterio de Akaike 398,74 330,40 
Criterio de Schwartz 405,34 341,35 
Criterio de Hannan-Quinn 395,24 325,39 
 
De acuerdo con esta regla, puede comprobarse a 
partir de la tabla 4.34 cómo el modelo global con dummys 
es superior al modelo global estimado sin la participación 
de variables cualitativas sectoriales. 
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De esta forma, queda aceptada también la hipótesis 
H2 para los modelos estimados un año antes de la entrada 
en quiebra (M.I.). Es decir, la inclusión de variables 
cualitativas, representativas de los sectores económicos 
considerados, enriquece y aumenta la capacidad de 
explicación del modelo global. 
 
4.2.9  ANÁLISIS DE ROBUSTEZ  
 
En este apartado se llevará a cabo un análisis de la 
robustez de los resultados obtenidos en los diferentes 
modelos.  
 
Este análisis constará de dos partes: por un lado, se 
ofrecerán los resultados de una validación cruzada de los 
modelos y se comprobará la capacidad del modelo global 
con variables cualitativas, en M.I., para conseguir buenos 
resultados utilizando las muestras de cada uno de los 
sectores. De otro, se aplicarán a los distintos modelos 
obtenidos los criterios de Akaike, de Schwartz y de 
Hanann-Quinn, todos ellos criterios informativos de 
selección de modelos. 
 
Este análisis de robustez nos posibilitará contrastar 
la hipótesis H3, es decir, si el modelo global con dummys 
puede predecir correctamente con muestras de los 
diferentes sectores. 
 
La validación cruzada (CV) es uno de los métodos 
más utilizados para evaluar la precisión predictiva de un 
modelo (Allen, 1974; Stone, 1974; Geisser, 1975). 
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Básicamente, consiste en dividir los datos muestrales, en 
los que una parte de los mismos se han empleado en la 
construcción de cada modelo, utilizando el resto de los 
datos para medir la precisión de los modelos estimados 
por medio de la evaluación de los errores de validación. 
Como resultado de este proceso, resultaría seleccionado el 
modelo con el mejor rendimiento global (Zhang y Yan, 
2015). 
 
CV se ha utilizado ampliamente en la minería de 
datos, bien sea para la selección de un modelo entre 
varios, o como un procedimiento para seleccionar la forma 
funcional del modelo (Hastie et al., 2009).  
 
Las tablas 4.35 y 4.36 informan de la validación 
cruzada del modelo global con dummys en las distintas 
muestras sectoriales.  Los resultados ponen de manifiesto,  
a tenor de lo que indican los diferentes criterios de 
selección, que el modelo global con dummys es capaz de 
predecir con éxito en las muestras sectoriales. Por tanto, la 
hipótesis H3 queda aceptada. 
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TABLA 4.35  RESULTADOS DE LOS MODELOS DE REGRESIÓN LOGÍSTICA PARA M.I 
 




Prueba Ómnibus 0,000 0,000 0,000 0,000 0,000 0,000 
Test Hosmer-Lemeshow 0,400 0,487 0,353 0,177 0,149 0,131 
R2 Nagelkerke 0,611 0,560 0,657 0,559 0,584 0,690 
Matriz de  
Clasificación (%) 
      
Fuera de la Muestra       
Solventes 85,6 57,9 95,1 78,6 79,5 90,9 
Insolventes 77,7 90,9 82,0 84,1 86,5 91,5 
Total 81,7 75,6 89,2 81,5 83,5 91,2 
Criterio de Akaike 330,40 84,31 175,94 270,01 229,61 259,87 
Criterio de Schwartz 341,67 87,96 190,97 278,69 240,41 268,98 
Criterio de Hanann-Quinn 325,46 81,36 169,36 265,73 224,56 255,70 
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TABLA 4.36 ROBUSTEZ REGRESIÓN LOGÍSTICA DEL MODELO GLOBAL CON VARIABLES CUALITATIVAS PARA M.I. 
 




Prueba Ómnibus 0,012 0,000 0,000 0,000 0,000 
Test Hosmer-Lemeshow 0,562 0,589 0,757 0,884 0,975 
R2 Nagelkerke 0,414 0,728 0,624 0,703 0,757 
Matriz de  
Clasificación (%) 
     
Fuera de la Muestra      
Solventes 75,0 93,0 84,6 91,5 88,9 
Insolventes 70,0 78,3 80,3 83,1 87,0 
Total 72,7 85,8 82,5 87,3 88,0 
Criterio de Akaike 56,34 112,69 128,25 117,10 98,44 
Criterio de Schwartz 63,64 123,96 138,68 127,90 109,38 
Criterio de Hanann-Quinn 50,43 107,75 123,12 112,05 93,43 
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4.3 RESULTADOS CON INFORMACIÓN DE DOS AÑOS 
ANTES DE LA QUIEBRA (M.II) 
 
4.3.1 RESULTADOS MODELO GLOBAL 
 
4.3.1.1 Análisis Exploratorio 
 
Como se ha expuesto con anterioridad, en el análisis 
exploratorio se efectúa tanto un análisis descriptivo de los 
principales parámetros estadísticos de las variables, como 
la aplicación de tests paramétricos o no paramétricos y un 
análisis de correlación. 
  
4.3.1.1.1 Análisis Descriptivo 
  
Este análisis descriptivo se presenta de forma 
diferenciada para las empresas solventes e insolventes de 
la muestra global de empresas, en la que se encuentran 
incluidas empresas representativas de todos los sectores 
económicos considerados.  
 
La tabla 4.37 detalla los resultados del análisis 
descriptivo realizado para la muestra global con 
información de dos años antes de la quiebra (M.II). 
Observando las medias obtenidas para cada una de las 
variables se comprueba que tanto VMG1 como VMG4 
presentan medias con diferente signo según se trate de 
empresas solventes o insolventes. 
 
Al observar las medias y las medianas de cada una 
de las variables, en la mayor parte de los casos, los 
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valores son más elevados en las empresas solventes que 
en el caso de las insolventes. Si se analizan los valores de 
las medias, el 56% de los valores medios de las empresas 
solventes superan al de las empresas insolventes. Para el 
caso de la mediana este porcentaje es del 67%.  
 
En concreto, las variables VMG3, VMG7, VMG8 y 
VMSG9 presentan medias inferiores en las empresas 
solventes frente a las insolventes. 
 
Por su parte, la desviación típica presenta valores 
moderados, salvo para VMG2, VMG5 y VMG6.  
 
TABLA 4.37 ESTADÍSTICOS DESCRIPTIVOS 







































VMG1 0,05 -0,10  0,01 -0,00  0,21 0,50  -0,78 -9,24  5,26 2,02 
VMG2 3,39 2,74  1,29 1,05  11,80 20,69  0,00 0,00  242,72 579,92 
VMG3 0,24 0,37  0,22 0,35  0,30 0,38  -2,05 -2,74  0,97 0,99 
VMG4 0,05 -0,07  0,03 0,00  0,41 0,44  -6,77 -7,71  5,28 2,71 
VMG5 2,14 1,46  1,21 0,96  11,43 2,76  0,00 0,00  324,76 55,81 
VMG6 2,36 1,63  0,84 0,58  10,37 20,27  0,00 0,00  218,42 579,92 
VMG7 0,23 0,38  0,13 0,30  0,28 0,86  0,00 0,00  2,33 22,96 
VMG8 0,60 0,61  0,63 0,68  0,29 0,31  0,00 0,00  1,00 1,00 
VMG9 0,03 0,07  0,05 0,02  1,95 2,58  -41,71 -40,17  7,91 24,11 
 
 
4.3.1.1.2 Análisis de Normalidad 
 
A continuación procede analizar la normalidad de las 
distintas variables (tabla 4.38). 
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Como se puede comprobar, todas las variables en la 
muestra M.II., tanto para empresas solventes como 
insolventes, presentan un nivel de significación inferior al 
5%. En consecuencia, se rechaza la hipótesis nula de 
normalidad. 
 
TABLA 4.38 ANÁLISIS DE NORMALIDAD 
(MODELO GLOBAL, M.II) 
 
NOTA: K-S: test de Kolmogorov-Smirnov 
 
 
4.3.1.1.3  Tests no paramétricos 
 
En la tabla 4.39 aparecen los resultados de la 
aplicación de los tests a la muestra correspondiente a dos 
años antes de la quiebra. Como puede observarse, según 
el test de Mann Whitney, se rechaza la hipótesis nula en 8 
de las 9 variables consideradas, aceptándose tan solo la 
igualdad de distribución en la variable VMG8. Esta variable 
rechazó la hipótesis nula a un nivel de significación del 
5%. No obstante, se rechaza la hipótesis nula de igualdad 
en las distribuciones mediante los resultados obtenidos por 
  M.II (2 AÑOS ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 
















VMG1 0,327 0,000  0,307 0,000 
VMG2 0,382 0,000  0,447 0,000 
VMG3 0,071 0,000  0,068 0,000 
VMG4 0,346 0,000  0,287 0,000 
VMG5 0,425 0,000  0,309 0,000 
VMG6 0,405 0,000  0,467 0,000 
VMG7 0,211 0,000  0,408 0,000 
VMG8 0,093 0,000  0,120 0,000 
VMG9 0,392 0,000  0,293 0,000 
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la aplicación del test de Kolmogorov-Smirnov en todas las 
variables consideradas en la muestra global. 
 
TABLA 4.39 TESTS NO PARAMÉTRICOS 
(MODELO GLOBAL, M.II) 
 
  M.II (2 AÑOS ANTES) 
  Test de Mann-Whitney  Test de Kolmogorov-Smirnov 
















VMG1 -20,914 0,000  10,355 0,000 
VMG2 -7,450 0,000  3,657 0,000 
VMG3 8,108 0,000  4,231 0,000 
VMG4 -14,330 0,000  7,175 0,000 
VMG5 -5,121 0,000  2,296 0,000 
VMG6 -8,178 0,000  3,889 0,000 
VMG7 8,135 0,000  4,061 0,000 
VMG8 0,785 0,433  1,296 0,069 
VMG9 -2,739 0,006  5,011 0,000 




4.3.1.1.4  Análisis de Correlación 
 
Para finalizar el análisis exploratorio, se procederá al 
cálculo de las correlaciones entre las variables. A tal fin la 
tabla 4.40 muestra los coeficientes de correlación bilateral 
en la muestra global con datos de M.II. Los resultados 
indican que existe una elevada correlación entre las 
variables VMG2 y VMG6, con un coeficiente de correlación 
de Pearson de 0,972, si bien la elevada correlación de esta 
pareja de variables era previsible ante la similitud en el 
cálculo de las mismas. 
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TABLA 4.40 ANÁLISIS DE CORRELACIÓN BILATERAL 
(MODELO GLOBAL, M.II) 
 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 INSOLV 
VMG1 1 0,024 0,128 0,771 0,173 0,020 -0,026 0,037 -0,020 -0,203 
VMG2 0,024 1 0,073 0,002 -0,019 0,972 0,020 0,073 -0,001 -0,027 
VMG3 0,128 0,073 1 0,061 -0,067 0,028 0,029 0,556 -0,023 0,174 
VMG4 0,771 0,002 0,061 1 0,157 -0,002 -0,022 0,007 -0,009 -0,145 
VMG5 0,173 -0,019 -0,067 0,157 1 -0,011 -0,022 0,057 -0,044 -0,036 
VMG6 0,020 0,972 0,028 -0,002 -0,011 1 0,066 0,048 0,001 -0,026 
VMG7 -0,026 0,020 0,029 -0,022 -0,022 0,066 1 -0,004 0,004 0,077 
VMG8 0,037 0,073 0,556 0,007 0,057 0,048 -0,004 1 -0,011 0,011 
VMG9 -0,020 -0,001 -0,023 -0,009 -0,044 0,001 0,004 -0,011 1 0,000 
INSOLV -0,203 -0,027 0,174 -0,145 -0,036 -0,026 0,077 0,011 0,000 1 
 
 
4.3.1.2  Análisis Confirmatorio 
 
En este apartado, con la muestra global de 
empresas, se estima un modelo de predicción utilizando 
información de dos años antes de producirse la 
insolvencia.  
 
Asimismo, el modelo estimado será validado en una 
muestra externa. Los elementos de la muestra que se 
utilizarán en cada caso para la estimación de los modelos 
será de un 70% de las empresas para la denominada 
muestra de entrenamiento y el 30% restante para la 
denominada muestra externa o de testeo. 
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4.3.1.2.1 Modelo Logit Global sin variables 
cualitativas 
 
En la tabla 4.41 se muestran los resultados del 
modelo Logit global sin dummys estimado para M.II. Las 
variables finalmente seleccionadas han resultado ser 
cuatro: VMG1, VMG2, VMG3 y VMG9. 
 
Al analizar los signos de los coeficientes obtenidos 
para cada una de estas variables se puede apreciar que las 
variables VMG1, VMG2 y VMG9 presentan signo negativo, 
lo cual denota una relación inversa con la insolvencia. Por 
su parte, la variable VMG3 presenta signo positivo en su 
coeficiente. En este caso, la relación con la insolvencia es 
directa. 
 
Considerando, además, los Odds ratio de las 
variables, tan solo son mayores que 1 en el 
correspondiente a la variable VMG3, en tanto que es la 
única variable con signo positivo, siendo menores a 1 en el 
resto de los casos.  
 
Es destacable la importancia de la variable VMG3, 
pues con un Odds ratio de 4,269 indica que cuando el ratio 
Fondo de Maniobra/Total Activo aumenta en un punto, la 
probabilidad de que la empresa sea insolvente, respecto a 
la probabilidad de que no lo sea, aumenta 4,269 veces.  
 
Por lo que se refiere a la significatividad de las 
variables incluidas en el modelo, todas las variables 
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presentan niveles de significatividad por debajo del 5%, 
siendo, por tanto, relevantes en la explicación del modelo. 
 
TABLA 4.41 MODELO LOGIT GLOBAL SIN VARIABLES 
CUALITATIVAS. M.II 
 
Ajuste del modelo   Valor 
Significatividad Prueba Ómnibus   0,000 
Significatividad Test de Hosmer y Lemeshow  0,139 
-2 log verosimilitud (-2LL)  453,922 
R2 Cox & Snell   0,269 
R2 Nagelkerke   0,359 
Matriz de clasificación   % 
Dentro de la muestra  73,0 
 Insolventes  72,2 
 Solventes  73,9 
Muestra de testeo  71,1 
 Insolventes  69,9 
 Solventes  72,3 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -14,456 0,000 0,000 
VMG2 -0,080 0,924 0,030 
VMG3 1,451 4,269 0,000 
VMG9 -0,400 0,670 0,016 
Constante -0,159 0,853 0,369 
Notas: VMG1 = Beneficio después de Impuestos/Total Activo; VMG2 = Activo 
Corriente/Pasivo Corriente; VMG3 = Fondo de Maniobra/Total Activo; VMG9 = Beneficio 
después de Impuestos/Patrimonio Neto.  
 
 
Una vez valorada la significación de cada variable de 
forma individual, procede comprobar la robustez y la 
precisión del modelo en su conjunto. En tal sentido, la 
prueba Ómnibus arroja un valor de 0,000. La matriz de 
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clasificación indica que se han clasificado correctamente el 
73,0% de las empresas (71,1% para la muestra de 
testeo). Además, el test de Hosmer y Lemeshow arroja 
una significación de 0,139 y el R2 de Nagelkerke es 0,359. 
Los resultados, pues, denotan un ajuste aceptable del 
modelo seleccionado. 
 
4.3.2  RESULTADOS MODELO AGRICULTURA 
 
4.3.2.1 Análisis Exploratorio 
 
En este apartado se aborda el análisis exploratorio 
de las variables correspondientes a la muestra del sector 
agricultura. 
 
4.3.2.1.1  Análisis Descriptivo 
 
Los resultados que aparecen en la tabla 4.42 indican 
que los valores medios de todas las variables muestran un 
mismo signo positivo. Además, que las variables VMG3, 
VMG7, VMG8, VMSG9 Y VMSA3 presentan medias 
inferiores en el caso de las empresas solventes, y que la 
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TABLA 4.42 ESTADÍSTICOS DESCRIPTIVOS 


























VMG1 0,23 0,01  0,01 0,00  0,02 0,03  -0,03 -0,05  0,08 0,07 
VMG2 1,81 1,64  1,34 1,30  1,34 1,10  0,02 0,22  5,95 4,66 
VMG3 0,20 0,28  0,14 0,23  0,27 0,28  -0,62 -0,20  0,69 0,89 
VMG4 0,04 0,03  0,03 0,02  0,03 0,04  -0,00 -0,05  0,12 0,13 
VMG5 0,89 0,64  0,76 0,33  0,66 0,75  0,09 0,05  2,77 3,08 
VMG6 1,28 0,95  0,84 0,55  1,34 0,97  0,02 0,00  5,86 4,39 
VMG7 0,35 0,41  0,37 0,40  0,20 0,21  0,00 0,08  0,73 0,87 
VMG8 0,44 0,47  0,35 0,44  0,28 0,32  0,01 0,04  0,98 1,00 





VMSA1 2,52 0,96  1,00 0,47  4,31 1,19  -0,32 0,06  22,98 4,40 
VMSA2 2,85 1,88  1,76 1,21  2,24 2,93  -0,28 -5,80  8,12 10,81 




4.3.2.1.2  Análisis de Normalidad 
 
En la tabla 4.43 se muestran los resultados del test 
de Kolmogorov-Smirnov para las empresas solventes e 
insolventes pertenecientes al sector agricultura, a un nivel 
de significación del 5%. Con la excepción de VMG3 para el 
caso de las empresas insolventes, todas las variables 
presentan un nivel de significación inferior al 5%. Por 
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TABLA 4.43 ANÁLISIS DE NORMALIDAD 
(SECTOR AGRICULTURA, M.II) 
 
  M.II (2 AÑOS ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 





VMG1 0,203 0,000  0,301 0,000 
VMG2 0,271 0,000  0,233 0,000 
VMG3 0,130 0,012  0,095 0,200 
VMG4 0,152 0,001  0,227 0,000 
VMG5 0,151 0,001  0,201 0,000 
VMG6 0,243 0,000  0,240 0,000 
VMG7 0,155 0,001  0,114 0,047 
VMG8 0,121 0,026  0,110 0,057 






VMSA1 0,246 0,000  0,258 0,000 
VMSA2 0,344 0,000  0,189 0,000 
VMSA3 0,421 0,000  0,340 0,000 




4.3.2.1.3  Tests no paramétricos 
 
Según los resultados obtenidos tras la aplicación de 
tests no paramétricos a la muestra correspondiente a dos 
años antes de la quiebra (tabla 4.44), se acepta la 
hipótesis nula de igualdad de distribuciones para VMG3, 
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TABLA 4.44 TESTS NO PARAMÉTRICOS 
(SECTOR AGRICULTURA, M.II) 
 
  M.II (2 AÑOS ANTES) 
  
Test de Mann-Whitney  
Test de Kolmogorov-
Smirnov 





VMG1 -4,070 0,000  2,532 0,000 
VMG2 -3,287 0,001  1,875 0,002 
VMG3 2,433 0,015  1,305 0,066 
VMG4 -3,616 0,000  2,037 0,000 
VMG5 -0,919 0,358  0,815 0,520 
VMG6 -2,798 0,005  1,604 0,012 
VMG7 2,346 0,019  1,268 0,080 
VMG8 0,425 0,671  0,575 0,895 





VMSA1 -4,581 0,000  2,228 0,000 
VMSA2 -3,585 0,000  1,960 0,001 
VMSA3 -3,603 0,000  2,117 0,000 
   NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
 
 
4.3.2.1.4  Análisis de Correlación 
 
 
La tabla 4.45 muestra el análisis de correlación 
bilateral para la muestra correspondiente al sector 
agricultura, con información de dos años antes de la 
quiebra. Puede comprobarse que existe una elevada 
correlación entre las variables VMG1 y VMG4, en concreto, 
con un coeficiente de correlación de Pearson de 0,946. 
Asimismo, entre las parejas VMG2 y VMG6 (0,900) y entre 
VMSA2 y VMSA3 (0,885). 
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TABLA 4.45 ANÁLISIS DE CORRELACIÓN BILATERAL 
(SECTOR AGRICULTURA, M.II) 
 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSA1 VMSA2 VMSA3 INSOLV 
VMG1 1 0,143 0,133 0,946 0,147 0,147 -0,148 0,022 -0,066 0,255 0,299 0,346 -0,262 
VMG2 0,143 1 -0,030 0,114 -0,171 0,900 -0,197 0,068 -0,094 0,258 0,134 0,184 -0,293 
VMG3 0,133 -0,030 1 -0,060 0,231 -0,130 0,019 0,492 0,114 -0,110 -0,089 0,035 0,196 
VMG4 0,946 0,114 -0,060 1 0,076 0,124 -0,105 0,100 0,041 0,254 0,394 0,411 -0,236 
VMG5 0,147 -0,171 0,231 0,076 1 -0,170 -0,114 0,464 0,181 0,006 -0,040 0,110 -0,009 
VMG6 0,147 0,900 -0,130 0,124 -0,170 1 -0,200 0,002 -0,072 0,230 0,183 0,187 -0,273 
VMG7 -0,148 -0,197 0,019 -0,105 -0,114 -0,200 1 -0,143 -0,057 -0,411 -0,223 0,018 0,224 
VMG8 0,022 0,068 0,483 0,100 0,464 0,002 -0,143 1 0,147 -0,079 -0,116 0,166 0,037 
VMG9 -0,066 -0,094 0,114 0,041 0,181 -0,072 -0,057 0,147 1 -0,188 -0,018 -0,024 0,156 
VMSA1 0,255 0,258 -0,110 0,254 0,006 0,230 -0,411 -0,079 -0,188 1 0,385 0,137 -0,396 
VMSA2 0,299 0,134 -0,089 0,394 -0,040 0,183 -0,223 -0,116 -0,018 0,385 1 0,207 -0,263 
VMSA3 0,346 0,184 0,035 0,411 0,110 0,187 0,018 0,166 -0,024 0,137 0,207 1 -0,210 
INSOLV -0,262 -0,293 0,196* -0,236 -0,009 -0,273 0,224 0,037 0,156 -0,396 -0,263 -0,210 1 
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4.3.2.2  Análisis Confirmatorio 
 
En este apartado se realizará un análisis 
confirmatorio de los resultados obtenidos para el sector 
agricultura utilizando información de dos años previos a la 
situación de insolvencia (M.II).  
 
4.3.2.2.1  Modelo Logit Sector Agricultura 
 
Los resultados del Logit estimado para la muestra de 
empresas del sector agricultura con M.II aparecen en la 
tabla 4.46. Las variables estadísticamente significativas  
han sido VMG1 y VMSA1, ambas con signo negativo en la 
regresión. 
 
La prueba Ómnibus ofrece un valor de 0,000. A su 
vez, la matriz de clasificación indica que se han clasificado 
correctamente el 65,2% de las empresas (69,6% en la 
muestra externa). Por su parte, el estadístico del test de 
Hosmer y Lemeshow es 0,210 y, el R2 de Nagelkerke 
alcanza 0,327.  
 
Los resultados, por tanto, denotan un ajuste 
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TABLA 4.46 MODELO LOGIT 
SECTOR AGRICULTURA. M.II 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus  0,000 
Significatividad Test de Hosmer y Lemeshow  0,210 
-2 log verosimilitud (-2LL)  98,333 
R2 Cox & Snell   0,245 
R2 Nagelkerke   0,327 
Matriz de clasificación   % 
Dentro de la muestra  65,2 
 Insolventes  73,3 
 Solventes  56,8 
Muestra de testeo  69,6 
 Insolventes  88,5 
 Solventes  45,0 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -13,429 0,000 0,045 
VMSA1 -0,417 0,659 0,009 
Constante 0,804 2,233 0,013 
NOTA: VMG1 = Beneficio después de Impuestos/Total Activo; VMSA1 = Fondos 
Propios/Total Deuda 
 
4.3.3  RESULTADOS MODELO INDUSTRIA 
 
4.3.3.1 Análisis Exploratorio 
 
En este apartado se aborda el análisis exploratorio 
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4.3.3.1.1  Análisis Descriptivo 
 
En la tabla 4.47 se detalla el análisis descriptivo 
realizado para la muestra M.II del sector industrial. A tal 
efecto se comprueba que las variables VMG3, VMG5, 
VMG8, VMSI3 y VMSI8 presentan valores medios inferiores 
en el colectivo de empresas solventes, en comparación a 
las insolventes. Así mismo, la desviación típica presenta 
valores moderados en todas las variables, salvo para 
VMSI2 y VMSI4. 
 
TABLA 4.47 ESTADÍSTICOS DESCRIPTIVOS 






































VMG1 0,03 -0,03  0,01 0,00  0,03 0,08  -0,03 -0,24  0,14 0,07 
VMG2 1,72 1,24  1,34 1,04  1,29 1,02  0,18 0,16  6,95 7,65 
VMG3 0,27 0,51  0,25 0,48  0,21 0,23  -0,31 0,04  0,83 0,95 
VMG4 0,05 -0,00  0,03 0,02  0,04 0,09  -0,04 -0,21  0,20 0,17 
VMG5 1,30 1,32  1,16 1,18  0,71 0,80  0,15 0,11  4,05 3,87 
VMG6 1,11 0,76  0,80 0,61  1,10 0,70  0,05 0,03  5,42 4,76 
VMG7 0,28 0,23  0,26 0,21  0,19 0,21  0,00 0,00  0,87 0,80 
VMG8 0,54 0,60  0,54 0,62  0,22 0,21  0,08 0,16  0,97 0,96 

























VMSI1 0,04 -0,03  0,03 0,01  0,04 0,15  -0,05 -0,84  0,26 0,12 
VMSI2 11,80 7,41  5,66 4,72  19,41 7,37  1,47 0,23  146,59 34,65 
VMSI3 -0,27 0,03  0,38 0,46  3,70 2,61  -35,17 -9,29  9,75 4,74 
VMSI4 57,63 5,64  2,25 0,63  239,0 22,00  -0,96 -14,90  1837,7 140,74 
VMSI5 0,01 0,03  0,00 0,02  0,02 0,02  0,00 0,00  0,19 0,14 
VMSI6 7,40 6,75  7,20 6,78  1,73 0,95  4,26 4,19  12,76 8,29 
VMSI7 0,14 -0,49  0,12 0,15  0,61 5,53  -6,02 -41,02  2,21 4,09 
VMSI8 4,82 5,85  2,74 4,32  5,74 6,23  0,20 0,17  34,98 30,23 
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4.3.3.1.2  Análisis de Normalidad 
 
Los resultados sobre normalidad indican que, con la 
excepción de VMG3, todas las variables en M.II tienen un 
nivel de significación inferior al 5%. Esto implica rechazar 
la hipótesis nula de normalidad (tabla 4.48). 
 
TABLA 4.48 ANÁLISIS DE NORMALIDAD 
(MODELO INDUSTRIA, M.II) 
 
  M.II (2 AÑOS ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 















VMG1 0,286 0,000  0,206 0,000 
VMG2 0,325 0,000  0,467 0,000 
VMG3 0,050 0,200  0,089 0,000 
VMG4 0,232 0,000  0,191 0,000 
VMG5 0,188 0,000  0,299 0,000 
VMG6 0,295 0,000  0,465 0,000 
VMG7 0,155 0,000  0,447 0,000 
VMG8 0,066 0,026  0,136 0,000 

























VMSI1 0,186 0,000  0,506 0,000 
VMSI2 0,371 0,000  0,386 0,000 
VMSI3 0,291 0,000  0,338 0,000 
VMSI4 0,413 0,000  0,446 0,000 
VMSI5 0,271 0,000  0,324 0,000 
VMSI6 0,072 0,010  0,035 0,000 
VMSI7 0,427 0,000  0,329 0,000 
VMSI8 0,336 0,000  0,404 0,000 
 
4.3.3.1.3  Tests no paramétricos 
 
Los tests aplicados a la muestra M.II indican que tan 
sólo VMG5, VMSI3 y VMSI7 registran un nivel de 
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significación superior al 5% (p>0,05), con lo cual se 
aceptaría solo en estos casos la hipótesis nula de igualdad 
de distribuciones (tabla 4.49).  
 
TABLA 4.49 TESTS NO PARAMÉTRICOS 
(MODELO INDUSTRIA, M.II) 
 
  M.II (2 AÑOS ANTES) 
  Test de Mann-Whitney  Test de Kolmogorov-Smirnov 















VMG1 -8,425 0,000  4,801 0,000 
VMG2 -4,475 0,000  2,406 0,000 
VMG3 5,988 0,000  3,307 0,000 
VMG4 -7,286 0,000  4,694 0,000 
VMG5 -1,180 0,238  1,761 0,004 
VMG6 -2,877 0,004  1,541 0,017 
VMG7 -4,479 0,000  3,086 0,000 
VMG8 3,163 0,002  2,245 0,000 

























VMSI1 -7,137 0,000  4,420 0,000 
VMSI2 -4,648 0,000  2,921 0,000 
VMSI3 0,579 0,563  1,350 0,052 
VMSI4 -6,394 0,000  2,822 0,000 
VMSI5 3,487 0,000  2,423 0,000 
VMSI6 -3,066 0,003  1,854 0,002 
VMSI7 -0,712 0,476  2,837 0,000 
VMSI8 1,647 0,100  1,643 0,009 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
 
 
4.3.3.1.4  Análisis de Correlación 
 
Para finalizar el análisis exploratorio del sector 
industrial en M.II se procederá al cálculo de las 
correlaciones que se producen entre las variables. 
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En la tabla 4.50 se muestra el análisis de correlación 
bilateral conforme al coeficiente de Pearson. En este caso 
se detecta la existencia de una elevada correlación entre 
los pares de variables VMG2 y VMG6 (0,998); VMG9 y 
VMSI7 (0,964); VMG1 y VMG4 (0,953); VMG7 y VMSI1 (-
0,979); y VMSI8 y VMG5 (0,785). 
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TABLA 4.50 ANÁLISIS DE CORRELACIÓN BILATERAL 
(MODELO INDUSTRIA, M.II) 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSI1 VMSI2 VMSI3 VMSI4 VMSI5 VMSI6 VMSI7 VMSI8 INSOLV 
VMG1 1 0,004 0,149 0,953 0,112 -0,002 -0,073 0,029 -0,193 0,097 0,303 -0,027 0,024 -0,127 0,113 -0,180 0,047 -0,322 
VMG2 0,004 1 0,088 0,001 -0,068 0,998 0,020 0,078 0,002 -0,237 -0,021 0,011 0,003 -0,091 0,029 -0,003 -0,011 0,033 
VMG3 0,149 0,088 1 0,144 0,066 0,083 0,011 0,596 -0,027 0,000 -0,207 0,021 -0,089 -0,016 -0,028 -0,014 0,163 0,229 
VMG4 0,953 0,001 0,144 1 0,134 -0,006 -0,061 0,030 -0,121 0,064 0,105 -0,034 0,002 -0,080 0,134 -0,144 0,069 -0,310 
VMG5 0,112 -0,068 0,066 0,134 1 -0,069 -0,057 0,132 0,001 0,034 0,167 0,028 0,021 -0,123 -0,335 0,007 0,785 0,019 
VMG6 -0,002 0,998 0,083 -0,006 -0,069 1 0,082 0,078 0,002 -0,328 -0,022 0,010 0,000 -0,103 0,033 -0,003 -0,014 0,043 
VMG7 -0,073 0,020 0,011 -0,061 -0,057 0,082 1 0,063 0,007 -0,979 -0,027 0,004 -0,034 0,052 0,111 0,002 -0,134 0,056 
VMG8 0,029 0,078 0,596 0,030 0,132 0,078 0,063 1 -0,078 -0,069 -0,123 0,085 -0,035 -0,162 -0,155 -0,080 0,251 0,12 
VMG9 -0,193 0,002 -0,027 -0,121 0,001 0,002 0,007 -0,078 1 -0,002 -0,322 0,195 -0,001 0,028 0,020 0,964 0,014 -0,017 
VMSI1 0,097 -0,237 0,000 0,064 0,034 -0,328 -0,979 -0,069 -0,002 1 0,016 0,000 0,014 0,034 -0,089 0,001 0,004 -0,054 
VMSI2 0,303 -0,021 -0,207 0,105 0,167 -0,022 -0,027 -0,123 -0,322 0,016 1 0,032 0,103 -0,060 -0,218 -0,258 0,038 -0,068 
VMSI3 -0,027 0,011 0,021 -0,034 0,028 0,010 0,004 0,085 0,195 0,000 0,032 1 0,000 0,018 0,026 0,282 0,020 -0,036 
VMSI4 0,024 0,003 -0,089 0,002 0,021 0,000 -0,034 -0,035 -0,001 0,014 0,103 0,000 1 -0,071 0,026 -0,008 -0,023 -0,101 
VMSI5 -0,127 -0,091 -0,016 -0,080 -0,123 -0,103 0,052 -0,162 0,028 0,034 -0,060 0,018 -0,071 1 0,052 0,051 -0,045 0,128 
VMSI6 0,113 0,029 -0,028 0,134 -0,335 0,033 0,111 -0,155 0,020 -0,089 -0,218 0,026 0,026 0,052 1 0,010 -0,199 -0,179 
VMSI7 -0,180 -0,003 -0,014 -0,144 0,007 -0,003 0,002 -0,080 0,964 0,001 -0,258 0,282 -0,008 0,051 0,010 1 0,009 0,027 
VMSI8 0,047 -0,011 0,163 0,069 0,785 -0,014 -0,134 0,251 0,014 0,004 0,038 0,020 -0,023 -0,045 -0,199 0,009 1 -0,121 
INSOLV -0,322 0,033 0,229 -0,310 0,019 0,043 0,056 0,122 -0,017 -0,054 -0,068 -0,036 -0,101 0,128 -0,179 0,027 0,121 1 
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4.3.3.2  Análisis Confirmatorio 
 
4.3.3.2.1  Modelo Logit Sector Industria 
 
Las variables seleccionadas por el modelo Logit 
estimado han sido VMG1, VMG2, VMG3, VMG4, VMG6, 
VMG7, VMG8, VMG9 y VMSI4. De ellas, VMG1, VMG2, 
VMG7, VMG8, VMG9 y VMSI4 presentan signo negativo en 
el coeficiente de regresión, mientras que las variables 
VMG3, VMG4 y VMG6 lo presentan positivo. Además, 
destaca la variable VMG6 con un Odds Ratio de 36,692, 
indicando que cuando aumenta en un punto, la 
probabilidad de que la empresa sea insolvente, respecto a 
la probabilidad de que no lo sea, aumenta 36,692 veces 
(tabla 4.51). 
 
Respecto al modelo en su conjunto, los resultados 
denotan un ajuste aceptable, pues tanto la prueba 
Ómnibus como el test de Hosmer y Lemeshow y el R2 de 
Nagelkerke (0,832) alcanzan valores adecuados. 
 
Además, el modelo ha clasificado correctamente el 
94,5% de las empresas, obteniéndose un mayor nivel de 
predicción en el caso de las empresas solventes, con un 
95,8% de acierto, y clasificando correctamente el 91,4% 
de las empresas insolventes. Por su parte, el nivel de 
clasificación en la muestra externa, utilizada para 
comprobar la capacidad de generalización del modelo, ha 
resultado ser del 78,1%. 
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TABLA 4.51 MODELO LOGIT 
SECTOR INDUSTRIAL. M.II 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus  0,000 
Significatividad Test de Hosmer y Lemeshow  0,189 
-2 log verosimilitud (-2LL)  66,261 
R2 Cox & Snell   0,582 
R2 Nagelkerke   0,832 
Matriz de clasificación   % 
Dentro de la muestra   94,5 
 Insolventes  91,4 
 Solventes  95,8 
Muestra de testeo  78,1 
 Insolventes  72,5 
 Solventes  83,3 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -105,627 0,000 0,002 
VMG2 -2,581 0,076 0,017 
VMG3 21,487 2.146.707.735 0,000 
VMG4 61,678 6,115E+26 0,003 
VMG6 3,603 36,692 0,012 
VMG7 -9,142 0,000 0,002 
VMG8 -12,287 0,000 0,004 
VMG9 -3,351 0,035 0,031 
VMSI4 -0,039 0,962 0,041 
Constante -1,413 0,243 0,614 
NOTA: VMG1 = Beneficio después de Impuestos/Total Activo; VMG2 = Activo 
Corriente/Pasivo Corriente; VMG3 = Fondo de Maniobra/Total Activo; VMG4 = 
EBIT/Total Activo; VMG6 = Quick Ratio; VMG7 = Total Deuda/Total Activo; VMG8 = 
Activo Corriente/Total Activo; VMG9 = Beneficio después de Impuestos/Patrimonio 
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4.3.4  RESULTADOS MODELO CONSTRUCCIÓN  
 
4.3.4.1  Análisis Exploratorio 
 
4.3.4.1.1  Análisis Descriptivo 
 
Para el sector de construcción, los principales 
estadísticos de las variables aparecen en la tabla 4.52. A 
tal efecto se comprueba que tan sólo VMG1 y VMG9 
presentan medias con diferente signo, según se trate de 
empresas solventes e insolventes.  
 
TABLA 4.52 ESTADÍSTICOS DESCRIPTIVOS 


























VMG1 0,04 -0,01  0,01 0,00  0,07 0,07  -0,04 -0,34  0,39 0,32 
VMG2 4,28 3,52  1,71 1,62  8,12 5,86  0,00 0,13  55,70 52,96 
VMG3 0,34 0,62  0,29 0,71  0,30 0,29  -0,39 -0,23  0,97 0,99 
VMG4 -0,01 0,01  0,00 0,02  0,43 0,08  -2,14 -0,33  2,02 0,43 
VMG5 0,63 0,79  0,32 0,49  0,74 0,80  0,00 0,00  3,23 3,98 
VMG6 2,49 0,77  0,92 0,62  5,12 0,71  0,00 0,00  30,68 5,01 
VMG7 0,34 0,48  0,29 0,50  0,29 0,29  0,00 0,00  1,92 1,33 
VMG8 0,60 0,82  0,67 0,89  0,31 0,20  0,00 0,04  1,00 1,00 





VMSC1 0,09 0,60  0,00 0,54  1,13 1,40  -4,65 -5,56  9,90 9,48 
VMSC2 0,38 -0,15  0,09 0,03  0,99 2,50  -2,12 -20,20  6,96 9,72 
VMSC3 4,99 1,11  1,07 0,23  10,53 6,02  -0,77 -5,87  64,10 77,15 
 
Además, se puede apreciar cómo el 67% de los 
valores medios en las empresas solventes supera al de las 
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empresas insolventes. Para el caso de la mediana, este 
porcentaje es del 44%. En concreto, las variables VMG3, 
VMG5, VMG7, VMG8 y VMSC2 presentan medias inferiores 
en el caso de las empresas solventes frente a las 
insolventes. Por su parte, la desviación típica presenta 
valores aceptables, salvo para VMG2 y VMG6.  
 
4.3.4.1.2  Análisis de Normalidad 
 
Todas las variables presentan un nivel de 
significación inferior al 5% en el test de Kolmogorov-
Smirnov, lo que implica rechazar la hipótesis nula de 
normalidad (tabla 4.53).  
 
TABLA 4.53 ANÁLISIS DE NORMALIDAD 
(MODELO CONSTRUCCIÓN, M.II) 
 
  M.II (2 AÑOS ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 




VMG1 0,301 0,000  0,180 0,000 
VMG2 0,450 0,000  0,279 0,000 
VMG3 0,076 0,005  0,134 0,000 
VMG4 0,335 0,000  0,220 0,000 
VMG5 0,326 0,000  0,201 0,000 
VMG6 0,461 0,000  0,292 0,000 
VMG7 0,213 0,000  0,085 0,001 
VMG8 0,148 0,000  0,207 0,000 





VMSC1 0,265 0,000  0,230 0,000 
VMSC2 0,358 0,000  0,451 0,000 
VMSC3 0,309 0,000  0,364 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov 
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4.3.4.1.3  Tests no paramétricos 
 
A continuación se aplicará a cada una de las 
variables distintos tests no paramétricos. Se aplicaran dos 
tests. Por un lado el test de Mann-Whitney y, por otro, el 
test de Kolmogorov-Smirnov. 
 
Las variables VMG3 y VMG5 muestran un nivel de 
significación superior al 5% (p>0,05) en los tests de 
Mann-Whitney y Kolmogorov-Smirnov, por lo que se 
aceptaría sólo en estos casos la hipótesis nula de igualdad 
de distribuciones (tabla 4.54). 
 
TABLA 4.54 TESTS NO PARAMÉTRICOS 
(MODELO CONSTRUCCIÓN, M.II) 
 
  M.II (2 AÑOS ANTES) 
  Test de Mann-Whitney  
Test de Kolmogorov-
Smirnov 




VMG1 -10,057 0,000  4,286 0,000 
VMG2 0,218 0,827  0,667 0,765 
VMG3 8,847 0,000  4,294 0,000 
VMG4 1,077 0,281  2,346 0,000 
VMG5 -1,423 0,155  0,847 0,470 
VMG6 -5,511 0,000  3,037 0,000 
VMG7 7,298 0,000  3,540 0,000 
VMG8 4,752 0,000  2,586 0,000 






VMSC1 5,186 0,000  3,642 0,000 
VMSC2 -6,432 0,000  2,742 0,000 
VMSC3 -6,862 0,000  3,525 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
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4.3.4.1.4  Análisis de Correlación 
 
Para finalizar el análisis exploratorio del sector 
construcción en M.II se procederá al cálculo de las 
correlaciones que se producen entre las variables, 
considerando cada pareja de variables posible, incluida, 
propiamente, la variable insolvencia. Conforme a los 
resultados que aparecen en la 4.55, el nivel de correlación 
existente no es elevado. 
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TABLA 4.55 ANÁLISIS DE CORRELACIÓN BILATERAL 
(SECTOR CONSTRUCCIÓN, M.II) 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSC1 VMSC2 VMSC3 INSOLV 
VMG1 1 0,033 -0,072 -0,052 0,627 0,040 -0,280 0,080 -0,100 -0,004 0,069 0,210 -0,292 
VMG2 0,033 1 -0,024 0,006 -0,031 0,996 -0,026 0,043 -0,015 -0,004 0,008 0,115 -0,060 
VMG3 -0,072 -0,024 1 -0,001 -0,133 -0,040 0,305 0,582 -0,070 0,160 -0,044 -0,267 0,427 
VMG4 -0,052 0,006 -0,001 1 -0,014 0,006 0,051 -0,055 -0,017 0,052 0,059 -0,072 0,049 
VMG5 0,627 -0,031 -0,133 -0,014 1 -0,016 -0,275 0,048 -0,049 -0,029 0,016 -0,016 -0,131 
VMG6 0,040 0,996 -0,040 0,006 -0,016 1 -0,055 0,041 0,002 -0,011 0,007 0,339 -0,062 
VMG7 -0,280 -0,026 0,305 0,051 -0,275 -0,055 1 -0,026 -0,125 0,082 -0,051 -0,362 0,300 
VMG8 0,080 0,043 0,582 -0,055 0,048 0,041 -0,026 1 -0,024 0,135 -0,025 -0,107 0,265 
VMG9 -0,100 -0,015 -0,070 -0,017 -0,049 0,002 -0,125 -0,024 1 0,008 -0,026 0,026 -0,018 
VMSC1 -0,004 -0,004 0,160 0,052 -0,029 -0,011 0,082 0,135 0,008 1 0,019 -0,090 0,156 
VMSC2 0,069 0,008 -0,044 0,059 0,016 0,007 -0,051 -0,025 -0,026 0,019 1 0,053 -0,094 
VMSC3 0,210 0,115 -0,267 -0,072 -0,016 0,339 -0,362 -0,107 0,026 -0,090 0,053 1 -0,253 
INSOLV -0,292 -0,060 0,427 0,049 -0,131 -0,062 0,300 0,265 -0,018 0,156 -0,094 -0,253 1 
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4.3.4.2  Análisis Confirmatorio 
 
Como en casos anteriores, para la construcción del 
modelo Logit se ha utilizado el 70% de los datos de la 
muestra. Posteriormente, el modelo se ha testado con el 
30% de los restantes datos muestrales. 
 
4.3.4.2.1  Modelo Logit Sector Construcción 
 
En el modelo estimado para el sector construcción, 
utilizando información de dos años antes de la quiebra 
(M.II), las variables seleccionadas son VMG1, VMG3, 
VMG6, VMG7, VMG8 y VMSC1 (tabla 4.56).  
 
Además, las variables VMG1 y VMG6 presentan signo 
negativo, lo cual denota una relación inversa con la 
insolvencia. En este caso, el Odds Ratio vale 0,000 para 
VMG1, lo cual indica que, si bien con respecto a la 
insolvencia no es una variable relevante, sí lo es con 
respecto a las empresas solventes.  
 
Por su parte, VMG7 tiene un Odds ratio de 3,479, lo 
que significa que cuando el ratio Total Deuda/Total Activo 
aumenta en un punto, la probabilidad de que la empresa 
sea insolvente, respecto a la probabilidad de que no lo sea, 
aumenta 3,479 veces. 
 
Con respecto a la significatividad de los coeficientes 
del modelo, puede apreciarse que todos ellos son 
significativos con un p-valor inferior o igual al 5%. 
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TABLA 4.56 MODELO LOGIT 
SECTOR CONSTRUCCIÓN. M.II 
 
Ajuste del modelo   Valor 
Prueba Ómnibus para todos los coeficientes  0,000 
Significatividad Test de Hosmer y Lemeshow  0,117 
-2 log verosimilitud (-2LL)  361,278 
R2 Cox & Snell   0,372 
R2 Nagelkerke   0,496 
Matriz de clasificación   % 
Dentro de la muestra   77,0 
 Insolventes  78,7 
 Solventes  75,4 
Muestra de testeo  74,5 
 Insolventes  72,1 
 Solventes  76,6 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -16,729 0,000 0,000 
VMG3 1,775 5,902 0,001 
VMG6 -0,139 0,870 0,022 
VMG7 1,247 3,479 0,024 
VMG8 1,584 4,874 0,014 
VMSC1 0,289 1,336 0,014 
Constante -2,006 0,135 0,000 
Notas: VMG1 = Beneficio después de Impuestos/Total Activo; VMG3 = Fondo de 
Maniobra/Total Activo; VMG6 = Quick Ratio; VMG7 = Total Deuda/Total Activo; 
VMG8 = Activo Corriente/Total Activo; VMSC1 = Gastos Financieros/EBIT. 
 
Respecto a la robustez y a la precisión del modelo, la 
prueba de Razón de Verosimilitud (RV) de todos los 
coeficientes señala un valor de 0,000. La significatividad 
del estadístico de Hosmer y Lemeshow es 0,117. Y el R2 de 
Nagelkerke alcanza un valor de 0,496. Los resultados 
denotan, pues, un ajuste aceptable. 
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Igualmente, la matriz de clasificación indica que se 
han clasificado correctamente el 77,0% de las empresas, 
obteniéndose un mayor nivel de predicción en el caso de 
las empresas insolventes, con un 78,7% de acierto, y 
clasificando correctamente el 75,4% de las empresas 
solventes. Por su parte, el nivel de clasificación en la 
muestra externa, utilizada para comprobar la capacidad de 
generalización del modelo, ha resultado ser del 74,5%. 
 
4.3.5  RESULTADOS MODELO COMERCIO Y 
SERVICIOS  
 
4.3.5.1  Análisis Exploratorio 
 
En este apartado se analizan los principales 
parámetros estadísticos de las variables correspondientes 
a la muestra del sector comercio y servicios. 
 
4.3.5.1.1  Análisis Descriptivo 
 
Observando las medias de las variables se 
comprueba que, en la muestra M.II, sólo VMG1 y VMSCS3 
presentan diferente signo según se trate de empresas 
solventes e insolventes. Además, las variables VMG3, 
VMG7, VMG9, y VMSCS4 presentan medias inferiores en el 
caso de las empresas solventes. Y  respecto a la desviación 
típica, encontramos valores reducidos, salvo para VMSCS2 
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TABLA 4.57 ESTADÍSTICOS DESCRIPTIVOS 







































VMG1 0,01 -0,03  0,01 0,00  0,04 0,09  -0,22 -0,76  0,19 0,19 
VMG2 1,52 1,18  1,16 1,10  1,27 0,59  0,19 0,01  10,19 4,26 
VMG3 0,30 0,40  0,30 0,40  0,28 0,28  -0,39 -0,29  0,92 0,97 
VMG4 0,04 0,00  0,03 0,01  0,06 0,08  -0,28 -0,38  0,24 0,18 
VMG5 1,70 1,46  1,35 1,15  1,30 1,24  0,10 0,01  8,09 7,92 
VMG6 0,88 0,70  0,65 0,66  0,94 0,48  0,00 0,01  7,07 2,61 
VMG7 0,21 0,32  0,16 0,30  0,21 0,25  0,00 0,00  0,81 1,32 
VMG8 0,69 0,66  0,77 0,73  0,24 0,26  0,03 0,01  1,00 1,00 


































VMSCS1 0,06 0,01  0,05 0,03  0,06 0,09  -0,22 -0,35  0,26 0,40 
VMSCS2 4,78 0,91  2,00 0,93  30,88 20,60  -227,6 -40,61  174,93 229,93 
VMSCS3 0,09 -0,01  0,07 0,02  0,16 0,21  -0,41 -1,07  1,22 1,08 
VMSCS4 13,03 28,61  6,15 6,04  19,48 93,34  0,20 0,08  116,57 823,15 
VMSCS5 1,70 1,46  1,35 1,15  1,30 1,24  0,10 0,01  8,09 7,92 
 
 
4.3.5.1.2  Análisis de Normalidad 
 
La tabla 4.58 muestra los resultados del test de 
Kolmogorov-Smirnov para las empresas solventes e 
insolventes pertenecientes al sector comercio y servicios, a 
un nivel de significación del 5%. Con la excepción de 
VMG3, y para empresas solventes e insolventes, todas las 
variables en M.II, tienen un nivel de significación inferior al 
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TABLA 4.58 ANÁLISIS DE NORMALIDAD 
(MODELO COMERCIO Y SERVICIOS, M.II) 
 
  M.II (2 AÑOS ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 















VMG1 0,230 0,000  0,284 0,000 
VMG2 0,287 0,000  0,208 0,000 
VMG3 0,056 0,200  0,045 0,200 
VMG4 0,194 0,000  0,271 0,000 
VMG5 0,214 0,000  0,181 0,000 
VMG6 0,299 0,000  0,206 0,000 
VMG7 0,213 0,000  0,097 0,000 
VMG8 0,124 0,000  0,098 0,000 


































VMSCS1 0,150 0,000  0,241 0,000 
VMSCS2 0,317 0,000  0,367 0,000 
VMSCS3 0,269 0,000  0,288 0,000 
VMSCS4 0,365 0,000  0,451 0,000 
VMSCS5 0,214 0,000  0,181 0,000 
 
 
4.3.5.1.3  Tests no paramétricos 
 
Tan solo VMG9 y VMSCS4 registran un test de Mann-
Whitney con un nivel de significación superior al 5% 
(p>0,05). Asimismo, VMG5, VMSCS4 y VMSCS5 presentan 
un test de  Kolmogorov-Smirnov con un p-valor superior a 
0,05. Con las excepciones apuntadas, se rechazaría la 
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TABLA 4.59 TESTS NO PARAMÉTRICOS 
(MODELO COMERCIO Y SERVICIOS, M.II) 
 
  M.II (2 AÑOS ANTES DE LA QUIEBRA) 
  Test de Mann-Whitney  
Test de Kolmogorov-
Smirnov 
















VMG1 -8,060 0,000  3,606 0,000 
VMG2 -3,385 0,001  1,587 0,013 
VMG3 3,616 0,000  2,196 0,000 
VMG4 -5,718 0,000  2,685 0,000 
VMG5 -2,285 0,022  1,288 0,072 
VMG6 -2,017 0,044  1,609 0,011 
VMG7 6,721 0,000  3,416 0,000 
VMG8 -2,737 0,006  1,544 0,017 


































VMSCS1 -5,663 0,000  2,370 0,000 
VMSCS2 -8,468 0,000  3,940 0,000 
VMSCS3 -6,256 0,000  2,753 0,000 
VMSCS4 -0,333 0,739  0,793 0,555 
VMSCS5 -2,285 0,022  1,288 0,072 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
 
 
4.3.5.1.4  Análisis de Correlación 
 
Para concluir el análisis exploratorio del sector 
comercio y servicios en M.II se procederá al cálculo de las 
correlaciones que se producen entre las variables. Para 
ello, en la tabla 4.60 se ofrecen los coeficientes de 
correlación de Pearson. Se observa una elevada 
correlación entre los pares de variables VMG1 y VMG4 
(0,976), VMG2 y VMG6 (0,952), VMG4 y VMSCS1 (0,987), 
VMG5 y VMSCS5 (1,000) y VMSCS1 y VMG1 (0,963). 
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TABLA 4.60 ANÁLISIS DE CORRELACIÓN BILATERAL 
(MODELO COMERCIO Y SERVICIOS, M.II) 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSCS1 VMSCS2 VMSCS3 VMSCS4 VMSCS5 INSOLV 
VMG1 1 0,069 0,049 0,976 -0,174 0,088 -0,141 0,112 0,091 0,963 0,518 0,608 -0,028 -0,174 -0,202 
VMG2 0,069 1 0,030 0,047 -0,104 0,952 -0,154 0,129 -0,019 0,029 0,080 0,241 -0,047 -0,104 -0,148 
VMG3 0,049 0,030 1 0,057 -0,103 -0,029 0,022 0,467 -0,039 0,007 0,032 -0,045 -0,034 -0,103 0,159 
VMG4 0,976 0,047 0,057 1 -0,141 0,069 -0,084 0,080 0,107 0,987 0,499 0,629 -0,010 -0,141 -0,161 
VMG5 -0,174 -0,104 -0,103 -0,141 1 -0,055 -0,187 0,080 0,015 -0,107 0,041 -0,003 0,065 1,000 -0,114 
VMG6 0,088 0,952 -0,029 0,069 -0,055 1 -0,146 0,146 -0,005 0,055 0,122 0,312 -0,012 -0,055 -0,125 
VMG7 -0,141 -0,154 0,022 -0,084 -0,187 -0,146 1 -0,329 -0,068 -0,086 -0,154 -0,113 0,009 -0,187 0,311 
VMG8 0,112 0,129 0,467 0,080 0,080 0,146 -0,329 1 0,049 0,028 0,031 -0,052 -0,077 0,080 -0,121 
VMG9 0,091 -0,019 -0,039 0,107 0,015 -0,005 -0,068 0,049 1 0,107 0,157 0,072 0,000 0,015 0,072 
VMSCS1 0,963 0,029 0,007 0,987 -0,107 0,055 -0,086 0,028 0,107 1 0,486 0,630 0,025 -0,107 -0,159 
VMSCS2 0,518 0,080 0,032 0,499 0,041 0,12 -0,154 0,031 0,157 0,486 1 0,449 0,000 0,041 -0,142 
VMSCS3 0,608 0,241 -0,045 0,629 -0,003 0,312 -0,113 -0,052 0,072 0,630 0,449 1 0,001 -0,003 -0,181 
VMSCS4 -0,028 -0,047 -0,034 -0,010 0,065 -0,012 0,009 -0,077 0,000 0,025 0,000 0,001 1 0,065 0,063 
VMSCS5 -0,174 -0,104 -0,103 -0,141 1,000 -0,055 -0,187 0,080 0,015 -0,107 0,041 -0,003 0,065 1 -0,114 
INSOLV -0,202 -0,148 0,159 -0,161 -0,114 -0,125 0,311 -0,121 0,072 -0,159 -0,142 -0,181 0,063 -0,114 1 
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4.3.5.2  Análisis Confirmatorio 
 
Con objeto de confirmar los resultados del análisis 
exploratorio precedente, se ha estimado el modelo Logit 
que aparece a continuación. 
 
4.3.5.2.1 Modelo Logit Sector Comercio y Servicios 
 
Los resultados del Logit estimado para la muestra de 
empresas del sector comercio y servicios (en M.II) 
aparecen en la tabla 4.61. Dicho modelo está integrado 
por las variables VMG1, VMG2, VMG3 y VMG7. 
 
Con respecto al signo de los coeficientes obtenidos 
para cada una de estas variables se observa que las 
variables VMG1 y VMG2 presentan signo negativo, lo cual 
denota una relación inversa con la insolvencia. Por su 
parte, las variables VMG3 y VMG7 presentan signos 
positivos.  
 
Destaca la variable VMG7 con un Odds Ratio de 
8,314, lo que significa que cuando el ratio Total 
Deuda/Total Activo aumenta en un punto, la probabilidad 
de que la empresa sea insolvente, respecto a la 
probabilidad de que no lo sea, aumenta 8,314 veces. 
 
Con respecto a la robustez y precisión del modelo en 
su conjunto, la prueba de Razón de Verosimilitud (RV) de 
todos los coeficientes arroja un valor su significatividad de 
0,000. La precisión de clasificación del modelo es del 
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79,5%. Y el test de Hosmer y Lemeshow muestra una 
significatividad del 0,374.  
 
TABLA 4.61 MODELO LOGIT 
SECTOR COMERCIO Y SERVICIOS. M.II 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus  0,000 
Significatividad Test de Hosmer y Lemeshow  0,374 
-2 log verosimilitud (-2LL)  364,380 
R2 Cox & Snell   0,208 
R2 Nagelkerke   0,277 
Matriz de clasificación   % 
Dentro de la muestra  70,9 
 Insolventes  70,9 
 Solventes  70,9 
Muestra de testeo  79,5 
 Insolventes  79,4 
 Solventes  79,7 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -9,135 0,000 0,000 
VMG2 -0,307 0,735 0,027 
VMG3 1,637 5,138 0,000 
VMG7 2,118 8,314 0,000 
Constante -0,788 0,455 0,012 
Notas: VMG1 = Beneficio después de Impuestos/Total Activo; VMG2 = Activo 
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4.3.6  RESULTADOS SECTOR HOSTELERÍA 
 
4.3.6.1  Análisis Exploratorio 
 
En este epígrafe se aborda el análisis exploratorio de 
las variables correspondientes al sector hostelería en M.II. 
 
4.3.6.1.1  Análisis Descriptivo 
 
Conforme al análisis descriptivo realizado, se 
comprueba que VMG1, VMG4, y VMSH2 presentan valores 
medios con diferente signo según se trate de empresas 
solventes e insolventes (tabla 4.62).  
 
Se aprecia, además,  cómo el 80% de los valores 
medios en las empresas solventes supera al de las 
empresas insolventes. Para el caso de la mediana, este 
porcentaje es del 90%. 
 
En particular, sólo la variable VMG7 presenta una 
media inferior en el caso de las empresas solventes frente 
a las insolventes. 
 
La desviación típica de las variables también 
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TABLA 4.62 ESTADÍSTICOS DESCRIPTIVOS  







































VMG1 0,03 -0,16  0,02 -0,08  0,06 0,22  -0,44 -0,92  0,26 0,08 
VMG2 1,61 0,68  1,07 0,44  1,73 0,73  0,00 0,02  8,36 3,68 
VMG3 0,13 0,06  0,07 0,04  0,22 0,20  -0,38 -0,38  0,79 0,74 
VMG4 0,06 -0,15  0,04 -0,07  0,07 0,22  -0,16 -0,87  0,35 -0,12 
VMG5 1,95 1,25  1,59 0,89  1,52 1,21  0,00 0,00  7,39 5,84 
VMG6 1,14 0,54  0,64 0,28  1,49 0,66  0,00 0,00  7,71 3,45 
VMG7 0,42 0,56  0,36 0,53  0,35 0,35  0,00 0,00  2,33 1,67 
VMG8 0,40 0,32  0,36 0,26  0,27 0,26  0,00 0,00  0,99 1,00 

























VMSH1 0,49 -0,13  0,37 -0,09  0,51 0,43  -0,48 -2,13  3,08 1,03 
VMSH2 0,11 -0,10  0,09 -0,03  0,08 0,21  -0,16 -0,85  0,40 0,23 
VMSH3 6,13 -5,37  2,99 -1,26  9,90 23,29  -25,23 -105,66  51,05 61,64 
VMSH4 3,71 1,45  0,84 0,08  8,59 9,80  -8,35 -47,34  44,74 32,33 
VMSH5 250,16 152,45  38,95 12,12  806,83 608,31  0,12 0,01  6435,7 5357,0 
VMSH6 1,16 -0,12  0,21 -0,08  3,50 2,32  -0,18 -12,61  22,19 19,53 
 
 
4.3.6.1.2  Análisis de Normalidad 
 
Todas las variables presentan un nivel de 
significación inferior al 5%, lo que implica rechazar la 
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TABLA 4.63 ANÁLISIS DE NORMALIDAD 
(MODELO HOSTELERÍA, M.II) 
 
  M.II (2 AÑOS ANTES DE LA QUIEBRA) 
  SOLVENTES  INSOLVENTES 
















VMG1 0,369 0,000  0,328 0,000 
VMG2 0,409 0,000  0,297 0,000 
VMG3 0,143 0,000  0,157 0,000 
VMG4 0,335 0,000  0,296 0,000 
VMG5 0,427 0,000  0,325 0,000 
VMG6 0,418 0,000  0,247 0,000 
VMG7 0,220 0,000  0,167 0,000 
VMG8 0,090 0,000  0,120 0,000 

























VMSH1 0,383 0,000  0,154 0,000 
VMSH2 0,309 0,000  0,296 0,000 
VMSH3 0,344 0,000  0,230 0,000 
VMSH4 0,398 0,000  0,317 0,000 
VMSH5 0,512 0,000  0,505 0,000 
VMSH6 0,367 0,000  0,351 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov 
 
 
4.3.6.1.3  Tests no paramétricos 
 
Conforme a los resultados que aparecen en la tabla 
4.64, tan solo VMG3 presenta un test de Mann-Whitney y 
de Kolmogorov-Smirnov con un nivel de significación 
superior al 5% (p>0,05). Por tanto, y con la excepción 
apuntada, se rechaza la hipótesis nula de igualdad en las 
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TABLA 4.64 TESTS NO PARAMÉTRICOS 
(MODELO HOSTELERÍA, M.II) 
 
  M.II (2 AÑOS ANTES) 
  Test de Mann-Whitney  Test de Kolmogorov-Smirnov 
















VMG1 -11,758 0,000  6,251 0,000 
VMG2 -5,657 0,000  2,716 0,000 
VMG3 -1,155 0,248  1,000 0,270 
VMG4 -10,367 0,000  5,480 0,000 
VMG5 -4,551 0,000  2,204 0,000 
VMG6 -4,165 0,000  2,054 0,000 
VMG7 3,810 0,000  1,886 0,002 
VMG8 -4,363 0,000  2,181 0,000 

























VMSH1 -9,489 0,000  4,419 0,000 
VMSH2 -9,333 0,000  4,466 0,000 
VMSH3 -5,129 0,000  3,453 0,000 
VMSH4 -1,659 0,097  1,854 0,002 
VMSH5 -6,667 0,000  3,437 0,000 
VMSH6 -9,249 0,000  5,001 0,000 
NOTA: K-S: test de Kolmogorov-Smirnov; M-W: test de Mann-Whitney 
 
 
4.3.6.1.4  Análisis de Correlación 
 
Se ha comprobado que se registra una elevada 
correlación entre los siguientes pares de variables: VMG1 y 
VMG4 (0,965), VMG2 y VMG6 (0,988), VMG1 y VMSH2 
(0,909) y VMG4 y VMSH2 (0,980) (tabla 4.65).  
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TABLA 4.65 ANÁLISIS DE CORRELACIÓN BILATERAL 
(MODELO HOSTELERÍA, M.II) 
 VMG1 VMG2 VMG3 VMG4 VMG5 VMG6 VMG7 VMG8 VMG9 VMSH1 VMSH2 VMSH3 VMSH4 VMSH5 VMSH6 INSOLV 
VMG1 1 0,045 0,218 0,965 0,210 0,044 -0,009 0,016 0,011 0,078 0,909 0,039 0,013 0,003 0,626 -0,202 
VMG2 0,045 1 0,065 0,029 -0,016 0,988 -0,057 0,134 0,017 0,455 0,023 -0,017 -0,005 -0,011 0,100 -0,123 
VMG3 0,218 0,065 1 0,166 -0,069 0,034 -0,063 0,368 -0,075 0,003 0,120 -0,183 -0,026 -0,043 0,066 -0,064 
VMG4 0,965 0,029 0,166 1 0,276 0,027 0,007 0,071 0,048 0,123 0,980 0,039 0,013 0,000 0,607 -0,231 
VMG5 0,210 -0,016 -0,069 0,276 1 -0,015 -0,065 0,144 -0,101 0,033 0,331 -0,037 -0,020 0,183 -0,473 -0,057 
VMG6 0,044 0,988 0,034 0,027 -0,015 1 -0,087 0,121 0,017 0,432 0,021 -0,023 -0,018 -0,011 0,188 -0,117 
VMG7 -0,009 -0,057 -0,063 0,007 -0,065 -0,087 1 -0,271 0,093 -0,039 -0,008 0,209 0,131 -0,063 -0,169 0,161 
VMG8 0,016 0,134 0,368 0,071 0,144 0,121 -0,271 1 -0,087 0,102 0,076 -0,177 -0,105 -0,020 0,137 -0,211 
VMG9 0,011 0,017 -0,075 0,048 -0,101 0,017 0,093 -0,087 1 0,041 0,048 0,055 0,259 -0,002 0,018 -0,102 
VMSH1 0,078 0,455 0,003 0,123 0,033 0,432 -0,039 0,102 0,041 1 0,135 0,007 0,008 -0,006 0,235 -0,138 
VMSH2 0,909 0,023 0,120 0,980 0,331 0,021 -0,008 0,076 0,048 0,135 1 0,026 0,008 0,021 0,603 -0,237 
VMSH3 0,039 -0,017 -0,183 0,039 -0,037 -0,023 0,209 -0,177 0,055 0,007 0,026 1 0,208 -0,019 -0,031 -0,086 
VMSH4 0,013 -0,005 -0,026 0,013 -0,020 -0,018 0,131 -0,105 0,259 0,008 0,008 0,208 1 -0,009 -0,020 -0,021 
VMSH5 0,003 -0,011 -0,043 0,000 0,183 -0,011 -0,063 -0,020 -0,002 -0,006 0,021 -0,019 -0,009 1 0,063 -0,030 
VMSH6 0,626 0,100 0,066 0,607 -0,473 0,188 -0,169 0,137 0,018 0,235 0,603 -0,031 -0,020 0,063 1 -0,174 
INSOLV -0,202 -0,123 -0,064 -0,231 -0,057 -0,117 0,161 -0,211 -0,102 -0,138 -0,237 -0,086 -0,021 -0,030 -0,174 1 
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4.3.6.2  Análisis Confirmatorio 
 
A continuación aparecen los resultados del modelo 
logit estimado para el sector hostelería según M.II. 
 
4.3.6.2.1  Modelo Logit Sector Hostelería 
 
Como en el resto de los modelos estimados, se 
aplicará el método de máximo verosimilitud, de forma que 
se irán realizando sucesivas iteraciones hasta obtener la 
estimación más probable. En la tabla 4.66 se muestran los 
resultados obtenidos.  
 
Las variables que han sido seleccionadas por el 
modelo han sido VMG2, VMG4 y VMG6. Además, se puede 
apreciar que VMG2 y VMG4 presentan signo negativo, lo 
cual denota una relación inversa con la insolvencia. Por el 
contrario, VMG6 presenta un signo positivo, evidenciando 
que cuanto más alto es este ratio mayor es la probabilidad 
de que la empresa entre en quiebra. 
 
En el caso de VMG6, al tener un Odds Ratio de 2,080 
indica que cuando el ratio Quick aumenta en un punto, la 
probabilidad de que la empresa sea insolvente, respecto a 
la probabilidad de que no lo sea, aumenta 2,080 veces. 
 
Finamente, también es destacable que tanto la 
prueba Ómnibus como la matriz de clasificación (se han 
clasificado correctamente el 81,0% de las empresas) y el 
test de Hosmer y Lemeshow apuntan a un ajuste adecuado 
del modelo. 
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TABLA 4.66 MODELO LOGIT 
SECTOR HOSTELERÍA. M.II 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus  0,000 
Significatividad Test de Hosmer y Lemeshow  0,082 
-2 log verosimilitud (-2LL)  234,212 
R2 Cox & Snell   0,284 
R2 Nagelkerke   0,379 
Matriz de clasificación   % 
Dentro de la muestra  72,6 
 Insolventes  69,8 
 Solventes  75,7 
Muestra de testeo  81,0 
 Insolventes  79,1 
 Solventes  82,9 
Variables Coeficiente Odds ratio Significatividad 
VMG2 -0,476 0,621 0,058 
VMG4 -14,835 0,000 0,000 
VMG6 0,733 2,080 0,010 
Constante 0,231 1,259 0,317 
Notas: VMG2 = Activo Corriente/Pasivo Corriente; VMG4 = EBIT/Total Activo; 
VMG6 = Quick Ratio. 
 
4.3.7  COMPARACIÓN DEL MODELO GLOBAL CON LOS 
MODELOS SECTORIALES EN M.II. 
 
Una vez obtenidos los modelos de regresión para 
cada uno de los sectores objeto de este estudio y para el 
modelo global (obtenido con una muestra compuesta por 
empresas de todos los sectores), procede a dar respuesta 
a la hipótesis H1 formulada en el capítulo primero de esta 
tesis, en referencia a M.II. Esta hipótesis plantea si un 
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modelo global era igual o distinto a los modelos sectoriales 
estimados a partir de muestras específicas de cada sector. 
 
A tal efecto, y conforme a los resultados que 
aparecen en la tabla 4.67, es posible concluir que los 
modelos estimados son diferentes, pues presentan  
regresores distintos. Por consiguiente, se acepta la 
hipótesis H1 planteada.  
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TABLA 4.67 MODELOS GLOBAL Y SECTORIALES OBTENIDOS PARA M.II 




Prueba Ómnibus 0,000 0,000 0,000 0,000 0,000 0,000 
Test Hosmer-Lemeshow 0,100 0,210 0,189 0,117 0,374 0,082 
R2 Nagelkerke 0,365 0,327 0,832 0,496 0,277 0,379 
Matriz de  
Clasificación (%) 
      
Fuera de la Muestra       
Solventes 74,3 45,0 83,3 76,6 79,7 82,9 
Insolventes 71,1 88,5 72,5 72,1 79,4 79,1 
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4.3.8 MODELO LOGIT GLOBAL CON VARIABLES 
CUALITATIVAS SECTORIALES 
 
En este apartado se aborda el contraste de la 
hipótesis H2 sobre si la inclusión de variables cualitativas 
(representativas de los sectores) en el modelo global, 
mejora el ajuste y la precisión del mismo. 
 
Para dar respuesta a esta cuestión, se abordará, en 
primer lugar, la estimación de un modelo global elaborado 
con una muestra de todos los sectores económicos para 
M.II introduciendo variables dummys representativas de 
dichos sectores. En segundo lugar, se compararan los 
resultados así obtenidos con los correspondientes al 
modelo global estimado sin la participación de esas 
variables cualitativas. 
 
Los resultados del modelo Logit global con dummys 
estimado para M.II aparecen en la tabla 4.68. Las 
variables seleccionadas han sido VMG1, VMG2, VMG3, 
VMG9, y la dummy del sector industria. 
 
Al analizar los signos de los coeficientes obtenidos 
para cada una de estas variables se puede apreciar que 
todas las variables excepto VMG3 presentan signo 
negativo, además del coeficiente de la dummy del sector 
industria. Esto denota una relación inversa con la 
insolvencia. Por lo tanto, cuanto más alto son estos ratios 
menor es la probabilidad de que la empresa entre en 
quiebra. Por su parte, la variable VMG3 presenta signo 
positivo en su coeficiente. En este caso, la relación con la 




insolvencia es directa, es decir, cuanto más alto es el ratio, 
mayor es la probabilidad de insolvencia. 
 
Si se analizan los Odds ratio de las variables, como 
era de suponer, tan solo son mayores que 1 el 
correspondiente a VMG3 en tanto que es la única variable 
con signo positivo, siendo valores menores a 1 en el resto 
de los casos.  
 
En el caso de VMG3 al tener signo positivo y un Odds 
Ratio de 4,470 indica que cuando el ratio Fondo de 
Maniobra/Total Activo aumenta en un punto, la 
probabilidad de que la empresa sea insolvente, respecto a 
la probabilidad de que no lo sea, aumenta 4,470 veces.  
 
Por lo que se refiere a la significatividad de las 
variables incluidas en el modelo, todas las variables 
presentan niveles de significatividad por debajo del 5%, 
salvo la dummy del sector industria, que es significativa al 
10%. 
 
Una vez valorada la significación de cada variable de 
forma individual, procede analizar distintos tests para 
constatar la robustez y precisión del modelo en su 
conjunto. 
 
Por lo que se refiere a la prueba de Razón de 
Verosimilitud (RV) de todos los coeficientes, el valor 
obtenido es de 0,000, concluyéndose que el ajuste es 
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adecuado, dado que al menos uno de los predictores está 
significativamente relacionado con la variable dependiente. 
 
TABLA 4.68 MODELO LOGIT GLOBAL CON VARIABLES 
CUALITATIVAS. M.II 
 
Ajuste del modelo   Valor 
Significatividad prueba Ómnibus   0,000 
Significatividad Test de Hosmer y Lemeshow  0,100 
-2 log verosimilitud (-2LL)  450,885 
R2 Cox & Snell   0,274 
R2 Nagelkerke   0,365 
Matriz de clasificación   % 
Dentro de la muestra  73,3 
 Insolventes  70,8 
 Solventes  75,8 
Muestra de testeo  72,7 
 Insolventes  71,1 
 Solventes  74,3 
Variables Coeficiente Odds ratio Significatividad 
VMG1 -14,530 0,000 0,000 
VMG2 -0,086 0,918 0,024 
VMG3 1,497 4,470 0,000 
VMG9 -0,425 0,653 0,009 
Dummy (Industria) -0,470 0,625 0,083 
Constante -0,048 0,953 0,800 
Notas: VMG1 = Beneficio después de Impuestos/Total Activo; VMG2 = Activo 
corriente/Pasivo corriente; VMG3 = Fondo de Maniobra/Total Activo; VMG9 = 
Beneficio después de Impuestos/Patrimonio Neto. 
 
En segundo lugar, el análisis de la capacidad 
predictiva del modelo mediante la matriz de clasificación 
nos indica que se han clasificado correctamente el 73,3% 
de las empresas, obteniéndose un mayor nivel de 




clasificación en el caso de las empresas solventes, con un 
75,8% de acierto. Con respecto al nivel de clasificación en 
la muestra externa, este porcentaje ha resultado ser del 
72,7%. 
 
La evaluación de la bondad del ajuste del modelo a 
partir del test de Hosmer y Lemeshow indica que no 
existen diferencias significativas entre las clasificaciones 
observadas y predichas. 
 
Finalmente, el coeficiente de Cox y Snell asciende a 
0,274 y el R2 de Nagelkerke alcanza un valor de 0,365. 
 
Una vez estimado y analizado el modelo global con 
variables cualitativas, procede comparar los resultados 
obtenidos con el modelo global sin la inclusión de dichas 
variables de tipo cualitativo. 
 
La comparación va a permitir dar respuesta a la 
segunda hipótesis, sobre la superioridad de un modelo 
global sin dummys sectoriales, frente a un modelo que 
incluyera este tipo de variables representativa de los 
distintos sectores. 
 
Para llevar a cabo esta comparación se han utilizado 
tres criterios de selección de modelos, ya tratados en el 
capítulo 2. Estos criterios son los de Akaike, el bayesiano 
de Schwartz y el criterio de Hannann-Quinn. La regla de 
decisión para los tres criterios es la misma: el mejor 
modelo es el que ofrece el menor valor en la comparación. 
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De acuerdo con esta regla, y como puede 
comprobarse a partir de los valores que aparecen en la  
tabla 4.69, el modelo global con dummys es superior al 
modelo global estimado sin la participación de variables 
cualitativas sectoriales, en M.II. De esta forma, los 
resultados obtenidos permiten aceptar la hipótesis H2 
implicando que la inclusión de variables cualitativas 
representativas de sectores económicos enriquece y 
aumenta la capacidad de explicación del modelo global. 
 
 
TABLA 4.69 COMPARACIÓN DE MODELOS GLOBALES. 
M.II. 
 





Prueba Ómnibus 0,000 0,000 
Test Hosmer-Lemeshow 0,139 0,100 
R2 Nagelkerke 0,359 0,365 
Matriz de  
Clasificación (%) 
  
Fuera de la Muestra   
Solventes 72,3 74,3 
Insolventes 69,9 71,1 
Total 71,1 72,7 
Criterio de Akaike 461,92 458,89 
Criterio de Schwartz 468,52 466,19 









4.3.9  ANÁLISIS DE ROBUSTEZ  
 
En este apartado se llevará a cabo un análisis de la 
robustez de los resultados obtenidos en los diferentes 
modelos, tal y como se efectuó también para la muestra 
M.II. Este análisis constará de dos partes: por un lado, 
ofrecerá los resultados de una validación cruzada de los 
modelos, comprobando la capacidad del modelo global con 
variables cualitativas para producir buenos resultados 
utilizando las muestras de cada uno de los sectores. Por 
otro lado, se aplicarán los criterios de Akaike, de Schwartz 
y de Hanann-Quinn, todos ellos criterios informativos de 
selección de modelos. 
 
Este análisis de robustez permitirá conocer si se 
acepta o se rechaza la hipótesis H3 planteada, y que hace 
referencia a la capacidad del modelo global con dummys 
para predecir correctamente con las muestras de los 
diferentes sectores. 
 
De los resultados que aparecen en las tablas 4.70 y 
4.71, donde se lleva a cabo la validación cruzada del 
modelo global con dummys para M.II en las distintas 
muestras sectoriales, se deduce que dicho modelo global 
es capaz de predecir con éxito sobre las distintas muestras 
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TABLA 4.70 RESULTADOS DE LOS MODELOS DE REGRESIÓN LOGÍSTICA PARA M.II. 
 




Prueba Ómnibus 0,000 0,000 0,000 0,000 0,000 0,000 
Test Hosmer-Lemeshow 0,100 0,210 0,189 0,117 0,374 0,082 
R2 Nagelkerke 0,365 0,327 0,832 0,496 0,277 0,379 
Matriz de  
Clasificación (%) 
      
Fuera de la Muestra       
Solventes 74,3 45,0 83,3 76,6 79,7 82,9 
Insolventes 71,1 88,5 72,5 72,1 79,4 79,1 
Total 72,7 69,6 78,1 74,5 79,5 81,0 
Criterio de Akaike 729,50 102,33 84,26 373,28 373,38 240,21 
Criterio de Schwartz 736,19 104,75 101,17 383,70 379,58 245,68 
Criterio de Hannann-Quinn 726,16 100,36 76,86 368,15 369,02 237,71 




TABLA 4.71 ROBUSTEZ REGRESIÓN LOGÍSTICA DEL MODELO GLOBAL CON VARIABLES CUALITATIVAS. M.II. 




Prueba Ómnibus 0,004 0,000 0,000 0,000 0,000 
Test Hosmer-Lemeshow 0,578 0,402 0,654 0,600 0,100 
R2 Nagelkerke 0,369 0,415 0,374 0,461 0,605 
Matriz de  
Clasificación (%) 
     
Fuera de la Muestra      
Solventes 69,2 79,3 72,0 75,9 76,6 
Insolventes 63,6 72,2 69,4 74,7 84,0 
Total 66,7 75,9 70,8 75,3 80,4 
Criterio de Akaike 58,72 175,93 170,28 167,73 131,49 
Criterio de Schwartz 63,55 183,45 177,23 174,93 138,77 
Criterio de Hannann-Quinn 54,77 172,64 166,86 164,37 128,14 
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4.4  ANÁLISIS COMPARATIVO DE RESULTADOS 
 
En la tabla 4.72 aparece los resultados de la 
comparación de regresores entre los modelos globales y 
los modelos sectoriales correspondientes a M.I y M.II. 
Conforme a dichos resultados se comprueba que los 
modelos globales y sectoriales tanto en M.I como en M.II 
son distintos. Es decir, aunque pueden contener regresores 
comunes en algunos casos, no son modelos iguales. Por 
tanto, queda aceptada definitivamente la Hipótesis H1 
sobre las diferencias en ambos tipos de modelos. 
 
En relación con la hipótesis H2, sobre la introducción 
de variables cualitativas sectoriales en los modelos 
globales, la tabla 4.73 ofrece una comparación de los 
resultados obtenidos tanto para M.I como para M.II. Como 
se puede comprobar, la inclusión de variables dummys 
mejora los modelos globales estimados a tenor de la 
comparación efectuada mediante los criterios de Akaike, 
Schwartz y Hannann-Quinn. 
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TABLA 4.72  COMPARACIÓN ENTRE LOS MODELOS GLOBALES Y SECTORIALES EN M.I Y M.II 
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TABLA 4.73 COMPARACIÓN ENTRE LOS MODELOS 
GLOBALES EN M.I Y M.II. 
 
 M.I M.II 














Criterio de Akaike (AIC) 398,74 330,40 461,92 458,89 
Criterio de Schwartz (BIC) 405,34 341,35 468,52 466,19 
Criterio de Hannan-Quinn (HQC) 395,25 325,39 458,42 455,55 
 
Finalmente, y en relación a la hipótesis H3, relativa a 
si el modelo global era capaz de predecir correctamente 
con las muestras de los diferentes sectores, los resultados 
que aparecen en la tabla 4.74 indican que esta hipótesis es 
aceptada solo parcialmente. Se ha podido comprobar que 
el modelo del sector industria en M.II es superior al 
modelo global estimado. 
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TABLA 4.74  RESULTADOS DE LA COMPARACIÓN ENTRE MODELOS GLOBALES Y SECTORIALES 
 
 1 AÑO ANTES QUIEBRA (M.I)  2 AÑOS ANTES QUIEBRA (M.II) 
 AIC BIC HQC  AIC BIC HQC 
AGRICULTURA        
Modelo 84,31 87,96 81,36  102,33 104,75 100,36 
Validación Cruzada 56,34 63,64 50,43  58,72 63,55 54,77 
INDUSTRIA        
Modelo 175,94 190,97 169,36  84,26 101,17 76,86 
Validación Cruzada 112,69 123,96 107,75  175,93 183,45 172,64 
CONSTRUCCIÓN        
Modelo 270,01 278,69 265,73  373,28 383,70 368,15 
Validación Cruzada 128,25 138,68 123,12  170,28 177,23 166,86 
COMERCIO Y SERVICIOS        
Modelo 229,61 240,41 224,56  373,38 379,58 369,02 
Validación Cruzada 117,10 127,90 112,05  167,73 174,93 164,37 
HOSTELERÍA        
Modelo 259,87 268,98 255,70  240,21 245,68 237,71 
Validación Cruzada 98,44 109,38 93,43  131,49 138,77 128,14 
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A continuación se analizarán de forma 
pormenorizada los resultados obtenidos para predecir la 
insolvencia en los modelos globales y en los modelos 
sectoriales, utilizando información correspondiente a 1 y 2 
años antes de la quiebra. 
 
En relación con los modelos estimados con 
información disponible 1 año antes de la quiebra (M.I), los 
modelos obtenidos, tanto los sectoriales como los modelos 
globales (sin y con dummys) han alcanzado buenos 
resultados, en términos del porcentaje de clasificación 
obtenido en la muestra de testeo. Estos porcentajes 
oscilaron entre el 75,6% logrado por el modelo del sector 
agricultura, pasando por el 89,2% obtenido por el modelo 
del sector industrial y llegando al 91,2% registrado por el 
modelo del sector hostelería.  
 
Hay que apuntar que todos los modelos sectoriales 
han incorporado variables explicativas que la literatura 
previa identificó como particulares de ese sector de 
actividad. Así, en el sector agricultura destacó la variable 
VMSA2 (EBIT/Gastos Financieros), en el sector industria 
destacó VMSI7 (Resultado de Explotación/Patrimonio 
Neto), en el sector construcción VMSC1 (Gastos 
Financieros/EBIT), en el sector comercio y servicios 
VMSCS4 (Ventas/Existencias) y en el sector de hostelería 
VMSH1 y VMSH3 (EBITDA/Pasivo corriente y Total Deuda 
Financiera/EBITDA).  
 
Por su parte, los modelos globales, sin variables 
cualitativas sectoriales y con ellas, consiguieron unos 
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porcentajes de clasificación del 80,8 y del 81,7% en la 
muestra de testeo, respectivamente. 
 
Al realizar los tests no paramétricos en el análisis 
exploratorio se comprobó que un gran número de las 34 
variables consideradas se mostraban como variables 
estadísticamente relevantes en la predicción de la 
insolvencia en los diferentes sectores económicos 
considerados, siendo pocas las que no han mostrado 
ningún signo de relevancia. Así, en el sector de agricultura 
solo con VMG59 y VMG810 se aceptó la hipótesis nula de 
igualdad de parámetros en las distribuciones de empresas 
solventes e insolventes. En industria, sólo VMG5. En el 
sector de construcción, VMG311  y VMG5. En comercio y 
servicios, VMG3 y VMSCS412 y en el sector hostelería, solo 
VMG913. Finalmente, en la muestra global, únicamente la 
variable VMG8 aceptó la hipótesis nula en los tests no 
paramétricos. 
 
Los resultados obtenidos en el análisis confirmatorio 
confirmaron los obtenidos en el análisis exploratorio, 
resultando explicativas de los modelos Logit estimados 
aquellas variables que previamente se habían mostrado 
como relevantes estadísticamente, con las únicas 
excepciones VMG5 en el sector industria, y VMG3 y 
VMSCS4 en el sector comercio y servicios, que resultaron 
                                   
 
9VMG5=Total Ingresos/Total Activo 
10VMG8= Activo Corriente/Total Activo 
11VMG3=Fondo de Maniobra/Total Activo 
12VMSCS4= Ventas/Existencias 
13VMG9= Beneficio después de Impuestos/Patrimonio Neto 
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ser predictores significativos en los modelos sectoriales 
respectivos de predicción y, sin embargo, no presentaron 
la suficiente relevancia estadística en los tests no 
paramétricos. 
 
Así, las variables explicativas de la insolvencia en el 
sector de agricultura 1 año antes de la quiebra fueron 
VMG1, VMG6 y VMSA2. En el sector de industria resultaron 
como variables explicativas VMG1, VMG2, VMG3, VMG4, 
VMG5, VMG6, VMG8 y VMSI7. En el sector de la 
construcción resultaron ser las variables VMG1, VMG6, 
VMG7, VMG8 y VMSC1. En las empresas pertenecientes al 
sector de comercio y servicios VMG1, VMG2, VMG3, VMG7, 
VMG8 y VMSCS4. Por su parte, en el sector de la 
hostelería, los predictores significativos de la insolvencia 
en M.I fueron VMG1, VMG2, VMG5, VMSH1 y VMSH3. 
Finalmente, en el modelo global sin dummys, VMG1, 
VMG3, VMG4 y VMG5 resultaron ser los predictores 
significativos, y en el modelo global con dummys VMG1, 
VMG2, VMG3, VMG4, VMG6 y las dummys de comercio y 
servicios. 
 
Como puede comprobarse, la rentabilidad sobre 
activos (ROA), con la nomenclatura VMG1, resultó 
explicativa en todos los modelos estimados. Como era de 
esperar, en todos los modelos aparece con signo negativo 
respecto de la insolvencia señalando que, cuanto mayor 
sea el beneficio neto obtenido por la empresa por unidad 
monetaria invertida en su activo, menor será la 
probabilidad de que sea insolvente.  
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Si analizamos los coeficientes y los Odds ratios 
obtenidos por esta variables en los distintos modelos 
estimados se comprueba que es la variable que mayor 
coeficientes presenta en valores absolutos. Sin embargo, 
es la que menores Odds ratio registra (0,000 en todos los 
casos). 
 
Otras tres variables han aparecido como comunes en 
casi todos los modelos: VMG2, VMG3 y VMG6. En el caso 
de VMG2 (Activo Corriente/Pasivo Corriente) y VMG6 
(Quick Ratio), aparecen como variables altamente 
correlacionadas en prácticamente todos los sectores 
económicos, con valores del coeficiente de Pearson 
superiores a 0,9. Son variables expresivas de la liquidez a 
corto plazo, lo que viene a evidenciar la importancia de 
este parámetro en relación con la insolvencia, con 
independencia del tipo de sector económico del que se 
trate. En este sentido, resulta oportuno pensar que una de 
las causas más inmediatas de la insolvencia son los 
problemas de liquidez, que terminan precipitando el fallo 
empresarial, entendido como la imposibilidad de atender 
las obligaciones contraídas con los acreedores. Por su 
parte, la variable VMG3 incidiría en esta cuestión desde 
otra perspectiva, al ponerse de manifiesto que una 
diferencia positiva y creciente de activos corrientes frente 
a pasivos corrientes, en relación con el tamaño de la 
empresa, termina teniendo repercusión sobre la 
insolvencia empresarial. 
 
Parece razonable, pues, que estas tres variables 
relacionadas con la capacidad de la empresa de atender 
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sus obligaciones a corto plazo sean las que hayan 
aparecido prácticamente en todos los modelos y sectores, 
con información de 1 año antes de la quiebra. 
 
En este mismo sentido, entendemos que las 
variables representativas del endeudamiento total, de 
cargas financieras y de recursos generados, como VMG7 
(Total Deuda/Total Activo), VMSC1 (Gastos 
Financieros/EBIT) y VMSH3 (Total Deuda 
Financiera/EBITDA) hayan aparecido de manera casi 
exclusiva como predictores significativos de la insolvencia 
en tres sectores económicos, como en construcción, en 
comercio y servicios, y en hostelería. 
 
Si comparamos los resultados obtenidos en la 
literatura previa en los denominados modelos 
descentrados, o elaborados a partir de muestras 
heterogéneas de sectores, con los estimados en esta tesis, 
puede constatarse que los resultados obtenidos se sitúan 
en un rango intermedio, existiendo trabajos previos que 
muestran mejores y peores resultados. Así, encontramos 
trabajos que presentan excelentes resultados en la 
muestra de testeo como el de Shuk-Wern et al. (2011), 
con un porcentaje de acierto del 90,0%, y otros que se 
sitúan por debajo de nuestros resultados como el de 
Charalambous et al. (2000) con un 77,9% en el testeo, e 
incluso el resultado de Chen et al. (2011) con un 
porcentaje de acierto en la muestra de testeo del 64,5%.  
 
Con respecto a las variables utilizadas, hay mucha 
heterogeneidad, sin encontrase un patrón común entre los  
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trabajos previos y los modelos globales desarrollados en el 
presente trabajo de investigación. Hay algunas variables 
comunes como, por ejemplo, VMG2, VMG4 y VMG5, que 
han sido utilizadas en el trabajo de Shuk-Wern et al. 
(2011). También encontramos que VMG1 y VMG3 fueron 
empleadas también en el trabajo de Chen et al. (2011), no 
apareciendo ninguna variable en común con el trabajo de 
Charalambous et al. (2000).  
 
En relación con el modelo estimado para el sector 
agricultura, tan solo el trabajo de Vavrina et al. (2013) 
empleó la regresión logística en su estudio, con un 
porcentaje de clasificación en la muestra de entrenamiento 
del 71,9% para año antes de la quiebra. En este sentido, 
nuestro modelo ofrece un mejor resultado, alcanzando el 
78,5% en la muestra de entrenamiento y el 75,6% en la 
muestra de testeo.  
 
Nuestro modelo estimado del sector industrial para 
M.I. obtuvo un resultado en la muestra de validación del 
89,2%, resultado muy similar al obtenido por Lin (2009) 
con un 89,4% en la muestra de testeo. Tan solo supera 
nuestro resultado el modelo de Zhang et al. (2013), con 
un poder de clasificación en la validación del 95,2%. Por 
debajo de estos resultados se encuentran los trabajos de 
Zhang et al. (1999), Darayseh et al. (2003) y el de Yi-
Chung et al. (2005).  
 
Con el trabajo de Lin (2009) únicamente 
encontramos en común la variable VMG5. Con el trabajo 
de Zhang et al. (2013) tan solo se comparten las variables 
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VMG1 y VMSI7, siendo esta última una de las variables 
que emergió como específica en los modelos revisados del 
sector industrial. 
 
En el sector de la construcción nuestro resultado se 
ha situado en el 81,5% de acierto en la clasificación con la 
muestra de testeo para M.I., que mejora el resultado 
obtenido por Mínguez (2006), pues alcanzó sólo un 76,9%. 
Entre las variables utilizadas, compartimos con Mínguez 
(2006) la variable VMG1 y con Treewichayapong et al. 
(2011) las variables VMG1, VMG7 y VMG8. 
 
Por lo que se refiere al sector comercio y servicios, 
nuestro modelo ha obtenido un porcentaje de clasificación 
del 83,5% en la muestra de testeo. Este porcentaje es 
inferior al obtenido por Youn y Zheng (2010), que 
obtuvieron un 95% de acierto en la muestra de testeo 1 
año antes del fallo empresarial. Por debajo de estos 
resultados se encuentra el modelo de Kim (2011) que 
obtuvo un porcentaje con la muestra de entrenamiento del 
80,0%.  
 
El mejor modelo estimado para M.I. resultó ser el del 
sector de hostelería, con un porcentaje de acierto en la 
clasificación del 91,2%. Si bien este es un resultado 
notable, se encuentra algo por debajo del obtenido por 
Kim y Gu (2006b) que consiguió un 93%. Dos años antes 
de la quiebra, nuestro modelo del sector de hostelería 
registró un porcentaje de acierto del 81,0% en la muestra 
de testeo. Los trabajos de Kim y Gu (2006a) y Youn y Gu 
(2010a) registraron, dos años antes de la quiebra, un 84% 
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y un 85% de acierto con la muestra de entrenamiento. Sin 
embargo ellos no validaron sus modelos con muestras de 
testeo.  
 
Cabe destacar que el objetivo de obtener unas 
conclusiones comparables con los trabajos realizados por 
el resto de autores sobre predicción de insolvencia nos ha 
llevado también a utilizar un gran número de variables, 
que se corresponderían con todas las que inicialmente 
fueron consideradas en los diferentes trabajos de 
investigación, inclusive aquéllas que finalmente no 
resultaron explicativas en los mismos. Este hecho hace 
que muchas de estas variables sean bastante similares y 
muestren información con escasas diferencias, 
presentando altos niveles de correlación entre ellas, si bien 
no se ha prescindido de ninguna con objeto de obtener 
unas conclusiones más robustas.  
 
Los resultados obtenidos por los modelos estimados 
con información disponible de dos años antes de la quiebra 
obtuvieron peores resultados que los obtenidos para M.I., 
hecho este habitual en los modelos de predicción de la 
insolvencia. En concreto, los resultados oscilaron entre el 
69,6% de clasificación registrado en el modelo del sector 
agricultura, el 78,1% obtenido por el modelo del sector 
industrial, hasta el 81,0% registrado por el modelo del 
sector hostelería. A diferencia de lo ocurrido en M.I., no 
todos los modelos estimados en M.II. mostraron variables 
específicas de sector. Así, con la excepción de los modelos 
del sector de comercio y servicios y del sector de 
hostelería, el resto de modelos sectoriales sí contaron con 
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predictores significativos específicos de su sector. En el 
sector agricultura destacó la variable VMSA1 (Fondos 
Propios/Total Deuda), en el sector industria destacó VMSI4 
(Fondos Propios/Pasivo No Corriente) y en el sector 
construcción VMSC1 (Gastos Financieros/EBIT). Por su 
parte, los modelos globales, sin variables cualitativas 
sectoriales y con ellas, consiguieron unos porcentajes de 
clasificación del 71,1 y del 72,7%, respectivamente.  
 
El análisis exploratorio llevado a cabo en M.II. 
mostró que prácticamente todas las variables consideradas 
fueron relevantes en la predicción de la insolvencia en los 
diferentes sectores, siendo muy pocas las que no 
mostraron ningún signo de relevancia. Así, en el sector de 
construcción solo para VMG3 y VMG8 14  se aceptó la 
hipótesis nula de igualdad de parámetros en las 
distribuciones de empresas solventes e insolventes. En 
industria, solo para VMSI315. En el sector de construcción, 
para VMG316 y VMG5. En comercio y servicios, para VMG9, 
VMG5 y VMSCS417y VMSCS518 y, por último, en el sector 
hostelería, para VMG319 . Además, en la muestra global 
todas las variables rechazaron la hipótesis nula en los tests 
no paramétricos. 
 
                                   
 
14VMG8 = Activo Corriente/Total Activo 
15(Activo corriente - Pasivo corriente)/Total Capital 
16VMG3 = Fondo de Maniobra/Total Activo 
17VMSCS4 = Ventas/Existencias 
18 Ventas/Total Activo 
19Fondo de Maniobra/Total Activo 
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Los resultados obtenidos en el análisis confirmatorio 
corroboraron los obtenidos en el análisis exploratorio, 
resultando explicativas en los modelos Logit estimados 
aquellas variables que previamente se habían mostrado 
como relevantes estadísticamente, con la única excepción 
de VMG3 en el sector de la construcción, que resultó ser 
significativa en el modelo sectorial y, sin embargo, no 
presentó la suficiente relevancia estadística en los tests no 
paramétricos. 
 
Así, las variables explicativas de la insolvencia en el 
sector de agricultura fueron las variables VMG1 y VMSA1, 
para dos años antes de la quiebra. En el sector de 
industria resultaron como variables explicativas VMG1, 
VMG2, VMG3, VMG4, VMG6, VMG7, VMG8, VMG9 y VMSI4. 
En el sector de la construcción resultaron ser las variables 
VMG1, VMG3, VMG6, VMG7, VMG8 y VMSC1. En las 
empresas pertenecientes al sector de comercio y servicios 
VMG1, VMG2, VMG3 y VMG7. Por su parte, en el sector de 
la hostelería, los predictores significativos de la insolvencia 
en M.II. fueron VMG2, VMG4 y VMG6. Finalmente, en el 
modelo global sin dummys, VMG1, VMG2, VMG3 y VMG9 y 
en el modelo global con dummys VMG1, VMG2, VMG3, 
VMG9, y la dummy de industria. 
 
A excepción del modelo del sector de hostelería 
estimado para M.II., en todos los modelos la rentabilidad 
sobre activos (ROA), con la nomenclatura VMG1, resultó 
explicativa. Como era de esperar, en todos aparece con 
signo negativo respecto de la insolvencia señalando que, 
cuanto mayor sea el beneficio neto obtenido por la 
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empresa por unidad monetaria invertida en su activo, 
menor será la probabilidad de que sea insolvente.  
 
Otras tres variables han aparecido como comunes en 
casi todos los modelos: VMG2, VMG6 y VMG7. En el caso 
de VMG2 (Activo Corriente/Pasivo Corriente) y VMG6 
(Quick ratio), al igual que en M.I., aparecen como 
variables altamente correlacionadas en prácticamente 
todos los sectores económicos, con valores del coeficiente 
de Pearson superiores a 0,9. Son variables representativas 
de la liquidez a corto plazo, lo que viene a evidenciar la 
importancia de este parámetro en relación con la 
insolvencia, con independencia del tipo de sector 
económico del que se trate y, lo que resulta más 
esclarecedor, a un plazo menos inmediato con respecto al 
desenlace del fallo empresarial, entendido como la 
imposibilidad de atender las obligaciones contraídas con 
los acreedores no ya a corto plazo, como en M.I., sino a un 
mayor plazo como así nos lo ponen de manifiesto los 
modelos estimados en M.II. 
 
En este plazo de M.II. sí emerge, como una variable 
destacada en tres de los modelos, la variable VMG7 (Total 
Deuda/Total Activo), expresiva del efecto que el volumen 
de endeudamiento genera en el balance de una empresa y 
su relación con la insolvencia. 
 
Si comparamos los resultados obtenidos en la 
literatura previa sobre los denominados modelos 
descentrados, o elaborados a partir de muestras 
heterogéneas de sectores, con los estimados en esta tesis, 
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puede constatarse que los resultados obtenidos se sitúan 
en un rango intermedio, existiendo trabajos previos que 
muestran mejores y peores resultados, siempre y cuando 
empleen regresión logística. Dos años antes de la quiebra, 
Charalambous et al. (2000) da un porcentaje de acierto en 
la muestra de testeo del 68,6%, situándose unos puntos 
porcentuales por debajo de nuestro modelo. 
 
En relación con el modelo estimado para el sector 
agricultura, los resultados de nuestro modelo en M.II. 
muestran un resultado de clasificación con la muestra de 
testeo del 69,6%, algo mejor que el modelo de Vavrina et 
al. (2013), que obtiene un 64,4%. Por otra parte, la única 
variable significativa que aparece en nuestro modelo y que 
se utiliza también en el trabajo de Vavrina et al. (2013) es 
VMG1. 
 
El modelo industrial estimado con la muestra M.II 
registró un resultado del 78,1% en la muestra de testeo. 
No podemos comparar este resultado ya que sólo Lin 
(2009) ofrece un porcentaje de clasificación, y es del 
71,7% para tres años antes de la quiebra.  
 
En el sector de la construcción, y en referencia a las 
variables utilizadas, compartimos con Mínguez (2006) la 
variable VMG1 y con Treewichayapong et al. (2011) las 
variables VMG1, VMG7 y VMG8. 
 
Por lo que se refiere al sector comercio y servicios 
para M.II, nuestro modelo clasificó correctamente un 
79,5% de las empresas de la muetsra, situándose por 
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debajo del modelo de Youn y Zheng (2010) que, en ese 
plazo, registró un poder de clasificación del 85,0%. Las 
únicas variables comunes encontradas con estos estudios 
son las VMG1, VMG2 y VMG8, que se usaron también en el 
estudio de Youn y Zheng (2010).  
 
El mejor modelo estimado para M.II. volvió a ser el 
del sector de hostelería, con un porcentaje de clasificación 
correcto del 81,0% en la muestra de testeo. Los trabajos 
de Kim y Gu (2006a) y Youn y Gu (2010a) registraron, dos 
años antes de la quiebra, un 84% y un 85% de acierto con 
la muestra de entrenamiento, pero no testaron sus 
modelos. En M.II., nuestro modelo no incorporó, como 
variables significativas, ninguna variable específica de 
sector. 
 
Como consecuencia de las conclusiones anteriores y 
de la investigación documental y empírica desarrollada 
creemos que el presente trabajo de investigación 
contribuye al conocimiento financiero empresarial en 
diferentes aspectos. En primer lugar, consigue dilucidar 
una cuestión que, aunque ya apuntada por otros autores 
no había sido objeto de estudio específico con un diseño, 
un método y una muestra específica. 
 
En segundo lugar, permite sacar conclusiones a la 
hora de abordar una estrategia de predicción de la 
insolvencia en diferentes sectores económicos. 
Prácticamente en todos los casos, un modelo global es 
capaz de predecir con éxito la insolvencia en muestras de 
empresas pertenecientes a sectores económicos concretos, 
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lo que implicaría un ahorro de costes considerable en la 
elaboración y desarrollo de numerosos modelos 
sectoriales. 
 
En tercer lugar, este trabajo ha puesto de manifiesto 
el concurso de variables explicativas sectoriales, de 
carácter específico, que permiten tener un conocimiento 
mucho más concreto de los factores que explican la 
insolvencia. El conocimiento de estas variables como 
específicamente sectoriales en la explicación del fracaso 
empresarial puede ayudar a los agentes económicos y 
usuarios de esta información a actuar preventivamente. 
 
Por último, y dado que el primer paso en la gestión 
de los riesgos es realizar una medición de los mismos, una 
adecuada puntuación del riesgo de quiebra puede ayudar 
en este sentido. Por ello, antes de la decisión de utilizar un 
determinado modelo, la empresa necesita fundamentos 
que le orienten en las limitaciones de éstos y sobre cuál de 
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El objetivo de la presente tesis doctoral es cubrir el 
gap existente en la literatura en relación con la cuestión de 
la supuesta superioridad de los modelos descentrados, 
frente a los centrados, a la hora de predecir la insolvencia 
empresarial. Se ha tratado de dilucidar esta cuestión con 
un diseño ad-hoc, superando la ausencia de conclusiones 
definitivas sobre esta cuestión en la literatura previa 
debido a la disparidad de métodos, enfoques, bases de 
datos disponibles, periodos temporales y países. 
 
Para resolver esta cuestión, se ha tomado una base 
de datos, formada tanto por empresas solventes como 
insolventes, pertenecientes a cinco sectores diferenciados: 
agricultura, industria, construcción, comercio y servicios, y 
sector de hostelería, a partir de los datos proporcionados 
por SABI (Sistema de Análisis de Balances Ibéricos). Los 
datos utilizados para este estudio se corresponden al 
periodo comprendido entre el año 2010 y el año 2012. 
 
Se han construido modelos sectoriales o centrados y 
modelos globales o descentrados para un año y dos años 
antes de la entrada en quiebra (M.I y M.II). Se han 
considerado un total de 1.287 y 1.290 empresas en 
situación de quiebra, para M.I y M.II, respectivamente.  
 
La metodología aplicada para la obtención de los 
modelos ha sido la construcción de modelos de regresión 
logística, y para la estimación de dichos modelos se 
emplearon 34 variables financieras, así como variables 
dummys representativas de los sectores de actividad bajo 
consideración. Con esta metodología se obtuvo un poder 
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de clasificación que ha oscilado entre un 69,6% (Sector 
Agricultura en M.II) y un 91,2% (Sector Hostelería en 
M.I).  
 
Para la muestra de empresas 1 año antes de la 
entrada en quiebra (M.I.), se estimaron dos modelos 
globales o descentrados. Uno sin la inclusión de variables 
cualitativas sectoriales y otro con la consideración de 
variables dummys sectoriales. 
 
Por lo que se refiere al modelo global sin dummys, 
las variables que resultaron ser significativas en el mismo 
fueron VMG1, VMG3, VMG4 y VMG5. El modelo presentó 
un poder de clasificación en la muestra de testeo del 
80,8%. 
 
El segundo modelo global estimado, con la inclusión 
de variables dummys sectoriales, presentó como variables 
significativas VMG1, VMG2, VMG3, VMG4, VMG6, dummy 
del sector industria y dummy del sector comercio y 
servicios. El porcentaje de clasificación que obtuvo este 
modelo en la muestra de testeo alcanzó el 81,7%, con lo 
que es posible inferir que la inclusión de variables 
cualitativas sectoriales mejora la capacidad predictiva del 
modelo global o descentrado. 
 
Como se ha mencionado, se estimaron igualmente 
cinco modelos sectoriales. El modelo de agricultura para 
M.I contenía las variables VMG1, VMG6 y VMS2, 
alcanzando un resultado de clasificación en la muestra de 
testeo del 75,6%. El modelo de industria ha sido el que 
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más variables significativas ha empleado (VMG1, VMG2, 
VMG3, VMG4, VMG5, VMG6, VMG8 y VMSI7). De la misma 
forma, ha sido el segundo modelo que mejores resultados 
de clasificación ha conseguido, con un 89,2% en la 
muestra de testeo. Por su parte, el modelo del sector de la 
construcción ha estado formado por las variables VMG1, 
VMG6, VMG7, VMG8 y VMSC1, obteniendo un porcentaje 
de clasificación del 81,5%. El modelo estimado para el 
sector de comercio y servicios ha mostrado como 
significativas las variables VMG1, VMG2, VMG3, VMG7, 
VMG8 y VMSCS4, con un poder de predicción del 83,5%. 
Finalmente, el modelo estimado para el sector de 
hostelería empleó las siguientes variables significativas: 
VMG1, VMG2, VMG5, VMSH1 y VMSH3, registrando el 
porcentaje de clasificación más alto de todos los modelos 
sectoriales (91,2% en la muestra de testeo). Hay que 
hacer notar, además, que todos los modelos sectoriales 
contaron en sus modelos con variables específicas 
sectoriales que resultaron ser significativas. Asimismo, la 
variable VMG1 aparece en todos los modelos estimados. 
 
Igualmente, para la muestra de empresas dos años 
antes de la entrada en quiebra (M.II), se estimaron dos 
modelos globales o descentrados. Por lo que se refiere al 
modelo global sin dummys, las variables que resultaron 
ser significativas en el mismo fueron VMG1, VMG2, VMG3 
y VMG9. El modelo presentó un poder de clasificación en la 
muestra de testeo del 71,1%. 
 
El segundo modelo global estimado, con la inclusión 
de variables dummys sectoriales, presentó como variables 
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significativas VMG1, VMG2, VMG3, VMG9 y la dummy del 
sector industria. El porcentaje de clasificación que obtuvo 
este modelo en la muestra de testeo alcanzó el 72,7%, con 
lo que es posible inferir, al igual que ocurrió en M.I, que la 
inclusión de variables cualitativas sectoriales mejora la 
capacidad predictiva del modelo global o descentrado. 
 
Se estimaron igualmente cinco modelos sectoriales 
para M.II. El modelo de agricultura con las variables VMG1 
y VMSA1 ha alcanzando un resultado de clasificación en la 
muestra de testeo del 69,6%. De la misma forma que en 
M.I, el modelo de industria ha sido el que más variables 
significativas ha empleado (VMG1, VMG2, VMG3, VMG4, 
VMG6, VMG7, VMG8, VMG9 y VMSI4). De la misma forma, 
ha sido el tercer modelo que mejores resultados de 
clasificación ha conseguido, con un 78,1% en la muestra 
de testeo. El modelo del sector de la construcción ha 
incluido seis variables (VMG1, VMG3, VMG6, VMG7, VMG8 
y VMSC1), obteniendo un porcentaje de clasificación del 
74,5%. Por su parte, el modelo estimado para el sector de 
comercio y servicios contenía cuatro variables significativas 
(VMG1, VMG2, VMG3 y VMG7), arrojando un poder de 
clasificación del 79,5%. Finalmente, el modelo estimado 
para el sector de hostelería empleó las variables VMG2, 
VMG4 y VMG6, registrando, al igual que en M.I, el 
porcentaje de clasificación más alto de todos los modelos 
sectoriales (81,0% en la muestra de testeo). 
 
Hay que hacer notar que en M.II no todos los 
modelos contaron, entre las significativas, con variables 
específicas sectoriales. Concretamente, los modelos del 
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sector de comercio y servicios y del sector hostelería no 
presentaron, en esta ocasión, variables significativas 
específicas de su sector. 
 
Conforme a lo anterior, los resultados empíricos 
obtenidos nos han permitido aceptar la hipótesis H1, pues 
se han confirmado la existencia de diferencias entre los 
modelos globales y sectoriales (el conjunto de regresores 
que contienen son diferentes, aun siendo algunos 
comunes). Esta hipótesis ha sido verificada tanto para M.I 
como para M.II. 
 
Asimismo, y en relación a la hipótesis H2, la 
evidencia empírica, tanto para M.I como para M.II, sugiere 
que la inclusión de variables cualitativas sectoriales mejora 
los modelos globales estimados, a tenor de la comparación 
efectuada mediante los criterios de Akaike, Schwartz y 
Hannann-Quinn. Por tanto, se confirma la segunda 
hipótesis planteada (H2).  
 
Y en relación con la hipótesis H3 (el modelo global es 
capaz de predecir correctamente con las muestras de los 
diferentes sectores), la evidencia empírica aconseja 
aceptarla solo parcialmente, pues el modelo del sector 
industria en M.II es superior al modelo global testeado en 
la muestra del sector industrial. Para el resto de modelos, 
los modelos globales estimados en M.I y M.II son capaces 
de obtener buenos resultados de predicción en las 
muestras sectoriales. 
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Finalmente, y como consecuencia de los resultados 
del presente trabajo, surgen futuras líneas de investigación 
que consideramos de suma utilidad para perfeccionar los 
modelos de predicción de insolvencia. Así, y en primer 
lugar, sería interesante comprobar si las conclusiones 
obtenidas para la muestra de empresas españolas son 
verificadas en empresas de otros ámbitos geográficos, lo 
que dotaría a estas conclusiones de una elevada capacidad 
de generalización. 
 
Del mismo modo, también podría resultar relevante 
modificar la definición de los sectores considerados, y de 
esta forma comprobar si las conclusiones aquí obtenidas 
serían las mismas en sectores económicos más o menos 
ampliamente definidos. 
 
Además, y dado que los modelos globales 
construidos son capaces de predecir la quiebra de una 
compañía con exactitud, podría investigarse sobre la 
utilidad de los mismos para ayudar a los auditores 
externos a evaluar la viabilidad futura de las empresas 
(going concern). 
 
Por último, y como la eficacia de los modelos 
posiblemente variará en función de las condiciones 
macroeconómicas, sería interesante conocer los resultados 
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