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Abstract
Word embeddings are computed by a class of techniques within natural lan-
guage processing (NLP), that create continuous vector representations of words
in a language from a large text corpus. The stochastic nature of the training
process of most embedding techniques can lead to surprisingly strong instability,
i.e. subsequently applying the same technique to the same data twice, can pro-
duce entirely different results (Hellrich and Hahn, 2016a; Antoniak and Mimno,
2018; Wendlandt et al., 2018). In this work, we present an experimental study
on the instability of the training process of three of the most influential embed-
ding techniques of the last decade: word2vec (Mikolov et al., 2013), GloVe
(Pennington et al., 2014) and fastText (Bojanowski et al., 2016). Based on the
experimental results, we propose a statistical model to describe the instability
of embedding techniques and introduce a novel metric to measure the instability
of the representation of an individual word. Finally, we propose a method to
minimize the instability – by computing a modified average over multiple runs
– and apply it to a specific linguistic problem: The detection and quantification
of semantic change, i.e. measuring changes in the meaning and usage of words
over time.
Zusammenfassung
Word-Embeddings sind das Ergebnis einer Klasse von Methoden in der Com-
puterlinguistik, mit denen kontinuierliche Vektordarstellungen von Wo¨rtern ei-
ner Sprache aus einem großen Textcorpus konstruiert werden. Die stochasti-
sche Natur der Trainingsprozesse dieser Methoden kann zu u¨berraschend großer
Instabilita¨t fu¨hren, das heißt, die zweimalige Anwendung einer Methode auf
einen Textcorpus kann stark variierende Ergebnisse liefern (Hellrich and Hahn,
2016a; Antoniak and Mimno, 2018; Wendlandt et al., 2018). In dieser Arbeit
pra¨sentieren wir eine experimentelle Studie zur Instabilita¨t der Trainingsprozes-
se drei der bedeutendsten Word-Embedding Methoden des letzten Jahrzehnts:
word2vec (Mikolov et al., 2013), GloVe (Pennington et al., 2014) und fast-
Text (Bojanowski et al., 2016). Auf Basis der experimentellen Resultate ent-
wickeln wir ein statistisches Modell zur Beschreibung der Instabilita¨t der Me-
thoden und fu¨hren eine neue Metrik zur Messung der Instabilita¨t der Vektor-
darstellung einzelner Worte ein. Schließlich erarbeiten wir ein Verfahren, um
die Instabilita¨t zu minimieren: Das Bilden eines modifizierten Mittelwerts u¨ber
mehrere Trainingsla¨ufe. Abschließend wird dieses Verfahren auf eine spezifi-
sche linguistische Problemstellung angewandt: Bedeutungswandel – das heißt
A¨nderungen in der Bedeutung und Nutzung von Wo¨rtern – zu erkennen und zu
messen.
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Introduction
In the 1950s, linguists like Joos (1950), Harris (1954) and Firth (1957), formu-
lated the distributional hypothesis – the idea, that words that frequently occur
in the same contexts tend to have similar meanings. This was popularized by
Firth’s claim “a word is characterized by the company it keeps”, which is widely
accepted by linguists today.
Vector semantics, a key area within NLP research in the last decades, is based on
this hypothesis: The aim is to learn representations, usually in the form of real-
valued d-dimensional vectors, of the meaning of individual words (also called
embeddings or word vectors) from their distributions in (large) text corpora.
The first techniques to produce dense vectors that represent the meaning of
words were introduced by Deerwester et al. (1989), and shortly later recast as
LSA: Latent semantic analysis (Deerwester et al., 1990).
More than a decade later, Bengio et al. (2003) applied a neural network model,
using the back-propagation technique of Rumelhart et al. (1986) to statistical
language modelling, specifically, to the task of predicting a word given the two
words to the left and to the right. too this approach, one does not only obtain
the language model, but also the parameters of the model – dense word represen-
tations – that may be used for other, potentially unrelated, tasks. The approach
was further improved by Bengio and Lecun (2007), Collobert and Weston (2008)
and Mnih and Hinton (2009), but it took another decade before word embed-
dings started to rise to the level of relevance they inhibit today.
Research interest grew rapidly after (Mikolov et al., 2013) published a neu-
ral network-based model, called word2vec, that allowed very efficient train-
ing hence enabled the use of training corpora up to a size of 1011 words.
Mikolov et al. (2013c) made the somewhat surprising observation, that these
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distributed representations capture syntactic and semantic regularities in linear
relationships. For example, the vector operation:
~v ( king )− ~v ( man ) + ~v ( woman ) (1)
yields a vector that is closer to the representation of queen than of any other
word.
Thereafter, numerous models inspired by the approach of Mikolov et al. (2013)
were published: Pennington et al. (2014) developedGloVe, a count-based method
with a similar optimization objective to word2vec, which according to the au-
thors, leverages the statistical information more efficiently than the prediction-
based, neural network models. More recently, Bojanowski et al. (2016) intro-
duced fastText, applying theword2vecmodel to sub-word structures (character-
n-grams), instead of words.
This surge in research interest was accompanied and driven by an increasing
number of downstream NLP applications that were found to benefit from the
use of embeddings. Today, Jurafsky and Martin (2019) go as far as to say:
“These representations are used in every NLP application that makes use of
meaning”. A few prominent examples are text classification (Sebastiani, 2002;
Lilleberg et al., 2015; Zhang et al., 2015a), question answering (Tellex et al.,
2003; Yih et al., 2014), named entity recognition (Katharina Siencˇnik, 2015;
Habibi et al., 2017) and information retrieval (Manning et al., 2008; Zuccon et al.,
2015).
Today, contextualized embeddings like ELMo (Peters et al., 2018) and BERT
(Devlin et al., 2018) – neural network-based models, that calculate the condi-
tional representation of a word given its context – outperform the earlier models
mentioned above on most tasks. One of the main advantages of these models
is the ability to differentiate between different word senses of a homonym, e.g.
the representation of the word bank will be vastly different for the two contexts
listed below:
Context 1: He is sitting on the bank of the river.
Context 2: She made a deposit at the bank earlier this morning.
Non-contextualized embedding techniques, on the other hand, assign the same
representation to the word bank in both contexts.
One task where non-contextualized word embeddings – despite their shortcom-
ings – are still widely used today is the detection and measurement of seman-
tic change, i.e. how the meaning of words changes over time (Tang, 2018;
Kutuzov et al., 2018; Tahmasebi et al., 2018). Hamilton et al. (2016b) used
word2vec embeddings, trained on historical corpora to derive statistical laws
of semantic change, e.g. that less frequently used words tend to have higher
rates of semantic change than more frequently used ones, but Dubossarsky et al.
(2017) contested these findings and argued, that they are actually artifacts of
the inherent instability of the embedding techniques.
The problem of the instability of embedding techniques, i.e. the variance be-
tween two models that are subsequently trained with the same technique on the
same training corpus, was raised repeatedly in the last years (Hellrich and Hahn,
2016a; Antoniak and Mimno, 2018; Wendlandt et al., 2018). However, we found
little research on how to minimize the instability and prevent the issues that
are caused by it.
In this work, we examine the instability of different techniques for the training of
non-contextualized word embeddings, propose a method to create more stable
embeddings and apply our findings to the evaluation of semantic change in
different languages.
In Chapter 1 the embedding techniques and text corpora that are relevant for
our experiments, as well as conventions on notation are introduced.
In Chapter 2 we present the – to our knowledge – largest study to date on the
stability of non-contextualized word embeddings: We performed experiments on
three of the most popular methods for non-contextualized word embeddings in
recent years (word2vec, GloVe and fastText), by performing multiple sub-
sequent training runs on Wikipedia corpora in seven languages with numerous
configurations – training more than 10,000 models in total. We were able to
describe the resulting variability accurately with a simple statistical model and
introduce a novel measure to quantify the distance between word embeddings,
that circumvents several problems of the approaches used in most of the previous
work. Finally, we propose a novel distinction between two types of instability,
that yields insights on the internal structure of the different embedding tech-
niques.
In Chapter 3 the influence of the choice of the embedding technique as well
as hyper-parameter settings on the instability is described, before we propose
a novel approach to reduce the instability of the embeddings – by averaging
over aligned samples – that is supported by the statistical model introduced in
Chapter 2 and delivered promising results in our experiments.
Finally, we apply this novel approach to two different problems in the con-
text of semantic change – outlined in Chapter 4: Firstly, task 1 of the Se-
mEval 2020 Workshop (Schlechtweg et al., 2020), where our best submission
ranks 7th and 6th out of 34 participating teams, on the two sub-tasks respec-
tively. And secondly, we used the instability-reducing approach to differentiate
between true semantic change on a large historical corpus and the artifacts
found by Dubossarsky et al. (2017) to confirm the law of conformity proposed
by Hamilton et al. (2016b).
Chapter 1
Prerequisites
In this chapter, we introduce the embedding techniques and text corpora that
are relevant for our experiments; as well as the conventions on notation that are
used in this work.
1.1 Notation
• The vocabulary, i.e. the set of all words for which the respective model
contains a representation is written as V , and its size as |V| =: v. If we
refer to any word of the vocabulary, it is spelled in typewriter font, e.g.
cat.
• Lowercase letters with arrows, like ~u,~v ∈ Rd refer to row vectors of di-
mension d. A model represents every word w ∈ V of the vocabulary as a
word embedding (or word vector) of this shape.
• We use bold capital letters to denote matrices, like an embedding space
Vi ∈ Rv×d, i.e. the stack of embeddings (row vectors) of all words of the
vocabulary, or a matrix-transformation A ∈ Rd×d.
• Corpora, i.e. collections of texts, including the specific preprocessing that
was applied to them, are denoted as C.
• Embedding techniques, like word2vec, GloVe or fastText, along with
all the respective choices for the free parameters of these techniques are
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denoted as T .
• We use Greek capital letters for probability distributions; the Normal
distribution is denoted as N .
• Bold lowercase letters are used for distance metrics d, which capture the
difference between the embeddings of a word w in the two embedding
spaces Vi and Vj .
1.2 Experimental Setup
1.2.1 Embedding Techniques
All results and findings described below are based on the following experimental
setup: We chose three of the most influential techniques for non-contextualized
word embeddings in the last decade, namely word2vec (Mikolov et al., 2013b),
GloVe (Pennington et al., 2014) and fastText (Bojanowski et al., 2016). As
outlined in Table 1.1, these models cover three distinct classes of embedding
techniques. For every technique, we used the latest implementations provided
by the original authors. All models were trained with the default parameters1
and a 300-dimensional embedding space.
Trained on Count-Based Prediction-Based
Words GloVe (2014) word2vec (2013)
Sub-Words fastText (2016)
Table 1.1: Classification of the three different models for non-contextualized
word embeddings that were used within the scope of this work. As one can see,
all three models have distinct and qualitatively different characteristics.
1Forword2vec and fastText, the skip-gram setting was used. For fastText, one change was
made to the default parameters: The initial learning rate lr was set to 0.1, as we found this
setting to increase the score on word analogy tasks for most evaluated languages. And finally,
when training GloVe on the English corpus, we had to restrict the number of iterations to
25, due to technical limitations.
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1.2.1.1 word2vec
As mentioned before, the introduction of word2vec by Mikolov et al. (2013)
lead to a surge of interest within NLP research in the distributed representations
of words, or word embeddings.2 The approach of Mikolov et al. (2013) – because
of its model architecture – is far more efficient in the training of the embeddings
than earlier prediction-based techniques, like the ones developed by Bengio et al.
(2003) or Collobert and Weston (2008), hence enabling the use of larger training
corpora, up to a size of 1011 words. This is reflected in a significant increase in
the quality of the embeddings, compared to the earlier methods – as measured
on word analogy and similarity tasks – and contributed to the increasing use
of the representations in “every NLP application that makes use of meaning”
(Jurafsky and Martin, 2019).
Mikolov et al. (2013) introduced two distinct flavors of the word2vec model:
Continuous bag-of-words and skip-gram. We focus on the latter, since it was
more commonly featured in previous work on instability and semantic change
(Hamilton et al., 2016b; Antoniak and Mimno, 2018). The model architecture
is illustrated in Figure 1.1: The input embedding ~vi(wt) ∈ Rd of the target word
wt is used to predict its context, i.e. the output embeddings ~vo(wt+j) ∈ Rd of
the surrounding words, hence the model is classified as prediction-based (see
Table 1.1).
The training of the input and output embeddings – which is based on iterating
over all words of the corpus – is illustrated in Figure 1.1. For any pair3 of
target word wt and context word wt+j the training objective is to maximize
the logarithm of the predicted probability p (wt+j |wt) to observe wt+j in the
context of wt, which Mikolov et al. (2013) define – in the basic formulation of
the model – as the normalized exponential function (softmax) of the dot product
of the two embeddings:
p (wt+j |wt) =
exp
[
~vo(wt+j) · ~vi(wt)⊤
]∑
w∈V exp [~vo(w) · ~vi(wt)⊤]
(1.1)
2Later, similar models were used to obtain representations of n-grams, byte-pairs, sentences
and documents.
3The number of context words per target word, i.e. the size of the context is an adjustable
parameter of the model. Typically, the c = 5 words before and after the target word are
used.
3
(sat) ~vi(wt) =
0.32
...
0.07
(the)= ~vo(wt−2)
0.12
...
0.71
(cat)= ~vo(wt−1)
0.41
...
0.17
(on)= ~vo(wt+1)
0.20
...
0.09
(a)= ~vo(wt+2)
0.35
...
0.21
∑
log p (wt+j |wt)
calculate
update
Figure 1.1: Illustration of the skip-gram model architecture introduced by
Mikolov et al. (2013). In the example, the input embedding ~vi(wt) of the tar-
get word wt (=sat) is used to predict its context, i.e. the output embeddings
~vo(wt+j) of the surrounding words. At any training step, the input and output
embeddings are updated with the objective of maximizing log p (wt+j |wt).
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However, since the evaluation of the denominator in the equation above re-
quires calculating v = |V| vector products, this approach is computationally
very expensive. The authors provide two more efficient alternatives to approxi-
mate p (wt+j |wt): Hierarchical softmax and negative sampling. As mentioned
above, all models in our experiments were trained with the default parameters,
hence negative sampling was used. This is a modification of the noise con-
trastive estimation introduced by Gutmann and Hyva¨rinen (2012): The term∑
w∈V exp
[
~vo(w) · ~vi(wt)⊤
]
in Equation (1.1) is estimated by randomly drawing
k “noise words” from the vocabulary. With typical values of 5 ≤ k ≤ 25, this
approach is several orders of magnitude faster than the softmax approach.
The optimization objective for every training step of the negative sampling
model is to maximize the following expression (in this context, σ refers to the
sigmoid function):
log σ
[
~vo(wt+j) · ~vi(wt)⊤
]
+
k∑
n=1
Ewn∼Pn(w)
{
log σ
[−~vo(wn) · ~vi(wt)⊤]} (1.2)
The second term is calculated by drawing k noise words wn from the vocabulary,
according to the noise distribution Pn(w): The unigram distribution raised to
the power 3/4.4
Another measure introduced by the authors to improve the training efficiency
is the sub-sampling of frequent words: Any appearance of a word w in the
training corpus, whose frequency f(w) exceeds a threshold t (typically t ≈ 10−5)
is discarded with the probability pd(w):
pd(w) = 1−
√
t
f(w)
(1.3)
Apart from accelerating the training process, Mikolov et al. (2013) found this
setting to significantly improve the quality of the learned embeddings of rare
words.
Finally, after the training – which generally consists of several epochs over the
full corpus with a continuously decreasing learning rate – is completed, the
embedding ~v(w) ∈ Rd of any word w is defined as:
~v(w) := ~vi(w) (1.4)
4Mikolov et al. (2013) found this shape of the noise distribution to significantly outperforms
other conceivable approaches.
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The output embeddings ~vo(w) are discarded.
1.2.1.2 GloVe
Pennington et al. (2014) argued, that the word2vec technique presented above,
poorly utilizes statistical information of the training corpus, since the embed-
dings are trained subsequently on word-context pairs, instead of global co-
occurrence counts, such as methods like latent semantic analysis (LSA), in-
troduced by Deerwester et al. (1990). However, given the desirable vector space
properties of the word2vec embeddings, manifested in the best performance
on word analogy and word similarity tasks of all techniques at the time, they
proposed a global regression model with a similar optimization objective to the
one used by Mikolov et al. (2013) and called it Global Vectors for Word Repre-
sentation (GloVe).
In the first step, the global word-word co-occurrence matrix X ∈ Nv×v is con-
structed from the training corpus, where the entry Xkl corresponds to the num-
ber of times the word wl appears in the context of the target word wk.
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The optimization objective of the technique is to minimize the following expres-
sion:
v∑
k,l=1
f (Xkl)
[
~vi(wk) · ~vo(wl)⊤ + bi(wk) + bo(wl)− logXkl
]2
(1.5)
Where – similarly to word2vec – ~vi(wk) and ~vo(wl) refer to the input and
output embeddings of the word w respectively; bi(wk) and bo(wl) are word-
dependent bias terms. Pennington et al. (2014) define the weighting function
f : R→ R as:
f =


(x/xmax)
α
if x < xmax
1 otherwise
(1.6)
With typical values of xmax = 100 and α = 3/4. Since f(0) = 0, this function
allows zero entries in the co-occurrence matrix that correspond to logXkl →∞.
In similar approaches like LSA, that do not have a weighting function, an
artificial offset must be added to X instead.
5In our experiments, a context of 15 words to the left and 15 words to the right of the target
word, was used.
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Intuitively, Equation (1.5) means, that we minimize [~vi(wk) ·~vo(wl)⊤− logXkl]
while allowing for a fixed bias per word and allowing larger deviations for pairs
with fewer than xmax co-occurrences.
Technically, the adaptive gradient method introduced by Duchi et al. (2011) is
used to solve the optimization problem, considering only non-zero elements of
X, to obtain the embeddings ~vi(w) and ~vo(w) for every word w ∈ V .
Finally, given that Equation (1.5) is invariant under the exchange of k and l,
we expect the input and output embeddings to coincide – apart from random
fluctuations. Hence, the authors define the vector representation ~v(w) ∈ Rd of
any word w as:
~v(w) := ~vi(w) + ~vo(w) (1.7)
1.2.1.3 fastText
The fastText technique, developed by Bojanowski et al. (2016) is based on the
skip-gram model with negative sampling, introduced in Section 1.2.1.1. The
authors claim, that one of the main limitations of this – and other popular
models – is that they ignore the morphology of words, by assigning a distinct
vector to each word. Hence, they propose to represent each word as a bag
of character-n-grams, and to train vector representations of these character-n-
grams. Compared to the conventional skip-gram model, the modified approach
comes with faster training times, allows to compute representations for words
that did not appear in the training data and achieves slightly higher scores on
most word analogy tasks (Bojanowski et al., 2016).
In the model, each word w of the vocabulary is represented by a set of tokens
Z(w) that contains all character-n-grams with nl ≤ n ≤ nu, as well as the word
itself. The boundary symbols < and > are added to the beginning and end
of the word to distinguish prefixes and suffixes. Taking the word chair as an
example, with nl = 3 and nu = 4, the representation looks like this:
chair→ {<ch, cha, hai, air, ir>︸ ︷︷ ︸
n=3 grams
, <cha, chai, hair, air>︸ ︷︷ ︸
n=4 grams
, <chair>︸ ︷︷ ︸
word
}
In practice, nl = 3 and nu = 6 are most commonly used. The representation
~v(w) of a word w is then defined as the sum of the vector representations ~z(g)
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of all n-grams g ∈ Z(w):
~v(w) =
∑
g∈Z(w)
~z(g) (1.8)
The training is similar to the skip-gram approach, with the same optimization
objective – outlined in Equation (1.2). However, the calculation of the product
of two word embeddings ~vo(w1) and ~vi(w2) is based on their sub-word embed-
dings:
~vo(w1) · ~vi(w2)⊤ =
∑
g1∈Z(w1)
∑
g2∈Z(w2)
~zo(g1) · ~zi(g2)⊤ (1.9)
And after every training step, the sub-word embeddings ~zo(g) and ~zi(g) are
updated, instead of ~vo(w) and ~vi(w), as in the model of Mikolov et al. (2013).
As mentioned above, this technique allows to obtain representations of words
that did not occur in the training data, by calculating the sum over the respec-
tive character-n-grams. However – to ensure comparability with the word-based
approaches – we did not make use of this functionality in our experiments.
1.2.2 Corpora
All our experiments on the stability of word embeddings, are based on models
trained on Wikipedia corpora in one of seven different languages. Wikipedia
is the largest free online encyclopaedia, available in more than 200 different
languages. Because the articles are curated, high text quality is ensured. Please
refer to Table 1.1 for a list of the languages along with the sizes of the respective
corpora and vocabularies. Apart from English, which is a natural choice, the
languages were selected based on two criteria:
(I) Firstly, as one would naturally expect and Antoniak and Mimno (2018)
have claimed, smaller corpora tend to be less stable than larger ones.
Furthermore, we are interested in detecting semantic change over time,
hence we need to train word embeddings for specific epochs, for which
there are often only comparatively small corpora available. Therefore, the
focus of our investigations is on languages with a limited size of training
data.
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(II) Secondly, to ensure the validity of our preprocessing and training setup,
we want to compare the quality of our embeddings in any language against
published baselines. Word analogy tasks, i.e. datasets composed of word
4-tuples of the form Man : Woman :: King : Queen have become the
de facto standard to evaluate the quality of non-contextualized word em-
beddings in recent years.
Hence, we selected the languages with the smallest sized Wikipedia, for which
an analogy dataset as well as a baseline score for at least one of the three
embedding techniques used in this work, which was trained on a comparable
corpus, has been published.
Language Shortcut Tokens
[×106] Vocabulary [×104]
Hindi Hi 48 19
Finnish Fi 155 97
Chinese Zh 215 96
Czech Cs 225 85
Polish Pl 469 137
Portuguese Pt 489 87
English En 4501 398
Table 1.2: Outline of the seven different Wikipedia corpora used to train word
embeddings. The XML Wikipedia dumps that were used in our experiments
were created on the 1st of September 2019. The most current ones can be
obtained from https://dumps.wikimedia.org/. As per the default settings of
our embedding models, only words with five or more occurrences are included
in the vocabulary.
1.2.2.1 Preprocessing
As explained in more detail in Section 1.2.4, the scores published by Grave et al.
(2018) are used as a baseline on the word analogy tasks for any language apart
from English. To ensure that the scores are comparable, we follow the prepro-
cessing pipeline outlined in their work, which consists of three steps:
Text Extraction The text content of the XML Wikipedia dumps is extracted
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with a modified version of Matt Mahoney’s wikifil.pl script6. The most
notable deviation from the original script is the following: Letters are not
lowercased, which means in practice that capitalized and non-capitalized
occurrences of a word (e.g. The and the) are presented to the embedding
models as two distinct tokens.
Deduplication The second step of the pipeline comprises the removal of du-
plicate lines from the data. We used the tool published by Grave et al.
(2018), which computes a hash of each line and removes all lines with
identical hashes.7 Overall, around 20% of the data is removed in this
step.
Tokenization Finally, the de-duplicated text data is tokenized. We used the
Stanford word segmenter (Chang et al., 2008) for Chinese, the ICU tok-
enizer for Hindi, and the tokenizer from the Europarl preprocessing tools
(Koehn, 2005) for the remaining languages.
1.2.2.2 Repeated Runs with Random Document Sampling
Finally, as we want to understand the nature of the random processes in the
training of word embeddings, every model in every language was trained at least
128 times for three different types of document sampling. The three sampling
methods fixed, shuffled and bootstrapped, which were introduced to this scope
by Antoniak and Mimno (2018) are outlined in Table 1.3.
6http://mattmahoney.net/dc/textdata.html.
7While this approach might – in theory – lead to non-duplicate lines being deleted, the small
probability associated with an incident of this sort means that the quality of the embeddings
is not impaired.
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Method Description Run 1 Run 2
fixed Documents are sampled in fixed order, the
variability of the resulting word embed-
dings is a result of the inherent random
processes of the respective technique.
d1 d2 d3 d1 d2 d3
shuffled Documents are randomly shuffled, to
measure the influence of the document or-
der on the variability of the embeddings.
d1 d3 d2 d2 d1 d3
boot-
strapped
Documents are randomly sampled with
replacement, to observe the variability
due to the presence of individual docu-
ments.
d3 d2 d3 d2 d2 d1
Table 1.3: To examine the random nature of the different embedding techniques,
we trained every model in every language at least 128 times for the three different
types of document sampling listed above. This allows us to measure the influence
of the document order, as well as the presence of individual documents on the
variability of the resulting embeddings.
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1.2.3 Implementation
We wrote a Python module to store, compare, and analyse word embedding
spaces independent of the underlying technique. For the training, the original
implementations of word2vec, GloVe, and fastText are called from within
the module. The code is published on GitHub.8
1.2.4 Comparison to Baseline on Word Analogy Tasks
To validate the corpora, our preprocessing pipeline, and proper training of the
respective models, we compare the performance on word analogy tasks with
previously published baselines. Word analogy tasks are datasets composed of
word 4-tuples of the form Man : Woman :: King : Queen and have become the
de facto standard to evaluate the quality of non-contextualized word embeddings
in recent years.
For English we use the dataset published by Mikolov et al. (2013), that of
Svoboda and Brychc´ın (2016) for Czech, that of Chen et al. (2015) for Chi-
nese, that of Venekoski and Vankka (2017) for Finnish, that of Hartmann et al.
(2017) for Portuguese9, and finally the datasets proposed by Grave et al. (2018)
for Hindi and Polish. For all languages listed above, apart from English, we
use the scores published by Grave et al. (2018) on the same task as a baseline.
The performance of the English embeddings is measured against the results of
Bojanowski et al. (2016).
Tables 1.4 and 1.5 show the scores that we obtained in comparison to the dif-
ferent baselines. Following Grave et al. (2018), the vocabulary of each model
was restricted to the 200,000 most frequent words from the training data be-
fore evaluating the model on the word analogy dataset.10 This means, that a
fraction of the questions of the analogy tasks is not answered, as they contain
out-of-vocabulary words. Therefore, to compare the reported scores one also
8https://github.com/lucasrettenmeier/word-embedding-stability
9The dataset consists of a European as well as a Brazilian variant, only the European variant
was used in the scope of this work.
10Although Bojanowski et al. (2016) did not explicitly mention it, we confirmed with the
authors that the scores they reported are also based on restricting the vocabulary to the
200,000 most frequent words.
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needs to take the coverage, i.e. the percentage of answered questions, into ac-
count. Table 1.6 shows the comparison between our evaluation and the results
published by Grave et al. (2018). Bojanowski et al. (2016) did not publish these
numbers.
Overall, the scores we obtained on the word analogy tasks agree with the pre-
viously published results. Our most relevant observations are:
• The scores show a significant variance over the 128 runs on shuffled cor-
pora. This supports the argument, that every time a score on a word
analogy dataset – or any task that depends on word embeddings for that
matter – is published, it should be obtained by averaging over a sufficient
number of subsequent runs. The current practice in research is to provide
only one number, without any information on its variance and our data
indicates that this is insufficient.
• For most languages and techniques, our scores obtained are slightly higher
than the ones reported previously, especially for the languages with com-
paratively little Wikipedia data (Hindi and Finnish). We attribute this
improvement mainly to the fact, that we were able to use slightly larger
corpora to train the embeddings, as new articles are written on Wikipedia
daily while existing ones are edited and extended.
• Notable exceptions, i.e. cases, where our results are lower than previously
published scores, are Chinese and English. For Chinese, we suspect a
problem with the specific tokenization procedure to be the cause. In the
case of English, we can only compare our scores to the ones published
by Bojanowski et al. (2016), who used a different preprocessing that in-
cludes lowercasing the training data and did not report the coverage on
the analogy tasks. Therefore, one cannot expect perfect accordance of the
results.
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Language Bojanowski (2016) Grave (2018)
This Work
µ σ Best
Hi - 10.6 17.06 0.46 18.24
Fi - 35.9 42.84 1.33 47.71
Zh - 60.2 57.01 1.25 59.50
Cs - 63.1 62.90 0.55 64.36
Pl - 53.4 58.16 0.78 60.20
Pt - 54.0 56.52 0.42 57.67
En 76.2 - 74.21 0.21 74.83
Table 1.4: Scores of our fastText models (skip-gram) on the word analogy tasks
for different languages compared to the results published by Bojanowski et al.
(2016) and Grave et al. (2018). The results of this work, noted in the rightmost
column, state the mean µ, standard deviation σ, and highest score of 128 runs
on independently shuffled corpora.
Language Bojanowski (2016)
This Work
µ σ Best
Cs 45.8 48.57 0.50 49.80
En 73.9 71.89 0.20 72.35
Table 1.5: Scores of our word2vec models (skip-gram) on the word anal-
ogy tasks for different languages compared to the results published by
Bojanowski et al. (2016). The results of this work, noted in the rightmost col-
umn, state the mean µ, standard deviation σ, and highest score of 128 runs on
independently shuffled corpora.
Hi Fi Zh Cs Pl Pt En
Grave (2018) 70.8 94.6 100.0 76.9 69.5 79.2 -
This Work 72.0 94.6 96.6 83.2 70.3 79.2 97.5
Table 1.6: Coverage of our models on the word analogy tasks for different lan-
guages compared to the results published by Grave et al. (2018).
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1.2.5 Historical Corpora
As mentioned in the introduction, the second part of this work is focused on
detecting and measuring semantic change, i.e. i.e. differences in the meaning
of words between distinct time periods. In order to analyse these differences,
historical corpora are required, i.e. at least two corpora in a given language,
consisting of documents from separate epochs.
All our experiments on semantic change are based on two datasets: First, the
Corpus of Historical American English, or COHA (Davies, 2015), a 400 million
word corpus comprising documents written in American English between 1810
and 2010. And second, the dataset provided for Task 1 of the 14th International
Workshop on Semantic Evaluation, taking place in Barcelona in the fall of 2020
(Schlechtweg et al., 2020): This dataset consists of documents in four different
languages – English, German, Latin and Swedish – and the documents in each
language are split into two distinct sets based on their date of origin. We outline
the specifics of the two datasets in more detail in the sections below.
1.2.5.1 Corpus of Historical American English (COHA)
The Corpus of Historical American English contains 400 million words in more
than 100,000 texts which date from the 1810s to the 2000s. The corpus con-
tains texts from different genres, namely fiction, magazines newspapers and
non-fiction books and is balanced by genre from decade to decade (Davies,
2015). The distribution of the text size over the 20 decades from 1810 to 2009
is illustrated in Table 1.7.
Because of its size, temporal range and robustness (genre-balanced, lemma-
tized), the corpus has been used regularly in previous work on semantic change
(Hamilton et al., 2016b; Eger and Mehler, 2016; Kutuzov et al., 2018; Tahmasebi et al.,
2018). We used the lemmatized version of the corpus and, hence, only applied
minimal preprocessing – removing punctuation and lowercasing all words.
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Decade
Tokens Vocabulary[×105] [×103]
1810− 1819 11 12
1820− 1829 65 27
1830− 1839 129 39
1840− 1849 150 43
1850− 1859 154 43
1860− 1869 157 48
1870− 1879 173 47
1880− 1889 188 51
1890− 1899 190 53
1900− 1909 253 68
1910− 1919 212 56
1920− 1929 238 63
1930− 1939 229 63
1940− 1949 227 64
1950− 1959 229 67
1960− 1969 223 67
1970− 1979 221 68
1980− 1989 234 75
1990− 1999 327 98
2000− 2009 275 83
Table 1.7: The Corpus of Historical American English (COHA) consists of doc-
uments from the 20 decades between 1810 and 2010 and comprises nearly 400
million words in total. The table shows the total number of tokens for each of
the 20 decades, as well as the size of the respective vocabulary (any word with
less than 5 appearances is discarded from the vocabulary).
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1.2.5.2 SemEval 2020 Task 1: Unsupervised Lexical Semantic Change
Detection
Task 1 of the SemEval 2020 workshop involves the unsupervised detection of
semantic change on diachronic corpora in four different languages: English, Ger-
man, Latin and Swedish. The full problem definition is outlined in Section 4.1.
In this section, we focus exclusively on the corpora provided by the organizers
for this task.
Table 1.8 illustrates the main properties of the corpora in the four differ-
ent languages. The organizers did not compile the corpora from scratch but
relied on existing ones: The English corpora are based on COHA (see Sec-
tion 1.2.5.1). The German data is a combination of three newspaper corpora
(Deutsches Textarchiv, Berliner Zeitung and Neues Deutschland). For Latin,
the LatinISE corpus is used (McGillivray, 2012) and for Swedish, the KubHist
corpus (Borin et al., 2012). We did not apply any specific preprocessing to the
corpora.
Language Time Period
Tokens Vocabulary[×106] [×103]
English
t1 = 1810− 1860 65 23
t2 = 1960− 2010 66 33
German
t1 = 1800− 1899 690 219
t2 = 1946− 1990 697 265
Latin
t1 = 200BC− 0 17 14
t2 = 0− 2000 91 50
Swedish
t1 = 1790− 1830 671 278
t2 = 1895− 1903 1086 251
Table 1.8: Properties of the diachronic corpora in English, German, Latin and
Swedish that were provided for Task 1 of the SemEval 2020 workshop.
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Chapter 2
The Stability of Word
Embeddings
A glance into Table 1.4 should suffice to explain why understanding and quan-
tifying the random nature of word embeddings is a pressing matter for research
in NLP: Two word embedding models, trained with the same embedding tech-
nique and default parameters on basically identical, but independently shuffled
Wikipedia corpora, can yield entirely different scores on the standard word
analogy task of the respective language. Table 2.1 shows the full extent of this
problem – the relative differences of the score of seemingly identical models can
exceed 20%.
In the last few years, these scores were used on various occasions to argue
that one embedding technique is superior to another (Mikolov et al., 2013b;
Pennington et al., 2014; Levy and Goldberg, 2014; Bojanowski et al., 2016). How-
ever, in none of the work we know of, could we find more than one result on
these tasks, obtained from the subsequent training of multiple models. This
raises serious doubts on the significance of some of these results, and we recom-
mend for any future research to report the mean and variance of the score over
– at least five – subsequent runs.
Furthermore, since the largest value of word embeddings for NLP does not
lie within the embeddings themselves, but in their use for various downstream
tasks, this problem is amplified: It is hard to estimate the influence of the
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Language Lowest Score Highest Score Rel. Difference
Hi 16.07 18.24 13.5%
Fi 38.63 47.40 22.7%
Zh 52.55 59.50 13.2%
Cs 61.60 64.36 4.5%
Pl 55.44 60.20 8.6%
Pt 55.42 57.67 4.1%
En 73.74 74.83 1.5%
Table 2.1: Lowest and highest scores on the word analogy tasks for different lan-
guages observed in 128 subsequent runs of fastText trained on independently
shuffled Wikipedia corpora as outlined in Section 1.2.
variability of word embeddings on the performance on these downstream tasks.
This makes it even more important to understand why and how unstable word
embeddings are.
The origin of the randomness within the process of training word embeddings
seems to be well understood: Yin and Shen (2018) pointed out that all popular
techniques for non-contextualized word embeddings can be formulated as either
implicit or explicit matrix factorization, i.e. the low-rank matrix approximation
of a signal matrix. LSA (Deerwester et al., 1990; Landauer and Dumais, 1997)
and PPMI (Levy and Goldberg, 2014) are examples for explicit matrix fac-
torization, whereas GloVe (Pennington et al., 2014), just like skip-gram based
methods, e.g. word2vec (Mikolov et al., 2013b) and fastText (Bojanowski et al.,
2016) have been shown to implicitly perform matrix factorization. Whereas the
signal matrix can in principle be unambiguously obtained from the corpus, the
embedding space constructed by any of the techniques presented above, is only
an approximation of the semantic information captured in the corpus.
Thus, any embedding space provides a somewhat distorted view on the seman-
tics of the corpus it was derived from (Hellrich and Hahn, 2017). In practice,
this distortion is the result of several random processes: First and foremost,
the random initialization of an embedding vector for every word in the vocab-
ulary. Second, the order in which the documents are processed during training
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(this does not apply to count-based techniques). And finally, the random sub-
sampling of frequent words, which could technically be omitted, but is very
common in practice.
We could replace these random processes by deterministic alternatives; however,
this would only replace the random distortion by a fixed one, thus creating a
false sense of reliability.
In the following section, we study the influence of these random processes, or in
other words, the instability of word embedding spaces. This instability is mea-
sured by the variability of the embedding spaces, that are derived in independent
runs of the same technique on the same corpus.
2.1 The Random Nature of Word Embedding
Techniques
The random nature of the creation of word embeddings implies, that any time an
embedding technique T with a specific set of parameters is applied to a corpus
C, an embedding space Vi ∈ Rv×d (where v is the size of the vocabulary V and
d the dimension of the embeddings) is sampled from a probability distribution
Ω:
Vi ∼ Ω(T , C) (2.1)
We define instability as the variability of independently obtained embeddings
of the same technique on the same corpus.
Now, we assume to have a well-defined distance metric d which, given a word w
(e.g. cat) as well as two embedding spaces Vi and Vj returns a measure of the
difference between the embedding of w in the two spaces Vi and Vj . Then, the
instability I of the embedding of w in the distribution Ω can be written as the
average of d(w,Vi,Vj) over an infinite number of pairs Vi,Vj sampled from
Ω(T , C):
I(w,Ω) = lim
N→∞
2
N(N + 1)
N∑
i6=j=0
d(w,Vi,Vj) with Vi,Vj ∼ Ω(T , C) (2.2)
One could estimate this instability I(w,Ω) in practice by drawing a sufficient
number of samples Vi from Ω (i.e. by applying the embedding technique T
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to the corpus C multiple times), provided a metric d as specified above, that
measures the distance between two embeddings of the same word in different
embedding spaces.
2.1.1 Random Orientation of Embedding Spaces
However, the inherent characteristics of word embeddings make it difficult to
capture this distance: It is widely accepted today, that non-contextualized word
embeddings are essentially invariant under rotations (Hamilton et al., 2016b;
Artetxe et al., 2016; Smith et al., 2017; Yin and Shen, 2018). This means, that
two embedding spaces are essentially identical – and can be substituted for one
another in any practical application – if one can be obtained from the other by
applying an orthogonal transformation A ∈ Rd×d : AA⊤ = I.
For example, applying an orthogonal transformationA ∈ Rd×d to an embedding
space does not influence the cosine similarity of any two embeddings ~u,~v which
we denote as row vectors of size d:
cos (∠(~uA, ~vA)) =
(~uA)(~vA)⊤
((~uA)(~uA)⊤) · ((~vA)(~vA)⊤)
=
~uAA⊤~v⊤
(~uAA⊤~u⊤) · (~vAA⊤~v⊤)
=
~u~v⊤
(~u~u⊤) · (~v~v⊤) = cos (∠(~u,~v))
(2.3)
In practice, we observe that this rotation-invariance in combination with the
random initialization means that every time an embedding space Vi is sampled
from the distribution Ω(T , C) (i.e. on every run), it is randomly oriented (see
Figure 2.1).
This is the reason why finding a metric d(w,Vi,Vj) to measure the distance
of the embeddings of one word w within two different spaces Vi and Vj is not
trivial: Simply applying a Rn metric, like the Euclidean distance or the cosine
similarity to the two different embeddings of w, namely ~vi(w) and ~vj(w) would
not yield any meaningful result, because of the random orientation illustrated
above.
21
dog
cat
car
Embedding space Vi
dog
cat
car
Embedding space Vj
Figure 2.1: Two-dimensional illustration of the random orientation of an em-
bedding space over two consecutive runs of the same technique on the same
corpus.
2.1.2 Rotation-Invariant Quantities
Therefore, it is no surprise that all previous work on quantifying stability
is ultimately based on rotation-invariant quantities of the embedding spaces,
i.e. quantities which remain unchanged under an orthogonal transformation
(Hellrich and Hahn, 2016a,b, 2017; Hellrich et al., 2019; Antoniak and Mimno,
2018; Chugh et al., 2018; Wendlandt et al., 2018; Pierrejean and Tanguy, 2018).
We already demonstrated that the cosine similarity of two embeddings ~u, ~v is
such a quantity – see Equation (2.3). However, it is important to be clear
that the embeddings themselves are not rotation-invariant as ~u 6= ~uA for most
~u ∈ Rd and A ∈ Rv×d orthogonal.
A rotation-invariant quantity will not be influenced by the random orientation of
the embedding space on every run. Therefore, it is expected to be consistent over
multiple runs, i.e. to be constant apart from the anticipated random deviations.
This allows us to compare the quantity over multiple runs and to use it to study
the stability of the underlying technique.
2.1.3 Distribution of the Cosine Similarity of Two Arbi-
trary Embeddings
To get a better understanding of the inherent randomness of the process of
constructing word embeddings from a corpus C we examine the distribution of
a rotation-invariant quantity, namely the cosine similarity of the embeddings ~vi
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and ~vj of two arbitrary words wi and wj respectively.
The cosine similarity of the embeddings of the two words cat and dog for the
128 runs of word2vec we conducted on independently shuffled versions of the
English Wikipedia is illustrated below:
First run: cos [∠ (~v1(cat), ~v1(dog))] = 0.6805
Second run: cos [∠ (~v2(cat), ~v2(dog))] = 0.6840
Third run: cos [∠ (~v3(cat), ~v3(dog))] = 0.6782
... ...
128th run: cos [∠ (~v128(cat), ~v128(dog))] = 0.6837
These handful of results seem in line with our expectation, that the rotation-
invariant cosine similarity will deviate around a particular value for the individ-
ual runs. We are interested in how this distribution looks like in more detail,
i.e., if any particular shape can be recognized. Figure 2.2 shows a histogram of
the distribution of cos [∠ (~vi(cat), ~vi(dog))] for the 128 runs we performed.
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Figure 2.2: Distribution of the cosine similarity cos [∠ (~vi(cat), ~vi(dog))] of the
embeddings of the two words cat and dog for 128 runs of word2vec on inde-
pendently shuffled versions of the English Wikipedia.
Given the comparably small size of 128 samples, we cannot draw any immediate
conclusions on the shape of the underlying distribution, and producing more
samples is very resource-intensive, as this requires a full run of word2vec on
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the English Wikipedia corpus, which – at the time of our experiments, in the
fall of 2019 – was equivalent to around 23 GB of raw text.
However, we can efficiently compute the same distributions for many word pairs,
other than cat and dog, from the existing data. Visual inspection of these
distributions leads us to two work hypotheses, that we examine with a statistical
analysis below:
1. The cosine similarities cos [∠ (~vi(w1), ~vi(w2))] and cos [∠ (~vi(w3), ~vi(w4))]
of any two non-overlapping pairs of words (w1, w2) and (w3, w4) are sta-
tistically independent of each other.
2. The cosine similarity cos [∠ (~vi(w1), ~vi(w2))] of any word pair follows a
Normal distribution.
To examine these hypotheses, we randomly sample 20,000 words w1, w2, ... from
the vocabulary of our models in any language and compute the cosine similarity
for the 10,000 word pairs (w1, w2),(w3, w4), etc. As we are not aware of a
way to prove statistical independence in this situation, we examine a closely
related measure to verify the first hypothesis: The correlation of the cosine
similarity values for independent word pairs. Out of the 10,000 word pairs,
we can construct 5,000 pairs of word pairs, and measure the significance value
(or p-value) of the Spearman rank correlation test (Spearman, 1904) between
the 128 samples of the cosine similarity of each pair. If the null hypothesis
is correct, and the cosine similarity values for the different word pairs are not
related to each other, we would expect a uniform distribution of the p-values
in the interval [0, 1]. Figure 2.3 shows the distribution of the p-values for all
languages and techniques described in Section 1.2. For every configuration, we
observe a homogeneous distribution, which is a strong indicator that the null
hypothesis is correct, and the cosine similarities of arbitrary word pairs are
independent of each other.
Assuming the first hypothesis is valid, we can examine the second hypothesis
with a statistical test on the normality of a given distribution: The Shapiro-
Wilk test (Shapiro and Wilk, 1965). We calculate the significance of this test
over the 128 samples for each of the 10,000 word pairs. If the null hypothesis is
correct, and the cosine similarity values for the different word pairs are normally
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Figure 2.3: Distribution of significance values (p) of the Spearman rank corre-
lation test on the distribution for 5,000 independent pairs of cosine similarity
values over 128 runs of fastText (skip-gram), GloVe and word2vec (skip-
gram) in the languages outlined in Section 1.2.
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Figure 2.4: Distribution of significance values (p) of the Shapiro-Wilk-Test on
the distribution of the cosine similarity for 10,000 independent word pairs over
128 runs of fastText (skip-gram), GloVe and word2vec (skip-gram) in the
languages outlined in Section 1.2.
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distributed, one would again expect a uniform distribution of the p-values in the
interval [0, 1]. Hence, the results in Figure 2.4 are a strong indicator that the
cosine similarity values for any word pair for most languages and embeddings
techniques follow a Normal distribution. The leftmost column of Figure 2.4
shows why we need to be careful with an absolute statement: The word2vec
models, especially for Hindi and Finnish, show an accumulation of significance
values in the leftmost interval, which implies a deviation from the normal dis-
tribution. Nevertheless, we can assume both statements above to hold in nearly
all practical situations, as shown on multiple occasions in the sections below.
Finally, one can also obtain an illustration of the shape of the distribution of
the cosine similarity values, by accumulating samples over different word pairs.
This should not be seen as a mathematical proof, but rather as a graphical
representation of our findings: Figure 2.5 shows this accumulation takes the
shape of the well-known Gaussian bell curve.
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Figure 2.5: Accumulated distribution of the cosine similarity over 10,000 word
pairs for 128 runs of GloVe on independently shuffled versions of the Polish
Wikipedia. The samples are “whitened” before accumulating them, i.e. the
distributions for each of the 10,000 word pairs are shifted so that µ = 0 and
stretched until σ2 = 1.
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2.2 Measuring Distances Between Embedding
Spaces
As outlined above, we metric that captures the distance of the embedding of a
word between two embedding spaces, to quantify the instability of embedding
techniques. In this section, we compare several established and novel approaches
for this metric and decide on the one that is best suited for the task at hand.
2.2.1 Requirements for a Distance Metric
Before we look at a selection of different approaches for this distance metric, we
want to establish a framework to evaluate and compare these approaches, i.e. a
set of requirements that a metric should fulfil.
(I) Formal Criteria The metric d needs to assign a distance, i.e. a real
number to the difference of the embeddings of a word w in the two spaces
Vi and Vj :
d : V × Rv×d × Rv×d → [0, 1], (w,Vi,Vj) 7→ d(w,Vi,Vj) (2.4)
We demand that the codomain of the metric d is limited to the inter-
val [0, 1], since this allows us to transform any distance metric d into a
corresponding similarity metric sd – and vice versa – with:
sd : V × Rv×d × Rv×d → [0, 1], (w,Vi,Vj) 7→ sd(w,Vi,Vj)
sd(w,Vi,Vj) = 1− d(w,Vi,Vj)
(2.5)
(II) Consistency Some of the metrics introduced below have a free parameter
f ∈ M and there is no undisputed “right” choice for the value of this
parameter. This means that the approach does not define one specific
metric d, but describes a class of metrics, comprising all possible choices
of the free parameter:
{df | f ∈M} (2.6)
This is not a problem per se, but if this is the case, we expect the results
based on different choices of the free parameter to be consistent with one
28
another. This means, if we have two words w1 and w2 and two embedding
spaces V1 and V2 and the metric df1 based on the choice f1 for the free
parameter, yields:
df1(w1,V1,V2) > df1(w2,V1,V2) (2.7)
Then, we would expect the metric df2 with f2 6= f1 to give a consistent
result:
df2(w1,V1,V2) > df2(w2,V1,V2) (2.8)
In practice, we can check how well this requirement is fulfilled by calculat-
ing df (w,Vi,Vj) for a set of randomly sampled words w and determining
how well the order of the results is preserved over different values of f .
(III) Independence Based on the observation, that several different approaches
were already proposed for the task at hand, each with its strengths and
weaknesses, it should be clear that there is no straightforward solution to
measuring the distance between the embeddings of a word in two different
spaces. Therefore, we may need to content ourselves with measuring a
different quantity, that is somehow related to the distance. In this case,
we want the measured quantity to be largely independent of other factors
that are proven to be unrelated to the distance.
We do not claim that list of requirements is exhaustive, but it nonetheless
constitutes a helpful framework that we apply to compare different approaches
in the sections below.
2.2.2 Nearest-Neighbor Based Approaches
As mentioned above, all previous work on the instability of word embeddings is
based on rotation-invariant quantities, and exclusively on the cosine similarity
of two embeddings: The stability of the embedding of a specific target word
w is quantified by comparing the list of n nearest neighbors of the target word
(i.e. embeddings with the largest cosine similarity), over multiple runs (typically
with 5 ≤ n ≤ 25).
Two slightly different variants of how exactly the stability is calculated were pro-
posed in the past: Firstly, by dividing the size of the overlap of the two lists with
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n (Hellrich and Hahn, 2017; Wendlandt et al., 2018; Pierrejean and Tanguy, 2018).
We refer to this quantity as p@n. Secondly, by calculating the Jaccard coefficient
(Jaccard, 1912) of the two lists (Hellrich and Hahn, 2016a,b; Hellrich et al.,
2019; Antoniak and Mimno, 2018; Chugh et al., 2018), which we denote as j@n.
The principle is illustrated in Table 2.2.
The two metrics are rather similar and can be converted into each other. To
illustrate this, let m denote the number of items that two lists of length n have
in common. Then:
p@n =
m
n
⇐⇒ m = n · p@n
j@n =
m
n+ (n−m) =
m
2n−m =
n · p@n
2n− n · p@n =
p@n
2− p@n
(2.11)
Now we examine if these metrics fulfil the criteria introduced above.
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target word: momentum
word
run # 1 run # 2
rank cos rank cos
inertia 1 0.639 1 0.639
kinetic 2 0.630 3 0.613
momenta 3 0.626 2 0.615
energy 4 0.593 6 0.590
centripetal 5 0.586 5 0.592
mass-energy 6 0.581 9 0.575
vorticity 7 0.578 4 0.593
gravitational 8 0.577 7 0.587
angular 9 0.576 11 0.570
relativistic 10 0.572 16 0.564
eigenstate 11 0.571 18 0.563
spin 12 0.569 29 0.546
accelerating 13 0.568 17 0.564
eigenstates 14 0.566 14 0.565
velocity 15 0.564 8 0.582
Table 2.2: Most similar words to the target word momentum for two indepen-
dent runs of word2vec (skip-gram, default parameters) trained on the English
Wikipedia, with a reduced vocabulary size of 200,000 words.
In the example above, eight out of the ten most similar words from run 1 are
again found in the top ten of run 2: Only angular and relativistic are
dropped. This yields:
p@10 =
8
10
= 0.8 j@10 =
8
12
≈ 0.667 (2.9)
As soon as we extend the scope of the comparison to the fifteen most similar
words, angular is again found in the list of both runs. But in addition to
relativistic, the three words eigenstate, spin and accelerating are not
found in the top fifteen of run 2, which means:
p@15 =
11
15
≈ 0.733 j@15 = 11
19
≈ 0.579 (2.10)
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(I) Formal Criteria
Both metrics p@n and j@n measure the similarity of the embedding of a word w
between two embedding spacesVi and Vj . The minimum and maximum values
the two metrics can assume are 0 and 1 respectively. Therefore, both fulfil the
formal criteria for a similarity metric sd as defined above, which allows us to
transform them into a corresponding distance metric d, with:
d(w,Vi,Vj) = 1− sd(w,Vi,Vj) (2.12)
which fulfil all formal criteria that we introduced above.
(II) Consistency
For both metrics that were previously used to measure the stability of word
embeddings, p@n and j@n, one must pick an arbitrary value for n, i.e. the
number of nearest neighbors, that are compared over subsequent runs. So far,
there is no consensus on a value of n which is best suited for the task, as Figure
2.6 illustrates.
Antoniak and Mimno (2018)
Hellrich and Hahn (2016a)
Hellrich and Hahn (2016b)
Hellrich and Hahn (2017)
Hellrich et al. (2019)
Pierrejean and Tanguy (2018)
Wendlandt et al. (2018)
1 5 10 25 50
2 10
10
10
25
1 - 5
1 - 10
1 - 50
Figure 2.6: Illustration of the different values for n, the number of nearest
neighbors of a target word, which were used in previous work to evaluate the
stability of word embeddings with the metrics p@n and j@n.
We analyse the consistency of the metrics over different values of n, forword2vec,
GloVe, and fastText embeddings trained on 16 independently shuffled versions
of Wikipedia corpora in different languages as outlined in Section 1.2:
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1. For each language, 1000 target words are randomly sampled from the joint
vocabulary of all runs in the respective language.
2. For each of the runs, the 50 nearest neighbors by cosine distance are
calculated for every target word.
3. Finally, the average of p@n and j@n for every target word at n ∈ {2, 5, 10, 25, 50}
is calculated over the 120 pairs that can be constructed out of the 16 runs
taken into consideration for every language and technique. This reduces
random fluctuations and allows to draw conclusions on the underlying
distribution,1 i.e. the mean values of p@n and j@n for every target word.
If p@n and j@n were to be considered consistent over the free parameter n, we
would expect that a target word, which is identified as comparably stable based
on n = 5, also ranks among the more stable words for n = 50. Table 2.3 shows
the Spearman correlation (Spearman, 1904) of p@n and j@n for the 1000 target
words between different values of n. We generally observe values significantly
smaller than 1 and in some cases even less than 0.5, which indicates only a loose
correlation between the metrics at different values of n.
Let us summarize the first problem we identified with using the nearest-neighbor
based metrics p@n and j@n to capture the stability of word embeddings: The
metrics are inconsistent over the free variable n, namely the number of nearest
neighbors that are evaluated, and so far there is no consensus on a particularly
suitable value for n. This leaves us with large uncertainties when using the
metrics.
1We show in Appendix A.1 that the sample size of 16 subsequent runs is sufficient.
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p@2 p@5 p@10 p@25 p@50
p@2 1 0.98 0.82 0.71 0.65
p@5 1 0.95 0.86 0.79
p@10 1 0.95 0.89
p@20 1 0.97
p@50 1
j@2 j@5 j@10 j@25 j@50
j@2 1 0.99 0.82 0.72 0.66
j@5 1 0.95 0.86 0.79
j@10 1 0.95 0.89
j@20 1 0.97
j@50 1
Embedding Technique: word2vec (skip-gram)
p@2 p@5 p@10 p@25 p@50
p@2 1 0.67 0.56 0.47 0.42
p@5 1 0.83 0.69 0.63
p@10 1 0.86 0.77
p@20 1 0.93
p@50 1
j@2 j@5 j@10 j@25 j@50
j@2 1 0.68 0.56 0.47 0.43
j@5 1 0.83 0.69 0.63
j@10 1 0.86 0.78
j@20 1 0.93
j@50 1
Embedding Technique: GloVe
p@2 p@5 p@10 p@25 p@50
p@2 1 0.56 0.42 0.33 0.29
p@5 1 0.78 0.61 0.53
p@10 1 0.83 0.72
p@20 1 0.94
p@50 1
j@2 j@5 j@10 j@25 j@50
j@2 1 0.56 0.43 0.33 0.29
j@5 1 0.78 0.61 0.53
j@10 1 0.83 0.72
j@20 1 0.95
j@50 1
Embedding Technique: fastText (skip-gram)
Table 2.3: Spearman correlation of the metrics p@n and j@n for 1000 target
words for different values of n ∈ {2, 5, 10, 25, 50} for word2vec, GloVe, and
fastText, obtained as outlined in Section 2.2.2. For each of the techniques, we
show the average of the correlation for all languages mentioned in Section 1.2.
34
(III) Independence
To determine if the metrics p@n and j@n are influenced by any quantities which
are proven to be unrelated to the distance of the embeddings, we first need to
understand what the metrics exactly capture. Therefore, we attempt to pre-
dict the measurements of p@n and j@n for randomly sampled target words from
different corpora C and various embedding techniques T , only based on a few
assumptions about the underlying probability distribution Vi ∼ Ω(T , C) of the
embedding spaces Vi (please refer to Section 2.1 for more details).
As outlined in Section 2.1.3, the cosine similarity of the embeddings of any two
words w1 and w2 in the embedding space Vi – that we denote as cos(w1, w2)i
– follows a distinct probability distribution Ψ(T , C, w1, w2). The shape of this
distribution is close to a Normal distribution:2
cos(w1, w2)i ∼ Ψ(T , C, w1, w2) ≈ N
(
µ12, σ
2
12
)
(2.13)
Now we assume to know the parameters of this distribution, namely the mean
and standard deviation for a specific target word wt with every other word in
the vocabulary:
P(wt) =: {(µts, σts) | ws ∈ V} (2.14)
In practice, we can estimate these parameters by sampling a set of embedding
spaces {Vi for i = 1, ..., r} from the distribution Ω(T , C), i.e. applying the
same embedding technique T to the corpus C subsequently for r times. Then,
we measure cos(wt, ws)i for each run and finally use the formulas below to obtain
the maximum-likelihood estimation of the parameters of the underlying Normal
distribution:
µts =
1
r
r∑
i=1
cos(wt, ws)i σts =
√√√√1
r
r∑
i=1
[cos(wt, ws)i − µts]2 (2.15)
An excerpt of an estimation of P(wt) for an exemplary target word wt is shown
in Table 2.4.
2Since the values of the cosine similarity of two vectors are limited to the interval [0, 1] whereas
the Normal distribution is non-zero the real axis, this cannot be a true equality. However,
we found that it is a good approximation for all practical purposes.
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target word wt = momentum
rank query word mean µ std. σ p#1(wt, ws) p#2(wt, ws)
1 inertia 0.650 0.010 0.867 0.991
2 momenta 0.633 0.011 0.124 0.801
3 kinetic 0.621 0.009 9.24 · 10−3 0.204
4 centripetal 0.587 0.015 1.14 · 10−4 3.39 · 10−3
5 vorticity 0.584 0.011 < 10−6 1.56 · 10−4
10 massless 0.567 0.011 < 10−10 < 10−6
50 spherically 0.527 0.011 < 10−17 < 10−12
100 inelastic 0.489 0.009 < 10−64 < 10−64
500 joule 0.386 0.012 < 10−64 < 10−64
1000 power 0.383 0.009 < 10−64 < 10−64
Table 2.4: Estimations of the parameters of the distribution Ψ(T , C, wt, ws)
for the target word wt = momentum and different query words ws, sorted by
similarity. The estimation is based on 32 runs of word2vec (skip-gram) trained
on the English Wikipedia, with a reduced vocabulary size of 200,000 words. The
two columns on the right describe the predicted probability for the different
query words to appear as the nearest neighbors of the target word based on
Equations (2.22) and (A.15).
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For any word ws ∈ V , let p#n(wt, ws) denote the probability that ws is one
of the n nearest neighbors of wt, for a randomly sampled embedding space
Vi ∼ Ω(T , C). Deriving this probability is becoming increasingly complex for
larger n so, for the moment, we focus on the special case n = 1: The probability
that ws is the nearest neighbor of wt for any run i.
3 This is the case if, and
only if:
cos(wt, ws)i > cos(wt, ws′)i ∀ws′ ∈ V \ {wt, ws} (2.16)
For the sake of readability, we fix an arbitrary pair wt, ws and introduce the
following notation:
cos(wt, ws) =: x˜ ∼ N
(
µ˜, σ˜2
)
cos(wt, ws′) =: xj ∼ N
(
µj , σ
2
j
)
with j ∈ {1, 2, ..., v − 2}
(2.17)
To determine the probability p#1(wt, ws), we need to integrate the joint prob-
ability distribution p(x˜, x1, ..., xv−2) over the entire subspace of R
v−1 where
the condition (2.16) is fulfilled. To be able to carry out this integration, we
need to make one more assumption, namely that the different random variables
x˜, x1, ..., xv−2 are independent
4. This allows us to write the joint probability
distribution as:
p(x˜, x1, ..., xv−2) = p(x˜) · p(x1) · ... · p(xv−2) (2.18)
Now, for a given value of x˜, all xj can assume any value smaller than x˜, for
condition (2.16) to hold, hence:5
p#1(wt, ws) =
∫ ∞
−∞

v−2∏
j=1
∫ x˜
−∞
f(xj , µj , σj) dxj

 f(x˜, µ˜, σ˜) dx˜ (2.19)
Where the f(x, µ, σ) denote the probability density function of the Normal
distribution with mean µ and variance σ2:
f(x, µ, σ) =
1√
2πσ
exp
[
−1
2
(
x− µ
σ
)2]
(2.20)
3Please refer to Appendix A.5 for an outlook on the derivation for n > 1.
4This assumption is backed by the observations we describe in Section 2.1.3.
5In practice, we can substitute the integration limits −∞ and +∞ for 0 and 1 respectively,
since all probability distributions we have seen in our experiments are decreasing sufficiently
fast.
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Therefore:∫ x˜
−∞
f(xj , µj , σj) dxj =
∫ x˜
−∞
1√
2πσ
exp
[
−1
2
(
x− µ
σ
)2]
dxj
=
1
2
· erf
(
xj − µj√
2σj
)∣∣∣∣x˜
−∞
=
1
2
[
erf
(
x˜− µj√
2σj
)
+ 1
] (2.21)
Inserting this back into Equation (2.19) leaves us with:
p#1(wt, ws) =∫ ∞
−∞


v−2∏
j=1
1
2
[
erf
(
x˜− µj√
2σj
)
+ 1
]
 1√2πσ˜ exp
[
−1
2
(
x˜− µ˜
σ˜
)2]
dx˜
(2.22)
Although it is generally possible to derive closed-form expressions for these types
of integrals, we found it more convenient to use numerical integration. While
the evaluation of this integral looks rather resource-intensive at first glance, we
show in Appendix A.2 that the relevant terms in Equation (2.22) will assume
trivial values for most pairs of words, which renders the calculations considerably
simpler.
Finally, predicting p@n and hence also j@n for a target word wt from the prob-
abilities p#n(wt, ws) for all relevant query words ws is rather straightforward.
6
The probability of any query word ws to make the top-n-list of the target word
in two subsequent runs, is given by the square of p#n(wt, ws). The expected
overlap is therefore:
p@n(wt) =
∑
ws∈V\{wt}
p#n(wt, ws)
2 (2.23)
The agreement between this theoretical prediction and the measurements of
p@n for all languages and techniques included in our experiments (Pearson’s
ρ > 0.95) is outlined in Appendix A.4.
The derivation shows that the metrics p@n and j@n depend on two qualitatively
different sets of parameters of the distribution of the word embeddings: The
mean values µ, and the respective variances σ2. The nature of the Normal
distribution implies, that the mean values µ are unrelated to the expected dif-
ference between the embeddings of a word w over multiple runs. Hence, the
requirement of independence that is examined here, demands that p@n and j@n
are independent of these values.
6As outlined in Section 2.2.2, one can derive j@n from p@n.
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However, we observe that this is not the case. In order to understand the influ-
ence of the mean values µ on the measurements of p@n and j@n, we introduce a
new quantity: The structure factor ρ@n(wt) of a target word wt at the thresh-
old n. If we take any set of embedding spaces {V(A)1 ,V(A)2 , ...,V(A)128} from our
experiments, which are obtained by applying the technique T (A) to shuffled ver-
sions of the corpus C(A), we can estimate the parameters µ(A)ij and σ(A)ij of the
distribution of the cosine similarity of any pair of words wi, wj ∈ VA and use
these estimates to get a very accurate prediction of p
(A)
@n (wt) and j
(A)
@n (wt) for
every target word wt in the vocabulary, as illustrated in Figure A.2. Now, we
assume to have an imaginary set of embeddings, called B, with the same vo-
cabulary and identical means µ
(B)
ij = µ
(A)
ij , however with σ
(B)
ij =: γ = const. for
all word pairs wi, wj ∈ VB.7 We call this prediction, i.e. the expected overlap
for a specific target word, if the embeddings are in principle identical to A, but
the variance of the distribution Ψ for every word pair is constant, the structure
factor ρ
(A)
@n (wt) of the target word.
The structure factor of a word wt is unrelated to the expected distance of the
embedding of wt between different embedding spaces: It depends solely on the
mean values µ and the constant γ. Figure 2.7 shows the measured overlap p@1
against the structure factor ρ@1 for 1000 randomly sampled target words over
128 runs of fastText on the Portuguese Wikipedia: Quite surprising, the two
quantities, are nearly identical for all target words. As Table 2.5 shows, the
same is true for all languages and embedding techniques we have tested, i.e.:
p@n(wt) ≈ ρ@n(wt) (2.24)
Hence, the requirement of independence is not fulfilled: On the contrary, the
metrics p@n(wt) and j@n(wt) are virtually identical to a quantity which is unre-
lated to the expected distance of the embedding of wt over multiple runs. Thus,
we conclude that the metrics are practically independent of the distance itself.
7The specific value of γ that we use is the mean of σ
(A)
ij over all word pairs.
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Figure 2.7: Plot of the structure factor ρ@1(wt) over the measurements of
p@1(wt) = j@1(wt), for 1000 randomly sampled target words wt obtained from
128 runs of fastText on a Portuguese Wikipedia extract.
Language word2vec GloVe fastText
Hi 0.969 0.968 0.984
Fi 0.976 0.995 0.974
Zh 0.977 0.990 0.985
Cs 0.979 0.991 0.979
Pl 0.976 0.989 0.968
Pt 0.981 0.975 0.976
En 0.975 0.973 0.985
Table 2.5: Pearson correlation coefficient between the structure factor ρ@1(wt)
and the measurements of p@1(wt) = j@1(wt), for 1000 randomly sampled tar-
get words wt obtained from 128 runs of word2vec (skip-gram), GloVe and
fastText (skip-gram) on Wikipedia corpora in seven different languages.
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2.2.3 Global Distance Metrics
We have shown in the previous section that nearest-neighbor based approaches,
which were used in most of the previous work on the stability of word embed-
dings, have several flaws (for a summary, please refer to the conclusion at the
end of this section). This observation was our initial motivation to look for other
methods to quantify stability and finally led us to a metric that quantifies the
distance between two embedding spaces and is sensitive to changes in the global
structure: The Pairwise Inner Product (PIP) loss, introduced by Yin and Shen
(2018).
2.2.3.1 The Pairwise Inner Product (PIP) Loss
The definition of the PIP loss as a metric to quantify the distance between
two embedding spaces is based on the rotation-invariance of embedding spaces,
which is outlined in Section 2.1.1: Two embedding spaces Vi,Vj ∈ Rv×d are
equivalent in regards to all practical purposes if one can be obtained from the
other by applying an orthogonal transformation A ∈ Rd×d : AA⊤ = I. If Vi
and Vj are rotated versions of one another, we can write:
∃A orthogonal, with ViA = Vj (2.25)
If this is given, one can see:
VjV
⊤
j = ViA(ViA)
⊤ = ViAA
⊤V⊤i = ViV
⊤
i (2.26)
The (k, l)-th entry of the matrixViV
⊤
i , which Yin and Shen (2018) also call the
PIP matrix, corresponds to the inner product between the embeddings of the
words with index k and l respectively. If the word embeddings are normalized,
i.e. ~v~v⊤ = 1 for all embeddings ~v, these entries are identical to the cosine
similarities of the word pairs.
Equation (2.26) shows, that if two embedding spaces are equivalent, their PIP
matrices are equal. Hence, the PIP loss DPIP between the embedding spaces
Vi and Vj is defined as the norm of the difference between their PIP matrices:
DPIP : R
v×d × Rv×d → R, (Vi,Vj) 7→ DPIP(Vi,Vj)
DPIP(Vi,Vj) = ||ViV⊤i −VjV⊤j || =
√ ∑
wk,wl∈V
(
~vik~v⊤il − ~vjk~v⊤jl
)2 (2.27)
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Where ~vik is the embedding of the word wk in the space Vi, i.e. the k-th row of
the matrixVi. The sum in the equation above consists of |V|2 terms, i.e. it scales
with the size of the vocabulary of the embeddings. To compare measurements
between embeddings with different-sized vocabularies, we introduce the reduced
PIP loss:
DrPIP(Vi,Vj) =
1
2 · |V|DPIP(Vi,Vj) (2.28)
which measures the squared mean of the expression 12
(
~vik~v
⊤
il − ~vjk~v⊤jl
)
over all
word pairs.8
2.2.3.2 The Word-Wise PIP Loss
As mentioned several times in the sections above, we are interested in a metric
d that captures the distance of the embedding of one word wk between two
embedding spaces Vi and Vj . While the PIP loss does not match this format,
we can derive a metric of the desired shape from the (reduced) PIP loss, which
we call the word-wise reduced PIP loss dPIP:
dPIP : V × Rv×d × Rv×d → R, (wk,Vi,Vj) 7→ dPIP(wk,Vi,Vj)
dPIP(wk,Vi,Vj) =
1
2 ·√|V|
√∑
wl∈V
(
~vik~v⊤il − ~vjk~v⊤jl
)2 (2.29)
Here, in contrast to the (reduced) PIP loss, the word wk is fixed; we obtain the
mean of the expression 12
(
~vik~v
⊤
il − ~vjk~v⊤jl
)
for the given wk with all other words
wl ∈ V of the vocabulary.9
Intuitively, the word-wise reduced PIP loss of a word wk between the embedding
spaces Vi and Vj measures the mean squared difference in cosine similarity
10
of the word wk with all words in the vocabulary between the two spaces Vi
and Vj . As shown in theory (Section 2.1.1) and experiment (Section 2.1.3),
the cosine similarity of any two words is a rotation-invariance property, hence
expected to be stable over subsequent runs. Measuring the difference of this
8As shown in the sections below, the additional factor 2 is necessary to ensure the desired
codomain [0, 1].
9Technically there is no difference in excluding the target word wk from V or keeping it. As
long as the embeddings are normalized, ~vik~v
⊤
ik − ~vjk~v⊤jk = 1− 1 = 0.
10Under the condition that the embeddings are normalized.
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quantity between two embedding spaces thus makes a prospective candidate for
the distance metric we are looking for. We want to note that while the use of
this derivate of the PIP loss by Yin and Shen (2018) to measure stability is –
to our knowledge – a novel approach, Eger and Mehler (2016) already used a
similar metric to compare embeddings derived from different corpora.
2.2.3.3 Reducing the Computational Complexity
Before we begin to assess if the metric fulfils the requirements introduced above,
let us introduce an approach to reduce the resource utilization for the com-
putation of the metrics significantly: Both, the reduced PIP loss as well as
the word-wise reduced PIP loss, measure the squared mean of the expression
1
2
(
~vik~v
⊤
il − ~vjk~v⊤jl
)
over all possible pairs (with wk fixed for the word-wise re-
duced PIP loss) of words from the vocabulary V . Naturally, we expect this mean
value to be independent of the vocabulary size. Hence, we can obtain a proxy
of the (word-wise) reduced PIP loss by calculating the mean of this expression
over a randomly sampled subset V ′ ⊂ V . The time complexity of calculating
the reduced PIP loss is O(|V|2), that of the word-wise reduced PIP loss O(|V|).
Thus, sampling a random V ′ with |V ′| ≪ |V| yields a substantial reduction in
complexity for both metrics.
One could argue that this introduces a free variable to this distance metrics,
comparable to the scope n of the nearest neighbor approaches: the size of the
subset V ′. However, we show in the section below that the metric is consistent
over this variable, if V ′ has a sufficiently large size (≥ 103 words).
(I) Formal Criteria
The definition of the word-wise reduced PIP loss in Section 2.2.3.2 matches the
format of the distance metric we are looking for. However, we still need to verify
that the codomain of dPIP coincides with the interval [0, 1]. From now on, we
will assume that all word vectors are normalized, i.e. ~vk~v
⊤
k = 1 ∀wk ∈ V . If
this is given, any two word vectors ~vk and ~vl fulfil:
~vk~v
⊤
l =
~vk~v
⊤
l
1 · 1 =
~vk~v
⊤
l(
~vk~v⊤k
) · (~vl~v⊤l ) = cos (∠(~vk, ~vl)) (2.30)
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We know that the codomain of the cosine function is [−1, 1], hence for any set
of normalized word embeddings ~vk, ~vl, ~vm, ~vn:
~vk~v
⊤
l − ~vm~v⊤n ∈ [−2, 2] =⇒
(
~vk~v
⊤
l − ~vm~v⊤n
2
)2
∈ [0, 1] (2.31)
And since the mean of any set of real numbers will not fall short of the smallest
or exceed the largest one:
dPIP : V × Rv×d × Rv×d → [0, 1], (wk,Vi,Vj) 7→ dPIP(wk,Vi,Vj) (2.32)
(II) Consistency
The word-wise reduced PIP loss as defined in Equation (2.29), does not have
any free parameters that could cause inconsistencies; hence this requirement is
fulfilled.
However, when computing the metrics in practice, we generally do not calculate
the mean over the whole vocabulary V , but instead over a randomly sampled
subset of words V ′ ⊂ V of fixed size |V ′|. In order to examine the consistency
of dPIP over this free variable, given a sufficiently large size (|V ′| ≥ 103 words),
we ran the following experiments:
1. For each language and embedding technique described in Section 1.2, we
sample 1000 target words randomly from the joint vocabulary of all runs
in the respective language.
2. Now we randomly pick a pair of runs11 over independently shuffled corpora
and calculate the word-wise reduced PIP loss dPIP for every target word
at different values of |V ′| ∈ {103, 104, 105, |V|}.
3. Finally, we calculate the Spearman correlation of dPIP for the 1000 target
words between different values of |V ′|.
The results – please refer to Table 2.6 – show that the metric is highly consistent
over the different sizes of |V ′|, with all correlation values larger than 0.99 for
|V ′| ≥ 104.12 Hence, our approach to increase the computational efficiency by
11To ensure the statistical significance of the results, we picked 10 random pairs and ultimately
calculate the mean Spearman correlation values over these pairs.
12Thus, we choose |V ′| ≥ 2 · 104 in practice.
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103 104 105 |V|
103 0.958 0.976 0.978 0.978
104 0.995 0.997 0.998
105 0.999 1.000
|V| 1
Embedding Technique: word2vec (skip-gram)
103 104 105 |V|
103 0.961 0.979 0.981 0.981
104 0.996 0.998 0.998
105 1.000 1.000
|V| 1
Embedding Technique: GloVe
103 104 105 |V|
103 0.949 0.971 0.974 0.974
104 0.994 0.997 0.997
105 0.999 1.000
|V| 1
Embedding Technique: fastText (skip-gram)
Table 2.6: Spearman correlation of the metrics dPIP for 1000 target words
for different values of |V ′| ∈ {103, 104, 105, |V|} for word2vec (top), GloVe
(middle) and fastText (bottom), obtained as outlined in Section 2.2.3. For
each of the techniques, we show the average of the correlation over all languages
mentioned in Section 1.2. One might ask why the values on the main diagonal
are different from 1: This is the case, since we repeated the random sampling of
the proxy words twice and calculated the correlation between these two samples.
This helps to understand not only how stable the measures are over different
numbers of proxy words, but also over subsequent runs with a fixed number of
proxy words.
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calculating the word-wise reduced PIP loss over a randomly sampled subset V ′
does not interfere with the meaningfulness of the metric.
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(III) Independence
Finally, we want to understand if the word-wise reduced PIP loss of a word w
between two embedding spacesVi andVj , is influenced by any quantities which
are unrelated to the distance. Hence, similarly to Section 2.2.2, we attempt to
predict dPIP simply based on the assumption that the cosine similarity of any
two words w1 and w2 follows a Normal distribution:
cos(w1, w2)i ∼ N
(
µ12, σ
2
12
)
(2.33)
Under this assumption, the expression ~vik~v
⊤
il − ~vjk~v⊤jl is just the difference of
two Normally distributed random variables, which is again a Normal distribution
(Lemons et al., 2002):
~vik~v
⊤
il ∼ N
(
µkl, σ
2
kl
)
, ~vjk~v
⊤
jl ∼ N
(
µkl, σ
2
kl
)
=⇒ ~vik~v⊤il − ~vjk~v⊤jl ∼ N
(
0, 2σ2kl
)
(2.34)
Hence, we can write the expectation of dPIP for a word wk over randomly
sampled embedding spaces Vi,Vj as:
13
〈dPIP(wk,Vi,Vj)〉ij =
〈√
1
4 · |V|
∑
wl∈V
(
~vik~v⊤il − ~vjk~v⊤jl
)2〉
ij
=
√√√√ 1
4 · |V|
∑
wl∈V
〈(
~vik~v⊤il − ~vjk~v⊤jl
)2〉
ij
=
√
1
4 · |V|
∑
wl∈V
2σ2kl
=
√
1
2 · |V|
∑
wl∈V
σ2kl
(2.35)
This means, the expectation of the word-wise reduced PIP loss of a word wk is
a multiple of the squared mean of the standard deviation of the cosine similarity
between the target word and all other words of the vocabulary. The variance
σkl is a measure of the expected difference of the cosine similarity of the word
pair wk,wl over two independent embedding spaces Vi,Vj sampled from the
same probability distribution. Hence, the expectation of the word-wise reduced
PIP loss is independent of any quantities that do not measure the distance
13In the last step we use the definition of the variance σ2 for a randomly distributed variable
x ∼ N (µ, σ2), that yields 〈x2〉 = µ2 + σ2.
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between the embedding spaces: The third and last requirement of independence
is fulfilled.
Conclusion
In the last two sections, we introduced and compared two methods to measure
the distance of a word w between two embedding spaces Vi and Vj :
Nearest-neighbor based approaches Namely, measuring the percentage over-
lap (or Jaccard metric) of the n nearest neighbors (by cosine distance) of
the word w in the two spaces Vi and Vj .
Word-wise reduced PIP loss Which is defined as the squared mean of the
difference in the cosine similarity of the word w with all other words of
the vocabulary between the two spaces Vi and Vj .
We find that nearest-neighbor based approaches were used in all previous work
that attempts to quantify the stability of word embeddings (Hellrich and Hahn,
2016a,b, 2017; Hellrich et al., 2019; Antoniak and Mimno, 2018; Chugh et al.,
2018; Wendlandt et al., 2018; Pierrejean and Tanguy, 2018). The word-wise
reduced PIP loss is a novel measure, based on the PIP loss, introduced by
Yin and Shen (2018).14
The comparison of these two methods with respect to the requirements for a
distance metric that were introduced in Section 2.2.1 is summarized in Table
2.7. Whereas both types of metrics fulfil the necessary formal criteria, the
nearest-neighbor based approaches are inconsistent over the chosen threshold
value n and strongly – if not exclusively – depend on the structure factor of the
embedding, which is unrelated to the distance between multiple runs. Some of
these limitations were already touched upon by Pierrejean and Tanguy (2018)
but they argued the convenience and simplicity of the measure justifies its use.
However, we argue that the word-wise reduced PIP loss, which does not ex-
hibit these problems and has lower computational complexity than the nearest-
neighbor based metrics, is better suited for this task and – unless there are
limitations to this metric that we overlooked – should be the method of choice
14As mentioned above, Eger and Mehler (2016) already used a similar metric to measure the
difference between embeddings derived from different corpora.
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in the future. In our studies on the stability of word embeddings in the following
section, we will hence predominantly use the word-wise reduced PIP loss.
n.n. based metrics w.w.r. PIP loss
Formal criteria Yes Yes
Consistency No Yes
Independence No Yes
Complexity O(|V|) ∼ 106 − 108 O(|V ′|) ∼ 104
Table 2.7: Comparison of the two types of approaches for a metric d(w,Vi,Vj)
to measure the distance between the embeddings of a word w in the two embed-
ding spaces Vi and Vj : nearest-neighbor based approaches and the word-wise
reduced PIP loss.
2.3 Understanding the Instability
Now that we have a tool at hand to measure the distance between embedding
spaces and individual embeddings within them – the reduced PIP loss and word-
wise reduced PIP loss, we can finally tackle the task we set out to do at the
beginning of this chapter: To quantify and understand the instability of word
embeddings.
We begin by calculating the reduced PIP loss for 120 pairs of embedding spaces,
composed of 16 subsequent runs with each type of document sampling (fixed,
shuffled, and bootstrapped) for every language and embedding technique out-
lined in Section 1.2. The computations are based on a random sample of
|V ′| = 2 × 104 target words for every language. The results are summarized
in Table 2.8.
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word2vec GloVe fastText
DrPIP DrPIP DrPIP
µ× 102 σ × 104 µ× 102 σ × 104 µ× 102 σ × 104
Hi
fixed 0.771 2.8 1.278 1.0 2.170 4.2
shuffle 1.805 5.3 1.275 0.9 2.367 0.2
bootstrap 3.417 0.9 4.272 0.4 2.879 0.3
Fi
fixed 0.611 0.9 1.564 1.0 1.743 1.5
shuffle 1.665 2.5 1.558 1.2 1.963 0.2
bootstrap 3.258 1.2 4.108 0.4 2.483 0.7
Zh
fixed 0.653 0.7 1.560 1.3 2.117 0.5
shuffle 1.634 2.1 1.543 0.9 2.428 0.6
bootstrap 3.124 1.0 4.084 0.5 2.951 0.3
Cs
fixed 0.661 2.4 1.416 1.3 1.819 1.7
shuffle 1.543 2.5 1.417 1.4 2.044 0.2
bootstrap 2.987 0.8 3.938 0.4 2.544 0.2
Pl
fixed 0.644 1.2 1.469 1.9 1.704 0.7
shuffle 1.507 2.4 1.465 1.4 1.943 0.2
bootstrap 2.853 1.3 3.947 0.7 2.426 0.3
Pt
fixed 0.702 0.9 1.334 1.1 1.828 0.9
shuffle 1.609 2.9 1.352 1.7 2.059 0.2
bootstrap 3.063 1.1 4.065 0.7 2.575 0.2
En
fixed 0.725 0.3 1.201 4.5 1.664 2.0
shuffle 1.543 2.3 1.208 4.0 1.891 0.2
bootstrap 2.883 0.8 4.672 1.8 2.388 0.6
Table 2.8: Reduced PIP loss DrPIP for different types of document sampling
(fixed, shuffled, bootstrapped) and every language and embedding technique
outlined in Section 1.2. The calculation of mean µ and standard deviation σ is
based on 120 pairs of embeddings for each setting, composed of 16 independent
runs, each based on a random sample of 2 × 104 target words. The values
for GloVe trained on the English corpus must be treated with caution: As
mentioned in Section 1.2, we had to restrict the iterations for these runs to 25.
Therefore, the results are not directly comparable to the other languages.
50
Observation 1: The variance of the measurements is small
The relative variance of the reduced PIP loss between different pairs of embed-
ding spaces is rather small (between around 10−2 and 10−3). The explanation
for this can be found in our calculations in 2.2.3: As Equation 2.34 shows,
the expectation of the word-wise reduced PIP loss is the squared sum over |V|
samples of Gaussian probability distributions N (0, σ2kl), with zero mean and
variances σ2kl. We consider the special case of constant variances (σkl = σ˜ ∀i)
for a second:
dPIP(wk,Vi,Vj) =
√
1
2 · |V|
∑
wl∈V
σ2kl =
σ˜√
2 · |V|
√√√√ |V|∑
i=1
x˜2i with xi ∼ N (0, 1)
(2.36)
The term on the right, i.e. the squared sum over |V| random variables following
a normal distribution N (0, 1) corresponds to a Chi distribution with |V| degrees
of freedom. The mean µk and variance σ
2
k of the Chi distribution with k degrees
of freedom are given by (Walck, 1996):
µk =
√
2
Γ((k + 1)/2)
Γ(k/2)
σ2k = k − µ2k (2.37)
Where Γ is the gamma function. We can obtain an estimation of these param-
eters for large k through an expansion of the gamma function around +∞:
µk =
√
k +O
(
1√
k
)
σ2k = k − (k −O(1)) = O(1) (2.38)
Hence, the relative width of this distribution for large k scales with:
σk
µk
∝ 1√
k
(2.39)
For the word-wise reduced PIP loss, this means:
σ(dPIP)
µ(dPIP)
∝ 1√|V| (2.40)
Since we typically deal with large vocabularies |V| > 105, the relative width
of this distribution converges to zero. This effect is even stronger for the re-
duced PIP loss, which equals the mean of the word-wise reduced PIP loss over
all words of the vocabulary. This means in practice, that to get an accurate
estimate of the overall instability of an embedding space, obtained by applying
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the embedding technique T to a corpus C, it is sufficient to perform only two
independent runs, and measure the reduced PIP loss between the two resulting
spaces. The resources required to conduct 128 independent runs, as done in this
work, should thus not prevent anyone from obtaining a practical understand-
ing of the instability of any combination (T , C). Two subsequent runs on an
independently shuffled corpus suffice in most cases.
Observation 2: We can identify patterns of stability for the different
techniques and sampling types that are consistent for all languages
Another, not quite surprising observation, is that the GloVe embeddings show
no statistically significant difference in the distribution of the reduced PIP loss
between fixed and shuffled document sampling. This technique contains one
step, where the word co-occurrence matrix of the input text is randomly shuffled,
hence even in the fixed setting, the data is shuffled implicitly. Therefore, we do
not expect any difference in the distance of the embedding spaces between the
fixed and the shuffled sampling.
Comparing the stability of our three embedding techniques for the different
sampling types shows: For each of the three sampling types, we find a distinct
order, that is consistent over all seven languages, as summarized in Table 2.9.
Sampling Instability
Method Small −→ Large
fixed word2vec GloVe fastText
shuffled GloVe word2vec fastText
bootstrapped fastText word2vec GloVe
Table 2.9: For any type of document sampling, we find that the order of stability
of the different embedding techniques, as measured by the reduced PIP loss, is
consistent over all languages.
For the fixed setting, word2vec is the most stable method, GloVe for the shuf-
fled setting, and finally when training the embeddings on bootstrapped corpora,
fastText is the most stable one. This leads us to the following interpretation:
While fastText has the largest intrinsic instability of all methods, as seen for
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the fixed and shuffled settings, it seems to be better at abstracting and captur-
ing the semantic relationships of words within a language from a limited set of
documents that is sampled from this language. And this abstraction is one of
the main objectives when training word embeddings!
This capability is also demonstrated in the word analogy tasks in the different
languages (see Table 2.10): fastText outperforms word2vec and GloVe in
every language except for Finnish. And the results on the Finnish word analogy
task set need to be treated with caution, as it consists of only around 103 tasks,
around 20-times fewer than in any other language.
Language
word2vec GloVe fastText
Analogy Score Analogy Score Analogy Score
µ σ µ σ µ σ
Hi 14.45 0.38 8.19 0.24 17.06 0.46
Fi 45.69 1.19 26.16 1.30 42.82 1.51
Zh 50.81 1.10 36.18 1.62 57.01 1.21
Cs 48.54 0.57 41.80 0.50 62.89 0.55
Pl 45.21 0.53 16.50 0.38 58.16 0.78
Pt 50.48 0.32 33.26 0.38 56.52 0.42
En 71.89 0.20 68.37 0.28 74.21 0.21
Table 2.10: Analogy scores for every language and embedding technique outlined
in Section 1.2. The calculation of mean µ and standard deviation σ is based on
128 independent runs.
Further experiments are necessary to confirm these findings, and especially ex-
amine the correlation of the PIP loss over bootstrapped corpora with the per-
formance of the embeddings on various downstream tasks. Our preliminary
results allow for the following statement: If we want to compare the quality
of embeddings produces by different techniques on one corpus, especially for
languages where no analogy task set is available, the reduced PIP loss between
multiple sets of embeddings that were trained on bootstrapped corpora could
be an indicator.
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Observation 3: We can differentiate between two main causes of the
instability
We already used the term intrinsic instability in the section above to describe
the PIP loss of an embedding technique over fixed or shuffled corpora. Even
when the order of the documents within a corpus is randomly shuffled, the
semantics of the different words of the vocabulary do not change. Therefore, one
would expect that for an imaginary embedding technique, which has no method-
induced instability at all, the PIP loss between embedding spaces trained on
fixed and shuffled corpora is zero.
However, even for this perfectly stable technique, one would expect differences
between embedding spaces trained on bootstrapped corpora – as these inhibit
actual differences in the semantics of the words (for example one meaning of a
homonym might be dropped through bootstrapping, while another one is am-
plified). Now, let us assume to have an embedding technique of great practical
value, which is able to abstract the semantics of a language by training on a
given corpus sampled from this language. Then one would expect these differ-
ences to be comparably small.
This assessment leads us to introduce the following distinction between two
types of instability for an embedding technique T trained on a corpus C:
Intrinsic Instability The mean of the reduced PIP loss of a sample of em-
bedding spaces obtained by applying the technique T on independently
shuffled versions of the corpus C:
Iint(T , C) = 〈DrPIP(Vi,Vj)〉 with Vi,Vj ∼ Ωshuf.(T , C) (2.41)
This measure describes the instability of the technique T trained on the
corpus C.
Extrinsic Instability The quadratic difference between the mean of the re-
duced PIP loss over bootstrapped samples and the intrinsic instability:
Iext(T , C) =
√
〈DrPIP(Vk,Vl)〉 − Iint(T , C) with Vk,Vl ∼ Ωboot.(T , C)
(2.42)
This measure describes the instability of the technique T towards varia-
tions in the corpus C.
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This distinction may be even more insightful on the level of individual words –
see Section 2.3.1.
Observation 4: We observe a weak correlation between extrinsic in-
stability, corpus and vocabulary size
Table 2.8 contains the results of the evaluation of the intrinsic instability for all
techniques and languages. The values of the extrinsic instability can be found
in Table 2.11 below.
Language
word2vec GloVe fastText
Iext(T , C) Iext(T , C) Iext(T , C)
µ× 102 σ × 104 µ× 102 σ × 104 µ× 102 σ × 104
Hi 2.901 3.4 4.077 0.5 1.639 0.6
Fi 2.801 2.0 3.801 0.6 1.521 1.1
Zh 2.663 1.8 3.781 0.6 1.677 1.0
Cs 2.557 1.8 3.674 0.7 1.515 0.5
Pl 2.423 2.1 3.665 0.9 1.453 0.5
Pt 2.606 2.2 3.833 1.0 1.546 0.5
En 2.435 1.8 4.513 2.4 1.458 1.0
Table 2.11: Extrinsic instability for every language and embedding technique
outlined in Section 1.2. The calculation of mean µ and standard deviation σ is
based on 120 pairs of embeddings for each setting, composed of 16 independent
runs, each based on a random sample of 2 × 104 target words. The value
for GloVe trained on the English corpus must be treated with caution: As
mentioned in Section 1.2, we had to restrict the iterations for these runs to 25.
Therefore, the results are not directly comparable to the other languages.
To determine if there is a correlation between the extrinsic instability of a lan-
guage with the word count and vocabulary size of the respective corpus (outlined
in Table 1.2), we calculated Spearman’s ρ of Iext(T , C) with the quotient |V|/|C|
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of vocabulary and corpus size for the three different embedding techniques:15
ρword2vec = 0.715, ρGloVe = 0.143, ρfastText = 0.536 (2.43)
The extrinsic instability Iext(T , C) seems to decrease with corpus size and in-
crease with vocabulary size for word2vec, and fastText. For GloVe, we
cannot confirm a correlation based on the data we have.
We intuitively expect a correlation like this; hence the values in Equation (2.43)
are smaller than one might have thought. The correlation seems evident for
word2vec (with a p value of 0.071), but less so for fastText (p = 0.22) and
looks entirely random for GloVe (p = 0.78).16 Since these results are based on
a rather small sample size of 7 languages/corpora, additional experiments are
necessary to confirm or refute these findings and understand the phenomenon
in detail.
2.3.1 Instability of Individual Words
What we found to be even more insightful than the analysis of the instability of
embedding spaces, is to examine the instability of the embeddings of individual
words over multiple runs. First, we extend our definitions of the intrinsic and
extrinsic instability of embedding spaces to individual words, using the word-
wise reduced PIP loss dPIP:
Jint(T , C, w) = 〈dPIP(Vi,Vj , w)〉
Jext(T , C, w) =
√
〈dPIP(Vk,Vl, w)〉 − Jint(T , C, w)
(2.44)
where Vi,Vj ∼ Ωshuf.(T , C) and Vk,Vl ∼ Ωboot.(T , C). Based on these defi-
nitions, we calculated the intrinsic and extrinsic instability for 2,000 randomly
sampled words over 120 pairs of embedding spaces, for every language and em-
bedding technique. Both quantities are plotted over the word frequency in Fig-
ure 2.8 for Hindi and 2.9 for Polish. The experiments yield several observations,
that are outlined below.
15For GloVe the values for English were excluded from the calculation, since these runs are
based on different model parameters, as outlined in Section 1.2.
16The p value measures the probability to observe the present correlation if the two datasets
are in fact independent of each other – in other words, a small p value is a good indicator
for true correlation.
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Figure 2.8: Intrinsic instability Jint(T , C, w) and extrinsic instability
Jext(T , C, w) for word2vec,GloVe and fastText on the Hindi Wikipedia cor-
pus for 2,000 randomly sampled words as a function of word frequency. The
calculation is based on 120 pairs of embeddings for each setting, composed of 16
independent runs, and the word-wise reduced PIP loss is calculated over 2×104
randomly sampled target words.
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Figure 2.9: Intrinsic instability Jint(T , C, w) and extrinsic instability
Jext(T , C, w) for word2vec, GloVe, and fastText on the Polish Wikipedia
corpus for 2,000 randomly sampled words as a function of word frequency. The
calculation is based on 120 pairs of embeddings for each setting, composed of 16
independent runs, and the word-wise reduced PIP loss is calculated over 2×104
randomly sampled target words.
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Observation 1: The distribution of intrinsic/extrinsic instability over
word frequency over is different for each technique, but similar for
all languages
Figures 2.8 and 2.9 demonstrate this. Both show distinctive patterns for the
intrinsic and extrinsic instability of the three different techniques, but as a whole,
the two figures look much alike. All languages we examined in this work (see
Section 1.2) show the same pattern, hence we conclude that the shape of the
curves depends primarily on the technique and is only slightly affected by the
corpus. Therefore, we argue, most of the observations below can be generalized
to any corpus.
Observation 2: Intrinsic instability is constant over word frequency
for all techniques
This observation might come as a surprise, as e.g. Wendlandt et al. (2018)
claimed that word stability increases with frequency, which is a somewhat intu-
itive expectation. However, Hellrich and Hahn (2016b) made a similar observa-
tion for skip-gram embeddings trained on a German corpus.
The shape of the curves in Figures 2.8 and 2.9 indicates that the mean of the
intrinsic instability for word2vec, GloVe and fastText, is constant over the
whole frequency interval. A statistical analysis – i.e. dividing the data into
20 batches by frequency and calculating the Spearman correlation between the
mean values of the intrinsic stability and the mean frequency of the respective
batch – supports this: For GloVe and fastText, we find no statistically signif-
icant correlation (p < 0.05) in any language. For word2vec on the other hand,
we find a significant correlation, however, the change of the intrinsic instability
over the whole frequency interval is still relatively small (< 20%). The plots
furthermore suggest that the variance of the instability increases for small fre-
quencies, but this effect is visually enhanced in our plots by the abundance of
low-frequency words in the vocabulary compared to high-frequency words.
Altogether we conclude that the intrinsic instability of words hardly depends
on their frequency, at least for the techniques and languages examined in this
work.
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Observation 3: The extrinsic instability of word-based techniques de-
creases with word frequency
Whereas the intrinsic instability of low-frequency words is not significantly
higher than for high-frequency words, the extrinsic instability of word-based
embedding techniques (word2vec, GloVe) offers quite a different picture: The
extrinsic instability decreases with word frequency.
Since any corpus – independent of its size – is only a snapshot of the respective
language, this observation leads us to the somewhat expectable conclusion, that
the quality of the embedding of a word based on word2vec and GloVe, i.e.
how well it resembles the meaning of the word in the language as a whole and
not only in the given corpus, increases with the word frequency.
Observation 4: The extrinsic instability of fastText (sub-word based)
is constant over word frequency
For the sub-word based embedding technique fastText not only the intrinsic but
also the extrinsic instability is independent of the word frequency. We suspect
the following reason for this: Since the technique is implicitly learning sub-word
embeddings and the embeddings of vocabulary words are derived from these,
the number of training samples that are used to construct the embeddings of a
word does not directly depend on the frequency of the word itself.
Combining the conclusion from above with this observation yields, that the
quality of the fastText embedding of a word is not expected to decrease for
rare words – hence we can expect especially the embeddings of low-frequency
words to be superior to word-based approaches like word2vec and GloVe.
This might explain why fastText seems to be able to better abstract from the
corpus it was trained on to the underlying language, as shown in Section 2.3.
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Chapter 3
Minimizing the Instability
Now that we developed a mathematical model to describe the randomness within
embedding spaces (Section 2.1.3), decided on a method to quantify its extent
(Section 2.2) and analysed different embedding techniques and languages, we
turn our focus towards the potential actions one can take to minimize the effects
of randomness on the embedding spaces.
3.1 Model and Parameter Choices
As outlined in the previous Chapter, the stability of a set of word embeddings
trained on a corpus C depends heavily on the choice of embedding technique.
However, for each of the three types of document sampling we examined, a
different technique was found to be the most stable one. Hence, we cannot
make a generic proposal on which technique to use in order to minimize the
instability of the embedding spaces; the specific scenario and objectives need to
be considered.
Apart from the choice of technique itself, each implementation – at least the ones
utilized for this work – offers a selection of configurable parameters, which can
be further optimized to minimize the instability of the method: Hellrich et al.
(2019) found a strong influence of down-sampling strategies on the instability
of embeddings for the SVDPPMI technique introduced by Levy et al. (2015).
Yin and Shen (2018) write, that the PIP loss – i.e. our definition of instability
– depends on the number of dimensions of the embedding spaces, and exhibits
61
a distinct minimum, depending on the corpus, for both word2vec and GloVe.
We are interested in the correlation between training time and stability, i.e. in
answering the question: Will the distribution of embeddings eventually con-
verge, given sufficient training time? Due to limited resources, we had to re-
strict the experiments in this section to word2vec and fastText trained on
Hindi, Finnish, Chinese, Czech, Polish and Portuguese Wikipedia Corpora (i.e.
GloVe, as well as English are dropped). We can influence the training time for
word2vec and fastText mainly through two parameters: The number of train-
ing epochs and the number of negative samples. Table 3.2 and Table 3.1 show
the influence of these parameters on the reduced PIP loss measured between
two subsequent runs on independently shuffled corpora. An increase in any of
the two parameters over the default values yields a decrease in the PIP loss,
hence more stable embeddings for both, word2vec and fastText. However,
especially for word2vec, the PIP loss reaches a plateau at a certain point and
does not further decrease – and can even increase – with longer training time.
Altogether, we observe a positive effect when increasing the training time for
word2vec and fastText on the stability of the embeddings. This is mirrored
in the mean scores of the respective models on word analogy tasks – outlined in
Tables 3.3 and 3.4.
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Negative Samples
5 10 20
E
p
o
ch
s
5 1.79×10−2 − 11.6 − 18.9
10 − 14.0 − 18.6 − 19.7
20 − 17.0 − 17.6 − 15.6
40 − 15.0 − 12.3 − 8.9
Fi
Negative Samples
5 10 20
E
p
o
ch
s
5 1.65×10−2 − 12.4 − 18.7
10 − 9.4 − 17.9 − 20.2
20 − 15.0 − 14.4 − 14.5
40 − 11.6 − 9.4 − 5.6
Zh
Negative Samples
5 10 20
E
p
o
ch
s
5 1.52×10−2 − 12.6 − 18.1
10 − 14.0 − 19.7 − 21.5
20 − 18.0 − 19.4 − 17.7
40 − 17.5 − 15.9 − 11.6
Cs
Negative Samples
5 10 20
E
p
o
ch
s
5 1.63×10−2 − 12.9 − 16.9
10 − 16.9 − 24.9 − 26.2
20 − 23.0 − 25.3 − 24.0
40 − 24.1 − 21.7 − 17.8
Pl
Negative Samples
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E
p
o
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s
5 1.51×10−2 − 12.0 − 17.0
10 − 13.0 − 18.8 − 19.9
20 − 17.3 − 18.2 − 16.6
40 − 17.8 − 15.9 − 9.0
Pt
Negative Samples
5 10 20
E
p
o
ch
s
5 1.60× 10−2 − 11.0 − 15.0
10 − 11.9 − 17.4 − 19.1
20 − 17.0 − 18.6 − 17.6
40 − 18.9 − 17.8 − 14.3
Table 3.1: Reduced PIP loss and percentage change due to increasing the train-
ing time – i.e. number of epochs and negative samples – of word2vec models
in six different languages over the default. The depicted values correspond to
the mean reduced PIP loss measured between four independent runs on shuffled
corpora for each set of parameters in any language.
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5 2.37×10−2 − 0.8 − 1.7
10 − 3.2 − 3.7 − 4.2
20 − 7.9 − 8.4 − 8.1
40 − 13.9 − 14.3 − 14.2
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5 1.96×10−2 − 1.6 − 3.4
10 − 2.1 − 3.5 − 6.2
20 − 6.5 − 8.9 − 10.4
40 − 13.1 − 15.4 − 16.9
Zh
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5 2.05×10−2 − 2.2 − 3.9
10 − 4.9 − 6.2 − 8.5
20 − 11.2 − 13.5 − 15.3
40 − 19.6 − 21.5 − 22.1
Cs
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s
5 2.43×10−2 − 2.1 − 3.8
10 − 5.0 − 6.6 − 8.0
20 − 10.7 − 12.6 − 13.8
40 − 18.4 − 20.1 − 21.1
Pl
Negative Samples
5 10 20
E
p
o
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s
5 1.94×10−2 − 2.4 − 4.5
10 − 5.5 − 8.1 − 10.3
20 − 12.4 − 15.0 − 17.0
40 − 21.0 − 23.3 − 18.8
Pt
Negative Samples
5 10 20
E
p
o
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s
5 2.06× 10−2 − 2.5 − 4.7
10 − 5.8 − 8.4 − 10.1
20 − 12.7 − 15.1 − 17.0
40 − 21.0 − 23.1 − 18.2
Table 3.2: Reduced PIP loss and percentage change due to increasing the train-
ing time – i.e. number of epochs and negative samples – of fastText models
in six different languages over the default. The depicted values correspond to
the mean reduced PIP loss measured between four independent runs on shuffled
corpora for each set of parameters in any language.
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Negative Samples
5 10 20
E
p
o
ch
s
5 14.5 + 1.2 + 2.0
10 + 4.5 + 5.7 + 5.8
20 + 7.4 + 8.3 + 9.3
40 + 9.6 + 10.8 + 11.7
Fi
Negative Samples
5 10 20
E
p
o
ch
s
5 45.7 + 1.4 + 2.7
10 + 3.6 + 5.6 + 7.1
20 + 5.6 + 6.9 + 8.7
40 + 7.3 + 7.8 + 9.5
Zh
Negative Samples
5 10 20
E
p
o
ch
s
5 48.5 + 1.9 + 2.7
10 + 1.7 + 3.5 + 4.6
20 + 1.4 + 2.7 + 3.9
40 + 1.1 + 2.0 + 3.0
Cs
Negative Samples
5 10 20
E
p
o
ch
s
5 50.8 + 5.0 + 6.4
10 + 7.1 + 10.4 + 11.6
20 + 8.9 + 12.3 + 12.8
40 + 8.9 + 12.4 + 14.7
Pl
Negative Samples
5 10 20
E
p
o
ch
s
5 45.2 + 1.7 + 4.2
10 + 2.6 + 5.0 + 7.0
20 + 4.0 + 5.7 + 7.9
40 + 4.8 + 5.8 + 8.3
Pt
Negative Samples
5 10 20
E
p
o
ch
s
5 50.5 + 1.5 + 2.8
10 + 2.1 + 3.4 + 4.6
20 + 2.6 + 3.7 + 4.7
40 + 2.7 + 3.8 + 4.6
Table 3.3: Scores on word analogy tasks and change due to increasing the train-
ing time – i.e. number of epochs and negative samples – of word2vec models
in six different languages over the default. The depicted values correspond to
the mean score of four independent runs on shuffled corpora for each set of
parameters in any language.
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Hi
Negative Samples
5 10 20
E
p
o
ch
s
5 17.1 + 2.8 + 4.9
10 + 4.4 + 6.7 + 8.9
20 + 7.0 + 9.5 + 12.0
40 + 9.6 + 12.0 + 13.6
Fi
Negative Samples
5 10 20
E
p
o
ch
s
5 42.8 + 4.2 + 4.9
10 + 4.5 + 5.8 + 7.8
20 + 6.4 + 9.2 + 10.0
40 + 10.0 + 12.2 + 12.7
Zh
Negative Samples
5 10 20
E
p
o
ch
s
5 57.0 + 2.8 + 5.2
10 + 2.8 + 5.6 + 6.7
20 + 5.0 + 7.3 + 8.8
40 + 5.3 + 7.8 + 8.9
Cs
Negative Samples
5 10 20
E
p
o
ch
s
5 62.9 + 0.4 + 0.2
10 − 1.8 − 1.3 − 1.5
20 − 3.9 − 3.9 − 4.0
40 − 6.9 − 6.6 − 6.1
Pl
Negative Samples
5 10 20
E
p
o
ch
s
5 58.2 + 2.2 + 3.4
10 + 2.7 + 4.0 + 4.3
20 + 2.0 + 3.1 + 4.3
40 + 1.3 + 2.9 + 3.5
Pt
Negative Samples
5 10 20
E
p
o
ch
s
5 56.5 + 1.4 + 2.9
10 + 2.0 + 3.0 + 3.9
20 + 2.4 + 3.4 + 4.3
40 + 2.4 + 3.5 + 4.1
Table 3.4: Scores on word analogy tasks and change due to increasing the
training time – i.e. number of epochs and negative samples – of fastText models
in six different languages over the default. The depicted values correspond to
the mean score of four independent runs on shuffled corpora for each set of
parameters in any language.
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3.2 Sample Average over Multiple Embedding
Spaces
We have shown in Section 2.1.3, that embedding spaces derived from subsequent
runs of a technique T over shuffled versions of a corpus C follow a particular
probability distribution: The cosine similarity of any pair of words wk and wl is
normally distributed, with a characteristic mean µkl and variance σkl for every
pair of words.
Furthermore, the experiments presented in Sections 2.3 and 3.1 demonstrated
that a higher quality of embedding spaces (as measured by their performance
on word analogy tasks) seems to correlate with a lower mean variance σkl , and
hence lower (reduced) PIP loss.
These two findings prompted us to try a novel approach to increase the quality
of word embeddings: If we could compute a meaningful average of the embed-
dings over multiple runs on fixed, shuffled or bootstrapped corpora, we would
expect the mean variance σkl to decrease, and thus the quality of the embed-
dings to increase. This idea is supported by recent work on machine learning for
image processing (Cires¸an et al., 2012); Izmailov et al. (2018) found that “aver-
aging weights lead to wider optima and better generalization” for various neural
network architectures. This could be particularly valuable for the task we will
tackle in the following chapter – detecting semantic change – since the variance
of the embeddings in the individual corpora leads to errors when measuring the
difference of the embeddings between distinct corpora.
3.2.1 A Meaningful Average of Two Embedding Spaces
We begin by looking for a meaningful average over two embedding spacesVi and
Vj , trained by applying the same technique T on two independently shuffled
versions of a corpus C.
The first problem we encounter is the random orientation of embedding spaces
(see Figure 2.1), hence naively averaging over the embeddings does not yield
meaningful results. However, since the random orientation is the result of the
rotation-invariance of embedding spaces, we can make use of this characteristic
and “align” the embeddings with another, before averaging. This alignment of
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embedding spaces was first proposed almost simultaneously by Kulkarni et al.
(2015) and Zhang et al. (2015b) to compare the embeddings of words trained
on different corpora. We follow the approach of Hamilton et al. (2016b), i.e.
solving the orthogonal Procrustes problem:
Aij = arg min
AA⊤=I
||ViA−Vj || (3.1)
where Aij ∈ Rd×d is an orthogonal matrix that corresponds to rotating Vi
to minimize the Frobenius norm between ViA and Vj . The solution can be
obtained efficiently using the SVD-based approach from Schnemann (1966).
Using this transformation, we define the aligned averageMij of the two embed-
ding spaces Vi and Vj as:
Mij =
1
2
(ViAij +Vj) (3.2)
The distribution of the cosine similarity of the embeddings of two words wk and
wl in the embedding space Mij , i.e. their dot product – assuming normalized
vectors – reads:
~mij(wk) · ~m⊤ij(wl) =
1
2
(~vi(wk)Aij + ~vj(wk)) · 1
2
(~vi(wl)Aij + ~vj(wl))
⊤ (3.3)
For the sake of readability, we continue with the notation A := Aij , ~vk,l :=
~vi(wk,l) and ~uk,l := ~vj(wk,l). Then:
~mij(wk) · ~m⊤ij(wl) =
1
4
(
~vkAA
⊤~v⊤l + ~ukA
⊤~v⊤l + ~vkA~u
⊤
l + ~uk~u
⊤
l
)
=
1
4
[
~vk~v
⊤
l + ~uk~u
⊤
l + (~uk + ~vkA− ~vkA)A⊤~v⊤l
+(~vkA+ ~uk − ~uk)~u⊤l
]
=
1
2
(
~vk~v
⊤
l + ~uk~u
⊤
l
)
+
1
4
[
(~uk − ~vkA)A⊤~v⊤l + (~vkA− ~uk)~u⊤l
]
=
1
2
(
~vk~v
⊤
l + ~uk~u
⊤
l
)− 1
4
(~vkA− ~uk)
(
A⊤~v⊤l − ~u⊤l
)
=
1
2
(
~vk~v
⊤
l + ~uk~u
⊤
l
)− 1
4
(~vkA− ~uk) (~vlA− ~ul)⊤
(3.4)
The result is quite intuitive: The first term is the mean of the cosine similarity
of the words wk and wl in the two embedding spacesVi andVj respectively; the
second term corresponds to the variance introduced by the numerical alignment
of the two embedding spaces.
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We know that both ~vk~v
⊤
l and ~uk~u
⊤
l are sampled from the same Gaussian distri-
bution N (µkl, σ2kl), hence the first term is a Gaussian with mean µ˜ and variance
σ˜2:
µ˜ =
1
2
(µkl + µkl) = µkl σ˜
2 =
(
1
2
√
σ2kl + σ
2
kl
)2
=
1
2
σ2kl (3.5)
Furthermore, we find in our experiments, that the second term is again a Normal
distribution, with zero mean and a variance smaller than 12σ
2
kl, for all languages
and techniques examined in this work.
Altogether, this means that the distribution of the dot product ~mij(wk)· ~m⊤ij(wl)
of the embeddings of the words wk and wl in the aligned average spaceMij has
the same mean, but a smaller variance, than the distributions in the original
spaces Vi and Vj .
This is an indicator that averaging over embedding spaces might be beneficial
for their quality: It seems like the cosine similarities are converging towards the
mean of the underlying distribution.
3.2.1.1 Normalization and the Bias-Variance Trade-off
We made one – as we realized during our experiments – rather naive assump-
tion in the section above, namely, that the aligned average of two normalized
vectors is still normalized. However, as illustrated in Figure 3.1, the aligned
average is not only not normalized, but the length distribution is systematically
lopsided. Since the two normalized vectors ~vj(wk) and ~vi(wk)Aij are generally
not parallel, the triangle inequality yields that the length of ~mij(wk) can only
be smaller (or equal, in case of two parallel vectors) to 1.
To calculate the cosine similarity of the embeddings of any two words wk and wl
in the aligned average space Mij , the result of Equation (3.4) must be divided
by the length of the vectors ~mij(wk) and ~mij(wl), which are generally smaller
than 1, hence the distribution of the cosine similarity is displaced towards larger
values than in the original spaces Vi and Vj .
Hence, we find that averaging leads to a bias-variance trade-off : The variance of
the cosine similarity distribution in the aligned average spaces is smaller than in
the original ones, however, the means are systematically biased towards larger
values. This is illustrated in Figure 3.2. For the embeddings and techniques
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dog(1)
dog(2)
average
length difference
Figure 3.1: Illustration of the normalization problem that occurs when we av-
erage over aligned embedding spaces. If the two vectors ~vdog(1) and ~vdog(2) are
normalized and not parallel, the length of their average 12
(
~vdog(1) + ~vdog(2)
)
is
smaller than 1.
examined in this work, we found the differences of µkl and σkl between the
aligned average space Mij and the two original spaces Vi and Vj (averaged
over 10,000 randomly sampled word pairs) to fall within the following limits:
1
1.39
<
〈σkl〉M
〈σkl〉V <
1
1.28
1.01 <
〈µkl〉M
〈µkl〉V < 1.22 (3.6)
Before we analyse the effect of this trade-off on the quality of the embeddings,
we want to find a way to average over samples that consist of more than two
arbitrarily oriented embedding spaces.
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Figure 3.2: Distribution of cosine similarities for 5,000 randomly sampled word
pairs over 128 runs of fastText embeddings trained on independently shuffled
versions of the Finnish Wikipedia. The column on the left shows the distribution
for the 128 individual models, the column on the right shows the distribution for
the 64 embedding spaces we computed as an aligned average over two models
each. The histograms in the top row depict the cumulated centred distribution
over all word pairs. The variance of the averaged models is significantly smaller
than that of the original ones. The bottom row shows the distribution of the
mean values of the cosine similarity of the different word pairs; with the expected
bias towards higher values. Table 3.5 illustrates these distributions for a specific
example.
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3.2.2 Increasing the Sample Size
A naive method – and our own initial approach – to compute the aligned average
over a set S = {Vi for i = 1, ..., r} of r > 2 embedding spaces is illustrated in
Figure 3.3: We randomly select one embedding space Vj ∈ S, calculate the
closest orthogonal transformation Aij – using Equation (3.1) – from any other
space Vi ∈ S \ {Vj} to Vj , and define the aligned average as:
M =
1
r

Vj + r∑
j 6=i=1
ViAij

 (3.7)
However, both our experiments and a theoretical analysis yield that this ap-
V1 V2 V3 V4 V5 V6 V7 V8
M
·A14 ·A24 ·A34 ·A54 ·A64 ·A74 ·A84
Figure 3.3: Illustration of a naive and discarded approach to calculate the
aligned average over more than two embedding spaces.
proach creates more random variations than it can reduce. The result depends
heavily on the initial, random choice of Vj and the sum of the deviations from
transforming the embeddings of the r−1 remaining embedding to Vj can cause
substantial variations in the resulting space M.
We have shown in Section 3.2.1 that the aligned averageMij of two embedding
spaces Vi and Vj exhibits smaller variances σkl of the cosine similarities of
arbitrary word pairs wk and wl than the original spaces – but also some bias.
Since this was found to be true for any set of initial embedding spaces, we can
extend the finding to an approach for averaging over more than two spaces: By
averaging only two spaces at a time – in a binary-tree fashion (see Figure 3.4).
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V3 V7 V1 V2 V6 V4 V5 V8
·A37 ·A12 ·A64 ·A58
M1 M2 M3 M4
· A˜12 · A˜34
M5 M6
· A˜56
M7
Figure 3.4: Illustration of the tree-based approach used to calculate the aligned
average over more than two embedding spaces.
3.2.3 Influence of Averaging on Stability and Quality
We have applied the approach outlined in the previous sections to compute the
aligned average over 128 independent runs on fixed, shuffled and bootstrapped
corpora for all techniques and languages1 outlined in Section 1.2.
Using the tree-based approach outlined in Section 3.2.2, and storing all interme-
diate spaces computed in the process, means that for every language, technique,
and sampling method we have 128 initial spaces, 64 2-fold average spaces, 32
4-fold average spaces, etc., and finally, one embedding space that constitutes
the average over all 128 initial spaces.
Figure 3.5 illustrates the reduced PIP loss measured between pairs of spaces
at different levels of the averaging process. We observe a strong decline of the
reduced PIP loss, close to the theoretical limit, i.e. the course one would expect if
the deviations caused by the orthogonal transformation of one embedding space
into another – the second term in Equation 3.4 – would vanish. Hence, averaging
over aligned embedding spaces trained in multiple runs seems to reduce the
random noise inherent to the training process of any embedding technique.
Table 3.5 contains an anecdotal illustration of the increased stability of the av-
eraged embeddings: It comprises the 15 nearest neighbors of the target word
momentum for two embedding spaces, each the aligned average over 32 sub-
sequently trained models on independently shuffled versions of the English
1Except for English, which was omitted due to limited computational resources.
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Figure 3.5: Mean reduced PIP loss observed between pairs of averaged embed-
dings of different sample sizes, as a fraction of the mean reduced PIP loss of
the individual models. For every technique, the decrease in reduced PIP loss is
close to the theoretical lower limit, i.e. what we would expect, if the deviations
caused by the orthogonal transformation of one embedding space into another
vanish.
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Wikipedia. Table 2.2 holds the same comparison for two of the initial models.
For the average-based models, one can observe less variations in the ranking,
smaller differences between the cosine similarity values and the bias towards
higher similarities outlined in Section 3.2.1.1.
However, more stable embeddings are not necessarily better suited for the use
in downstream tasks. As outlined in the beginning of Chapter 2, the inherent
random processes of any embedding technique could be replaced by determin-
istic alternatives, which would only create a false sense of reliability. Hence,
we need to determine if the embeddings compiled by averaging have a higher
quality, as measured by their score on word analogy tasks. Figure 3.6 shows
the improvements in the score for word2vec, GloVe, and fastText models for
increasing sample size. The results for all languages that were examined in this
work are compiled in Table 3.6.
For GloVe, one can see an increase in score compared to the individual runs,
for all languages, up to a sample size of 32. Increasing the size further does not
yield significant improvements, the score plateaus. For word2vec we observe
a similar behaviour – although the relative increase in score is smaller than for
GloVe – for all languages expect Chinese. Finally, for fastText, the results
are mixed: We see a strong increase of the score for Hindi and Finnish, with a
significant decrease for Chinese, on the other hand.
One possible reason for this observation is that fastText embeddings – in con-
trast to word2vec and GloVe – are sub-word based. The approach we have
chosen is based on naively averaging over the embeddings of vocabulary words,
however. Hence, averaging over the underlying sub-word embeddings might be
the more promising approach for fastText.
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target word: momentum
word
run # 1 run # 2
rank cos rank cos
inertia 1 0.662 1 0.668
momenta 2 0.651 2 0.648
kinetic 3 0.632 3 0.633
centripetal 4 0.608 4 0.608
vorticity 5 0.603 5 0.606
gravitational 6 0.596 6 0.599
energy 7 0.594 7 0.598
mass-energy 8 0.594 8 0.594
accelerating 9 0.590 9 0.591
flux 10 0.589 11 0.588
angular 11 0.587 10 0.589
massless 12 0.586 12 0.585
velocity 13 0.584 14 0.584
eigenstate 14 0.583 13 0.585
decelerating 15 0.583 20 0.574
Table 3.5: Most similar words to the target word momentum for two embedding
spaces, each the aligned average over 32 subsequently trained models on inde-
pendently shuffled versions of the English Wikipedia, with a reduced vocabulary
size of 200,000 words. Although we argue against the use of nearest-neighbor
based metrics to quantify the instability of word embeddings, they can be used
to illustrate the increase in stability over the models depicted in Table 2.2:
p@10 = 0.9, j@10 ≈ 0.818, p@15 ≈ 0.933, j@15 ≈ 0.875 (3.8)
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Figure 3.6: Mean score on the word analogy tasks in Hindi, Czech and Por-
tuguese for word2vec, GloVe, and fastText models, as a function of the
averaging sample size. The y-axis measures the relative difference of the score,
compared to the individually trained models.
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Language word2vec GloVe fastText
Hi + 1.8 + 1.1 + 5.9
Fi + 1.0 + 3.1 + 8.1
Zh − 0.2 + 6.4 − 3.9
Cs + 1.8 + 2.7 + 0.1
Pt + 0.9 + 2.9 + 0.1
Pl + 0.9 + 2.6 + 1.9
Table 3.6: Difference in the mean score on the word analogy task between the
128 models trained in individual runs and the 16 models computed by averaging
over 8 samples each.
Conclusion
In our experiments on six different languages, we found that increasing the
training time of word2vec and fastText, i.e. the number of epochs and neg-
ative samples, generally reduces the instability (as measured by the PIP loss),
and improves the quality (as measured by the score on word analogy tasks)
of the trained word embeddings. However, this general observation does not
strictly hold in all scenarios – increasing the training time can also have the
opposite effect. We do not argue to have a satisfactory explanation for these
mixed observations.
Furthermore, we introduced a novel method to compute a meaningful average
over several embedding spaces. This method proved to be efficient in reducing
the instability of the embeddings and – for most, but not all combinations of
technique and language – also increasing the quality of the embeddings.
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Chapter 4
Semantic Change
The meaning of words in a language can change severely over time, reflect-
ing complex developments in the respective society. “Examples include both
changes to the core meaning of words (like the word gay shifting from meaning
carefree to homosexual during the 20th century) and subtle shifts of cultural
associations (like Iraq or Syria being associated with the concept of war after
armed conflicts had started in these countries)” – Kutuzov et al. (2018).
Understanding these changes has long been a topic of interest in linguistic re-
search: In one of the earliest works on this topic, Bral (1899) documented and
categorized semantic shifts. Over the past decade this field has changed dramat-
ically through the use of prediction-based word embedding techniques (Tang,
2018; Kutuzov et al., 2018; Tahmasebi et al., 2018). Kim et al. (2014) were the
first to use prediction-based (word2vec) embeddings to trace diachronic shifts,
and after Zhang et al. (2015b) and Kulkarni et al. (2015) proposed a method to
align word embeddings trained on different corpora (see Section 3.2.1), many
followed this approach (Hamilton et al., 2016b,a; Dubossarsky et al., 2017).
The approach can be summarized as follows: First, one obtains the embedding
spacesVt1 andVt2 by applying the same embedding technique T on two corpora
Ct1 and Ct2 from different epochs t1 and t2:
Vt1 ∼ Ω(T , Ct1) Vt2 ∼ Ω(T , Ct2) (4.1)
Next, the two embedding spaces Vt1 and Vt2 are aligned by solving the or-
thogonal Procrustes problem, that yields the orthogonal transformation At1t2
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corresponding to the closest match between Vt1At1t2 and Vt2 – see Equation
(3.1). Finally, the semantic change ∆t1t2 of a word w between the epochs t1
and t2 is defined as the cosine distance
1 of the two word vectors ~vt1(w) ·At1t2
and ~vt2(w), i.e.:
∆t1t2(w) = cos-dist [~vt1(w) ·At1t2 , ~vt2(w)] (4.2)
Applying this approach to 20 decades of documents in American English, Hamilton et al.
(2016b) proposed multiple Statistical Laws of Semantic Change, e.g. that
more frequently used words change slower than less frequently used ones, but
Dubossarsky et al. (2017) contested these findings and argued that they are
products of the inherent instability of the embedding techniques.
In this chapter, we employ diachronic word embeddings, utilizing the under-
standing of the stability of word embeddings outlined in Chapter 2, along with
the methods introduced in Chapter 3 to minimize the instability in order to
differentiate between model artifacts and actual semantic shifts.
4.1 Semantic Change Detection
The large methodological changes in research on semantic change that are out-
lined in the section above, prompted Schlechtweg et al. (2020) to call for a com-
petition on semantic change detection: Task 1 of the 14th International Work-
shop on Semantic Evaluation, taking place in Barcelona, Spain in September
2020 comprises the unsupervised detection of lexical semantic change.
The organizers provide corpora from two distinct epochs in each of the following
four languages: English, German, Latin and Swedish. The corpora are described
in more detail in Section 1.2.5.2. The competition consists of two tasks: a
classification task and a ranking task, both on the same two corpora in each
language, and the same set of 30 to 50 target words per language. The goal of
the classification task is to decide which of the target words have lost or gained
senses between the two epochs, whereas the goal of the ranking task is to sort
the target words according to their degree of semantic change.
The submitted solutions for each task are evaluated against annotations by
experts (native speakers for English, German and Swedish, and scholars of Latin
1The term cosine distance refers to 1 minus the cosine similarity.
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for Latin). The annotations were produced using the framework developed by
Schlechtweg et al. (2018), i.e. by ranking the relatedness of pairs of the usage
of one word w in two different contexts (an example provided by the authors
is illustrated in Table 4.1). Schlechtweg et al. (2018) asked five annotators to
evaluate the use relatedness of more than 1000 use-pairs of different words and
found an inter-annotator agreement (measured by Spearman’s ρ) of between
0.57 and 0.68. This demonstrates that there are limits to the performance of
any model on these tasks, since even human experts do not fully agree on a
“single version of the truth”.
Target Context 1: Target Context 2:
Ein Donnerwetter in Paris ist
mit so vielen Verdrieslichkeiten
verknu¨pft, da ichs hier anfu¨hren
mu.
Der andre observirte scha¨rfer mit
dem Ausruf:
”
Donnerwetter,
sollte ich mich irren!“
Table 4.1: A pair of use-pair of the German word Donnerwetter, with a small
relatedness, as evaluated by humans (Schlechtweg et al., 2018).
We employed the following approach for the two tasks: We trained word2vec,
GloVe and fastText embeddings on 32 shuffled, as well as 32 bootstrapped
versions of the corpora from both epochs in all four languages. Out of these
embedding spaces, we produced multiple models that were evaluated on the two
tasks:
1. Individual runs (IR) trained on shuffled, as well as bootstrapped corpora.
2. The aligned average (AA) of the 32 embeddings trained on shuffled and
bootstrapped2 corpora, as introduced in Section 3.2.
3. The ensemble average (EA) of the 32 embeddings trained on shuffled and
bootstrapped corpora, as proposed by Antoniak and Mimno (2018): Here,
we independently apply each of the 32 models to the tasks at hand and
2Training embedding spaces on bootstrapped versions of a corpus might lead to partially
disjoint vocabularies. In this case, we compute the average for all words that occur in both
vocabularies and keep the original embeddings for all words that occur only in one of the
two vocabularies.
81
Corpus
Human Annotations Word Embeddings
Rank Word Rank Word
1 plane 1 plane
English 2 tip 2 prop
t1 = 1810− 1860 3 prop 3 graft
t2 = 1960− 2010 4 graft 4 record
5 record 5 player
1 abgebru¨ht 1 Engpa
German 2 Ohrwurm 2 Ohrwurm
t1 = 1800− 1899 3 Engpa 3 artikulieren
t2 = 1946− 1990 4 abbauen 4 Sensation
5 ausspannen 5 abbauen
1 pontifex 1 sanctus
Latin 2 imperator 2 titulus
t1 = 200BC− 0 3 beatus 3 adsumo
t2 = 0− 2000 4 sacramentum 4 sacramentum
5 titulus 5 beatus
1 medium 1 konduktr
Swedish 2 krita 2 antyda
t1 = 1790− 1830 3 motiv 3 medium
t2 = 1895− 1903 4 ledning 4 central
5 granskare 5 aktiv
Table 4.2: The five words with the largest semantic change between the two
epochs t1 and t2 in the four different languages, out of the set of target words
of the respective language. The results in the rightmost column correspond to
an aligned average over 32 runs of fastText on bootstrapped corpora.
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Model Type Size Sampling
Task 1: Binary Task 2: Ranking
Mean Std. Mean Std.
w
o
rd
2
v
e
c
IR 1
shuffle 0.644 0.018 0.487 0.018
bootstrap 0.635 0.020 0.467 0.018
AA 32
shuffle 0.615 < 0.004 0.483 < 0.002
bootstrap 0.651 < 0.007 0.465 < 0.008
EA 32
shuffle 0.657 < 0.003 0.491 < 0.008
bootstrap 0.642 < 0.006 0.485 < 0.005
G
lo
V
e
IR 1
shuffle 0.585 0.009 0.258 0.025
bootstrap 0.589 0.016 0.223 0.046
AA 32
shuffle 0.580 < 0.003 0.241 < 0.006
bootstrap 0.600 < 0.010 0.311 < 0.019
EA 32
shuffle 0.584 < 0.001 0.267 < 0.005
bootstrap 0.587 < 0.001 0.275 < 0.009
fa
st
T
e
x
t
IR 1
shuffle 0.653 0.017 0.431 0.025
bootstrap 0.638 0.023 0.408 0.034
AA 32
shuffle 0.650 < 0.001 0.471 < 0.007
bootstrap 0.674 < 0.002 0.483 < 0.005
EA 32
shuffle 0.644 < 0.011 0.458 < 0.007
bootstrap 0.637 < 0.011 0.448 < 0.007
Table 4.3: Results of different word2vec, GloVe and fastText models on
the two tasks of the semantic change detection outlined in Section 4.1. The
accuracy of the binary classification of the target words is reported for Task 1,
and Spearman’s ρ between the ranking produced by the model and the human
annotation for Task 2 (averaged over the four languages in both cases). For each
of the three embedding techniques, we report the mean and standard deviation
of six different models: The individual runs (IR) over shuffled and bootstrapped
corpora, the aligned average (AA) over the 32 runs (see Section 3.2) and the
ensemble average (EA) proposed by Antoniak and Mimno (2018). The standard
deviations for the AA and EA models, are calculated on size-16 models (we can
only produce one size-32 model) and hence an upper limit to the true standard
deviation. The overall best-performing model is the aligned average over a set
of 32 fastText embeddings trained on bootstrapped corpora.
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finally average over the 32 sets of results (for the classification in Task 1,
the majority vote is used).
For each of the models and languages, we calculate the semantic change for
any word that appears in the corpus of both epochs t1 and t2, as outlined in
Equation (4.2). The ranking of the semantic change of the target words (Task
2) is computed directly from this measure. For the binary classification (Task
1), we compute a model dependent threshold τ and assume that every target
word that exceeds this threshold has gained or lost a sense between the two
epochs.3
The performance of the different models on the two tasks is outlined in Table
4.3; Table 4.2 illustrates the results of our best-performing model on the ranking
task.
The standard deviations of the scores of the individual runs (see Table 4.3)
emphasize once more a recommendation already made in Chapter 2: When
reporting any score on an NLP task that is based on word embeddings, the
mean and standard deviation over – at least five – subsequent runs should be
provided. For word2vec, the ensemble average over shuffled corpora yields the
highest overall score, but most of the scores fall within the 3σ-confidence in-
terval4 of each other, hence the significance of this result is not entirely clear.
For GloVe and fastText, the aligned average over bootstrapped corpora pro-
duces the highest scores, for fastText the differences between this and any
other model exceed 3σ and can therefore be considered significant. Compar-
ing the different models over all three embedding techniques, we consider the
aligned average over embeddings trained on bootstrapped corpora to be the
most promising approach to detect semantic change – it also yields the highest
overall score (with fastText embeddings).
The scores of this model on the two tasks in each of the four languages is
presented in Table 4.4: The results for German and Swedish are significantly
3In preliminary experiments we found that the threshold τ = µ + σ/2 performs well, where
µ and σ are mean and standard deviation of the semantic change of all words appearing in
both corpora.
4The confidence intervals are based on the standard deviation of the mean σµ; in Table 4.3
only the standard deviation of the distribution σ is reported. σµ is given by σ/
√
n, with
n = 32 for the models of size 1 and n = 2 for the models of size 32.
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better, than for English and Latin. This is not only true for the best-performing
model, but for virtually any model we tried. A likely explanation for this can
be found in Table 1.8: The size of the training corpora for German and Swedish
is more than 10 times larger than for English and Latin.
Language Task 1: Binary Task 2: Ranking Average
English 0.703 0.356 0.530
German 0.750 0.679 0.714
Latin 0.500 0.300 0.400
Swedish 0.742 0.597 0.670
Table 4.4: Scores of our best-performing model (aligned average over 32 fast-
Text embeddings trained on bootstrapped corpora) on the two tasks in the four
different languages.
The models our team submitted during the official evaluation phase – when
the annotated results were not yet published, i.e. verifying the models was not
possible – had severe problems, hence we could not produce any meaningful
contributions within the official competition. In the post-evaluation phase, i.e.
after the annotations were published, our best submission ranks – as of June
11th, 2020 – 7th on Task 1 and 6th on Task 2 out of 34 participating teams (each
team can submit an arbitrary number of models).5 Given the comparably small
size of the test sets, it is fair to say our models are generally competitive, but
they do not quite reach the state-of-the-art. We have to wait until September
to find out how the better-performing models are built.
4.2 Laws of Semantic Change
Based on a study of PPMI, SVD and word2vec embeddings trained on differ-
ent historical corpora, Hamilton et al. (2016b) proposed the law of conformity :
Rarely used words exhibit – on average – higher rates of semantic change than
more frequently used words. However, Dubossarsky et al. (2017) contested the
5The leaderboard is publicly visible at https://competitions.codalab.org/competitions/20948#results
– our submission was made under the team name #hitsters.
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validity of these findings, by showing that the same correlation is observed in a
control condition, i.e. on a corpus that is randomly split into multiple batches,
which are then treated like different epochs of a genuine historical corpus.
In this section, we apply the instability-reducing technique of averaging over
aligned embedding spaces, introduced in Section 3.2, to the genuine historical
COHA corpus, as well as a randomly composed control corpus. Thus, we try to
differentiate between true semantic change as found on a genuine historical cor-
pus and the intrinsic variability also observed on a randomly composed corpus,
to put the law of conformity proposed by Hamilton et al. (2016b) to the test.6
We trained word2vec, GloVe and fastText embeddings on 32 shuffled and
bootstrapped versions of the 20 decades of the historical COHA corpus, that
was also used by Hamilton et al. (2016b) and Dubossarsky et al. (2017). For
the control condition, we repeated this procedure on a randomized historical
corpus, which was compiled by accumulating the texts of the 20 decades of
the COHA corpus and randomly splitting it into 20 batches. Out of the 32
embedding spaces for each decade/batch and type of document sampling, we
computed the aligned average of size 2,4,8,16 and 32.
Then, the semantic change ∆(w, t) of every word w between the epoch t and
t+1 – if the word appears at least 500 times both epochs – is computed based on
Equation (4.2). Following the previous work, the rate of semantic change, as well
as word frequency is log-transformed and standardized: The variables are then
denoted as ∆˜ and f˜ respectively. Figure 4.1 shows the semantic displacement
of words between the 1990s and the 2000s as a function of their frequency.
The influence of word frequency on semantic change is – again following the
previous work – treated with a linear mixed effects model:
∆˜(w, t) = β0 + βf f˜(w, t) + z(w) + ε(w, t) (4.3)
where ∆˜(w, t) is the (log-transformed and standardized) rate of semantic change
of the word w between the temporal epochs t and t+1, β0 is the fixed intercept,
βf is the fixed effect of word frequency, z(w) ∼ N (0, σ) is a random, time-
6Hamilton et al. (2016b) and Dubossarsky et al. (2017) furthermore examined the influence of
polysemy and prototypicality on the rates of semantic change. However, Dubossarsky et al.
(2017) showed that neither of these word properties significantly improves the explained
variance by the fixed effects, hence we place our focus on the effect of frequency.
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Figure 4.1: Semantic Displacement – measured as the normalized log of the
cosine distance of word2vec, GloVe and fastText embeddings of individual
words from the 1990s to the 2000s – over Word Frequency. The models corre-
spond to individual runs of the embedding techniques on the respective decades
of the COHA corpus.
87
independent, intercept for word w and ε(w, t) is an error term associated with
the individual measurement.
The fixed-effect predictor coefficient for frequency βf , as well as the fraction of
variance explained7 for the different embedding techniques, is plotted against the
sample size of the aligned average in Figure 4.2: The difference in the variance
explained by frequency is significantly increasing through averaging for all three
embedding techniques.
The numerical results are summarized in Table 4.5. Dubossarsky et al. (2017)
found only an 8% difference in the variance explained by frequency between
the genuine historical corpus and the control condition, and concluded, that
the effect of frequency on the rate of semantic change “may be real, but to a
far lesser extent than had be claimed”. We argue, that averaging over aligned
samples, hence reducing the intrinsic instability of word embedding models –
as shown in Section 3.2.3 – yields clearly distinct results for the genuine his-
torical corpus and the random control condition. The difference in explained
variance by frequency for the 32-fold average models are 31%, 37% and 27% for
word2vec, GloVe and fastText, respectively. The fixed-effect coefficient βf ,
which Hamilton et al. (2016b) placed in the interval [−1.26,−0.27] is restricted
to:
βf = [−0.75,−0.58] (4.4)
in our experiments.
7Variance explained is the generalized R2 for linear mixed effect models as defined by
Nakagawa and Schielzeth (2013).
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Figure 4.2: Fixed effect coefficient βf and variance explained by frequency of
the mixed linear effects model as a function of the sample size of the aligned
average of word2vec, GloVe and fastText embeddings trained on shuffled
corpora.
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Model Size
Coefficient βf Expl. Variance
Genuine Random Genuine Random
word2vec
1 −0.57 −0.26 30% 7%
32 −0.58 +0.02 31% 0%
GloVe
1 −0.76 −0.58 61% 45%
32 −0.74 −0.41 62% 25%
fastText
1 −0.53 −0.35 20% 11%
32 −0.75 −0.29 35% 8%
Table 4.5: Fixed effect coefficient βf and variance explained by frequency of
the mixed linear effects model for individual runs of word2vec, GloVe and
fastText, as well as the aligned average over 32 embeddings spaces trained on
shuffled corpora.
Conclusion
Our experiments on Task 1 of the SemEval 2020 workshop showed, that word
embeddings, trained on diachronic corpora, are a valid tool for detecting se-
mantic change – as judged by human experts – and are competitive with the
state-of-the-art. We found that the performance of this approach can be sig-
nificantly improved by using the aligned average of multiple embedding spaces
trained independently on bootstrapped versions of the corpus.
Furthermore, the minimization of the intrinsic instability of the embedding tech-
niques through this approach enables to make the distinction between true se-
mantic change and artifacts produces by the inherent instability of the embed-
ding techniques. The values in Table 4.5 show differences of around 30% of
variance explained by frequency between the genuine historical corpus and the
control condition – for word2vec, GloVe and fastText embeddings. This
supports the law of conformity : Word frequency correlates negatively with the
rate of semantic change of a word.
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Chapter 5
Discussion
In this last chapter, we briefly discuss what we deem the most important results
presented in this work and place them in the greater context of NLP research.
We could reproduce the findings of Hellrich and Hahn (2016a,b, 2017); Hellrich et al.
(2019); Antoniak and Mimno (2018); Chugh et al. (2018); Wendlandt et al. (2018);
Pierrejean and Tanguy (2018), that the training processes of prediction-, as well
as count-based non-contextualized word embeddings exhibit significant insta-
bility. The extent of this instability, that we found even for comparably large
corpora might still come as a surprise to the reader. For example, out of 128
fastText models (Bojanowski et al., 2016), trained on independently shuffled
versions of the Polish Wikipedia (470 million words), the relative difference in
the score on the Polish word analogy dataset published by Grave et al. (2018),
between the best and worst performing models were close to 10% (see Table 2.1).
This supports the case, that every time a score on a word analogy dataset – or
any task that depends on word embeddings for that matter - is published, the
results of at least five independent runs should be reported. The current prac-
tice in research is to provide a single score, without information on its variance;
our data indicates that this is insufficient.
The large number of experiments we conducted – in total, over 10,000 embed-
ding models were trained – allow us to conclude that the distribution of the
cosine similarity of any word pair over multiple runs of the same technique on
independently shuffled corpora can be closely approximated by a normal distri-
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bution (see Section 2.1.3). We found this to be true for word2vec, GloVe and
fastText embeddings, trained on any of the corpora outlined in Section 1.2.2.
This might not come as a surprise, but the observation is helpful in understand-
ing the observed variability. In particular, it made us question the validity of
nearest-neighbor based metrics, used in most of the previous work, to measure
the instability of the embedding of a word w over multiple runs. The word-wise
PIP loss, based on the PIP loss of Yin and Shen (2018), was proposed as an
alternative.
Furthermore, the Gaussian nature of the instability suggests that averaging
might help to reduce it. We used the methods developed by Kulkarni et al.
(2015) and Zhang et al. (2015b) and later modified by Hamilton et al. (2016b)
to “align” two sets of embeddings and proposed a novel method to compute the
aligned average over multiple embedding spaces. We found that this approach
comes with a bias-variance trade-off, i.e. while the embeddings clearly converge
through averaging (see Figure 3.5), hence we can in fact minimize the instability,
this does not always result in a higher quality of the embeddings, as measured
by their score on word analogy tasks (see Table 3.6). Therefore, less instability
is not necessarily better.
Applying this method to the task of detecting and quantifying semantic change
produced significantly better results than the individual runs for fastText and
GloVe embeddings. For word2vec embeddings, the ensemble average over
bootstrapped corpora proposed by Antoniak and Mimno (2018) lead to the best
results. Their approach captivates through its simplicity, but the computational
expense is a significant drawback: One needs to store several embedding models
and apply each of them individually to the respective downstream task.
Finally, training several embedding models on 20 decades of historical Ameri-
can English, showed that the proposed averaging procedure significantly reduces
the observed, artificial, effect of frequency in a control condition introduced by
Dubossarsky et al. (2017), whereas the effect of frequency found in the genuine
historical corpus was not diminished for word2vec and GloVe, and even in-
creased for fastText (see Figure 4.2). We argue that this supports the law of
conformity, proposed by Hamilton et al. (2016b) at least for historical American
English between 1800 and 2000.
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Nevertheless, several questions concerning the instability of NLP models in
general, remain unanswered: Specifically, the influence of the instability on
more complex downstream tasks, and furthermore, the extent of the instability
of more recently developed attention-based language models, like ELMo and
BERT.
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Appendix A
Supporting Content
A.1 Minimum Sample Size to Evaluate the Con-
sistency of p@n
To prove that the sample size of 16 subsequent runs is sufficient to draw con-
clusions on the underlying distribution and the values in Table 2.3 are not a
result of the inherent variations of the embeddings, we repeat the experiment
described in Section 2.2.2 with another set of 16 independent runs. We denote
the evaluation of the two metrics p@n and j@n on the same target words, for
this set of runs, as p@n and j@n. The Spearman correlations between p@n and
p@n, as well as j@n and j@n, i.e. the consistency of the results over the two
independent experiments are shown in Table A.1. All correlation values are
higher than 0.92, which shows that the chosen sample size of 16 runs is indeed
sufficient to conclude the underlying distribution.
xi
p@2 p@5 p@10 p@25 p@50
p@2 0.93
p@5 0.96
p@10 0.98
p@25 0.99
p@50 0.99
j@2 j@5 j@10 j@25 j@50
j@2 0.93
j@5 0.96
j@10 0.98
j@25 0.99
j@50 0.99
Embedding Technique: word2vec (skip-gram)
p@2 p@5 p@10 p@25 p@50
p@2 0.92
p@5 0.95
p@10 0.97
p@25 0.99
p@50 0.99
j@2 j@5 j@10 j@25 j@50
j@2 0.92
j@5 0.95
j@10 0.97
j@25 0.99
j@50 0.99
Embedding Technique: GloVe
p@2 p@5 p@10 p@25 p@50
p@2 0.94
p@5 0.97
p@10 0.99
p@25 0.99
p@50 0.99
j@2 j@5 j@10 j@25 j@50
j@2 0.94
j@5 0.97
j@10 0.99
j@25 0.99
j@50 0.99
Embedding Technique: fastText (skip-gram)
Table A.1: Spearman correlation of the metrics p@n and j@n for 1000 target
words for different values of n ∈ {2, 5, 10, 25, 50} for word2vec (top), GloVe
(middle) and fastText (bottom) between two sets of 16 independent runs, ob-
tained as outlined in Section 2.2.2. For each of the techniques, we show the
average of the correlation for all languages mentioned in Section 1.2.
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A.2 Reducing the Complexity of the Prediction
of p@n
As described in Section 2.2.2, we rely on numerical integration when predicting
p@1 with Equation 2.22. Whereas this looks very resource-intensive at first
glance, we can show that the relevant terms in the equation assume trivial values
for most pairs of words, which renders the calculations considerably simpler.
A specific example from Table 2.4 helps to illustrate this. We look at two words:
Firstly, the – on average – nearest neighbor w#1 = inertia of the target word
wt = momentum and secondly, the word with the 100th largest mean cosine
similarity, w#100 = inelastic. Now we want to estimate p#1(wt, w#100), i.e.
the probability that a word which usually ranks around position 100, ends up
on rank 1 for one run. We can get an upper bound for this probability, by
evaluating a weaker condition – the probability that cos(wt, w#100) is larger
than cos(wt, w#1).
This probability, for a target word wt and the query words ws and ws′ , again
assuming both cosine similarities are independent and normally distributed, is
given by (please refer to Appendix A.3 for the derivation):
p [cos(wt, ws) > cos(wt, ws′ )] =
1
2
[
1 + erf
(
µts − µts′√
2 (σ2ts + σ
2
ts′)
)]
(A.1)
With the values from Table 2.4 we find:1
p [cos(wt, w#100) > cos(wt, w#1)] =
1
2
[1 + erf (A)] ≈ 2.74× 10−33 (A.2)
with A =
0.489− 0.650√
2 (0.0092 + 0.0102)
≈ −8.46 (A.3)
And this is an upper bound on the probability p#1(wt, w#100), thus:
p#1(wt, w#100) ≤ 2.74× 10−33 (A.4)
This shows that the probability (2.22) will practically be zero for most query
words ws. Hence, for any practical calculations of the probabilities in Equation
1The vocabulary size of the models illustrated in Table 2.4 was restricted to 200,000 to simplify
the calculations for this demonstrative example. However, this leads to a higher stability than
we generally observe in practice.
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(2.22), we can disregard most words of the vocabulary, and reduce the scope to
the nearest neighbors of the target word.2
A.3 Probability of One Normally Distributed
Random Variable to be Larger Than An-
other
Two random variables x and y both follow a normal distribution:
x ∼ N (µx, σx) y ∼ N (µy , σy) (A.5)
Now we want to calculate p(x > y), i.e. the probability, that if we randomly
sample the value xi fromN (µx, σx) and yi fromN (µy , σy), the condition xi > yi
is fulfilled.
First, let us introduce the variable z := x − y. We know that the difference
of two normally distributed random variables is again a normal distribution
(Lemons et al., 2002), i.e. z ∼ N (µz , σz) with the parameters:
µz = µx − µy, σz =
√
σ2x + σ
2
y (A.6)
As x > y ⇐⇒ z > 0, we can determine p(x > y) by integrating the distribution
N (µz , σz) from 0 to +∞:
p(x > y) = p(z > 0) =
∫ +∞
0
1√
2πσz
exp
[
−1
2
(
z − µz
σz
)2]
dz (A.7)
This non-trivial integral of the normal distribution yields the Gaussian error
function (Andrews and of Photo-optical Instrumentation Engineers, 1998):
p(x > y) =
1
2
[
1 + erf
(
µz√
2σz
)]
=
1
2

1 + erf

 µx − µy√
2
(
σ2x + σ
2
y
)



 (A.8)
The course of the function and its strong convergence is illustrated in Figure
A.1.
2In practice, we evaluate (A.1) for all words in the vocabulary for a given target word wt and
disregard any query word ws in the subsequent calculation if p
[
cos(wt, ws) > cos(wt, w#1)
]
is smaller than a certain threshold – usually 1.0× 10−5.
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Figure A.1: Illustration of the expression in Equation A.8, and its strong con-
vergence based on the Gaussian error function.
A.4 Comparison of the Prediction and Observa-
tion of p@n
In order to test the assumptions and the subsequent derivation of p@n in Section
2.2.2, we compare the measurements of p@1 = j@1 with the expectation based
on Equation (2.23) for various sets of embeddings. For every technique and lan-
guage outlined in Section 1.2, we randomly sample 1000 sampled target words,
measure the overlap p@1 over 128 runs on independently shuffled corpora and
predict the same property based on the estimation of the Gaussian parameters.
Figure A.2 shows the agreement between prediction and observation for 128
runs of fastText on the Portuguese Wikipedia. In Table A.2, one can see the
Pearson correlation coefficient ρ (Freedman et al., 2007) between prediction and
measurement for the 1000 target words in every language and technique. In all
our experiments, predictions and observations agree (ρ > 0.95), which indicates
that the derivations above, as well as the underlying assumptions, are valid.
As mentioned before, predicting the overlap for larger n is becoming increasingly
complex: The derivation of the prediction of p@n and j@n for n = 2 is outlined
in Appendix A.5. Figure A.3 shows the prediction and observation of p@n for
n = 2 for 200 target words from fastText embeddings obtained from the Finnish
xv
0.00 0.25 0.50 0.75 1.00
Prediction of p@1(wt) = j@1(wt)
0.0
0.2
0.4
0.6
0.8
1.0
O
b
se
rv
a
ti
o
n
o
f
p
@
1
(w
t
)
=
j @
1
(w
t
)
Figure A.2: Plot of the predicted against the observed values of p@1 = j@1 for
1000 randomly sampled target words, obtained from 128 runs of fastText on
a Portuguese Wikipedia extract. Aside from the expected random fluctuations,
prediction and observation coincide approximately, which suggests that our the-
ory and the underlying assumptions on the distribution of the embedding spaces
are – in good approximation – valid. However, since most of the data points
(blue) fall below the bisection of the coordinate axes (red), the prediction seems
to have a slight systematic error in overestimating p@1 = j@1. Since we only use
the nearest neighbors of the target word in our prediction (to increase the com-
putational performance) we would expect to overestimate the stability, but we
cannot say with certainty that this is the only reason for the observed difference
between prediction and measurement.
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Language word2vec GloVe fastText
Hi 0.969 0.968 0.984
Fi 0.976 0.995 0.974
Zh 0.980 0.988 0.989
Cs 0.978 0.992 0.983
Pl 0.980 0.991 0.970
Pt 0.983 0.978 0.984
En 0.975 0.973 0.985
Table A.2: Pearson correlation coefficient between prediction and measurements
of p@1(wt) = j@1(wt), for 1000 randomly sampled target words wt obtained
from 128 runs of word2vec (skip-gram), GloVe and fastText (skip-gram) on
Wikipedia corpora in seven different languages.
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Figure A.3: Plot of the predicted against the observed values of p@2 for 200
randomly sampled target words wt, obtained from 128 runs of fastText on a
Finnish Wikipedia extract.
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Wikipedia. Similar to n = 1, the two quantities match rather well. Altogether,
we are not aware of a reason to expect any different outcome for n > 1 and will
therefore, for sake of simplicity, continue to focus on n = 1.
A.5 Prediction of p@n and j@n for n > 1
In this section, we give an outlook on how the metrics p@n and j@n can be
predicted from the parameters µij , σij of the Normal distributions of the cosine
similarities cos(wi, wj) ∼ N (µij , σij) ∀wi, wj ∈ V , for the case n > 1. We
specifically show how the case n = 2 can be derived from n = 1 and hence
provide the instruments to handle any value of n in an iterative manner.
Let p#2(wt, ws) denote the probability that ws is one of the two nearest neigh-
bors of wt, for one randomly sampled embedding space Vk ∼ Ω(T , C). Nat-
urally, this is the sum of the probabilities p#1(wt, ws), i.e. of ws being the
nearest neighbor and p#2(wt, ws) – the chance that ws is exactly the second
closest word to wt by cosine distance:
p#2(wt, ws) = p#1(wt, ws) + p#2(wt, ws) (A.9)
Equation (2.22) already yields the first term, hence we only need to derive
p#2(wt, ws): If ws is the second nearest neighbor of the target word, there
is exactly one word, which we call wn, that is closer to the target word. In
principle, this could be any word of the vocabulary and to obtain p#2(wt, ws)
we need to derive the sum of the probability of all possible constellations, i.e.
for all wn ∈ V \ {wt, ws}. For any word wn, we are therefore interested in the
probability of the case:
cos(wt, wn) > cos(wt, ws) > cos(wt, ws′) ∀ws′ ∈ V \ {wt, ws, wn} (A.10)
For the sake of readability, we fix an arbitrary pair wt, ws and introduce the
following notation:
cos(wt, wn) =: x¯n ∼ N
(
µ¯n, σ¯
2
n
)
cos(wt, ws) =: x˜ ∼ N
(
µ˜, σ˜2
)
cos(wt, ws′ ) =: xj ∼ N
(
µj , σ
2
j
)
with j ∈ {1, 2, ..., v − 3}
(A.11)
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To determine the probability p#1,2(wt, ws, wn) that a triple of words wt, ws, wn
fulfils condition (A.11), we need to integrate the joint probability distribution
p(x¯n, x˜, x1, ..., xv−2) over the respective subspace of R
v−1. Here we need the
assumption of independence for the random variables x¯n, x˜, x1, ..., xv−2 once
more.3 Then:
p(x¯n, x˜, x1, ..., xv−2) = p(x¯n) · p(x˜) · p(x1) · ... · p(xv−2) (A.12)
Now, for a given value of x¯n, x˜ can assume any value smaller than x¯n, while the
xj need to be smaller than x˜. This means:
p#1,2(wt, ws, wn) =∫ ∞
−∞


∫ x¯n
−∞

v−3∏
j=1
∫ x˜
−∞
f(xj , µj , σj) dxj

 f(x˜, µ˜, σ˜) dx˜

 f(x¯n, µ¯n, σ¯n) dx¯n
(A.13)
Where the f(x, µ, σ) denote the probability density function of the Normal
distribution with mean µ and variance σ2. Using Equation (2.21) yields:
p#1,2(wt, ws, wn) =∫ ∞
−∞

∫ x¯n
−∞


v−3∏
j=1
1
2
[
erf
(
x˜− µj√
2σj
)
+ 1
]
 f(x˜, µ˜, σ˜) dx˜

 f(x¯n, µ¯n, σ¯n) dx¯n
(A.14)
To compute this, we use numerical integration. Finally:
p#2(wt, ws) = p#1(wt, ws) +
∑
wn∈V\{wt,ws}
p#1,2(wt, ws, wn) (A.15)
And this allows us to predict the metric p@2 for the target word wt as:
p@2(wt) =
1
2

 ∑
ws∈V\{wt}
[p#2(wt, ws)]
2

 (A.16)
3See Section 2.1.3 for evidence on the validity of this assumption.
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