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Controllability Analysis of the First FM Model of 2D Systems: A Row
(Column) Process
Ahmadreza Argha, Li Li, Steven W. Su∗ and Hung Nguyen
Abstract— Dealing with 1D form of 2D systems is an alter-
native strategy to reduce the intrinsic complexity of 2D systems
and their applications. To obtain the 1D form of 2D systems, a
row (column) process is used in this paper. The controllability
analysis of the obtained 1D form and its relation to the local
controllability of the local states in the original 2D system is the
subject of this paper. Moreover, in this paper, a new notion of
controllability named directional controllability is defined and
studied for the underlying 2D systems.
I. INTRODUCTION
Different time domain analysis, such as controllability,
reachability and observability of 2D systems, has been
considered so far, and some notions such as local, global
and causal controllability (reachability) are defined for 2D
systems; e.g. see [1], [2], [3], [4], [14] - [16], [19], [17].
Necessary and sufficient conditions for the exact recon-
structibility of the state of the second FM model have
been presented in [17]. Another necessary and sufficient
conditions with respect to 2D matrix polynomial equations
for the local controllability and the causal reconstructibility
of 2D linear systems are proposed in [18]. Reference [15]
has defined notions of the local controllability, reachability,
and reconstructibility for the general singular model of 2D
linear systems.
Moreover, the theory of 2D systems has been used for the
special problem of repetitive linear processes [10] - [12].
Indeed, in repetitive processes, the systems make a series
of sweeps through a set of dynamics defined over a finite
duration. Once each iteration (pass) is complete, the system
resets to the starting location and on the next sweep the
output on the previous step, explicitly, contributes to the
output on the current one [11]. Some new notions of point
controllability and pass controllability are defined in [10],
[11].
A different technique to deal with 2D systems is to transfer
the underlying 2D system to 1D form. Wave advance model
(WAM) is a 1D form of 2D systems established by [5]. In
WAM model, the 2D systems are considered as advanced
waves and consequently the original stationary 2D system
is converted to a time varying 1D system. Moreover, the
system matrices are in rectangular form rather than square
form. As a result, the major drawback of this 1D form of
2D systems is the varying dimensions of the defined state
vectors. This matter makes it hard and probably impossible
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to adopt different kind of control methods [10] and, in
particular, discrete-time sliding mode control (DSMC) to
the obtained 1D form [9]. However, using stacking vectors,
a new method is proposed in [10] - [12] to convert 2D
repetitive linear discrete-time processes to a 1D form and,
in addition, for the first FM model in [9]. Hence, rather
than using WAM method, a row (column) processing method
is used. Row (column) processing means that the 2D local
states which are in the same rows (columns) are used to
form 1D stacking vectors. Consequently, the states, inputs
and outputs of the obtained 1D system are in the vector
form, and more importantly their dimensions are invariant.
This method is basically useful for a class of 2D linear
systems in which information propagation in one of the two
distinct directions only occurs over a finite horizon. This can
be a repetitive process [10] or any inherently 2D system, for
instance, Darboux equation [13]. By means of illustration,
the discrete form of Darboux equation which describes the
dynamical processes such as gas absorption, water stream
heating and air drying, is a first FM model which has finite
propagation on the space direction.
On the other hand, during the procedure of designing the
sliding surface in [9], it is necessary that the fictitious
reduced order system matrix pair or equivalently the original
system matrix pair is controllable; e.g. see [6]. But, the
controllability of the obtained 1D form and its relation to
the original 2D system is an unanswered problem in [9].
Hence, motivated by this issue, in this paper, the controlla-
bility analysis of the proposed method of [9] is given. To
this end, a new notion of controllability named directional
controllability is introduced and studied for the underlying
2D systems. It should be noted that the result of this paper
may be of great importance for those who want to control
the 2D systems via 1D frameworks.
The rest of this paper is as follows: in the next section
the proposed procedure of converting a first FM model to
1D vectorial form is introduced. The controllability analysis
is represented in Section III. In Section IV, the numerical
example is given. Finally, Section V concludes this paper.
II. 1D FORM OF THE FIRST FM MODEL VIA STACK
VECTORS
In this section, firstly, our proposed 1D form of first
FM model in [9] is reviewed. Besides, to avoid the direct
computation of the inverse of the descriptor matrix, inspired
by some related studies on the explicit inverse of block
bi-diagonal Toeplitz state matrices, a numerical solution is
given. To illustrate how 2D systems can be converted to 1D
form, we consider the first FM model with the following
formulation,
x(i+1, j+1) = A1x(i+1, j)+A2x(i, j+1)
+A0x(i, j)+Bu(i, j),
(1)
where x ∈ Rn and u ∈ Rm are respectively local state and
control input. In addition, the matrices in this equation are
A1 ∈ Rn×n, A2 ∈ Rn×n, A0 ∈ Rn×n and B ∈ Rn×m. It can be
seen that this relation is a second order recursive equation.
In the next subsection, a brief review of WAM model of 2D
systems is given based on the first FM model. Secondly, the
drawbacks of this method are explained. These drawbacks
motivate us to investigate an alternative 1D form of 2D
systems which is more effective and efficient. Finally, our
proposed 1D form of first FM model is presented.
A. WAM model of 2D systems
Authors of [5] are the first investigators who have consid-
ered 2D systems as a 1D model. In this model, by using a
different classification on local state vectors of a 2D system,
a novel form of local state vectors is achieved. However,
as mentioned, this proposed form has varying dimension of
states, and coefficient matrices should be updated at each
step. To resolve the varying dimension of state vectors in
WAM model, in [5] it is suggested to expand all states to the
largest dimension via augmenting system matrices with ap-
propriate blocks of zeros. However, the system matrices are
still left varying and complicated to compute. Moreover, the
framework of obtaining the stacking state vectors, especially
for second order 2D models such as the first FM model, is
relatively confusing and time-consuming. To illustrate, define


















Here, matrices M(k), N(k−1) and E(k−1) are determined



















and Ik is the identity matrix of order k. According to (3) it
is obvious that by defining the following relation
r(k) = N(k−1)φ(k−1)+E(k−1)ν(k−1), (6)


















Remark 1: As can be seen, state vector in (7) is a linear
combination of local states and inputs. However, in some
applications, having state space equations with direct access
to the local states is required. In this case, by introducing a
new state vector,
φˆ(k) = [x(k,0),x(k,1),x(k−1,1),
x(k−1,2), . . . ,x(1,k−1),x(1,k),x(0,k)]T , (8)
a 1D sate space equation with direct access to the state
vectors φ(k) and φ(k+1) is acquired.
Remark 2: In the definition of state vectors (8), instead
of using local states just on the line i+ j = k + 1, local
states located on one the line i+ j = k are also used to form
state vectors. Generally, for WAM description of 2D systems
which are at least second order, using state vector (8) is
useful. However, obtaining WAM method for second order
2D systems (for instance FM model) and especially for large
scale 2D systems is complicated and, more importantly, the
dimension of state vector (8) is varying. On the other hand, as
it is explained in [9], to design sliding matrices using regular
form based method, it is necessary to find the regular form
of state space equation [7], while by using WAM form a
new regular form should be found in each step which would
result in heavy computational burden.
Remark 3: In the case that the boundary conditions are
assumed to be constant, the state vector (8) should get rid
of the boundary condition terms x(k,0) and x(0,k). In other
words, the state vector (8) is changed to
φ¯(k) = [x(k,1),x(k−1,1),
x(k−1,2), . . . ,x(1,k−1),x(1,k)]T , (9)
Hence, the 1D model is as follows




A2 0 0 0 0 · · · 0
I 0 0 0 0 · · · 0
A1 A0 A2 0 0 · · · 0
0 0 I 0 0 · · · 0
0 0 A1 A0 A2 · · · 0
...
...
... · · · ...
0 0 0 0 0 · · · I





B 0 0 · · · 0
0 0 0 · · · 0
0 B 0 · · · 0
0 0 0 · · · 0
...
...
... · · · ...




M¯(k) ∈ R[(2k+1)·n]×[(2k−1)·n], E¯(k) ∈ R[(2k+1)·n]×[(k+1)·m].
Moreover, the vector V (k) which arises from boundary









where V¯ (k) ∈ R(2k+1)·n.
B. New 1D form of 2D first FM model
The FM model (1) can be represented in the following
form
x(i+1, j+1)−A1x(i+1, j) = A2x(i, j+1)
+A0x(i, j)+Bu(i, j).
(13)





















where v is the dimension of distinct variable { j}, moreover,
X(i) ∈ Rv·n, V (i) ∈ Rv·n and U(i) ∈ Rv·m. As a result, the 2D
equation (13) can be presented as




I 0 0 . . . 0 0
−A1 I 0 . . . 0 0






0 0 0 . . . I 0





A2 0 0 . . . 0 0
A0 A2 0 . . . 0 0






0 0 0 . . . A2 0





B 0 . . . 0





0 0 . . . B
 .
(16)
Here, x(i+ 1,0) and x(i,0) are state boundary conditions
on boundary ( j = 0). Moreover, as seen in the vectorial
definition (14), the variable { j} is hidden in the new defined
1D form. The model in (15) is also known as descriptor
model.
In the case that the elements of matrix J are varying and in
every step the inverse of this matrix should be computed, a
very heavy computational load could happen, especially for
2D grids with large dimensions. However, in our case, the
matrix J is constant and consequently, the inverse matrix can
be computed only once when applied to DSMC; see [9] for
details.
To have the standard form of a 1D Discrete MIMO system,
left multiply (15) by J−1 to obtain
Σv : X(i+1) = KˆX(i)+ LˆU(i)+ RˆV (i), (17)
where
Kˆ = J−1K, Lˆ = J−1L, and Rˆ = J−1.
As seen, in this new 1D form, the dimension of state vectors
is constant and consequently finding regular form of state
space (15) is possible. This possibility sets the stage for
designing specific 1D DSMC for the obtained 1D state space
model (17), which is applied in [9].
Remark 4: As mentioned before, the proposed method
of this paper needs one of the distinct variables of the
underlying 2D systems to be of finite dimension. Moreover,
the computing limitations have made it inevitable to assume
finite dimensions for both separate directions of 2D systems.
Consequently, in this paper, the dimensions of the considered
2D system is assumed to be µ× v and, as a result, the size
of 1D state vector X(i) and control input vector U(i) in (15)
are v ·n and v ·m, respectively. Besides, there are two set of
boundary conditions (i = 0 and j = 0).{
α(i) = x(i,0)
β ( j) = x(0, j)
over j = 0,
over i = 0.
(18)
III. CONTROLLABILITY ANALYSIS
In this section, different notions of controllability of 2D
system (1) are considered, namely, local controllability and
directional controllability. This is achieved by studying the
relation between the controllability of the obtained 1D sys-
tem (17) and that of 2D system (1).
A. Notion of local controllability for 2D system
In the literature, one can find a number of different defini-
tions of controllability according to different type of dynami-
cal system. Broadly speaking, considering the controllability
of 2D systems is relatively more complex compared to
1D systems. Instead of notion of controllability which is
introduced for 1D discrete-time systems, notion of local
controllability (reachability) is developed for 2D systems [8].
Here, the controllability of the first FM model (1) is studied
referring to [3] and [8].
To this end, define the so called state transition matrix Ai, j
as
Ai, j = A0Ai−1, j−1+A1Ai, j−1+A2Ai−1, j
= Ai−1, j−1A0+Ai, j−1A1+Ai−1, jA2, ∀i, j > 0.
(19)
Furthermore, it is assumed that
A0,0 = In, A−i, j = Ai,− j = A−i,− j = 0, ∀i, j > 0. (20)
Hence, with boundary conditions (18) and given admissible
controls sequence, it can be shown




















In this case, we have






















Ci j = [Ai−1, j−1B,Ai−1, j−2B, · · · ,Ai−1,0B, · · · ,
A0, j−1B,A0, j−2B, · · · ,B], (23)
and
ui j = [uT (0,0),uT (0,1), · · · ,uT (0, j−1), · · · ,
uT (i−1,0),uT (i−1,1), · · · ,uT (i−1, j−1)]T . (24)
Definition 1: Consider system (1) with boundary condi-
tions (18). This system is locally controllable in a given
rectangle [(0,0),(µ,v)] if for every boundary conditions (18)
and for every vector xd ∈ Rn, there exists a sequence of
controls uµv as in (24) such that x(µ,v) = xd .
Remark 5: The matrix Ci j in (23) is known as local
controllability matrix.
Lemma 1 ( [8]): System (1) is locally controllable in a
given rectangle [(0,0),(µ,v)] with unconstrained control
inputs u if and only if rank(Cµv ·CTµv) = n.
Furthermore, it is shown in [3] that Lemma 1 can be confined
to the following lemma.
Lemma 2 ( [3]): System (1) is locally controllable in a
given rectangle [(0,0),(µ,v)] with unconstrained control
inputs u if and only if rank(Cnn ·CTnn) = n where µ ≥ n and
v≥ n.
Remark 6: It should be mentioned that this lemma is
proven in Lemma 4.1 and Proposition 4.1 of [3]. Note that
the transition matrix Ai, j, here, is equal to M ji of [3].
B. Directional controllability with respect to { j}-direction
In this subsection, the controllability of the 1D system in
(17) is considered. Moreover, a new notion of controllability















Since ui1,ui2, . . . ,ui(v−1) are included in uiv, (25) can be
rewritten as
M (i) = Ciuiv, (26)
where Ci is the matrix in (27) shown at the top of the next
page.
Lemma 3: The matrix Ci in (27) is equivalent to
Ci =
[
Kˆi−1Lˆ | · · · | KˆLˆ | Lˆ] , (28)
where Kˆ, Lˆ (defined in (17)) are as matrices in (35) at the
top of the second next page.
Proof: It can be shown that A0,r = Ar1 and A
r,0 = Ar2.
Hence, matrix Lˆ can be rewritten as,
Lˆ =

B 0 · · · 0 0









Ar−1,0B 0 · · · 0 0





Ar−1,v−1B Ar−1,v−2B · · · Ar−1,1B Ar−1,0B
 ,
(30)
then, it can be found that
KˆrLˆ =

Ar,0B 0 · · · 0 0





Ar,v−1B Ar,v−2B · · · Ar,1B Ar,0B
 . (31)
Remark 7: Besides, Ci can be obtained directly. To this
end, from (17), it can be demonstrated that















and U,V are defined in (14). Moreover, Cˆi is obtained from
Ci in (27), by replacing B with In. Moreover, it is crystal
clear that U (i) = uiv.
As seen, the matrix Ci has the form of the controllability
matrix of 1D system (17), hence, the controllability of 1D
system (17) can be analyzed by checking the rank of this
Ci =

Ai−1,0B 0 · · · 0 0 · · · B 0 · · · 0 0










Ai−1,v−2B Ai−1,v−3B · · · Ai−1,0B 0 · · · A0,v−2B A0,v−3B · · · B 0
Ai−1,v−1B Ai−1,v−2B · · · Ai−1,1B Ai−1,0B · · · A0,v−1B A0,v−2B · · · A0,1B B
 . (27)
matrix. Furthermore, in the sequel it is shown that the matrix
in (27) has more to do with the local controllability of
the local states of the 2D system in (1). Note that, in the
following of this section, it is assumed that µ ≥ n and v≥ n.
Lemma 4: System (17) is controllable at kth (for k =
1, · · · ,µ) step with unconstrained control inputs U , if and
only if the rank(Ck ·C Tk ) = v ·n.
Proof: It is seen that the kth step controllability matrix
of (17) is equal to Ck from Lemma 3 and, hence, this system
is controllable if and only if Ck has full row rank.
Moreover, in the following theorem it will be shown that
when µ ≥ n, v ≥ n and matrix Cµ is of full row rank, the
local controllability matrix Cnn, and hence, Cµv will be of full
row rank. However, the converse of this issue is not always
true.
Theorem 1: The local controllability matrix Cnn has full
row rank if the matrix Cµ has full row rank where µ ≥ n
and v≥ n.
Proof: As seen, the matrix Cµ has v row blocks with
each block of dimension {n× (µ · v ·m)}. It is not hard to
show that the nonzero blocks of nth row block of the matrix
Cµ is equal to the controllability matrix Cµn. Hence, if Cµ
has full row rank, Cµn has full row rank. From Lemma 1
2D system (1) is locally controllable in a given rectangle
[(0,0),(µ,v)]. According to Lemma 2, it can be concluded
that Cnn is of full row rank.
In other words, whenever the matrix Cµ has full row rank the
1D form system (17) is controllable and the 2D system (1) is
locally controllable in a given rectangle [(0,0),(µ,v)] with
unconstrained control inputs. Besides, the previous theorem
can be confined to the following form. Now comes the main
result of this section.
Theorem 2: The 1D form (17) of 2D system (1) is con-
trollable if and only if the matrix pair (A2,B) is controllable.
Proof: Firstly, it is clear that the nonzero blocks of the
first row block of matrix Cn is equal to the controllability
matrix Cn1. If Cn has full row rank, the matrix Cn1 is of full
row rank. Moreover, the nonzero blocks of Cn1 is as[
An−1,0B| · · · |A1,0B|A0,0B]
=
[




It is well known that the right hand side of the above equation
is equal to the controllability matrix of the pair (A2,B).
Conversely, suppose (A2,B) is controllable. It is known that
matrices Kˆ and Lˆ are block lower triangular matrices as in
(35) shown at the top of the next page. Hence, the pair
(Kˆ, Lˆ) is controllable if there exists a state-feedback matrix
F such that all the eigenvalues of the term Kˆ+ LˆF are freely
assigned. Define the state-feedback F as the following block
diagonal matrix,
F = diag(F1, · · · ,Fv), (36)
where F ∈ R[v·m]×[v·n] and Fi ∈ Rm×n, 1≤ i≤ v. Now, it can
be seen that Kˆ + LˆF is as (37) at the top of the next page
where {∗} means irrelevant entries. Thus, it is obvious that
in the case that (A2,B) is controllable, all the eigenvalues of
the diagonal blocks of Kˆ+ LˆF can be freely assigned by the
state-feedbacks Fi (1≤ i≤ v). As a result, it can be seen that
the controllability of (A2,B) suffices that (Kˆ, Lˆ) is controllable
as well.
Here, according to Theorem 2, a new notion of controllability
for 2D systems is defined.
Definition 2: 2D system in (1) is said to be directionally
controllable with respect to the direction { j}, if its 1D form
Σv in (17) is controllable.
Proposition 1: 2D system in (1) is directionally control-
lable with respect to the direction { j} if, and only if, the
matrix pair (A2,B) is controllable.
C. Directional controllability with respect to {i}-direction
In the procedure of [9] and this paper, it is assumed that
the { j}-direction is finite, and hence, the local states located
in the same { j}-direction form the 1D stacking vectors. In
the case that the {i}-direction is of finite dimension, the
local states located in the same {i}-direction can be stacked
to form the 1D stacking vectors. Similarly, a sufficient and
necessary condition of the directional controllability with
respect to {i}-direction can be obtained as follows.
Proposition 2: The 2D system in (1) is directionally con-
trollable with respect to the direction {i}, if and only if the
matrix pair (A1, B) is controllable.
IV. NUMERICAL EXAMPLE






















Here x ∈ R2 and u ∈ R. We assume this 2D system over the
rectangle µ×v (µ = 5 and v= 3). Furthermore, it is supposed
Kˆ =

A2 0 · · · 0 0











1 A0 · · · A1A2+A0 A2
 , Lˆ =

B 0 · · · 0 0











A2+BF1 0 · · · 0 0






∗ ∗ · · · A2+BFv−1 0














, 0≤ i≤ 5.
(39)
It can be seen that despite the uncontrollability of the pair
(A1,B), and, since the pair (A2,B) is controllable, the pair
(Kˆ,Lˆ) is controllable. Moreover, C2 and C22 have full row
rank (rank(C2) = 6 and rank(C22) = 2). As a result, this
2D system can be said to be directionally controllable with
respect to the direction { j}.
V. CONCLUSIONS
Controllability analysis of the 1D form of the underlying
2D systems is the main subject of this paper. To this end,
firstly, a brief review of the recently proposed method to
convert the first FM model to a 1D vectorial form using a
row (column) process is given. This method applies to the
2D systems which one of their distinct variables propagates
over finite horizon and thus can be stacked. Consequently, the
original 2D system is replaced by a 1D virtual system which
can be controlled easily. In this work, a state bi-diagonal
block Toeplitz matrix is produced and it should be inverted
to achieve the standard state-space model. More importantly,
the controllability of the obtained 1D vectorial form and its
relation to the controllability of the original first FM model is
studied in this paper. A new notion of controllability named
directional controllability is defined for 2D systems.
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