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Abstract
We investigate certain inverse problems involving symmetric matrices. In particular, given
a finite list of numbers and a symmetric matrix, how many changes to the diagonal entries will
suffice for the numbers in the list to be eigenvalues?
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1. Introduction
Consider the following additive inverse eigenvalue problem (AIEP): given an n-
by-n matrix A, a set of real numbers {λ1, λ2, . . . , λn}, and a set of matrices N, find
X ∈N such that the spectrum of A+X is {λ1, λ2, . . . , λn}. For such problems,
results that guarantee solvability often come with separation conditions on the spec-
trum. Where N is the set of diagonal matrices, the separation condition depends
on the size of the off-diagonal entries of A. Very nice summaries of some of these
results and applications of this class of problem can be found in Chu’s article [1] as
well as in the article by Chu and Golub [2].
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The results in this paper concern a modification of the basic AIEP for symmetric
matrices. First, the list of desired eigenvalues has only k real numbers, where k is
fixed and less than n, and second, the set N is restricted to special subsets of all
diagonal matrices.
In Section 2, we consider a partial spectrum AIEP where no separation of the
given eigenvalues is assumed. Here we show that any matrix can be modified to
yield a given list of k target eigenvalues, provided that 2k − 1 diagonal entries may
be changed and the target list does not belong to a certain nowhere dense subset in
the space of all such lists. This establishes an upper bound on the control over the
diagonal entries required for this type of partial inverse eigenvalue problem.
At the other extreme we ask when it is possible to obtain k given eigenvalues by
varying only k parameters. In Section 3, we deal with this problem by modifying a
result of Hadeler [3]. Given a matrix whose diagonal entries are adjusted by adding
a single constant to each block, we can determine values for these k constants to
obtain a given list of k target eigenvalues. As with the standard AIEP, this requires
that these target values satisfy a certain separation condition.
2. Modifying diagonal entries individually
Our first goal is to prove that given sufficient control over the diagonal elements,
any symmetric matrix can be forced to have almost any list of numbers as part of its
spectrum. The precise result is given in the following theorem.
Theorem 1. Let B0 be any real valued symmetric n-by-n matrix. Let  be a list of
k (not necessarily distinct) numbers and let K = 2k − 1. Given any set I of size K,
where I ⊂ {1, 2, . . . , n}, there exists a nowhere dense set, F, in the space of all lists
of size k, such that if  /∈ F, then there exists a matrix B with the following two
properties:
(i) B and B0 differ only at the diagonal entries indexed by I .
(ii) The numbers in  are eigenvalues of B (with at least the stated multiplicities).
The basic idea in this proof is to obtain each eigenvalue in turn without disturbing
the previously obtained values. At each stage we use just more that half of the diago-
nal entries available to obtain the next eigenvalue, finishing with an eigenvector that
is unaffected by the choices for the remaining diagonal values.
In the following, we shall let ei denote the ith standard basis vector.
Lemma 2. Let B0 be any real valued symmetric n-by-n matrix. Let I be any subset
of {1, 2, . . . , n} of size m, and let J be any subset of {1, 2, . . . , n} of size m− 1 such
that J ∩ I = ∅. Then for all but a finite number of λ ∈ R there is a matrix B with the
following three properties:
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(i) B and B0 only differ at the m diagonal entries indexed by I .
(ii) B has λ for an eigenvalue.
(iii) There is an eigenvector v, associated to λ which is orthogonal to the m− 1
standard basis vectors indexed by J .
Proof. Without loss of generality, assume that J = {1, 2, . . . , m− 1} and that I =
{m,m+ 1, . . . , 2m− 1}. We further simplify our problem by noticing that B will
have an eigenvalue of λ when the matrix B − λ has an eigenvalue of zero. For this
reason, let B1 = B0 − λ.
Let W = {w1, w2, . . . , wl} be a basis for the space of vectors satisfying
〈B1w, ej 〉 = 0 = 〈w, ej 〉 (1)
for all j ∈ J . Consider the following set of l +m vectors: B1w1, B1w2, . . . , B1wl ,
and em, em+1, . . . , e2m−1. By definitionB1w1, B1w2, . . . , B1wl are all vectors whose
first k − 1 entries vanish. Because the first m− 1 entries of the chosen standard basis
vectors also vanish, this set of l +m vectors is a subset of a n−m+ 1 dimensional
space. Because there are at most 2m− 2 restrictions on these vectors from Eq. (1),
it follows that l  n− 2m+ 2. Thus l +m > n−m+ 1, and so these vectors must
have a nontrivial linear relationship of the form
l∑
r=1
crB1wr +
2m−1∑
i=m
diei = 0 (2)
for some choice of the constants dj and ci . Moreover, at least one of the ci is nonzero
because the standard basis vectors em, em+1, . . . , e2m−1 are linearly independent. Let
v =
l∑
r=1
crwr (3)
and note that v /= 0, based on the linear independence of W .
Define numbers vi = 〈v, ei〉 for all i ∈ I and matrices Eii = (ei)t · ei . If for all
i ∈ I we have that vi /= 0, then set
B = λ+ B1 +
∑
i∈I
di
vi
Eii = B0 +
∑
i∈I
di
vi
Eii . (4)
In this case, by inspecting the dependence relationship (2) the vector v is seen to be
an eigenvector for B with eigenvalue λ.
Suppose, on the other hand, that λ is such that the number vi = 0 for some i ∈ I .
There are m choices for i which are relevant, but for simplicity of notation, let us
assume that i is m. Note that Eq. (2) can now be rewritten as
B1v = −
2m−1∑
i=m
diei (5)
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which we can write in block form to obtain

A R S X
Rt Q T Y
St T t C Z
Xt Y t Zt D




0
0
a
b

 =


0
r
s
0

 . (6)
Here A and C are (m− 1)-by-(m− 1) symmetric matrices and Q is a 1-by-1 matrix.
Thus S is a (m− 1)-by-(m− 1) matrix. Inspection of the first and fourth rows in the
above expression reveals that
Sa +Xb = 0, Zta +Db = 0. (7)
If detD /= 0 then we may solve for b to get b = −D−1Zta. (Here b is a zero
vector if a is a zero vector, so we may assume a /= 0.) Upon substitution into the
second equation, we obtain (S −XD−1Zt)a = 0. Therefore, v is a nonzero vector
only if (S −XD−1Zt) has a null vector, which is only true if its determinant is zero.
Thus we conclude that vm = 0 for a nonzero vector v only if detD = 0 or det(S −
XD−1Zt) = 0. Because these determinants vanish only if certain polynomials in λ
are satisfied, they only vanish for finitely many values of λ. So, except for these
finitely many choices of λ (and their counterparts for the other m choices of i), we
are sure to have a matrix B with the desired properties. 
We are now ready to proceed with the proof for Theorem 1.
Proof of Theorem 1. Without loss of generality, suppose that I = {1, 2, . . . , K} is
the index set for the diagonal entries we may change. Let  = {λ1, λ2, . . . , λk} be
our list of target eigenvalues. Lemma 2 states that there is a finite set, Fk , of real
numbers such that, provided λk /∈ Fk , then there exists a choice for the last 2k−1
diagonal entries indexed by I such that λk has an associated eigenvector v whose first
2k−1 − 1 entries are zero. Note also that the equation Bv = λkv is true independent
of the choices to be made for the unused entries indexed by I .
Thus, provided λk /∈ Fk , we have reduced the number of target eigenvalues to
k − 1 and have reduced I to {1, 2, . . . , 2k−1 − 1}, leaving us with an analogous, but
smaller problem. We may repeat this argument for the remaining target eigenvalues
with any given stage only failing for a finite number of possible targets, such failures
depending on the target value choices up to that point. In any event, at each stage, if
we cannot achieve the desired target value, we may achieve an additional eigenvalue
that is arbitrarily close to it. In this way we see that the set of lists of size k that may
be obtained is dense in the space of all lists of size k. 
It will be noticed, of course, that the number of diagonal entries needed in this
proof grows exponentially with the number of target values. It is not too difficult to
find examples of matrices and target values that show this result to be sharp for the
case of three target values. A straightforward dimension counting argument shows
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that the lower bound for the number of required changes grows as n2. Thus, it seems
quite unlikely that so many diagonal entries are needed for the remaining cases. Of
interest, then, would be to determine a sharper general result.
3. Modifying diagonal entries in blocks
We now consider a fairly general problem with k parameters. Let B0 be a real val-
ued n-by-n symmetric matrix. Let {Vi}ki=1 be a set of mutually orthogonal diagonal
matrices with the block form
Vi =


0
Imi
0

 ,
where Imi is the mi-by-mi identity matrix and
∑
mi = n.
Setting B(t) = B0 +∑ki=1 tiVi , we ask what choice of t = (t1, t2, . . . , tk) will
produce a given list  = {λ1 < λ2 < · · · < λk} as a subset of the spectrum of B(t).
As an aside, we note that this is a discrete analog to the Sturm–Liouville problem
with a step-valued potential function. We will prove the following theorem.
Theorem 3. Let the matrices B0 and V1, V2, . . . , Vk be as described above. There
is a number K > 0 such that if  = {λ1 < λ2 < · · · < λk} is a list of numbers sat-
isfying |λi − λj | > 4K for all i /= j, then a choice of the k-tuple t = (t1, t2, . . . , tk)
exists for which B(t) contains  in its spectrum.
Hadeler considered this problem in the case where each mi = 1, and we modify
his technique here. In his paper [3] he assumed control over all the diagonal elements
of the matrixB, and sought to fix the entire spectrum. By constructing a map from the
space of diagonal elements to itself, and employing a fixed-point theorem, Hadeler
showed that any spectrum of sufficiently separated values could be obtained by some
choice of the diagonal entries.
In our situation, we are given only one parameter to control each block of diagonal
entries. On the other hand, we only seek to fix a subset of the spectrum. As with
Hadeler’s technique, we seek to develop a map  : Rk → Rk which will adjust our
choice for the coefficients, ti , of the diagonal blocks, Vi . This map will be constructed
in such a way that it has a fixed point which corresponds to the eigenvalues we wish
to obtain.
Adopting the notation from Hadeler’s paper we set, for a unit vector, x, and sym-
metric matrix, B,
b1(x)=〈Bx, x〉,
b2(x)=〈Bx,Bx〉,
k2(x)=b2(x)− b21(x).
We also define the Ui to be the set of all unit vectors u such that Viu = u.
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Lemma 4 (Krylov–Bogoljubov–Weinstein [5]). Given a symmetric matrix B, and a
unit vector x, the interval I (x) = [b1(x)− k(x), b1(x)+ k(x)] must contain at least
one eigenvalue of B.
As we need a corollary, we present the proof of this lemma.
Proof. The following proof is based on a lemma by Temple [4]. Let us assume that
the interval [b1(x)− r, b1(x)+ r] contains no eigenvalues of B. We wish to show
that r is bounded from above by k(x). It follows from our assumption that A =
(B − b1(x)+ r)(B − b1(x)− r) is a positive operator, hence 〈Ax, x〉 > 0. Using
the symmetry of B and the definitions of b1(x) and b2(x), we compute that
〈(B − b1(x)− r)x, (B − b1(x)+ r)x〉 > 0,
〈Bx,Bx〉 − 2b1(x)〈Bx, x〉 + b21(x)+ 2r〈Bx, x〉 − 2rb1(x)− r2 > 0,
b2(x)− b21(x)− r2 > 0.
Thus,
r2 < b2(x)− b21(x) = k2(x),
and so the interval I (x) must contain an eigenvalue of B. 
Corollary 5. Given the setting in the above lemma, there is an eigenvalue in
I (x) such that the corresponding eigenvector has nontrivial inner product with the
vector x.
Proof. Assume to the contrary that x is orthogonal to every eigenvector associated
to an eigenvalue in the interval [b1(x)− r, b1(x)+ r]. While the operator A is no
longer positive, we still have the inequality 〈Ax, x〉 > 0, and the computations in the
previous proof still go through. 
Lemma 6. The quantity b1(t, x) ≡ 〈B(t)x, x〉 is given by b1(t, x) = ti + b1(0, x)
for all unit vectors x ∈ Ui . Moreover, there exist unit vectors in Ui that maximize
and minimize b1(0, x).
Proof. The matrices B(t) and B(0)+ tiI are equivalent when restricted to Ui . Thus,
b1(t, x) = 〈(B(0)+ tiI )x, x〉 = 〈B(0)x, x〉 + ti〈x, x〉 = b1(0, x)+ ti . (8)
Moreover, the space of unit vectors is compact, therefore the continuous function
b1(0, x) achieves both its maximum and minimum on this space. 
We now define a new interval J (x) = [ti − R(x), ti + R(x)], where R(x) =
k(x)+ max{|b1(0, x)|} with the maximum taken over all unit vectors in Ui . Note
that I (x) ⊂ J (x) for all x ∈ Ui .
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For the purpose of constructing the map , we need to know where all n of the
eigenvalues of B are located. In his paper, Hadeler accomplished this by spacing the
diagonal values sufficiently to guarantee that the n intervals described by Temple’s
lemma were disjoint. The pigeonhole principle then confirms that all eigenvalues are
counted exactly once. In our case, we must know that there are k disjoint intervals
which together contain all n eigenvalues of B. In particular, we must see that there
is an interval around ti which contains exactly mi eigenvalues.
Lemma 7. If yi is a unit vector which maximizes k2(x) in Ui, then the interval
J (yi) ≡ [ti − R(yi), ti + R(yi)] contains at least mi of the eigenvalues of B(t).
Proof. That J (yi) contains at least one eigenvalue is a result of the Krylov–Bogo-
ljubov–Weinstein lemma and the fact that I (yi) ⊂ J (yi). Assume that J (yi) contains
m eigenvalues, where m < mi . Let φ1, φ2, . . . , φm be the m associated eigenvec-
tors for these m eigenvalues. Because m < mi , we may find a unit vector, z, in
Ui which is orthogonal to each of these eigenvectors. Let B ′ denote the operator
B restricted to the orthogonal complement of {φi}. By Corollary 5, there must be
an eigenvalue of B ′ in I (z) = [b1(t, z)− k(z), b1(t, z)+ k(z)] ⊂ J (z). By assump-
tion, k(z)  k(yi), therefore J (z) ⊂ J (yi). Finally, the eigenvalue of B ′ is an eigen-
value of B, thus J (yi) contains m+ 1 eigenvalues. Obviously, we may proceed
inductively until all mi eigenvalues are found. 
We now have k intervals, one for each value of i. If these k intervals given by
the above lemma are all disjoint, we have pigeonholed all n eigenvalues, because∑
mi = n. We can now define our map  : Rk → Rk as follows. For t1, t2, . . . , tk ,
let the ith coordinate of  be given by
i (t) = ti + λi − λi(B(t)), (9)
where λi is the ith target value from the list = {λ1 < λ2 < · · · < λk}, and λi(B(t))
is the smallest eigenvalue in J (yi) = [ti − R(yi), ti + R(yi)].
We now present the proof of Theorem 3, restating it again for convenience.
Theorem 3. Let the matrices B0 and V1, V2, . . . , Vk be as described above. There
is a number K > 0 such that if  = {λ1 < λ2 < · · · < λk} is a list of numbers sat-
isfying |λi − λj | > 4K for all i /= j, then a choice of the k-tuple t = (t1, t2, . . . , tk)
exists for which B(t) contains  in its spectrum.
Proof. Because the eigenvalues of B depend continuously on t , then, so long as the
intervals J (y1), J (y2), . . . , J (yk) remain disjoint, the map  given above is contin-
uous as a function of t .
Choose K = max1ik R(yi) and suppose t ∈∏ki=1[λi −K, λi +K]. Note that
K is independent of the choice of t , and does indeed make the intervals J (y1),
J (y2), . . . , J (yk) disjoint by our assumption that |λi − λj | > 4K , for all i /= j .
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By the defining equation for  and our extension (Lemma 7) to the Krylov–
Bogoljubov–Weinstein lemma we have
|i (t)− λi | = |λi(B(t))− ti |  R(yi)  K.
Thus,  will map the compact set
∏k
i=1[λi −K, λi +K] into itself.
By construction  has a fixed point precisely when λi(B(t)) = λi for all i. This
fixed point is guaranteed by the Brouwer fixed point theorem. 
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