Cardiovascular diseases (CVD) remain the leading cause of death around the world. In past decades, many preventive strategies have been recommended to reduce the risk of CVD. However, current CVD risk prediction schemes are not targeted to personalized and optimized recommendations. The goal of this study was to better identify individuals at high risk of a CVD event, and recommend an optimal set of risk factor changes that could reduce the risk of long-term CVD events. We identified 100 demographic, lab, lifestyle, and medication variables for 12907 individuals who participated to the ARIC study and had no CVD events at baseline. We examined the prognostic performance of these features in isolation and ranked them based on mutual information. Then we combined those features to build predictive models using k -nearest neighbor prediction to estimate the 10-year CVD risk for each individual. Our feature-ranking method agreed with traditional risk factors identified by a domain expert. Our approach was successful in identifying cases with high risk and performed as well as traditional methods. Then we applied inverse classification to find the personalized optimal changes to reduce 10-year CVD risk. We also created a personalized package of five optimal changes for each individual to reduce their 10-year CVD risk. This approach can be applied to other chronic disease risk prediction and personalized recommendations, and may be useful to both health care providers and patients in making personalized health care recommendations and decisions.
INTRODUCTION
Cardiovascular diseases (CVD) include coronary heart disease (CHD), stoke, and peripheral artery disease (PAD). CVDs are the leading cause of death and health care spending both in developed and developing countries across the world [9, 12, 2] . Lifestyles are related with CVD risks. Many research studies have provided evidence that adopting a healthy lifestyle can reduce CVD risk [7, 13] . King et al. [7] reported that 1344 (8.5%) of participants in the ARIC study had four healthy lifestyles at visit one, and 970 (8.4%) of the remainder had newly adopted a healthy lifestyle six years later. The total mortality and CVD events were lower for new adopters than for the others.
Preventive approaches in the literature typically focus on those with the highest identifiable risk. Remington et al. [11] discussed an approach that tries to identify high-risk individuals through screening and to provide intensive interventions that reduce the risk of disease -for instance, scanning for hypertension and using medications to reduce blood pressure. We wish to extend this idea by identifying the best way to reduce risk for any individual.
The main idea of our approach is to build a classifiera predictive model for estimating the probability of CVD onset -and to work backward through this model, identifying the factor(s) that most affect the risk. As such, we frame the lifestyle recommendation task as an inverse classification problem [1] . Inverse classification focuses on the "action oriented" decision features for a test point to perform optimization or decision support. The goal is to determine values for these features that lead the targeted record into the desired predicted class. Our application is to find optimal changeable variable values that reduce an individual's predicted CVD risk to as low a value as possible. This paper is organized as follows. In Section 2, we introduce related work. Section 3 discusses the dataset and our preprocessing steps. Methods including inverse classification, risk prediction and optimization, and validation are addressed in Section 4. Section 5 presents experimental results. The last sections provides discussion and conclusions.
RELATED WORK
Traditional lifestyle recommendations emphasize the population level. The 2006 AHA Scientific Statement [8] provided the following recommendations: "to balance caloric intake and physical activity to achieve and maintain a healthy body weight; consume a diet rich in vegetables and fruits; choose whole-grain, high-fiber foods; consume fish, especially oily fish, at least twice a week; limit intake of saturated fat to <7% of energy, trans fat to <1% of energy, and cholesterol to <300 mg/day by choosing lean meats and vegetable alternatives, fat-free (skim) or low-fat (1% fat) dairy products..." However, it does not take into consideraton the individual's health conditions and personalized choices. Individuals are usually eager to know the single best lifestyle choice they can make in order to reduce their disease risks. Of course, they want to have other options, and to know how much they can benefit from changing their lifestyle. The Framingham score scheme has been widely used by physicians to estimate their patients' 10-year CVD risks by looking up their risk score in a table that maps traditional CVD risk factors like HDL-C, SBP, LDL, age, gender, and others into a real number score and risk probabilities [16] . Chambless et al. [3] estimated risk prediction functions for coronary heart disease based on the ARIC study. With additional nontraditional risk factors and markers of subclinical disease, these factors substantially improved prediction of CHD for men, although less so for women.
However, individuals cannot always change these traditional risk factors directly. It may be difficult for them to adopt the recommendations and take actions in their lifestyle. Thus, it's hard for them to achieve their health goals. What's more, they still could not answer the "greedy questions" addressed previously like what is the best thing they can change? How much they can benefit from this change regarding risk reduction?
Classification is one of the most well-studied algorithms in data mining. A classifier is built and trained with instances that have known outcomes. When a new instance is provided, the classifier could assign it to the best-fitting outcome class. A typical example of classification in the medical domain is breast cancer diagnosis, classifying a breast mass as either benign or malignant [10] . In this work we use k -nearest neighbor (k -NN) classification [5] . The k -NN algorithm assigns the query point label by using the weighted votes of its k nearest neighbors. Chi et al. [4] used this approach as follows. They developed the Prediction and Optimization-Based Decision Support System (PODSS) algorithm to build a decision support system by using k -NN. The lifestyle variables were changed in a personalized fashion to reduce CVD risk. A novel validation approach was also proposed.
In this study we expand on the inverse classification approach taken in [4] to identify individuals with high 10-year CVD risk, and provide them a package of optimized personalized recommendations to minimize their 10-year CVD risks.
DATASET AND PREPROCESSING
We used the Atherosclerosis Risk in Communities (ARIC) study datasets [14] . The Cohort Component and the Community Surveillance Component consist of four communities. The Cohort Component began in 1987 and subjects were examined every three years. ARIC recruited around 4,000 individuals aged between 45 and 64 for each of the four communities.
The total sample size is 15,792. The first screen(baseline) period is 1987-89, and the follow-up periods are 1990-92, 1993-95, and 1996-98. The Community Surveillance Component is the investigation of the community-wide occurrence of hospitalized myocardial infraction and coronary heart disease deaths in men and women aged 35-84 years. Only patients without a CVD event before baseline (1989-89) were included. The 10-year CVD outcomes, including CHD and stroke, were defined based on the Community Surveillance Component.
We selected 100 demographic,laboratory tests, lifestyle, and medication variables by combining feature selection and domain knowledge. We discretized all continuous variables into five equal size groups. Table 1 summarizes the variables. Most of the variables in the table were chosen directly from ARIC dataset except the total of sport hours variable. The ARIC survey asked its participants for their four most common activities and hours per week. The total of sport hours were the sum of all listed activity times. For the measure of physical activity, the ARIC dataset contains information about popular sports and leisure-time activities for individuals. The outcome label of dataset is binary, 1 if a patient has any CVD event in ten years, 0 if not. CHD is defined as the presence of any of the following diagnoses: probable MI, definite MI, suspect MI, missing pain (ECG and/or enzyme diagnosis), definite fatal CHD, definite MI, and possible fatal CHD. Stroke is defined as definite TIB (definite brain infarction, Thrombotic), probable TIB, possible stroke of undetermined type, undocumented fatal cases with stroke codes, and out-of-hospital deaths with stroke codes [4] .
The ARIC dietary questionnaire contained variables of the frequency of consumption of various foods over the previous year. From these questions we computed the daily consumption of fruits, vegetable, white carbs, and cereals.
There are missing data in almost all the features in our dataset. k -NN imputation is a robust and sensitive methods to handle missing data [15] . Thus, we applied k -NN imputation to deal with our missing data. The k -NN imputation method searches for an instance's k nearest neighbors based on similarity measurement (we used Euclidean distance) and fills the missing value with the distance-weighted average of its corresponding k nearest neighbors' values. Additionally, all the features were normalized into the domain between 0 and 1, avoiding Euclidean distance domination of large value attributes.
We chose 12907 individuals without CVD at baseline, and the corresponding characteristics are provided in Table 1 . In this table, the term cardinality means the average number of values per attribute. We discretized the continuous variables in order to reduce the computational complexity of the inverse classification problem. The University of Iowa IRB has approved this research study.
METHODS

Risk Prediction Algorithm
We now introduce some definitions. Suppose that D train denotes the training dataset, and D test denotes the testing dataset. The training set contains N individuals denoted by X1, ..., XN . Every individual contains a set V of variables (|V | means the size of set V) and one binary class variable C with values C1 and C0. Then we divide the V variables set into three disjoint sets. Let L denote lifestyle variables which can be changeable. M denotes medications, and U denotes unmodifiable variables, and V = L ∪ M ∪ U . Each variable Vj has k possible values, denoted as Vj1, ..., V jk . For variable in L and M, we apply an exhaustive approach to search all their possible values, and save the optimal changes. The CVD probability for each individual was calculated by using
Here qC is the class membership of query instance Q. Define
. The indicator function I is defined as
We apply Euclidean distance in our similarity measurement. The distance between two individuals is defined as
The function δ is defined as
The weight function for each feature related to the outcome label is defined by mutual information
Inverse Classification and Optimization
The inverse classification algorithm searches for the minimum required changes for one instance to be reclassified into a desired class or at least to move as close as possible to that class. In our application, we used the inverse classification algorithm to answer the following questions: What is the single best change to reduce the individual's 10-year CVD risk? What is the optimal set of five changes to reduce the risk? We split our dataset into two equal-sized groups. Our algorithm was then evaluated using a validation method described in Section 4.3. Finally we transformed the data to create the inverse classification problem of identifying cases that would advance to CVD with higher risk, and solved it using k -NN. For our tests we chose the K -nearest neighbors parameter k = 90 for risk predication, and k = 5 for missing value imputation. We apply inverse classification to provide answers for the previously addressed problems.
Our second goal was to combine the features to achieve the best identification of higher 10-year CVD risk cases. Then, we will find the best action for each individual to minimize the 10-year CVD risk. We formulate this as the following optimization process: For each individual, we searched through one's lifestyle L and medication M variable spaces, tried all feasible discrete values of the variables, saved the optimal single best change and the optimal set of five changes, targeting minimizing 10-year CVD risk defined by equation 1. Recommendation packages of size greater than one were found with a procedure similar to stepwise feature selection, i.e., the best second choice is found in the context of the first best choice, and so on. Algorithm 1 shows the details of our procedure.
Algorithm 1
The 10-year CVD risk prediction and optimization algorithm. 
Validation Method
We tested the performance of the algorithm in a fashion similar to cross-validation, that is, by dividing the dataset into two groups, one for optimization and one for validation, and performing a statistical comparison on their predicted outcomes. We employed a leave-one-out test methodology as depicted in Figure 1 . One case was left aside for testing, and a model was built using the remaining cases. The model was then applied to the test case, and the result was recorded. The process was repeated, using each case as a test point. Note that we are turning back the clock, and individuals do not have the chance to actually follow the recommendations provided by our algorithm. Ideally we would have actual clinical trials to validate the outcomes. However, we searched each individual Q's possible changes, and saved the best version of Q'. We then apply Q' to the test set to validate its risk reductions. We implemented this approach through splitting the dataset into two parts as training and testing as described previously. By obtaining both Q and Q's probabilities, we estimated the 10-year CVD risk reductions if they would have followed the recommendations. Table 1 shows the attribute importance for 10-year CVD risk prediction. These variables were selected from the ARIC study via mutual information feature selection method. To evaluate the performance of our classifier, Figure 2 shows ROC curve obtained from our mutual information based K -NN classifier. The AUC is 0.7456, and k=90 for risk prediction. We can provide a single best personalized recommendation list for each individual. For instance, the following individual's best single change is to reduce animal fat(g). This person's original value of animal fat(g) was 86.19, discretized to a value in the highest level 1. The five levels of the variable are 0, 0.25, 0.50, 0.75, and 1. As shown in Table 2 , if the individual changed this variable from level 1 to level 0, the maximum absolute 10-year CVD risk would reduce 7.96%, for a relative risk reduction of 44.28%. Note the original 10-year CVD risk of the individual is 17.98%. 10.02% was the optimized 10-year CVD risk after single variable change. If the individual changed this variable from level 1 to level 0.50, the absolute 10-year CVD risk would reduce 5.87%, for a relative risk reduction of 32.66%.
RESULTS
We report the results of packages of five variable changes to optimally lower the 10-year CVD risk. We excluded cases for which our method could not help lower their risks. For example, those individuals with CVD probabilities of zero, and those with very small risk probabilities were excluded. We also did not include those recommendations that reduce the individuals' risk to zero, considering these extreme cases to be impractical in real life. Feasible changes were defined by our clinical expert as follows. If someone is on a medication, they need to stay on it. Individuals will not be recommended to increase their traditional unhealthy lifestyle variable values, and individuals will not be recommended to decrease their traditional healthy variable values. For instance, if individuals are not current smokers, they will not be recommended to smoke; if individuals are current smokers, they will not be recommended to increase the number of cigarettes. Table 3 shows the popular recommended changes. Figure 3 shows individuals' 10-year CVD absolute risk probabilities of original vs. minimized risks via a package of five personalized recommendations. For the original risk, the statistics are as follows: min: 1.03%; mean: 9.92%; median: 8.61%; max: 38.64%. For the minimized risk, the statistics are as follows: min: 1.00%; mean: 4.84%; median: 3.42%; max: 27.33%. For the absolute reductions, the statistics are as follows: min: 0%; mean: 5.08%; median: 4.29%; max: 31.77%. For the relative risk reductions, the statistics are as follows: min: 0%; mean: 50.62%; median: 51.55%; max: 96.23%. Table 4 , and the max reductions are cumulative. If this individual changes their total fat(g) level from level 0.5 to level 0.25, then the 10-year CVD absolute risks will reduce 8.66% (33.89% relative). Based on this change, if they also reduce their animal fat intake from level 
DISCUSSION AND CONCLUSION
In this study, we obtained dataset from ARIC Study, and proposed personalized lifestyle and medication recommendations via inverse classification. The accuracy of prediction by our classifier was measured as AUC = 0.75, consistent with the widely accepted Framingham Heart Study (AUC = 0.78) and better than the prediction (AUC = 0.72) in the ARIC study presented by Grundy et.al. [6] . For each individual, our algorithm provides the one best change and the package of five adjustments to minimize their 10-year CVD risks. King et al [7] found that 1344 (8.5%) individuals in ARIC study visit 1 had the following 4 lifestyle habits: five or more fruits and vegetables daily, regular exercise, BMI 18.5-29.9 kg/m2, and no current smoking. Six years later, there were 970 (8.4%) individuals had newly adopted a healthy lifestyle. They also concluded that by adopting one healthy lifestyle in middle age can reduce CVD risks by an estimated 35%. Our approach is different from other research studies that were performed by traditional Cox regression survival analysis approach. Yang et al. [17] proposed a data mining approach that improved on the traditional Cox regression model in their MPGN type II patients survival analysis. This data mining approach would likely improve the accuracy and significance of the results. It can guide health care providers to develop more individualized treatment actions based on identifying of individuals who are at increased risk of CVD.
The findings from this study could be used to identify high-risk individuals of CVD prevention. This is a very important issue in public health area to prevent CVD. Since current medical prognostic prediction for the CVD is largely based on the practitioner's personal experience, this study provides a step toward data-driven clinical decision support. The model also adds information to aid decision making. The patient can decide which risk factor changes they may wish to undertake first. This approach could also provide personalized packages of healthy changes for high-risk individuals to minimize their CVD risks.
Our results show that changing the lifestyle and medication variables in the reverse classification approach can determine which patients are more likely to progress to CVD in 10 years. To make the process more realistic, we could limit the search to all the feasible changes for this individual. Future work would include modeling the risk prediction and optimization over time, and deal with confounding factors that mislead the algorithm to produce improper recommendation like increase smoking. The medication problem is more complicated, taking blood-pressure-lowering medication as an example, those individuals who had high blood pressure would be prescribed to take medications to reduce their blood pressure, and this group of individuals had higher risk than the blood pressure normal group without medication. Additionally, there were few untreated high blood pressure individuals in our dataset. Even more, the effect of lowering blood pressure through medication is complicated itself. Thus, these make the recommendations for medication become tricky like not taking blood-pressure-lowering medication. CVD is a set of very common diseases with many risk factors and long processes. The mutual information based k -NN classifier can be used to predict CVD risks and can be applied to identify high-risk individuals. We used a reverse classification approach to provide optimized recommendations that could be useful to develop clinical interventions and specific individual care plans. Our inverse classification approach is novel to provide CVD risk predictions and optimizations compared to the conventional hazard ratio risk prediction scores for personalized and optimized recommendations in such applications. The results are also generalizable to other diseases.
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