Machine learning models for radiology benefit from large-scale data sets with high quality labels for abnormalities. We curated and analyzed a chest computed tomography (CT) data set of 36,316 volumes from 19,993 unique patients. This is the largest multiply-annotated volumetric medical imaging data set reported. To annotate this data set, we developed a rule-based method for automatically extracting abnormality labels from free-text radiology reports with an average F-score of 0.976 (min 0.941, max 1.0). We also developed a model for multi-organ, multi-disease classification of chest CT volumes that uses a deep convolutional neural network (CNN). This model reached a classification performance of AUROC > 0.90 for 18 abnormalities, with an average AUROC of 0.773 for all 83 abnormalities, demonstrating the feasibility of learning from unfiltered whole volume CT data. We show that training on more labels improves performance significantly: for a subset of 9 labels -nodule, opacity, atelectasis, pleural effusion, consolidation, mass, pericardial effusion, cardiomegaly, and pneumothorax -the model's average AUROC increased by 10% when the number of training labels was increased from 9 to all 83. All code for volume preprocessing, automated label extraction, and the volume abnormality prediction model will be made publicly available. The 36,316 CT volumes and labels will also be made publicly available pending institutional approval.
Introduction 1
Automated interpretation of medical images using machine learning holds immense promise (Hosny et al., 2018; Kawooya, 2012; Schier, 2018) . Machine learning models learn from data without being explicitly programmed and have demonstrated excellent performance across a variety of image interpretation tasks (Voulodimos et al., 2018) . Possible applications of such models in radiology include human-computer interaction systems intended to further reduce the 3 -5% real-time diagnostic error rate of radiologists (Lee et al., 2013) or automated triage systems that prioritize scans with urgent findings for earlier human assessment (Annarumma et al., 2019; Yates et al., 2018) . Previous work applying machine learning to CT interpretation has focused on prediction of one abnormality at a time. Even when successful, such focused models have limited clinical applicability because radiologists are responsible for a multitude of findings in the images. To address this need, we investigate the simultaneous prediction of multiple abnormalities using a single model.
There has been substantial prior work on multiple-abnormality prediction in 2D projectional chest radiographs facilitated by the publicly available ChestX-ray14 , CheXpert , and MIMIC-CXR (Johnson et al., 2019) datasets annotated with 14 abnormality labels. However, to the best of our knowledge, multilabel classification of whole 3D chest computed tomography (CT) volumes for a diverse range of abnormalities has not yet been reported. Prior work on CTs includes numerous models that evaluate one class of abnormalities at a time -e.g., lung nodules (Ardila et al., 2019; Armato et al., 2011; Pehrson et al., 2019; Shaukat et al., 2019; Zhang et al., 2018) , focal lesions (Yan et al., 2018) , pneumothorax (Li et al., 2019) , emphysema (Humphries et al., 2019) , interstitial lung disease (Anthimopoulos et al., 2016; Bermejo-Peláez et al., 2020; Christe et al., 2019; Christodoulidis et al., 2017; Depeursinge et al., 2012; Gao et al., 2018 Gao et al., , 2016 Walsh et al., 2018; Wang et al., 2019) , liver fibrosis (Choi et al., 2018) , colon polyps (Nguyen et al., 2012) , renal cancer (Linguraru et al., 2011) , vertebral fractures (Burns et al., 2016) , and intracranial hemorrhage (Kuo et al., 2019; Lee et al., 2019) . There are three obstacles to large-scale multilabel classification of whole CTs: acquiring sufficently large datasets, preparing labels for each volume, and the technical challenges of developing a large-scale multi-label machine learning model for the task. In this study, we address all of these challenges in order to present a fully automated algorithm for multi-organ and multi-disease diagnosis in chest CT.
Acquiring a large CT dataset appropriate for computational analysis is challenging. There is no standardized software for bulk downloading and preprocessing of CTs for machine learning purposes. Each CT scan is associated with multiple image sets ("series"), each comprising on the order of 100,000,000 voxels. These volumes need to be organized and undergo many pre-processing steps.
To train a multilabel classification model, each volume must be associated with structured labels indicating the presence or absence of abnormalities. Given the number of organs and diseases, manual abnormality labeling by radiologists for the thousands of cases required to train an accurate machine learning model is virtually impossible. Instead, methods that automatically extract accurate labels from radiology reports are necessary Johnson et al., 2019; Wang et al., 2017) .
Prior work in automated label extraction from radiology reports can be divided into two primary categories: whole-report classifiers Chen et al., 2018; Pham et al., 2014; Zech et al., 2018) that predict all labels of interest simultaneously from a numerical representation of the full text, and rule-based methods that rely on handcrafted rules to assign abnormality labels. Whole-report classifiers suffer two key drawbacks: they are typically uninterpretable and they require expensive, time-consuming manual labeling of training reports, where the number of manual labels scales linearly with the number of training reports and with the number of abnormalities. Rule-based systems Demner-Fushman et al., 2016; Irvin et al., 2019; Peng et al., 2018) are a surprisingly good alternative, as radiology language is rigid in subject matter, content, and spelling. We propose and validate a rule-based label extraction approach for chest CT reports designed to extract 83 abnormality labels.
Development of a multi-label classification model is challenging due to the complexity of multiorgan, multi-disease identification from CT scans. We will show that the frequency of particular abnormalities in CTs varies greatly, from nodules (78%) to hemothorax (<1%). There are hundreds of possible abnormalities; multiple abnormalities usually occur in the same scan (10±6); and the same abnormality can occur in multiple locations in one scan. Different abnormalities can appear visually similar, e.g., atelectasis and pneumonia (Edwards et al., 2016) , and the same abnormality can look visually different depending on severity (e.g., pneumonia of one lobe vs. an entire lung) (Franquet, 2001) , shape (e.g., smooth nodule vs. spiculated nodule), and texture (e.g., reticular vs. groundglass) (Dhara et al., 2016) . Variation in itself is not necessarily pathologic -even among "normal" scans the body's appearance differs based on age, gender, weight, and natural anatomical variants (Hansell, 2010; Terpenning and White, 2015) . Furthermore, there are hardly any "normal" scans available to teach the model what "normality" is. We will show that <1% of chest CTs in our data are "normal" (i.e., lacking any of the 83 considered abnormalities). This low rate of normality is likely a reflection of requisite pre-test probabilities for disease that physicians consider before recommending CT and its associated exposure to ionizing radiation (Costello et al., 2013; Purysko et al., 2016; Smith-Bindman et al., 2009) .
Previous single-abnormality CT classification studies have relied on time-intensive manual labeling of CT pixels (Kuo et al., 2019; Li et al., 2019; Walsh et al., 2018) , patches (Anthimopoulos et al., 2016; Bermejo-Peláez et al., 2020; Christodoulidis et al., 2017; Gao et al., 2018) , or slices (Gao et al., 2016; Lee et al., 2019) that typically limits the size of the data set to <1,000 CTs and restricts the total number of abnormalities that can be considered. Inspired by prior successes in the field of computer vision on identifying hundreds of classes in whole natural images (Deng et al., 2009; Rawat and Wang, 2017) , we hypothesize that it should be possible to learn multi-organ, multi-disease diagnosis from whole CT data given sufficient training examples. We build a model that learns directly from whole CT volumes without any pixel, patch, or slice-level labels, and find that transfer learning and aggregation of features across the craniocaudal extent of the scan enables high performance on numerous abnormalities.
In this study we address the challenges of CT data preparation, automated label extraction from free-text radiology reports, and simultaneous multiple abnormality prediction from CT volumes using a deep convolutional neural network. We hope that this work will contribute to the long-term goal of automated radiology systems that assist radiologists, accelerate the medical workflow, and benefit patient care.
Methods
An overview of this study is shown in Figure 1 .
Chest CT Data Set Preparation
The preparation of our retrospective chest CT data set included four stages: report download, report processing, volume download, and volume processing. The final dataset of 36,316 chest CT volumes obtained without intravenous contrast material and their associated reports from Duke University Health System spans January 2012 -April 2017 and was collected under IRB approval and in compliance with HIPAA. Informed consent was waived by the IRB.
In the first stage, 440,822 CT reports were obtained using the electronic health record and the Duke Enterprise Data Unified Content Explorer (DEDUCE) (Horvath et al., 2011) search tool. After filtering to remove duplicates, preliminary reports, un-addended versions, and empty reports, a dataset of 336,800 unique CT reports was obtained. This data set included head, chest, abdomen, and pelvis CTs, and include both intravenous contrast material enhanced and unenhanced scans. We then selected the 11% of reports (36,861) of chest CTs performed without intravenous contrast material based on the "protocol description" field.
Report text was prepared with standard natural language processing (NLP) preprocessing steps including lowercasing, replacing all whitespace with a single space, and removal of punctuation except for the periods inside decimal numbers which carry medical meaning (e.g., 1.2 cm mass versus 12 cm mass). We replaced all times with a "%time" token, dates with "%date", and years with "%year."
The chest CT scans were queried and downloaded using an application programming interface (API) developed for the Duke vendor neural archive. All scans were stored and preprocessed within the Duke Protected Analytics Computing Environment (PACE) which is a secure virtual network space that enables approved users to work with identifiable protected health information. (a) Reports from chest CT scans performed without intravenous contrast material were acquired from the Duke Enterprise Data Unified Content Explorer (DEDUCE) search tool as well as the Epic electronic health record (EHR). Report accession numbers were used to download CT slices as DICOMs from the Duke Image Archive (DIA), which were processed into a final data set of 36, 316 CT volumes. (b) We develop an approach for extracting binary labels for 83 different abnormalities from the free-text chest CT reports. (c) We train and evaluate a deep convolutional neural network model (shown here and detailed further in Figure 2 ) that takes as input a whole CT volume and predicts all 83 abnormality labels simultaneously.
Using DICOM header information, the original series with the most slices was selected for subsequent analysis, thus rejecting secondary, derived, or reformatted series. In total 36,316 volumes were acquired out of 36,861 initially specified.
An end-to-end Python pipeline was developed to process the separate DICOM files corresponding to different slices of one CT into a single 3D numpy array (Van Der Walt et al., 2011) compatible with the major machine learning frameworks PyTorch (Paszke et al., 2019) and Tensorflow (Abadi et al., 2016) . CT sections were ordered and verified to be in a consistent orientation to facilitate future work in abnormality localization. Raw pixel values in DICOMs have undergone a linear transformation to enable efficient disk storage; this transformation was reversed to obtain pixel values in Hounsfield units (HU), using the DICOM attributes RescaleSlope and RescaleIntercept. Pixel values were clipped to [-1000 HU,+1000 HU], which represent practical lower and upper limits of the HU scale, corresponding to the radiodensities of air and dense bone respectively (DenOtter and Schubert, 2019; Lamba et al., 2014) . Each volume was resampled using SimpleITK (Lowekamp et al., 2013) to 0.8 × 0.8 × 0.8 mm to enable a consistent physical distance meaning of one pixel across all patients. To reduce storage requirements, the final 3D array was saved using lossless zip compression. The raw unprocessed DICOMs require 9.2 terabytes of storage. The final preprocessed arrays require 2.8 terabytes.
The data were randomly split into 70% volume training (25,355 volumes), 6% volume validation (2,085 volumes), 4% reserved for future studies (1, 667) , and 20% volume test (7,209 volumes) based on patient MRN so that no patient appears in more than one set. A subset of the volume training data was designated "report train" (639 reports) and "report test" (427 reports) and used to develop the automated label extraction method. Finally, we define a random subset of 2,000 training and 1,000 validation set scans that we use for architecture and ablation studies.
In total, 36,316 volumes paired with reports were successfully downloaded and prepared for analysis. We refer to the full data set as the Report-Annotated Duke Chest CTs (RAD-ChestCT) data set.
Automated image labeling through analysis of radiology reports
Manually recording the presence or absence of 83 different abnormalities for each of 36,316 volumes would require hand-coding over 3 million labels and is prohibitively time-consuming. To create a large data set of labeled CT volumes it is necessary to leverage automated label extraction approaches.
We follow the experimental setup of ChestX-Ray8 , CheXpert , and MIMIC-CXR (Johnson et al., 2019) , in which subsets of ~200 to 1,000 reports are used to develop and evaluate an automated label extraction method, and subsequently the final label extraction model is applied to the remaining tens of thousands of reports to obtain predicted labels. The predicted labels are then treated as ground truth in image-based experiments. We use 639 reports as a training set and 427 reports as a held-out test set.
The goal of radiology report label extraction is to analyze a free-text report and produce a binary vector of labels in which an entry is equal to one if the corresponding abnormality is present and is equal to zero otherwise. For example, if the predefined label order is [nodule, atelectasis, cardiomegaly] then the label [1,1,0] will be produced for a report in which nodule and atelectasis are present and cardiomegaly is absent.
A key challenge in radiology report label extraction is that the presence of a word, e.g., "nodule," does not necessarily indicate presence of the abnormality in the scan, e.g., "the previously seen nodule is no longer visualized." Furthermore, there are numerous phrasings for the same label, e.g., "enlarged heart," "hypertrophic ventricles," and "severe cardiomegaly" for the label "cardiomegaly."
We propose two closely related approaches to extract 83 abnormalities labels from radiology reports, which we term Sentence Analysis for Radiology Label Extraction (SARLE). The first approach, SARLE-Hybrid, uses a machine learning sentence classifier followed by a rule-based term search, and is intended to be easier to adapt to text reports from other radiology modalities as it abstracts away abnormality detection rules. The second approach, SARLE-Rules, is fully rule-based and customized for chest CT reports. Both approaches are designed to be conceptually simple and scale to a large number of abnormality labels. The 83 extracted labels are shown in Table 1 . Table 1 . List of 83 Abnormalities that SARLE Extracts from Radiology Reports. Note that each abnormality is associated with a set of medical synonyms that are defined in a term search step. For example, the term search for cardiomegaly captures "cardiomegaly," "dilated ventricles," "enlarged right atrium," and other synonyms. "Lung resection" captures pneumonectomy and lobectomy; "breast surgery" captures mastectomy and lumpectomy; pleural effusion captures "pleural effusion" and "pleural fluid" and so on. The term search for all abnormalities is available in Appendix B. Lung ( The first approach, SARLE-Hybrid, is a hybrid machine learning and rule-based method. The motivation behind this approach is to use machine learning to eliminate the need for hand-crafted negation detection rules found in fully rule-based methods Peng et al., 2018) , while enabling scaling to a large number of abnormality labels through a rule-based term search that leverages medical vocabulary. Note that wholly machine learning approaches, i.e., report classifiers Pham et al., 2014; Zech et al., 2018) that take in a numerical representation of the full report text and output the entire vector of predicted abnormalities, require intensive manual labeling of all abnormalities of interest for all reports in the training set, which limits the size of the training data, limits the number of abnormalities that can be predicted, and is a suboptimal choice for rare labels that will have insufficient training examples.
Instead of performing abnormality-specific whole-report classification, the first step of SARLE-Hybrid performs binary sentence classification, distinguishing only between "normal" and "abnormal" sentences rather than particular abnormalities. We define a sentence as "normal" if it describes normal findings, e.g., "the lungs are clear," or the lack of abnormal findings, e.g., "no masses." We define a sentence as "abnormal" if it describes the presence of abnormal findings, e.g., "pneumonia in the right lung"; missing organs, e.g., "thyroid is absent"; or presence of devices, lines, or tubes. We train a Fasttext model Joulin et al., 2017; Mikolov et al., 2013) on manually labeled sentences from the 669 training reports. This system allows sentences to be subsequently classified as indicating one or multiple abnormalities.
After the sentence classification step, a rule-based term search using medical vocabulary for each abnormality is applied to the "abnormal" sentences to determine exactly which abnormal findings are present. We designed the term search to be easily modifiable in the code for customization to other abnormalities of interest. Examples of the term search are shown in Table 2 . A full description of the entire term search for all 83 abnormalities is provided in Appendix B.
The next variant, SARLE-Rules, is purely rule-based. It is identical to SARLE-Hybrid except that instead of a machine learning classifier in the first step, a rule-based system is used to identify phrases that are medically "normal" vs. "abnormal." The advantages of SARLE-Rules are full interpretability and better handling of the minority of sentences that include both a normal and an abnormal statement (e.g., "the heart is enlarged without pericardial effusion"). The disadvantage is the extra work required to craft the rules. The rule-based phrase classifier differs from prior work in that it incorporates negation detection as well as "normality detection" based around words like "patent" (e.g., "the vessels are patent"). Negation scopes are defined directly on the sentence text, include a direction (forward/backward), and can be limited by other words (e.g., "and", "with") or the beginning/end of a sentence. The entirety of our "abnormality detection" including all negation detection requires fewer than 300 lines of Python code and does not have any dependencies on pretrained models (upon publication code will be available at https://github.com/rachellea).
We report F-score, precision, recall, and accuracy of SARLE-Hybrid and SARLE-Rules on a heldout test set of 427 reports that were not used for classifier training or rule development. For the test reports we manually recorded abnormality-specific ground truth for 9 abnormalities commonly studied in the chest medical imaging literature: nodule, mass, opacity, consolidation, atelectasis, pleural effusion, pneumothorax, pericardial effusion, and cardiomegaly. Note that SARLE produces 83 abnormality labels per report, but due to the expense of obtaining abnormality-level ground truth, we only explicitly evaluate SARLE's performance on this subset of 9 labels. We later demonstrate the value of the additional 74 labels by showing that they improve the performance of the downstream task of multilabel CT volume classification. Table 2 . Examples of the term search used in our radiology label extraction framework, from simple (e.g., mass) to complex (e.g., cardiomegaly). The presence of any word in the "Any" column will result in considering the associated abnormality positive. The presence of any word in the "Term 1" column along with any word in the "Term 2" column will result in considering the associated abnormliaty positive. "Example Matches" shows example words and phrases that will result in a positive label for that abnormlaity based on the term search. Appendix B includes the full term search. 
Development and evaluation of a whole CT volume multi-organ, multi-disease classifier
With the dataset and labels prepared, we train and evaluate a deep CNN to predict all abnormalities present in a CT volume. Following prior work on large-scale radiology datasets, we consider the automatically extracted labels ground truth Johnson et al., 2019) .
Many architectures have been developed for image classification, including AlexNet (Krizhevsky et al., 2012) , VGG (Simonyan and Zisserman, 2014) , GoogLeNet (Szegedy et al., 2015) , and ResNet (He et al., 2015) . In medical imaging analysis, it is common to first pre-train one of these architectures on a large public data set of natural images (e.g., ImageNet (Deng et al., 2009) ) and then refine the weights on the medical images specifically, a process called "transfer learning" (Raghu et al., 2019) . ResNets are a particularly popular architecture for transfer learning. ResNets include "residual connections" (also called "skip connections") which have been shown to smooth out the loss landscape and thereby facilitate training of deep networks (Li et al., 2018) . Transfer learning has been shown to accelerate model convergence for medical imaging tasks (Raghu et al., 2019) including CT classification (Gao et al., 2018) . However, the ResNet architecture is designed for two-dimensional images, and is thus not directly applicable to threedimensional CT volumes.
Our proposed network architecture, refered to as CT-Net, is shown in Figure 2 . First we apply a ResNet-18 feature extractor to each stack of three adjacent grayscale axial slices, which have the same shape as RGB three-channel images and can therefore serve as ResNet input. The ResNet feature extractor is pretrained on ImageNet and its weights are refined on the CT classification task. In most applications of ResNets to medical images, the classification step occurs immediately after extracting the features, using a fully-connected layer. However, because the size of a whole CT volume is so large, a fully-connected layer applied directly to the ResNet output would require 1,116,114,944 parameters. Therefore, we reduce the size of the representation by orders of magnitude and aggregate features across the whole craniocaudal extent of the data by performing 3D convolutions. Once the representation is a reasonable size, we perform the final classification using fully connected layers. To provide more insights into the model we report results on two alternative architectures and perform an ablation study.
To the best of our knowledge this is the first multilabel classification model that uses an entire CT volume as input. One prior study included a whole CT volume as a model input (Ardila et al., 2019) , but the output was a lung cancer risk probability rather than predictions for multiple abnormalities. Most prior approaches have focused on 2D sections (Gao et al., 2016; Lee et al., 2019; Tang et al., 2019; Walsh et al., 2018) or patches (Anthimopoulos et al., 2016; Bermejo-Peláez et al., 2020; Christodoulidis et al., 2017; Gao et al., 2018; Kuo et al., 2019; Li et al., 2019; Wang et al., 2019) , which either requires intensive manual labeling of CT subcomponents (infeasible for a dataset of 36,316 volumes), or accepting that labels will be extremely noisy (e.g., assigning the whole-volume label of "nodule" to all small patches in a CT is guaranteed to be wrong for most of the patches.)
The network is trained with a multilabel cross-entropy (CE) loss:
where is the number of abnormality labels and is a ground truth label for abnormality . The predicted probability � is calculated using the logistic function (a.k.a. sigmoid function): � = ( ) = 1 1+ − for score , where score is the raw output of the last layer.
The CT volumes vary in shape between patients. To standardize the shape we pad or center crop all CTs to shape [402, 420, 420] . We clip pixel values to [-1000, 200] Hounsfield units, normalize to the range [-1,1], and center on the ImageNet mean. The model trained for 15 days with a batch size of 2 on two NVIDIA Titan XP GPUs with 11.9 GiB of memory each (a single CT scan requires all of the memory for a single GPU, as one CT is over 1,000 times larger than a typical 256 x 256 ImageNet example). We use a stochastic gradient descent optimizer with learning rate 10 −3 , momentum 0.99, and weight decay 10 −7 . Early stopping is performed on the validation loss with patience of 15 epochs. Data augmentation is performed through random jitters to the center crop, random flips, and random rotations of an input volume. The model is implemented in Pytorch (Paszke et al., 2019) . All model code will be made publicly available on GitHub upon publication (https://github.com/rachellea).
We train two models using the same CNN architecture (up to the last fully-connected layer): (1) a multilabel CNN trained on all 83 labels simultaneously (CT-Net-83), and (2) a multilabel CNN trained on only the 9 labels for which report-level ground truth was obtained (CT-Net-9). The intent is to demonstrate the utility of extracting multiple labels by illustrating the change in performance when the number of labels is increased from 9 to 83. We only use the test set once, for the CT-Net-83 and CT-Net-9 simultaneously, after finishing all model development.
Figure 2 CT-Net volume classification architecture.
The CT volume is treated as a stack of threechannel images to enable use of a ResNet-18 (He et al., 2015) feature extractor pretrained on ImageNet (Deng et al., 2009 ). The ResNet-18 features for the stack of 134 three-channel images are concatenated and processed with several 3D convolutional layers to aggregate features across the craniocaudal extent of the scan and reduce the size of the representation. Then the representation is flattened and passed through three fully connected layers to produce predicted probabilities for the 83 abnormalities of interest.
Architecture Comparison and Ablation Study on Training/Validation Data Subset
We compare the CT-Net architecture to two alternative architectures, BodyConv and 3DConv, and perform an ablation study with models termed CT-Net-83 (Pool) and CT-Net-83 (Rand). Performance in these experiments was obtained using a random subset of 2,000 training and 1,000 validation set scans. The full RAD-ChestCT data set of 36,316 scans was not used due to prohibitively long training/evaluation times.
BodyConv is a model similar to CT-Net-83, except instead of combining features across the whole craniocaudal extent of the scan at the beginning of the 3D convolution step, BodyConv only combines features across the craniocaudal extent at the fully connected layers. 3DConv is a model that uses only 3D convolutions and fully connected layers.
CT-Net-83 (Pool) is identical to CT-Net-83 except that it replaces 3D convolutions with maxpooling operations. CT-Net-83 (Rand) is identical to CT-Net-83 except that it randomly initializes the ResNet-18 feature extractor instead of initializing from weights of a ResNet-18 pretrained on ImageNet. All these models are trained on 83 labels simultaneously.
Performance and Statistical Analysis
We report the area under the receiver operating characteristic (AUROC) and average precision for the CT-Net models. AUROC summarizes the sensitivity and specificity across different decision thresholds and ranges from 0.5 (random classifier) to 1.0 (perfect classifier.) Average precision is also known as the area under the precision-recall curve. While AUROC starts at a baseline of 0.5, average precision starts at a baseline equal to the frequency of positives for the particular abnormality being considered (Saito and Rehmsmeier, 2015) . Therefore, an average precision of 0.4 would be high for a rare abnormality (e.g., frequency 0.02) and low for a common abnormality (e.g., frequency 0.8). Due to this frequency dependence we report the frequency for all abnormalities in our results.
We statistically compare the AUROCs of CT-Net-83 and CT-Net-9 using the DeLong test (DeLong et al., 1988) , and obtain 95% AUROC confidence intervals using the DeLong method implemented in the pROC package in R version 3.6.2. The p-values for the DeLong test are corrected for multiple testing using the Benjamini and Hochberg method to control the false discovery rate (Benjamini and Hochberg, 1995) .
Results

Automatic Label Extraction from Free-Text Reports
The performance of SARLE for automatic extraction of nine labels is shown in Table 3 . The SARLE-Hybrid approach achieves an average F-score of 0.930 while the SARLE-Rules approach achieves an average F-score of 0.976, indicating that the automatically extracted labels are of high quality using both approaches. For the common labels, the Hybrid and Rules approaches perform equally well, e.g., atelectasis where both SARLE-Hybrid and SARLE-Rules achieve an F-score of 1.0. For the rarer findings -pericardial effusion, cardiomegaly, and pneumothorax -the SARLE-Rules approach outperforms SARLE-Hybrid. Because the SARLE-Rules approach achieved higher average performance and had better rare-abnormality performance, the labels produced by SARLE-Rules were used to train and evaluate the multilabel CNN on volumes.
The most common abnormalities in the 25,355 volume training CTs are nodule (19,567 examples which is 77% positive), calcification (17,228; 68%), opacity (13,833; 55%), coronary artery disease (12,585; 50%), postsurgical (10,900; 43%), and groundglass (8,401; 33%). Note that the "nodule" category refers to any nodule, including micronodules <3 mm in size; nodules greater than 1 cm are much less frequent, at 12%. The rarest abnormalities are all at frequency 1% or less, with the following counts: hardware (321), distention (306), bronchitis (175), hemothorax (137), heart failure (50), and congestion (37). Although these abnormalities are rare, the count of positive examples for many of these abnormalities still exceeds the size of many previously reported CT data sets which are on the order of 100 -200 CT scans total (Anthimopoulos et al., 2016; Bermejo-Peláez et al., 2020; Christodoulidis et al., 2017; Gao et al., 2018; Li et al., 2019; Wang et al., 2019) .
The median number of abnormality labels for a single scan in the volume training set is 10, with an interquartile range of 6. The full histogram of abnormalities per scan is available in Appendix C. Only 139 training set scans were negative for all 83 abnormalities (i.e., "normal"), which is less than 0.6% of the scans. Table 3 : SARLE performance for the 427 chest CT test reports across the 9 labels with manually obtained ground truth. "# Pos" is the number of positive examples for that label in the report test set. F = equally weighted harmonic mean of precision and recall, P = Precision, R = Recall, Acc = Accuracy. Table 4 compares the test set performance of the CT-Net-83 and CT-Net-9 models. The CT-Net-83 model outperforms the CT-Net-9 model on every abnormality, indicating the value of training on the additional 74 labels (this is an example of the benefit of transfer learning). Table 5 shows the abnormality labels for which the CT-Net-83 model achieved the highest and lowest performance. Several of the highest-performing labels are abnormalities related to surgeries that affect a large area of the chest, including lung resection, sternotomy, CABG (coronary artery bypass graft), transplant, and "postsurgical" which encompasses a variety of descriptors of recent surgery. Other highperforming labels are human-made objects, including pacemaker or defibrillator, tracheal tube, catheter or port, heart valve replacement, chest tube, and GI tube. Finally, there are numerous common biological abnormalities that the model is able to identify with high AUROC, including pleural effusion, emphysema, pulmonary edema, fibrosis, interstitial lung disease, pneumothorax, and coronary artery disease.
Multilabel CNN to Predict Abnormalities from CT Volumes
The model performs poorly on several labels, including cyst, density, and scattered nodules ( Table  5) . On further analysis we discovered that cysts most commonly appear in the kidneys, which are likely to be cropped out in the preprocessing due to appearing at the edge of the volume. "Density" is used in variable ways in radiology reports and may not correspond to a clear visual pattern. The "scattered nodules/nodes" category includes scattered micronodules which may affect only one or two pixels each and by definition are distributed over a wide area, which may be a difficult characteristic for the model to capture.
Overall, CT-Net-83 achieves an AUROC >0.9 on 18 abnormalities, 0.8 -0.9 AUROC on 17 abnormalities, 0.7 -0.8 AUROC on 24 abnormalities, 0.6 -0.7 AUROC on 18 abnormalities, and <0.6 AUROC on 6 abnormalities. Performance of CT-Net-83 on all 83 abnormalities is provided in Appendix C.
In Figure 3 , we present a boxplot summary of the AUROC across all 83 abnormalities for our proposed CT-Net-83 architecture, two alternative architectures, and two ablated CT-Net-83 models, on a validation set of 1,000 volumes for models trained on 2,000 volumes. CT-Net-83 in this figure shows the performance of the CT-Net-83 model on this smaller subset of data; the performance is lower than that shown in Tables 4 and 5, due to training on 12× less data. CT-Net-83 outperforms the two alternative architectures, BodyConv (which uses different 3D convolutions) and 3DConv (which uses all 3D convolutions instead of a pre-trained ResNet feature extractor). CT-Net-83 also outperforms the two ablated variants, CT-Net-83 (Pool) in which the 3D convolutions have been replaced by max pooling operations, and CT-Net-83 (Rand) in which the ResNet feature extractor is randomly initialized instead of pretrained. Table 4 . CT volume test set AUROC for models trained on 9 vs. 83 labels. The area under the receiver operating characteristic (AUROC) is shown for CT-Net-9 (trained only on the 9 labels shown) and CT-Net-83 (trained on the 9 labels shown plus 74 additional labels) for the test set of 7,209 examples. CT-Net-83 outperforms CT-Net-9 on all abnormalities, emphasizing the value of the additional 74 labels. Note that we also experimented with separate binary classifiers for each of the 9 labels independently, but these models did not converge (AUROC ~0.5). Positive Count and Positive Percent are for positive examples of the abnormality in the test set.
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Discussion
The three main contributions of this work are the preparation of the Report-Annotated Duke Chest CT data set (RAD-ChestCT) of 36,316 unenhanced chest CT volumes, the SARLE framework for automatic extraction of 83 labels from free-text radiology reports, and a deep CNN model for multiple abnormality prediction from chest CT volumes.
The RAD-ChestCT data set is the largest reported data set of multiply annotated chest CT volumes, with 36,316 whole volumes from 19,993 unique patients. We plan to make the CT volumes publicly available, pending deidentification and approval. Fewer than 6% of studies on deep learning in radiology use more than 10,000 cases (Soffer et al., 2019) . Several previous studies on interstitial lung disease use between 120 and 1,157 chest CTs (Anthimopoulos et al., 2016; Bermejo-Peláez et al., 2020; Christodoulidis et al., 2017; Gao et al., 2018 Gao et al., , 2016 Walsh et al., 2018; Wang et al., 2019) . Two recent studies on acute intracranial hemorrhage used 1,300 (Lee et al., 2019) This represents a greater total number of scans, but a smaller number of unique patients and unique annotations than RAD-ChestCT.
To the best of our knowledge RAD-ChestCT is the only chest CT data set with such a diverse range of abnormality annotations including both focal (nodule, mass, etc.) . and diffuse (fibrosis, ILD, atelectasis, edema, pneumonia, etc.) abnormalities. In its present form it can be used for multilabel classification, weakly supervised abnormality localization, or exploratory research using unsupervised methods like clustering. One potential future direction would be to extend the RAD-ChestCT data set to include bounding box annotations to facilitate supervised abnormality localization. To accelerate other large-scale machine learning projects on CT data, we provide a detailed tutorial in Appendix A on how to transform raw CT DICOMs into 3D numpy arrays for analysis, and we will make our entire end-to-end Python CT preprocessing pipeline publicly available upon publication.
The SARLE framework for automatic label extraction from radiology reports is designed to be simple, scale to a large number of abnormality labels, and achieve high performance. It is the first approach to automatically extract numerous abnormality labels from chest CT reports. The general principle of first distinguishing between medically "normal" and "abnormal" phrases, and then performing an abnormalityspecific vocabulary lookup, is applicable to any radiology modality. In Appendix B we present a detailed discussion of SARLE in the context of related work. Other studies in label extraction report F-scores between 0.52 -1.0 for the extraction of anywhere between 3 and 55 abnormalities Chen et al., 2018; Demner-Fushman et al., 2016; Irvin et al., 2019; Peng et al., 2018; Pham et al., 2014; Zech et al., 2018) . Relative to these other approaches, SARLE achieves high F-score (average 0.976 across 9 abnormalities) and makes predictions on a large number of labels (83). We hypothesize that SARLE-Rules outperforms SARLE-Hybrid because the Rules approach is phrase-based rather than whole-sentence based, which allows better handling of the small minority of sentences that contain both normal and abnormal medical findings. In the future, the SARLE-Hybrid approach could be extended by replacing the sentence classifier with a phrase classifier. All our code for SARLE-Hybrid and SARLE-Rules will be made publicly available.
Our work was inspired by the ChestX-Ray8 study and the CheXpert study , which share the most similar overall experimental design. These studies as well as our present work involve preparation of a large database of radiology images, development and application of an automated label extraction approach to obtain structured disease annotations from radiology reports, and training and evaluation of a deep learning model on the radiology images using the automatically extracted labels as ground truth.
However, there are a few key differences between our work and the ChestX-Ray8/CheXpert studies. First, ChestX-Ray8/CheXpert are focused on projectional radiographs, which are two-dimensional images, while our work focuses on CT scans, which are three-dimensional and require different preprocessing steps and modeling considerations due to their volumetric nature. Our label extraction approaches also differ: the CheXpert work applies rules defined on a sentence graph to extract 14 abnormalities with F-scores ranging between 0.72 -1.00 while our work uses rules defined directly on the sentence text to produce 83 labels per report, with F-scores for 9 abnormalities ranging between 0.941-1.00.
The challenges in applying deep learning models to radiographs and CTs are different. A single CT is about 70x larger than a radiograph, which presents hardware and memory challenges and causes the abnormalities to be more spatially dispersed within the training example. Because radiographs are 2D projections of a 3D volume, radiographs are more ambiguous (de Hoop et al., 2010; Gibbs et al., 2007; Howarth and Tack, 2015; Self et al., 2013) , which alters the meaning of different disease findings described in the reports. For example, the majority of nodules smaller than 1 centimeter are not visible on chest radiographs (MacMahon et al., 2017) whereas CT can detect nodules as small as 1 -2 mm in diameter (Sánchez et al., 2018) . That means our "nodule" category for CT includes nodules that from a volumetric perspective are up to 1,000× smaller than those visible on chest radiographs, and these tiny CT nodules are distributed across 1,000× more pixels. Although the studies are on entirely different kinds of data using different automatic labelers, for the purposes of placing our work in the context of prior research, we note that our CT volume classifier's performance is in the same range as that of the CheXpert radiograph classifier: atelectasis 0.765 ours vs. 0.858 CheXpert, cardiomegaly 0.851 ours vs. 0.832, consolidation 0.816 ours vs. 0.899, edema 0.921 ours vs. 0.941, and pleural effusion 0.951 ours vs. 0.934. Classification performance on additional abnormalities is reported in the earlier ChestX-Ray8 work: pneumothorax 0.904 ours vs. 0.789 ChestX-Ray8, pneumonia 0.816 ours vs. 0.633, infiltration 0.526 ours vs. 0.612, nodule 0.718 ours vs. 0.716, and mass 0.773 vs. 0.564.
Most prior research in CT scan classification has focused on a single category of diseases and relies on a fundamentally different modeling approach that requires manual slice-level, patch-level, or pixel-level labels. Several studies have focused on subtypes of interstitial lung disease (ILD) (Anthimopoulos et al., 2016; Bermejo-Peláez et al., 2020; Christodoulidis et al., 2017; Gao et al., 2018 Gao et al., , 2016 Walsh et al., 2018) but all of these studies require manual labeling of regions of interest or manual pixel-level labeling, and all the models are trained on small patches (e.g., 32 × 32 pixels) or slices extracted from the CT scan. The advantage of patch or slice classification is that it provides some inherent localization. The disadvantage is that it limits the total number of CTs in the data set (all these studies use <1,200 CTs) and it limits the total number of abnormalities that can be considered (all consider <9 classes) due to the immense manual work required to obtain pixel-level, patch-level, or slice-level annotations.
A related study (Tang et al., 2019) performs binary classification of weakly-labeled slices for each of nodule, atelectasis, edema, and pneumonia separately versus normal scans, using an approximately 1:1 ratio between abnormal and normal scans. This is a different task from our multilabel setup, in which we use unfiltered hospital data where fewer than 1% of scans are normal, and we train one model on all abnormalities simultaneously. Two implications of our approach are noteworthy. Firstly, the application of multiple single label models does not provide a basis for accommodating interactions between co-existent diseases or imaging findings. Our multilabel approach provides a holistic image assessment paradigm that may better generalize across individual patients by accommodating for interactions across the clinical reality of multiple co-existent diseases and imaging findings. Secondly, the very low prevalence of true "normality" in an unfiltered sample of patients receiving unenhanced chest CT scans challenges the utility of interpretation workflows that are based upon patient-level prioritization of abnormal scans over those that are normal.
A substantial body of literature focuses on lung nodules and is the subject of multiple review articles (Pehrson et al., 2019; Shaukat et al., 2019; Zhang et al., 2018) . For understandable reasons these methods typically rely on manually acquired nodule bounding boxes and can achieve AUROCs in the upper 0.90s. This is higher than our AUROC of 0.718 for nodules, but our model was trained using only whole-volume labels without any bounding box annotations.
A critical contribution of our work is the demonstration that leveraging numerous automatically extracted abnormality labels enables learning from unfiltered hospital-scale CT data. A binary classifier trained on unfiltered hospital CT data does not converge (AUROC ~0.5) likely due to contamination of the "normal" class with other abnormalities, some of which may look similar to the target class. Training a multilabel classification model on 83 labels simultaneously instead of only 9 simultaneously boosts the average AUROC by over 10%, from 0.726 to 0.802. Furthermore, the model trained on all 83 labels achieves AUROCs over 0.90 for almost twenty different abnormalities including many medically significant abnormalities that have been the subject of prior work (Anthimopoulos et al., 2016; Christe et al., 2019; Humphries et al., 2019; Irvin et al., 2019; Li et al., 2019; Tang et al., 2019; Walsh et al., 2018) such as emphysema (0.929), pleural effusion (0.951), pulmonary edema (0.921), interstitial lung disease (0.906), honeycombing (0.972), pneumothorax (0.904), and fibrosis (0.910). We further show that our proposed model, CT-Net, is able to outperform two alternative models by leveraging transfer learning and 3D convolutions that combine abnormality features across the craniocaudal extent of the scan.
We hope this work will contribute to the long-term goal of augmented medical image interpretation systems that enhance the radiologists' workflow, improve detection and monitoring of diseases, and advance patient care.
Appendix A. CT Data Preparation
A.1 CT Report Preparation
A.1.1 Background & Downloading CT Reports
A CT report is associated with three important fields: the medical record number (MRN), the accession number, and the protocol description.
The MRN uniquely identifies the patients. The MRN is critical for defining a train/validation/test split in which no patient appears in more than one set. CT scans from the same patient must all be grouped into the same set because even if the scans occurred years apart, they are still correlated because they depict the same person.
The accession number uniquely identifies the CT scan event. It is an alphanumeric identifier (e.g., "AA12345") distinct from the MRN that specifies a particular occurrence of a particular patient obtaining a CT scan. The accession number of a CT scan event is used for both the CT report and the CT volume associated with that event. The accession number is necessary for matching up reports with their corresponding CT volumes.
The protocol description is a string that describes what body part was imaged, whether contrast was used, and other pertinent information the scan acquisition. More details about CT protocols is included in section A.1.4.
Initially, 414,438 CT reports were downloaded using the Duke Enterprise Data Unified Content Explorer (DEDUCE), which is a tool that enables clinicians to obtain data from Duke's electronic health record (Horvath et al., 2011 ). An additional 26,384 reports were downloaded directly from the Epic electronic health record.
A.1.2 Removing Duplicate CT Reports
The raw data set of 414,438 CT reports from DEDUCE contained some duplicates. Table A1 summarizes the process of removing these duplicates. The final number of unique reports from DEDUCE was 330,710. 
331,842
Addended or not: For all reports with at least one addended version, drop all un-addended versions.
330,949
Multiple addendums: For reports with at least one multiply addended version, drop all versions with fewer addenda.
330,930
Human error: Manually remove duplicate reports introduced by human error.
330,917
Empty reports: Remove empty reports (those with <550 characters).
330,710
A.1.3 Merging CT Report Datasets
The 330,710 DEDUCE reports were merged with the 26,384 Epic reports. 77% of the Epic reports overlapped with reports in the DEDUCE data set. The remaining 23% of the Epic reports (6,093 reports) were unique to Epic. This is due to slight differences in the databases used by the Epic electronic health record and the DEDUCE tool. After merging of DEDUCE and Epic reports and removal of rows with missing values, the final merged report data set included 336,800 unique reports.
A.1.4 Filtering by Protocol
A CT protocol is a particular recipe for obtaining a CT scan. A CT protocol has several components. The first component of a CT protocol is the specification of the part of the body to be imaged. Different locations include chest only, abdomen only, pelvis only, chest/abdomen/pelvis together, head, and spine. If a patient has a suspicious lung nodule on chest x-ray, a follow-up chest CT scan may be ordered to better evaluate the nodule (MacMahon et al., 2017) . If a patient has symptoms of a stroke, a head CT may be ordered (Birenbaum et al., 2011) . If a patient suffers a car accident, a CT of their cervical spine may be needed to determine whether their neck is fractured (Wee et al., 2008) . Clinicians are careful to only order a CT scan of the part of the body relevant to the individual patient's disease, to limit the patient's dose of x-ray radiation (Costello et al., 2013) . Thus, the body location narrows down the possible reasons for that particular CT scan, which means that the location specified in the CT changes which abnormalities may be present in that CT.
A second important component of a CT protocol is the description of whether contrast was used, and how. Contrast is a radiopaque liquid typically made from barium or iodine that is injected into arteries, injected into veins, delivered by enema, or swallowed by the patient in order to highlight particular structures (Lusic and Grinstaff, 2013) . On a CT scan, contrast appears bright white. The type of contrast agent, the method of administration, and the timing relative to the acquisition of the scan can be specified in the CT protocol. A CT pulmonary angiogram is a type of chest CT in which contrast is injected to fill the pulmonary blood vessels; it is often used for the diagnosis of pulmonary embolism, which is a clot in the pulmonary blood vessels. The clot appears greyer than the surrounding white contrast and is thus easier for the radiologist to identify (Wittram et al., 2004) . Contrast CTs of the abdomen and pelvis can be obtained to evaluate for appendicitis, diverticulitis, and pancreatitis (Rawson and Pelletier, 2013) . In other cases, contrast is unnecessary, or even contraindicated (e.g., if the patient has kidney disease, is pregnant, or has a past history of negative reactions to contrast agents.)
In total, there are 458 different protocols included in the Duke CT reports dataset. Because different protocols encompass different parts of the body, different medical motivations, and different appearance of the same anatomical structures (depending on whether and how contrast is used), it would be difficult to analyze all CT scans in the same machine learning model. Not even humans attempt to be experts in interpretation of images from all parts of the body. There are numerous subspecialties within the field of radiology that focus on particular organ systems, including neuroradiology, cardiovascular radiology, gastrointestinal radiology, musculoskeletal radiology, and head and neck radiology ("Diagnostic Radiology Professions," n.d.). We choose to focus on chest CTs obtained without intravenous contrast material.
The top 10 commonest protocols in the complete Duke CT reports data set are shown in Table A2 . Our chosen protocol, for chest CTs without intravenous contrast, is the second most common and makes up 9.8% of the total data set. Chest CTs without intravenous contrast can be used to evaluate a huge range of medical conditions including solitary pulmonary nodules, interstitial lung disease, pleural effusions, lung cancer, infections, inflammation, and edema (Purysko et al., 2016) .
To create our final selection of chest CTs obtained without intravenous contrast, we extracted all reports for which the lowercased protocol description matched either "ct chest wo contrast w 3d mips protocol" or "ct chest without contrast with 3d mips protocol." The count of reports matching either of these protocol descriptions was 36,861, which is 11% of the total report data set. 
A.1.5 Cleaning CT Reports
All CT reports were prepared for analysis with standard NLP preprocessing techniques. This preprocessing included extracting both the "Findings" and "Impression" sections of the report, deleting the "Findings" and "Impression" section headers if present (to avoid thousands of sentences beginning with those words), splitting the report by sentence, lowercasing, and replacing all whitespace with a single space. We also removed punctuation except for the periods inside decimal numbers, which carry medical meaning (e.g. 1.2 cm mass versus 12 cm mass). Finally, we replaced all times with a "%time" token, dates with "%date", and years with "%year."
A.2 CT Volume Preparation
A.2.1 Downloading CT Volumes
All 36,861 selected chest CT accession numbers were queried using an API developed for the Duke Image Archive. The download process required 49 days and had a 99% success rate, with 36,316 volumes acquired out of 36,861 initially specified.
A.2.2 The Data Interchange Standard for Biomedical Imaging (DICOM)
CT scans are stored using the DICOM format (Bidgood et al., 1997) . An image in DICOM format is saved as a pixel array with associated metadata. The metadata includes information about the patient, including patient name, ID, birth date, and gender. The metadata also includes information about the scan itself. For the purposes of creating the RAD-ChestCT dataset, several DICOM metadata attributes were particularly important. These attributes are summarized in Table A3 . Table A3 . DICOM Attributes Important for CT Volume Preprocessing. All entries in the Description column are excerpts from the DICOM Standard Browser by Innolitics("Image Type Attribute -DICOM Standard Browser," n.d.).
DICOM Attribute
Description Usage Image Type Image Type (0008,0008) identifies important image identification characteristics. These characteristics are: (a) Pixel Data Characteristics: 1. is the image an ORIGINAL Image; an image whose pixel values are based on original or source data; 2. is the image a DERIVED Image; an image whose pixel values have been derived in some manner from the pixel value of one or more other images. (b) Patient Examination Characteristics: 1. is the image a PRIMARY Image; an image created as a direct result of the patient examination; 2. is the image a SECONDARY Image; an image created after the initial patient examination.
Choose the series that is ORIGINAL.
Image Orientation (Patient)
The direction cosines of the first row and the first column with respect to the patient. 
A.2.3 Selecting Series
A single CT scanning event is indicated by one unique accession number, but it might include more than one CT volume. For example, if the first scan is of insufficient quality, a second scan may be obtained. Furthermore, once the scanning is finished, the radiologists who interpret the scans may require "reformats" which are alternative computationally acquired representations of the scan data that display the patient's body from a different view. Each separate CT scan obtained during the CT scanning event and each separate reformat created afterwards is referred to as a separate "series."
We defined a process for choosing which series to use as the definitive CT volume representing a particular accession number. We first made use of the ImageType DICOM attribute (Table A3 ) so that we only considered scans which were marked as ORIGINAL, excluding scans marked as DERIVED, SECONDARY, or REFORMATTED. Next, for accession numbers with more than one ORIGINAL series, we selected the series with the greatest number of slices.
A.2.4 Ordering Slices
Separate DICOM files are saved for each axial slice of a CT volume. Relative to a standing person, an "axial slice" represents a horizontal plane through the body (the same plane formed by a belt around the waist). Figure A1 illustrates the axial slice plane.
Figure A1
Coronal, axial, and sagittal planes. CT scans are saved using axial slices. Figure adapted The separate axial slices must be stacked in the correct order in order to recreate the 3D volumea process which is surprisingly nontrivial, but critical in order to obtain usable data. If slices are shuffled the volumetric representation is destroyed.
The most intuitive DICOM attribute to use for slice ordering is called InstanceNumber. This attribute is supposed to specify the order of the slices using integers. Unfortunately, this attribute is not reliable and is filled incorrectly by some CT scanners. Therefore, we did not use the InstanceNumber attribute.
The most reliable way to order slices is to make use of the ImageOrientationPatient and ImagePositionPatient attributes (Table A3 ). Figure A2 depicts the 12 possible orientations of a patient in a volume. ImageOrientationPatient specifies the patient's orientation and is needed in order to determine which direction is the "z" direction (a.k.a. craniocaudal direction). The "z" direction is the direction along which slices must be stacked. Typically, patients are presented in the "1,0,0,0,1,0" orientation for a chest CT, but the orientation is still important to verify as it can sometimes vary.
Given the patient orientation we can determine which value stored in the ImagePositionPatient attribute is the z-position. The z-position reflects a physical distance measurement of the craniocaudal location of the slice in space. By sorting slices according to their z-position, it is possible to obtain the correct slice ordering and reconstruct the full 3D volume.
A.2.5 Rescaling Pixel Values to Hounsfield Units
Raw pixel values in DICOMs have undergone a linear transformation to enable efficient disk storage. This transformation must be reversed to obtain pixel values in Hounsfield units (HU). The DICOM standard includes the attributes RescaleSlope and RescaleIntercept which are the "m" and the "b" in the equation y = mx + b, needed to transform the raw pixel values x stored in the DICOM pixel array into Hounsfield units y. We rescaled all raw pixel values to HUs using the RescaleSlope and RescaleIntercept attributes. This ensures that a particular numerical value for a pixel indicates the same radiodensity across all scans.
After converting to HU, we clipped pixel values to [-1000 HU,+1000 HU], which represent practical lower and upper limits of the HU scale, corresponding to the radiodensities of air and bone respectively (DenOtter and Schubert, 2019) . Water has a radiodensity of 0 HU and most tissues are in the range -600 to +100 HU (Lamba et al., 2014) . When training our model, we dynamically clip the pixel values to [-1000 HU, +200 HU] since we focus mainly on heart and lung abnormalities. We store the wider range of [-1000 HU,+1000 HU] in case future work would benefit from higher regions of the HU scale, e.g. future work focused on bones.
A.2.6 Resampling
In addition to ensuring that the pixel values have consistent radiodensity meaning across the whole data set by converting to Hounsfield units, we also need to ensure that each pixel represents a consistent volume throughout the whole data set. A DICOM header includes the attribute PixelSpacing (Table A3) which includes an x measurement and a y measurement in millimeters (x-spacing and y-spacing). A zspacing (craniocaudal spacing) can be inferred by subtracting the z-position values of adjacent slices reported in ImagePositionPatient. Taken together, (x,y,z) spacing indicates the physical distance in millimeters that a single pixel represents.
Unfortunately, these physical distances vary depending on the scan parameters, such that the physical size of each pixel is often different for different patients ( Figure A3 ). In our data set, 19,619 downloaded volumes had z-spacing of 0.625 mm (calculated from ImagePositionPatient) and 14,871 volumes had 0.6 mm z-spacing, together representing 95% of all volumes. Remaining volumes were divided between those with z-spacing <0.6 mm (23) and >0.625 mm (1, 803) . Note that in a given scan the x-and yspacing values are typically different from the z-spacing value. For example, the x-and y-spacing values may be 0.732 mm or 0.793 mm as shown in Figure A3 .
To achieve consistent physical distance meaning of all pixels in the data set, we resampled all CTs to 0.8 × 0.8 × 0.8 mm using the Python package Simple ITK (Lowekamp et al., 2013) . This step also has the advantage of mildly decreasing the size of each volume, which reduces disk storage requirements and memory requirements of machine learning models trained on this data set. 
A.2.7 Resampling with Irregular Z-Spacing
For a single CT scan, a z-spacing value is calculated between each pair of adjacent axial slices. Thus, for a typical CT scan with hundreds of slices, there are hundreds of opportunities for irregularities in z-spacing. Approximately 4% of total scans have at least one instance of irregular z-spacing between any of their slices.
It is important to handle these scans carefully when performing the Simple ITK resampling step described in the previous section. If there are multiple z-spacing values available, we choose the mode of the z-spacing across the whole scan as our input to the resampling function. This prevents warping which occurs if the minimum or maximum z-spacing value is chosen instead.
A.2.8 Sanity Checks
Twenty-five CT volumes were selected for detailed evaluation after processing. Based on the abnormality labels automatically extracted from free-text reports, we selected 9 severely abnormal CTs (high count of abnormalities), 9 CTs with zero abnormalities, and 7 random CTs. Each of these CTs was visualized in axial, coronal, and sagittal views, for a total of 75 visualizations to ensure that (a) all slices were stacked in the correct order, (b) no resampling artefacts had been introduced, and (c) the grayscale pixel values appeared reasonable for the different organs. All 25 CT scans passed inspection.
A.2.9 Efficient Storage of CT Volumes
The Simple ITK resampling step converted the pixel values to 32-bit floats. In the final arrays, we represent pixel values as 16-bit integers. Hounsfield units in DICOMs are all integers and can be represented in 12 bits, but we ultimately use 16 bits because a 12-bit representation is not available in numpy (Van Der Walt et al., 2011) . We save the final 3D numpy array using lossless zip compression. The raw unprocessed DICOMs require 9.2 terabytes of storage. The final zipped preprocessed arrays require 2.8 terabytes. ' Table B2 . Survey of work related to label extraction from radiology reports. "Ref" denotes the reference by first author and year. "Type" refers to the method type and can be rule-based, report classifier, or hybrid. "#" refers to the number of disease-level labels included in the study. Where available, the list of disease-level labels is provided below the 
