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I. INTRODUCTION AND REVIEW OF THE LITERATURE 
Consider a process or system which has a number of possible states. 
A decision maker periodically observes the current state of the process 
and chooses one of a number of available actions. The result is that 
the next state of the system is chosen according to transition probabil­
ities depending on the current state, the action chosen in the current 
state, and the next state. Furthermore, a cost (or reward) depending on 
the current state, the action chosen, and the next state is incurred by 
the decision maker. The decision maker's task is to find an "optimal 
policy" - a way to choose actions which minimizes (or maximizes) some 
appropriate measure of over-all cost (or cost criterion). Two frequently 
used cost criteria are (l) the expected total discounted cost and (2) the 
expected average cost. 
The process discussed in the opening paragraph falls in the general 
area of Markov decision processes. If the transition probabilities or 
costs change with time, we call the Markov decision process "nonstation-
ary." If both the transition probabilities sgad costs are independent of 
time, we call the Markov decision process "stationary." If the decision 
maker knows that the system of transition probabilities and costs govern­
ing the current realization of the process is one of a known family of 
such systems, but he does not know which, the Markov decision process is 
called "Bayesian." 
If the action chosen by a decision maker who finds the process in a 
particular state at any time depends only upon the state (i.e., if the 
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policy is "state stationary"), the sequence of states observed by the 
decision maker forms a Markov chain - a nonstationary Markov chain if the 
transition probabilities change with time and a stationary Markov chain 
if the transition probabilities are independent of time. If the action 
chosen depends only upon the current state and the current time (i.e., 
if the policy is "time dependent state stationary"), the sequence of 
states forms a nonstationary Markov chain. It turns out that if the 
sequence of states forms a Markov chain, then the long-run proportion 
of time that the process occupies each state (the long-run distribution) 
can often be found. Knowledge of the long-run distribution is very 
important in determining an optimal policy for a Markov decision process 
under the expected average cost criterion. 
Motivated by Wald's (19^7) work in sequential analysis, Bellman 
(l957a';b) recognized the broad applicability of the methods of sequential 
analysis. He applied what he termed "dynamic programming" to many prob­
lems, including the Markov decision process (known parameters) under the 
expected average cost criterion. 
Analyses of Markov decision processes (known parameters) with a 
finite number of possible states and actions are given by Howard (1960) 
and Derman (1970). 
Blackwell (1965) obtained a number of important results for an 
abstract dynamic programming problem with discounted rewards, providing 
the basis for a great deal of research. 
Ross (1968a,b) utilized new methodology in characterizing "optimal 
policies" for Markov decision processes with generalized state spaces 
3 
under the expected average cost criterion. jMartin (I967), Wolf (197O), 
Rose (1971), Schmidt (1973), and El-Sabbagh (1973) studied Bayesian, 
Markov decision processes under the expected total discounted cost 
criterion. Martin (1967) concentrated on applications through the use 
of easily managed Dirichlet priors; Wolf (1970) dealt with properties of 
and solution algorithms for the Bayesian problem with uncertain rewards ; 
Rose (1971) dealt with Bayesian, semi-Markov decision processes; Schmidt 
(1973) presented solution algorithms for Bayesian Markov decision proc­
esses and Bayesian sequential analysis; El-Sabbagh (1973) studied 
aspects of the convergence of posterior distributions and Bayes policies* 
Chitgopekar (1973) has compiled a bibliography on Markov decision 
processes which contains 163 entries. 
The study of Markov decision processes under the expected average 
cost criterion is tied closely to the long-run behavior of Markov chains. 
Dobrushin (1956) defined the ergodic coefficient, a quantity important 
to the analysis of both stationary and nonstationary Markov chains. Mott 
(1957) and Hajnal (1956), although apparently unaware of Dobrushin's work, 
both implicitly required conditions in teinns of the ergodic coefficient 
for a nonstationary finite Markov to be weakly ergodic, a condition 
important in determining when the Markov chain is strongly ergodic (i. e., 
has a long-run distribution). Paz (197O) extended the work of Hajnal to 
infinite matrices. Conn (19^9); Madsen and Conn (1973), and Madsen and 
Isaacson (1973) gave conditions in terms of left eigenvector convergence 
for a Markov chain to be strongly ergodic. 
In Chapter II of this dissertation we will study topics in stationary 
k 
and nonstationary Markov chains related to Markov decision processes- In 
particular, we will define a new concept, called C-strong ergodicity, 
which relates to the convergence of averages of n-step transition proba­
bilities under the norm \\ • || defined below. Precisely, if R is a 
matrix whose (i,j)^^ element is r. . , define ||R|| = sup Z jr.. | . 
10 i J 1^ 
Consider a Markov chain {X^, t = 0, 1, ...} which has a countable state 
space S = {1, 2, ... ] and whose transition matrix from time t to time 
t+1 is . Then, {X^, t = 0, 1, ...} is called C-strongly 
ergodic and said to possess C-strong long-run distribution ^ ijig, 
• ••) if there exists a matrix Q , each row of which is \|r, such that for • 
all m > 0 : lim || — 2 jpi^m+t _ _ q ^ This says, by the defini-
n —• 00 " t=l ^ 
tion of 11 • 11 ^ that for all m > 0: lim sup T. 1^2 
n —> CO i e S j e S t=l ^ 
- i|t^. j = 0 . Conditions are given for stationary and nonstationary Markov-
chains to be C-strongly ergodic. A nonstationary Markov chain is shown 
to be C-strongly ergodic if, under certain important assumptions concern­
ing weak ergodicity, the transition matrices of the nonstationary Markov 
chain repeat themselves in a certain periodic pattern over time. It is 
also shown that if the Markov chain {X^, t = 0, 1, ...} is such that 
(1) lim - Pll = 0 , 
t ^ 00 
(2) P is irreducible and of period d , and 
(3) the d Markov chains described by , A = 1, ..., d, 
are weakly ergodic, 
then {X^, t = 0, 1, ...} is C-strongly ergodic with C-strong long-
run distribution \jt = iitg, ...) where > 0 Vies and ijt 
5 
is the unique solution to \|iP = ijt and Z \jt. = 1 • 
i eS 
In the first half of Chapter III we utilize the broad applicability 
of C-strong ergodicity to give the first statement of conditions under 
which there is a simple expression for the expected average cost asso­
ciated with a C-strongly ergodic stationary or nonstationary Markov chain 
possessing a countably infinite state space. Such an expression has been 
given by authors for stationary Markov chains possessing a finite state 
space. We hypothesize here that the reason an expression has not been 
given before for Markov chains possessing either nonstationary transition 
probabilities or a countably infinite state space is that authors have 
been working with classical, pointwise convergence results for stationary 
Markov chains, whereas the more generally applicable C-strong ergodicity 
is used to obtain our results. Precisely, consider a Markov decision 
process with a countable state space S = [1, 2, ...} , where = 
(a.T, ..., a. ) is the set of actions which can be chosen when the il in^^ 
process is in state i . Let the transition probabilities and costs from 
time t to time t+1 of this Markov decision process be, respectively, 
|.pt,t+l(^)^ VieS, VJeS, VasA.} and a), ¥ieS, 
TTg t t+1 
V a e A. ] and let a. and P ' denote, respectively, the action 
1 1 TTg 
taken when in state i by the state stationary policy tTq and the tran­
sition matrix from time t to time t+1 of the Markov chain generated 
by TTg • Also, if {X^, t = 0, 1, ...} and {a^, t = 0, 1, ...} denote, 
respectively, the state of the process at time t and action chosen at 
time t , then let: 
6 
Z a^) 
n+l Xq = i ( , V i e S , be the 
expected average cost obtained by employing rr in a Markov decision 
process whose initial state is i . Of particular interest in the search 
for "optimal" policies is the set of state stationary policies- In 
Theorem III.C.2 it is shown that if the Markov chain t = 0, 1, ...} 
(with countable state space S) which is generated by the state stationary 
policy TTg is C-strongly ergodic and if 
lim ct,t+l^^ = C(i, a.®) V ieS , 
t —» œ ^ ^ 
then 
S , a ) 
t=0 ^ ^ 
0 (i) = lim E I n+1 Xq = i 
^8 n —^ 00 
TT, 
= E C(k, a, ) lit, uniformly V i e S , 
k e S '"s 
where ijt - > • • • ) is the C-strong long-run distribution 
of {X^, t = 0, 1, 2, ...} . In particular, if {X^, t = 0, 1, ...j 
satisfies assumptions (l), (2), and (3) of the preceding paragraph, then 
ill, >0 V keS and A = (,K , ii;„ , ... ) is the unique solution 
k;TTg "TTg l.TTg ^2,TTg 
n t,t+l 
to\ii P = é , Sa, = 1 , and lim P - P = 0 . 
S "3 "s k € 3 •''"s t "s "s 
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In the second half of Chapter III, the analysis by Ross (1970) of 
policy optimality under the expected average cost criterion in stationary 
Markov decision processes is extended to nonstationary Markov decision 
processes. It is shown, essentially, that if the transition probabilities 
and costs of à nonstationary Markov decision process converge to transi­
tion probabilities and costs satisfying the conditions of the results of 
Ross (1970then these results hold for the nonstationary Markov decision 
process. Precisely, utilizing two general theorems (Theorem III.D.3 and 
Theorem III.D.4) it is shewn that if (l) S is finite, (2) lim P^^.^^^(a) 
t —^ 00 
= P. .(a)and lim c''^''^'^^(i, a) = C(i, a) VieS, VJeS, V aeA. , 
t —^ CO ^ 
and (3) each of the state stationary policies from the finite set SP 
of state stationary policies for the stationary Markov decision process 
with transition probabilities {P. .(a), VieS, V j e 8, V aeA.} and 
costs {C(i, a), VieS, V aeA^^} gives rise to an irreducible Markov 
chain, then there exists a state stationary policy rig such that 
*(i) = min 0 (i) = min 0_(i) , Vies, 
"S TTg e SP ^S TT TT 
where "min" means that the minimum is taken over all policies rr « 
TT 
In Chapter IV we consider a Bayesian, nonstationary Markov decision 
process, a nonstationary Markov decision process identical to the one 
described in the previous paragraph except in that the decision maker 
does not know what sequences among a set of k sequences of transition 
probabilities L P'^'.'^'^^(a), VieS, V J e S, V a e A,, t = 0, 1, ...} 
w 1J 1 
8 
and costs ^(i, a), VieS, VaSA. ,t = 0, 1, H = 
j& ^ 
1, ..., k , govern each realization of the decision process- By assum­
ing the decision maker specifies a prior probability that the sequences 
indexed by 0^ govern the process and assuming the decision maker updates 
this prior probability at each transition to a posterior probability by 
Bayes' formula, we model the Bayesian, nonstationary Markov decision 
process as a nonstationary Markov decision process whose transition 
probabilities and costs are the sums of the transition probabilities and 
costs indexed by 0^ weighted by the current posterior probability that 
0^ governs the process. We then utilize the techniques and results of 
the last half of Chapter III to find a Bayes-like policy which is in a 
sense optimal for our unknown parameter problem under the expected average 
cost criterion. In particular, this policy essentially achieves the opti­
mum cost achievable under 0^ , a plausible byproduct of its Bayesian 
learning - updating features. Such "everywhere optimality" has been con­
sidered by El-Sabbagh in the almost sure sense for the expected total 
discounted reward criterion with the discount factor tending, to 1. His 
many assumptions suggest that the expected average cost approach of 
Chapter IV is the most appropriate one. 
Precisely, assume that (l) S is finite, (2) V jî = 1, ..., k 
lim „ = Q P. .(a) and lim _ C^''^^^(i, a) = _ C(i, a). 
V i e s ,  V j e 8, V aeA^^ , and (3) V = 1, •.., k each of the state 
stationary policies for the stationary Markov decision process with 
transition probabilities P. .(a). Vies, V j e 8, VaeA.} and 
0. 
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costs {q C(i, a), V ieS, V aeA^} gives rise to an irreducible 
^ 0 1 
Markov chain. Then, if (G ) denotes the original prior probability 
0 
and for t > 1 .) denotes the posterior probability at time t 
8 
(computed on the basis of Bayes'formula) that the sequences indexed by 
0 govern the decision process, and if lim P »(m: lim 
t CO B^g t ^ oo 0 
= 1 j 0^ does govern the process) =1 VJl = l, ...,k, then the 
following time dependent state stationary policy gir^g ("B" for "Bayes" 
and "TS" for "time dependent state stationary") minimizes g $(^(i) V ieS 
for whatever value 0^ does govern the process, = 1, k , if 
Q ^  (i) is defined by taking the lim . It is shown that there 
Jl ^  ^ * * 
exists a finite time T such that at time t > T gTTg,g chooses the 
action chosen by an optimal state stationary policy from the set SP for 
the stationary Markov decision process with stationary transition matrix 
_t,t+l _t,t+l TTg 
P^ and cost C (k, a^ ) , V keS , generated by TTg -
^ W _t,t+l TTg _t,t+l 
by a state stationary policy which minimizes Z C (k, a, )i|,, , , 
k=l 
where 
t,t+l _t,t+l _t,t+l _t,t+l 
(1) >0 and 
_t,t+l _t,t+l _t,t+l 
unique solution to P = $ and 
TTg TTg TTg 
N _t,t+l . _t,t+l 
2 = 1 , where the (i,j) element of P is 
k=l "S 
2 e P '^^ '^ ^a" )^ P^^^^0 ) , Vies, V j 88 , 
j&=l ^ 0 ^ 
and 
10 
(2) ^ ^ , V keS 
li=l I 0 
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II. TOPICS IN STATIOMRY AND UONSTATIONARY MAEKOV CHAINS 
RELATED TO MAEKOV DECISION PROCESSES 
A. Introduction 
In this chapter we will study topics in stationary and nonstationary 
Markov chains related to Markov decision processes. In Section B we will 
define a Markov chain and state the difference between stationary and 
nonstationary Markov chains. In Section C we state some of the basic, 
classical definitions and results for stationary Markov chains. In 
Section D we will study two important properties of stationary and non-
stationary Markov chains - weak ergodicity and strong ergodicity. In 
Section E a new property, which we call C-strong ergodicity, will be 
introduced and studied for stationary and nonstationary Markov chains. 
Proofs of results which are stated but not proved in Section C can be 
found in Karlin (1966). Some of the basic results found in Section D 
can be found in Paz (1971) and Madsen and Isaacson (1973)- Moreover, 
proofs of all results which are stated but not proved or referenced in 
Section D can be found in Isaacson and Madsen (1973), which is the best 
reference for this chapter. 
B. Basic Definitions 
Definition II.B.l: A stochastic process {X^, t = 0, 1, 2, ...} 
with a finite or countable state space S = {1, 2, ...} is said to be 
a Markov chain if for all states i^, i^^, . ., i^_^, i, j and t > 0: 
12 
- dlXo-lQ, = Ifl' \ 
= P(Xt+i - j|Xt = i) = • 10 
The matrix of one step-transition probabilities from time t to 
t t+1 
t+1 , which we denote by P ' , is defined for t > 0 to be : 
pt,t+l ^  
pt,t+1 pt}t+1 
^11 ^12 
t,t+l pt,t+l 
^21 22 
pt,t+l pt,t+l 
^ml m2 
where for t > 0; 
P: ,t,t+l 
10 
+ +4-1 
> 0, V i e s , V J e S ; 2 P^^. = 1, V i 
j e 8 IJ 
e S 
Definition II.B.2: If is independent of t , then the 
Markov chain is said to possess stationary transition probabilities and 
"b t+1 is called a stationary Markov chain. In this case, we write P ' as 
t t+1 
P for t > 0 . If P^^. is dependent upon t , then the Markov chain 
is said to possess nonstationary transition probabilities and is called 
a nonstationary Markov chain. 
13 
Example II.B.l; 
Let {X^, t = 0, 1, 2, ...} be a Markov chain having probability 
transition matrix from time t to time t+1 of 
r,t,t+l 
.8 
•7 
. 2  
= P for t > 0 
Then, {X^, t = 0, 1, ...} is a stationary Markov chain, since the 
elements of do not depend upon t . 
Example II.B.2: 
Let {y^, t = 0, 1, 2, ...3 be a Markov chain having probability 
transition matrix from time t to time t+1 of: 
pt,t+l ^ 
.8 + 
1 
« 2 - t+6 
'3 + 
t > 0 
Then, {Y^, t = 0, 1, ...} is a nonstationary Markov chain-
Definition II.B.3: = P(X^^^ = j|x^ = i) 
m 
f?j^ = probability that the first visit to j , starting 
from state i at time m , occurs at time t • 
Theorem II.B.l: 
(a) = Z vl'} where 0 < m < r < t . 
keg 
Ik 
(b) is the element of 
IJ 
= i;n,m+l . ^ +l,m+2 _ _ ^+n-l,m+n ^>1 . 
It should be noted that if the Markov chain possesses stationary 
transition probabilities, then for n > 1 = P • P ... P = 
and hence, since and are independent of m , we write ij ij 
them respectively as F?. and f?. • ij ij 
C. Definitions and Results for 
Stationary Markov Chains 
We now give seme basic definitions and results for stationary 
Markov chains- Since a stationary Markov chain is described by a single 
transition matrix P , we will sometimes talk about the Markov chain by 
talking about P . 
Definition II.C.l: State j is said to be accessible from state 
i if for some n > 1 , . > 0 . A Markov chain is said to be irreduc-
- ij 
ible if any two of its states are accessible from each other; otherwise 
it is called reducible-
Definition II.C.2: State i is said to have period d if the 
only n such that ^ 0 are multiples of d and d is the greatest 
integer with this property-
* » 
Definition II-C-3: Let f.. = 2 f^. = probability of ever visiting 
n=l 
state j from state i - If f^^ = 1 , we call the state i recurrent 
00 
(or persistent)- In this case, if we define = 2 n f^^^ , then state 
n=l 
15 
i is called positive recurrent if and null recurrent if 
* 
u.. = 00 . If f.. < 1 , we call the state i transient. 
•^11 11 ' 
Theorem II.C.l; If a Markov chain with transition matrix P is 
irreduc ible, then : 
(a) all of its states are of the same type in that they have the 
same period and are all either positive recurrent, null re­
current, or transient. If S = {1, ..., N} - that is, if 
S is finite - all of the states are positive recurrent ; 
(b) if S = [l, ..., N] and I is the ïïxN identity matrix, 
then the rank of (P - l) is (N - l) ; 
(c) if S = [1, ..., N} and I is the NxW identity matrix, 
then the rank of the (lî - l)x(ïï - l) submatrix of (P - l) 
formed by deleting the row and column of (P - l) 
is N - 1 ; 
(d) if P is positive recurrent, then there exists a unique 
solution TT = TTg, •••) to the system of equations; 
TT P = TT . 
(2.1) 
2 rr, = 1 
i e  s  
and, furthermore, > 0 V ieS . Furthermore, if 
S = {l, •.., N} , Tj is a column vector of ones, and 
is any row of P , then the system (2.1) is equivalent 
to Tr(l - (P - , where (l - (P - T|§^)) is 
nonsingular and hence the unique solution to the system 
16 
(2.1) is 
TT = 5^(1 - (p -nç^)) -1 (2.2) 
Proof: The proof of (a) and (b) can be found in Karlin (1966). The 
proof of (d) can be found in Paz (197I, page 217). If we denote the 
(N - 1) X (lî - 1) submatrix of part (c) by it is 
clear that if we can show ) exists, then we will have 
proven part (c). Now 
P = 
11 
21 
N1 
12 
22 
^(11-1)1 ^(N-l)2 
N2 
l(N-l) 
^2(N-1) 
N(N-l) 
IN 
2N 
(N-l)(N-l) (N-1)N 
m 
Letting 
Q = 
11 12 
^(N-l)l ^(N-1)2 
1(N-1) 
•(N-l)(N-l) 
we know that since P is irreducible, there must exist at least one 1 , 
where 1 < i < N-1 , such that P^j^ > 0 , and hence at least one row of 
Q is such that the sum of its elements is strictly less than one. 
Hence, Q may be thought of as being the sub-stochastic matrix 
17 
containing the transition probabilities between the transient states in 
the reducible Markov chain: 
1 0 0 
where state 1 is an absorbing state and where for at least one i , 
-x-
where 2 < i < N , P., > 0 . It is known, moreover, that for this 
— — il 
situation (Q - l)"^ exists (see, for example, Bhat (1972, page 72))-
Hence, since (Q - l) = (P - l)x(N l) ^ have that 
Alternatively, since at least one row of Q, is such that the sum 
of its elements is strictly less than one, by Gantmacher (1959, Remark 2 
on page 63) the maximal characteristic value of Q is strictly less 
than one, which implies (Q - l) ^  exists. This is because, if (Q - l) 
were singular, then there would be a nonzero solution X to the set of 
equations (Q - l)x = 0 , which would imply that one is a characteristic 
value of Q , which is a contradiction to the fact that the maximal 
characteristic value of Q, is strictly less than one. 
Definition U.C.4: If each of the states of a Markov chain has 
period 1, then the Markov chain is called aperiodic. 
Theorem II.C.2; If a Markov chain with transition matrix P is 
irreducible and of period d , then the state space S of the Markov 
chain can be partitioned into d mutually exclusive classes 
18 
^1' ^ 2' collectively exhaust S and which are such that 
(a) contains transition probabilities describing transitions 
in d Markov chains X^^ having the respec­
tive state spaces • •., , where X^j^ (whose 
transition matrix we denote by is irreducible and 
aperiodic. Furthermore, if P is positive recurrent, then 
X^^ is positive recurrent for i = 1, .••, d • 
(b) = 0 if i e C^; j e 1 = 1,...,^, 
m = 1, •••, d for n > 1 • 
Example II.C.l: 
The stationary Markov chain of Example IJ.B.l is irreducible, aperi­
odic, and positive recurrent. 
Example II.C.2: 
let {Z^, t = 0, 1, 2, ...} be the stationary Markov chain having 
transition matrix 
P = 
0 0 1/2 lA 1/8 
0 0 1/8 7/16 7/32 
7/8 1/8 0 0 0 
8/10 2/10 0 0 0 
9/12 3/12 0 0 0 
This Markov chain is irreducible, positive recurrent, and has 
19 
period 2 (since, for example, you can go from state 1 to state 1 in 
multiples of 2 steps and 2 is the greatest integer with this property). 
Furthermore, 
p2 = 
+ + 0 0 0 0 
+ + 0 0 0 0 
0 0 29/64 + + + 
0 0 3^/80 + + + 
+ + + + 
+ + + + 
0  0 /  \  
• j : ( '= I 
where a "+" in the (i,j)^^ position indicates that the (i,j)^^ 
entry is a positive number. Moreover, and Ppp are the respec­
tive transition matrices for the Markov chains Xp^ and Xgg which 
have the respective state spaces = {l, 2} and Cg = [3, 5; •••} 
and which are both irreducible, positive recurrent, and aperiodic. Note, 
lastly, that P?. = 0 for i e and j s Cg or for i e Cg and j e . 
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We now review some of the classical limit theorems for stationary 
Markov chains : 
Definition The statement ~as^ ^ means that as 
n —^ » 
n  — C O  t h e  (  i ,  j  e l e m e n t  o f  t h e  m a t r i x  c o n v e r g e s  i n  a  p o i n t -
wise (and not in necessarily a stronger) fashion to the (i^j)^^ element 
of the matrix Q • 
Theorem U.C.3; If a Markov chain is irreducible, positive recur­
rent, and aperiodic, then: 
Urn 
n 00 
11» I'fVn = ak - i) '"i >0 
n —^ 00 m 
where RR = (tt^, Hg, • • • ) is the unique solution to ttP = tt and 
S TT. = 1 « 
i eS ^ 
Hence : 
iP = 
4 
4 
as 
n —y 00 
TTi TTg TT^ . . . 
TTi TTg, ... TT^ .. 
^1 ^2 •"r •• 
= Q 
where Q is a matrix each row of which is it • Intuitively, tt^^ is the 
long-run proportion of transitions that are made into state i and hence 
we call TT = TTg, • •. ) the long-run probability distribution of the 
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Markov chain. 
Example II.C. 3: 
The long-run probability distribution of the Markov chain of Example 
II.B. 1 is the unique solution to 
= TTg ) 
TTi + TTg = 1 , 
Which is n = (tt^, TTg) = (7/9, 2/9) . 
Theorem U.C.4: If a Markov chain is irreducible, positive recurrent, 
and of period d , and all other quantities are as defined in Theorem 
U.C.2, then: 
(a) lim = drr >0 if ieC. , jsc., & = 1, ..., d 
n —>• m J 
where tt = (tt^, Tig, ... ) is the unique solution to ttP = tt 
and Z . rr. = 1 . 
i e S ^  
lim = 0 if i e c^, j GC^, 4 ^ m, 4 = 1, d, 
n ' ' >' œ 
HI " 1) • • • ^ d. • 
(b) The long-run distribution of the Markov chain is 
= drrj s c J where Z = 1 , 4 = 1, ..., d , 
J J X' j eCj_ J 
where tt = TTg, ... ) is defined in part (a). 
(TT^, TTg) . 8  
• 7 
. 2  
• 3 
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(c) (1) lim j^O 
n 
rr. > 0 V i e s ,  V jeS 
J 
which says 
1 „nd+i 
T ^ r 
jg=0 
S-S/.' 2 « Ï « d-1 
and 
1 n . 
(2) lim - Z Pr. = n. > 0 VieS, V j e 8 
n —» 00 ^ t=l ^ 
which says 
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t!A/= 
n 
• tî>/n 
i Z pt . 
^ t=l n 
Z P , 
t=i 
as 
n —^ 00 
"2 • • • "r 
TT^ TTg • . • TT 
= Q 
where Q is a matrix each row of which is n = 
(tt^, TTg, ...) where rr is defined in part (a). 
Example U.C.it-: 
The stationary Markov chain of Example II. C, 2 satisfies the condi­
tions of Theorem U.C.it-. 
D. Weak Ergodicity and Strong Ergodicity 
The definitions and theorems of this section apply to both station­
ary and nonstationary Markov chains. 
Definition II.D. 1: 
(a) A matrix P whose (i, element is P.. is called 
stochastic if P.. > 0 V i and ¥ j and Z P. . = 1 V i . 
2k 
(h) If P is a stochastic matrix whose element is 
then the 6-coefficient of P is defined "by: 
6(P) = sup 
i,k 
z 
j es 
1 
1 
Example II.D.l: 
If 
P = 
1/2 
0 
1 
1/2 
0 
0 
0 
1 
0 
then 6(P) = 1 . Since 
p2 = 
f 
1 
lA 
0 
1/2 
1/2 
0 
0 
we have 6(P^) = bA • 
Definition II.D.2: A Markov chain whose transition matrix from 
,t,t+l 
time t to tiBie (t+l) is P 
m > 0: lim = 0 . 
is called weakly ergodic if for all 
n 
Isaacson and Madsen (1973) have shown that a Markov chain "being 
weakly ergodic is equivalent to the Markov chain "losing memory" - in 
the sense that the probability of being in a particular state is even­
tually (in the limit as t —> ») independent of its initial state. 
Since an irreducible, stationary Markov chain of period d > 1 does not 
"lose memory, " we intuitively have that such a Markov chain is not 
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weakly ergodic-
Theorem II.P.l: A stationary Markov chain having transition matrix 
P is weakly ergodic if and only if there exists a finite n such that 
6(P^) < 1 • 
Example II.D.2; 
Consider the stationary Markov chain having the transition matrix P 
of Example .II-D-l. Since 6(P^) = 3/% < 1 , this Markov chain is weakly 
ergodic. 
Example II.D.3: 
Consider the stationary Markov chain of Example II.B.l having tran­
sition matrix 
P = 
.8  .2  
.6 .Ij-
Since 6(P) = «2 <1 ^ this Markov chain is weakly ergodic. 
Example II.D.^: 
Consider the two stationary Markov chains described by the transition 
matrices Pg^ and P^g of Example U.C.2. Since each of the entries of 
Pg^ and Pgg is positive, we have s(ï'2i^ ^ 1 and 6(Ppp) < 1 , and 
hence the Markov chains described by P^^ and P^g are weakly ergodic. 
Theorem II.P.2: 
(a) If a stationary Markov chain with transition matrix P is 
weakly ergodic and irreducible, then it is an irreducible, 
positive recurrent, aperiodic Markov chain, and hence there 
I 
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exists a unique solution ^ ijig, •••) to the system of 
equations: 
tjiP = ijf and 2 (jj, = 1 
i eS ^ 
and, furthermore, > 0 V ieS . 
(b) Assuming the following quant it it es are as defined in Theorem 
II.C.2, if a stationary Markov chain is irreducible and of 
p e r i o d  d  ,  a n d  i f  i s  w e a k l y  e r g o d i c ,  f o r  i  =  1 ,  . d ,  
then the stationary Markov chain is positive recurrent and hence 
there exists a unique solution •••) to the sys­
tem of equations: 
t|f P = ijf and 2 ijj. = 1 
i e s ^ 
and, furthermore, > 0 V i eS . 
Proof : 
(a) By Corollary 1 of Isaacson and Madsen (197^),, if P is the 
transition matrix of a weakly ergodic, stationary Markov chain, it is 
true that there exists an integer n* such that has a column, j'*, 
* 
which corresponds to the state j , whose elements are viniformly bounded 
away from 0. Hence, letting C > 0 be the infimum of the elements in 
^ "K* 
the colijmn j , we see that for any integer k > 0 the column j of 
pkpii* ^  pk+n* g^g its infimum a number greater than or equal to C, 
pk+n* _ £ pii* > 2 P^. C = C Vies, since P^ is 
Id* i^S " ij* " tes 
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stochastic. The point, then, is that for n > n every element of the 
column j of is greater than or equal to C > 0 • Now, since the 
Markov chain in question is irreducible, all of its states are of the 
same period and .all are either transient, null recurrent, or positive 
recurrent. Since for n > n , > C > 0 and > C > 0 , 
the only m such that 
j j 
and all of the states of the Markov chain have period 1. If the state 
j of the Markov chain is transient or null recurrent, it is known from 
the classical theory of stationary Markov chains that lim = 0 , 
n ^ 00 J J 
"X" 
but this contradicts the fact that F >, „ > C >0 for n > n - Hence, 
state j and all of the states of the Markov chain are positive recur­
rent. Furthermore, since the Markov chain is irreducible and positive 
recurrent, the remainder of part (a) follows by part (d) of Theorem 
II.C.l. 
(b) Since is weakly ergodic and (by part (a) of Theorem 
U.C.2) irreducible (and aperiodic) for i = 1, ..., d , by part (a) of 
Theorem II.D.2 is positive recurrent for i = 1, ..., d , which 
implies that the stationary, irreducible Ma.rkov chain of period d is 
positive recurrent. Furthermore, since the Markov chain is irreducible 
and positive recurrent, the remainder of part (b) follows by part (d) of 
Theorem II.C.l. 
Example II.D.5: 
The stationary Markov chain with transition matrix 
f 0 are multiples of 1. Hence, state j 
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1/2 1/2 0 0 0 
3A 0 lA 0 0 
0 7/8 0 1/8 0 
0 0 15/16 0 1/16 
is irreducible, aperidic, and positive recurrent, but it is not weakly 
ergodic, since for all n > 1 , 6(ï^) = 1. 
Definition II.D.3: If R is a matrix whose (i,j)^^ entry is 
r , then ||R|| = sup Z |r | . 
la J ^ 10 
Theorem II.P.3: 
(a) If A and B are matrices such that A + B is well-defined, 
then ||A + B|| < ||A|| + ||B|| . 
(b) If C and D are matrices such that CD is well-defined, 
then ||CD|| < Hell ||D|| . 
(c) If E and F are stochastic matrices and EF is well-defined, 
then 6(EF) < 6(E) 6(F) . 
(d) If P is stochastic, ||P|| = 1 . 
(e) If C is a constant and P is a matrix , HcP|| = |c| ||p|| . 
(f) If for m > 0 , n = 1, 2, ...} is a sequence of 
stochastic matrices, and if Q is a matrix independent of 
m and n and each row of which is \ji = •••) , and 
if for some m > 0: lim - Qj] = 0 , then >0 
n —y 00 ^ 
V j and S ijt. =1 • 
j  ^
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Proof: The proofs to (a), (b), (c), (d), and (e) can be found in 
Paz (1971). We will prove (f): 
First, we will denote the (i,j)^^ element of by 
Since is stochastic, > 0 V i, V j and S = 1 
ij - J 15 
V i . Since lim - Q|| = 0 ^ we have that for any e > 0 there 
n —> 00 
exists an N( e ) such that for n > N( e ) we have : 
||R*'*+* . q|| = sup s _ *,| <e . 
i j J ^ 
We first note that A. > 0 V j , since > 0 V m > 0 , 
" ij — — 
V n > 1, Vi, V j , and hence could not converge to a nega-
tive number. Assume next that Z ^ / 1 . Hence, for some A ^  0 , we 
have 2 \|t. = 1 - A . Hence, since > 0 V j , we have that for 
j ^ 3 -
n > N ( l A l / 2 )  
8UP Z - * I > sup I Z _ 2 * 
i ^ ij a i j j J 
= sup li - (1 - A)| = |A| , 
i 
which is a contradiction to the fact that 
sup 2 jr^'^'*'^ - ij, 1 < |A|/2 . 
i j J ^ 
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Definition II.D-^: A Markov chain whose transition matrix from time 
t to time t+1 is is called strongly ergodic if there exists a 
matrix Q with constant rows such that for all m > 0: 
lim - Qjl = 0 (2.3) 
n > 00 
This says that if each row of Q is ijt = ...) , then; 
lim sup S - v.| = 0 . (2.4) 
n —> eoigS jeS ^ 
Further, we call i|i = ... ) the strong long-run probability 
distribution of the Markov chain, and we note that (2.3) and Theorem 
II.D.3, part (f) imply that > 0 V ieS and 2 \|t. = 1 . 
^ i eS ^ 
It should be recognized that when the state space is finite, then 
(2.3) and (2.4) are equivalent to >• Q (see Definition U.C.5) 
as 
as a mode of convergence of to \|;^ , but that when the state 
space is countably infinite, then (2.3) and (2.4) are stronger than 
j^,m+n ^ Q as a mode of convergence of to è. . To verify 
SjS ij J 
n —* 00 
that this is indeed the case, we will first state a theorem and then 
give an example. 
Theorem II.D.4; If a Markov chain is strongly ergodic, then it is 
weakly ergodic. 
Example II.D.6: 
The stationary Markov chain of Example II.D.5 is irreducible. 
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aperiodic, and positive recurrent. Hence, by Theorem II.C.3, 
lim P^. = TT. >0 (where n = (n., ...) is the unique solution 
n J 
to rrP = n and Z tt. = l) or P*^ y Q (where Q is a matrix each 
row of which is tt)- However, this Markov chain is not weakly ergodic, 
and hence (by Theorem II.DJk) it cannot be strongly ergodic. Thus, 
although > Q , it is not true that lim ||p^ - Q|1 = 0 . 
n  — 0 0  
n —>• 00 
Several people have given ways to show that a Markov chain is 
strongly ergodic. The following theorem, the proof of which appears in 
Madsen and Isaacson (1973); gives such a way: 
Theorem II.D.5: Consider a weakly ergodic Markov chain whose tran­
sition matrix from time t to time t+1 is If for each t > 0 
there exists a row vector = (i|i^, ijig, ••.) such that ^tpt,t+l _ ^t 
and lliit^ll = 2 = 1 , and if S ||,{,^ - ^j| < œ , then the Markov 
i e S ^ t=l 
chain is strongly ergodic and the strong long-run distribution of the 
Markov chain is ;|i where lim ~ 'I'll = ^ * 
t —>• 00 
Definition II.D.5: A matrix P whose (i,j)^^ element is P.. 
is called doubly stochastic if P.. > 0 V 1 and V j , 2 P.. - 1 ¥ i, 
j 
and S P. . = 1 V j . 
i 
Theorem II.D.6: If P is a doubly stochastic matrix with U rows 
and N columns, then n = (it, , itp, .., tt„) = (l/lJ, 1/N, ..., l/u) is 
W 
the unique solution to the system of equations nP = rr and 2 tt. = 1 • 
i=l ^ 
Theorem II.D.7: Consider a Markov chain with a finite state space 
"fc 
and with transition matrix P ' from time t to time t+1 . If this 
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"t "t+l 
Markov chain is weakly ergodic and if P ' is doubly stochastic 
for t > 0 ; then the Markov chain is strongly ergodic with strong long-
run distribution \|i^) = (l/N, l/N, , 1/n) • 
4- +4.1 
Proof; Since P ' is doubly stochastic for t > 0 , by Theorem 
II.D.6 we have that for t >0 = (I/N, ..., 1/N) is such that 
. ti ^t pt,t+l ^  ^ t 
= 1 . Hence, E ^|| = 0 < œ , and 
t=l 
by Theorem II.D.5 the Markov chain is strongly ergodic with strong long-
run distribution i|( = (i/n, 1/n) , since lim ||tjt^ - ijf|| = 
t > 00 
lim (0) = 0 . 
t >• 00 
Example II.D.7: 
Consider the (nonstationary) Markov chain whose transition matrices 
are given below: 
_t,t+l _ 
,8 + t+6 
1 
t^^ 
1 
.8 + t+6 _ 
for even t > 0 
t,t+l 
'3 + t^ 
L'7 - tïS 
- t& 
'3 + t;& 
for odd t > 0 
Since the maximum value of for t > 0 is l^/l5 , 
^(j;ii,m+n) ^ g(^,m+l . ^ +l,m+2 ^fn-l^m+n^ ^  
g^pPi+n-l^m+n^ < 0 as n —> » , and hence the Markov chain 
*fc t+l is weakly ergodic. Furthermore, since P ' is doubly stochastic 
33 
for t > 0 , by Theorem II.D. 7 the Markov chain is strongly ergodic with 
strong long-run distribution i|t = = (l/2, l/2) . 
Theorem II-D-8; 
(a) If a stationary Markov chain with transition matrix P is 
weakly ergodic and irreducible, then it is strongly ergodic 
with the strong long-run distribution equal to ^ = 
iiig, •••) where > 0 ¥ ieS and ijt is the unique 
solution to the system of equations ^ and S ijt. = 1 • 
i es 
(b) The strong long-run distribution of a stationary, weakly 
ergodic, irreducible Markov chain is equal to the long-run 
distribution of this Markov chain. 
Proof: 
(a) Since the stationary Markov chain is weakly ergodic and irreduc­
ible, by (a) of Theorem II.D.2 there exists a vector ijr = 
ijfg, ...) where > 0 ¥ ieS and \|t is the unique 
solution to (jtP = and E = 1 . The result then 
i eS ^ 
follows by Theorem II.D.5, since in the stationary case 
pt,t+l _ p ^ for all t > 0 , and so it follows 
that Z = 0 < » . 
t=l 
(b) Part (b) follows since both the strong long-run distribution 
and the long-run distribution of a stationary, weakly ergodic, 
irreducible Markov chain are the unique solution to ^P = ^ 
and S \|i, — 1 . 
i eS ^  
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Example II.D.8 ; 
Consider the stationary, irreducible Markov chain of Example II.B.l, 
which has transition matrix 
. 8  . 2  
P = 
•7 -3 
and long-run probability distribution rr = Tig) = (7/9; 2/9) (where 
tt is the unique solution to ttP = n and + itg = l). Since 6(P) = 
.1 < 1 , the above stationary, irreducible Markov chain is weakly ergodic, 
and hence by Theorem II.D.8 the Markov chain is strongly ergodic with 
strong long-run distribution ($^y = (rr^, tt^) = (7/9, 2/9) • 
Theorem II.P.9: Assuming that the following quantities are as 
defined in Theorem U.C.2, it is true that if a Markov chain with transi­
tion matrix P is irreducible and of period d , and if (or P^^^) 
is weakly ergodic for i = 1, .•., d , then is strongly ergodic 
with strong long-run distribution V j ec.} where = 
J 1 <3 
dir. > 0 V jeC. and Z = 1 for i = 1, ..., d , and 
^ j sC. J 
tt = (tt-, 5 ttp, ... ) is the unique solution to nP = rr and S rr. = 1 • 
i eS ^ 
Proof: Since X^^ is stationary, weakly ergodic, and irreducible 
(by part (a) of Theorem U.C.2), then by part (a) of Theorem II.D.8 X^^ 
is strongly ergodic, and X^^'s strong long-run distribution equals (by 
part (b) of Theorem II.D.8) its long-run distribution, which is, by part 
(b) of Theorem U.C.4, as stated above, for i = 1, ..., d-
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Theorem II.P.IO; Assuming that the following quant it i te s are as 
defined in Theorem U.C.2, it is true that if a stationary Markov chain 
with transition matrix P is irreducible and of period d , and if 
(or is weakly ergodic for i = 1, d , then there exists a 
matrix such that ; 
lim - 0,^11 =0 for r = 0, 1, d-1 , 
n > 00 
where : 
(1) the i^^ row of Qg = • • • ) if , 
j0 = l, ...,d, ¥ieS where 
fdTT >0 if jec 
L 0 if j m ^  4 & = 1, d; 
HI — 2.^ * * * y (3. 
and rr = rr^; ...) is the unique solution to rrP = n 
and E tt. = 1 • 
i e S 
(2) Qp = Qg = pT Qq for r = 1, d-1 . 
Proof: First, we will prove that there exists a matrix Qq 
independent of n such that 
lim IIP""^ - Qgll = 0 
n —> 00 
By Theorem II.D.9, is strongly ergodic and hence: 
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lim sup 2 11^4 - 1 = 0 
n —> œ i eC^ j ec^ ^ 
(2.5) 
where = dn. > 0 V j eC and rr = (n., np, •.•) is the unique 
t) J ^ 
solution to ttP = tt and 2 tt. = 1 , for i = 1, ..., d • More oe ver ; 
ieS 1 
since by part (b) of Theorem II.C.2 it follows that = 0 if i e , 
j g m ^  H for n > 1 , we have that 
lim sup 2 - 0| = 0 for m ^  4 (2.6) 
n m isC^ j eC^ ij 
for 4 = 1, ..., d and m = 1, ..., d • 
Hence, by (2.5) and (2.6), there exists a vector ^ 
such that 
lim sup 
n 00 i e j G S 
2 - ilrfl = 0 10 (2.7) 
where 
= 
$4^ = dn. > 0 
J J 
L 0 
if jeC, 
if j G C^, m / 4 
f01* JL — m — 
Hence, since (2-7) ,holds for 4 = 1, •••, d , we have that there 
exist vectors ^i|, = (^\|r^, •••) such that 
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lim sup Z - *51 = 0 (2.8) 
n  — >  c o i e S j e S  ^  
where = ij,"^ if i e , Ji = 1, .. •, d • 
Hence, (2.8) says there exists a matrix Qq independent of n such 
that: 
lim 11?"^ - QqH = 0 (2.9) 
n —>• CO 
where the i^^ row of Q_ is , V i e S • 
Continuing, since the Markov chain under consideration is stationary, 
(2.9) says that: 
lim - qyil = lim p"" - Qq p""!! 
n " > 00 n > 00 
lim II(p"^ - %)p^|| < lim Ijp""^ - qqII Hp' 
n '> CO n > 00 
lim llpP'^ - QqH = 0 (2.10) 
n —> 00 
for r = 1, .., d-1 . 
Defining = Qq , we thus have by (2.10) that 
lim ||P"'^''''| - Q II = 0 (2.11) 
n —> CO 
for r = 1, 2, ..., d-1 , 
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Similarly, since the Markov chain under consideration is stationary, 
(2.9) also says that 
lim QqII = lim ||P^ - P^ Qç 
n > 00 n > 00 
lim IIP^CP""^ - %)|| = lim llp""!! ||P^^ - %| 
n > 03 n y » 
lim IIp""^ - QqII = 0 (2.11a) 
n —'f 00 
for r = 1, ..., d-1 . 
Defining = P^ , we thus have by (2.11a) that 
lim = 0 (2.11b) 
n —> 00 
for r = 1, ..., d-1 . 
Hence, by (2.9), (2.11) and (2.11b) we have the results, where we 
denote = gQ,^ by Q,^ 
Example II.D.g: 
The stationary Markov chain of Example U.C.2 is irreducible and of 
period 2. Moreover, as was shown in Example II.D.^, and are 
weakly ergodic. Hence, by Theorem II.D.IO there exist matrices Qq and 
independent of n such that: 
lim Ijp"'^ - QqII = 0 and lim - Q.J, = 0 , 
n ' > 00 n > 00 
where 
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and 
Q, 0 
dnj 
diTj 
0 
0 
dTT. 
dTTr 
0 
0 
0 
0 
dTT. 
drr. 
0 
0 
dTTij 
diT), 
0 
0 
dTT^ 
dTTn 
Qi = PGo = 
0 0 1/2 lA 
0 0 1/8 7/16 
7/8 1/8 0 0 
8/10 2/10 0 0 
diT^ dTTg 0 0 0 
dTTi dTTg 0 0 0 
0 0 dTT^ dTTi^ drr, 
0 0 DTTG dTTj^ drr, 
0 
0 
dTTj 
DTTN 
0 
0 
dTTg 
dTT^ 
drr, 
drr-
0 
0 
dTTj^ 
dTTj^ 
0 
0 
dTT-
drr^ 
0 
since P is stochastic, where tt = (tt^^ TTg, •••) is the unique solution 
to rrP = tt and S tt. = 1 , and furthermore, rr. > 0 V i eS . 
ieS ^ 
4o 
Lemma II.P.l: 
(a) If for & = 1, ..r < 00 {P..} is a sequence of stochas-
t>0 
tic matrices and is a stochastic matrix such that 
lim ||P - P 11 = 0 ; then lim t| 5 - S Pj| = 0 . 
t t m 4=1 4=1 * 
"h "fc+l (b) If {P ' } is a sequence of stochastic matrices and P is a 
stochastic matrix such that lim - P|] = 0 and if we 
t "• > 03 
define ... where k <» , 
then lim - I^|l = 0 . 
n —>- CO 
Proof: Part (b) follows directly from part (a), so we proceed to 
prove part (a) by induction- By assumption the result holds for r = 1 . 
Assume, then, that it holds for r - 1 • Then: 
lim II n P - n pj 
t » 4=1 ^  JL=1 ^ 
r-1 r-1 r-1 r-1 
- t is +, t —> 00 je,=i t 
r-1 r-1 
r-1 r-1 
lim llP^t - ^rll + 
t >• 00 t 
= 0 + 0 = 0 
kl  
Lemma II.D.2; If Q, is a square matrix each row of which is the 
same and P_ is a square, stochastic matrix, then P„Q = Q • O b 
Proof; Let P.. be the (i,j)^^ element of P„ , q. . the 
IJ W Ij 
(i,j)^^ element of Q , and r^^ the (i,j)^^ element of PgQ • Then 
letting ^ ijtg, ••., \|i^, •••) be each row of Q , we have 
%lj = *j V 1 hence = Z P^j = Z P.^ Z P^, = , 
since Pg is stochastic. This proves the theorem. 
Theorem II.P.ll: Consider a (nonstationary) Markov chain {X^, 
t = 0, 1, ...] with transition matrix from time t to time t+1 of 
P ' for which there exists a transition matrix P of a stationary, 
irreducible, and weakly ergodic Markov chain such that lim ||P^^^^^-P|| 
t ) CO 
= 0 . Then, the Markov chain [X^, t = 0, 1, ...} is strongly ergodic 
with the strong long-run distribution \ji = ••.) of the station­
ary, irreducible, weakly ergodic Markov chain with transition matrix P , 
where > 0 VieS and ij; is the unique solution to ^P = ^ and 
S ij(. = 1 . 
i eS 
Proof: Since the stationary Markov chain whose transition matrix 
is P is irreducible and weakly ergodic, by Theorem II.D.8 it is strongly 
ergodic with strong long-run distribution i(r = ijrg, •••) where 
ijt. > 0 and is the unique solution to ^P = ^ and S = 1 . 
^ i es 
Hence, 
lim ||P^ - 0,11 = 0 
n > 00 
(2.12) 
k2 
where Q is a matrix each row of which is • 
Now, assuming relates to the (nonstationary) Markov chain 
[X^, t = 0, 1, 2, ., we have the following inequality: 
||pm,m4-n _ ^ ||p)ii,m+n-M . ^ +n-M,m+n _ ^m^m+n-M 
||^,m+n-M^^+n-M,m+n _ gj|| 
_ ||^,m+n-M ^^+n-M,m+n _ pM) + ppi,m+n-M ^pM _ 
< ||pm+n-M,m+n _ pM|| ^ ||pm,m+n-M|| ||pM _ 
= ||j;n+n-M,m+n _ pM|| ^ ||pM _ q|| (2.13) 
where we have used the fact that _ q ^ which follows by Lemma 
II.D.2 since is stochastic and each row of Q, is . 
Now, choose e > 0 • By (2.12) we can choose M so that ||P^ - Q]] 
< e/2 . Now, since lim _ pjj _ q , by part (b) of Lemma 
t '• ' > 00 
II.D.l we can for the .just chosen fixed M choose N so that 
j|pm+n M,m+n _ pMjj ^  gy/g for n > N . Hence, by the inequality (2.I3), 
we have that for n > N , - Q|| < e . 
Example II.D.IO: 
Consider the nonstationary Markov chain {Y^, t = 0, 1, 2, ...} of 
^3 
Example II.B.2 with transition matrix from time t to time t+1 of; 
r,t,t+l 
.8 + (t+6) 
(t+6) 
.2 -
.3 + 
(t+6) 
(t+6) 
t > 0 
Consider also the stationary, irreducible, weakly ergodic and hence 
strongly ergodic Markov chain of Example II-B-l with transition matrix of 
P = 
.8 
•7 
. 2  
•3 
and with strong long-run distribution = (7/9, 2/9) . 
Since - p|| = 2/(t+6) for t > 0 , we have that 
lim - P|| =0 and hence by Theorem II-D.ll t = 0, 1, ...} 
t > 00 
is a strongly ergodic Markov chain with strong long-run distribution 
= (7/9, 2/9). 
We now prove the following extension to Theorem II.D.2 and Theorem 
II.D.ll. 
Corollary II.P.l: 
(a) If a stationary Markov chain with transition matrix P is 
weakly ergodic, then it consists of (l) one class of states, 
which we denote by C^ , forming a Markov chain (whose transi­
tion matrix we denote by P^) which is irreducible, positive 
recurrent, and aperiodic and possibly (2) one class of tran­
sient states, which we will denote by C 
II 
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(b) Consider a Markov chain t = 0, 1, 2, •••} whose .transi­
tion matrix from time t to time t+1 is pt/t+l t > 0 
where there exists a transition matrix P of a stationary, 
weakly ergodic Markov chain such that lim - P|| = 0 • 
t > OB 
Then, the Markov chain [X^, t = 0, 1, } is strongly 
ergodic with the strong long-run distribution i|f = ijtg, • • • ) 
of the stationary, weakly ergodic Markov chain with transition 
I I 
matrix P , where, if ^ V i eC^} denotes the unique 
solution to the system of equations P_ = and E = 1, 
^ i eC 1 
then 
i eCj Vies 
i e Cjj 
Proof: 
(a) We showed in the proof of Theorem II.D.2 that if a stationary 
Markov chain with transition matrix P is weakly ergodic then there 
* * 
exists a state j , an integer n , and a constant C > 0 such that 
> 0 VieS for n > n* . Hence, the state j* is positive 
ij 
recurrent and is accessible from every other state. Consequently, 
we have that if a stationary Markov chain is weakly ergodic, it con­
sists of (1) one class of states, which we will denote by C^, forming 
a Markov chain which is irreducible and (by part (a) of Theorem 
II.D.2) positive recurrent and aperiodic and possibly (2) one 
class of transient states, which we will denote by C^^ . 
$i - $1 0 if 
^i 
= 0 if 
1^5 
(b) If denotes the transition matrix of the Markov chain formed 
by the states in Cj , we have that by (d) of Theorem IT.C.l there exists 
a unique solution i|i^ = V i eC^] to the set of equations: 
II i iji P-r =.. and S iji = 1 
ieCj 
and, furthermore, each element of is greater than 0 . Hence, there 
exists a solution \|t = ...) to the set of equations: 
\j[ P = • \|i and E \ji. =1 
i e s 
where 
ijji = \li? > 0 if i e Cj ¥ i e S 
= 0 if i e Cjj 
Hence, the stationary, weakly ergodic Markov chain with transition 
matrix P is strongly ergodic with strong long-run distribution ijt by 
Theorem II.D.5, since in the stationary case pt/t+l _ p ^ 
for all t > 0 , and so it follows that Z ^|| = 0 < » . Since, 
t=l 
assuming " relates to {X^, t = 0, 1, 2, ...] , we have by (2.13): 
< ||j;n+n-M,mH-n _ ^|| ^  jjpM _ Q|| 
where Q is a matrix each row of which is ^ , it follows by the exact 
technique used in the proof of Theorem II.D.ll that {X^, t = 0, 1, 2,...} 
hS 
is strongly ergodic with strong long-run distribution ij( • 
Example II.D-10a: 
Consider the nonstationary Markov chain {X^, t = 0, 1, 2, 
with transition matrix from time t to time t+1 of 
ot,t+l 
, 8 + 
•7 -
(t+6) 
1 
(t+6) 
• 2 -
•3 + 
.6 -
(t+6 J 
(t+6) 
(t+6) .4 + 
1 
(t+6) 
t > 0 
Consider also the stationary, weakly ergodic Markov chain with 
transition matrix of 
P = 
.8 .2 0 
•7 •3 0 
0 .6 .k 
We should note that, in the notation of Corollary II.D.l, 
. 8  . 2  
Cj = {1, 2] , Pj = , r = (7/9, 2/9) , and = {3} 
Since, moreover, lim ||pt,t+l _ p|| _ ^ixn = 0 , we have by 
t ^ 00 t > 00 
part (b) of Corollary II.D.l that [X^, t = 0, 1, 2, ...} is strongly 
ergodic with strong long-run distribution ^ = (7/9, 2/9, O) . 
The following example shows that even if a (nonstationary) Markov 
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chain {X^, t =0, 1, 2 ,  ...} with transition matrix from time t to 
time t+1 of such that lim - P|| = 0 , and P is 
t > 03 
the transition matrix of a stationary, irreducible Markov chain of period 
d which is such that (as defined in Theorem U.C.2) is weakly 
ergodic for i = 1, ..., d , then it is not necessarily true that 
{X^, t = 0, 1, 2, ...] is such that there exists a matrix independ­
ent of m and n such that for m > 0: 
lim j|i^'^+nd+r _ ^ q r = 0, 1, ..., d-1 . 
n —^ 00 
One might think that the above would follow from Theorem II.D.IO 
just as Theorem II.D.ll follows from Theorem II.D.8. However, this is 
not the case. 
Example II.D.ll: 
For k > 1, let : 
Ik 
1/k 
0 
4 = 0 
0 
0* 
"3k 
^ " E 
1 
k 
* 
^lk2 " ^Ik 2 
- I  
1 
k 
^3k2 ^3k ^ 2 1 
k - I  
Consider the (nonstationary) Markov chain {Z^, t = 0, 1, ...} with 
"t t+1 
transition matrix from time t to t+1 of T^' = 2i(j,+t)2 ' 
^8 
t > 0 and for ^ > 1 . Since 
ô( n < n 6(pt^t+l) = n(l-~)->-Oasn 
t=o ^ t=0 t=0 ^ 
{Z^, t = 0, 1, ...] is weakly ergodic for jî > 1 • Since, furthermore, 
the unique solution to i)r^ and ^ 
, 
= 1 is \|r . = (O, l) for t > 0 , we have Z 
JL JL 
t 
t=l 'i 
•il * *1Z 
= 0 < CO for 
i >1 . Hence, by Theorem II.D.5 [Z^, t = 0, 1, 2, ...} is strongly 
ergodic with strong long-run distribution ^12) ~ 
a  > 2 .  .  Hence, for JÎ > 1 we can choose an integer such that: 
H+n 
I ^ ^lt2 " ^Ijgsl t=^ 
< l/k- for n > N a 
where 
Q lj&2 
0 1 
Similarly, consider the (nonstationary) Markov chain {W^, t =0, 1, 
• ••} with transition matrix from time t to time t+1 of P ,t,t+l _ 
3(j&+t)2 for t > 0 and for > 1 • Since 
6( n pV^"^^) < n 6(pt't+l) ^ n (1 - ^ 0 as n 
t=0 t=0 t=0 
k9 
t = 0, 1, ...} is weakly ergodic for JL > 1 • Since, furthermore, 
the unique solution 4"^2^ ~ ^Jid 
ilr]i + 1 = (1; 0) for t > 0 , we have ^|| 
= 0 < 00 for > 1 . Hence, by Theorem II.D.5 t = 0, 1, 2, ...} 
is strongly ergodic with strong long-run distribution \|[^ = = 
(1, 0) for JL > 1 . Hence, for > 1 we can choose an integer 
r 1 
< l/k for n > where = 
j0+n 
such that 
^3t2 • '^3^1 
 0 
1 0 
How, consider the nonstationary Markov chain with transition matrix 
from time t to time t+1 of p'*')t+l letting 
no = 1 
n. 2N , + 1 if i is odd 
"1-1^ 
we define : 
2N p + 1 if i is even , for i > 1 
^i-1^ 
:,t,t+l _ r p. It 
^ 4 
if t is odd and 
n^ < t < n^, ng < t < n^, etc. 
if t is odd and 
nj^ < t < ng, n_ <t <n^, etc. 
if t is even • 
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The notation above is very complicated, but by defining the transi­
tion matrices as we have, we have constructed the Markov chain so that 
pO,2n+l (jQgg 2iot converge as n —y œ but rather fluctuates as n —^ œ , 
getting nearer and nearer to 
1 0 
1 0 
nearer to 
0 1 
0 1 
for some large n and nearer and 
for other large n . However, the above (nonsta-
tionary) Markov chain is such that lim - Pj] = 0 where 
t > 00 
0 1 
is the transition matrix of a stationary, irreducible P = 
1 0 
Markov chain of period 2 where and are weakly ergodic.. Hence, 
the example is complete. 
Definition II.D.6: The skeleton matrix S(A) of a matrix A , 
whose (i,j)^^ element we denote by a^^ , is a matrix of I's and O's 
such that: 
8.. = (i,j)^^ element of 8(A) = 
I 0 
1 if a. . > 0 ij 
otherwise 
It should be noted that in Example II.D.ll it is true that for any 
integer T there exists a t > T such that / S(P) . In 
fact, the following theorem is true: 
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Theorem II.D.12; If a nonstationary Markov chain {X^, t = 0, 1, 
t t+1 
2, with transition matrix from time t to time t+1 of P ' 
is such that lim - Pj] = 0 , 8(pt,t+l) ^  g(p) y t > 0 , 
t > CO 
and P is the transition matrix of a stationary, irreducible Markov 
chain of period d which is such that (as defined in Theorem 
U.C.2) is weakly ergodic for i = 1, d , then there exists a matrix 
Q independent of m and n such that for m > 0: lim -
n —> 03 
Q^ll = 0 where Q,^ is as defined (with respect to P) in (l) and (2) of 
Theorem II.D.IO, for r = 0, 1, ..., d-1 . 
Proof: Since P is the transition matrix of a stationary, irreduc­
ible Markov chain of period d which is such that X^^ is weakly ergodic 
for i = 1, ..., d , by Theorem II.D.IO there exists a matrix Qq inde­
pendent of n such that 
lim IIP^"^ - Qj = 0 . (2.li^) 
n > 00 
If we denote by q. . the (i,j)^^ element of Qq , we have by the 
proof of Theorem II.D.IO that (under the notation of Theorem U.C.2 and 
Theorem II•D.10) : 
^ if k eCj, jeC^ 
^kj - < 
if k e C^, j e C^, X ^ m 
j2r — ^ Ill — 1^ • • • ^ d. < 
Also, since 8(P^'^^^) = S(p) for t > 0 and since for the 
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stationary Markov chain: 
P»J>0 If i « Gj,, k s C, 
=  0  i f  i e C ,  k  e  C ,  ^  m 
m Z 
Kj — 1^ * * * J d ) m — • • • y d. 
we have that for the (nonstationary) Markov chain t = 0, 1, 2, 
ptn,m+nd 
Ik ^ if i e k e 
= 0 if i e C , k e C, 
m 1 j& / m 
j1 — ID. — • • ^ d 
Hence, if r. . is the (i,j)^^ element of , then 
0 
• .L 
Z j)n,in+nd « , g _ d« 
k e C, ik 
if ieCj, jeCj 
if ieC^, jGCj 
- since, if k e c , then 
m 
= 0 and if k / C^, then 
#,m+nd _ ^ 
^k - " 
for £/ — 1-J * * * J d ; ni — 1, # *, d 
Hence, since r^^ = V leg, Vj®S,'we must have that 
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. So . 
Now, assuming relates to [X^, t = 0, 1, 2, ...} we have 
the following inequality; 
jjpm,m+nd_ q || _ ||pm,m+nd-Mi ^+nd-Mi,m+nd. _ ^;m+(n-M)d ^  y 
jjj;n,m+nd-Md^ppi+nd-Mi,m+nd _ q )|| 
jjjjtii,m+nd-Mi^j;n+nd-Md,m+nd_ pMd^ ^ ppi,m+nd-Mi^pMi_ ^ 
< jjpm,m+nd-Mdjj ||^+nd-m,m+nd_ j|ppi,m+nd-Mijj j| 
. ^ iijfH . _ (2.15) 
Choose e > 0. By (2.lU) we can choose M so that ||F^ - Qq|| < s/g . 
Since lim - P|| = 0 , by part (b) of Lemma II.D.l we can for 
t >• CD 
the just chosen fixed M choose N so that ||pP+nd-Mi,in+nd _ pMd|| ^  gy^ 
for n > N . Hence, by the inequality (2.1$), we have that for n > N: 
- %ll < « . 
Moreover, for r = 1, 2, d-1 
lim . » pTji 
n  — 0 0  
5^ 
lim j/n+nd,m+nd+r _ ^ jjn+nd,m+nd+r 
n —> 00 
H- ^ pTj, 
< lim ||(rP'°'+" - Q^ )|| ||jP+nd,m+nd+r| 
n '—>- CO 
llm 1|4J| llrP+nl-m+nl+r _ pr. 
n —> 00 
lim - QqII + lim ||if+»a,m+na+r _ pr|| , ^ 
n —^ 00 n —» CO 
Example II.D.12: 
The nonstationary Markov chain [X^, t = 0, 1, 2, ...} with transi­
tion matrix from time t to time t+1 of 
pt,t+l ^ 
0 
1 
1 
1 
1 
1 
2 vàu 
0 
0 
0 
0 
rt^ 
0 
0 
0 
0 
1 
ÏÏ 
0 
0 
0 
0 
1 
Ï3 
0 
0 
0 
0 
for t > 0 is such that lim - P|| = 0 and 8(pt;t+l) = 8(P) 
t >• 00 
for t > 0 , where 
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P = 
0 1/2 1/k 1/8 l/l6 
1 0 0 0 0 
1 0 0 0 0 
1 0 0 0 0 
1 0 0 0 0 
is the transition matrix of a stationary, irreducible Markov chain of 
period 2, where (it can be verified) X^-j^ and are weakly ergodic. 
Hence, the result of Theorem II.D.12 holds for t =0, 1, 2, ...} , 
where 
^0 = 
1 0 0 0 
0 1/2 1/k .1/8 
0 1/2 1/h 1/8 
0 
; = 
0 1/2 1/h 1/8 
1 0 0 0 
1 0 0 0 
Lemma II.p.3: Assume there exist stochastic matrices Pg,...,P^ 
such that the stationary Markov chain X^^ with transition matrix 
Pp2 ~ ^ 1 ^ 2 " • ^d strongly ergodic with strong long-run distribution 
,R1 / R1 R1 \ ill = {^2. ' ^2 ' • Then: 
(a) The stationary Markov chains X^, ..., X^^ with the respective 
transition matrices P^ = Pg P^ ... P^ P^, P^^ = P^ ... 
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^1 ^ 2' " " ; ^Rd ^ ^ d " " ^d-1 strongly ergodic, 
and the strong long-run distribution of is 
i-1 
4^^ = (ilr?\ ...) = /^ n P. for i = 2, ..., d . 
j=l J 
R1 (b) If is irreducible, then >0 V keS , and, moreover 
if each column of has at least one positive element, for 
Rt j =1^ y i"l y "thsn ^ 0 V 6 S ^  for i=2^ 
Proof: 
Ri R1 (a) Let ^ ^ = $ n P. for 1=2, ...,d and Q = n P 
j=l ^ j=l 
for 1=2, ..., d . Since is strongly ergodic with strong long-
run distribution i|i^^ , lim = 0 . Also, since is a 
n —> 00 
matrix each row of which is , by Lemma II.D.2 (P^ ... 
Consequently, for 1=2, ..., d: 
IK^Ri) - %Ril 
n —>• 00 
i-1 
lim ii(p ... p r - V " PJ 
n o=  ^ ^ ^ j=l 
lim 1|(P. ... P^)(P^ ... P^f'^Pi ••• Pi.i) 
n —> 00 
1-1 
- (Pi Pd)^Ri Pjl 
a=i 
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n —> 00 
lim II(P. ... P )^|l 1|(P^ ... - «J l^l II n p 
1-1 
j=l 
lim ll(Pi ••• - «Hill 
n —> œ 
K i - V  '  °  
n " " > 00 
Ri 
Hence, is strongly ergodic with strong long-run distribution ^ , 
for X — 2, * * *, d • 
(b) Moreover, if is irreducible, then is weakly ergodic 
(since it is strongly ergodic) and irreducible, and hence by part (a) of 
Theorem II.D.8 ijf^ >0 V keS . Finally, if each column of Pj has at 
least one positive element, for j =1, ..., i-1 , then it follows by 
induction that each row iii_. of Q = Q, P has all positive 
Ml K1 rv,l-i. 1-JL 
elements, for i = 2, ..., d • 
Rl The following example shows that it is possible for to be 
Ri greater than 0 V k e S without \|(^ being greater than 0 V k e S , 
for i = 2, ..., d • Hence, the assumption concerning each column of P^ 
having at least one positive element is justified. 
Example II.D.13 : 
0 1 1/1^ 3A 
Let Pt = and P„ = 1 0 1 2 _l/2 1/2^ 
Consider the stationary Markov chain with transition matrix 
^R1 = ^1 ^ 2 = 
1/2 1/2 
1/2 1/2 
, which is strongly ergodic with strong long-
run distribution = (l/2, l/2) . By Lemma II.D.3; the stationary 
58 
Markov chain with transition matrix = Pg = IS 
strongly ergodic with strong long-run distribution tjf R2 
0 1 
0 1 
(O, l), since 
%2 *^R1 ^1 
1/2 1/2 
1/2 1/2 
0 1 
0 1 
0 
0 
1 
1 
Theorem II.D.13: Consider a Markov chain whose transition matrix 
from time t to time (t+l) is where there exist stochastic 
matrices P^, Pg^ •••} P^ such that 
(l) for i = 1, d t = 1, 2, ...} is a sequence of 
stochastic matrices such that 
d,d+l_ . d+l,d+2 . . p2d-l,2d _ 
^ - 2^1' ^  - 2^ 2'  ^ - 2^d 
- and in general - ptd.+i,td+(i+l) ^ 
i = 0, ••'} d-1 
t = 0, 1, 2, ... 
where 
lim II P. - P.II =0 i = 0, 1, ..., d-1 ; 
t —>• CO ^ 
(2) the stationary Markov chain with transition matrix 
P„ = P, • P_ ... P is weakly ergodic and irreducible. 
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Then, for 4 = 1, ..., d , there exists a matrix , 
each row of which is •••) such that if 
m+k = i , mod d , then for m > 0; 
lim |li/»'™+nd+k _ = 0 for k = 0, 1, ..., d 
where 
(a) >0 V k e S and is the unique solution to 
4,^ P„, = and S = 1 ; 
k e s  
Rfl T3n A—1 
(b) \j) = ij; n P. J and moreover, if each column of P. 
j=l ^ ^ 
has at least one positive element, for j =1, ••., Ji-1 
R f 
then >0 V k e S for JL = 2, . • •, d . 
Proof: Since is weakly ergodic and irreducible, by Theorem 
R1 II.D.8 it is strongly ergodic with strong long-run distribution iji 
R1 R1 R1 
where >0 V keS and * is the unique solution to ijt P^^ = 
and E = 1. Hence, by part (a) of Lemma II.D.3 the Markov 
k e S  K  
chains ..., X^^ with respective transition matrices P^g = 
Pg P^ ... P^ P^, ..., Pg^ = P^ P^ ... P^_^ are strongly ergodic, and 
the strong long-run distribution of X^^ is 
Z~1 
•••) = n P. for & = 2, ..., d , 
1 ^ j=i 0 
R1 
and moreover, since rjj^^ >0 ¥ k e S , then if each column of P^ has 
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at least one positive element, for j = 1, •••, Jl-1 , by part (b) of 
Lemma II.D-3 > 0 V k e S , for JL = 2, à . 
I^t us further define = ^^1 ' tfs t^d ^ t^E2 = t^2 
t^d ' t+A' " t^Rd " t^d t+1^1 ' * * t+l^d-1' t = 1, 2, ... 
Now, since lim [L P. - P.|| = 0 for i = 1, .d , by part (a) 
t  — C O  ^  ^ ^  
of Lemma II.D.l and the definition of , P it follows that U liju 
lim ll^Pgjj - Pgjjii = 0 for Z = 1, d . Also, since is sta-
t " > 00 
tionary and strongly ergodic, it is stationary and weakly ergodic (by 
Theorem II.D.4), for 4 = 1, •••, d • Consequently, by part (b) of 
Corollary II.D.l the Markov chain with transition matrix from time t to 
time t+1 of ' t = 0, 1, ..., is strongly ergodic with the 
strong long-run distribution • • • ) of , which is 
described above. Hence, letting be the matrix each row of which 
is , we have that for m > 0: 
m+n 
lim 11 n ,P„ . - jl = 0 for £ = 1, ..., d • (2.l6) 
n —^ 00 t=m 
Now, let m+k = i , mod d . That is, there exists a v > 0 such that 
m+k = vd + i , i = 0, 1, ..., d-1 . Further, since each row of 
is the same, we have by Lemma II.D.2 that R^(i+l) ~ ^ R(i+l)' for 
i = 0, 1, ..., d-1 . Hence, for m > 0: 
n 
- «K(i.l)ll 
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lim ptn+k^m+k+nd _ pin,m+k ^  ^ ^ 
lim lllP'"''|| ||if+k,m+k+M _ 
im |,if+k,.+k+aa_ 
n —> 00 ^ 
= 11m 11? iP+kH-(t-l)d,m+k-^ td II 
n —^ 00 t=l ^U+-l; 
lim II : p'l+i+Ct-ljd.vd+i+td _ 
n —^ 00 t=l ^ 
lim II n p(t«-lM+i,(t+v)d+t _ 
n >• 00 t=l KU+-L 
li" II : tt+A(i+i)] - S(i4-i)ll = ° (^3^ (2.16)) 
n —»- 00 t=l 
for k = 0, 1, ..., d-1 . 
Example II.D•: 
Consider the (nonstationary) Markov chain with transition matrix 
from time t to time (t+l) of pt,t4-l ^ ^here and are 
arbitrary stochastic matrices and 
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p2t,2t+l 
2t 
.2 
•'* *è: 
_2t+l,2t+2 P = 
•5 - (2t+i) (2t+i; 
t^2 
t - 1; 2, 
Letting 
. 8  . 2  
.6 .h 
and 
•5 .5 
1 0 
we see that lim - P^H = 0 for i =1, 2 ,  
t y 00 
Also, 
^R1 ^1 ^ 2 
• 6 .4 
•7 -3 
and 
6(Pj,i) = .1 
and 
= (7/11, 4/11) . 
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Consequently, since is weakly ergodic and irreducible, by 
Theorem II.D.I3 
(a) if m = 0 , mod 2., then 
llm - 01 = 0 
n —> 00 
and 
lUn - VII = 0 
n —^ 00 ^ 
and 
(b) if m = 1, mod 2., then 
im = 0 
n —> 00 
and 
lim ||i#,m+2n+l_ , , g 
n T 00 ~Rli 
where 
Q. Rl 
r Ri 1 % 
R1 
_ * -
7/11 4/11 
7/11 4/11 
Q 
'R2 
r ,R21 % . 4^  Pi " 8/11 3/11 " 
f 
-
c-
8/11 3/11 
Note, each column of has at least one positive element, and 
6if 
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each element of iji is positive. 
E. C-Strong Ergodicity 
We will begin this section with a definition. 
Definition lI.E.l: A Markov chain whose transition matrix from time 
t to time t+1 is P ' is called C-strongly ergodic if there exists 
a matrix Q with constant rows such that for all m > 0; 
lim II - S . Q|| = 0 . (2.17) 
n —> m t=l 
This says that if each row of Q is iji = ...) , then for all 
m > 0: 
lim sup E I i Z - ^.| = 0 . (2.18) 
n —> 00 i e S Ô e S ^ t=l ^ 
Further, we will call ijt = (&^y •..) the C-strong long-run 
distribution of the Markov chain, and we will note that (2.17) and 
Theorem II.D.3, part (f) imply that ili. > 0 V i eS and Z = 1 -
 ^ i eS  ^
It should be recognized that when the state space is finite, then 
(2.17) and (2.18) are equivalent to — Z >• Q as 
t=l 
n n -> 00 
a mode of convergence of — Z to ijt. , but that when 
^ t=l ^ 
the state space is countably infinite, then (2.I7) and (2.18) are 
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n pPi^m+t stronger than — Z 
^ t=l 21. 
n  — 0 0  
>• Q as a mode of convergence of 
i S 
"t=i w 
j^,m+t to 
We now proceed to obtain various criteria for a Markov chain to be 
C-strongly ergodic. 
Theorem lI.E.l; If a Markov chain with transition matrix from time 
*fc t to time t+1 of P ' is such that there exists a matrix 
independent of m and n and an integer d , where 1 < d < » , such 
that lim - Q || = 0 for 4 = 0, 1, d-1 , then for 
n 
m > 0: 
lim 
n 
j&=0 J&=0 •' 
= 0 
Proof; For m > 0 
lim 
n ' ' •> 00 
d-1 d-1 
Z Z Q 
j6=0 JL=0 I 
= lim 11 Z (ifi.m+nd+^ _ ^ 
n —> 00 X=0 
< lim i Z _ Q II 
n ' > 00 jè=0 
= 0 
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Theorem II-E.la; If a Markov chain with transition matrix from 
t t+1 
time t to time t+1 of P ' is such that there exists a matrix Q, , 
independent of m and n ^ and each row of which is the same, and an 
integer d , where 1 < d < œ , such that for m > 0; 
lim 
n X 00 
d-1 g pm,m+nd+j0 
jR=0 
- Q, = 0 
then for m > 0: 
lim 
n —> 00 
d-1 g pta^m+n+jî 
JL=0 Q = 0 
Proof: By assumption, given e > 0 and m > 0 there exists an 
N(e; m) such that: 
n > N(e, m) 
d-1 
g j/ii^m+nd+X 
i=0 
- Q < e 
Let u(n) and v(n) be integers such that n = v(n)d + u(n) where 
0 < u(n) < d-1 , and define N (e, m) = max(N(e, m), N(e, m+l), • •., 
N(e, m+d-l)) . Thus, if n (= v(n)d + u(n)) > W (e, m)d + d , then, 
since u(n) < d , we have v(n) > N (e, m), which implies v(n) > 
W(e, m+u(n)) , so that: 
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j&=0 
d 
- Q 
j/n,m+v(n)d+u(n)+jî 
Ji=0 _ j^ i,m+u(n) ^  
jpi+u(n),m+u(n)+v(n)d+ji 
^,m+u.(n) j£=0 
_ j;a,m+u(n) ^  
^,m+u(n) 
j;n+u(n),m+u(n)+v(n)d+j0 
Jl=0 Q 
< 1 • e = e 
where we have used the fact that q = Q , which follows by 
Lemma II.D.2, since each row of Q is the same. 
Theorem lI.E.lb; If a Markov chain with transition matrix from time 
"t *t+X 
t to time t+1 of P ' is such that there exists a matrix Q , 
independent of m and n , and an integer d , where 1 < d < » , such 
that for m > 0: 
lim 
n  — 0 0  
j/n^m+n+A 
j&=0 Q = 0 (2.l8a) 
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then for m > 0: 
lim 
n y 00 
d-1 
g j/n^m+nd+ji 
4=0 
- Q, = 0 (2.l8b) 
Proof: Let 
d-1 
g pPi,m+n+j0 
J0=O 
n 
and 
d-1 
g j;n,m+nd+A 
1=0 
nd 
Since, [a^^, n = 0, 1, 2, is a subsequence of {a^, n = 0, 1, 
2 ,  ...} , the result follows. , 
Since, by Theorem lI.E.lb, (2.18a) implies (2.l8b), we will hence-, 
forth state our results in terms of (2.l8a). 
Theorem II.E.2: Assuming that the following quantities are as 
defined in Theorem U.C.2, consider a Markov chain t = 0, 1, ...} 
with transition matrix from time t to time (t+l) of for 
t > 0 where there exists a transition matrix P of a stationary, irre­
ducible Markov chain of period d which is such that (l) (or P^^) 
is weakly ergodic for i = 1, ..., d and (2) lim - pjl = 0 . 
P ^ ^ ™ p P P • 
Then, there exists a matrix Q , each row of which is = (^^, 
P P P P 
where ^^>0 VieS and $ is the unique solution to iji P = * and 
p 
S = 1 such that for each m > 0: 
i e S ^ 
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lim 
n —> 00 
d-l 
Al = 0 
Proof: Since the stationary Markov chain in question is irreducible 
a n d  o f  p e r i o d  d  ,  a n d  s i n c e  X ^ .  i s  w e a k l y  e r g o d i c  f o r  i  =  1 ,  . d  ,  
then 
(l) by part (b) of Theorem II.D.2 it is positive recurrent, and 
hence by part (c)-(l) of Theorem II.CA 
lim 
n —^ 00 
d-l 
2 P 
JL=0 
nd+A 
= Q 
P P /• P P \ 
where Q is a matrix each row of which is ^ •••) where 
P P P P 
> 0 V i e S and ijt is the unique solution to i)i P = and 
p 
S r(i. = 1 and 
i eS ^ 
(2) by Theorem II.D-10 there exists a matrix of constants 
independent of n such that lim ^ - Q.jj = 0 for X = 0, 1, 
n —^ CO 
d-l and hence by Theorem lI.E.l 
•} 
lim 
n —^ 00 
SL=0 
d-l 
2 Q 
i.=0 a 
= 0 , 
which says 
TO 
11m 
n —> 00 
£=0 
d-1 
2 Q 
1=0 i 
Combining the results of (l) and (2) we must have 
d-1 
2 Q 
jW) V Q , and 
hence 
lim 
n —^ 00 
j&=0 
- Q, = 0 
which implies by Theorem II.Etla: 
lim 
n —> CO 
1=0 
- Q, = 0 (2.19) 
Assuming relates to the (nonstationary) Markov chain 
[X,, t = 0, 1, 2, ...} , we have the following inequality: 
d-1 g pin,m+n+;i 
i=0 
- Q, 
j/n+n-M,m+n+A 
pm,m+n-M I ^=0 p!n,m+n-M 
^,m+n-M j 1L=0 
d-1 g j/n+n-Mjm+n+jÈ 
-
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pm+n-M,m+n+jJ pM+jJ 
j/iijin+n-M jM) JM) 
+ pm,m+n-M j 
< 
d-1 
jPi,m+n-M Z 
i=0 
j/n+n-M^m+n+ji _ pM+ji pni,m+n-M 
Jt,=0 
- Q 
d-1 
Z 
Z=0 
pra+n-M,Jii+n+^ _ pM+ji i=0 
- Q (2.20) 
where we have used the fact that ^ = Q,^ , which follows by-
Lemma II.D.2, since is stochastic and each row of is iji^. 
Choose e > 0 . By (2.19) we can choose M so that 
Ji=0 
- Q < e/2 
Now, since lim - Pjl = 0 , by part (b) of lemma II.D.l we can 
t > 00 
for the just chosen fixed M choose so that for i = 0, ..., d-1 
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jjpm+n-M,m+n+i _ pM+£jj ^ygd. for n > . Hence, by the inequality 
(2.20) we have that for n > N = max(NQ, lï^, : 
d-1 
g ,^m+n+Z 
Hence, we have proven the theorem. 
It should be noted that, whereas Theorem II.D.12 requires that 
g(pt;tkl^ _ g(p) for t > 0 , Theorem II.E.2 does not need this assump­
tion-
Example II.E-l: 
Consider the (nonstationary) Markov chain [W^, t = 0, 1, ...} 
whose transition matrix from time t to time t+1 is for t > 0: 
ot,t+l _ 
8 
10 
0 
0 
2 
'(t+10) 
2 
'(t+10) 
10 
0 
0 
1 .  1  
ÏÏ (t+10) 
2 . 1 
10 (t+10) 
Ï& 
1 
2 • 
1 
1 
(t+10) 
1 
(t+10) 
1 
(t+10) 
1 
(t+10) 
0 
1 1 
(t+10) 
1 , 1  1  ,  1  
8 (t+10) 53 (t+10) 
JL 
32 
0 
0 
0 
à 
0 
0 
0 
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From Example II.C-2 consider the stationary^ irreducible Markov chain 
of period d which is such that is weakly ergodic for i = 1, ... ,d 
and whose transition matrix is: 
0 0 1/2 lA 1/8 i/i6 
0 0 1/8 7/16 7/32 7/^ 
7/8 1/8 0 0 0 0 
8/10 2/10 0 0 0 0 
9/12 3/12 0 0 0 0 
Since - P|| = 4/(t+10) for t > 0 , we have that 
lim ||pt;t+l _ pjj = 0 and hence by Theorem II.E.2 the result of 
t  C O  
Theorem II.E.2 holds for the (nonstationary) Markov chain t = 0, 
1, 2) •••] • 
Theorem II.E.3: Under the conditions of Theorem II.D.13, for 
m > 0: 
d-1 
J, pm,m+n+j& 
lim 
n 
and Q is a matrix each row of which is 
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/ C ,C \ 
'^ 2' ' ' * ' ~ 
3=1 
Proof; The conditions of Theorem II.D.13 imply the conditions and 
hence the result of Theorem IJ.E.l, where 
d-1 
Z Q 
j&=0 JL • 
.4^  
and each row of is ^ 
of 
d-1 
Z=0  ^ is then 
2 ijt 
,1=1 
Ej 
= (^2 , ^ 2^, •••) , which implies each row 
The result then follows by Theorem 
II.E.la-
Example II.E.2; 
By Example II.D.14 the conditions and hence the results of Theorem 
II.E.3 hold for the (nonstationary) Markov chain of Example II.D.l^. 
Furthermore, since = (7/ÏI, 4/ll) and = (8/11, 3/ÏI) , we 
have 
r C •"! 
• i f  
r -  C 
*1 •r " (7/11 + 8/11)/2 (4/11 + 
_ _ 
-
O
H
 
I *:J _(7/11 + 8/ll)/2 (4/11 + 
15/22 
15/22 
7/22 
7/22 
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• Theorem II.eA; If a Markov chain with transition matrix from time 
t to time (t+l) of is such that there exists an integer 
1 < d < 00 and a matrix Q independent of m and n such that for 
m > 0 : 
lim 
n  — 0 0  
d-1 g pm,m+nd+i 
j&=0 
- Q = 0 
then for m > 0: 
lim 
n  — 0 0  
g pm,m+t 
t=l 
n 
- Q, = 0 
Proof: If n is a non-negative integer define the integers v(n) 
and u(n) by 
n  =  V  (n)d + u(n) , where 0 <u(n) < d-1 . 
Also, define for any m > 0 and t > 0: 
d-1 • g p!n,m+td+j 
m,t 
-
- Q 
where we define p"^'' to be the identity matrix I . By assumption. 
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then, given e > 0 , 3 w(e) such that t >w(e) jja^ < e/3 • 
For this fixed w(e) , we now choose n(s) such that; 
n > n(e) < e/S , 
which implies that < e/3 , 
d-1 
2 
since < 1 . Furthermore, since 
g pm,m+td+j 
is stochastic for t > 0 , by Theorem II.D.3, part (f), 
Q, is stochastic, and hence jja^ < 2 for m > 0 and t > 0 . Hence, 
for n > n(e) : 
2 pm,m+t 
t=l 
n 
Q 
2 
t=l 
n 
t=0 ,1=0 ,i=dv(n) 
v(n)d + u(n) — 
< 
2 ^pm,m+dt+j _ gj + z 
t=0 ,1=0 .i=dv(n) 
v(n)d 
v(n)-l 
2 
t=0 
a 
m,t 
t 2 (lP,m+3 
.Wv(n) 
v(n) 
- q) 
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< 
w(e)-l 
v(n) 
v(n)-l 
S 
t=w(e) 
v(n) 
m,t' 2 
+ .Wv(n) 
Qll 
dv(n) 
< # - C ] [V3] . 
- # + [ + ife} 
< e/3 + ®/3 + e/3 = e . 
Theorem II.E.5: 
(a) The Markov chain satisfying the conditions of Theorem II.E.2 is 
p 
C-strongly ergodic with C-strong long-run distribution it = 
p p p 
ilig, •••) where ^ is defined in Theorem II.E.2. 
(b) The Markov chain satisfying the conditions of Theorem II.E.3 is 
Q 
C-strongly ergodic with C-strong long-run distribution ^ = 
G C \ C ijtg, ..•) where iji is defined in Theorem II.E.3* 
Proof: The results of Theorem II.E.2 and Theorem II.E.3 imply (by 
Theorem lI.E.lb) the conditions and hence the results of Theorem lI.E.k. 
p 
Moreover, in Theorem II.E.2 Q is a constant matrix each row of which 
p P is tjr and in Theorem II.E.3 % is a constant matrix each row of 
which is . Hence, the results (a) and (b) follow. 
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Example II.E.3: 
The nonstationary Markov chain t = 0, 1, ...} of Example 
II-E.l satisfies the conditions of Theorem II.E.2 and hence by part (a) 
of Theorem II.E.5 is C-strongly ergodic. 
Example II.E.4 : 
The nonstationary Markov chain of Example II.D.14 satisfies the 
conditions of Theorem II.E.3 and hence by part (b) of Theorem II.E.5 is 
C-strongly ergodic with, by Example II.E.2, C-strong long-run distribu­
tion = (15/22, 7/22). 
We might further enquire as to whether the converse of Theorem 
II.E.4 holds. The following example shews that it does not. 
Example II.E.5: 
First, consider the stationary, strongly ergodic Markov chain having 
lA 3A 
transition matrix = and strong long-run distribution 
Next, choose 
1/2 1/2 
ij; = (2/5, 3/5)* I^t Q, be the matrix each row of which is ^ . Then, 
r 1/2 1/2 
lim IIP* - Qll = 0 • Also, let M = 
D * 1/k 3/k 
integers = 0 < k^ < k^ ... such that for all integers a > 1 , we 
have k^^ ~ ^ " ^ «-i ' {X^, t = 0, 1, ...} be the non-
stationary Markov chain whose transition matrix from time t to time 
t+1 is where 
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.t,t+l 
ko < t < ka+1 - 2 
M t = - 1 
for a = 0, 1, 2, 3, ... 
Since for every T* there exists a t > T such that ^ = M , 
there cannot exist a 1 < d < œ and a matrix • Q independent of m and 
n such that for m > 0: 
lim 
n —z 00 
d-1 g jPi,m+nd+jÈ 
JL=0 
- Q = 0 
. However, it can be shown that for each m > 0 
2 pPi,m+t 
where Q is the matrix each row of which is = (2/5, 3/5)* 
We finish this section with the following theorem. 
Theorem II.E.6; If a Markov chain is strongly ergodic with strong 
long-run distribution \jt = ^2' " ' then the Markov chain is 
C-strongly ergodic with C-strong long-run distribution ijf = ...). 
Proof: If a Markov chain is strongly ergodic with strong long-run 
distribution \(t = , then for any m > 0: 
lim 
n —> 00 
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lim - Qll =0 
n —>• CO 
where Q is a matrix each row of which is \j( • Thus, the condition of 
Theorem II.E.4 is satisfied with d = 1, and hence by Theorem II.E.4: 
lim 
n 
2 pPi,m+t 
t=l 
n 
- Q = 0 for m > 0 
Since Q is a matrix each row of which is ^ , we have that the Markov 
chain is C-strongly ergodic with C-strong long-run distribution \ji • 
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III. NONSTATIOHAEY MABKOV DECISION PROCESSES 
A. Introduction 
In this chapter we will study what we term the nonstationary Markov-
decision process, a decision process in which transition probabilities 
and costs governing the process are allowed to change with time. In 
Section B we will discuss nonstationary Markov decision processes in 
general terms, with mention in particular of lime dependent state sta­
tionary policies, which are the natural nonstationary analogues of the 
usual state stationary policies. In Section C we will use many of the 
concepts of Chapter II in computing the expected average cost associated 
with certain types of time dependent state stationary policies in certain 
types of nonstationary Markov decision processes. In Section D we will 
study policy "optimality" under the expected average cost criterion, 
relying heavily on the results and general methodology of Ross's (1970) 
study of the stationary Markov decision process. 
B. General Description of the Nonstationary 
Markov Decision Process 
We. consider a process which is observed at time points t = 0, 1, 
2, ... to be in one of the states of the state space S = (l, 2, ...), 
which is assumed to be countable. If the process is observed to be in 
state i , then one of a finite number (k^) of actions - a^^, a^g, ..., 
a^j^ - must be chosen. We denote by this finite set of k^^ actions. 
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by A. the integers {1, 2, .k.} , and by A = U A. the set of 
i e S ^  
all actions, which we call the action space- For t > 0 will be the 
random variable denoting the state of the process at time t ; a^ the 
random variable denoting the action chosen at time t , ^ ~ Sg, 
a^^, X^, a^} the random variable denoting the history of the process 
up to time t , and the set of all values of . Then, if the pro­
cess is in state i at time t and action a^^ is chosen, we assume: 
(l) The next state of the system is chosen according to the transi­
tion probabilities : 
We shall say that is an element of the generalized proba­
bility matrix ^)t,t+l ^r^ere: 
Z' Tjtjt+l 
? t,t+l 
11 
pt,t+l 
^11 
(a^) 
(aig) 
V 
t,t+l 
12 
t,t+l 
12 
(a^) 
(^12> 
'12 \"ïl' 
y 
V t > 0 
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We see that the transition probabilities are functions of the time 
t , the current state, the action taken in the current state, and the 
next state. 
(2) If a transition is made to state j , we incur a cost 
^t,t+l^^^^^ _ gogt incurred by making decision a^^ when in state i 
at time t and then making a transition from state i to state j from 
time t to time t+1 . We shall say that is an element of 
t t+1 the generalized cost matrix C ' where : 
+ 4.J 1 + +J.1 ^ 
,t,t+l 
t,t+l, \ 
12 ^11' 
^t,t+l 
"12 (^12) 
^t,t+l 
'11 
^t,t+l 
"12 
V J V t > 0 
We see that the costs are functions of the time t , the current 
state, the action taken in the current state, and the next state. 
We will further assume that there exists a constant X < <» such 
that <X VjieA.^, VieS, V j s 8 , V t > 0 . Also, iZ' ic 
% 
let us define : 
^t,t+l/. 
J fc D 
= the expected cost at time t associated with 
being in state i and making decision a^^ , 
V i e s ,  V j ^ e A .  ,  V  t  >  0  .  ic ^ — 
We shall say that is an element of the generalized cost 
vector gt/t+l 
V 
r 
^t,t+i 
V 
^t,t+l 
^t,t+l 
(1, a^i) 
(1, a^g) 
ct't+l(i, a.i) 
a ) 
iki 
V J V t > 0 
In order to choose actions, we must follow some policy. 
Definition III.B.l: A policy TT is a rule for choosing actions at 
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each time point t such that the rule induces a probability distribu­
tion over , for t > 0 . 
The action chosen by a policy at time t may depend on the history 
of the process up to time t or it may be randomized in the sense that 
it chooses action a with some probability , where a e A. 
Definition III.B.2; A time dependent state stationary policy is a 
policy which deterministically specifies an action at time t > 0 as a 
function only of the current state of the process and the current time 
t . Precisely then, if we denote the time domain by T = (O, 1, 2, ...), 
a time dependent state stationary policy is a mapping from T into 
X A. . We will denote a time dependent state stationary policy by 
is 8 ug 
the symbol n^g or by f (•,•) • 
t^ ts 
Since a time dependent state stationary policy f (.,.) or n^g 
chooses an action at time t solely as a function of the state of 
the process and of t , then the sequence of states {X^, t = 0, 1, 2, 
...} of the process forms a nonstationary Markov chain with transition 
probabilities CpJ^^'^^(f"^®(i, t)) , V ieS , V jeS , V t > 0} . 
For the sake of simplicity, we will denote p3{^^^(f ^^(i, t)) by 
P^^^^^(TrTg) • Thus, for example, if f ^ ^(2, l4) = a^^ , then 
"fc 
Definition III.B.g: P ^ is the matrix of one step transition 
tTts 
probabilities from time t to time t+1 for the Markov chain {X^, 
t = 0, 1, 2, ...} generated by the time dependent state stationary • 
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t t+l policy TTmq in the decision process described above. Thus, P ' is 
lb TTjg 
the matrix whose (i, element is • 
IJ io 
Also, for a time dependent state stationary policy n^g it is 
appropriate to define the cost t)) V ieS, ij ij 
V j e S ,  V  t  >  0  ,  a n d  t h e  c o s t  n - q )  =  S  
j eS 
ij t+l p. ( (tt„„) , VieS, Vt>0. These costs are the costs incurred ij T8 ' -
when the policy rr^g is being used. 
Definition III-B.h: gtjt+l the matrix whose (i, element 
•n^g 
. ^t,t+l/ \ _t,t+l 
^ ij \^T8 ' V TT^g is the column vector whose i element is 
Ttjg) . 
A subset of the set of time dependent state stationary policieé is 
the set of state stationary policies, which are defined as follows. 
Definition III.B.5: A state stationary policy is a policy which 
deterministically specifies an action at time t > 0 as a function only 
of the current state of the process. Precisely then, a state stationary 
policy is a point in X A. • We will denote a state stationary policy 
i es 
TTq . . 
by the symbol Hg or f ) • 
It should be noted that when the transition probabilities 
¥ i e S ,  V j e S ,  ¥  Z  e  d e p e n d  u p o n  t  ,  a  s t a t e  
stationary policy generates a nonstationary Markov chain, whereas if all 
of the transition probabilities are independent of t , then each state 
stationary policy generates a stationary Markov chain. In general, if 
either the transition probabilities or costs a^^) ¥ ieS , 
8? 
¥ jleA^^} depend upon t , the decision process described above is called 
a nonstationary Iferkov decision process, whereas if all of the transition 
probabilities and costs are independent of t , the decision process 
described above is called a stationary Markov decision process-
An example of a policy which is not time dependent state stationary 
is a policy which takes on action at time t based on the three previous 
states of the process. For this policy, the sequence of states {X^, 
t=0, 1, 2, —} of the process does not form a Markov chain (although 
a stochastic process depending on the three previous states and having 
properties similar to the properties of Markov chains could be defined). 
We now consider a modification of an example of Howard (I960). 
Example III.B.l: 
Consider a toy manufacturer who makes novelty toys and finds himself 
in one of two states at the beginning of each month. State 1 is that his 
most recent toy is in favor with the public. State 2 is that his most 
recent toy is out of favor with the public• When in State 1, the toy 
manufacturer can either take action a^^ , which is to advertise only 
minimally to keep the publics' favor and to do some research to improve 
his current toy, or action a^p , which is to advertise a great deal to 
keep the publics' favor and to do some research to improve his current 
toy. When in State 2 the toy manufacturer can either take action a^^ , 
which is to do some research to make a new and better toy and to adver­
tise this toy with standard initial advertising, or take action a^g , 
which is to do a great deal of research to make a new and better toy 
and to advertise this toy with standard initial advertising. The toy 
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manufacturer knows that for t > 0; 
pt.t+l 
t,t+l 
21 
t,t+l 
^21 
(aji) 
(agj) 
t,t+l 
12 
t,t+l 
12 
t,t+l 
22 
(^ll) 
(^12) 
(a2i) 
pt;t+l/ \ 
22 \ 22' 
•3 + 
.8 + 
(t+6) 
(t+6) 
1 
(t+6) 
(t+6) 
•7 -
.2 -
.8 + 
•3 + 
t+6 
(t+6) 
(t+6) 
(t+6) 
The above nonstationarity of the transition probabilities reflects 
an assumption that as time progresses the effectiveness of the toy manu­
facturer's research increases, but the effect of his advertising wears 
off on the public. Also 
„t,t+l 
t,t+l 
11 (&I1) 
t,t+l 
11 
t,t+l 
(*12) 
(a^J 21 ^"21 
t,t+l 
21 (agg) 
t,t+l 
12 (*11) 
12 I 12^ 
t,t+l/ \ 
22 1&21/ 
t,t+l 
22 (^22) 
12 
k 
k 
1 
2 
-5 
-19 
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where we will interpret the costs as profits in this example. 
Hence, for t > 0: 
^t,t+l 
v 
 ^, 10 
^ TbTsy 
U 
-3-2 - —^ (t+6) 
_ 20 
" 5 " TtîST 
5 + a 
-3-2 + Pt 
- 5 + Y4 
where 
and 
lim a. = lim ( -r^ ) = 0 
t —• 00 t —> 00 
lim p. = lim (- ) = 0 
t 00 t —> œ 
and 
lim y. = lim (- ) = 0 
t —• 00 ^ t —*- 00 
For the toy manufacturer problem there are four different state 
stationary policies, which we denote by tt„ , tt-, , tt- , and tt„ and 
Si 
which are defined below along with the cost matrices, cost vectors, • 
and transition matrices associated with the nonstationary Markov chains 
they generate. 
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1: TTg - a,^j] ; 
pt,t+l _ 
TTr 
•3 + 
. 2  
(t+6) 
(t+6) 
•7 -
. 8  
Tt^^ 
(t+6) 
„t,t+l 
TT^ 
12 
k 
2 
-5 
t,t+l 5 + a. 
-3.2 + p. 
V t > 0; 
2: TTg^ {a^; ; 
pt,t+l ^  
TTr 
.8 + 
.2 -
(t+6) 
(t+6) .8 + 
(t+6) 
(t+6) 
,t,t+l _ 
TTr 
k k 
-5 
ct,t+i 
V TTr 
k 
-3.2 + P. 
V t > 0; 
3: TTg^  agg} 5 
.3 + 
ot^t+l _ (t+6) 
•7 - Tt^ 
(t+6) •3 + (t+6) 
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ct,t+l ^ 
% 
12 
-19 
gt^t+l 
V Tr„ 
S 
5 + a 
-5 + Y+ 
¥ t > 0; 
\ = Wa' ^22' • 
pt,t+l ^ 
TTr 
.8 + (t+6) 
(t+6} 
• 2 -
'3 + 
(t+6) 
(t+6) 
ct,t+i ^ 
TTr 
-19 
^t/t+l 
V n, S. 
-5 + Yt 
V t > 0; 
where lim = 0 , lim = 0 , and 
t > CO t » 00 t 
lim Yt = 0 • 
There are an infinite number of time dependent state stationary-
policies. An example of a time dependent state stationary policy which 
is not a state stationary policy is to use a^^ or a^g for odd t > 0 
and a^g or a^^ for even t > 0 . That is, denoting this policy by 
TTmq ; we have that for t > 0: 
ibi 
TS, {a^; if t is an odd number 
{a^g; ag^} if t is an even number ; 
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pt,t+l ^ 
TT, TS, 
^ pt,t+l 
< 
if t is an odd number 
t *t+l 
P •' if t is an even number ; 
TT, TS, 
f t+1 
C ' if t is an odd number 
TTr 
ct,t+i if t is an even number ; 
t,t+l 
f ç,t,t+l 
V TTO 
V^TT, 
3 
t,t+l 
if t is an odd number 
if t is an even number 
In this chapter we will study two cost criteria - the expected 
average cost criterion and the expected total discounted cost criterion. 
Definition III.B.6: For any policy rr we define 
0„(i) lim E 
n 
n 
E C. 
t=0 
rr 
(s) 
n+1 Xq = i V i es 
to be the expected average cost in a Markov decision process when tv is 
employed and the initial state is i • Sometimes, ^^(i) is defined by 
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taking the lim 
n —> 00 
Clearly, if we interpret the costs as rewards, then it is appropriate 
to call i) the expected average reward. 
Definition III.B.?: 
(a) We say that a policy TT is expected average cost optimal 
if i ) = min 0^( i ) V i e S . 
TT 
(b) We say that a policy rr* is expected average reward optimal 
i f  ^  * ( i )  =  m a x  0  ( i )  V i e s .  
TT TT ^ 
In the above and henceforth, when we write "min" (or "max"), we 
TT TT 
mean that we are taking the minimum (or maximum) over all policies rr • 
Henceforth, we will talk only in terms of (a), but we will realize that 
similar statements can be made in terms of (b). 
Definition III.B.8; For any 3 e (O, l) and any policy rr we 
define 
V (i, p) = E [2 pt c^/t+l (a )lx = i] ¥ ieS 
" ^ t=0 \'h+l ^ ^ 
to be the expected total discounted cost for a Markov decision process 
when TT is employed and the initial state is i . 
Clearly, if we interpret the costs as rewards then it is appropriate 
to call V^(i, p) the expected total discounted reward. We should note 
that V^(i, p) is well defined, since costs are bounded and p e (O, l). 
sk 
Definition III.B.9: 
(a) We say that a policy TT is p-cost optimal if 
V^*(i, p) = min V^(i,p) VieS. 
TT 
(B) We say that a policy TT* is P-reward optimal if 
V^#(i, p) = max V^(i,p) ¥ ieS . 
As before, we will only talk in terms of (a), but we realize that 
similar statements can be made in terms of (b). 
To compare the two cost criteria we note that whereas the expected 
average cost criterion weights each period equally, the expected total 
discounted cost criterion, using the rationale that costs incurred at 
future dates are less bothersome than those incurred today, discounts 
such costs at a rate p per unit of time. The smaller p is, the more 
future periods are discounted. Intuitively, then, the size of the dis­
count factor p has great effect on which policy is p-cost optimal, 
and hence it does not (necessarily) follow that a policy which is optimal 
for the expected average cost criterion is optimal for the expected total 
discounted cost criterion for all p . Intuitively, however, the ex­
pected average cost should in some sense be a limit of the expected total 
discounted cost as the discount factor p approaches 1 . 
Lemma II.B.l: Let [a^, v = 0, 1, 2, ...} be a sequence of real 
1 " 
numbers. Let t = —7 Z a for n = 0, 1, 2, ... If lijn t = 
n n+1 V ' n —*- œ n 
00 
t < 00 , then lim (l-p) S p^ a = t . 
p —y 1- v=0 • ^ 
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Proof: See Knopp (1928). 
Theorem III.B.l: If n is any policy and 
lim E 
n 
E C. 
t=0 
(*%) 
t' t+1 
n 
TT n+1 Xq = i 
= < 00 V i eS 
then 
lim (1-p) E 
1-
TT 
[ 2 (a ) 
t=0 ^t' t+1 
Xo = i ] = A. V i e s  
Proof: By assumption of the limit existing, we have, V i eS: 
lim E 
n 
Z C. 
t=0 
n 
TT 
(*t) 
t' t+1 
n+1 
= i 
lim 
n > œ 
^ 2 E (a^) 
t=0 " t' t+1 
Xn = i] 
n+1 
lim (1-p) 2 E (a, ) ] = i] - by Lemma III.B.l 
P 1- t=0 *t'*t+l ^ " 
n 
lim (1-p) lim S E (a ) | X_ = i] 
p > 1- n > 00 t=0 t ^ t+1 
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lijn (1-p) lim [ E (a ) | X = i] 
p > 1- n —^ CO t=0 t ^ t+1 
CO 
= lim (1-p) [ S Cy't+l (a ) | X. = i] , 
P --» 1- " t=0 %t'%t+l ^ " 
where this last equality follows by Lebesgue's Dominated Convergence 
Theorem, since: 
(1) I Z pt  ct , t+l (a ) |  < Z pt  Ict ' t+l  (a )1 
t=0 ^t' t+1 t=0 ^t^ t+1 
" t \ 
t=0 P 
since X < ® and p e (O, l) , 
and 
(2) 1 Z C^'t+l (a )| < Z pt |ct;t+l ( )| 
t=0 ^t'^t+1 ^ t=0 %t'%t+l ^ 
V n = 0, 1, 2, • 
Hence the theorem is proved. 
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C. Computation of the Expected Average Cost 
In this section we will concentrate on finding expressions for the 
expected average cost for time dependent state stationary policies. We 
will not redefine quantities already defined in Section B. 
Definition III.0.1: If A and B are events and rr is any 
policy, then: 
P^(AIB) = P(A|B, TT) = probability that the event A will occur 
given that the event B has occurred and 
the policy TT is being followed. 
Lemma III.C.l: For any policy rr and V i eS: 
E 
TT 
n 
Z C. t,t+l 
t=0 t' t+1 
n+1 Xq = i 
= E 
TT 
n 
2 , a ) 
t^O ^ 
n+1 Xq = i_ 
(3.1) 
(3.2) 
k e s t=0 
Proof: Since all costs are bounded, it follows by Fubini's Theorem 
that in what follows all expected values exist and all interchanges of 
summations can be made. 
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E tt 
E 1 (a ) 
t=0 t' t+l 
n+1 
= i 
n 
E [ E E E C 
* ^  t=0 k e S 4GA%2 j es 
t,t+l 
(*ki) 
P(*t - k n - a%j, n - j I Xç - 1, n)} 
^  i  I L  i ' v a î s  
P(X, - k n a^ - ~ ~ ~ ^ ' ^  
- \z' ^0 ~ 
^&'kL 
P(X^ = k n a^ = I Xg = i, tt)} 
^ E [ E E ct't+l(k, a^ ) P(X = kOa = eu |X = l,n)] 
"+1 t=0 keS 4 eA^2 ^4 t t Tka 0 
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n3 jg a,) I Xo = n 
r n 
= E 
TT 
Z ct't+l(x., a,) 
t=0 
n+1 X^ = i . (3.3) 
^  Z Z { Z kna = a^ |X = i ,TT)} 
kgS t=0 ^ JiX. u 
< 
n 
= A kn^t = ' 
(3.4-3.5) 
k 0 S " " t=0 
Hence, (3*3) and (3-4-3-5) give us the desired results. 
Theorem III.C.l: For a time dependent state stationary policy TT, TS' 
r n 
E 
TT, TS 
Z ct't+l(x ,a ) 
t=0 ^ ^ 
n+1 Xq = i 
P(X^ = k|XQ = i, TT^g) ¥ i eS 
Proof: If is the action that ir^g says to take when = k. 
then; 
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P(x^ k n I Xq i, ir^g) 
= P(X^ = k I Xq = i, TT^g) P(a^ = 1 X^ = k, Xq = i, ir^g) 
^ P(X^ = k I Xg = i,Trjg)-l = P(X^ = k 1 Xq = i,TT^g) if 4 = t* 
^ P(x^ = k I Xq = i,TT^g)-0 = 0 if 4 / t* 
Hence, the theorem follows by (3.2), since for each state k at 
time t only one action (a^^ ) is possible for rr^g and hence we no 
longer have an "JL summation" in (3*2). 
Henceforth, a quantity not subscripted by t will denote that the 
quantity is independent of t • 
Lemma III.C.la: If [b^, t = 0, 1, ...] is a bounded sequence 
of real numbers such that lim b, = b , and [d,, t =0, 1, ...} 
t -4;- œ ^ ^ 
is a bounded sequence of real numbers such that 
n n 
2 dt S b^ d^ 
lim — = d , then lim . = bd . 
. n+1 ^ n+1 
n V 00 n —> 00 
Proof: 
n b, d. n (b,d, - bd) 
-  -"I ^ 
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n (t.d. - M, + bd. - bd) 
- — 
n (b, - b)d, n (d. - d) 
< liin 1 2 n+l I + lim |b S -Jjj— 
n —>• 00 t=0 n —> 00 t=0 
n |b. - b| jd,1 n d, 
< lim S ^ + lim |b| I 2 ^ " dl 
n —> 00 t=0 n —00 t=0 " 
0 , 
n |b^ - b| Id^l 
where lim Z ^ = 0 since lim |b, - b| |d.| =0 , 
n —>-çot=0 ^ t —» 00 
which follows by the assumption that [d^, t = 0, 1, is bounded and 
lim b = b . 
t ^ CO ^ 
Lemmm. III.C.2 (Lebesgue's Generalized Dominated Convergence Theorem): 
let {g^(k), n = 1, 2, ...] be a sequence of summable functions which 
converge to a summable function g(k) , for keS = {l, 2, ...} • Let 
(f^(k); n = 1, 2, be a sequence of (measurable) functions such that 
|f^(k)| < g^(k) for keS and n = 1, 2, ... and f^(k) converges to 
a function f(k) , for k e S = {l, 2, ...} . If 
lim Z g (k) = 2 g(k) 
n —y 03 k e S k e S 
then 
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lim 2 f (k) = Z f(k) . 
n > 00 k 6 S k 6 S 
Proof: See Royden (1971, page Gg). 
Theorem III.C.2; Assume [X^, t = 0, 1, ...} is the Markov chain 
with transition matrix from time t to time t+1 of ^ generated 
TTrpg 
by the time dependent state stationary policy rr^g of a Markov decision 
process with state space S . 
(a) Assume S is finite and there exist numbers ij;, and 
' TS 
C(k, TT^g) such that either 
(1) lim P(X, = kjX = i, TT_) = i,. ^ and 
E ct't+l(k, TT^) 
lim — ^ = C(k, n^g) V keS 
n  — o D  
V ieS , 
or 
n 
(2) lim 2 P(X, = k|x_ = i, tt )/n+l = and 
n —> 00 t=0 ^ ^ 
lim ct,t+l(^^ n^g) = C(k, n^g) V ksS 
V i e s , 
or 
(b) assume S is countable, and [X^, t = 0, 1, •••} is C-strongly 
ergodic with C-strong long-run distribution = (il/n , 
TS '"TS 
ijro ,•••), and there exists a number C(k, TTmq) such that 
TS 
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lim ct,t+l^^^ n-gg) = C(k, 
t > 00 
V keS . 
Then, under assumptions (a)-(l), (a)-(2), or (b): 
lim E 
n —> w 
TT n+l 
X„ = i 
2 C(k, TTmq) ijr, uniformly V ieS 
k e S 
Proof: By Theorem III-C-l: 
0 (i) = lim Z ^ Z ct't+l(k, „ ) 
TS n > 00 k e S t=0 
P(X^ - k 1 Xq - i, T^ipg) } (3.6) 
if this limit exists. 
Now, under the assumptions (a)-(l), (a)-(2), and (b), we have by 
Lemma III.C.la: 
^ À A "is' P(%t - >=1X0 = "TS' • "IS' 
n > 00 t=0 lb 
(3-7) 
where in Lemma III.C.la: 
1(* 
1. Under assumption (a)-(l), = P(X^ = kjXQ = i, n^g) and 
^(k, TT^g). 
2. Under assumptions (a)-(2) and (b), b^ = n^g) and 
S ^ ^ (^t ^IXg = i, n^g). 
Now, since in assumptions (a)-(l) and (a)-(2) the state space S is 
finite J all quantities are bounded; and (3*7) holds, we may bring the 
limit inside the summation in (3-6), and hence, since pointwise converg­
ence implies uniform convergence V i e S for a finite state space S , 
the result follows by (3.6) and (3'7)* 
Since the proof, under the assumption (b), that the limit of the 
result exists pointwise V i e S illustrates more simply and clearly the 
role of C-strong ergodicity in computing 0 (i) for countably infinite 
TT^g 
state spaces than does the proof that this limit exists uniformly ¥ i eS, 
we first will prove the fact that the limit exists pointwise. This point-
wise result will follow by (3*6) and (3'7), if we can bring the limit 
inside the summation in (3"6). This interchange of limit and summation 
is more difficult to justify than when S was finite, because now S is 
allowed to be countably infinite. We proceed in the following manner; 
First, letting 
^ "is' = M Xq . i, n,g) , 
f(k) = c(k, njg) ' 
-X ^  i f(Xt = k I Xq - i, Ttjg) , t=0 
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and 
g(k) = X i|f 
we have Z g (k) = X < œ for n = 1, 2, .. •, 
keS ^ 
lim g (k) = g(k) V keS where S g(k) = \ < œ , 
n > 03 ^ k e S 
:?.(%)! = i A "ib' f(%t - ^ 1^0 ' »' "is'l 
t=0 
< "is)I P(Xt = k|Xo - i' "is) 
t=0 
2 ^  sfe A "ts' = t=u 
for k e S and n = 1, 2, ... , 
and 
lim f^(k) = f(k) ¥ ke S 
n —^ 00 
Hence, by Lemma III.C.2 we can interchange the limit and the summa­
tion in (3-6) if we can make this same interchange in the following 
expression: 
n 
2 
n > 00 k e S ^ t=0 
lim 2X^2 P(X^ = k|XQ = i, Tiyg) 
106 
Since X is a finite constant, \ can be ignored and hence we need to 
show: 
par = %l%0 = 1' "Ts) 
n J CO k e S t=0 
n 
s lini Z P(X, = k|x* = i, TT—q) 
k e  S  n  — 0 0  t = 0  
Z * , V iG8 
k e S '^T8 
Lebesgue's Dominated Convergence Theorem cannot be used, because, 
although 
ii: ^ = ki%o = "Ts' - *k,T., ' 
n > 00 t=0 J.S 
1 ^ 1 S P(X^ = kjXg = i, TTjg)! is not bounded by a sequence [V^, 
t=0 
keS] which is summable (over k) when S is countably infinite. How­
ever, we can use the strength of C-strong ergodicity to make the inter­
change in the following way: 
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n 
1, ( STÏ ° "is' " 
n —» 00 k e S t=0 lb 
^  t ! o ° ° ' '  
0 ¥ i eS 
- by the fact that (X^, t = 0, 1, ...} is C-strongly ergodic. 
We next show that, under the. assumption (b) , the limit in the re­
sult exists uniformly ¥ i e S • 
00 
Choose g > 0 . Since S ,[(, = 1 , we can choose k(e) so 
k=l ^'•^TS 
00 
that 2 ^ < e/% . Since {X, = 0, 1, 2, ...] is C-strongly 
k=k(e)+l 'TTT8 
ergodic, choose n*(e) so that for n >n*(e): 
I ^ - t|Xo ' "ts' • 'k.njg I ^ 
Furthermore, since ¥ keS 
lim TT^g) - C(k, TTjg)l = 0 , 
t ^ 00 
we have that ¥ k e S 
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s TI„„) - C(k, ti )1 
1 1 .  ^ ^  =  °  
n —r 00 
Hence, for k = 1, 2, k(e) choose N, (e) so that for n > N, (e) 
S |ct't+l(k, Tr_) - C(k, TT_)1 
t=0 ^ ^ e 
n+1 4k(s) 
Then; letting N(e) = max [K (e)} , we have that for n > n{e) 
k=l,2,...,k(e) 
= max [n*(e), N(e)}: 
C = sup I Z Z C^^^"'^(k,Tr ) P(X = kjx = i ,TT ) 
" i e s k=l " t=0 1Û -0 
il "TS) 
< sup 1% ^ 2 ct't+l(k,nmq) P(Xt = ktx = i,n ) 
i e S k=l ^ t=0 1Û T. 
k(e) 
C(k, TTjg) 
TS 
+ sup 1  S 2  c t't+l( k,n ) P(X = k j x  =  i ,  TT )  
ieS k=k(s)+l t=0 TS t 0 TS 
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Now, for n > n(e): 
sup 
i eS 
(1 2 
k=k(e)+l 
1 
n+1 
n 
S 
•fc=0 
^t,t+l (k) ^ Xq - ij n^g)| 
k=k(e)+l TS 
+ Ix s « I) 
k=k(e)+l '"tS 
= X sup 
i eS 
00 
E 
n 
S 
k.k(:)+i ° TS ^ k=k(e)+/^'^Ts' 
<X sup 
i e s 
( z I 
k=k(e)+l 
1 
n+1 
n 
2 P(X^ = kjXQ = 
t=0 
î^TTts) 
'k,TT, TS 1 }  
CO 
+ 2\ S Iji, 
k=k(e)+l ^ '"tS 
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and 
< X 
Ut' 2X( * ) = I Sx 
k(e) 
A < sup {1 2 
^ i e S k=l 
éi P(X, - kjXg - ijTT^g) 
- ^ "is' = MXo = i,"Tg))l 
t=0 
+ 1% ( f(Xt = klXo = i'"TS> - «"'-"tsVIT, 
K=1 t=U lb 
< sup 1% ^   s (ct't+lfk^n^g) - C(k,TT^g)) P(X^ = kjXQ = i ,TT^g)l 
i e s k=l t=0 
k(e) ^ n 
\%'k!i -^ t 
2 C(k/n^c)(P(Xt = k|Xo = i^rr^g) " )l 
'TS 
k(e) 1 n , 
< ^ ^ Icf't ^(k.TT s) - C(k,TT^„)l 
k=l " t=0 'TS' 
k(e) ^ n 
< k(=) ) = # 
Hence, < e/2 + e/2 = e 
Ill 
It should be noted that, whereas the result of Theorem III.C.2 under 
the assumptions (a)-(l) and (a)-(2) is well known, (b) seems to be the 
first statement of conditions under which there is a simple expression 
for 0 (i) for a countably infinite state space. We hypothesize here 
"ts 
that the reason that a statement similar to (b) has not been given before 
is that authors have been working with classical pointwise convergence 
results for Markov chains, whereas the more generally applicable C-strong 
ergodicity (2.17a) is used to obtain the result under assumptions (b). 
In Chapter 2, we proved theorems under whose conditions both stationary 
and nonstationary Markov chains are strongly ergodic and C-strongly 
ergodic. The next theorem of this chapter, Theorem III.C.3, relates the 
theorems of Chapter II to Theorem III.C.2, and, consequently, gives con­
ditions under which the expected average cost can be computed for a time 
dependent state stationary policy of a Markov decision process in which 
we allow (although, of course, we do not require) (l) the transition 
probabilities and costs to change over time and (2) the state space S 
to be countably infinite. Consequently, Theorem III.C.2 and Theorem 
III.C.3 summarize the contributions made by Chapter II to the task of 
computing the expected average cost corresponding to nonstationary Markov 
decision processes. 
Before continuing to this theorem, however, let us consider the 
following example. 
Example III.C.l: 
Consider the Markov chain of Example II.D.5, which has a countably 
infinite state space. This Markov chain is irreducible, aperiodic, and 
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positive recurrent, and hence it has a long-run distribution, but it is 
not C-strongly ergodic. Hence, if is the stationary policy gener­
ating this Markov chain in some Markov decision process, we cannot use 
Theorem 111-0.2 to compute ^ (i) • 
"ts 
Theorem III.C-3: Assume {X^, t = 0, 1, ..."I is the Markov chain, 
"t 
with transition matrix from time t to time t+1 of P ' , generated 
tTts 
by the time dependent state stationary policy n^g of a Markov decision 
process with state space S . 
(a) Assume S is finite and 
(l) assume that {X^, t = 0, 1, 2, ...} satisfies the condi­
tions of either Theorem U.C.3, Theorem II.D.U, or 
Corollary II-D-l, part (b), and assume that V keS there 
exists a number C(k, ir^g) such that 
11„ M__ , C(k, TTjg) 
n •> 00 
(which will occur, for example, if V keS and V j e 8 
there exists a number C, such that 
K, J ib 
, ,  
n 00 
or 
(2) assume that {X^, t = 0, 1, 2, ...} satisfies the condi­
tions of Theorem II-C.U, and assume that ¥ keS there 
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exists a number C(k, t7_ ) such that lim ^ 
t —> 00 
= C(k, Tr„„) (which will occur, for example, if V k e 8 
and V j e 8 there exists a number C, such that 
•K, J XD 
or 
(b) assume S is countable, {X^, t = 0, 1, 2, ...} satisfies 
the conditions of Theorem II.E.^, part (a), and V keS there 
exists a number C(k, TT^g) such that lim C^'^^^(k,Trjg) 
= C(k, TTm_) (which will occur, for example, if V keS and 
xo 
V j e 8 there exists a number C, .(iTmn) such that 
•K, J -l-û 
lim Z - Cj, XTT )| = 0). 
Then, for any particular set of assumptions concerning a 
particular time dependent stationary policy rr^g in (a)-(l), 
(a)-(2), or (b), there exists a matrix P , whose (k, 
"ts 
element we denote by ' such that 
lim - P H = 0 , and furthermore 0 (i) = 
t —• 00 ""TS TS '"TS 
S C(k, n-q) ilii, uniformly V ic8 where: a 
keS '^T8 "TS 
(\|t. , , •••) is the C-strong long-run distribution 
of the Markov chain generated by rr^g , which is the unique 
solution to P = ill- and Z = 1 . Further-
"TS "TS TS keS '"TS 
more, if in the particular set of assumptions there exists 
V k e 8 and V j e s  a number C, .(nmo) defined as in 
K, J ib 
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(a)-(l), (a)-(2), or (t), then C(k, rr^g) = S 
•Wts) V ' 
(c) Assume S is countable, [X^, t = 0, 1, 2, ...} satisfies 
the conditions of Theorem II.E.5, part (b), and 
is independent of j VkeS, ¥jeS, ¥t>0. Furthermore, 
denoting C^^J'^^rr^g) by V ks8, VjeS, 
¥ t > 0 , assume there exists a number C(k, TT^g) such that 
lim ) = c(k, nmq) ¥keS. Then: 0 (i) = 
t —• œ ^  "TS 
S c (k, TTmo) ilii, unifoimly ¥ ieS where è 
k é S '"tS "tS 
(a, , ijtg , —) is the C-strong long-run distribution 
-LjTT^g ^'M g^ 
of t = 0, 1, 2, .•.} • 
Proof: (a)-(l): 
If [X^, t = 0, 1, ...} satisfies the conditions of Theorem II.C.3, 
Theorem II.D.ll, or Corollary II.D.l, part (b), then {X^, t = 0, 1, 2, 
...] is strongly ergodic (this is true in the case of Theorem II.C.3 
since S is finite), and is such that there exists a matrix P , 
th the (k,j) element of which we denote by ^(n^g) , such that 
lim - P 11 = 0 . Moreover, the strong long-run distribution 
t —> 00 "ts '"TS 
^ of [X., t = 0, 1, 2, ...} is the unique solution to ^ P = 
•^TS '^TS '"TS 
* and Z = 1 . Furthermore, by assumption ¥ k g 8 : 
"tS k e 8 '^TS 
n 
Z Ct't+l(k, n_) 
+-n T8' 
^ 5TÎ = "ts' 
n > 00 
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(which is implied by S ct't+lbTm,) 
'k,j -'TS' 
n+1 = ' 
V keS, V j G 8, since V keS 
2 ct't+i(k,n,g) 
^ J es ':k,j("Ts)^k.jWs) 
V ke S. 
- by Lemma III.C.la, since: 
(1) lim Pkjj''^(TTTg) = Pk,j("T8) V ksS, V j e S ,  and 
(2) by assumption 
& 4:r'"TB) , ^ 
° =k,dKs) V k:S, Ï3.S). 
Hence, the assumptions (a)-(l) of Theorem III.C-2 are satisfied, 
and the result follows from that theorem. 
(a)-(2): 
If {X^, t = 0, 1, 2, ...} satisfies the conditions of Theorem 
U.C.4, then {X^, t = 0, 1, 2, ...} is C-strongly ergodic (since S 
116 
is finite) and such that (which we denote P ) is independent 
TT g^ rr g^ 
of t (since Theorem II.C.4 treats stationary Markov chains). Moreover, 
the C-strong long-run distribution ;|, of {X., t = 0, 1, ...} is the 
"ts 
unique solution to * P = $ and ^ a = 1 . Moreover, 
^TS npg TT^g kes k/HTS 
by assumption lim C^'^^^(k, n^g) = C(k, rr^g) V kes (which is 
t >• 00 
implied by lim ¥ keS, V j eS, since 
lim = lim Z ^k iWg) 
t—).co t = j G S 
j eg ^ kfjC^Ts) • 
Hence, the assumptions (a)r(2) of Theorem III.C.2 are satisfied, and the 
result follows from that theorem. 
(b): 
If {X^, t = 0, 1, 2, ...] satisfies the conditions of Theorem 
II.E.5, part (a), then {X^, t = 0, 1, 2, ...} is C-strongly ergodic 
and such that there exists a matrix P , whose (k,j)^^ element we 
^TS 
denote by P .(tt^ ), such that lim - P || = 
it> t —00 "tS TS 
lim sup S |P^:'j^^Xn_q) - P. .(n„„)| = 0 . Moreover, the 
t . k G S j S 8 TS 
C-strong long-run distribution i|i of [X, , t = 0, 1, ...} is the 
^T8 
unique solution to \it P = \ii and 2 $, _ = 1 . 
^TS "TS '^TS keS k'^TS 
Furthermore, we have assumed that: 
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lim \ _ ) V keS (which is implied by 
t —> == 
lim S ) - C (TT )1 = 0 ¥ keS, since: 
lim |ct't+l(k, n^g) - C(k, rr^g)l 
t > 05 
t iS 'i es (^Ts) " g ij > 00 j ^  o j € o 
- . '-es •  ^k,j(^T8)) \',3 
X / CO J € o 
"" t ^ oo'jîs (^Tg) • 
+ lim SX ) - P (tt )1 =0 V keS) . 
t—yoo jeS 
Hence, the assumptions (b) of Theorem III.C.2 are satisfied, and 
the result follows from that theorem. 
(c): 
If {X^, t = 0, 1, 2, ...} satisfies the conditions of Theorem 
II.E.5, part (b), then {X^, t = 0, 1, 2, ...] is C-strongly ergodic. 
Furthermore, by assumption (= independent 
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of j ) V keS, V je 8, V t > o, and there exists a number C(k,TTjg) 
such that lim = C(k, n^g) V keS . Hence; 
t 5^  CO 
lim - C(k, TTyg)l 
t ' • es ^k^j " C(k, TT^g)! 
Tj > 00 J b b 
t ^  00 jgg ^ k^j ~ •^TS^' 
^ lim |c^/t+ l ( n ^g) _ c(k, n^g)! = 0  ¥  keS 
Hence, the assumptions (b) of Theorem III.C.2 are satisfied, and 
the result follows from that theorem. 
It should be noticed that if the expected average cost 0 (i) 
"TS 
exists under any particular set of assumptions concerning a particular 
time dependent state stationary policy in (a)-(l), (a)-(2), or (b) of 
Theorem III.C.3, then, using the notation of Theorem III.0-3, it equals 
the expected average cost under the same set of assumptions in a station-
*fc *fc+l 
ary Markov decision process where ¥ t > 0 , P ^ = P , and ¥ k e S 
"^TS "TS 
C ' (k, TTjg) = C(k, TTjg) . 
Corollary III.C.l: Consider a Markov decision process with a finite 
state space S = {l, 2, ..., ïï} • If the Markov chain {X., t = 0,1,2,... 
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generated by the state stationary policy TTg is such that there exists 
a transition matrix P of a stationary, irreducible Markov chain such 
"t 
that lim. P ^ = P , and if V k e S there exists a number 
t —• œ "s "s 
C(k, TTg) such that lim TTg) = C(k, TTg) , then: 
t > CO 
N 
(a) 0^ (i) = 2 C(k, rr ) ^ V i.e 
TTg k=l ^ 
S 
where 
„ >0 ¥ k e S and 
•k,TTg 
is the C-strong long-run distribution of {X., t =0, 1, ...} 
N 
and the unique solution to $ P„ = A and Sa, = 1 • 
N 
(b) 0 (i) = 2 C(k, TTq) ilr, is (trivially) the expected 
"S k=l ^ 
average cost associated with the policy TTg giving rise to 
the stationary, irreducible Markov chain having transition 
matrix P in a stationary Markov decision process having 
TTg 
ct't+l(k, TTg) = C(k, Ttg) y keS, V t > 0. 
Proof; Since the state space is finite, the stationary, irreducible 
Markov chain with transition matrix P is (from the classical theory of 
"s 
Markov chains) positive recurrent and hence, if d is the period of the 
Markov chain, where: 1 < d < » , (as defined in Theorem II.C.2) is 
(by part (b) of Theorem II.C.4 and again by the fact that S is finite) 
strongly ergodic and hence weakly ergodic, for i = 1, ..., d . 
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Consequently, since lim - P |1 , {X., t = 0, 1, 2, ...} 
t —>00 ""S "s 
satisfies the conditions of Theorem II.E.2 and hence the conditions of 
Theorem II.E.5, part (a). Moreover, by Theorem II.E.2, the C-strong 
long-run distribution of t = 0, 1, ...) , which by Theorem II.E.5, 
part (a), is the unique solution à = ^ ^ ) 
^ TTg X,TTg ^,TTg W,TTg 
' ^''^8 1 ' is such that >0 Vke8. 
Thus, since lim n__) = C(k, tt c^i) V kes , the assump-
t —^ 
tions (b) of Theorem HI.0-5 are satisfied, and hence by that theorem 
the result of part (a) follows. Part (b) follows trivially from the 
result of part (a), since in part (b): 
lim pt't+1 = lim P = P and 
t >' oo ^8 t > 00 ^8 ^8 
lim ct't+l(k,ng) = Ihn C(k,TTg) = C(k,TTg), V ke8 . 
t > 00 t > œ 
We now proceed to give some examples illustrating Theorem III.C.2, 
Theorem III.C.3 and Corollary III-C.l. 
Example III.C.2: 
Consider the toy manufacturer problem of Example III.B.l. For the 
Markov chain [X^, t = 0, 1, 2, ...] generated by the state stationary 
policy TTg , we have that for t > 0: % 
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ot,t+l _ 
TTo 
.8 + (t+6) 
1 
(t+6) 
» 2 — 
•3 + 
(t+6) 
(t+6) 
as 
t > 00 
.8  
•7 
= P 
TTp > 
,t,t+l 
TIo 
k 
-19 
and 
ct,t+i ^ 
V TTg 
% •5 + Y+ 
as 
t > 03 
C(l, "a ) 
C(2, TT ) 
4-
Since S is finite. lim P ^ = P , P is the transition 
t -TT m % ' % \ 
matrix of a stationary irreducible Markov chain, and V k G g 
lim C^'^^^(k, TTr, ) = C(k, tTo ) , the result of Corollary III.C.l holds, 
t 00 ^ \ 
with the C-strong long-run (and, in fact, strong long-run) distribution 
of {X^, t = 0, 1, 2, ...} being = (7/9, 2/9). Hence: 
(i) = S C(k,TT^ ) = 4(7/9) + (-5)(2/9) = 2 
k=l S,/ Vk,n, 
V i e S = (1, 2) . 
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It can be verified, in fact, that (i) is greater than (i) , 
TTc 
^3 
for j = 1, 2, 3 ) and hence tt_ is the best policy (in terms of maxi-
mizing 0 (i)) among the state stationary policies. 
% 
For the Markov chain {Z^, t = 0, 1, 2, •..} generated by the time 
dependent state stationary policy TTmq of Example III.B.l, we have that 
ibi 
for t > 0: 
nt,t+l 
rr 
•j- ++] 
P ' if t is an odd number 
TTr 
TS, 
pt,t+l 
TTr, 
V 
and 
ct,t+i ^ 
^ ^TSi 
if t is an even number 9 
r 
5 + CC^ 5 
ct,t+i ^ 
—> 
V TTq 
-5 + Yt -5 
— — — — 
if t is an odd number 
k " 4 
t,t+l ^ 
V TTq —^ 
^2 
-3.2 + Pt -3.2 
if t is an even number 
V 
Since (l) by Example II.D.7 {Z., t = 0, 1, 2, ...] is strongly 
ergodic with strong long-run distribution A = (l/2, l/2) and 
TS^ 
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n 
S C 
(2) llm — n+1 
5 + 4 , 
— = ^-5 and 
n CO 
lim 
n 
Z 
t=0 
^"ô = - k.l , the conditions 
n+1 
n 00 
(a)-(l) of Theorem III.C.2 are satisfied, and hence, by that theorem: 
It should be noted that 0 (i)=2>.2=0 (i) VieS. We \ 
might, in fact, enquire as to whether TTg , the best policy among the 
state stationary policies, is expected average reward optimal• That 
this is indeed the case will be shown in the next section. 
Example III.C.3: 
Consider a Markov decision process in which a state stationary 
policy TTg gives rise to the C-strongly ergodic Markov chain of Example 
lI.E.l which satisfies the conditions of Theorem II.E.5, part (a), and 
has C-strong long-run distribution \(t = ...) . Assume, also, 
that 
U.5(1/2) + (J^.l)(l/2) = .2 
- 5 - IvèsT Vkes, VjeS, Vt>0 . 
Since 
12k 
lim ) = lim z C^^^^^(TTg) 
t ® t —> » j=l ^ ^ 
- E -1 ' = '' - s 
¥  k e S  ,  
the conditions (b) of Theorem III.C.3, are satisfied (note: we are not 
required to assume that is independent of j ; we did this 
K, J b 
merely for computational ease). Hence, we have by Theorem III.C.3: 
00 CD -
0 (i) = S c(k, TTn) \1;, _ = z (k - rr ) uniformly V ieS 
"S k=l ^ k=l 
Example III.C.U: 
Consider a Markov decision process in which the state stationary 
policy TTg gives rise to the C-strongly ergodic Markov chain of Example 
II.D.l^, which satisfies the conditions of Theorem II.E.5, part (b), and 
has C-strong long-run distribution = (15/22, 7/22). Assume, also, 
that 
= = - TtsôT -
= 3 -{tW = V 3 : S, ¥t>0. 
Since : 
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lira i' ^ " (t+10) ) 
^ c|'t+l(ns) = llm (3 - ) - 3 , 
t >• 00 t > 00 ^ 
and since is independent of j , for j = 1, 2, for 
k = 1, 2, V t > 0 the conditions (c) of Theorem III. 0-3 are satisfied. 
Hence, by Theorem III.C.3: 
= 2( g ) + 3( i ) = g for i = 1, 2 
D. Policies Which are Expected Average Cost Optimal for the 
Nonstationary Markov Decision Process 
We remember that in the nonstationary Markov decision process we 
face at each time t a set of transition probabilities and costs which 
are (possibly) different from those faced at other times. Thus far we 
have investigated how to calculate 0 (i) for several types of time 
ttts 
dependent state stationary policies in nonstationary Markov decision 
processes whose transition probabilities and costs are "regular enough" 
(for example, they converge over time or repeat themselves periodically 
over time) to allow such computations. 
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In this section we will attempt to characterize policies which are 
expected average cost optimal in the nonstationary Markov decision pro­
cess. We have seen in the toy manufacturer example, where the transition 
probabilities and costs converge over time, that the policy (rrg ) which 
maximizes the expected average reward among the state stationary policies 
has a larger expected average reward than one particular policy ) 
which is not state stationary. We then might enquire as to the general 
conditions in which, when the transition probabilities and costs converge 
over time, the policy which optimizes the expected average cost (or re­
ward) among the state stationary policies optimizes the expected average 
cost (or reward) among all the policies and hence is expected average 
cost (or reward) optimal. Such a set of conditions is given in Theorem 
II.0-5, which is the main applied result of this section. 
Ross (1970) and others have given conditions under which state sta­
tionary policies are expected average cost optimal in stationary Markov 
decision processes (decision processes in which all of the transition 
probabilities and costs are independent of t). However, Ross (1970) has 
demonstrated that in general an optimal policy need not exist, and also 
that in some cases there is a policy which is not state stationary which 
is better than every state stationary policy. We now summarize some of 
the results of Ross for stationary Markov decision processes, in other 
words, processes for which we will assume that there exist numbers 
C(i, a^^) such that : 
^ij ' 
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and 
= C(i, a,,) V  t > 0 ,  V i e S ,  V  j  e S ,  V 4 s A. 
xSL iC 
Theorem III.P.l: Consider a stationary Markov decision process with 
a countable state space S = [1, 2, . If there exist a bounded 
function h(i) , VieS, and a constant g such that: 
g + h(i) = min {C(i, a) + S P (a) h(j)} , VieS 
a ® A. j G8 
and if rrg is any policy which, if the process is in state i at time 
t > 0 , prescribes an action a e A. which minimizes {C(i,a) + S P. .(a) 
^ j e 8 
'h(j)] VieS, then 
g = lim 
n 
n 
z C(x., a ) 
t=0 ^ ^ 
n+1 
= i = 0 *(i) 
"s 
= min 0(i) VieS 
TT 
(where 0 (i) can be assumed to be defined by taking either the lim 
^ n —> » 
or lim ). This says that a state stationary policy is expected aver-
n  — C O  
age cost optimal. 
Proof: The proof can be found in Ross (1970^ pages 1^-4-lli-^). It 
should be noted that t t^ is state stationary because, since 
min {G(i, a) + Z P. .(a) h(j)] is a function of i , rr* chooses 
a e V L  j e S  ^  
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an action at each time t > 0 solely as a function of the current state 
the process occupies. 
Henceforth, we will assume in stating results of theorems, unless it 
is stated otherwise, that (l) if is a specifically mentioned time 
dependent state stationary policy (or, thus, a state stationary policy) 
and if a statement concerning 0 * (i) is made, then it is meant that 
"ts 
(1) 
TS 
lim E * 
n > 00 tjg 
" Z a ) 
t=0 ^ ^ 
n+1 Xq = i V i e s ,  
where this limit exists, and (2) if TT is any policy and a statement con­
cerning 0^(i) is made, then 0^(i) can be assumed to be defined by 
taking either the lim or lim 
n —^ 00 n —^ 00 
Theorem III.D.2: Consider a stationary Markov decision process 
with a finite state space S = {1, 2, •.., W} . If every state station­
ary policy gives rise to an irreducible Markov chain, then: 
(a) there exist a bounded function h(i), ¥ ieS , and a constant 
g such that: 
N 
g + h(i) = min [C(i,a) + EP..(a)h(j)] ¥ieS; 
aeA^ j=l 
(b) for any particular j*eS , there exists a sequence g .*—>-1 
such that : 
h(i) = lim {V (i) - V (j )} V i e s ,  
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where for any p e (O, l): 
V (i) = infV^d, p) Vies , 
TT 
and by Definition III.B.8; 
V (i,p) = E [ Z pt C (a. )|X = i] V ieS ; 
" " t=0 %t'%t+l ^ 
if TTg is any policy which, if the process is in state i at 
time t > 0 J prescribes an action a e which minimizes 
N 
[C(i,a) + 2 P (a) h(j)] ¥ i e S , 
j=l "-J 
then 
g = 0 *(i) = min 0 (i) V i e S , 
"s n " 
* 
and hence the state stationary policy iig is expected average 
cost optimal; 
the set SP of state stationary policies is finite. Further­
more, if we denote by TTg an arbitrary state stationary policy 
in SP , then: 
g = 0 *(i) = min 0 (i) V i e 8 , 
"S TTgSSP "S 
and for any TTg e SP : 
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ïï 
é (i) = • 2 C(k, nu) 4 V i e s ,  
"s k=l ^ 
where 
and 
111, >0 V k eS , 
k'"s 
is the unique solution to 
N 
* P =4 and Z A = 1 ; 
"s "s "s k.l 
* 
if TTg is a state stationary policy which is expected average 
cost optimal - that is, 0 *(i) = m in 0(i) VieS - then, 
"S TT " 
* 
if the process is in state i at time t > 0 , TTg prescribes 
an action a e A. which minimizes 1 
N 
[C(i, a) + 2 P. .(a) h(j)} Vies , 
j=l 
for any particular bounded function h(i) , VieS and 
constant g such that 
M 
g + h(i) = min [C(i,a) + SP. .(a)h(o)] VieS. 
aeA. j=l 
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Proof: Parts (a) and (b) are proved in Ross (1970, pages 1^5-1^9)-
Part (c) follows from part (a) by Theorem III.D.l. Part (d) follows by 
the proceeding reasoning ; Since the state space S is finite and the 
set of actions, ,A^ , that can be chosen when in state i is finite 
V ieS , the number of different state stationary policies is finite. 
Hence, since by part (c) a state stationary policy is expected average 
cost optimal, we may choose the expected average cost optimal policy by 
choosing the state stationary policy which minimizes 0 (i) among all 
""s 
TTg e SP . Lastly, since S is finite and each Tfg e SP gives rise to 
a stationary, irreducible Markov chain having transition matrix P , 
by Corollary III-C.l, part (b), 0 (i) can be calculated as stated. 
We now prove (e): 
Let = (XQ,aQ, X^,a^, ..., X^,a^) denote the history of the 
process up to time t , and let a^_^ denote the action taken at time 
t-1 by the policy rr • Then, if we assume that all expected values 
and probabilities are conditioned on Xq = i , we have for t > 1: 
and 
N 
J — X  t-_L 
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N 
> min {C(X, T,a) + 2 h(j) P„ .(a)] - C(X a" ) 
~aefl j=l %t-l'J ^ ^ 
t-1 
= g + h(x^_^) - C(X^.^, &;_!) (3-8) 
with equality if TT takes a minimizing action and inequality if TT 
does not. 
"s Now, if TTg is a state stationary policy, a^_^ is a function of 
TTg 
only , and hence (h(X^)|H^_^) and (g + h(X^_j^) - C(X^_^,a^_^)) 
are functions of only X^_^ for Hg , and hence we will write them, 
respectively, V (X, , ) and W (X, , ) • Assume that TTg is a state 
TTg t-X TTg t-JL to 
stationary policy which does not take the action a eA^ which mini-
N 
mizes {C(X ,a) + S h(j) P .(a)] for at least one value of 
t-1 X-t-i'J 
X , . Then V (k)=W (k) + e, , where e, >0 V k e 8 and there exists 
t-1 TTg TTg k k -
at least one state, which we denote k , such that > 0 . Thus 
W N 
N N 
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"s 
= (g + h(Xt_i) - C(Xt_i, at.i)) + Pns(%t-1 = % > 
S w 
Hence, for t > 1: 
"k* V'Vl - ^ - (g ^ h(X^.^) - C(Xt_i, »t_i))), 
s o 
which implies: 
n * n 
\ ®k* \Jh.l - =: ) (h(Xt) - h(X^.^) -g +0(X^.^,a^.^)) 
t=l " "S " ^ t=l "S 
n — n 
which implies that V i s S: 
n *, 
k X 0 
n 
= i) Z g E (h(X )) 
< _ t=l_ + . 8 
n n n 
E^^(h(Xo)) 
n 
+ E 
TTn n 
Xq = 1 . (3.9) 
Now, since the state space is finite and the stationary Markov chain 
(with transition matrix P ) generated by the stationary policy iTq is 
TTg 
irreducible, by Corollary III.C.l: 
13^ 
11m 
n 
n 
= ^ 
k,TTc 
where. *k,ns > ° V kes ^nd •..., is the 
unique solution to * P = $ and Z * = 1 . 
"s "s k=l 
Hence, since 
.1!:. " ' ° 
and since h( ) is bounded, letting n —» » in (3*9) yields: 
2 e ^  *k*ng V •k* Tig >° V 1 s S ' 
Hence, TT is not expected average cost optimal, since we know by 
part (c) that there exists a policy tT o  such that 0 *(i) = g Vie S. 
TTG 
Thus, we have proven that if rr^ is a state stationary policy which 
does not take an action a e Ay which minimizes {C(X, •,,a) + 
N 
Z h(j) P„ .(a)] for at least one value of X, ^ , then TTg is not 
0=1 ^t-1'^ G 
expected average cost optimal. Hence, we have the desired result. 
It should be noted that Theorem III-D-1 and Theorem III.D.2 can be 
easily changed to give conditions under which a state stationary policy 
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is expected average reward optimal. We merely replace the words "min," 
"minimizes," "inf," and "cost" to "max," "maximizes," "sup," and "reward" 
in the statements of these theorems. 
Example III.D.l; 
Consider the stationary Markov decision process obtained by assuming 
in the toy manufacturer example that the transition probabilities and 
costs are hot those specified but rather the limits to which they con­
verge. Since the state space is finite and each state stationary policy 
gives rise to an irreducible Markov chain, by Theorem III.D.2 the expected 
average reward optimal policy is the state stationary policy which maxi­
mizes 0 (i) among the four possible state stationary policies. This 
"s 
policy is TTc, , whose expected average reward is 2. 
% 
We now prove the following generalization of Theorem III.D.l. 
Theorem III.D.3: Consider a nonstationary Markov decision process 
with a countable state space S = {1, 2, Assume there exists a 
* * finite T such that for each time t > T there exists a bounded func­
tion h^(i) , Vies, and a constant g  ^ such that: 
(1) gt + h^fi) = min + S V is 8, 
a e j G S 
and 
(2) for any policy TT , 
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21 
lim 1 Xq = i / = 0 , 
n —»- 00 
and 
(3) lim 
n 
—m* 
(%*(%%) ht+i(Xt)) 
n 
= = 0 > 
where tt* is any policy which, if the process is in state lb 
i at time t-1 > T*-l , prescribes an action aewhich 
minimizes [C^ a) + S P^.^'^(a) h^(j)] V ieS . 
D e S 
Then, the policy rr* is expected average cost optimal in that 
To 
(a) if 
0 (i) = lim E 
" n-^co ^ 
n 
Z cf't l(x a ) 
t=0 
n+1 1^0 = i 
then 
; = lim E * 
^ n —> 00 "tS 
n 
Z ct't+l(x , a ) 
t^O ^ ^ 
n+1 
X_ = i = 0„* 
TT*g(i) 
min 0 (i) 
TT 
V i eS , 
where 
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lira 
n 
E 
t=T* 
n 
n 
(t) if 
0„(i) lim E 
n > 00 TT 
n 
S cf't+lfX , a ) 
t=0 
n+1 ^0 = ^ 
then 
lim 
n —> <*> % 
n 
2 cf't 1(X , a.) 
t=0 
n+1 Xq = i 
= 0 * (i) = min 0 (i) VieS , 
•^TS rr " 
where 
lim 
n —>• 00 
n 
2 g. 
t=T * 
n 
(c) if there exists a constant 
then 
g such that lim 
n ">• 00 
4* 
n 
n 
lim E * 
- 00 "ts 
n 
E C^,t+l(x a ) 
t=0 
n+1 XQ = I 
= (i) = min Ci) VieS 
TS TT 
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Proof: Before beginning, it should be stated that the proof repeat­
edly makes use of the fact that if {b^, n = 1, 2., ...} and n = 
1, 2, ..•} are sequences of numbers such that 11m P^ = 0 , then 
n y 00 
lim (b + P ) = lim • b and lim (b + P. ) = lim b_ • 
—n n' , n _ ^ n n . n 
n > 00 n • CO n > co n > « 
Let Hj. = X^,a^, , X^,a^] denote the history of the 
process up to time t , and let ^ denote the action taken at time 
t-1 by the policy rr • Then, if we assume that all expected values and 
probabilities are conditioned on Xq = i , we have for any policy rr for 
t > 1: 
and hence : 
Now: 
. S ht(j) 
J 6 o U"± 
- ""(a) 
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> min + 2 h\j) (a)} -
a .1=1 t-1' 
^ + h^(X^_^) - for t > T* 
with equality holding for Tr*g for t > T , since rr^g is defined to 
take the minimizing action for t-1 > T*-l • Hence^ for any policy TT : 
E^{ 2 ^  [h^(X^) - (g^ + h^(Xt_l) - a^_^))]} >0 , 
t —T 
which implies 
E A»®t - A» , 
" t=T* t=T* " " ~ t=T^ 
which implies 
TT I n f TT 1 n ( — n 
(3.10) 
with equality holding for rr* 
Furthermore : 
2 ^  (h^(X ) - h^(X )) 
—:—— 
lUo 
E^(-h^ (Xj*.!» VAX^)) 
n n 
+ E j (%T*) - h^**^(XT*)  + ) 
"I 
^ ••• * (h'-^x^-i) - h°(x^-i)) I 
n n 
+ E 
TT 
Z (h^(X )-h^'^^(X.)) 
t=T* ^ 1 
n 
(3-11) 
Now, since h^( ) is bounded for t > T* , then 
E,(-h^X,..,)) .0 
" n-^œ 
Letting 
T* 
n n n 
and 
l4l 
u 
Z (h^(X ) - ht+l(x )) 
t=T* ^ ^ 
n 
we note that (by 3*11) + TJ^ , and that lim = 0 . Con-
n —> 00 
sequentlyj for any policy TT we have, since by assumption (2) 
lim = 0 , that : 
n > CO 
lim Wj = lim (vJJ + uJJ) = lim = 0 , (3.12) 
n > 00 n > 03 n > » 
n* 
* TS 
and for the policy n we have, since by assumption (3) lim = 0, 
n —>• 00 
that : 
lim ¥ = lim (V + U = lim V lim U ^  = 0 
n —>• CO ^ n —> œ ^ ^ n —> oo ^ n —*- œ 
Now, letting: 
(3.13) 
UTT. 
"n 
= E 
TT 
n 
Z 
t=T' 
* 
,t-l,t (X, t-1/ 
n 
and 
n 
^ tÎT* 't/' 
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we have by (3-10) that 
(3.1k) 
and 
' «n 
(3.15) 
We now prove (a). By (3-l4), we have 
lim + lim (-vv^) > lim (C^ - wjj) > 11m , 
n / 00 n y <» n —> 00 n —> CO 
which implies 
lim C 
n —^ 00 
,rr 
•^n 
tTT lijn > lim , 
n —> 00 n —^ 00 
which implies by (3-12): 
lim c" > lim for any policy rr 
n —>- 00 n —> œ 
Consequently : 
0^(i) . lim E 
n •> 00 TT 
Z cf't+l(Xt, a^) 
t=0 
n+1 Xq = i 
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> lim g = go for any policy rr • (3«l6) 
— _ n b 
n > 00 
* 
' ' TS / \ Moreover, since lim = 0 (by 3-13); we have: 
n —> 00 
* * 
Tim" = "Hi" (W + g ) = lim ; 
n —> 00 n—>00 n 00 
so that 
(i) = lim E 
"tS n —> 00 ^TS 
TT"^ 
= "ïï^ c ^  = "HT g = g . (3.17) 
n —> 00 n —^ 00 
Hence, (3-l6) and (3*17) prove part (a). 
We now prove part (b). By (3*14), we have 
lim (-W%) > lim (C% - W^) > lim 
n  — >  00  n  — >  00  n  — < %  
which implies 
= lim C" 
. n 
n > 00 
n 
S C 
t=0 
t,t+l (X4 at) 
n+1 Xq = i 
lim C" + 
— n 
n —> CO 
Ikk 
which implies "by (3.12): 
lim 11m for any policy rr 
n ' • > 00 n > 00 
Consequently : 
0„(i) lim E 
n TT 
Z cf't l(x a ) 
t=0 ^ ^ 
n+1 Xq = i 
lim c" > lim = g^ for any policy rr. (3'l8) 
n > CO n > 00 
* 
^TS / \ 
Moreover^ since lim W =0 (by 3'13), we have: 
n —^ » 
TT* TT* 
lim = lim (W + g^) = lim g^ , 
n —^ 00 n —*" 00 n —>• <» 
so that 
0 * (i) 
"ts 
lim E TT; 
n —^ 00 TS 
S cf't+l(x , a ) 
t=0 ^ ^ 
n+1 XQ = 1 
"ts 
^ ^ g„ = gj 
n —^ 00 n —CO 
(3.19) 
Hence (3*l8) and (3*19) prove part (b). 
ik^ 
Part (c) follows easily from parts (a) and (b), because, if 
lim 
n —> CO n 
, then gj = gg = g 
Consequently, 
lim E * 
n ' >• CO ^TS 
n 
z ct't+l(x ) 
t=0 ^ ^ 
n+1 
= i = g 
lim 
n % 
n 
S cf't l(x ,a ) 
t=0 
n+1 XQ = i 
and hence the limit exists. 
* * It should be noted that beginning with time T -1 Tr„_ is a time lb 
dependent state stationary policy. 
Theorem III.D.4: Consider a nonstationary Markov decision process 
with a finite state space S = [1, 2, ..., N] • Assume there exists a 
* * 
finite T such that for each time t > T there exists a bounded 
function h^(i) , i = 1, ..., N , and a constant g^ such that 
N 
(l) g^ + h^(i) = min {C^~^'^(i,a) + 2 h^(j)} , 
V i = 1, .., 
a e j=l 
and 
(2) there exists a function h(i), V i = 1, N, such that 
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lim h^(i) = h(i), V i = 1, N • 
t ^ CD 
Then, if rr^g is any policy which, if the process is in state i at 
time t-1 > T*-l , prescribes an action ae^u which minimizes 
C^t-l,t(^^a) + z , V i = 1, N , the policy n^g 
0=1 
is expected average cost optimal in that 
(a) results (a) and (b) of Theorem III.D.3 are true for the finite 
state space S , and 
(b) if there exists a constant g such that 
n —>• 00 
then g = 0 * (i) = min 0(i) VieS. 
"ts tt " . 
Proof: Since (l) of Theorem III.D.4 is (l) of Theorem III.D.3, 
the desired results will follow by Theorem III.D. 3  if we can show that 
( 2 )  of Theorem III.D.^ implies ( 2 )  and ( 3 )  of Theorem III.D.3* 
By assumption (2), we have lim (h^(i) - h^^^(i)) =0 VieS. 
t —^ 00 
Hence, for any policy TT: 
N 
0 = E lim lh''^(i) - h^^^(i)| 
i=l t —^ 00 
N 
lim S |h^(i) - ht+l(i)| 
t —> 00 i=l 
N 
> lim Z |ht(l) - ht+l(i)| P^(X^ = i) 
t —> 00 i=l 
N 4- +^1 
> lijû 1 S (h^(i) - 1(1)) P^(X^ = i)i 
t —> 00 i=l 
lim |E^(h^(X^) - h^^l(X^))l > 0 . 
t 00 
Hence, lim |E (h^(X^) - ))| = 0 , which implies 
t ^ 00 
lim E (h^(X,) - h^^l(X.)) = 0 , which implies that for any policy n: 
t 00 " ^ ^ 
R Z (ht(Xt) - ht+l(x ))"! 
- ]  
Z E (ht(X ) - ht+l(X.)) 
t=T* " ^ ^ 
lim ; 
n —^ 00 n-T 
which implies assumptions (2) and (3) of Theorem III.D.3* 
We now state the main applied result of this section. 
Theorem Consider the nonstationary Markov decision process 
NMD with finite state space S = [1, , N} and with transition proba­
bilities and costs from time t-1 to t of, respectively, 
V is 8, V je 8, VjJeA^^} and V ieS, V . 
Assume that 
(1) lim = P..(a..) and 
= 0 , 
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liin a.j) - C(i, a.^) V V jaC, V ^ ^  
(which will occur, for example, if 
lim ) = c ( a  )  V i e s ,  ¥ JgS, V^ e A  ) 
t > 00 «J * * 
and 
( 2 )  each of the state stationary policies in the stationary Markov 
decision process SMDg with transition probabilities [l\j(a^^), 
V ieS, V je 8, V and costs {C(i, a^^), VieS, 
V Z  e Aj^^] gives rise to an irreducible Markov chain. 
Furthermore, let 
(3) ^^(i) and i) denote the expected average cost obtained 
b y  e m p l o y i n g  i t  i n ,  r e s p e c t i v e l y ,  S M D g  a n d  I ® 1 D ,  V i e S ,  
and 
(4) P denote the stationary, irreducible Markov chain generated 
in SMDg by the state stationary policy iTg from the finite 
set SP of state stationary policies, and 
(5) tt„ denote the state stationary, expected average cost optimal 
policy for SMD„ , as guaranteed by Theorem III.D.2. 
Then: 
(a) For any Hg e SP , 
. % 
0 (i) = r  i i )  = 2 C(k, n ) * Vies 
"s "s k=l ^ '"s 
1^9 
where > 0 ? and • • •. 
N 
is the unique solution to * P = lU and 2 A, ^ = 1» 
% "s k=l 
(b) 0 *(i) = min 0 (i) V ieS 
"S TT  ^
which says that n* , which is expected average cost optimal 
for SMDg, is expected average cost optimal for NMD. 
Proof: 
(a): Part (a) follows directly from (a) and (b) of Corollary II.C.l. 
Before continuing to part (b), we prove the statement made in 
assumption (2). If lim C^.^'^(l, a..) = C .(a.J and 
t > 00 ^ 
lim ) = P.,(a,.) , V ieS, V je 8, V ^ e A. , 
then : 
N 
lim ct-l't(i,a ) = lim Z ) pJ'^'^Ca^) 
t —œ t » j=l ^ 
J--'-
= C(i, a.^) , V ieS, V  4 eA.^ .  
(b): Discussion: 
The bulk of the details of the proof of part (b) is given 
in the next theorem, Theorem III.D.6, one main result of which 
is that min 0 (i) = 0^*(i) V i eS . Once this fact is 
n ^ "S 
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established^ we will have proven part (b), since 0^*(i) = 
•"s 
0*(i) V i e 8 by part (a). To establish the fact that 
"s 
min 0 (i) = 0 *(i) V ieS we will show in Theorem III.D.6 
that the assumptions of Theorem III.D.5 imply the assumptions 
and hence the conclusions of Theorem III.D.4. 
Theorem III.D.6; In the context of and under the assumptions and 
definitions (l)-(5) of Theorem III.D.5, let: 
(6) V? (i, p) = E [ S C (a, )|XQ = i] 
^ " t=0 ^t'^t+1 
and Vp(i) = inf V®(i, p) V ieS for p e (O, l) in SMDg , 
and 
( 7 )  h(i), ¥ieS,bea bounded function and g a constant satis­
fying the following properties, as guaranteed by Theorem 
III.D.2: 
N 
(i) g + h(i) = min {C(i,a) + S P (a)h(o)] Vies, 
a sA^ j=l 
(ii) g = 0&(i) V i eS , and 
"s 
(iii) there exists a sequence p^ ^  1 as n —>• » such 
that 
h(i) = lim {v! (i) - Va (N)] VieS , 
n —^ as Pn,N Pn,N 
and for t > 1 let ; 
(8) SMD. , . denote the stationary Markov decision process with 
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transition probabilities V ieS, ¥ j eS, 
V Z e A ^ ^ ]  and costs {C^ ^''^(i, a^^), V ieS, V i ,  s  ,  
and 
(9) denote the" expected average cost obtained by 
employing TT in SMD^_^ ^  , 
and 
(10) denote the stationary Markov chain generated in 
SMD^ ^  ^  by the state stationary policy TTg from SP , 
and 
(11) TTg denote a state stationary, expected average cost 
t-l,t 
optimal policy for SMD^_^ ^  (if such a policy exists), 
and 
(12) V^"^^^(i, p) = E [ Z p"" (EL)tXo = i] and 
^ " m=0 m+1 ® 
^t-l,t(i) ^  inf Vn"^^t(i, p) ¥ ieS for p 0 (O, l) in 
 ^ TT 
Then, 
(a) there exists a finite T such that for t > T there exists 
a bounded function h^(i), ¥ i e S , and a constant g^ such 
that 
(i) g^ + h^(i) = min {C^~^'^(i,a) + S P^T^'^(a)h^(j)] 
a eA, j=l 
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(il) = min ^  = min ^ VieS 
n n TTgS ap TTg 
0t-l,t(i) ^  2 TTq) V les 
"s k=l '•^ S 
with 
the unique solution to 
(iii) there exists a sequence 3 „ . —> 1 as n —*• » such 
n ^ iN ^ Tj 
that 
h^(i) = lim (i) - (u)j vies 
n —>• 00 Pn,N/t Pn,M,t 
and 
(iv) lim g^ = g and lim h^(i) =h(i) VieS 
t > 00 t  ^os 
If TT^g is any policy which, if the process is in state i 
at time t-1 > T*-l , prescribes an action which minimizes 
[ct-l't(i,a) + S P^T^'^Ca) h'^(a)} Vies 
j=l ^ 
then the policy rr^g is expected average cost optimal for 
HMD in that 
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g = 0 * (i) = min 0 (i) V i e S . 
"TS TT  ^
(c) min (i) = g = 0^* (i) ¥ i e S . 
TT  ^ "S 
Note, as stated in the discussion of the proof of part (b) of 
Theorem III.D.5, that min 0 (i) = 0^* (i) is established by part (c). 
TT  ^ "S 
We again repeat the conclusion that since (by part (a) of Theorem III.D.5) 
0^* (i)=0*(i) VieS,it follows that TT* is expected average 
cost optimal for IMD • 
Proof: First, it should be noted that the set SP = {TT<, , TTN , "•> 
^1 ^2 
TT„ ] of state stationary policies for SMD^ is the set of state station 
w' 
ary policies for KMD and SMD, , . for t > T . For i = 1, ..., W 
we will denote the transition matrix of the stationary Markov chain 
generated by tTc, in SMD- by P and the transition matrix of the 
SI S TTG_ 
^ t-1 t 
stationary Markov chain generated by tt„ in SMD, , , by P ' , 
D. TTq 
i 
which, it should be noted, is the transition matrix from time (t-l) to 
time t of the nonstationary Markov chain generated by tt„ in HMD • 
i 
Since by assumption (2) the stationary Markov chain with transition 
matrix P is irreducible for i = 1, W , and since by assumption 
( 1 ) ;  lim pt-l,t _ p i = 1, W , there exists a finite 
t —00 "s^ "s^ 
T such that for t > T the stationary Markov chain with transition 
"t 
matrix P ' is irreducible for i = 1, ..., W • Hence, for each 
t > T we apply Theorem III.D.2 to SMD^_^ ^  to obtain result (a). 
I3h 
except for proving 11m g = g and lim h(i)=h(i) V ieS , 
t ' ' s 00 t >• 00 
* 
which we now proceed to do. Since for t > T the stationary Markov 
chain with transition matrix is irreducible, by part (d) of 
"'i t_l t 
Theorem II.C.l the unique solution * ' to 
"Si 
t-i,t pt-i,t _ t-i,t g t-i,t , 1 
"s. "Sj 
IS 
i i i i 
where 11 is a column vector of I's and is the r^  ^ row of 
pt-l,t^  for r = 1, ..., N . Hence, since lim = P then 
"S. t—»-co^ S. S^, 
1 11
lim _ p where Î is the r^  ^ row of P 
t m r,TTg_ r,TTg_ TTg_ 
1 1 1  1  
Consequently, since the matrix inverse is continuous at a nonsingular 
argument and since, because P is irreducible, by part (d) of Theorem 
"Si 
II.C.l the unique solution è to 
S. %. = IL ' 
11 1 1 
IS : 
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S = (r,.. ^ 5,, )]-' > 
Si s. s. s. 
then: 
lim ^ çt-l,t _ (pt-l,t _ ^ çt-l,t)3-l 
t 00 t —> 00 
= 5,,„ [I - (% - ^  Sr,., )]'" = \ ' 
Si s. s. 
for i = 1, ..., W. 
Consequently, for j = 1, ..., W , 
lim E 
t —>- eo S . t —>• 00 k=l j ' S . 
0 J 
N n 
= Z C(K, NU ) N = 0„ (i) V ISS 
k=l j ' 8. "s. 
J J 
Hence ; 
lim = lim min [0^ ^ '^(i), 0^ ^ '^(i), •••, 0^ 
t >- oo t —>• CO Sg 
= min [0® (i), 0^ (i), •••, 0 (i)} 
"8i "Sg 
= g 
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We next show that the h^(i) of (a) converges to the h(i) of 
(7), V i eS . 
First, define the subset OSP of the set SP = [tTc, , tTc , • • • jTt„ } 
Si Sg 
of state stationary policies to consist of those state stationary poli­
cies which are expected average cost optimal for SMDg . 
That is, for j = 1, W , iTg e OSP if and only if 
g = 0 ( i ) = min 0 ( i ) ( = min 0 (i)) VieS. 
"S. TT„ e SP "S rr " 0 b 
If TT„ e OSP , we will denote Tr_ by Tr„ b . o . b , 
J J J 
^ P 
Thus, if Tr„ e OSP and tTq e (oSP) H SP , then Vies 
Gj Gk 
0^* (i) < 0^ (i) , and since lim 0^*^^^(i) = 0^* (i) and 
^S, "s, t » ^S. "s, 
J Jo
lim 0^ ^ '^(i) =0^ (i) , there exists a T,' > T such that for 
t . ^8. "^ 8  ^ k -
k k 
t > T/ 0^*^'^(i) < 0^~^'^(i) • Hence, since there are a finite 
- k TTq 
number of state stationery policies in (OSP) 0 SP and since by part 
(a) a state stationary policy (a policy in SP) is expected average cost 
optimal for SMD^ ^ ^  for any particular t > T (where for different 
t's different state stationary policies might be expected average cost 
optimal), then there exists a finite T' (> T ) such that for any par­
ticular t > T' (> T*) a state stationary policy TTg which is expected 
average cost optimal for SMD^ ^  can be found in OSP and cannot be 
found in (OSP)^ fl SP. Without loss of generality we will renumber the 
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policies in SP that are in OSP in such a way that we write OSP = 
r * * -[TT , ...,17 } ; where V < W . 
1 V * 
Since any policy rr„ in OSP is state stationary and expected 
k 
average cost optimal for SMD„ , by part (e) of Theorem III.D.2, if the 
process is in state i at time t > 0 , tTq prescribes an action a e A. 
N " 
which minimizes [C(i, a) + Z P..(a) h(j)} where h(i) is as given 
j=l 
in (7), and, together with g of (7), satisfies: 
N 
g + h(i) = min [C(i, a) + Z P. .(a) h(j)l V ieS . (3*20) 
as/L j=l 
Denoting , a. as the action tt™ prescribes when in state i , we 
If 
\ * 
can for k = 1, 2, Y  write (3'20) in terms of j^a^ as: 
g + h(l) = C(l, ^ a^) + E P_(^^a^) h(j) 
* N ^ 
g + h(2) = C(2, ^ ag) ^  Z PgjCkag) h(j) 
j -1 
g -- h(N) = C(N, ^8^) + z P^j(^a^) h(j) , 
j=l 
which can be rewritten in matrix notation as : 
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.. • P, l,N-l^k^l^ ^IN^k^l) 
^Sl/k^g) 
*» 
^2,N-l^k^2^ "2N^k^2^ 
^W-l,l^kVl^ Vl,2^kVl^ •" ^W-l,ïï-l^kVl^"^ ^W-l,N^kVl^ 
^Nl^k®TU^ 
*. 
h(l) g / *\ 1 - C(L, ^ a^) 
h(2) g - 0(2, 
h(N-l) g 
- CCN-l, V^-N-I^ 
h(N) g - C(N, 
(3.21) 
or as : 
^(p_,)N.l,N_l R k® 
1,N-1 
k^ 
h(w) «1,1 k 
(3-22) 
where 
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^ll^k®'l^"^ ^l,N-l^k®'l^ 
.(P-I) N-1,E-1 
^ . "X- V 
^W-lA^kVl^ ••" ^N-l,N-rkVl^" . 
N-1,1 _ 
y * s 
^W-l,N^k^N-l^ 
k ^ ^W2^k^N^' " " " ' ^N,N-l^k^W^^ 
k" 
1.1 _ 
= E 
N,N'k N _ a :)-l 
g - C(l, 
N-1,1 _ 
h(l) 
h(2) 
g - C(N-1, %.&%_!) h(N-l) 
k' 
= g - C(N, j^a*) 
i6o 
or as : 
•where 
(p_l)N,W ^ 
.5-1,1 
k° r(P-l) 
cl,N-l ,1,1 
NA 
N-1,1 h 
h(N) 
,N,1 
k' 
k= W-1,1 
,1,1 
Now, by ( 7 )  of this theorem there exists a sequence 3^ ^  —> l as 
n —CO such that 
h(i) = lim [y I (i) - v! (N)] 
n —^ 00 Pn,N Pn,N 
V i eS 
In particular: 
h(N) = lim [V® (N) - V? (N)} = 0 . 
n —> 00 Pn,N Pn,N 
Hence, by (3.22), the system of equations (3*20) or ( 3 . 2 1 )  can be written: 
i6i 
(p_l)N-l,N-l W-1,1 N-IA 
,1,1 
(3.23) 
h(w) = 0 for k = 1, ... J V 
Furthermore^ since by assumption ( 2 )  
P * = 
is irreducible for k = 1, •••, V , by part (c) of Theorem IIJ.C.l the 
k( rank of is N-1 , and the rank of ^(P-l)^ ^ is N-1 
Hence, since the matrix 
,1,N-1 
has (N-l) linearly indepen­
dent rows, since the number of columns of this matrix is (N-1) , and 
since the row rank of a matrix equals the column rank, the rank of this 
matrix is N-1 . Hence, the row ^ must be linearly dependent on 
the rows of . Thus, the system of equations (3*23) is 
equivalent to: 
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h(N) = 0 for k = 1, Y , 
which implies, since ^ is nonsingular, that; 
h(l) 
h(2) 
h(N-l) 
K-L.L . R 
h(N) = 0 for k = 1, ..., V 
* 
Furthermore, we know by part (a) that for t > T a state stationary 
policy is expected average cost optimal for SMD^_^ ^  • Let TT, SO t-l,t 
be a particular state stationary,expected average cost optimal policy for 
SMD, T , for t > T (for different t's , Tr„^ might be a 
- ®Vl,t 
different policy in SP). By part (e) of Theorem III.D.2, if the process 
* * 
is in state i at time t > T , n, SO, prescribes an action a e , 
^ t-l,t 
to be denoted by ^^^a^ , which minimizes [C^ ^ '^(i,a)+ 2 P. ' (a)h (j)} 
j=l ij 
where h (i) is as given in (a), and together with g of (a), satisfies: 
g^ + h^(i) 
N 
min [C^'^'^(i,a) + Z P^:^'^(a) h'^(j)} V  ieS. (3-24) 
ae/L 0=1 ^  
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Hence, rewriting (3-24) in terms of the action which 
* 
•n„„ takes at time (t-l) in state i , we obtain: 
t-l,t 
(t)<) + I «'"(a) 
n —J-j: ' 
N 
gt + bt(2) = + Z bt(j) 
j-]-
N 
;t + bt(m) = + z ^^(3) . (3.25) 
j-l 
Since, as we have shown, for t > T 
pt-l,t 
rr, SO t-l,t 
11 '(t)^l' 
m Ht) N'' 
is irreducible, it follows by an argument precisely like the one on 
pages 158 to 162 that for t > T : 
iSk 
h^(l) 
h*(2) 
ll^(N) J 
-1 
(t) (P-I) (t)' 
N-1,1 
where 
h^(N) = 0 , 
^11 ' 
'21 i(t)*2 
nt-l,t )-! 
22 Mt) 2 
^N-1,1 (t) N-l^ 
(t)' 
W-1,1 
g* - (t)Vi) 
Moreover, we have shown that for each particular t > T' (> T ) , 
the state stationary, expected average cost optimal policy for SMD^_^ ^  
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^ "X" 
is in the set OSP = {TT„ , . ., TR„ } • Hence, if for a particular t > T' 
* 1 V 
TT_ e OSP is expected average cost optimal for SMD, , (where k 
^ * * * 
might be different for different t's) then TT, SO - TTo , -t-l,t k 
* nt-l,t 
= P ,t-l,t a for i = 1, P * 
TT, * ) (tr 
N-1,1 
(t)*i 
N-1,1 
k,t 
and (p,];)N-l'K-l ^ fp_j^N-l,W-l ^ for k = 1, V: (t)\" k,t 
k,t 
.N-1,1 _ 
and : 
as 
t > 00 
5-C(l, i^a^) 
g-C(N-l,^ aQ^ )^ 
(3.26) 
:,t (P-I) 
N-1,N-1 
^N-l,rk N-l'' 
l66 
as 
t —^ en 
k 
(P-I) N-1,N-1 (3.27) 
Thus, for each particular t > T' there exists some TT„ e OSP 
* , k 
such that TTc^ = TTc (where k might be different for different 
G°t-l,t \ 
t's), and hence for the particular t > T': 
h*(i) 
h*(M) 
k,t 
(p_l)N-l,N-l 
-1 
k,t* 
N-1,1 
h^(N) = 0 
Moreover, since the matrix inverse is continuous at a nonsingular argu­
ment, we have by (3.26) and (3-27) that V k = 1, V; 
16? 
k, t (P-I) 
N-1,N-1 
-1 
k;t as 
t ' 00 
.(P-I) 
-1 
N-1,1 
h(l) 
h(2) 
h(N-l) 
and 
h (N) = 0 f 0 = h(N) 
as 
t •> 00 
Hence, for 4 = 1, V there exists a "vector sequence" 
{ &,t (P-I) -1 4,t e N - l , N  ^  t  =  T ' ,  T ' + l ,  , and for each 
t > T' 
h^ (l) 
L ht(N-l)_ 
,th 
equals the t term of at least one of these "vector 
r h(i) • 
sequences." Since each of the "vector sequences" converges to 
h^ (l) 
_ h(N-l). 
as t —>• CO , so must the sequence 
L h (n-1).. 
; t = T', T'+l, 
l68 
converge to 
h(l) 
h(N-l) 
Since, moreover, h (n) >  0  =  h(N) as t —œ , we have that 
lim h'^(i) = h(i) V i eS . 
t ^ 00 
Result (a) implies result (b) by Theorem III.D.4. Result (c) is 
self-explanatory. 
It should of course be noted that Theorem III.D.3, Theorem III.D.4, 
Theorem III.D.5 and Theorem III.D.6 can easily be changed to give condi­
tions under which a time dependent state stationary policy is expected 
.average reward optimal. We merely change the words "min," "minimizes," 
"inf.," and "cost" to "max," "maximizes," "sup." and "reward" in the 
statements of these theorems. 
Example III.D.3: 
Since the "nonstationary" toy manufacturer's problem satisfies the 
conditions of Theorem III.D.5, the state stationary policy tTq , which 
4 
is expected average reward optimal for the "stationary" toy manufacturer's 
problem, is expected average reward optimal for the "nonstationary" toy 
manufacturer's problem. 
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IV. BAYES IAN, NONSTATIONARY MAEKOV DECISION PROCESSES 
A. Introduction 
In this chapter we will study the Bayesian, nonstationary Markov 
decision process, a nonstationary Markov decision process in which the 
decision maker does not know what generalized probability matrix and 
generalized cost matrix govern the process from time t to t+1 • Hence, 
the decision maker places a subjective probability distribution over a 
set of sequences of generalized probability and cost matrices which he 
assumes contains the actual sequence of generalized matrices governing 
the process. In Section B we will describe the above problem in more 
detail. In Section C we will study policy optimality under the expected 
average cost criterion by modeling the Bayesian, nonstationary Markov 
decision process as a nonstationary Markov decision process in which the 
transition probabilities and costs encountered at a particular time are 
functions of the history of the process up to that time. We then will 
utilize some of the results and methodology of Section D of Chapter III. 
B. General Description of the Bayesian, Nonstationary 
Markov Decision Process 
We consider a nonstationary Markov decision process which has a 
finite state space S = (l, ..., N) and which is identical to the non-
stationary Markov decision process studied in the previous chapter except 
that we assume that the decision maker does not know what generalized 
probability matrix and generalized cost matrix gt't+l 
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the process from time t to time t+1 • We assume that for I = l,-..,k 
(where k > l) there is a sequence of generalized probability transition 
matrices t = 0, 1, 2, and a sequence of generalized 
cost matrices [g ^ , t = 0, 1, 2, •..} , and we assume that there 
 ^ A 
is a random variable 0 , which for each particular realization of the 
process takes on a particular value in the finite range = (6-,, ©p, 
—, Gj^) of values, such that if 0 = 0^ for a particular realization 
of the process, then the sequences indexed by 0^ govern 
the process throughout the entire particular realization. We assume that 
A 
the decision maker's response to his lack of knowledge of the value 0 
will assume for each particular realization of the decision process is 
to choose a probability distribution over F ^  to express his original 
e 
prior belief about what value 0 will assume for the realization he is 
about to face. We will call the probability distribution the decision 
maker chooses the "original prior probability distribution" and denote 
it P^'^(0^) , V i, = 1, ..., k , where by definition P^'^(0^) = the 
0 A ® 
decision maker's conceived probability that 0 = 0^, and where we assume 
0 < PA°'^(e,) <1 V 4 = 1, ..., k . 
0 
When the first transition of the process occurs, ) is up-
0 
dated on the basis of what transition is made (by a formula to be given 
presently) to a new probability distribution, called the "posterior 
probability distribution" or the "current prior probability distribution" 
1 2 
and denoted (0 ) , V X = 1, .••, k . This process is repeated at 
0 
the time of each transition, with the "current prior probability distribu­
tion" } which was obtained at the time of the t^^ transition. 
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being updated on the basis of what transition is made to a "posterior 
probability distribution" p^+l;t42^g ^ ^t the time of the (t-)-l)^^ 
0 
transition, where V Ji = 1, .. •, k and V t > 0 ; 
f-'v 
if = i , a^ = a^^ , and = t , V i eS, V je 8, V z e . 
It should be noted that in the above ^ ) is an element 
G g iz 
"b "b+l 
of _1? ' . We will not, however, redefine any of our symbols, since 
a 
they are the same as in Chapter III except for the inclusion of a sub-
script (0^, = 1, -••, k) to denote the value of Q to which they 
are related. We also will call the above-described decision process a 
Bayesian, nonstationary Markov decision process. 
Letting n be the set of all values of the random variable (XQ,aQ, 
X^,a^, Xg,ag, ...) - that is, the set of all of the different possible 
entire realizations of the process - and letting m represent an arbi­
trary value in n and = (X^U), a^U), X^(iu), a^(u)), •••, X^^^(u)), 
a, ,-,(iu))j we note by (4.1) that pt+l;t+2^g ^ ^ function of 
t+± g z 
(h'^, X^^^(u))), V a = 1, ..., k , so that we will sometimes write 
pt+l,t+2^Q^j as Xt+i(w)) , V t > 1 and V  4 = 1, 
..., k. Furthermore, it seems reasonable that as time increases in a 
particular realization of the decision process, the posterior probability 
A 
distribution will make us increasingly aware of what value of 0 is 
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governing the process. Stated probabilistically, it seems reasonable 
that for a policy n: 
p U: 11m , X. .(w)) = l|G = 9 )= 1 , V 4 = l,...,k . 
" t > 00 0 X, 
(4.2) 
More will be said about this later. 
Definition IV.B.l: In a Bayesian, nonstationary Markov decision 
process, we define VieS, V je 8, VaeA^, and V t > 1: 
i)) (sometimes written P^.^'^(a,P^ 
IJ Q 0 
Ji=l *4 9 ^ ^ 
(where we define H^ = H^ if r<0). 
We see that VieS, VJeS, V ae A^, and V t > 1 a decision 
maker in a Bayesian, nonstationary Markov decision process will know 
1)) by knowing if o - that is, V i eS, V j eS, 
IJ Q Z-'d. 
and V aeA., P^"^''^(lÇ , i)) is a function of if . 
Hence, V t > 1 we will also denote i)) by 
^_2) ' 
Definition IV-B.2: In a Bayesian, nonstationary Markov decision 
process, we define VieS, VjeS, Vae A^, and V t > 1: 
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a, i)) = Z g ct-l't(i,a) i) • 
9 J0=1 J6 G 
By the same reasoning as used before we will also denote 
_t-l,t . ^ , _t-l,t 
C (1, a, by C (i, a, H%_2) V is 8, V a eA., 
and V t > 1 • 
As in the nonstationary Markov decision process, two cost criteria 
in which we are interested are the expected average cost criterion and 
the expected total discounted cost criterion. In terms of the expected 
total discounted cost, it would be desirable to find a policy which mini-
A 
mizes _ V (i, p) for the true value 0 of 0 governing a particular 
IT & 
realization of the process. However, the decision maker does not know 
. A 
what value of 0 governs, and, moreover, properties such as (^-2), which 
A 
intuitively allow us to determine after a long time what value of 0 
does govern, are of no help, because p is less than one and hence pre­
sent costs largely determine the value of „ V (i, P) for a policy TT • 
A " 
Consequently, a general procedure has been to find a policy which mini-
^ 0 1 
mizes Z « V (i, g) (0 ) . Similarly, in terms of the expected 
j&=l j0 " 9 ^ 
average cost criterion, we might attempt to find a policy which minimizes 
^ 0 1 
Z _ 0 (i) (0 ) . Better, we might hope to find a simple policy 
£=1 " 0 ^ 
which minimizes ^ 0 (i) for any 0 governing the current realization 
TT X 
of the process, since _ ^ (i) will depend, intuitively, on costs in-
curred when the convergence in (4.2) has taken hold. 
17^ 
C. Finding "Optimal" Policies Under the Expected Average 
Cost Criterion in the Bayesian, Bfonstationary 
Markov Decision Process 
In this section we will attempt to find a policy which is expected 
A 
average cost optimal for the true value of 0 governing a particular 
realization of the decision process. We begin with the following lemma. 
Lemma IV.C.l: Let m > 1. Assume that V 4 = 1, ..., k , 
f(H^(nmg)) is a bounded function of the history until time m y ^  m Id 
ir(Tr^g) = (Xq, a^ , a^ , X^, a^ ) of a Bayesian, nonstation-
ary Markov decision process in which the time dependent state stationary 
policy TT^g is used. Then, assuming that all expected values are con­
ditioned on Xq = i , we have that : 
m-1 t,t+l 
S S ... 2 [ n By y (a , d* .(tt g))] 
X eS X eS X e S t=0 t+1 
where for t > 0: 
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and where we will also denote P, 
t,t+l TTmq . 
(a , ë" t(tt^ o)) by simply 
_t,t+l 
t t+1 
Proof: First, we note that, since n^g is a time dependent state 
TT, TS 
stationary policy, a^ is a function of and t for t > 0 , 
and hence if(ir^g) is a function of (Xq, X^, X^) • Consequently; 
IL I « = FT®.) 
k 
2 ( 2  E  . . .  S  [  f ( l g ( T T  ) )  ]  
4=1 X^ eS X-eS X e8 *4 
•L d. xn 
m-1 
[ n 0 Px^ '^ x^  (TTmg)] PA'^ G ) 3 
t=o ^ ^ t' t+i ^ 0 
= s z 
Xg X m 
k 
= 2 
X. X 
_0,1 
^i,X, (•n, T8' i^ClT^g)) 
m 
k 
2 [ 
4=1 
[("'x ] 
w : 
T+ï_fï^ 0=ï S3 X S 3 
'SAa) X' %a U ] 2 ••• Z 
T+ï'ï T-w 
(^el & 7 I ®%'-[-# m'T-# ^ 
Vë) % \ ®''ra''x-itr m^-[-nr 
[((8Ku);b)j*e] ^2* 
2Ï 
ur. 
OT T-a QT 0"^ X 
[((^) 3P ' u) ^ \ U ] 2 
I+q-'q. i-ur 
. e „T t+%Y'%Y y A 1:=^ 
('6),,f [(^4 ® 
ra 
31 T'O 
T+q-^fV T=q-
u ] [("•") 
X-RA 
9Lt 
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Definition IV.C.l: Let m > 0 . Assume that f(H^(nmc)) is a 
m Id 
bounded function of the history of a Bayesian, nonstationary 
m lb 
Markov decision process in which the time dependent state stationary 
policy TTyg is used and in which we assume that Xq = i . 
Then, assuming that all expected values are conditioned on = i , 
* . 
we define the operator E ( ; as follows : 
"ts 
TTn 
f(i, agTS) if m = 0 
e . PY(G,) if m > 1 
Lemma IV.C.2: In the context of Definition IV.C.l, 
'TS 
f(i, ao^S) 
V. 
X^ e S Xg eS 
if m = 0 
HI 
if m > 1 . 
Proof: The result follov/s from Lemma IV.C.l, since f(l^(rrjg)) is 
A 
independent of the value 0 assumes, so that 
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x=l 8 
By Definition IV.C.l the operator E ( ) is an expected value 
"ts 
operator (and by Lemma 17.0.2 may be formally viewed as an expected value 
operator in a nonstationary Markov decision process in which n^g is 
used and the transition probabilities from time t to time t+1 of 
_t, t+1 TTmq 
which are (a I^_^(TT^g)), V ieS, V j eS}). 
Lemma IV.C. 3 : In a Bayesian, nonstationary Markov decision process 
in which the time dependent state stationary policy rr^g is used and in 
which we assume that Xq = i , we have that for n > 1: 
E 
TT TS 
n _t-l,t 
4 c St-l' H%.2) 
n 
k 
E 
i=i "ts 
E 
n 
2 g 
m=l I 
n 
^0 = 
A 
i, 8=8, 
0 * 
Proof: Assuming that all expected value expressions below are con-
* 
3 
TTn 
operator, we have: 
ditioned on X„ = i , and remembering E ( ) is an expected value 
^g 
179 
2  V i 'Ca '  
E < 5^ 
"TS' 
_ ^ TT_g n m-2 _t,t+l 
i {C°'l(i, a TS, H%)+ Z ( Z ... 2 [ n Py X (TTmg , 
^ , 1 ^ ^__rv V _ O V _ O 4-_ri •^-#- ''•^4-_L.T m=2 X, eS X , eS t=0 ""t" 't+1 1 m-i 
Cc"-^'X-1' »m-r 
- by Lemma IV.C.2, since C®"^'"^(X a if is a function 
m-x m--L m~£i xo 
only of and. not of the value 0 assumes. 
1 r Y ..,0 ; 1/ . TS \ —0 .1 / ^  \ i( Z a c"'L(i, a.'*) F%'"(9 
" £=i a e 
) 
n m-2 _t,t+l 
+ Z (Z ... Z i Tl V (TT HÏ ,(Tr ))] 
m=2 X. X , t=0 %t'%t+l t 1 TS 
1 m-1 
- c Cî) Cê("ts'' Vi»» 
Z I %o ' 1' â = ep 
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- by Lemma IV-C-l 
= E ^ 
k 
S 
n 
Z 
.Ji=l m=l vr""-.1'% m-
.l)1^0 ~ 
A 
9 
- «P ) PÎ'' 
G 
(9,)) 
k 
Z 
Z=1 ^TS 
E 
n 
E 
jn=l 9 .<^"''"(^-1' %_i) 
n 
Xq = 1, 9 = 9 dOA 
In evaluating the worth of a policy in the Bayesian, nonstationary 
Markov decision process we will utilize 
k 
S E 
Z=1 ^TS 
n 
2 9 
m=l H 
Cjm-l,m(^ 
• -, ) a 
m-1 m-.i) 
n 
X„ = i, 9 - 9, 
9 ^ 
By Lemma IV.C.3 this quantity can be evaluated in terms of a nonstationary 
Markov decision process, the transition probabilities and costs from time 
t-1 to t of which are functions of ^ . We therefore will use some 
of the techniques and results of Chapter II to prove the next theorem, 
which is the main result of this chapter. 
Theorem IV.C.l: Consider a Bayesian, nonstationary Markov decision 
process which has a finite state space S = [1, 2, ..., N} and in which 
l8l 
A 
the random variable 0 , the values of which are 6^^), 
determines (in the way stated before) which sequence of generalized 
transition matrices t = 0, 1, 2, ...} and generalized cost 
t t+1 
matrices {g C ' , t = 0, 1, 2, govern each realization of the 
process. For £ = 1, •••, k consider the nonstationary Markov decision 
A 
process _ NMD governed by the value 9 of 9 . Assume that for 
Hj ' 1^ ••my k 
and 
lim a ) = c(i, a ) V igS, V j s 8, V z g A 
t œ *4 ^SL 
(which will occur, for example, if 
lim ) = C (a ) V i G 8, V j e S, V zeA ), 
t œ 4 J I ^  • 
and 
(2) each of the state stationary policies in the stationary Markov 
decision process _ SMD- with transition probabilities 
^SL ^ 
{q Fij(aiz)' V iGs, V je 8, V z e A^^l and costs [g C(i, a^^), 
V i eS, V z G A^^] gives rise to an irreducible Markov chain. 
Also, for A = 1, k let; 
(3) Q 0^(1) denote the expected average cost obtained by employing 
182 
TT in Q NMD , V i e S , 
Jg 
and 
(^) a S = a ^  *(i) = min _ 0 (i) , where TT* is a state station-
ary, expected average cost optimal policy for . BIMD , as 
SL 
guaranteed by Theorem III.D.5* Furthermore, for t > 1 let: 
(5) SMD(kC p) denote the stationary Markov decision process with 
_t-l,t 
transition probabilities (a, V ieS, V je 8, 
_t-l,t 
¥ aeA^) and costs [C (i, a., V isS, ? a eA^] , 
.and 
K-2 (6) (i) denote the expected average cost obtained by 
employing T T  in 8MD(B^_2) , ¥ ieS , 
and 
(7) _) denote the stationary Markov chain generated in 
TTg t-2 
8MD(l^_g) by the state stationary policy Hg from the finite 
set SP of state stationary policies, 
and 
(8) TTn (rff o) denote a state stationary, expected average cost 
t-l,t 
optimal policy for SMD(l^_g) (if such a policy exists). 
Then: 
/ \ * * (a; There exists a finite T such that for t > T there exists 
a bounded function h i), ¥ ieS, and a constant 
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g (l^_2) such that 
'(<-2) * " (^ t-2' i' 
_t-l,t N _t-l,t 
= min [C (i, a, _) + S P (j, BP ) 
aeA. j=l "-J 
* h^(dt_2, j)l V ls8 (4.2a) 
where 
_ (1) 
h" 
min 0 ^  ^ (i) = min 0 ^  ^ (i) V i eS 
TTg e SP "s TT " 
and 
HÏ o N t-l,t TTq . T , 
S 111=1 b 
with ) > 0 VmeS and 
^m^TTg t-cd i 
the unique solution to 
leh 
b b b JH—± O 
Furthermore ; 
(9) Let gTT^g be the time dependent state stationary policy which, 
if the process is in state i at time t-1 , chooses action 
if t-1 < T*-l and chooses the same action that 
Tf* (if ,)) chooses if t-1 > T*-l , ¥ i e s . 
Then : 
/ \ "Jf (b) If the process is in state i at time t-1 > T -1 pre-
_t-l,t 
scribes an action a e which minimizes [C (i, a, 
N t-l,t 
+ E P_ (a, I^_g) h^(Ëg_g, d)} Vies. 
(c) If P 4, (u,: lim lf_p, X (u,)) = l|Q = 9 ) = 1 
B"TS t —> 00 y t-2' "t-l^""' 'Jl' 
V Jl ~ 1, * * ' 3 ^ y 
then 
lijn 2 E 
 ^ i Q , a ) 
t=l ^JL ^ ^ 
n —^ m j2=l B^TS 
* n 
Xg = i, 
A 
0 = 0 ,  
k 
2 9.® 
X=1 Ji 0 
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Proof: We will freely use the notation of Theorem III.D.5 and of 
Theorem III.D.6 in the following. Let SP = [tt,, , • • • ^  rrq } • For 
1 W 
& = 1, ...) k we will denote the stationary Markov chain generated by 
TTç, (for i = 1, w) in ^ SMD_ by _ P and the transition matrix 
Si G* G 9% ng 
1 
of the stationary Markov chain generated by tt„ in _ SMD, , , by 
pt ^ Since by assumption (2) the stationary Markov chain with 
"S. 
transition matrix q P is irreducible for i = 1, ..., W , and since 
by assumption (l): lim „ ~ o ^  for i = 1, W , there 
t —^ 00 i "S . Si "s 
t * ^ -% 1 
exists a finite T such that for t > T the stationary Markov chain 
w i t h  t r a n s i t i o n  m a t r i x  _  i s  i r r e d u c i b l e  f o r  i  =  1 ,  . W  ,  
V ji = 1, ..., k . Hence^ since for any particular value H^_2 of the 
random variable ^ we have that VueS, V jeS 
where 0 < P^ ^'^(0.) <1 V & = 1, k , it follows that for t > T 
CO ® 
pt ^ ) is irreducible for i = 1, W . Hence, for each 
TTrj O-ci 
i 
-x-
t > T we apply Theorem III.D.2 to 8MD(H^_g) to obtain result (a) 
for any particular value Hof rff and hence for if . Next; 
since in result (a) tTq (hÇ „) is a state stationary, expected 
t-l,t 
average cost optimal policy for SMD(rf^_2) , by part (e) of Theorem 
* 
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III.D.2 the action ae it prescribes when in state i minimizes 
t-l,t N _t-l,t 
[C (i, a, + S P (a, h^(l^_g, j)] ¥ ieS . Since 
0=1 
TT takes the same action, result (b) follows. 
•D IS 
ETow, under the assumption in (c), for 4 = 1, k; 
F U: lim , H? , X (»)) = 11 ê = e ) = 1 
B"TS t 000 IL T. cL ^ * 
which implies 
P (m: . lim , if , X ,(u))) = o|Le,) = 1 for m ^  4 , 
B"TS t jr 00 0 ™ 
m = 1, k . (4 .2b) 
Let be that set of values in n for which the above convergence 
CUpQ 
holds. Let be any particular value in and let be the 
U) pQ 
value of corresponding to u)p^ , where u)pQ = (H^_2^^t-l^'"PC^'' " 
A 
Then, under the assumption 0 = , V 4 = 1, ..., k: 
_t''l,t (U^ri ^ -t-_T + 4- ''^Pf . 
lim P.. (a, E^l) = lim Z pj/' (a) pj '(0 , H i) 
t t œ m=l m 0 
= Q P^.Ca) , (^-3) 
and 
t-l,t (U-pri  ^ J. -1 i +_1 + '''Pf 
lim C (i,a,H.^) = lim 2 ^'^(i,a)p; '^(0 , H , i) 
t —4- » t —i- CO m=l m 0 ^ ^ 
= Ç, C(i, a) (^•^) 
Jl 
V  i  e S ,  V  a e A ^ ,  V  j  e S  
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Now, consider the nonstationary Markov decision process with tran­
sition probabilities and costs from time t-1 to t of, respectively, 
__t~l,t U)-ryi _jt~l,t 
(a, V ieS, V j s 8, ¥ a e A . }  a n d  { C  ( i ,  a ,  
V ieS, V a e A ^ }  •  B y  ( 4 . 3 ) ,  ( 4 . 4 ) ,  a n d  a s s u m p t i o n  (2) this nonstation­
ary Markov decision problem satisfies the conditions of Theorem III.D.6. 
Hence, by part (a) of that theorem, there exists a finite T* such that 
t/ ^PC t > T' there exists a bounded function h CH^_2^ i), V i e S, and a 
t ^PC \ 
constant g (H^_2) such that 
min [C 
a e 
t-l,t u)pp N _t-l,t 
(i,a,H/;) + S P 
0=1 
V i e S  , .  ( 4 . 5 )  
where 
lim 
—?" 00 
and 
+ tUpp 
lim h^(H.^, i) = o h(i) 
t —00 jR 
V i eS . (4.6) 
Hence, comparing ( 4.2a) and ( 4 . 5 )  we have by ( 4.2b) and ( 4 . 6 )  that 
there exists a bounded function h^(H^ g, i), V ieS , and constant 
g^(H^_g) in result (a) such that V j0 = 1, ..., k: 
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t 
P * (m: lira g (d* ) = gjo = 0 ) = 1 
B^TS t » t-2 ^ 
and 
P * (u): lim h^(HW i) = h(l)|9 = 0 ) = 1 
b'" TS t ^ 
^ * 
Said another way, we have that if 0 = 0^ and the policy is 
being used, then V 4 = 1, ..., k: 
^ 0 ® almost surely 
and 
h (H^ _, i) —>- Û h(i) almost surely V i eS , t-2 
which implies 
h^(l^_2, i) - i) —> 0 almost surely V ieS 
Q 
Hence, letting dP ( ) be the extension to Q of the probability 
B"TS 
measure induced on Ç1, (for t > O) by TT_o under the assumptions 
u is lo 
A 
0 = 9^ and Xq = i , we have V 4 = 1, ..., k and V i e S : 
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- by Lebesgue's Dominated Convergence Theorem, since ¥ t > 
)1 < X < " and g^( ) —> g g almost surely. 
Consequently, for the finite integer T 
r ? 
t=T * - ^"t-2' A 
l i m  E  *  A  —  1 0  =  0  
n -> 00 B^TS ' 
n 
I 
lim i ; — [ n J 
n > 00 (n - T + l) 
Hence, assuming Xq = i , we have V ieS: 
k j t-T* ^0 
^ n 1 . . 
1L=1 4 8 4 
Moreover, again assuming = i , we have 
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lu. E * X ) - h X )| 
t —>- 00 B TS 
& = G,] 
liin J , X ) - , X )| d P 4 
—^00 ^ 0-^ t t-1 t gTT^g 
n 
< lijn r 2 lh^(HÏ g, j) - Ô)1 d P (tu) 
-  t _^œ  ^  j=l ^-2 B^TS 
= 0 
- by Lebesgue's Dominated Convergence Theorem, since V t > T 
N , , ,, If , 
2 |h (df , j) - h (H^ , j)| is bounded and since S |h (iÇ , j) 
j=l ^ j=l 
-  j ) |  — >  0  a l m o s t  s u r e l y .  
Hence, since h^( ) is bounded, we have V Z = 1, ..., k: 
n 
--t) - "t-i" A ' 
[h*(rfj.2, x^) - xj] ^ 
. 1:. 
lim ^ — ; 
n > CO [n - T ] 
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= 0 
Hence, 
lim E 
* 
2 [h X^) - h \_i)] 
t=T 
n —> Œ b'' T^S 
n 
t-T |0 lim Z E 
n —V 00 ^=1 b' T^S n 
= e 
X 
G ^ 
= 0 (4.8) 
Now, assuming X» = i , we have by Lemma IV.C.2 that for t > 1: 
N 
E 
E 
X, X. , m=0 m' m+1 t-1 
ÏÏ 
X [ S h^W g, j) PL ' .(a^ )] 
_t-l,t TT, 
* 
B"TS 
t-1 jn^m+l g *• iTTn 
= Z ... Z [ n p% X (a"" )] [h^(H% , X,)] 
X^ X^ m=0 m' m+1 ^ ^  t 2 t 
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" VTS ' 
which implies 
_ n , N , t-l,t 
(4.9) 
Moreover, by (a) and (b), we have that for t > T*: 
J=1 t-1 
B"IS  ^, 
] l^ t-i' t-1 -' t-2r 
t-l,t N _t-l,t , 
min {C (X. T, a, d? _) + Z P% .(a, rfj )h^(rfj ,j)} 
aeA^ j=l S-1'^ 
^t-1 
S^(riJ.2) + h^rij.2, Xt_i) - 5 . 
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Hence, by (4-9): 
^b"TS ^t^T* ^ (^-2" %t-l) 
^ (%t-l/ *t-l/ - ° ' 
which implies : 
E* < t=T 
n _t-l,t 
^ (%t-l' *t-l' ^ -2^ 
b'^ ts ' ^ 
=  V î s  -  V î s  ^ ^  
Hence, taking the limit of both sides as n —> œ and using (^•7) 
and (L.8) yields: 
^•-kp^"""'.""''"']--.vt''v 
Consequently, the desired result follows by Lemma IV.C.3* 
Definition IV.C.2: For any policy TT and n > 1 , let 
19k 
Z C*-1'*(X , a ) 
t=l ^ ^ 
n 
%0 = i' ® = ®4 V & = 1, 
V isS , 
' • > k, 
and 
k 
V i eS 
Theorem IV.C.2; Under the conditions and definitions of Theorem 
IV-C-l, i t is true that for any policy TT:  
( a )  l i m  *  ( i )  =  
n  — 0 0  ^  B ^ T S  
n ' y 00 n >' 00 B^tt 
(b) If V 4 = 1, ..., k we define » ^ (i) = lim ^ 0 (i) 
* 
V i e S , then gTr^g is expected average cost optimal for 
8 N]MD ^ V JL — 1^ ' • * ^ k SL 
(c) If V 4 = 1, ..., k we define -0 (i) = lim ^ 0"(i) 
" n -4» . *4 
V i e s ,  a n d  i f  i t  i s  t r u e  t h a t  ¥  i ,  =  1 ,  . . . ,  k  
lim Q 0" * (i) exists V i eS , then -tt™ is expected 
n « *4 b"tS ^ 
19? 
average cost optimal for _ HMD , ¥ = 1, ..., k . 
I . 
Proof: First, we note that by Theorem III.D.5 it is true that for 
any policy rr and ¥ & = 1, k: _ g < lim _ 0^(i) ^ V i e 8 
i n —> 00 
Also, by Theorem IV-C-l we have 
lim ^ e fn* - Z gg P^^(e_j) , 
n  — 0 0  B ^ T S  n  0 0  X = 1  J i  b"tS 0 &=1 4 G 
¥ i eS . 
(a): For any policy rr: 
< Z lim @ 0^(i) P^^(e J 
^=X n —^ <0 Z 9 
< lim Z g 0P(i) 
Ï1 —^ 00 j2,=1 i 0 
ai» 5 lim , 
n —^ 00 n —> TO 
¥ i eS 
(b): First , 
2 e 0 (1) = z là e 0V 
jg=l Jl B^TS 0 ^ 4=1 n —^ 00 Ji b"tS 0 ^ 
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< Im S 0" (i) ) = Z g P^^(0 ), V ieS, 
n  — C O  j ^ = l  i  b"tS 0 4=1 & Q * 
which implies; 
k 
Z: < 0, V i e s  . (4.10) 
j6=l ~ji B^TS 0 ^ 
Now, since 0 < P°'^(0^) <1 V 4 = 1, ..., k, (4.10) implies 
e 0 _* (i) = Q g = min q 0_(i) V i e S, ¥ 4 = 1, ..., 
4 B^TS IT 4 
since if it were true that . 0 * (i*)<a g for some value 
4* B^TS 4* 
i of i and some value H of i , this would be a contra­
diction to the fact that 
e 0 _* (i) = ii£ e 0% (i) ^  8 8 V is 8, V 4 = l,...,k. 
4 b"tS n —^ 00 ^4 B^TS 4 
"X" 
Hence, gTfrpg is expected average cost optimal for q HMD , 
for 4 = 1, * * * y k • 
If V 4 = 1, k lim Q 0 * (i) exists ¥ igS , 
n —• » 4 b'^TS 
then 
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k 
= z 
£=1 n 00 "jè b'^ts 
= Z g P°'\G ) V leS , 
i=l JL Q  ^
which implies 
k n 1 
2  [ g  0  ( i )  -  g  g ]  P % '  ( 9 , )  =  0  V  i e S ,  
11=1 B^TS *4 e 4 
which implies the result by the same reasoning as in part (b). 
It should be noted that we are unable to prove that gTT,pg is 
expected average cost optimal when q 0 (i) is defined by taking lim 
£ " n —> < 
without assuming that q 0" »(i) exists V i ê 8, V & = 1, ...,k. 
" b"ts 
Lastly, the assumption made in Theorem IV.C.l concerning posterior 
convergence - that is. 
Vîs'"'' t Ï a:-:' - Gj) = : 
V a ~ * * * y ^ 
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can be expected to boia, since similar properties hold in the stationary-
Markov decision process. For discussion of sufficient conditions for 
when this convergence holds in the stationary Markov decision process, 
see El-Sabbagh (1973)' 
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