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Abstract 
In the thesis, the implications of combining collaboration with automation for remix crea-
tion are analyzed. We first present a sensor-enhanced Automatic Video Remixing Sys-
tem (AVRS), which intelligently processes mobile videos in combination with mobile de-
vice sensor information. The sensor-enhanced AVRS system involves certain architec-
tural choices, which meet the key system requirements (leverage user generated content, 
use sensor information, reduce end user burden), and user experience requirements. 
Architecture adaptations are required to improve certain key performance parameters. 
In addition, certain operating parameters need to be constrained, for real world deploy-
ment feasibility. Subsequently, sensor-less cloud based AVRS and low footprint sensor-
less AVRS approaches are presented. The three approaches exemplify the importance 
of operating parameter tradeoffs for system design. The approaches cover a wide spec-
trum, ranging from a multimodal multi-user client-server system (sensor-enhanced 
AVRS) to a mobile application which can automatically generate a multi-camera remix 
experience from a single video. Next, we present the findings from the four user studies 
involving 77 users related to automatic mobile video remixing. The goal was to validate 
selected system design goals, provide insights for additional features and identify the 
challenges and bottlenecks. Topics studied include the role of automation, the value of 
a video remix as an event memorabilia, the requirements for different types of events 
and the perceived user value from creating multi-camera remix from a single video. Sys-
tem design implications derived from the user studies are presented. Subsequently, sport 
summarization, which is a specific form of remix creation is analyzed. In particular, the 
role of content capture method is analyzed with two complementary approaches. The 
first approach performs saliency detection in casually captured mobile videos; in contrast, 
the second one creates multi-camera summaries from role based captured content. Fur-
thermore, a method for interactive customization of summary is presented. Next, the 
discussion is extended to include the role of users’ situational context and the consumed 
content in facilitating collaborative watching experience. Mobile based collaborative 
watching architectures are described, which facilitate a common shared context between 
the participants. The concept of movable multimedia is introduced to highlight the multi-
device environment of current day users. The thesis presents results which have been 
derived from end-to-end system prototypes tested in real world conditions and corrobo-
rated with extensive user impact evaluation. 
.   
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1 Introduction 
We have all been to events, where we have ourselves recorded videos and have seen 
other people do the same with their mobile devices. It is usually the case that not every 
person is in a good position to record videos. The recorded content is diverse in terms 
of the recording position, the direction of recording and the media quality. The recorder 
who is close to the stage may record a better close-up view of the performers while the 
recorder who is far behind could find it difficult to do the same, but may have a good wide 
angle view of the event. Similarly, some people may be recording with a steady hand 
while some others may be jumping to the music beats while recording. Furthermore, 
there can be diversity in terms of the recording direction depending on their own subjec-
tive interests. While one person may be recording the performers on the stage, the other 
may be recording the crowd. Thus, the same event is captured with varied viewpoints. 
However, this content often remains unused on each recorders’ device.  
The opportunity loss arising with the sub-optimal or disuse of the recorded content 
is twofold. Firstly, the recorded content often remains unused at an individual level. The 
raw content which often needs some post-processing (trimming, stabilization, etc.) to 
make it more usable, is rarely performed. This can be attributed to the users’ inability in 
using the right tools or paucity of time. Secondly, the recorded content from all the user 
can be utilized together for creating a superior representation of the event than content 
from a single user. Thus, it can be seen that collaboration can add value with the syner-
gies provided by the content recorded by multiple persons. However, the challenge in 
leveraging the synergies is due to the lack of quality assurance (in terms of objective as 
well as subjective quality parameters) of the individual videos and redundancy in the 
captured content. A manual approach to find the best parts of the clip in terms of viewing 
value as well as objective media quality is too laborious and complicated for a large 
demography. Consequently, creating manual edits with multi-angle views is a niche ac-
tivity. 
Automation provides the possibility of leveraging the synergies in the content rec-
orded by the multiple persons in an event, with negligible manual effort. Today’s mobile 
devices can record high quality videos. In addition, they have multiple sensors 
(accelerometer, magnetic compass, gyroscope, GPS, etc.). These sensors provide 
additional situational context information about the recorded content. The situational 
context information may consist of camera motion (e.g., camera tilting and panning) 
[21][24] and the type of event [22][25][72][76]. The high quality user recorded videos and 
sensor data recorded by multiple users in an event; provides an opportunity to create a 
rich relive experience. Realizing the adage,"The whole is greater than the sum of its 
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parts" (Aristotle). Automation in combining this content can significantly lower the 
threshold for involving a large demography in extracting more value from their recorded 
content. 
The advances in capability of camera enabled devices and high speed Internet have 
given a fillip to user generated content creation, where the social media portals (like 
OneDrive [82], Dropbox [35] and YouTube [52]) and social networking services (like Fa-
cebook [42], and Twitter [129]) form the hubs and spokes of the social media ecosystem. 
The increase in the size as well as the resolution of the display of mobile devices, have 
pushed the popularity of mobile based content consumption of social media overtake the 
hitherto leader, the personal computer [84]. The popularity of Internet driven content con-
sumption has meant that it is no longer limited to user generated content. There has 
been a plethora of services offering Internet driven professional content, providing mov-
ies, sports, TV broadcast content and even Internet-only professional content.  
Tools with rich audio visual presence like Skype based video calls, Face Time and others 
have become commonplace in consumer domain. There is a drive towards fusing social 
media activities with Internet driven content consumption, even in news and broadcast 
content. For example, Twitter and other social network feeds are a channel for providing 
a barometer of reactions from the audience at large, even as a live telecast of an event 
is in progress. In spite of these advances in Internet driven services, the paradigm of 
watching content together is still in its early days. Collaborative watching of content with 
people of interest has the potential to enhance the content consumption experience. 
1.1 Scope and objective of thesis 
The scope of this thesis is to analyze the systems aspect of automatic co-creation of 
multi-camera edits from mobile videos and mobile based collaborative watching of con-
tent. Thus, novel systems and their implications for content creation and consumption 
will be discussed, with more emphasis on the former. Figure 1 illustrates a simplified 
framework for automatic co-creation and collaborative watching systems. The thesis co-
vers the end to end aspects of the proposed systems, represented as four steps consist-
ing of capture, transport, create and consume, for simplicity. The analysis will be from 
the perspective of implications of system design choices on the various performance 
parameters as well as the impact on the user experience. This involves comparison be-
tween different architectural approaches, in terms of parameters such as number of us-
ers required, computational resource requirements and multimedia ecosystem support. 
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Figure 1. Automatic Co-Creation and Collaborative Watching Systems 
While the automatic co-creation system provides value by delivering video remixes and 
video summaries of events, the collaborative watching system provides virtual co-watch-
ing experience as the value to the user. However, what both of these two systems have 
in common is the use of video content and the use of (recording or consuming users’) 
situation context to generate the respective deliverables. The situational context required 
by both systems are however different.  For example, information, such as event type, 
recording users’ camera motion and their intended subject of interest, is relevant for au-
tomatic co-creation. In case of collaborative watching, collaborating users’ instantaneous 
reactions (expressed with facial and body language) and, interactions with other partici-
pants are the key information to create a common shared context between users. The 
handling of collaborative content creation and watching in specific situation are done 
separately in this thesis, even though, for some type of implementations, interworking 
between them is possible.  
The source content for the automatic co-creation research is recorded by amateur users 
in a casual manner with their mobile devices, unless specified differently. For example, 
sport content summarization includes approaches for casually recorded mobile videos 
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as well as role based capture from mobile devices and professional cameras. The col-
laborative watching is primarily focused on mobile based collaborative watching. Due to 
the mobile device centered research, the network connectivity in this thesis is wireless. 
In the description and presentation of the research and results, the focus of the thesis is 
to develop the end to end system as a whole, the description and analysis of individual 
semantic analysis algorithms is not the focus of the thesis, hence it will mainly be refer-
enced. Selected algorithms will be presented to clearly establish the link between sys-
temic change and performance improvement. The thesis also explores user experience 
impact and presents findings, in order to validate selected system design goals. Further-
more, the user experience impact studies provide insights into the need for additional 
features as well as the challenges and bottlenecks experienced by the key stakeholders 
of the system. The analysis of user experience impact emphasize the practical impact 
rather than theoretical models, which will only be referenced where applicable. 
The thesis presents the impact of architectural choices while designing end to end sys-
tems for automatic video remixing, summarization and collaborative watching. The dif-
ferent architectural approaches improve particular performance parameters for certain 
operating scenarios while reducing the compromise on other parameters.  
The research approach is both top-down and bottom-up, depending on the research 
question to be answered. Figure 2 gives an overview of the research flow in the thesis. 
Iterated versions of the parts of the sensor enhanced remixing system in section 3.2 
described in publication [P1] is used as the basis system to perform the user impact 
studies in publications [P3], [P4] and [P5]. The lessons learnt from these studies and key 
stakeholder requirements were used as the input for the research work in publications 
[P2], [P6] and [P7]. For the collaborative watching systems, publication [P10] explored 
concepts for aiding multi-device concepts. The top down implementation is explored for 
user experience impact in publication [P9], and presented in a consolidated manner in 
publication [P8]. 
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Figure 2. Research flow in the Publications and the thesis 
1.2 Outline of thesis 
The thesis is organized as follows. Chapter 2 introduces terms and concepts which are 
important for understanding the subsequent discussions in the thesis. Chapter 3 pre-
sents novel architectures for automatic video remixing systems. System architecture for 
sensor-enhanced remixing, sensor-less remixing and low footprint remixing are pre-
sented. The different architectures exemplify the need for system adaptation to comply 
with operating parameter constrains for real world deployment feasibility. Chapter 4 dis-
cusses the user experience impact of automatic collaborative video remix creation. The 
motivations, methods and key findings from the user studies are presented. Four user 
studies, covering the role of automation in remixing, the use of automatic remixes as a 
memorabilia, the event specific requirements and the multi-camera remix creation from 
a single video, are presented. Chapter 5 presents summarization approaches for sports 
events with two different capture techniques. The first approach is the unconstrained 
capture of mobile videos by amateur users. The second approach is a novel role based 
capture technique which uses a mix of professional cameras and mobile devices to cap-
ture content. The chapter presents the saliency detection technique for basketball sport 
events using both the approaches. Subsequently, a tunable multi-camera summary cre-
ation approach which leverages the earlier user experience findings is presented. Chap-
ter 6 presents the concept, realization and user experience requirements of mobile based 
collaborative watching systems. Furthermore, the chapter presents the concept of mov-
able multimedia sessions, its benefits and the current state of support. 
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1.3 Publications and author’s contribution 
The research work presented in this dissertation consists of 10 publications [P1-P10], all 
of which are done in a team environment, thus more than one person contributed to the 
work. The main contributing person is identified as the first author of these publications. 
For publications where the author is not the first author, the author’s contribution has 
been essential as detailed in the sequel. 
Publication [P1] presents the different approaches for realizing the automatic mobile 
video remixing systems. The author is the main contributor of the paper. He is the co-
inventor of the sensor-enhanced automatic video remixing, cloud based remixing and 
low footprint remixing approaches. The author contributed with the main ideas behind 
the work, supervised the implementation of the end to end systems and did most of the 
writing for the paper. 
A method for automatic creation of multi-camera remix experience from a single 
video is presented in Publication [P2]. The author is again the main contributor to the 
publication and wrote most of the paper. He is the co-inventor of the main idea in the 
paper. He also supervised the implementation of the prototype system. He planned, de-
signed and implemented the user study.  
Publication [P3] presents the user study investigating the role of automation in video 
remixing. The author contributed to the technical aspects of the trial and in delivering the 
automatic video remixes for the user study. He also contributed to the writing of the paper. 
Publication [P4] is to understand the utility of automatic video remixes as a memo-
rabilia. The author contributed to the planning, design and implementation of the user 
study. The author also contributed to the technical aspects of the trial and delivering the 
automatic video remixes as well as one of the manual remixes for the user study. He 
contributed to conducting the data collection trial and writing of the paper. 
Requirements imposed by different types of events for automatic remixing systems 
is analyzed in Publication [P5]. The Author contributed to the planning, design and im-
plementation of the user study. The Author was responsible for delivering the automatic 
remixes for the user study. He also contributed to the writing of the paper. 
Publication [P6] presents a saliency detection method for basketball game videos 
recorded by end users without any constraints. The author supervised the work and the 
research path during the research project; and he contributed also to the paper writing. 
The author also contributed to the planning and execution of the data collection for this 
research. 
Role based capture for basketball sport saliency detection and user defined sum-
mary duration is presented in Publication [P7]. The author is the main contributor and a 
co-inventor for the idea behind the role based capture technique used in the paper. He 
is also a co-inventor of the motion based saliency detection method used in this paper. 
He supervised the implementation of the prototype system and did most of the writing 
for this paper. 
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Publication [P8] presents mobile based collaborative watching systems approaches 
and user experience needs. The Author is the main author of the paper. He contributed 
by providing the main ideas behind the system design and supervising the implementa-
tion. He wrote most of the paper. 
Consumer study of collaborative watching with mobile devices is presented in Pub-
lication [P9]. The Author is the main author of the paper. He contributed by planning, 
designing and implementing the user study. He wrote most of the paper. 
Publication [P10] is regarding the movable multimedia sessions. The Author is the 
main author of this paper. He contributed by proposing majority of the ideas behind the 
paper and wrote most of the paper. 
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2 Video Creation and Consumption 
This chapter establishes the background terms and concepts, as used in the thesis. The 
introduced topics are related to automatic creation of mobile video remixes, social media 
and collaborative content consumption. 
2.1 Video remixing concepts 
A video remix is typically a video clip, and is used in this thesis as “a variant of the origi-
nally captured one or more video clips, from one or more cameras, by one or more users”. 
The originally captured content is also referred to as source videos. A remix may consist 
of only multimedia rendering metadata with references to the source videos, as dis-
cussed in section 3.4. We will introduce the various approaches for creating a video 
remix.  
 Remixing approaches 
Manual Remix 
The most common method of creating content to suite a specific purpose, consists of 
editing done by a human for the originally captured video clips using manual video editing 
tools. This approach gives full creative freedom and control to the editor. The biggest 
drawback of this approach is that it is laborious and time consuming [P3]. A manual 
approach becomes untenable with increase in the number of source videos from multiple 
cameras. 
Automatic Remix 
An automatic remix is generated with the aid of information derived by semantic analysis 
of the source videos to understand the content. Some examples of this approach are 
[5][7][111][126].Typically, the derived semantic information is used in combination with 
heuristics or cinematic rules, to mimic a real director. There have been works which fur-
ther model the editing rules with camera switching regime trained using professionally 
edited concert videos [105]. Thus, automatic approach is best suited for users who want 
to create value added content from user generated content with minimal effort. Automa-
tion enables leveraging a large amount of source video content from multiple users. The 
opportunities and challenges associated with this approach will be discussed in more 
detail, in chapters 3, 4 and 5 of the thesis. 
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 Semi-Automatic Remix 
As the name suggests, semi-automatic approach uses both manual work and automa-
tion for producing a video remix. This approach replaces parts of the manual editing work 
with automation but at the same time includes human input in the work flow for the other 
tasks. This approach can be used to design a remix creation work flow which addresses 
the challenges of heavy user effort and lack of creative freedom (in manual and auto-
matic approaches). Involvement of the user in fine tuning the remixes have shown im-
proved user acceptance [P2].  
 Multimedia analysis techniques 
Content analysis 
This approach involves using the recorded audio and video content from the source 
video clips to derive semantic information from the content. This is the most dominant 
method for extracting semantic information from audio-visual content. This method pro-
vides greater flexibility in defining a concept to be detected, compared to the other meth-
ods. Concepts that contain motion as well as without any movements can be detected 
with this method. Due to the large amount of data, especially the visual content, this 
method is computationally demanding. The work in [69] surveys articles on content-
based multimedia information retrieval. Survey of visual content based video indexing is 
presented in [57] whereas [10] surveys content analysis based methods for automatic 
video classification. An example of audio content based music tempo estimation can be 
seen in [41]. 
Sensor analysis 
Sensor data based semantic analysis has gained increased interest in the last years. 
This has been driven by the availability of in-built sensors such as accelerometer, mag-
netic compass, gyroscope, positioning sensor. The sensors provide motion and position 
information in a compact form. For example, to understand camera movement infor-
mation, analysis of a full HD video at 30 fps would require the analysis of 62 million pixels 
per second. On the other hand, with magnetic compass, 10 samples per second need to 
be analyzed [21] [24]. In [25], sensor data is analyzed to generate semantic information 
to assist in mobile video remixing. Each sensor captures only a specific abstraction of 
the scene, hence there is less flexibility in defining a concept of detection.     
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Multimodal Analysis 
Data belonging to different modalities capture and represent information from the rec-
orded scene differently. This diversity afforded by analyzing data from multiple modalities 
(e.g., audio, video, magnetic compass, accelerometer, etc.) is a useful tool to improve 
the robustness of content understanding. Combining analysis information from multiple 
modalities has demonstrated improvement in accuracy of content indexing, according to 
[16].  A multi-user multimodal approach for audio-visual content captured by users with 
their mobile devices in an unconstrained manner is used to determine the sport type 
automatically [22]. The multimodal approach in [24] uses sensor data in combination with 
audio content for determination of semantic information from videos recorded with mobile 
devices.  
Multi-User or Single-User 
Source videos for generating a remix can be from one or more cameras. Single camera 
source content is inherently non-overlapping whereas multi-camera source content can 
have temporal overlaps. This provides an opportunity in the form of diversity of source 
content, which can be exploited for semantic analysis. The challenge with using such 
content is the additional complexity for time alignment of such source videos. This has 
been solved using various techniques, for example, by using the camera flashes in [125] 
and audio based time alignment in [64][94][95][124]. Determination of direction of interest 
in an event in [23] and robust sport type classification in [22] utilize data from multiple 
users to determine semantic information which may not be meaningful or sufficiently ro-
bust if analyzed for a single user’s data. Thus, multi-user analysis provides an advantage 
in terms of robustness facilitated by multiple sources at the cost of increase in computa-
tional resource requirements. This has an impact on the type of analysis which can be 
performed in resource constrained conditions, such as a mobile device. Detailed analysis 
about multi-user and multimodal analysis of mobile device videos is presented in [20]. 
2.2 Social media 
Widespread use of mobile devices with high quality audio-visual content capture capa-
bility has led to an increase in UGC. Reliable and high speed Internet connectivity has 
enabled sharing and consumption of UGC at a massive scale. As discussed earlier, the 
social media portals (SMPs) and social networking services (SNSs) are the hubs and 
spokes of the ecosystem for users to share, consume and collaborate UGC. Some well-
known examples of SMPs are YouTube, Facebook, OneDrive; among many more. The 
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SMPs not only provide the means for users to consume content directly from dedicated 
applications (both mobile based and PC based) or webpages, they also provide APIs for 
other applications and services to view and upload content. In this section we will discuss 
the concept of “events“, as applicable in the thesis. This is followed by a brief introduction 
to some terms related to social media creation and consumption. 
 Event 
An “event” is defined as a social occasion or activity. Events can be of different types. A 
typical event can be defined as something that happens in a single place or area, during 
a specific interval of time, typically ranging from few hours (e.g., a rock concert or a 
football match) to multiple days (a festival i.e. Roskilde in Denmark) [72]. This definition 
makes some events difficult to describe, e.g. New Year celebrations that take place al-
most all over the world, but nearly simultaneously. The focus of the thesis will be primarily 
on music dominated events such as concerts, parties, social celebrations and sport 
events. 
 User generated content 
User generated content in the context of this thesis refers to videos recorded by users 
with their mobile devices. The mobile devices are assumed to be hand held and the user 
is assumed to be recording without any specific constrains (unless specified otherwise). 
In this thesis, we will be mainly dealing with mobile videos recorded in an unconstrained 
environment. This introduces, both intentional and unintentional motion in the recorded 
content, further complicating content analysis. From the perspective of objective media 
quality, the video segment during the panning is likely to be stable or blurry, depending 
on the speed of panning [23]. This is in contrast with constrained recording where the 
camera may be mounted on a fixed or swiveling tripod. The work in [53] describes the 
characteristics of UGC being unstructured, more diverse and also unedited. 
 Crowd sourcing  
A large number of users attending an event, if they collaborate to co-create a video remix 
with their recorded content, such a method is referred to as crowdsourced video remix 
creation. Crowdsourcing, a modern business term coined in 2006, is defined by [81] as 
the process of obtaining needed services, ideas, or content by soliciting contributions 
from a large group of people, especially an online community, rather than from employ-
ees or suppliers. The content recorded by the collaborating crowd is the user generated 
content and their contribution is crowdsourced contribution. Crowd sourced contribution 
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may be spread out over a time period. Consequently, the source videos will be available 
incrementally. 
If the actual process of generating a remix or summary is automatic, after receiving the 
source videos with crowdsourced contribution, the process is referred to as automatic 
co-creation or automatic remixing. 
 Value added content 
Content captured during an event is seldom perfectly matching the intended use. The 
value addition occurs by modifying the raw content for the intended end use. In its sim-
plest form, for videos, it can be trimming i.e. removing unnecessary temporal segments 
after manual perusing of the video. Such value added content can take on many different 
forms. The focus in the thesis will be on creating multi-camera video remixes and video 
summaries using raw videos captured with one or more cameras (see Figure 3).  
 In case of single camera content, since content is linear, the key challenge is deter-
mination of salient segments for summarization. Consequently, the value added con-
tent can take the form of a short summary which includes the best parts of an event 
[85]. A summary can either be a temporal summary consisting of the selected time 
segments or a spatiotemporal summary consisting of different spatial regions corre-
sponding to the selected time segments. In case of multi-camera summaries, a sali-
ent event may be rendered using one or more (sequential or overlapping) camera 
views. A multi-camera summary, can show the salient temporal segments from dif-
ferent viewpoints to give a better grasp of the event. For example, scoring attempts 
or successful scores in a sport game with different zoom levels or perspectives. In 
Figure 3B, Si represents salient segments which can be rendered with one or more 
viewing angles (Vi). Sport summarization techniques are discussed in more detail in 
chapter 4. 
 A multi-camera remix usually follows a linear timeline (depending on the type of con-
tent), and may consist of one or more views from different cameras, to give a multi-
angle continuous viewing experience of an event. For example, a multi-camera music 
video of a song performed in a concert is an example of such a remix video. In case 
of multi-camera video remix creation, determination of appropriate switching instance, 
switching interval and view selection are the key challenges [79][111][126]. In Figure 
3A, Ci represents the video clips recorded by different users; Vi and Ai represent the 
video and audio components selected from the different video clips to generate a 
video remix. 
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Figure 3. Multi-camera video remixing (A) and summarization (B) 
2.3 Collaborative Watching 
This refers to the idea of users situated in different locations, watch content mediated 
with such a system that creates a feeling of watching together. The feeling of watching 
together is created by leveraging rich interaction and presence sharing tools, which help 
in creating a common context. Collaborative watching is also referred to as co-watching, 
in the thesis. Co-watching systems are of mainly three types. The first type is optimized 
for living room scenarios [8][46]. Some other systems addressed the mobility aspect of 
collaborative consumption [116]. In the thesis, we will focus on mobile based collabora-
tive watching aspect, which will be discussed in chapter 6. With the advent of mobile 
based VR [114], VR based system indicate a future of collaborative content consumption 
with high immersion.  
2.4 System design concepts 
Operating environment and infrastructure based constraints informs the choices while 
choosing the appropriate architecture configuration for a particular application. CAFCR 
(Customer objectives, Application, Functional, Conceptual and Realization) framework 
is an example of a process for system architecting [87]. The framework is an iterative 
process, which is repeated with the help of modeling, simulations and prototyping. The 
process ensures clear linkages between key user requirements and the resultant system 
implementation (see Figure 4). The CAFCR framework operates as a cyclic process, 
from left to right with motivations and requirements as the driver, and from right to left 
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takes into account constraints and capabilities. There are other methods described in 
literature [75] and [102]. CAFCR is used as an example to illustrate the process. The 
CAFCR model is introduced (although not used in the thesis) to provide a system design 
perspective. 
In the thesis, research goals, user experience requirements and piloting scenario con-
straints formed the “what” aspect of system design. The research goals, technical ena-
blers, and real world operating constraints derived from piloting scenarios and piloting 
formed the “how” aspect of system design. As can be seen in the subsequent chapters, 
real world operating parameters and user experience requirements have a direct impact 
on the system design and operation. 
 
Figure 4. CAFCR framework (A), implementation method (B). Adopted from [87] 
The impact of real world operating parameters may result in moving a particular func-
tionality from the server-side to the client-side if the network latency or bandwidth is the 
bottleneck. In contrast, a constraint on computational resources or battery usage, may 
require moving certain media processing task to the server-side. We will discuss three 
types of systems, which broadly cover the range of options available while designing 
client-server systems. A tripartite pattern has been observed as part of research proto-
typing of end to end systems in the thesis. It should be noted, that each of these types 
share a few elements with the other type(s). The purpose of introducing these types is 
to assist in making design choices of different functionalities rather than for classification.   
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 Client centric systems 
This approach emphasizes the use of client side resources as much as possible. This 
approach is well suited for environments where network connectivity is unavailable, un-
reliable or too costly. The deployment cost of such systems is much less compared to 
the former approach, since there is no need for server side infrastructure development 
and maintenance. This is a popular approach in the mobile application ecosystem [6][51], 
since it offloads the cost of operation to the user’s device. The drawback of this approach 
is that the application functionality is limited by the client device computational resource 
availability (memory, CPU, battery, etc.).  
 Server centric systems 
With this approach, the goal is to transfer resource intensive functionality to the server 
side with the goal of making the client side resource requirements as low as feasible. 
This approach is also referred to as thin client approach. A VT100 terminal is a typical, 
but an extreme example of this approach. The client is expected to support only the 
functionality necessary to enable user input and output interaction with the system. The 
biggest advantage of this approach is low resource footprint in the client device. Depend-
ing on the application, the latency and bandwidth requirements may vary, but network 
connectivity is an essential requirement. Another requirement is operational mainte-
nance of cloud infrastructure to host the server-side functionality, which may result in 
additional costs. 
 Hybrid systems 
As the name suggests, the approach here is to leverage both the server and the client 
resources to implement the necessary functionality. With increasing use of cloud based 
infrastructure, resource availability in mobile devices (CPU, display resolution, memory, 
battery, etc.) and Internet connectivity, this approach is more feasible than ever before. 
The drawback of this approach is increased complexity and cost of such a system.  
 Limitations 
The constraints which drive the choice of the system architecture is informed by the use 
case and the operating environment parameters. Some key limitations are presented 
which are often encountered while designing mobile centric multimedia applications and 
services. In Table 1, the first column represents the limiting parameter and its criticality 
for the three client-server models described above.  
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TABLE 1. Parameter constraints for different systems 
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3 Automatic Mobile Video Remixing Systems 
In this chapter, we describe an automated system which leverages the high quality con-
tent capture from multiple users in combination with sensor data. This approach has the 
following key benefits. Firstly, it reduces the effort in creating value added content such 
as video remixes with their own content or that from multiple users. Secondly, the use of 
in-built sensors in mobile devices can help produce a high quality remix with a higher 
efficiency in terms of computational resource usage. This chapter covers content from 
publications [P1] and [P2].  
The next section discusses the prior work related to the publication [P1]. After the related 
work, we present the sensor enhanced automatic video remixing system (SE-AVRS) and 
the corresponding system requirements. Subsequently, the sensor-less AVRS (SL-
AVRS) adaptations which are optimized for different operating scenarios and key perfor-
mance parameters are described. Furthermore, the implications of system design 
choices in terms of benefits and compromises for the sensor-enhanced as well as sen-
sor-less AVRS systems are discussed, to conclude the chapter. The user experience 
aspects of the sensor-enhanced and sensor-less AVRS systems will be discussed in 
Chapter 4. 
3.1 Related work 
In this section we present related work in the area of automatic video remixing, which 
uses user generated content. In [126], the proposed system utilizes audio-visual content 
analysis in combination with pre-defined criteria as a measure for interestingness for 
generating the mash-up. This approach does not leverage the sensor information to de-
termine semantic information. The system proposed in [111] utilizes video quality, tilt of 
the camera, diversity of views and learning from professional edits. In comparison, our 
system utilizes multimodal analysis involving sensor and content data where higher level 
semantic information is used in combination with cinematic rules to drive the switching 
instance and view selection. The work [7] presents a collaborative sensor and content 
based approach for detecting interesting events from an occasion like a birthday party. 
The system consists of grouping related content, followed by determining which view 
might be interesting and finally the interesting segment of that view. Our approach takes 
the sensor analysis as well as content analysis into account to generate semantically 
more significant information from the recorded sensor data (region of interest) as well as 
video data (audio quality, audio rhythm, etc.). The approach in [5] uses the concept of 
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focus of multiple users to determine the value of a particular part of the event. The focus 
is determined by estimating camera pose of the devices using content analysis. This 
approach also utilizes cinematic rules as well as the 180-degree rule for content editing. 
Compared to this approach, ours is significantly less computationally intensive, since we 
utilize audio-based alignment of content and also sensor-based semantic information. A 
narrative description based approach for generating video edits is presented in [137]. 
This approach utilizes end user programming for generating remixes corresponding to 
different scenarios. 
Most of the previous research delves on the aspect of using different approaches using 
audio-visual data and sensor data. We will address issues related to the effect of archi-
tectural choices on performance parameters for certain operating scenarios. The under-
lying goal of this research is to achieve systems which improve the chosen performance 
parameter while minimizing the adverse impact on other parameters. 
3.2 Sensor-enhanced Automatic Video Remixing System 
 End-to-End system overview 
The sensor-enhanced AVRS has been implemented as a client-server system, with 
HTTP [43] based APIs with JSON [61] based information exchange, to enable user in-
teraction with the system, either using a mobile application or a web browser (Figure 5).  
 
Figure 5. Sensor-enhanced AVRS E2E overview 
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The sensor-enhanced AVRS (SE-AVRS) functioning can be broadly divided into four 
main steps.  
The first step consists of capturing media and associated time-aligned sensor information 
from the user’s recording device, which includes data from magnetic compass, accel-
erometer, GPS, etc. The sensor data provide motion and location information of the re-
cording device. The sensor data is encrypted and stored in the same file container as 
the video file. 
The second step involves having an Internet based service set up which facilitates col-
laboration between multiple users attending an event, to effectively co-create a video 
remix. A logical hub or a nodal point for this collaboration and source media contribution 
is the virtual “event”. This event placeholder is created in the system by one of the par-
ticipants of the event itself or the organizers of the event. Based on the user’s selection, 
media items (along with the associated sensor data) are uploaded to the server. In order 
to ensure robustness over an unreliable network, upload with small chunks of data over 
HTTP is used. 
The third step starts with processing of all the contributed source media, which consists 
of sensor data in addition to the audio-visual data. This is performed to extract semantic 
information and determine the objective media quality of the received media from multi-
ple users. The sensor data from heterogeneous devices is normalized to a common 
baseline and utilize vendor specific sensor data quality parameters to filter data. The SE-
AVRS is expected to use crowd contributed UGC as source media, all of which is not 
received at the same time. This necessitates support for iterative and incremental remix 
creation. Successive remixes can include portions from the newly contributed content if 
they offer new and better views compared to the previous version of remix. The method 
in [80] proposes a criteria based sampling approach for identifying the right time for hav-
ing a remix which is meaningful for end user consumption. 
The fourth and the final step involves storing the video remix as a video file. The remix 
video file also includes metadata to acknowledge the contributing users for transparency 
and due accreditation. The user attribution is done by overlaying the contributing user’s 
information when her contributed source segment is rendered. 
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Figure 6. Sensor-enhanced AVRS functional overview. 
The functional steps and the resultant operating requirements are shown are in Figure 
6. In the next section, we will discuss the details of video remix creation methodology. 
 Video remixing methodology 
 
Figure 7.  Sensor and content analysis methods (A) and their comparison (B), Adopted 
from publication [P1], Figure 2 
The SE-AVRS analysis process consists of four main steps, bad content removal, crowd-
sourced media analysis, content understanding, and master switching logic. The use of 
sensor data, in addition to the traditional content analysis only approach, provides sig-
nificant advantages. Figure 7A presents in brief the sensor and content analysis methods 
utilized in this system. Figure 7B indicates high efficiency for contextual understanding 
can be achieved by using sensor data, whereas better contextual understanding can be 
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obtained by combining sensor and content analysis [21][22][23][24]. Thus, sensors can 
play a significant role in improving efficiency as well as expanding the envelope of se-
mantic understanding. We will next discuss the remixing steps. 
Bad content removal, primarily involves removing content segments with poor objective 
quality. Sensor-based methods (using accelerometer and magnetic compass data) can 
be applied on each video file to remove shaky or blurred video segments, segments 
recorded with incorrect orientation (portrait versus landscape), and also those which may 
be recording irrelevant parts, such as feet. Dark segments are removed with content 
analysis [29]. Compared to the traditional content-analysis only approach, use of content 
analysis and motion sensor data analysis is more efficient [21]. 
Crowd-sourced media analysis, consists of analyzing source media and the correspond-
ing sensor data contribution by multiple users in the event. The information, which may 
be insignificant for one user, when combined with the same information from multiple 
users in the same event, can provide valuable semantic information about the salient 
features of the event. For example, using magnetic compass data from all the contrib-
uting users, we can determine the significant direction of interest (e.g., a stage) in the 
event. Simultaneous pannings/tiltings can indicate occurrence of an interesting event 
[23][24]. Some methods to understand the semantic information and event type with the 
help of multimodal analysis have been described in [21][22][23][25]. Precise time align-
ment of all the contributed videos is done by analyzing the source media audio content 
envelope [94][95]. This is an essential requirement for seamless recombination of differ-
ent source videos. The power of the crowd and the sensor information add significant 
value without requiring heavy computational requirements. 
Content understanding, starts with determining the characteristics of the source media. 
Sensor data corresponding to each source media item can efficiently provide orientation 
(w.r.t. the magnetic North as well as the horizontal plane), fast or slow panning/tilting 
information about the recorded content [24][79]. Other information consists of beat, 
tempo, downbeat information in case of music [37][41][98][99], face information from vid-
eos [58], which is determined with content analysis. This data is used to find the appro-
priate instance for changing a view, and for selection of the appropriate view segment 
from the multiple available views. 
Master switching logic, embodies the use of all the information generated in the previous 
steps in combination with cinematic rules to create a multi-camera video remix. The mas-
ter switching logic determines the appropriate switching times of views for a multi-camera 
experience, and uses a method for ranking the views based on the interestingness de-
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rived from the previous steps. Bad quality content is penalized. A seamless audio expe-
rience is obtained by selecting the best quality audio track from the source content and 
switching to a different track, only when the currently selected track ends. These features 
were derived as lessons learnt in publication [P3][P4][P5]. The video remix can be per-
sonalized by providing user specific preferences to the master switching logic parame-
ters: for example, users can indicate whether they prefer more frequent view switches or 
they would like to have more of their own content as part of the video remix. 
The video remixing methodology is analogous to method illustrated in Figure 3A of sec-
tion 2.2.4, and it is optimized for music dominated ambience. Sport content summariza-
tion will be discussed in chapter 5. 
 Operating requirements 
The operating requirements for SE-AVRS are custom AVRS recording client, high speed 
Internet, user density, storage, customization, downloading (see Figure 6). In summary, 
the operating scenario generally expects the capability of sensor data capture in parallel 
with video recording on the participating users’ mobile device and the capability of the 
service side infrastructure to process the sensor data together with the audio-visual data. 
In addition, there is a need for high-speed upload capability and minimum critical density 
of sensor data enriched video contributors. Overall, the above choices aim for high qual-
ity user experience without constraints on resource requirements. The implication details 
of operating requirements are discussed in section 3 of publication [P1]. An approach for 
reduced upload (operating requirement II) has been proposed in [28] which leverages 
sensor data, but it entails increase in system complexity (increased signaling) between 
the mobile device and the AVRS server.  
Next we will present the sensor-less AVRS adaptation which leverages cloud based me-
dia from social media portals to address pain points experienced in the SE-AVRS system. 
3.3 Sensor-less Cloud based AVRS system 
Real world deployment scenarios inhibit the support for requirements needed for SE-
AVRS. For example, there is limited support for devices with sensor data annotated cap-
ture of videos, as well as support for handling sensor data in the mainstream social media 
portals. These limitations affect directly the achieving of minimum critical density of users 
who can participate. This consequently affects the business model, as such a system 
would require proprietary support for end-to-end system realization. To overcome these 
limitations, a sensor-less architecture adaptation of the SE-AVRS is required, which is 
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optimized for a different set of operating scenario parameters. In the following, a sensor-
less AVRS (SL-AVRS) architecture adaptation is presented. 
 Motivation 
From the sensor-based AVRS described above, it was found that a custom video capture 
client (OR-I in Figure 6), needs wide availability of devices equipped with a non-standard 
video recording client. Thus, devices that do not have such client would not be able to 
contribute. Consequently, the user density (OR-III in Figure 6), for user density, might 
also be compromised. In addition, the need for high speed Internet (OR-II in Figure 6), 
would be difficult to fulfill for users in regions having low network bandwidth, unreliable 
connectivity or high data usage costs. The problem is more pronounced in terms of user 
experience impact when a user explicitly uploads videos to get a video remix, because 
she has limited patience to wait for seeing any result. Based on our trials and pilot expe-
rience, contributing content to the sensor-enhanced AVRS by uploading videos was 
identified as a pain point by the users, during testing and user trials. Consequently, this 
architecture adaptation of the video remixing system envisages removing the need for 
uploading videos with the sole purpose of generating a video remix. 
 System Overview 
The cloud remixing system envisages, retrieving source media directly from social media 
portals (e.g., YouTube [52]). This approach leverages the content uploaded by other 
users from the same event. In addition, this approach enables the users to leverage the 
uploaded content for sharing it with friends, in addition to creating remixes. Generally, all 
content available in the social media portals can be used for video remix creation. In 
practice, the content retrieval directly from the cloud can be done in two ways. 
The first method (see Figure 3 from publication [P1]) consists of the user querying one 
or more Social Media Portals (SMPs) for content of interest using the search parameters 
supported by the respective SMPs (Step 1). The SMPs return the results based on the 
search parameters (Step 2). The user previews the media and selects the source media 
to be used for generating the video remix (Step 3). Preview and selection of optimal 
source content plays an important part in influencing in the quality of the video remix [77]. 
The selected media URLs are signaled to the AVRS sever (Step 4). The AVRS server 
retrieves the source media using the signaled URLs directly from the SMPs (Step 5 and 
6). The automatic Video Remix video is generated in the AVRS server (Step 7). Finally, 
the video remix URL is signaled to the user (Step 8). The video remix file is stored on 
the AVRS server for a limited period, during which the user is notified to view and down-
load the video. 
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Figure 8.  Cloud based SL-AVRS with Auto-Synch overview (A) and sequence (B) 
In the second method (see Figure 8), the cloud remix system leverages the auto-syn-
chronization of media on the device and the cloud (e.g., Dropbox [35], Microsoft 
OneDrive [82], YouTube [52], Google Drive [50], Facebook [42], etc.), which is available 
on increasing number of mobile devices. This feature can be used by the cloud remixing 
client on the users’ mobile device to contribute their content to the AVRS server, and it 
mitigates significantly the perceived delay in the upload, even though the content selec-
tion is explicit, the upload is implicit. The contributed source media URLs or media iden-
tifiers are signaled from the cloud remix client to the AVRS server. The AVRS server 
periodically checks for the availability of the contributed source media on the user’s SMP. 
When the source media is available on the user’s SMP, the AVRS server retrieves the 
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content directly from the SMP. The AVRS server creates the video remix, and subse-
quently stores it for a limited duration (as described in the above paragraph). 
3.4 Low footprint sensor-less AVRS system 
This section is derived from publication [P2] and presents an architecture adaptation of 
SL-AVRS system that can work completely on a mobile device, without the need for any 
network connectivity for generating the video remix. In addition, it is envisaged that this 
architecture adaptation of the video remixing system should enable creation of a multi-
camera remix experience from as few as a single user recording a single video clip from 
an event. Consequently, the operating parameters are clearly different from the sensor-
based AVRS and sensor-less cloud based AVRS. This requires a different architecture 
compared to systems discussed earlier in this chapter, while retaining the essential as-
pects of the video remixing methodology. This implies that the core cinematic rules, con-
tent understanding aspects and low footprint are essential for such a system. 
 Related work 
We will discuss the work related for a low footprint sensor-less AVRS system. A 
“Zoomable videos” concept was presented in [10] and [89] as a way to interact with vid-
eos to zoom or pan a video for better clarity of certain spatial regions on the video. The 
viewports in [89] are interactively chosen by the users viewing a video based on his/her 
needs to focus on certain portions of the video. Zoomable video presents a method for 
creating media suitable for region of interest based streaming, to improve bandwidth 
efficiency when playing a high resolution video with zoom functionality [89]. The work in 
[10], provides an interaction overlay for interactively viewing the content. Our work, on 
the other hand, creates an automatic multi-camera viewing experience by utilizing se-
mantic information in the content. In the previous sections, systems are described which 
utilize crowd sourced content from multiple cameras to generate a single video remix. In 
the low footprint adaptation, a contrasting approach that creates a multi-camera viewing 
experience from a single video in a music dominated environment. Carlier et al. present 
a crowd sourced zoom and pan detection method to create a retargeted video [11][12]. 
There is no dependency on initial crowd training data for our proposed system, since 
such data may not be available for videos that are not viewed by a large audience or the 
video content is for consumption in small private groups. The SmartPlayer [17], adjusts 
the temporal playback speed based on content identification, with the primary goal of 
skipping uninteresting parts in a video. In addition, the user preferences are also taken 
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into account to tune the viewing experience, such that it matches the viewer’s prefer-
ences. Our work also employs the modification of content playback to deliver the desired 
viewing experience. Differently from the prior art, the modification is done by understand-
ing the relevant portions to be presented at the right time in synch with the content rhythm, 
for creating a multi-camera viewing experience. Cropping as an operator has been pre-
sented in [109], even though many new retargeting methods have been proposed, which 
acquires significance even in videos for selective zooming of certain spatial regions. Our 
work, on the other hand, focuses on generating the desired narrative based on fusion of 
multimodal analysis features and cinematic rules. The main goal is to generate a pleas-
ing overall viewing experience rather than focus on maintaining maximum similarity with 
the source content. El-Alfy et al. present a method for cropping a video for surveillance 
application [36]. The work in [70] proposes a method for video retargeting of edited vid-
eos by understanding the visual aspects of the content. Compared to [36] and [70], our 
system can work with user generated content, which does not always have clean scene 
cuts. The low footprint system utilizes audio characteristics in addition to the visual fea-
tures to make the remixing decisions. Another instance of cropping based retargeting is 
the commercially available application, Smart Resize [83]. This application tries to un-
derstand the content in a still image and crops it in such a way that important subjects 
remain intact. This approach enables adaptation to different sizes and aspect ratios. Our 
work extends the adaptation to videos. A lot of work has been done in interactive content 
retargeting by utilizing various methods. For example, in [136], manual zoom and pan 
are used to browse content that is much larger than the screen size. In [130], gaze track-
ing is used to gather information about the salient aspects of the content in the viewed 
scene. This can then be employed for tracking the object of interest as it moves along 
the video timeline. A study of user interactions presented in [13] indicates the high fre-
quency of interaction as well as preference for watching content of interest with a zoom-
in by the users in order to view the video. In contrast, our work employs automatic anal-
ysis for making the zoom-in choices. 
 Motivation 
The motivation driving low footprint architecture is to remove the need for high speed 
network, user density and storage, as defined in section 3.3 in publication [P1]. Zooming 
in to different spatial regions of interests (spatial ROI) of a video for different temporal 
intervals can be used to create a video narrative, such that it optimally utilizes the content 
for a particular display resolution. We utilize the paradigm of time-dependent spatial sub-
region zooming to create the desired viewing experience. In this paper, we present an 
automatic system that uses this paradigm to create a multi-camera video remix viewing 
experience from a single video, see Figure 1 from publication [P2]. The low footprint 
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system is referred to as “SmartView” (SV). The details are presented in publication [P2]. 
The Multi-Track SmartView (MTSV) extends the SV concept to incorporate multiple vid-
eos. The MTSV creation involves analyzing the multiple videos to generate rendering 
metadata in a similar fashion to SV, which is used by a metadata-aware player. 
 System Overview 
The video remix creation is initiated (see Figure 9) using the one or more selected videos 
(Step 1). The SV Application (SVA) extracts the one or more audio tracks and time aligns 
the multiple videos using their audio track information (Step 2). In step 3, audio charac-
teristics like music tempo and downbeat information is determined to derive semantically 
coherent switching points, for rendering different views. This information is used to ana-
lyze the video frames corresponding to the switching instances. This analysis can consist 
of detecting faces in the video frames from one (SV) or more source videos (MTSV) to 
rank the inclusion of different views for each temporal segment (Step 4). Such infor-
mation is used in combination with cinematic rules for generating rendering metadata 
(Step 5). The rendering metadata consists of source media identifier(s) for audio and 
visual track rendering for each temporal segment (Step 6). The spatio-temporal render-
ing coordinate information is stored as SV or MTSV rendering metadata. A SmartView 
rendering is performed with the help of a player application on the same device which is 
able to scale the video rendering and/or render the different source videos to deliver the 
desired multi-camera remix experience (Step 7). Details of the low footprint implementa-
tion can be found from publication [P2].  
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Figure 9.  Low footprint sensor-less AVRS 
The remix creation is limited to generating metadata and does not involve video editing 
or re-encoding. Consequently, the overall footprint of such a system is minimized to en-
able video remix creation, completely on the device. This approach also enables instan-
taneous interactive customization [78] of the video remix by the user without involving 
any media processing (Step 8). The modified SV metadata is stored within the original 
video file in a suitable format in case of a single source video input. For multiple source 
videos, the MTSV metadata is either stored in the source videos or stored separately 
(Step 9). 
MTSV can use side loading to obtain multiple temporally overlapping videos for creating 
a multi-camera video remix viewing experience on a device. Such a setup can operate 
without the need of network connectivity and remove any dependency on the cloud. The 
remix creation process for multiple videos scenario is similar to the single video scenario, 
except for the addition step of time alignment of the multiple source videos. In case of 
multiple source videos, step 4 can either be repeated to rank different source videos or 
analyze objective visual quality to avoid bad quality views (Step 4). For multiple source 
videos, the rendering coordinates consist of a source video identifier for video and audio 
track for each temporal segment [27]. 
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3.5 Comparison and advantages of the solutions 
Architectural changes in the system to meet the application usage requirements has an 
impact on different operating parameters. In this section we will discuss the implications 
on different parameters (see Table 2). 
TABLE 2. Comparison of video remixing systems. 
 
Low footprint 
SL-AVRS  
Cloud based  
SL-AVRS 
Sensor-enhanced AVRS 
Min. # of source videos 1 >1 >1 
Min. # of people 1 1 >1 
Source videos Locally 
captured; 
downloaded 
YouTube or other 
portals (no capture 
required), CE de-
vices, mobile plat-
forms 
AVRS client, iPhone, An-
droid, CE devices 
Explicit Upload required No No (or autosync 
services) 
Yes 
Final output downloading required No Optional Optional (streaming is 
preferred) 
Manual customization capability Yes No (some customi-
zation is possible) 
No (some customization 
is possible) 
 
The sensor-enhanced AVRS utilizes sensor augmented source media from a large num-
ber of users. This enables the video remixing process to have a higher amount of infor-
mation to generate a high quality video remix. The practical aspects related to wide pen-
etration of sensor equipped multimedia capture clients adversely affects the user density 
requirement. The lack of inherent support for sensor data enriched UGC media from 
popular SMPs, inhibits widespread use due to increased system complexity and infra-
structure requirements. Furthermore, a proprietary end-to-end set up requires single pur-
pose content upload for video remixing for the end user and higher costs for the operator. 
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The cloud based sensor-less AVRS, since it relies on the content from SMPs, may or 
may not have sensor augmented source media. This reduces the amount of semantic 
information available for choosing the views in the remix (e.g., device landscape/portrait 
orientation during recording). However, this approach not only removes the need for us-
ers to upload content for a single specific purpose of video remix creation and but also 
allows use of various SMPs. The user density requirement is down to one person, since 
it allows leveraging the content available on various SMPs. Consequently, it is of great 
advantage in terms of managing costs and reducing system complexity. 
The low footprint sensor-less AVRS architecture is the leanest since there are no dedi-
cated infrastructure requirements. It achieves good user experience in focused operating 
scenarios (e.g., music dominated situations). It is ideal for a single or a small group of 
users, since the user density requirement threshold is just one. 
A comparison of remix quality and overall complexity for the sensor-enhanced and sen-
sor-less approach is presented in Figure 5A, in publication [P1]. Figure 5B in publication 
[P1] illustrates the comparison between the user density requirements and the upload 
effort as well as the storage server requirement. 
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4 Automatic Mobile Video Remixing – UX aspects 
In this chapter the key findings from four user studies are presented. The user studies 
involve 77 users and consider different aspects of collaborative and automatic video re-
mixing. This chapter is derived from publications [P2], [P3], [P4]and [P5]. The word “au-
tomatic” means a machine or device having controls that allow something to work or 
happen without being directly controlled by a person [81]. Video remixing, on the other 
hand, is an artistic endeavor of the editor or the director. Hence at first glance, the two 
may seem immiscible and impossible to co-exist. However, the user study results, sug-
gest, it is not exactly true. Diverse topics related to the impact on user experience were 
investigated in these user studies (see Figure 10). 
 
Figure 10. Overview of the topics covered in each user study. 
The rest of the chapter is structured as follows. We start with presenting the motivations 
in brief for conducting the user studies. Subsequently, we discuss the background work 
related to the user studies. This is followed by presenting the experimental findings from 
the user studies. We conclude the chapter with design implications derived from the user 
studies. User study details like research questions, procedure and detailed findings can 
be referred from the corresponding publications. 
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4.1 Motivation 
The user studies were conducted to understand the user impact of the video remixing 
systems (described in chapter 3). In addition, the objective was to identify new features 
which can help in improving the user experience as well as identify the pain points for 
the stakeholders of the system. The key motivations of each of the user study are de-
scribed in the following. 
The first user study was performed to understand the role of automation in automatic 
and collaborative video remix creation. First version of the sensor-enhanced AVRS 
method (see section 3.2.2) was used to generate the automatic remixes. The user study 
corresponds to publication [P3]. 
The second user study was to determine the value of mobile video remix as an event 
memorabilia. This user study (published as [P4]) explores the use of concert video re-
cordings and video remixes as a memorabilia. A second iterated version of the sensor-
enhanced AVRS was used for this study. In addition, the detailed dynamics of collabo-
ration for video remixes was studied. In particular, the aspect of control on content con-
tributions and acknowledgment for the use of source content in a remix video, was stud-
ied. 
The third user study explored the requirements imposed by different types of events on 
video remix creation (as described in publication [P5]). The three events chosen for this 
study were, Ice Hockey game (a sport event), Doctoral dissertation (a private event) and 
a music concert. A third iterated version of the sensor-enhanced AVRS was used for this 
study. 
The fourth user study objective was to understand the effectiveness of a low footprint 
SL-AVRS system for creating a multi-camera remix experience from a single video, rec-
orded by a single camera (as explained in section 3.4) and in publication [P2]. 
4.2 Related work 
In this section, the background work related to the user studies is presented. 
Role of automation in video remix creation: 
Video remix creation for dance club scenario was studied in [38], which suggests mobile 
videos recorded by club patrons can enhance interactions between the club visitors and 
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VJs. Live remixing system proposed in [39], was implemented to prototype a scenario 
which involved club visitors providing the mobile recorded live video stream which can 
be subsequently switched for the desired output stream. From the perspective of this 
user study, this provides a multi-stake-holder interaction in a music dominated dark en-
vironment. This is in variance with a post-event production approach in our study. In [44], 
automatic analysis of audio and video track of the recorded video is done to create a 
music video. Additionally, from the perspective of this paper, the semi-automatic ap-
proach where the user manually selects the video clip and the clips are automatically 
synchronized with the audio track. In [64] a system for synchronization and organization 
of user contributed videos is presented. Their work provides useful cues regarding the 
representation of overlapping user generated content and practical approach for imple-
menting such a representation. In [47], the semi-automatic approach creates customized 
videos using home videos captured with basic home video cameras. The work focuses 
on home videos rather than music dominated videos. It is interesting from the perspective 
of different levels of automation. In [44] both automatic and semi-automatic approaches 
are presented which uses significant audio changes and matching temporal video seg-
ments. In [48], a user study on the semi-automatic system referred to in [44] and [47] is 
presented. The results of the user study suggest a useful balance between automation 
and user control. The work in [65], presents a holistic study of practices around home 
videos. The work also suggests that short videos are not considered worth editing. Mul-
timedia research should shift from semantics to pragmatics by designing systems, is 
proposed in [122], such that, it can utilize the specific context in which the media is being 
used. This is particularly relevant for designing automatic remixing systems, which may 
have to deal with different types of events having similar type of audio-visual concepts 
present in the scene. In addition to video remix creation applications, [60] and [115] is 
related research on mobile content creation and sharing. 
Video editing, multi-camera video production, music videos, automation, live contexts 
have been studied in previous studies. However, none of the previous studies have com-
bined all the aspects in the same study. Furthermore, the differentiated views of the key 
stakeholders, Artists and Fans in a concert scenario. 
Mobile video remix as a memorabilia: 
The work in [14] and [68] indicate the importance of visual content in relive experience 
for an event. The work in [59] shows the prominent role of user captured content in re-
construction of a shared event experience in case of large scale events. The context of 
the user study in a similar large festival provides good grounds for conducting research 
regarding memorabilia creation with user generated content. Automation and user con-
trol need to be balanced to ensure a favorable user experience, which is supported by 
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[123]. Excessive automation can have adverse impact on user participation in such a 
service, especially if the automation is not matching user needs and the user cannot 
exercise control [P3]. User rights management form an important aspect of the remix 
creation ecosystem and culture. The works [33][74][86] provide useful insights about the 
authorship issues in remixing culture, visual content re-use aspects and effectiveness of 
attribution in online remixing.  
Video remix requirements for different types of events: 
The habit of amateur mobile video creation is a growing phenomenon [62][63]. Social 
media portals and social networking services are the media storage and sharing hubs. 
The UGC is the content driving the ecosystem. In a study by Lehmuskallio et al. [68], 
editing these snapshot videos is a prominent problem that the users face. Automatic 
collaborative remixing provides a low threshold barrier for a large demography of users. 
The work in [131] presents the drivers and obstacles for social experience with a focus 
on web services. The goal of the current study is to understand the user habits and derive 
requirements for automatic remixing in a collaborative scenario. There is large body of 
work that explores content recording and sharing [92][96][132], as well as collaborative 
video creation [7][32][38][40]. However, there is a need to further research the event 
context specific requirements for automatic collaborative remixing. Collaboration in video 
creation requires learning, which is addressed in the work by Weilenmann et al [135]. 
The learning can happen playfully by imitating the professionals, as the work by Juhlin 
et al [62] suggests. The prior art studies [62] and [135] consider systems which require 
collaboration during the capture phase. In the contrary, the system in current study cor-
responds to create phase from the collectively captured and shared videos. Interaction 
with the system in the moment of capturing is to be kept minimal. 
Publication [P4] studied use of automatic collaborative remixing in the context of a large-
scale festival. In that study, the users posited trust in an automatic remixing service, even 
though they stated that they did not want public acknowledgment by default, if their con-
tent ended up in the remix. Monroy-Hernandez et al. [86] divide acknowledgement in the 
content to “attribution” (automatic and computer generated) and “credit” (by other users). 
The interestingness of the content to a user depends on how closely the user can identify 
oneself with the content, and this feeling of closeness influences the need for attribution. 
A similar study is warranted for automatic collaborative remixing for UGC captured in 
different types of events. 
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Multi-camera remix from a single video: 
The related work has been discussed in section 3.4.1 and publication [P2] (for details). 
4.3 Experimental findings 
In this section we will present the key findings from the user studies. They are presented 
as four groups, corresponding to each of the user studies. 
 Role of automation in video remix creation 
Motivations for collaborative remixing 
Different stakeholders (Fans and Artists) had different motivations.  
 The Fans’ main motivation was to use the concert recording as a memorabilia.  
 The Artists saw the video remixes as a method to promote the band image as 
well as use them as promotion material for the venue owners. The Artists saw 
the remixes of live concerts of great value to demonstrate the interaction between 
the band and the crowd, especially for those who did not attend the concert.  
 Significantly, both the Artists and the Fans, saw the video remixes as a method 
to expand the timeline of the concert. Furthermore, collaborative remixes promote 
interaction between Fans. 
Reactions towards manual remixing  
Manual remix creation was taken as a personal challenge and users were open to pub-
lishing it, if there was an appropriate opportunity.  
 Manual remixing created personal involvement and a sense of accomplishment. 
However, the effort was seen to be daunting for most users.  
 The lone user who created manual remix, decided to concentrate on only one 
song, since it was too difficult to keep track of multiple camera views. The users 
had difficulty in finding good scenes from others’ content so ended up using her 
own content most of the time. It becomes clear that the amount of multi-camera 
content becomes quickly overwhelming for fully manual editing. 
 The manual remixes (one reference and one Fan made) were both recognized 
by 5 out of 6 participants, as made by a human. The reference mix was well 
received for the continuous audio track and the synchronous camera view 
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change with the music. The Fan made mix received negative feedback due to a 
discontinuous audio track. 
Reactions towards automatic remixing  
In the focus group discussion, many participants expressed curiosity, interest and skep-
ticism for automatic remix creation. This is not surprising given that it is not a commonly 
available system.  
 The Fans found it bothersome to record content without knowing how the auto-
matic system would use it. The editing phase was on the minds of the Fans during 
the video recording. Consequently, the users tried to facilitate the automatic re-
mixing, even though they had no knowledge about how it worked. 
 Five out of six participants recognized the automatic video remix clip as made by 
a machine. The automatic remix was not liked as much as the manual remix. 
However, when the Fans came to know that they were made by a machine, their 
characterization of the automatic remix video clips became more positive. Also, 
the Artists did not find the automatic compilations suitable for publishing.  
 The suggestions included incorporation of music synchronized switching be-
tween cameras, accurate audio-visual synchronization and removal of dark seg-
ments. Furthermore, the need for human intervention was emphasized by the 
Artists. 
 Mobile video remix as a memorabilia 
The key findings are derived from the responses to the web questionnaire requested 
from 43 trial participants via email, out of which 19 participants responded (10 males and 
9 females). 
Automatic remixes as memorabilia  
 The best manual remixes are rated better than the automatic remixes for overall 
quality. However, automatic remixes perform as good as the best manual remixes 
for their value as a memorabilia.  
 Significantly, for a memorabilia, the users are more accommodative of an off-beat 
switch or a shaky video segment included in the remix.  
 According to some users, the switching pace and an occasional shaky video seg-
ment in the video remix seemed to portray the concert ambience well. 
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The need for control of clips 
This is an important aspect, since it gives the contributing users a sense of security. A 
user who is insecure about how her contributed content will be used is less likely to 
contribute. 
 The users desired more control on the clips when contributing or sharing content 
with an entity they trusted less.  
 The users’ need for control is the highest when contributing or sharing content 
with an unknown peer. On the other hand, the need for control is less when the 
contributed entity is Artists and least for an automatic remixing service.  
 Trust and risk factors are crucial in a multi-agency system like an automatic col-
laborative mobile video remixing system [71]. Deterministic behavior is an im-
portant factor, as the user expects such a system as less likely to violate her 
impression management goals. 
Attitudes for public acknowledgment 
 The users do not want public acknowledgment for their content contributions if 
the remix is generated by an automatic remix creation system.  
 Users are keen to have acknowledgment if the remix is created by the Artists. 
This is because the users want to be associated with the Artists and it contributes 
positively to impression management goals.  
 Most users expressed desire to review the final outcome before providing their 
consent for being acknowledged in the video remix. The final video remix quality 
and reputation of the publication forum inform the users’ preference for acknowl-
edgment. 
 Video remix requirements for different types of events 
These are divided into three broad categories. 
Motivations for capturing and sharing videos 
 An important aim of the automatic collaborative remixing system is to add reci-
procity to the video capturing and contribution. When a user contributes to a col-
laborative video remix system, the user gets others’ content in return. This moti-
vates the users by getting other viewpoints and temporal segments which were 
not captured by themselves. This experience also adds a feeling of connected-
ness with other capturers [92]. Furthermore, others’ material can enhance their 
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own captured material. This adds social dimension, which also encourages users 
to capture more content [73][92].  
 Ease of creating the remixes was stated to be the main benefit of using the auto-
matic remixing service (see section 3.2.2). In absence of such an easy way to 
create remixes, many users felt that many videos would be left unused on their 
devices. Automatic remixing service provides a channel for unused unedited con-
tent. 
 Motivation to be creative and express themselves was inspired by the knowledge 
about the presence of other capturers for collaborative remixing. In addition, pres-
ence of many recorders of the event, gives a sense of flexibility for recording the 
unexpected and interesting views in the event.   
 The aspect of sharing of content with non-attendees was considered most im-
portant in case of large public events like Ice Hockey games, on the other hand, 
the relive aspect was most important for concert attendees. For a relatively small 
and private event like doctoral dissertation, there was higher interest in knowing 
the identity of the person who recorded the clips. 
Requirements for different event contexts 
 For sports events, the 180-degree line was considered a key criteria to avoid the 
alternation between the left and right sides of the venue. Smooth narrative, with-
out frequent switch in the camera views was considered important. In addition, a 
continuous audio track in the remix was seen as desirable, even if there would 
be a switch between cameras. 
 For music concerts, in addition to the findings from the previous user studies in 
section 4.3.1 and 4.3.2, a key finding from this study was that users do not have 
very high expectations from videos recorded with mobile devices. This may be 
due to the poor illumination conditions in many concerts (e.g., if they are indoors 
and dominated with strobe lights). Although this may change in future with im-
provements in mobile device capabilities. Users were interested to see view-
points of other recording users in the remix. Coverage of the concert ambience 
was considered important, which includes the audience and the band. An abrupt 
cut would break an in-progress narrative resulting in poor user experience. 
 Formal events could have significantly different requirements depending on the 
specific type of event. For example, for a dissertation presentation which is 
speech dominated, clear legibility of what is being spoken was considered to be 
important. Furthermore, video capturing in formal events needs to be discrete. 
Additionally, it was important for the key persons to be presented in the remix 
according to their roles. 
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Collaboration and Ownership 
 Collaborating users preferred to have a layered approach, for sharing their rec-
orded content and remixes. The users also wanted the ability to utilize content in 
a layered approach, especially for large events for collaborative remix creation. 
For example, create a remix with viewpoints of friends or such closed group of 
people.  
 Uses of video remixes included being a gift to friends and relatives, or as a bigger 
group memorabilia.  
 User accreditation was seen to be important, this can be gauged from a strong 
interest in knowing which remixes their contributions are used. Acknowledgment 
in the remixes was preferred by some users. This finding was in variance with the 
previous study. This suggests providing controls to users for managing the ac-
knowledgment is important.  
 The type of event affected the need for small groups in collaborative remixing. 
Users from concerts and dissertation event wanted this more than the users from 
Ice Hockey game. Collaborative remixing service which also makes the source 
content available, provides a channel for content discovery to the users [92][93]. 
 The fundamental idea of co-ownership of the remix by all the contributors was 
supported by all the users, even if their individual clips did not end up in the final 
remix. 
 Multi-camera remix from a single video 
The findings are grouped into three main categories. The first category presents findings 
related to value addition from creating a multi-camera remix experience from a single 
video. The second category presents findings on the impact on visual quality due to the 
zooming of a selected region of interest in the original video. The third category dis-
cussed the user feedback regarding sharing and ownership of such type of remixes. 
Before presenting the findings, the terms used in describing the findings are explained. 
The process of creating content analysis derived rendering of a video clip is termed as 
Smart View (SV) in publication [P2]. The term FASV (Fully Automatic Smart View) play-
back refers to a multi-camera remix playback experience generated from a single video. 
The term CV (Conventional Video) playback refers to the conventional playback, con-
sisting of full video frame resizing to match the native video resolution with the display 
resolution. The term CASV (Customized Automatic Smart View) refers to an end user 
customized version of FASV. 
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Value addition over conventional content playback 
 The study suggests that 5 out of 9 users liked the FASV playback experience 
over the CV playback. The synch between the virtual view switches with the mu-
sic and close-up shots of the persons in the video was liked by those who pre-
ferred FASV over CV playback experience. This is supported by a key finding, 
already discovered in the first user study findings 4.3.1. 
 In contrast, for those who preferred the CV playback more, felt the switches were 
too often and distracting the attention from the main subject (violin music) in the 
video. This suggests that even though the video switches may be in synch with 
the video, the switching regime may not suite a particular user’s taste. 
 The need for customization and user control was indicated even before the users 
were made aware of the possibility to customize the FASV playback. After cus-
tomizing the FASV playback, the customized playback was liked by all the 9 users. 
The customization of an automatic remix introduces user control in an otherwise 
black-box process. Thus customization significantly enhances user involvement 
and a sense of own creation, which significantly enhances its acceptability for the 
user. Overall, 8 out of 9 indicated that they see the value in the cascaded use of 
automation and customization. This is suggested by findings from the first user 
study in 4.3.1. Interestingly, one user suggested use of only the interactive cus-
tomization for creating the multi-camera experience.  
Visual quality perception 
 This was a novel situation involving subjective visual quality feedback compared 
to the conventional visual quality tests which are often standalone. In this test, a 
playback experience with different size of virtual view areas (region of interest 
selected from the complete video frame) requiring different levels of zooming to 
fit the native display resolution, is the scenario.  
 The visual quality perception is not adversely affected by SV playback. Signifi-
cantly, CASV playback gets better visual quality rating compared to FASV play-
back. Similar trend but with lower change (and statistically not very significant) is 
seen for those who prefer FASV over CV and vice versa.  
 Interestingly, these results suggest that overall visual quality perception is in-
formed by the view switching experience. 
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Sharing and ownership 
 For most users in the study, while the users are open to sharing of videos with 
FASV/CASV playback possibility, they are not so open to the idea of allowing 
others to create an SV playback of their own video.  
 The users in the study perceived a greater risk of somebody creating a narrative 
which may violate the users’ impression management goals, there is less open-
ness towards this possibility. This is supported by the findings in the second user 
study in section 4.3.2, which suggest a stronger need for control when the editing 
agency behavior may be less deterministic. 
4.4 Design Recommendations 
 
Figure 11. Overview of design recommendations. 
In this section design recommendations and expected outcomes are presented (see Fig-
ure 11). These are derived from the four user studies presented in the previous sections. 
The recommendations cover all the stages for an automatic collaborative mobile video 
remixing system, discussed in chapter 3. 
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 Capture 
 Transparency about the automatic remixing method, can help the interested users, 
to adapt their recording styles to assist in creating remixes. There is less concern 
regarding unexpected use of the recorded content.  
 Easy content capture is important to avoid diverting user's attention from enjoying 
the event. 
 Information about collaborating recorders’ presence and activities in the event pro-
vides feeling of connectedness with other collaborating capturers. The social dimen-
sion in the collaborative scenario encourages users to capture more content and to 
be more creative. 
 Contribute 
 Need for control in the remix creation is essential to facilitate the users' content con-
tribution. It should be easy for the users to withdraw the contributed content. 
 Enable layered sharing for the contributed content, depending on the contributing 
user’s needs, facilitates collaboration and content contribution. This allows for con-
trolled sharing of content with a small group, a wider audience or make it public.  
 Enable layered sharing for the remixes created is important. In case of collaborative 
scenario, there should be a clearly defined authority (one of the users in the group or 
based on majority voting) for changing the status of the video remix to public or to 
withdraw the video clip. 
 Enabling iterative remix creation achieves two objectives. First, it extends timeline of 
the event. Second, incorporating crowdsourced contributions arriving after the latest 
version of the video remix. On the other hand, for small groups, contributions can be 
monitored more closely, hence iterations can be minimized to reduce the remixing 
infrastructure usage. 
 Create 
 Continuous audio track while switching viewpoints provides a cohesive experience 
for the viewer. This requires accurate time alignment of the contributed content. 
 View switches in synch with the music characteristics and avoidance of bad quality 
content, gives a semblance of content understanding for the automatic remixing sys-
tem. This is important for good viewing experience and acceptance of the automatic 
remix by the user. 
 Filtering non-processed and casually captured content for poor objective media qual-
ity (like shakiness, dark segments, and poor quality audio) is important. 
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 180-degree rule compliance is essential for sport content. Important person identifi-
cation and role based capture in private or formal events can help in creating a mean-
ingful narrative in the video remix. For concerts, covering the entire ambience, in-
cluding the stage, the audience and the surroundings is important. 
 Possibility of customization with human intervention in modifying the automatic remix 
is essential to give the user a sense of control and involvement in the remixing pro-
cess.  
 Ideally, customization capability should also allow a user to create a remix completely 
manually (even if with limited capabilities), for situations not supported by the auto-
matic remixing methodology. This is important, especially for personal use, which 
covers a wide range of situations. 
 Consume 
 Public acknowledgment in the remix video, provides a channel to credit the content 
contributing users. The public acknowledgment should be a configurable option for 
the user. If situation permits, the user acknowledgment decision should be after re-
viewing the final remix.  
 Promotional material, memorabilia, extension of timeline of the concert are key mo-
tivations for creating remixes. Iterative remixing allows incorporating additional views 
of better subjective or objective quality. 
 In iterative remixing paradigm, while a user's contributed content is included in the 
Nth iteration but may be excluded in the (N+1) iteration. Such scenario is not com-
monly experienced by users. Hence, the final remix ownership criteria should be 
transparent and made clear, to avoid disappointment to content contributors. 
 Iterative remixing also requires notifying the user when an updated version is availa-
ble. This requires integration of AVRS system with a suitable push notification service 
or a polling based mechanism to know about new remix versions. 
The next chapter leverages the lessons learnt from this chapter for creating high quality 
multi-camera summaries for sport events. 
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5 Automatic Mobile Video Sport Summarization 
This chapter discusses summarization of sport events. Content from publications [P6] 
and [P7] form the basis of this chapter. Creation as well as presentation of a sport sum-
mary has different requirements compared to a multi-camera music videos, which was 
discussed in the previous chapter. A continuous timeline is required to experience a song 
in a concert or a dance performance in a folk festival. On the other hand, a long duration 
content is more convenient to consume, when broken into bite-sized pieces. A video 
summary of a particular sport event is a step towards that goal. The first step in creating 
summaries is identifying the salient instances of the sport event. The second step is 
extracting the appropriate content segments from one or more cameras for presentation 
(see section 2.2.4, Figure 3B). Salient events are usually defined with domain specific 
knowledge (DSK), for example, a successful basket or a goal in a sport event correspond 
to a highlight.  
In this chapter, salient event detection methods for basketball which utilize two comple-
mentary methods for capture of source content, are discussed. The first method detects 
salient events from unconstrained UGC captured by amateur users with mobile devices. 
On the other hand, a role based capture set-up which leverages the synergies between 
professional equipment and mobile devices, is used in the second method. Subsequently, 
we will present a method for creating multi-camera tunable summaries, where the end 
user defines the duration of the final multi-camera summary video (this work leverages 
the design recommendations derived from the work in chapters 3 and 4). 
5.1 Related work 
We will now discuss background related to publications [P6] and [P7]. The focus in this 
chapter is on making sport video summaries with content captured by amateurs in a 
casual setting without any constraints and content captured with assigned roles. 
Mobile devices equipped with sensors such as magnetometers and accelerometers have 
already been used for deriving semantic information from unconstrained UGC. In [22], 
sport classification is done by using multimodal analysis. In [24] for salient event detec-
tion in concert videos. However the same approach was not utilized for summary creation 
but switching views for creating a multi-camera remix video from the concert.  
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We will now look at the methods which use multiple camera recorded content. In [3], 
multiple cameras are used to detect and track multiple players. The approach does not 
address the salient event detection aspect to extract salient temporal segments. The 
work in [15] is a similar approach to our work in terms of using a salient object for deter-
mining the value of the content. However, this approach does not cover the aspects of 
efficient content capture, as well as the tuning of the content summary duration. The 
work described in [134], uses raw camera feeds from professional cameras and uses 
multimodal analysis for performing automatic camera selection and view switching. The 
work is similar to our approach as it leverages a structured format for soccer games. This 
work is not targeted towards creating summaries but rather create broadcast stream. 
Furthermore, this work does not use role based capture or leverage a mix of professional 
equipment and mobile devices. The work in [98] performs multimodal analysis for detect-
ing events in broadcast sport videos. First they extract low-level, mid-level and high-level 
features from the audio and visual content (mainly from color and motion information). 
Some of the detected high-level features are ”Audience”, ”Field”, ”Goal”, ”Close-up of 
player”, ”Tennis point” and ”Soccer goal”. Subsequently, summary segments are de-
tected by discovering certain temporal patterns (co-occurrence, sequence) of high-level 
features. 
There have been other works which use a single video, usually a broadcast content to 
derive semantic information for summarization, for example [104]. The method proposed 
in [53] identifies specific human actions, which are detected as salient events. In spite of 
the fact that basketball shooting action is one of the considered actions, the test dataset 
is temporally segmented. This is different from continuously captured videos as the raw 
content, which was used in our scenario. The method in [103] uses a combination of 
salient object detection and salient human action to determine a salient event. The ap-
proach in this thesis leverages the concept of using a combination of salient aspects, in 
our case spatial ROI and temporal segment to determine a salient event. In contrast to 
the prior work, our goal is to create summaries from content which may not be available 
via traditional broadcast feeds, and may contain content which does not conform to typ-
ical broadcast content. The paper [45] presents a multimodal approach for sport highlight 
recognition, focusing on American football. This approach uses a cascade approach to 
first determine the banner, followed by the game clock. This is a similar approach to the 
one we have used. Such approach focuses on the detection of salient segments only, 
whereas our approach also incorporates a capture framework for role based capture to 
combine the benefits of saliency detection and high quality summary video. Furthermore, 
there are many monitoring and surveillance based solutions which provide region of in-
terest based motion detection; for example [88]. The prior art solution uses a simple 
motion based highlight detection method which provides significantly high number of 
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false positives, compared to the method presented for role based capture based saliency 
detection. The difference in our approach with respect to such solutions, is that simple 
motion-based highlight detection provides significantly high number of false positives 
compared to a system which incorporates additional validation steps to ascertain a sali-
ent event. Background modeling methods are very beneficial for sport summarization by 
transforming the deployment set-up similar to a surveillance scenario (fixed static cam-
era) [9][127]. 
In addition to the basic saliency detection, the thesis also explores the role of mobile 
devices for video production with professionals or prosumers. The work by Holz et al. 
[56], analyzes the use of mobile devices while watching TV with primary broadcast con-
tent. In literature, studies regarding the use of hybrid production set-ups has been limited, 
compared to the mobile device role as a companion device or a second screen con-
sumption device. The work in [101] focuses on the use of a smartphone-camera based 
annotation system for creating rough cuts for “Adobe Premier”. The paper outlines the 
design, implementation, and example usage of this production and editing assistant, 
which is aimed at supporting small independent documentary filmmaking teams. Our 
approach, on the other hand, proposes a hybrid approach using professional and mobile 
camera which uses automatic saliency detection to obtain customized basketball sum-
maries. In [110], a study about the use of smart phones and small mobile devices that 
allow audio-visual content capture on the go. The paper includes the design and evalu-
ation of a mobile video capture suite that allows for cooperative ad hoc production. Our 
work proposes a hybrid approach which aims to selectively use the salient aspect of 
mobile devices for reducing the drawbacks of professional equipment (cost, physical 
footprint, among others) and manual workflow (with help of automation). The work in [31] 
proposes the use of robotic arms and automation for camera switching for improved ad-
aptation to changes in the scene, but does not address the aspect of creating summaries 
for customized needs. Our approach, in contrast, uses mobile devices and automation 
for reducing the human effort as well as overall cost of production, and encompasses 
the full chain from capture to creation of customized summaries. In [66], Kopponen et al. 
present the use of mobile devices in the field of professional news content production. 
The key challenges regarding insufficient integration with the existing editorial systems 
and poor captured content quality. Our approach of utilizing abstracted metadata (e.g., 
timestamp metadata) reduces the challenges with interworking between professional 
equipment and mobile devices. The prior work underlines the value of our proposed ap-
proach, which leverages the best aspects of professional cameras (content quality) and 
mobile devices (lower footprint). 
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5.2 Saliency detection from unconstrained UGC 
In this section we will present a method for basketball salient event detection from un-
constrained mobile videos. This section presents results from publication [P6]. Uncon-
strained mobile videos in this context means videos captured using handheld mobile 
devices and recorded by amateur users, as they would capture without any specific roles 
or instructions. Section 2.2.2 provides further details about properties of such casually 
captured UGC. The basketball salient event predefined for detection is a scoring attempt. 
Based on the DSK, a typical situation (or morphology) for a scoring attempt consists of 
presence of the basketball ball in a close proximity of the basket. In publication [P6], the 
key static reference position marker, such as the basket, is referred to as “anchor-object”. 
The “anchor-object” provides a static reference position to determine saliency direction. 
Consequently, if the user is assumed to be stationary for the duration of a video recording, 
the relative position of the basket also remains unchanged. In this method, sensor data 
consisting of magnetic compass (or magnetometer) data is used in combination with the 
video data. The magnetometer provides horizontal orientation of the mobile device with 
respect to the magnetic North. The magnetometer data is captured at ten samples per 
second in parallel with the audio-visual content, using a custom built mobile device ap-
plication (a variant of the SE-AVRS client discussed in section 3.2.1). 
 
Figure 12.  Salient event detection approach for unconstrained UGC. 
A simplified view of the framework can be seen in Figure 12. A more detailed view can 
be seen in Figure 1 from publication [P6], which gives an overview of the proposed 
framework for salient event detection. The analysis is performed using the magnetome-
ter data and the video data, separately for each video. A salient event is detected with a 
two-step approach. The first step consists of identifying the presence of basket in the 
frames (temporal aspect) and their position in each of the frames (spatial aspect) in the 
video. In the second step, a salient event is determined when a ball is detected in a 
predefined bounding box around the spatiotemporal ROIs generated in the first step. 
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Figure 13 illustrates the process for salient event detection using the content analysis 
approach and the multimodal analysis approach. 
 
Figure 13.  Salient event detection with content-only versus multimodal analysis approach. 
 Determine spatiotemporal ROI 
The first step consists of analyzing magnetic compass (magnetometer) data correspond-
ing to each video, to determine the angular sweep (boundaries of horizontal orientation 
αRight and αLeft). The left and right angular sections correspond to horizontal orientation 
range intervals [αleft, αcenter) and (αcenter, αright] respectively. This information enables se-
lection of the appropriate visual detector for left or the right basket to determine the hor-
izontal orientation of the anchor-point, which is basket in this case. This makes the de-
tection process more efficient and reduces the risk of false positives due to the use of 
the incorrect basket visual detector. In order to minimize the chances of false positive 
detection of the basket, a predefined threshold for consecutive detections of Nbaskets 
within a spatial region is used. This corresponds to the red block CA0 in Figure 13. The 
basket detectors used in this work are based on cascade classifiers analyzing Local Bi-
nary Pattern (LBP) features [100]. The classifiers were trained by using about 2000 train-
ing images from basketball matches other than the test match. The magnetic compass 
orientation for basket detection is the left and right salient angle, corresponding to basket 
positions.  
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The magnetic compass orientations which are different by less than a predefined thresh-
old with respect to the left and right salient angles represent temporal segments of inter-
est. The temporal segments obtained by analyzing magnetometer data is classified into 
left or right section. This information is used to analyze the temporal segments of interest 
with the correct basket detector (left or right visual detector), to provide spatiotemporal 
ROIs. The red blocks CA1, CA2, etc., correspond to the temporal segments determined 
with magnetometer data and subsequently analyzed with visual detectors. A similar cri-
teria for Nbaskets is used for robustness of spatiotemporal ROI detection. In Figure 13, the 
sensor analysis is represented in green and content analysis in red. The multimodal ap-
proach employs content analysis selectively, thereby saving computing resources. 
 Detect salient event 
The spatiotemporal ROIs, once determined, provide the anchor-region for defining the 
criteria for salient event occurrence. The criteria is the detection of a ball in the spatial 
ROI, which is identified as a rectangular region surrounding the basket and whose width 
and height are proportional to the basket size. Using the DSK, the ROI is prolonged 
towards the right side for the left basket and towards the left side for the right basket – 
see Figure 3 in publication [P6]. If the ball is detected successfully for at least a prede-
fined threshold number of Nballs consecutive frames, the corresponding frames are clas-
sified as salient event frames. For detection of the ball, a ball detector, similar to the 
basket detector, was built by extracting LBP features from about 2000 training images 
and by using cascade classifiers for training the model. In Figure 13, the CAi corresponds 
to the ith temporal ROI or segment of interest where each red box corresponds to content 
analysis duty cycle, irrespective of whether the resulting spatiotemporal ROI segments 
includes each. Some temporal ROIs will be dropped if the refinement step does not de-
tect a basket successfully with content analysis. 
 Results 
The above described method was evaluated by comparing the content-only based ap-
proach and the multimodal approach. The evaluation content consisted of 104 minutes 
of videos, the average length of videos was 5.8 minutes, with a minimum length of 11 
seconds and a maximum length of about 15 minutes. The experiments were performed 
on a machine equipped with 92 GB of RAM and an 8-core 2.53 GHz processor; no par-
allelization was used for obtaining the analysis times. In Table 3, detection of temporal 
ROIs is presented (P stands for precision, R for recall and F for balanced F-measure). 
The spatial refinement row, refers to the use of basket detection for spatiotemporal ROIs. 
 
53 
 
TABLE 3. Comparison of temporal ROI detections. 
 
We can see from the above results that sensor based method outperforms the content-
only based approach. The sensor-based method is about 21 times faster and also more 
accurate than the content-only based approach, which demonstrates the efficiency gains 
by using sensor data. In addition, the sensor-based method with spatial refinement 
shows improvement in avoiding false positives but as an undesired side-effect the num-
ber of false negatives has also increased. This suggests that even though the mobile 
device was oriented towards the salient direction, it may not have the basket in its field 
of view or the visual detector may have failed to detect the basket. 
TABLE 4. Comparison of salient event detection. 
 
Table 4 shows the experimental results for salient event detection with or without the 
spatial ROI determination. The sensor-assisted saliency detection performs better than 
the content-only based approach, primarily due to better temporal ROI detection perfor-
mance. But overall numbers for either of the methods are not high. Improvement in the 
visual detectors for presence of ball and basket is required to improve the performance.  
An average user recording videos casually cannot always ensure that his/her video in-
cludes the visual content necessary to detect salient events.  For example, the recorded 
video may focus on other subjects of interest (e.g., close-up of a player). In addition, if a 
video contains just one basket or in the worst case, no basket, then detecting a basket 
scoring event will not succeed. To overcome limitations of unconstrained UGC, the next 
section presents an approach which incorporates some constraints on content capture. 
The purpose is to improve saliency detection and obtain high quality video summaries. 
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5.3 Saliency detection from role based capture  
In a shift from the previous section, we will discuss an approach for salient event detec-
tion from role based captured content. Furthermore, we explore a new production tech-
nique which leverages the synergies between mobile devices professional equipment. 
The combination can be much more versatile than either mobile device based capture 
or professional camera capture individually. The work in this section is derived from pub-
lication [P7]. The proposed novel capture setup and workflow has three-pronged goals. 
The first goal is to have a robust salient event detection system. The second goal is to 
enable creation of high quality multi-camera sport highlights. The third goal is to combine 
the best aspects of professional equipment (high quality content capture and high zoom-
in capability for close-up shots) and mobile devices (lower cost and unobtrusive form 
factor). This section is organized as follows: first a role-based capture setup is presented; 
subsequently, a saliency detection method is presented. We conclude this section by 
introducing a tunable summary creation approach. 
 Role based recording setup and workflow 
The motivation behind the role based capture is presented in the following. Optimal cam-
era position for content viewing is not always the same as optimal camera position for 
content understanding. Certain camera positions and camera view settings (wide angle 
shot, mid-shot, close-up-shot) are more suited to allow semantic content analysis. On 
the other hand, other camera positions and camera view settings are more suited to 
provide a high quality viewing experience. For example, while a close-up shot, following 
the player may have high subjective viewing quality, such content may not be suitable to 
detect a successful basket score, since the basket may not be in the field of view. 
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Figure 14.  Role based capture set-up and workflow. 
The proposed set-up consists of two sets of cameras for content capture, referred to as 
“fixed analysis camera” and “view cameras” (Figure 14). The cameras labelled “analysis” 
are situated such that their captured content is optimal for semantic analysis. For exam-
ple, their field of view overlapping with the intended region of interest (e.g. the baskets 
in case of basketball, the goal-post in case of football or soccer, etc.). The cameras la-
belled “view” are situated in such a way that they cover the event from an optimal position 
for aesthetically pleasing content. The analysis cameras are used to analyze salient 
events and subsequently extract the relevant content segments from the view cameras. 
Due to the assignment of roles, this method is referred to as role based recording setup. 
The alignment between analysis content and the view content can be done with audio 
based time alignment (which was used in our system) or any suitable method. The spe-
cific method of time alignment is not in scope of the thesis. 
In Figure 14A, P1 and P4 are fixed analysis cameras (mounted on a tripod), these need 
to have sufficient field of view and resolution but need not have a high zoom-in capability. 
P2 and P3 are operated by camera operators (mounted on a swiveling mount) to ensure 
the right objects and views are always tracked during the game. P2 needs to have a high 
zoom capability to ensure professional grade close-up shots. P3 needs to have a large 
field of view to give a proper wide angle shot. Consequently, P1, P3 and P4 were chosen 
to be high-end mobile devices; P2 was chosen to be a professional camera. The pro-
posed setup requires two persons (with only one professional camera operator) to oper-
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ate. This is in contrast with conventional setup which consists of four professional cam-
eras operated by four professionals (see Figure 1 in publication [P7]). This reduces costs 
of equipment as well as personnel needed. 
As can be seen from Figure 14B, the workflow consists of role based recording, auto-
matic saliency detection and summary tuning. The details of automatic saliency detection 
method, the results and the tunable summary creation method will be presented in sec-
tion 5.3.2, 5.3.3 and 5.3.4, respectively. 
 Saliency detection for basketball 
The approach is outlined in Figure 15. In the first part, the spatial ROI is determined. In 
the second part, the temporal ROIs are determined by detecting the ball in the proximate 
region surrounding the spatial ROI. The third part consists of obtaining a salient events 
from a set of detected salient frames. 
 
Figure 15. Salient event detection approach for role based capture 
Part 1: Spatial ROI detection 
Due to the use of a fixed analysis camera, it is sufficient to obtain the spatial ROI only 
once. Since we are considering basketball, the anchor-object is the basket. Spatial ROI 
detection is done using the visual detector for basket that was used in section 5.2.1. In 
order to improve the robustness of the spatial ROI determination, a predefined threshold 
number Nbaskets is used to confirm the basket detection. 
Part 2: Temporal ROI determination 
Detection of the ball in the proximity or within the desired region of interest, determines 
that whether a particular frame is salient or otherwise. Thus ball detection determines 
the temporal aspect of the spatiotemporal salient even detection. Ball detection was seen 
to be underperforming for detecting salient events with the unconstrained mobile videos 
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as source content in 5.2. Consequently, sensitive methods which do not result in exces-
sive false positives were explored. A motion based ball detection approach was chosen 
for detecting temporal ROIs. This method consists of the following steps: 
 Calculate frame difference between current and previous frames. Threshold frame 
difference to get motion contours.  
 Apply noise reduction techniques to filter out noise and enhance motion contours. 
 Background modeling to reduce false positives. This is done using an adaptive 
Gaussian mixture modelling technique [127].  
 Analyze the shape of the motion contour to determine saliency. The shape verifica-
tion is implemented using a polygon estimation method as per the Douglas-Pecker 
algorithm [34], to further reduce the false positives. 
Please refer to sub-section Automatic Saliency Detection of publication [P7] for more 
details. The motion based ball detection is shown in Figure 17. 
 
Figure 16. Ball detection process overview. 
Part 3: Salient events detection 
In this step, salient frames are first identified by the detection of the ball in the spatial 
ROI. Detection of ball in the proximity of the spatial ROIs for at least two seconds repre-
sents a salient event. This is the heuristic hypothesis for a salient event. In addition, the 
non-causal use of detection information reduced the false positives. 
 Results 
This sections presents the results from a test event captured with a role based recording 
set-up described in 5.3.1. The saliency detection is performed for video recorded by fixed 
analysis camera P2 in Figure 14. The ground truth consisted of 45 salient events anno-
tated manually in a video of 40 minutes duration. Saliency detection with frame difference 
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followed by noise removal and thresholding resulted in 100% recall rate, although with a 
significant number of false detection (precision 74%). With the use of background mod-
eling and shape recognition, the precision increased 32% to 97.8%. This suggests strong 
promise, which needs to be verified with a larger data set (see Table 5). 
TABLE 5. Salient event detection performance 
 
 Tunable summary creation 
Tunable summaries are required to provide users, the control to obtain a right-sized sum-
mary, which is optimized by taking into account the end use. For example, different 
length summaries are needed for showing short clips within a news program versus high-
lights of the whole game. The summary tuning control is available at two levels. 
Prioritized salient event selection 
The first level controls the number of salient events included for making a summary of a 
specified duration. This requires selection of one or more salient events from a set S, 
where 𝑆 = {𝑆1, 𝑆2, 𝑆3, … . . , 𝑆𝑁}. The key requirement at this level of tuning is to include the 
salient event which adds the maximum subjective value to the viewer of the summary. 
For example, inclusion of successful basket attempts is likely to be more important than 
an unsuccessful attempt but on the other hand, a false salient event would degrade the 
viewing experience. Consequently, salient events are ranked with a combination of 
whether the scoring attempt is successful and the salient events’ confidence value. A 
successful basket detection is ranked above an unsuccessful score attempt (even if the 
former has a lower algorithmic confidence value). Successful basket detection is done 
by detecting motion in the “inner ROI”, which is the lower middle block formed by dividing 
the spatial ROI into nine blocks (see Figure 7 from publication [P7]). The successful 
scoring event classification resulted in 25 instances, out of which 18 were true positives, 
one false positive and 6 false negatives as a result, achieving 84.21% recall and preci-
sion of 94.73%. Further details about successful basket detection can be seen from pub-
lication [P7]. 
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Salient event adjustment 
The second level of control is at the level of tuning the duration of each segment of a 
single salient event’s multi-camera presentation, consisting of three sec-
tions[{𝑀𝑎𝑖𝑛 𝑆𝑒𝑐𝑡𝑖𝑜𝑛}, {𝑅𝑒𝑝𝑙𝑎𝑦}, {𝐴𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑖𝑒𝑤}]. The summary employs the multiple 
camera angles by using the cinematic rules described in the section Tunable Summary 
Production in publication [P7]. Figure 18, gives a brief overview tunable summary system.  
Overall, the tunable summary system consists of three aspects. Firstly, as discussed 
above is the salient event ranking. Secondly, the use of cinematic rules to present a 
salient event in a manner, that is both aiding user understanding as well as aesthetically 
pleasant for viewing. Thirdly, leverage the low footprint method of using metadata based 
playback control to facilitate instant preview by changing parameters for the two levels 
described above. This method employs the low footprint approach of metadata based 
rendering discussed in section 3.4  
 
Figure 17. Tunable summary overview. 
5.4 Implications of unconstrained and role based capture 
The unconstrained mobile video capture technique is suitable for amateur end users who 
casually record videos in different types of events. The act of recording usually distracts 
the user from enjoying the event [P5]. Thus, minimal effort for performing the recording 
is a key requirement. However, the saliency detection for unconstrained UGC has clear 
challenges imposed by the field of view constraints and unintentional movements in the 
mobile device. 
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The role based capture technique is suitable for professional and prosumer category of 
users. The proposed set-up provides a lower cost (compared to conventional profes-
sional set-up) alternative which combines the elements of simplicity (e.g., automatic sa-
liency detection) and professional quality (e.g., cinematic rules, close-up shots from long 
range) to deliver a high quality summary. The crowdsourced content can be leveraged 
with the automatic saliency detection framework to provide much needed variation in the 
views used in the summary and at the same time benefit the recorder by receiving the 
salient event indexes. The ability to tune the summary allows a user to control what she 
wants and only as much as she wants.  
In the next chapter, we will shift focus from collaborative content creation to collaborative 
content consumption. 
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6 Mobile based collaborative watching 
In the earlier chapters we have discussed the use of content derived semantics and the 
recording users’ situational context (e.g., camera motion, event information, etc.) for col-
laborative creation of video remixes and summaries. Now, we will discuss the use of 
situational context for collaborative consumption of TV or video content. An example of 
such a collaborative watching method was proposed as the Mobile and Interactive Social 
Television (MIST) [P8][P9]. This concept envisaged a mobile based virtually collocated 
content consumption experience, between people who may in reality be present in dif-
ferent locations.  
In this chapter, we will first present the requirements and the method for a virtual co-
watching experience. Thereafter, novel architectural approaches are presented for real-
izing such a system as well as initial findings about the user experience aspects for such 
type of systems. This is followed by a discussion regarding the seamless transfer of 
multimedia consumption between different devices, covering [P10]. We will conclude this 
chapter by discussing the state of the art in this topic. 
6.1 Role of context and content in collaborative watching 
Traditionally video consumption has been dominated by broadcast content watched on 
TV. The widespread availability of mobile devices equipped with high quality video play-
back capability and high bandwidth network connectivity, mobile based content con-
sumption has become commonplace. However, content consumption experience con-
tinues to be a substantially solo activity. 
It has often been observed since the birth of TV that people prefer to watch a game or a 
movie with other people, due to the social experience that it offers [67]. The content often 
becomes a medium of interaction between people and can sometimes make interaction 
between users to be more important than the content itself [117]. Similar motivations 
have been realized in a static context in [1][8][18][46]. An example of collaborative watch-
ing with mobile devices is implemented for broadcast video delivery. Although, DVB-H is 
not widespread any more, the system provides useful insights into the value of audio 
based interaction for collaborative watching [116][117][118]. The work in [128], presents 
community streaming with interactive visual overlays, such that a dedicated space is left 
for interaction content and the other space is left for the consumed content. On the other 
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hand, our method is amenable for overlays to move dynamically so that important objects 
of interest in collaborative consumption are not occluded by visual overlays. 
The motivation for the MIST system was to provide a watching together experience, as 
though the users are collocated in the same location. The “watching together” aspect is 
facilitated by the virtual presence between the participating users. The creation of virtual 
presence is achieved by capturing and sharing the users’ situation context with the other 
users. The level of virtual presence is influenced by the richness of user’s situational 
context. The virtual presence can be shared in the form of facial expressions, sounds, 
text message, which are referred to as interaction content in publication [P8]. The inter-
action content may consist of simple text based interaction for sharing views and reac-
tions. A higher degree of virtual presence can be obtained via sharing real time audio 
based interactions between the collaborating users. A further enhancement of the virtual 
presence involves audio-visual interaction between the users. In addition, the watching 
together experience is contributed by the commonality in the content being watched by 
the participating users. The participating users’ situational context and the watched con-
tent as a mediation channel form the basis of context and content mediated collaborative 
watching. Figure 1 in publication [P8] gives an illustrative overview of the concept.  
In the next section, two architectures are presented for realizing the mobile based col-
laborative watching system. 
6.2 Collaborative watching architectural approaches 
As discussed above, sharing of situational context facilitates virtual presence. Conse-
quently, the degree in richness of virtual presence influences the cohesion among par-
ticipants in the collaborative watching session. In our case, the virtual presence is 
achieved with real-time audio-visual interaction. A common shared context between the 
participating users is created with the help of the consumed content and the sharing of 
their situational context. Hence, this is also referred to as context and content mediated 
consumption. The following two media delivery requirements are important for success-
fully creating a common shared context: 
 The interaction responses consisting of the users’ comments (both text and audio) 
and visual feedback (e.g., facial expressions, gestures) are viewed in synch with the 
consumed content. Hence, the delivery of such interactions should be with low la-
tency, to maintain their contextual meaning.  
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 The content consumption should be in synch for all the participating users, in order 
to maintain a common baseline. 
Realization of such a system on a resource constrained mobile device presents many 
challenges. Physical constraints like display size, computational resource availability, 
battery and network connectivity need to be considered for defining a suitable architec-
ture (for more details see section 2.4). Equally important are the user experience related 
requirements from architectural perspective. The proposed architectural approaches are 
the centralized mixing or a thin client approach (see section 2.4.2) and the end-point 
mixing or a thick client approach (see section 2.4.1), proposed in publication [P8]. 
 
Figure 18. Overview of the centralized (A), end-point mixing (B) approaches. 
 Centralized mixing architecture     
This architectural approach is designed to minimize the computational and other re-
source requirements for the mobile device participating in the collaborative watching ses-
sion. The architecture has three main entities, the Content Provider (CP), the Interaction 
Server (IS) and the mobile clients (hosted by the user’s mobile device). Figure 18A gives 
an overview of such an architecture. The Content Provider delivers the content to be 
watched collaboratively.  The users’ situational context is captured by their respective 
mobile devices and transmitted as virtual presence media (as audio, video and text mo-
dality) to the Interaction server. The Interaction server mixes the content from the CP 
with the virtual presence media to generate a combined audio-visual stream as the out-
put. This stream is subsequently delivered to all the participants, comparable with con-
versational applications like video telephony. 
The main advantage of this scheme is the need to decode and playback only one com-
bined stream.  The centralized mixing scheme resembles a start topology, with the IS 
forming the hub while the mobile clients and the CP forming the spokes. The advantage 
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of this topology is that the combined stream can be adapted for each mobile client’s video 
playback capability (e.g., in terms of resolution) as well as network specific bandwidth 
adaptation to maintain the desired latency. 
 End-point mixing architecture 
In this approach, the virtual presence media received from IS and the content received 
from the CP is mixed in the users’ mobile device. The virtual presence media is trans-
mitted from the users’ mobile devices to the Interaction Server and received back as a 
mixed multi-party virtual presence stream (audio, video and text interaction). At the same 
time, the content to be watched collaboratively is received directly from the CP by the 
mobile device (see Figure 18B). Consequently, the end-point or the mobile device re-
ceives two streams which are mixed and rendered locally.  
The advantage of this scheme is that it decouples the Interaction Server (IS) from the 
Content Provider (CP), which can provide higher degree of flexibility and choice for indi-
vidual or group of users in a collaborative watching scenario. Furthermore, the localized 
mixing of the virtual presence stream and the content provider stream allows for individ-
ualized flexibility in arranging the rendering layout. In the end point mixing scheme, the 
mobile device is required to decode one additional stream compared to the centralized 
mixing approach. The primary challenge in this scheme is to maintain playback synchro-
nization between the different mobile devices for content stream playback and the multi-
party virtual presence stream received from the IS. The work in [19] presents schemes 
for inter-client synchronization. 
Running two sets of decoders on the mobile device resulted in rapid draining of the bat-
tery. Implementation and performance details can be seen from section 4.6 and 4.7 in 
publication [26].  
6.3 Proof-of-concept system 
The proof of concept system is presented in section 3 of publication [P8]. This centralized 
mixing approach is described in this section. This is also the system used as a prototype 
system to study the user experience aspects in the subsequent section. The implemen-
tation approach is a fusion two signaling paradigms. First is the typical SIP [108] and 
SDP [55] based multiparty conferencing session negotiation and RTP [120] based media 
transport. Second is the HTTP [43] based session control module for implementing the 
shared playback control as well as content selection from an EPG (see Figure 20 for 
protocol stack). 
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Figure 19. Protocol stack overview of POC system. 
The common shared context, also referred to as virtual shared space (VSS) in publica-
tion [P8], is the facilitator for the watching together or the collaborative watching experi-
ence. Figure 4 in publication [P8] shows the sequence of initiating the collaborative 
watching session and subsequent interactions. In such a collaborative session, the par-
ticipating users can talk, see and message the other participating users. The initiation of 
such a session involves inviting one or more people of interest using a SIP URI (which 
can be retrieved from the initiator device’s phone book).  The participants can join in by 
accepting the invitation. Joining in at a later point in time is also possible by starting the 
client entering any of the on-going collaborative watching sessions.  
The session starts like a conventional multiparty video conference, where the users can 
talk and discuss before selecting the content to be watched. On selecting the content to 
be watched, all the users receive the content such that it is synchronized between the 
participants. The users can speak with the other participants or make gestures by pop-
ping-in with their video on the screen. There is a need to optimize the precious screen 
real estate and avoid obstructing the users’ view of the watched content. Consequently, 
the participant video rendering is voice activated to grow in size. In absence of voice 
activity, the participant video thumbnail is kept small to provide a sense of presence 
without occupying excessive space on the screen (Figure 5 in publication [P8]). There is 
a shared control of content playback between the participants. This ensures that content 
selection as well as playback control interactions (SELECT, PLAY, PAUSE, STOP) are 
applied to the common shared context. This is an important aspect to maintain a cohe-
sive experience for all the participants in the collaborative watching session. 
The proof of concept system was tested on WLAN as well as cellular networks. For the 
WLAN bearer, the general feedback was positive and the response time experienced by 
the participants for response to interactions (like playback control, participant video acti-
vation, etc.) was observed to be about half second. For the 3.5G bearer, for a test setup 
with mobile clients in different locations (one mobile device was in Bristol, UK and the 
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other was in Tampere, Finland), the response time for user interactions was less than 
one second. 
6.4 User experience requirements 
In this section we summarize the findings about the user experience impact of mobile 
based collaborative watching from publication [P9]. The feeling of social presence of 
collaborating participants was found to add value by all the study subjects. The key fac-
tors for influencing the level of virtual presence were relationship between the partici-
pants and the type of content being watched together.  
The desired level of virtual presence affected the choice of the interaction modality that 
was employed by the participant. Users considered audio interaction based virtual pres-
ence engaging but distracting for some types of content. Interestingly, some users ex-
pressed preference for using asymmetric interaction modalities (for example, using audio 
as input interaction but receive the other participants’ audio as text). The audio-visual 
interaction was considered to provide a higher degree of virtual presence compared to 
audio only and text. Consequently, its use was considered to be more sensitive and 
context dependent. The work in [112] validates the descending virtual presence for au-
dio-visual, audio-only and text based interaction. Significantly, the [P9] study suggests 
an implicit feeling of etiquette which gets transferred from face to face collaboration to 
the virtual co-watching space.  
The type of content that was preferred by the users was influenced by two factors, mo-
bility and collaborative watching. Long format content was less preferred compared to 
short duration content. User generated content (home and family videos, short clips, 
funny clips, etc.), sports content, short TV episodes (TV shows, celebrities, etc.) and 
news content were considered most suitable type of content for watching collaboratively 
on a mobile. 
Thus, in summary, although users desire rich interaction capabilities, they do not want 
all of it enabled all the time. Privacy needs, inter-personal relationship between the par-
ticipants and the type of content has a direct impact on the acceptability of the system. 
The key requirement was found to be the easy personalization and customization of col-
laborative watching session based on user preferences. 
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6.5 Movable multimedia sessions 
The collaborative watching has been discussed in the mobile device context. The earlier 
collaborative watching systems were primarily static scenarios, with TV being the primary 
video consumption device. Users could be interested in the possibility to shift from a 
mobile device to a TV or vice versa during a collaborative watching session. Considering 
the same possibility at a more general level, the ability to transfer any on-going multime-
dia session from one device to another without the need to restart the session provides 
many advantages. This aspect is analyzed in publication [P10] and forms the basis of 
the discussion in this section. In spite of the availability of multiple Internet enabled mul-
timedia devices, the user often ends up either continuing the particular multimedia ses-
sion from the original device or restarts the session from a suitable device.  
 Related work 
A SIP based third party call control in [107] presents best practices for controlling media 
flow between two devices. The SIP based Session Mobility describes the signaling and 
media flow examples for transferring a communication session from one device to an-
other [119][121]. A seamless application layer handoff for media delivery across different 
devices is presented in [30], with a middleware focused approach. An example of session 
state transfer can now be observed in consumer web services such as YouTube [52], 
although not in a real-time handover context. In this service, if a user is logged into the 
service, moving from consumption on an Internet TV to a tablet device, already indicates 
the video which was being viewed earlier (and also saves the playback position). This 
system is still not connected with a device discovery and handoff initiation mechanism. 
There have been recent developments in fusion of web browsers and SIP protocol sup-
port, which enables session mobility between browsers [2]. 
 Session mobility 
The traditional physical mobility and the service mobility is that while former keeps the 
service uninterrupted even as the consumption device moves. On the other hand, the 
service mobility continues the service experience, even if it is consumed from a different 
device. In the context of multimedia sessions, the mobility of multimedia sessions envis-
ages service continuity despite of changing device through which the user consumes 
media. This requires seamless transfer of multimedia session from one device to another. 
Transfer of multimedia sessions (or session mobility in [P10]) can either be complete or 
partial.  Either type of the session transfers can happen from one or more originating 
device to one or more target device. 
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 In case of a complete session transfer, the originating device will transfer all the 
individual media sessions to the target device.  
 In case of a partial session transfer, the originating device will transfer only a part of 
the media session to the target device. 
The main motivations for enabling movable multimedia sessions are physical mobility, 
optimal content consumption experience and lower costs. The first advantage is visible 
when transferring a multimedia session (e.g., a video call) from a desktop to a mobile 
device, when the user needs to leave the location. The second advantage allows a user 
to transfer the content consumption from her moble device to a high speed broadband 
connected Internet TV. In this case, the improvement in the viewing experience may be 
helped by using a better display as well as an improved bitrate for the content. The cost 
option is applicable while leveraging the optimal bearer (for e.g., using home WLAN 
instead of a cellular network connectoin). 
 Session mobility solution 
Session mobility aims to achieve a seamless application layer handoff from the originat-
ing device to the target device. An application session can be abstracted into its context 
and state information. For a video receiver and playback application, the context and 
state consists of the video codec, the last rendered frame number, the receiver buffer 
state. Handoff of the multimedia session at application layer provides access to applica-
tion context and state information [119]. The context and state information can be used 
by the target device to prepare it for receiving the media and consequently minimize the 
discontinuity. Discontinuity interval is a critical measure for the perceived effectiveness 
of the mechanism. 
Session mobility mechanism is deeply influenced by the characteristics of the multimedia 
application. For a streaming application such as Video on Demand (VOD), the challenge 
is to minimize the initial buffering delay for the target device before rendering on the one 
hand and to synchronize the device switch (when transferring the media from one device 
to another). For a conversational application such as video telephony, on the other hand, 
has low latency requirements that require very small buffering at the receiver (often just 
to handle jitters caused by the underlying network or the nature of the media and audio-
video synchronization). Furthermore, media specific requirements also influence session 
mobility mechanism. For example, a transfer of the H.265 video streams necessitates 
the H.265 sender to re-initiate the media stream from an IDR (Instantaneous Decoding 
Refresh) to facilitate decoding of the video stream by the target device. 
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In the following sub-section, we present the proposed architectures in publication [P10]. 
 Session mobility architecture 
We propose the architecture options for enabling session mobility and examine the ben-
efits and drawbacks of the same. An important characteristic to evaluate the different 
options, is whether the entity involved in the session transfer is “session mobility aware”. 
A “session mobility aware” entity is expected to be able to distinguish between a new 
session being started and an on-going session being transferred from an originating de-
vice to the target device. The architectures could be device centric or network centric or 
hybrid. 
A device centric approach requires minimal support from the network infrastructure, but 
depends on the incorporation of session mobility support in the devices involved in ses-
sion transfer. The network centric approach, on the other hand, relies on the network 
based services for enabling the session transfer as well as choosing the optimal target 
device. In contrast to the device and network centric approaches, the hybrid approach 
attempts a compromise for situating the session mobility facilitation mechanisms. The 
right approach depends on the specific use case, the operating environment (whether 
SIP or HTTP or RTSP is used for session setup), the device capabilities and services 
available in the network infrastructure. The session mobility mechanism can be broadly 
divided into three steps. 
Device and Service Discovery 
This is a prelude to initiating the actual session transfer. For example, in (Universal Plug 
and Play) UPnP [97] based service advertisement and discovery mechanisms can be 
utilized to discover the target device and its capabilities. Another example of service dis-
covery is (Service Location Protocol) SLP [54]. This step also forms an important part of 
the security mechanism during a session transfer. Security mechanisms are essential to 
identify if the participating user and device can be trusted. This is an important step be-
fore being authorized to proceed with the session transfer. Service advertisement and 
discovery mechanisms should include media capabilities advertisement and discovery 
as well. Device and media information are needed for capability negotiation when a ses-
sion is transferred between devices.  
Session state capture and representation 
The session state capture of a multimedia session includes parameters like the media 
parameters like codec related information; the network parameters like IP address, band-
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width and transport protocol information; and application level parameters like buffer sta-
tus and stream grouping for synchronization. This information can be represented using 
(Session Description Protocol) SDP [55] or a suitable (Extensible Markup Language) 
XML [133] format. 
Session state transfer and capability exchange 
After capturing the session state and representing it in a suitable format, the final step 
involves setting up the new session. This requires transferring the session state infor-
mation to prepare the target device for continuing the session. The session transfer can 
be a hard hand-off or a soft hand-off, which is in principle, similar to the conventional 
handoff. In addition, the session transfer may involve session negotiation via capability 
exchange, if the goal is to optimize the session parameters. 
6.6 Comparison with state of the art 
There have been significant increases in the computational resource availability, display 
size as well as resolution and network bandwidth in the eight years since the proof of 
concept system was implemented. For example, if we compare Nokia N95 [90] and Sam-
sung Galaxy S7 [113], the two devices which could be considered state of the art in their 
respective periods (see Table 6). The multimedia creation and consumption capability 
has increased significantly. Furthermore, it is accompanied by the upgrade in the network 
bandwidth availability (from the earlier HSPA to the current LTE). In spite of the increase 
in the hardware, software and network capability, the resource constraint together with 
user experience challenges continue to dominate collaborative watching experience. 
This is partly due to the increase in the users’ expectations with respect to the media 
quality, which continues to consume significant network and computational resources. 
Easy adaptation of the rich interaction capabilities with the need to match the users’ 
instantaneous contextual needs, continues to be a challenge. 
TABLE 6. Specification comparison between two mobile devices. 
 
71 
 
Collaborative watching in VR environment [91] has further expanded the envelope for 
providing a rich virtual presence to the collaboratively watching users. The VR platform 
from Oculus, leverages audio based interaction in combination with immersive omnidi-
rectional content consumption to create rich virtual presence. Social interactions with VR 
is in its early days but it follows many of the key features present in the prototype system. 
For example, there is an initial staging area where the participants can interact with each 
other and discuss about the content to be watched. The integration with (Social Network-
ing Services) SNSs like Facebook [42] indicate the possibility of leveraging different con-
tent servers. 
There have been many recent advances which support various methods for leveraging 
of heterogeneous devices and networks. One such example of session mobility can now 
be observed in consumer web services such as YouTube [52]. In this service, if a user 
is logged into the service, moving from consumption on an Internet TV to a tablet device, 
already indicates the video which was in progress earlier (and also saves the playback 
position). This system is still not connected with a device discovery and handoff initiation 
mechanism. There have been recent developments in fusion of web browsers and SIP 
protocol support, which enables session mobility between browsers [2]. Google cast [49] 
provides the possibility to bridge the content consumption gap between a mobile device 
and a TV. This allows users to combine the benefits of consuming content with a large 
and high quality display afforded by a TV and other high quality audio speakers in the 
vicinity. In one mode of operation, the mobile device controls the Chromecast device to 
directly fetch content from Internet content services (thus relieving the mobile device 
from the media path). In another mode, the mobile device can directly transmit content 
to be consumed to the Chromecast or Google cast device. There are content streamers 
in the market from other companies, such as Roku [106], Amazon [4], and others. The 
streamers fulfill part of the session mobility use cases (of leveraging optimal hardware) 
in a localized scenario. However, consumer products for automatic seamless session 
transfer of in-progress video calls or video streaming sessions is not available. This sug-
gests there are still challenges related to device discovery, security, NAT/Firewall issues 
and handoff orchestration, for ubiquitous session mobility. 
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7 Conclusions 
Automatic co-creation of content from mobile videos and mobile based collaborative 
watching have many challenges such as meeting key stakeholder requirements, system 
design and implementation, algorithmic, among others. Some of these challenges have 
been analyzed and techniques presented to address them.    
Firstly, thesis explores the novel aspect of end-to-end system design for automatic video 
remixing. A system for creating automatic remixes from crowdsourced sensor data en-
riched mobile video content is presented. Sensor enhanced source video content pro-
vides two advantages: sensor based analysis can achieve higher efficiency for semantic 
analysis; combining sensor and content analysis can deliver better semantic information. 
Consequently, a sensor enhanced automatic video remixing system can deliver higher 
quality remixes compared to a content only approach. The sensor-enhanced video re-
mixing prototype system was designed without any specific operating parameter con-
straints, the goal was algorithmic verification and explore system feasibility to achieve a 
high overall user experience. However, the need for a proprietary client to record sensor 
data simultaneously with audiovisual content means that it is difficult to have a minimum 
critical mass of persons in an event who can contribute such source content. Also, there 
is absence of such sensor data aware social media services. This drives the need for 
adaptation of the system architecture such that it can improve the desired performance 
parameters while limiting the reduction in the overall user experience. The sensor-less 
cloud based remixing system removes the need to upload videos specifically for making 
remixes and solves the problem of minimum critical user density, since all users can 
contribute source content. On the other hand, the sensor-less approach compromises 
on computational efficiency as well as semantic information due to the absence of sensor 
augmented source content. The low footprint sensor-less AVRS system condenses the 
operating requirements to “one user, one video and one device”. The system architecture 
adaptation reduces the overall system complexity to an extent where any backend infra-
structure is not required, enabling a single user to create a multi-camera remix experi-
ence from a single video. The presented system architecture adaptations exemplify the 
need for prioritizing performance parameters of interest in the system design. This is 
done in order to make the resulting system suitable for the chosen operating parameters 
with reduced compromise on other performance parameters. 
The multiple studies of user experience impacts provided insights in both top down and 
bottom up manner. The user experience studies verify some of the top down design 
goals, highlight gaps and indicate which of the top down design choices have a negative 
impact on the user experience. Top down design choices such as use of automation to 
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reduce complexity, crowdsourcing of source content, a continuous audio track were pos-
itively received by the end users. The emphasis on removing videos with poor illumina-
tion and switching camera angles in synch with the audio scene characteristics (e.g. 
music tempo, beat and downbeat) was highlighted in the first user study, which was 
subsequently incorporated and received positively. The need for advanced user control 
functionality which was not part of the initial system design, is an example of a bottom 
up user requirement. A linkage is observed between the user’s preferences for the used 
switching regime and subjective visual quality assessment of the multi-camera remix 
from a single video in the low footprint remixing approach. This suggests a need for user 
control on modifying switching instance in addition to the view selection. A summary is 
presented in section 4.4 of the system design implications extracted from the user expe-
rience studies. The user studies were involving the sensor-enhanced video remixing 
methodology and the low footprint remixing approach. 
The need for the system architecture adaptations described in the first chapter have been 
informed by the challenges and bottlenecks experienced by the users in the trials  as 
well as the need to reduce the time to wait for the first video remix. For example, upload-
ing large source video files involves waiting (due to the uplink speeds) which is further 
accentuated if this effort serves only one purpose (of creating a remix) and requires an-
other upload to SMPs for social sharing. On the other hand, instant gratification, is ap-
preciated by the users, as seen in interactive customization with low footprint remixing 
method. The possibility for instant preview after making the changes was positively re-
ceived and considered to be very important by the users in the study. 
After analyzing the system design aspects and the user experience impact, we next pre-
sented techniques for sport content summarization. The objective was to leverage the 
lessons learnt for video remixing and apply them for creating high quality sport summar-
ies. The scenario pertaining to the unconstrained capture of basketball mobile videos, 
highlights the challenge with such type of content. Furthermore, the saliency detection 
method demonstrated the important role of sensors in reducing computational complex-
ity and the value of multimodal analysis in improving the accuracy of saliency detection. 
The promising results from role based capture setup involving both mobile devices and 
professional equipment, indicated the importance of pragmatism for optimizing the de-
sired performance parameters. The performance parameters to be optimized should be 
decided based on key stakeholder priorities. For example, in contrast to the uncon-
strained capture scenario which is suitable casual amateur recorders, the role based 
capture scenario was a better fit for professional and prosumer users. 
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In the previous discussion, the users’ situational context (camera motion, location, etc.) 
is used in combination with her recorded content to create value added content such as 
video remixes and summaries. Subsequently, we analyzed the use of users’ situation 
context via capture and sharing of rich virtual presence between the collaborating users. 
The architectural choices are directly impacted by the end-point device resource con-
straints and network latency, consequently a thin client approach is expected to scale 
more easily with increase in video resolution. The effect of interaction on media con-
sumption was influenced by the type of content being consumed and the comfort level 
between the participants. Higher the closeness between the participants, greater open-
ness for richer virtual presence was observed. The key challenge in future would be to 
develop a content and context adaptive system, which leverages SNSs to determine 
closeness between users to adjust the default presence sharing levels.  
It can be seen from the user experience studies as well as the direction of the upcoming 
VR platforms, that collaborative consumption is still in its early stages and there is sig-
nificant scope to develop. On comparing the proof-of-concept system presented in the 
thesis and the upcoming VR based collaborative consumption systems certain common-
alities can be seen. Features such as a lounge or meet-up area, commonly consumed 
content and rich interaction between the users to infuse a common shared context can 
be seen. In addition, with the presence of multiple Internet enabled multimedia devices 
(mobile devices, tablets, laptops, desktops, TVs) the ground for multi-device content con-
sumption with movable multimedia is stronger. Although implicit or automatic transfer of 
multimedia sessions is not yet common in consumer space, the analog of third party call 
control and screen sharing have made viewing content from optimal device, common-
place. The essential aspects of session state capture and sharing via a device centric 
approach has become more successful in a localized scenario by avoiding inter-network 
security, privacy and NAT/FW related complexities. The advances in IOT indicates a 
strong potential for further development of service mobility across multiple devices. The 
increase in multi-device ecosystem (mobile device, accessory cameras, VR headsets, 
etc.), the lines between collaborative creation and consumption systems are blurring. 
(Figure 1 in section 1.1). 
7.1 Future developments 
The future trends of increase in network speeds (e.g. 5G), mobile device multimedia 
capabilities (4K recording, omnidirectional content consumption) and IOT are key trends 
that will affect the trajectory of video creation and consumption ecosystem. Live video 
content is proving to be an important tool for bringing families together as well as for 
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social media activism. In future boundaries between content creators and consumers will 
become fuzzier. The ability to contribute high quality content in real-time enables the use 
of such content for creating automatic remixes in real-time. Research to optimize the 
algorithmic latency, system latency, scalability are some of the research aspects which 
need further study. In addition, further research is needed to identify techniques for iden-
tifying user requirements for video remixes and evaluating them. Furthermore, main-
streaming of (Omni-directional content capture) OCC devices will have a significant im-
pact on the video remixing and summarization techniques. For example, OCC devices 
coupled with appropriate person or object tracking methods has the potential to com-
pletely remove humans from the capture phase. Systems for low latency and jitter free 
transport of content from the multiple constituent cameras of OCC devices requires fur-
ther research. Equally important is to understand the user experience impact of using 
such a method in different event scenarios by professional users, prosumers and con-
sumers. 
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