Reduced rank approximation of matrices has hitherto been possible only by unweighted least squares. This paper presents iterative techniques for obtaining such approximations when weights are introduced. The techniques involve criss-cross regressions with careful initialization. 
INTRODUCTION
Approximation of matrices by other matrices of lower rank plays a useful role in fitting models to data (Mandel [15] , [16] ; Bradu and Gabriel [1] ), in graphical representation of data by means of biplots (Gabriel [4] , [5] ), in principal component analysis (Whittle [24] ) and in other mutivariate techniques. (In fact the underlying approach of S. N. Roy and his students [19] , [20] , has been that of studying the rank one approximation of the data matrix). The method of approximation used in all these applications is least squares, with the solution due to Householder and Young [13] (and earlier on to Fisher and Mackenzie [3] ) for which a variety of special computational routines are available (Golub and Reinsch [11] ). An alternative method of approximation is an iterative procedure in which row and column weights are inversely dependent on row and column sums of squared residuals, and weighted least squares are used in each iterative step (McNeil and Tukey [17] ). This is presumably more resistant to outliers.
The need for approximation by weighted least squares also arises frequently. For example, a table and (jbj,r2) air = jbjr.
r1i
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(2.3)
These are iterated, from some initial a, until they converge. Equivalently, one could omit the square roots in both equations. The method then becomes one of criss-cross regression of columns of yr-I) onto a, to obtain b, as coefficients, and regression of rows of yr-I) onto b., to obtain a, as coefficients. This unweighted least squares fit is seen to proceed by dyadic (i. This stepwise fitting is possible because successive a,'s, and also successive b,'s, are orthogonal (or, in the case of multiple eigenvalues of YY, they can be chosen so as to be orthogonal).
CRISS-CROSS REGRESSIONS AND SUCCESSIVE

DYADIC FITS
The method of criss-cross regressions of columns and rows of '-" onto, respectively, a, and b, is readily generalized to arbitrarily weighted least squares. (For the special use in which the weights are all 0 or I see also A. Ruhe [21] .) The iteration equations generalize to Successive solution of these equations for r = 1, *--, p has been referred to as the NIPALS procedure (Wold [27] ; Wold and Lyttkens [26] ). There are two mathematical differences between the case of equal weights and the case of general weights, and these are very crucial to the applicability of the above-mentioned generalization:
(i) For general weights, criss-cross regressions, which solve equations (3.1) and (3.2) iteratively, may converge to some local minimum which is not the desired closest fit. The fact that this may happen even in the simple case of 0 and 1 weights was apparently overlooked in the existing literature. Judging from our own experience, the phenomenon of convergence to a "wrong" minimum is not at all unlikely when some weights are 0 (i.e., missing observations). This is further discussed in Section 4, below.
(ii) For p > 1 and general weights, the strategy of stepwise dyadic fits to residuals does not usually lead to the closest overall fit of rank p-though it does so when the weights are all equal. This is due to the fact that the successive a,'s (as well as the b,'s) are not necessarily orthogonal except when the weights are equal. To overcome difficulty (i) we propose in Section 4 an initialization of the criss-cross regression method which prevents the most frequent type (and so far the only type known to us) of "wrong convergence."
For difficulty (ii) we propose two alternative strategies: One is a sort of repeated NIPALS procedure which is based only on successive dyadic fits-Section 5. The other is based on criss-cross multiple regressions-Section 6.
INITIALIZATION FOR DYADIC FITS
As mentioned above, in the case of unequal weights the iterative solutions of (3.1) and (3.2) may not converge to the closest fit. In particular, when some weights were zero, these iterations occasionally converged well away from the least squares fit. If w,J = 0 for some given (i, j) and the dyadic fit iteration reached approximately for some constants a and /, then it converged to these vectors with infinitely increasing a and f. This provided perfect fit in all cells of row i and of column j, except cell (i, j) whose fitted value a/8 increased indefinitely (which did not affect the goodness of fit since w,j = 0). The fit outside these columns could be extremely poor, as each fitted value decreased indefinitely to zero. . Relying entirely on dyadic fitting makes these procedures relatively simple and also gives us confidence that they avoid "wrong" convergences by using proper initialization.
CRISS-CROSS MULTIPLE REGRESSIONS
A more direct approach to higher rank fits deals The least squares properties of multiple regression can be used to show that this method of iteration must converge, though it does not prove that it converges to the minimum value of (. However, the convergence point of the iterations, say (A*, B*), sat- This initialization has converged to the true minimum of < in all the examples we have tried. We conjecture that it does so for all except perhaps some highly pathological cases.
FITS OF RANKS HIGHER THAN ONE
It was noted above that with unequal weights, the NIPALS procedure, i.e., stepwise dyadic residual fitting, may fail to provide the best overall fit of rank p (p > 1). However, it is still possible to obtain that The advantage in cost of program IV over V was not found to be large enough to warrant an unequivocal recommendation. (8.2), the equivalent (8.1) has a matrix  ,u(a) of dimention (nm x np) . Most of the elements of this matrix are zeroes and its rank is far below maximal. Working with such a matrix is not efficient numerically.
RELATION TO EXISTING RESULTS
Golub and Pereyra
(ii) All existing algorithms of (8.1) involve computing generalized inverses and derivatives of matrices. The algorithm proposed in this note for (8. nomena that may occur in the case of general weights, namely: (a) possibility of "wrong convergence" of the criss-cross regression, and (b) loss of the orthogonality which made the stepwise dyadic fits to residuals (NIPALS) work for equal weights.
9. SOME APPLICATIONS 9.1 As a small example, consider Table la which gives ratios of amounts of precipitation under cloud seeding to corresponding amounts in the absence of seeding. The data are from the first Israeli rainfall stimulation experiment and the method of calculating the ratios and their standard errors has been described by Gabriel and Feder [8] . The rank two approximation AB' is given in Table lb and Table Ic. It should be noted that direct inspection of Table  la would not have made it easy to diagnose the concurrent model, mostly because of the different precisions of the various entries in the table. And yet it fits sufficiently well so that the weighted sum of squared deviations of the model which has 6 fitted parameters does not exceed the 5% value of chi-square with 9 -6 = 3 d.f. 9.2 For an example that is not quite so small, consider the data of Table 2a Table 2b gives matrices A and B for the rank two On the whole, the biplot is seen to allow rapid appraisal of the main features of the data but some deviations occur. This is to be expected, since the rank two approximation is not perfect. -way table (or a higher  order table collapsed This method of interpolation assumes that the missing values fit the general dyadic, rank two or rank three pattern which approximates the available values. Since one is unlikely to have a priori reasons to assume a pattern of a certain rank one would presumably do well to try fits of several ranks and choose the least rank that gave a close fit.
Missing values in a two
The relation to the common method of interpolating missing values by an additive fit is simple. For rank one, the multiplicative fit is an alternative to the additive fit-a measure of goodness of fit should determine which method is more appropriate for a particular matrix. Additivity is a special case of the rank two model and, a fortiori, of the rank three 01960 model-hence the latter two will never fit worse than additivity. Whether calculation of their additional parameters is worthwhile will depend upon how much closer their fit is. Wishart [25] pointed out how some methods of fitting missing values introduce bias in clustering. It would seem that the higher the rank one uses in fitting, the less the bias-this is worth investigating.
Another application (Shwertman and Allen [23] ) is to the "smoothing" of covariance matrices whose elements are not all based on the entire sample because some observations were missing on some of the variables.
9.4 An obvious application of reduced rank approximation is to the MINRES method of factor analysis. This method aims at a reduced rank approximation of the off-diagonal elements of the correlation matrix and therefore fits into the present framework simply by setting all diagonal weights to zero and all off-diagonal weights to one. (Examples are discussed elsewhere (Gabriel [7] ).) 9.5 A method for checking for outliers in a matrix would be to divide the elements into a number of subsets scattered over each row and column. Each element y,j then belongs to a set Sk and may be compared with the reduced rank interpolation value ,j fitted by putting zero weights on itself and all other elements of Sk. Jackknifing or cross-validation techniques could provide tests of significance. 
