Abstract
Introduction
Consider the one-dimensional fractional diffusion equation defined by ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ C 0 D α t u (x, t) = u xx (x, t) − q(x)u(x, t), 0 < x < π, t > 0, u x (0, t) − hu(0, t) = 0, u x (π, t) + Hu(π, t) = 0, u(x, 0) = f (x), (1) c 2011 Diogenes Co., Sofia pp. 31-55 , DOI: 10.2478/s13540-011-0004-x where q ∈ L 1 (0, π), f ∈ L 2 (0, π) , and C 0 D α t u(t) , 0 < α < 1, is the Caputo fractional derivative, defined by [9, 20] 
To express the dependence of u on the initial distribution f we sometimes use the notation u = u f . The constants h and H in the boundary conditions correspond to the insulation parameters at both ends and are supposed to be known. In a series of papers, see for examples [7, 10, 11, 22] , Professor R. Gorenflo and his coauthors have studied fractional diffusion equations and their applications in probability, random walk, and finance. In this paper we are concerned with the inverse problem of (1), namely, the problem of recovery of the diffusion coefficient q from the measurements of lateral distribution u f (0, t) if h = ∞ (or diffusive flux u For the heat equation (equation (1) with u t (x, t) instead of C 0 D α t u (x, t)) usually the heat coefficient q is recovered from readings of the heat flux u x (0, t) given the temperature u(0, t) at the boundary x = 0 under zero initial temperature condition u(x, 0) = 0. In other words, q is determined from infinitely many measurements obtained by the full lateral Dirichlet-toNeumann map, u(0, t) → u x (0, t) provided f (x) = 0. The recovery problem in this setting is over-determined, in the sense that more data is collected than needed, [1, 2, 3, 12, 13] . In [14] the full lateral Dirichlet-to-Robin map yields the boundary spectral data (for the associated Sturm-Liouville problem) that can be used to reconstruct the heat coefficient q.
In this paper, instead of giving the full lateral Dirichlet-to-Neumann map, that requires infinitely many measurements, we are given a partial initial-to-boundary map. More precisely, we choose some initial distribution u(x, 0) = f (x) and then measure the lateral diffusions u f (0, t) and u f (π, t) if h and H are finite and diffusive fluxes u f x (0, t) and u f x (π, t) otherwise. We employ the technique first developed in [4, 5, 6] . The main emphasis in this technique is to provide initial distributions that require finitely many measurements only. The data processing involves extracting boundary spectral data from standard readings of u(0, t) or u x (0, t) at x = 0 and u(π, t) or u x (π, t) at x = π (Section 5). Once all boundary spectral data are recovered, Section 6 shows how spectral data, and together with the GelfandLevitan inverse spectral theory, and diffusion coefficient q can be uniquely reconstructed. In Section 7 we show that when the initial distribution is chosen to be a power function u(x, 0) = x α , − 1 2 < α < 0, then the reading releases almost all boundary spectral data. A blind search will then recover all missing boundary spectral data after a finite number of additional measurements (Section 8). We also show how asymptotics of eigenvalues can reveal crucial information about the size of q, which then helps us estimate the number of missing eigenvalues (Sections 7-8). Different assumptions on q lead to algorithms that use a finite number of measurements, at most N measurements, or at most two measurements, to uniquely recover q. In fact, we show that for any q ∈ L 1 (0, π), with a known lower bound, a suitable choice of two initial conditions only u(x, 0) = f i (x), i = 1, 2, a power and a step functions, is enough to recover the diffusion coefficient q, (Section 9)
(with obvious modifications in case h = ∞, or H = ∞, or both). If instead of a lower bound for q only an upper bound for q 1 is known, then we would know explicitly the maximum number of required measurements. The third case would be when no information about q is given, then the blind search will still recover a unique q after a finite number of measurements. However, this number of measurements is known only during the extracting data process.
Preliminaries
We first look for a series representation of the solution u in (1) which obviously depends on the lateral boundary conditions. Recall that the condition ϕ (0)−hϕ(0) = 0 is understood to reduce to ϕ(0) = 0 if h = ∞, and thus, the lateral boundary conditions reduce to mainly four cases for the direct problem, i.e.
For example, the Dirichlet boundary condition u(0, t) = u(π, t) = 0 means h = H = ∞. Once h and H have been fixed, denote by ϕ(x, λ) the solution of the Sturm-Liouville problem satisfying the initial condition at
and denote by λ n and ϕ(x, λ n ) the eigenvalues and associated eigenfunctions of the boundary value problem (3) under the boundary condition
In all cases, α n denotes the L 2 (0, π) norm of ϕ(x, λ n ) and ψ n (x) the normalized eigenfunction ψ n 2 = 1, associated with λ n α n = ϕ(x, λ n ) 2 , and ψ n (x) = 1 α n ϕ(x, λ n ).
Thus the generalized Fourier series of any initial condition f ∈ L 2 (0, π) is given by
We use the separation of variables method to find the solution in the form
The solution of this equation can be expressed as follows
where E α (x) is the Mittag-Leffler function defined by [18, 21] 
.
So the method of separation of variables yields the solution u f = u of (1) in the series form
and its spatial derivative in the form
3. Series representation of the boundary measurements Lemma 3.1. For each fixed t > 0 the series (6) and (7) converge uniformly on [0, π]. P r o o f. Let h = ∞. The asymptotic formulas [15, 17] for the solution ϕ(x, λ)
its derivative
and the eigenvalues
yield
Let now h = ∞. Then the asymptotic formulas [15, 17] for the solution ϕ(x, λ) and its derivative have the form
For the eigenvalues we have [15, 17] 
Consequently,
The Mittag-Leffler function has the bound ( [20] )
hence,
Therefore, for each t > 0 fixed,
We have now, by the Cauchy-Schwartz inequality,
Hence, the series (6) converges uniformly on [0, π] . Similarly, for the series (7) we have
Consequently, the series (7) converges uniformly on
The uniform convergence of the series 6) and (7) (10), (11), (13), and (14) we have, for all four cases
On the compact K from the asymptotic formulas (16) and (19) we have
Hence, the series
, we arrive at the analyticity of u x (π, t) in the stated domain. The proofs are similar for
Lemma 4.1 says that reading u(0, t) on some time interval t ∈ (T 0 , T 1 ) will determine uniquely the boundary values u(0, t) for any t > 0 by analytic continuation. Similarly for u x (0, t), u(π, t), u x (π, t).
Extracting boundary spectral data from boundary measurements
By boundary spectral data (full boundary spectral data) we mean a
Lemma 5.1. Let c n = 0. Then we can extract the boundary spectral data (λ n , ϕ(π, λ n )) (for the case H = ∞) or (λ n , ϕ (π, λ n )) (for the case H = ∞) from the boundary reading on (T 0 , T 1 ).
P r o o f. By Lemma 4.1 the functions u(0, t) (h = ∞) and u
(h = ∞) uniquely for t > 0. Moreover, the reading at x = 0 has the series representation (18) g
Recall [18, 20] that the Laplace transform of the Mittag-Leffler function
Since λ n ∼ n 2 and n≥0 |c n | 2 < ∞, the series
is convergent. Therefore, we can interchange the order of integration in the Laplace transform and summation to have
where the series represents an analytic function on (s) > 0 and is meromorphic over the complex plane with the poles at {−λ n } n≥0 and the corresponding residues {−c n λ n } n≥0 . Thus, from L(g)(s), and therefore, from g(t), t ∈ (T 0 , T 1 ), we can extract λ n and c n whenever c n = 0.
Similarly, if H = ∞, the reading at x = π has the form
then the Laplace transform of g will allow us to determine all {λ n , c n ϕ(π, λ n )} whenever c n = 0. Since c n is known from reading at x = 0, we can extract ϕ(π, λ n ). And if H = ∞, the reading at x = π has the form
then the Laplace transform of g will determine all {λ n , c n ϕ (π, λ n )} whenever c n = 0. As c n is known from reading at x = 0, we can extract ϕ (π, λ n ). Thus we can extract boundary spectral data from lateral readings whenever c n = 0. 2 Lemma 5.1 shows the importance of the condition c n = 0 in extracting the boundary spectral data from lateral readings. Since
Recovery q from full boundary spectral data
Before discussing the choice of the initial condition f that guarantees (26) we will show the importance of the full boundary spectral data for recovery of q. In [14] it was shown that in case h = H = ∞ , the full boundary spectral data {λ n , ϕ (π, λ n )} n≥0 is enough to determine q uniquely. We now show that the result is also true in the remaining cases which are covered by (2).
Lemma 6.1. The full boundary spectral data {λ n , ϕ(π, λ n )} n≥0 when H = ∞ and {λ n , ϕ (π, λ n )} n≥0 when H = ∞ determine q uniquely. P r o o f. The proof makes use of the analytic property of the solution ϕ(x, λ) of (3) in the variable λ. The eigenvalues λ n of (3) are the zeros
Conversely, the entire function
is determined uniquely by its zeros {λ n } n≥0 [19] 
Hence, Ψ(λ) and ∂ λ Ψ(λ) are uniquely determined if {λ n } n≥0 are known. We now prove that Ψ (λ) and {ϕ(π, λ n )} n≥0 (or {ϕ (π, λ n )} n≥0 if H = ∞) are enough to evaluate the norms α n . In fact,
Therefore,
Since ∂ λ Ψ(λ n ) and ϕ(π, λ n ) are known, all norming constants α n can be determined.
• In case H = ∞, we have ϕ(π, λ n ) = 0, and therefore,
Hence, all norming constants α n can be defined from the full boundary spectral data {λ n , ϕ (π, λ n )} n≥0 .
Recall that if we know the complete spectral data {λ n , α n } n≥0 , then we can recover potential q uniquely, a well known result of the GelfandLevitan-Gasymov theory [15, 17] . Indeed, the complete spectral data define the spectral function for the Sturm-Liouville problem (3) and (4)
Let
where λ + = λ if λ > 0, and λ + = 0 otherwise. Solving the Fredholm integral equation
for K(x, t), which is known to be differentiable, the function q is then recovered by q(
Hence, the knowledge of the full boundary
Thus the main issue now at hand is how to choose initial conditions u(x, 0) = f (x) so that we can extract a complete set of boundary spectral data from only a finite number of measurements (18) . From here on we follow the technique developed in [4, 5] , with some proofs and estimates being directly borrowed from [4] .
Recovering large eigenvalues
Now that we know how to extract the eigenvalues λ n from the measurement u f (0, t), (or u f x (0, t)), we face the question of their completeness. Thus given any f ∈ L 2 (0, π), we have f (x) = n≥0 c n ϕ(x, λ n ), and to retrieve all eigenvalues λ n from (20) we simply need to ensure that c n = 0 for all n ≥ 0. The main difficulty here is that since the orthogonal system ϕ(x, λ n ) is unknown, the condition c n = 0 is not easily verified. The key idea in [4] is to use a special initial condition to ensure that its eigenfunction expansion contains nearly all eigenfunctions. We start with the following
therefore its eigenfunction expansion converges in the mean. We distinguish three cases: a) If h = ∞, H = ∞, then the normalized eigenfunction ψ n has the following asymptotic expansion ( [17] )
As n → ∞, the last integral converges to a nonzero limit
and so
Therefore, from (5) we have
Thus, the choice f (x) = x α , −1/2 < α < 0, guarantees the existence of N such that c n = 0 for n ≥ N.
and therefore
Consequently, there exists N such that c n = 0 for n ≥ N.
where c(α) is defined as in (32). Hence, there exists N such that c n = 0 for n ≥ N . 2
Observe that in order to estimate N we need to find a bound on o 1 n α+1 . If no extra condition is imposed on q then the actual value N cannot be estimated. Let us point out a very important case when N can be determined. Assume the L 1 -norm of q is known a priori to be bounded by Q, the actual value N then can be found through the following
in case h = ∞, and
in case h = ∞. Here c(α) is given by (31), and c(α) by (32).
P r o o f. We distinguish two cases: a) Let h = ∞. From the equation [17] ϕ(x, λ) = cos
we have
Therefore, when √ λ > q 1 we obtain
Consequently, (35) and (36) yield
We have
Since x α is decreasing, the use of the second mean value theorem
Combining (37) and (38), we arrive at
Since c(α) > 0, from (31) we derive that c n = 0 if
It holds when
b) The second case h = ∞ is similar since the variation of parameters yields ( [17] )
Thus, when √ λ > q 1 we get
Since x α is decreasing, the second mean value theorem gives
Hence,
In other words, c n = 0 when 
Thus obviously, if it is a priori known that q ≥ 0, then ||q|| 1 can be computed from the recovered eigenvalues.
Lemma 7.3. Given that q ≥ 0 then
P r o o f. Follows from (39). 2
The case q(x) ≥ −C can also be reduced to the above case. Consider the translated problem
where q := q + C ≥ 0, λ := λ + C, and the same boundary conditions as in (3) and (4). Thus we would recover q first and then q by subtracting C.
we have the following
Recovering low eigenvalues
The previous section guarantees that with the initial distribution f (x) = x α we can extract all large eigenvalues from lateral reading. But some low eigenvalues may go missing in the first reading. We now need to find out the number of missing eigenvalues and then recover them by measuring lateral data from additional initial conditions. Because N is not known explicitly, to proceed further we use the method of false position. Let M be the number starting from which all recovered eigenvalues larger than (M −1/2) 2 fall in intervals ((k + a 0 − 1/2) 2 , (k + a 0 + 1/2) 2 ), where k ≥ M, and a 0 is defined in (39). More importantly, each of these intervals contains exactly one recovered eigenvalue. The existence of such an M comes from (39) and Lemma 7.1 which says that after a certain N no eigenvalue is missing. Therefore we can tentatively rank, maybe falsely, the eigenvalue contained
Recall that the ranking holds true from λ P and up and therefore there must be P eigenvalues before λ P . Hence, only M − L eigenvalues are missing in the first reading, and so by knowing M, we readily know the number of missing eigenvalues.
For example, starting for k ≥ 50, each of the intervals ((k + a 0 − 1/2) 2 , (k + a 0 + 1/2) 2 ) contains exactly one recovered eigenvalue, which can be ranked tentatively as λ k , and none falls between them. If by counting, we have found only 40 eigenvalues less than λ 50 , it means that we miss exactly 10 eigenvalues after the first reading. The difficulty in ranking here is that the missing eigenvalues are not necessarily below λ 50 . That is why it is important to first recover all the missing eigenvalues and only after that can the ranking be finalized. The method to search and rank these missing eigenvalues is close in spirit to method of false position as the first assumption on ranking may be incorrect.
We now propose a way to dig out all the missing eigenvalues in {λ 0 , ..., λ P −1 } by choosing appropriate initial conditions to ensure that the missing eigenvalues are necessarily embedded in the response of u f (0, t) (or u f x (0, t), if h = ∞). In other words we need to find initial conditions that would guarantee c n = 0 for n = 0, ..., P − 1. We start off with the following observation. 
Recall that the j th eigenfunction of (3) has j simple zeroes [17] , say a jk , and so ϕ (a jk , λ j ) = 0 for k = 1, ..., j. Given the zeros a jk we can construct the polynomial
where ε j is chosen so that P (0) = 1. Since P j and ϕ(., λ j ) have the same degree, the same zeros, and both satisfy P j (0) = ϕ(0, λ j ) = 1, they must have the same sign for all x ∈ [0, π], that is
and at the same time by (40) and (41) we have
The above result says that the family u x k (0, t)
will deliver the first P eigenvalues, but unfortunately the number P is unknown. Nevertheless, we can still use the knowledge of the number of missing eigenvalues, i.e. M − L, as a stopping rule.
Thus we start by reading u x 0 (0, t) (or u x 0 x (0, t) if h = ∞) to find missing eigenvalues. If after that eigenvalues are still missing, we go to the next u x 1 (0, t), and so on until we have recovered all M − L missing eigenvalues. Lemma 8.1 guarantees that this process stops at some point (at most after looking at u x P −1 (0, t)) and so the number of measurements is finite. After that, we can finally rearrange and update the tentative ranking.
The second initial condition
When a lower bound of q is known, it turns out that only one more special reading is necessary to unravel all missing eigenvalues. 
where
Then c j = (χ ν , ϕ j ) = 0 for j = 0, · · · , n.
P r o o f. Compare two initial value problems
The Sturm comparison theorem [17] says that the first positive zero of φ n (x) is less than the first positive zero of ϕ(x, λ n ). Let h = ∞. We have
If h = 0 then the first positive zero of φ n (x) is
If h < 0 and √ λ n + C > |h|, then the first positive zero of φ n (x) is
Let h = ∞, then the boundary conditions are ϕ n (0) = 0, ϕ n (0) = 1, and
so the first positive zero of φ n (x) in this case is
In all cases ν, defined by (44), is less than the first positive zero of ϕ(x, λ n ).
As the first positive zero of ϕ(x, λ n ) is smaller than any other positive zero of ϕ(x, λ j ), j = 0, · · · , n, then, on the interval (0, ν) all ϕ(x, λ j ), j = 0, · · · , n, do not change the sign, hence 
where N is defined by either (33) or (34), and Q is defined in Corollary 7.1.
Then u χν (0, t) (or u χν x (0, t) if h = ∞) carries all λ n ≤ N , so two initial conditions x α and χ ν (x) are enough to recover the full boundary spectral data, and therefore, the diffusion coefficient q. We summarize the procedures of recovering q in the following section.
Algorithms
We propose three algorithms for the cases, when q ∈ L 1 (0, π), q 1 ≤ Q, and q(x) ≥ −C, which reconstruct q in finite steps.
10.1.
q ∈ L 1 (0, π), but no bound on q is known a priori 
one by one until all M − L missing eigenvalues are extracted. This process stops in finite time. Rerank the eigenvalues if necessary.
• Step 4. From the full set of boundary spectral data obtain the full spectral data {λ k , α k } k≥0 by Lemma 6.1.
• Step 5. Knowing the full spectral data {λ k , α k } k≥0 use Lemma 6.1 to recover q.
10.2.
Suppose that we know a priori that q 1 ≤ Q Then we know explicitly the value of N, beyond which no single eigenvalue is missing by Lemma 7.2. Thus we use the above algorithm with the following modification
Step 2 = Set M = N which is given explicitly by either (33) or (34).
• Step 3 = Modify step 3 as
• Step 4 =Step 4 • Step 5 =Step 5.
Suppose we know that q(x) ≥ −C, where C > 0
Then after Step 1, we use Corollary 7.1 to compute a upper bound Q for ||q|| 1 and so N is known explicitly. Although the ranking of eigenvalues after Step 1 may be false, formula in Corollary 7.1 with false numbering still gives the correct q + C 1 . Lemma 9.1 says that only one more initial condition (43), where ν is defined by (46), is needed to recover all the missing eigenvalues. Thus we can reconstruct q from just at most two observations.
• Step 1 =Step 1 • Step 2 =Compute Q by Corollary 7.1, where recovered eigenvalues after Step 1 were given a tentative ranking. Compute N by either (33) or (34).
• Step 3 =Use the step function in (43), where ν is defined by (46), as the second initial condition to extract all missing boundary spectral data.
Uniqueness
Now we show that these measurements determine q uniquely. Consider the case h, H = ∞. The other cases can be proved similarly. We have Let {λ n } and {ϕ(x, λ n )} be the set of eigenvalues, numbered in increasing order, and the set of associated normalized eigenfunctions (ϕ(0, λ n ) = 1), induced by q. Similarly, let {λ n } and {φ(x, λ n )} be the set of eigenvalues and the set of normalized eigenfunctions associated withq. Thus, any f ∈ L 2 (0, π) can be expanded into two eigenfunction expansions
nφ (x, λ n ).
The coefficient q yields the diffusion distribution
with the diffusion at the end point x = 0
c n E α (−λ n t α ).
The coefficientq yields the diffusion distributioñ u(x, t) = n≥0c n E α (−λ n t α )φ(x, λ n ),
with the diffusion at the end point x = 0 u(0, t) = n≥0c n E α (−λ n t α ).
Since u(0, t) is analytic in t > 0, the measurement of u(0, t) on any finite time interval (T 0 , T 1 ) is sufficient to determine u(0, t) uniquely for all t > 0. Thus, q andq give the same boundary functions u x α (0, t), u x 0 (0, t), u x 1 (0, t), · · · , u x N (0, t), t ∈ (0, ∞).
In other words, n≥0
c n E α (−λ n t α ) = n≥0c n E α (−λ n t α ), t>0.
The Laplace transforms of left and right hand sides of (48) are the same, and therefore, they have the same poles and residues. Hence, Lemma 5.1 tells us that (48) holds if, and only if, for any n with c n = 0 there exists unique k such that λ n =λ k and c n =c k , and for any k withc k = 0 there exists unique n such that λ n =λ k and c n =c k . So, the set {λ n | c n = 0} and the set {λ n |c n = 0} are the same. But the set {λ n | c f n = 0 for at least one f from x α , and x j , j = 0, · · · , N} coincides with the set of eigenvalues {λ n } n≥0 , and the set {λ n |c f n = 0 for at least one f from x α , and x j , j = 0, · · · , N} coincides with the set of eigenvalues {λ n } n≥0 . Thus, {λ n } n≥0 = {λ n } n≥0 . Similarly, we can show that {ϕ(π, λ n )} n≥0 = {φ(π, λ n )} n≥0 , and hence {α n } n≥0 = {α n } n≥0 . But the diffusion coefficient q is uniquely determined by the full spectral data {λ n , α n } n≥0 . Thus q =q. Lemma 11.1 is proved.
2
We now summarize the above discussion into the following main result.
Theorem 11.1. Consider the fractional diffusion equation (1) where q ∈ L 1 (0, π). Then q can be recovered uniquely from a finite number of readings (18) at x = 0 and x = π for t ∈ (T 0 , T 1 ). Furthermore, if a upper bound Q of ||q|| 1 
is known, then the number of readings N is known explicitly as a function of Q by (33) or (34). If a lower bound q(x) ≥ −C is known a priori then at most two measurements are enough to recover q uniquely.
P r o o f. The steps in the previous algorithms contain the details of the initial conditions and the measurements to be used in each case.
