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1. INTRODUCTION 
We consider the variational inequality problem: find x’ E S, such that 
(x - x*)T f (x*) L 0, VXES, (1) 
where S c Rn is a nonempty closed convex subset of Rn and f is a mapping from S into R”. In 
this paper, we focus on the case that S has the following structure: 
S={xERnIAx=b, xcK}, 
where A E RmX n, b E Rm, and K is a simple nonempty closed convex subset of Rn. 
By attaching a Lagrange multiplier vector y E Rm to the linear constraint Ax = b, we get an 
equivalent form of the variational inequality problem (1). Find u* E R, such that 
(u - U*)T F (u’) 2 0, VUER, (2) 
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where 
u= F(u) = fl=KxR”. (3) 
In the following, we denote problem (2),(3) as VI(F, a). For this problem, the following decom- 
position method was studied extensively [l-6]. 
Given (x”,Y”) E K x Rm, find xk+’ E K, such that 
(x’ - x~+‘)~ {f (xk+‘) - AT [yk - (Axk+’ - b)] } 2 0, Vx’ E K, (4 
then update y via 
Y k+l = yk _ (Axk+’ _ b) . 
This method is called alternating direction method, which is attractive for large scale problems. 
However, note that subproblem (4) is still a vkiational inequality problem, which is usually 
difficult to solve efficiently. To overcome this difficulty, recently, He and Zhou [7] proposed a 
modified alternating direction method for the special case that 
f(x) = Hz + c, 
where H is a symmetric positive semidefinite matrix and c E Rn is a given vector. Their method 
is as follows. 
Given (xk, y”) E R, compute the temporal point iik = (Z”, ji”) via 
zk = PK [xk - (Hz” + AT (Ax” - b) - ATyk + c)] , 
y” = yk - (ACE” - b) . 
Then, set 
Finally, compute the stepsize p(u”) 
P(Uk) = 
llxk - 3k1/2 + /IAx” - bl12 
llxk - w:+,+,T, + IIY” - 5”112’ 
and get the next iterate 
Uk+l = uk - yp (2) (26” - Uk) .
Their method is attractive since, instead of solving the structurally difficult variational inequal- 
ity problem (4), they only make a projection to the simple set K and calculate some matrix-vector 
products to get the next iterate u Icfl This is advantageous especially for large scale problems. . 
Despite this favorable property, their approach is limited to convex quadratic minimization 
problems. In this paper, we prove that, under an alternative stepsize rule, He and Zhou’s method 
can be extended to solving linear variational inequality problems. This new method is almost as 
simple and efficient as He and Zhou’s. 
2. THE STEPSIZE RULE 
We now consider the variational inequality problem (2),(3). Denote 
and 
e(u) = e(x, y) = 
x-PK [x- (Hz-ATy+c)] 
Ax-b > 
T(U) = T(X, y) = 
(::I:$) = ( 
x-PK[x-(Hx+AT(Ax-b)-ATy+c)] 
Ax-b >. 
Therefore, it follows from [8] that 
u is a solution of the problem @ e(u) = 0 S=S r(u) = 0. 
In the literatures [g-12], Ile(u)ll, as well as Ilr(u)ll, was viewed as a measure function, which 
measures how much u fails to be a solution point. 
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LEMMA 1. (See [7, Theorem 11.) For all u E Rm x Rn and any point u*, a solution of VI(F, R), 
we have 
(u - u*)T d(u) > llr(u)l12 I 
where 
d(u) = 
(I + H + ATA) ri(s,y) 
~Z(GY) - A~I(~,z/) > . 
I 
Lemma 1 tells us that -d(u) is a descent direction of the unknown distance function (l/2) 11’11 - 
U* ]12. Baaed on this fact, we can take the following recursion: 
Uk+l = PK [uk - yp (Uk) d (U”)] ,
with 
and y E (0,2) is a constant. 
3. THE ALGORITHM AND ITS CONVERGENCE 
We are now in a position to describe our method formally. 
ALGORITHM. 
STEP 0. Choose (z’, y”) E St, and E > 0. Set k := 0. 
STEP 1. Compute tik = (%“,g”) by 
zk = PK [xc” - (Hz” + AT (Axk - b) - ATyk + c)] , 
Sk = yk - (A3’ - b) . 
STEP 2. Compute 
d(uk) = 
(I + H + ATA)(xk - 5”) 
y” _ gk 
STEP 3. If ]]r(~“)]] < e, stop; else, compute the stepsize p(u”) 
STEP 4. Get the next iterate 
Uk+l = P$-) [u” - yp (24”) (u” - EL”)] , 
setk:=k+landgotoStepl. 
REMARK. Our method is essentially the same 8s He and Zhou’s method [7] (see the first section), 
except that we use a new stepsize rule and an additional projection to the simple set K to get 
the next iterate. These two modifications are important, as they make our method applicable to 
linear variational inequality problems, in addition to convex quadratic minimization problems. 
In the following, we analyze the convergence of our method. 
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THEOREM 1. For any solution point u*, the sequence {uk} generated by the algorithm satisfies 
JjUk+l - uf112 5 llUk - 2L*)12 - Y(2 - Y)P (u”) 117. (u”)ll’. 
PROOF. It follows from (6) that 
IJuk+l - u*l12 5 I(uk - u* - TP (u”) d (uk> II2 
= I(uk - ufJ12 - 2yp (u”) (uk - u*)~ d (u’“) + y2p (u”)’ I( d (v”) [I2 
I (Juk-~*~~2-r(2-r)~(~k)Il~(~k)112~ 
where the first inequality follows from the nonexpansiveness of the projection operator PO[.] and 
the last one follows from the definition of p(.) and (5). I 
Since P(U) 2 0 and y E (0,2), we have that 
IIUk+l - u*/12 5 (Juk - u*l12 5 *. . 5 IluO - u*l12. 
Thus, the generated sequence {u”} is bounded. Furthermore, if u is not a solution, we have 
P(U) = llrW112 
lIWu)II 
2 Lco>O, (8) 
where 
G= I+H+ATA 0 
-A I > 
THEOREM 2. The sequence {u”} generated by the algorithm converges to a solution point u*. 
PROOF. It follows from (7) and (8) that 
ql2 )(r (u’“) )I2 I lluO - u* l12. 
k=O 
Thus, we have 
i;ir Ilr (Uk)l) = 0. 
Since {uk} is bounded, it has at least one cluster point. Let ii be a cluster point of {uk} and 
{u”j} is the subsequence converging to a. Because r(u) is continuous, then 
T (a) = jl&mmr (u”j) = 0, 
and C is a solution point. We can take u* = 6 in (7) and 
IlIP+ - EiJI I lluk - a/J. 
The whole sequence {uk} thus converges to C. I 
4. CONCLUSION 
The modified alternating direction method proposed by He and Zhou [7] is simple but efficient 
for solving large scale convex quadratic minimization problems. In this paper, we presented 
an alternative stepsize rule and extended the method for linear monotone variational inequality 
problems. It is important to study if this simple but efficient method can be further extended 
for nonlinear variational inequality problems, which is the subject of ongoing research. 
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