This paper is in continuation to what we did previously in the field of Soft Computing. In the previous work the author proposed several solutions to the XOR problem. In this paper we will see some solutions to the Ex-NOR problem using the concept of MLFFN. Ex-NOR problem is a non-linearly separable problem the solutions of which are discussed in this paper. The Artificial Neural Network proposed is mathematically proved to be successful in providing solution to the Ex-NOR problem. The solutions proposed are explained by means of Architectural Graph and Signal flow graph.
In this paper the author Vaibhav Kant Singh focuses on the stream Artificial Neural Network. Artificial Neural Network (ANN) is a stream that deals with construction of systems which are having analogy in working with the Biological Neural Network working. The ANN systems are capable of mapping input to output. ANN systems are capable to get trained; they are capable to learn from previous examples. ANN is capable of generalization. 
LITERATURE SURVEY
In [1] Vaibhav Kant Singh proposed one solution to the XOR problem using MLP. In [2] Vaibhav Kant Singh proposed two other solutions to the XOR problem. In [3] Vaibhav Kant Singh proposed solutions to the various logic gates. In [4] Vaibhav Kant Singh gave a survey to the various learning techniques employed for training the Artificial Neural Network. In [5, 6] Vaibhav Kant Singh proposed another solution to the XOR problem using minimum configuration MLP.
3.PROBLEM STATEMENT
The Ex-NOR problem is non-linearly separable problem. The Definition of linear separability is two sets of points A and B in an n-dimensional space are called linearly separable if (n+1) real numbers 1, 2… ( +1)exists, such that every point (x1,x2 ......xn) ∈A satisfies =1≥ ( +1)exist and every point ( 1, 2… )∈ satisfies =1< ( +1) exist. Table  1 represents the Ex-NOR logic and the Figure in Table 1 
4.PROPOSED SOLUTIONS
In this paper we will see some solutions to the Ex-NOR problem using MLFFN.
4.1.First Proposed Solution to the Ex-NOR problem
In first proposed solution a MLFFN is proposed which comprises of three layers. The First layer comprises of two neurons. The second layer comprises of one neuron. The third layer comprises of one neuron. The first layer comprises of non-linear neuron. The second and third layer comprises of neurons which are having linear in nature. The neurons are characterized linear and non-linear on the basis of the characteristic they exhibit. The naming of the network could be (2-2-1-1). The solution proposed specifies the final values for weights acquired after training the network. After attaining the values prescribed in the solution the proposed ANN gives the desired values for output for the applicable input to the Ex-NOR logic GATE. In this section wewill see the mathematical proof of the provided solution. Figure 1 represents the proposed Architectural Graph for the problem, whereas the Figure 2 represents the Signal Flow Graph giving the detail of the weights and other parameters involved in the ANN. In the Architectural graph NL represents nonlinear whereas LE represents Linear element. Z represents the output produced by the ANN. 
