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We use cellular dynamical mean field theory to study the phase diagram of the square lattice
bilayer Hubbard model with an interlayer interaction. The layers are populated by two-component
fermions, and the densities in both layers and the strength of the interactions are varied. We
find that an attractive interlayer interaction can induce a checkerboard density ordered phase and
superfluid phases, with either interlayer or intralayer pairing. Remarkably, the latter phase does
not require an intralayer interaction to be present: it can be attributed to an induced attractive
interaction caused by density fluctuations in the other layer.
PACS numbers: 71.10.Fd,67.85.Fg,67.85.Hj,03.75.Ss
I. INTRODUCTION
Layered lattice systems may exhibit interesting physics
since they allow effects typical to two and three dimen-
sions to interplay. For instance, the study of superflu-
idity in layered systems has been an active area of re-
search since the discovery of high temperature super-
conductivity in the cuprates1. Another intriguing phe-
nomenon in layered systems is the condensation of in-
terlayer electron-hole pairs, or excitons, induced by re-
pulsive interactions between electrons2. Ultracold gases
provide one more system where various types of layered
systems can be realized. There the possibility to con-
trol inter- and intralayer tunnelings (hoppings) has been
available for some time3,4 but the interactions have been
limited to on-site intralayer type. The interesting new
development are dipolar atoms and molecules5–10 that
provide long-range dipole-dipole forces and thereby bring
in the possibility of interlayer interactions. In this article,
we predict within the bilayer extended Hubbard model a
competition of density order and two types of superflu-
ids: an interlayer one analogous to exciton condensates,
and an intralayer superfluid that is induced by interlayer
interactions.
Motivated by the variety of experimental systems, sev-
eral theoretical and computational studies have explored
the physics of bilayer or other two-band Hubbard models.
Superfluidity and possible modes of pairing were inves-
tigated using the dynamical cluster approximation with
repulsive intralayer interactions11 and by Monte Carlo
simulations with attractive ones12. The magnetic prop-
erties of the repulsive model were explored in13. The
inclusion of an interlayer or interband interaction opens
the possibility of exciton formation and condensation,
which has been studied using determinantal Monte Carlo
simulations14, exact diagonalization15, DMFT16,17 and
various other theoretical approaches18,19.
Here we consider an extended bilayer Hubbard model,
where both layers are populated by two (spin) species
of fermionic particles. The interaction between the two
layers is attractive, whereas, unlike in most earlier stud-
ies, interactions within the layers are vanishing or very
weak. Our results are relevant for experiments with dipo-
lar atoms in a bilayer optical lattice, where the dipole
moments are aligned by an external field such that the in-
terlayer interaction is attractive20–24. Especially 161Dy is
a promising candidate: Feshbach resonances are observed
and using them the s-wave interaction can be tuned to
counteract the on-site dipolar interactions25–27. More-
over, by adjusting the interlayer separation the ratio be-
tween intra- and interlayer interactions can be tuned so
that nearest-neighbor interactions within the layers are
negligible. Our results are equally relevant to the case of
a repulsive interlayer interaction, since there is an exact
particle-hole transformation between the repulsive and
attractive case, and thus a connection to, for instance,
exciton condensation can be made2.
The most striking feature we find this model to ex-
hibit is an intralayer superfluid phase, where the Cooper
pairs are bound by an interaction induced, via the in-
terlayer attraction, by density fluctuations in the other
layer. This kind of induced superfluidity has previously
been proposed by Kuroki and Aoki28–30 as a candidate
mechanism for superconductivity in strongly correlated
electron systems. Using Monte Carlo methods on the
lattice and the bosonization technique in the continuum,
they show that, in one dimensional systems, the induced
interaction can indeed produce slowly decaying intraband
pairing correlations. In this article we consider, in two
dimensions, the competition between the intralayer su-
perfluid and other types of long range order. In addition
to the induced intralayer superfluid, we find a density
ordered phase and an interlayer superfluid. All of these
phases can be reached for a fixed interaction strength by
tuning only the densities of the layers, making this model
a very promising one to realize experimentally.
2II. MODEL AND METHOD
The hopping Hamiltonian of the two-component bi-
layer square lattice Hubbard model is,
Hh = −t
∑
σ,l,〈i,j〉
c†σlicσlj − t⊥
∑
σ,i
(c†σ1icσ2i + h.c.)
−ǫ
∑
σ,i
(nσ1i − nσ2i)− µ
∑
σ,i
(nσ1i + nσ2i), (1)
where c†σli creates a particle of spin component σ at site
i of layer l, the corresponding density operators are de-
fined by nσli = c
†
σlicσli and 〈i, j〉means nearest neighbour
summation within the layers. The external field ǫ is re-
lated to the interlayer polarization Pi = 〈ni1 − ni2〉 and
the chemical potential µ can be used to tune the total
density ρi = 〈ni1 + ni2〉 /2, where nil = nil↑ + nil↓. Note
that ǫ does not need to be a physical field but can be
understood as an energy offset or a difference between
chemical potentials of the layers. In this article we as-
sume the interlayer hopping t⊥ to be zero, which can be
realized experimentally by using a very deep lattice in the
perpendicular direction, and take the intralayer hopping
as our unit of energy, t = 1.
The interaction Hamiltonian is written in the particle-
hole symmetric form
HI = V
∑
i,σ,σ′
(
nσ1i −
1
2
)(
nσ′2i −
1
2
)
+U
∑
i,l
(
n↑li −
1
2
)(
n↓li −
1
2
)
, (2)
so that half filling corresponds to ǫ = µ = 0. We focus
on the case where the onsite interaction U is tuned to
zero (e.g. using a Feshbach resonance), and set V = −3,
corresponding to an attractive interaction between the
layers. These parameters can be realized in experiment,
for instance, with 161Dy atoms in a bilayer with intralayer
lattice spacing d = 225 nm and the interlayer spacing
d⊥ = d/3 and intra- and interlayer lattice heights V0 =
7ER and V 0,⊥ = 20V0, respectively, with ER the recoil
energy (see appendix A).
To study superfluidity in the model, we use cellular
dynamical meand field theory (CDMFT)31–33 with the
continuous time auxiliary field (CT-AUX)34–37 impurity
solver that is capable of treating general density-density
interactions. This method maps the lattice problem onto
a finite size cluster that is self-consistently embedded in
the lattice, producing a self energy local to the cluster.
Correlation effects within the cluster are treated exactly,
and thus the quality of the approximation can be con-
trolled by examining the dependence of the results on
cluster size.
The smallest possible cluster that includes both in-
tralayer and interlayer pairing correlations includes one
site in both layers. By symmetry arguments (see ap-
pendix B), the relevant superfluid order parameters
FIG. 1. The interlayer order parameter ∆⊥ (yellow or light
grey) and intralayer order parameter ∆l for the more dense
layer (red or dark grey) from translation invariant two site
DMFT, as functions of the interlayer density polarizing field
ǫ and the chemical potential µ. Half filling is given by µ = 0.
The intralayer order parameter is zero where the interlayer
order parameter is nonzero, and vice versa. The inverse tem-
perature is 1/kBT = 15 and the interaction strength V = −3,
in units of the hopping t = 1. The datapoints are marked by
black dots, and the surfaces interpolate between them. The
Cooper pairs forming the interlayer superfluid are directly
bound by the interlayer interaction, while the attraction nec-
essary for the intralayer superfluid is indirectly induced by
the other layer.
within this cluster are the intralayer pairing order param-
eters ∆l = 〈c↑lic↓li〉 for both layers l and the interlayer
pairing order parameter ∆⊥ = 〈c↑1ic↓2i〉 = 〈c↓1ic↑2i〉.
Here we also consider clusters which consist of L×L× 2
lattice sites and most of our results have been obtained
with L = 2. We treat the system in the Nambu formalism
and include the anomalous Green’s functions between all
orbitals of opposite spins.
It is interesting to note that doing a particle-hole trans-
formation in layer 2 leaves the Hamiltonian invariant
apart from ǫ and µ switching roles and a sign change
of V . In other words, there exists a transformation be-
tween the attractive and the repulsive model. In this
transformation, the ∆l remain invariant and the inter-
layer order parameter becomes ∆⊥ = sgn(i)
〈
c↑1ic
†
↓2i
〉
measuring pairing correlations of excitonic particle-hole-
pairs.
III. PHASE DIAGRAM
The intralayer and interlayer superfluid order param-
eters are shown as a function of the external fields µ
and ǫ in Fig. 1. These results were obtained within two-
site DMFT (L = 1) that excludes translational symme-
3try breaking. We find that the system prefers interlayer
superfluidity for low values of the interlayer density po-
larizing field ǫ, while higher polarizations drive it into
the intralayer superfluid state. The intralayer superfluid
region is larger for the more dense layer, i.e. the layer fur-
ther away from half filling, and therefore the intralayer
order parameter is plotted for that layer.
We have thus predicted that, when the symmetry of
the layers is distorted by the interlayer density polariz-
ing field, an intralayer superfluid emerges that does not
require intralayer interactions. An explanation of this in-
triguing finding could be that the superfluidity is induced
by second order effects mediated by the interlayer interac-
tion. To test this hypothesis we calculate the interaction
strength in layer l′ mediated by density fluctuations in
layer l using a simple mean-field theory38,
U indl′ ∝ 2V
2
∑
k,n
G0knlG
0
knl
∝
2V 2
kBT
∑
k
nF(εk − µl) [nF(εk − µl)− 1] , (3)
where in the first line G0
knl is the non-interacting Green’s
function for the particles in layer l and the summation
runs over all energy and momentum states, while the fac-
tor 2 results from summing over spin states. In the second
line nF are the Fermi distribution functions, where εk are
the particle dipersions and µl determines the density in
layer l. The strength of U ind in one layer thus depends
on the density in the other layer and turns out to be
stronger if mediated by the layer closer to half filling.
This explains why the superfluid is more easily formed
in the more dense layer, i.e. in the layer further away
from half filling, while intuition gained from e.g. the sin-
gle band attractive Hubbard model would suggest the
opposite.
Now, the crucial question is whether the superfluids
we predict survive the competition with density order,
highly typical for lattice systems. To investigate this, we
have obtained the phase diagram of the system also using
the L = 2 cluster, allowing the possibility of a checker-
board density ordered phase, which can be identified by
a nonzero value of the order parameter
D =
1
N
∣∣∣∣∣
∑
σli
sgn(i) 〈nσli〉
∣∣∣∣∣ , (4)
where sgn(i) is an alternating sign that has the opposite
values for any pair of neighbouring sites inside one layer,
and N is the total number of sites on the lattice. The
density order is present close to half filling and zero po-
larization, as can be seen in the phase diagrams in Fig. 2a
and 2b. Compared to Fig. 1, it can be seen that in quite
a considerable region where we first found a superfluid
phase, actually the density ordered phase turns out to be
the ground state of the system. However, we still find a
region where the interlayer superfluid phase is the most
favourable and, strikingly, the intralayer superfluid phase
induced by density fluctuations in the opposite layer re-
mains present in the phase diagram.
Above the critical temperatures of the superfluids, the
transition from the density ordered phase to the normal
phase is of the second order and gets sharper as the tem-
perature is lowered. At the temperature used in Fig. 2
we cannot distinguish this transition from a first order
one, which can also be seen in the large gap present in
the density - interlayer polarization ρ − P plot. In fact,
the competition between the superfluid phases and the
density order is expected to cause a true first order tran-
sition for almost the whole phase boundary. This is also
manifest in the fact that the density ordered region is
slightly larger above the superfluid critical temperatures,
although it never totally covers the superfluid regions
present in Fig. 2. The rapid variation of the density and
polarization as a function of ǫ and µ suggests phase sep-
aration, in particular between the density ordered phase
and the intralayer superfluid, for which DMFT solutions
can be obtained at the same external polarizing field ǫ
but with large differences in polarization P .
The translation invariant solution is in itself an inter-
esting model for two band superfluidity where the inter-
band coupling is the dominant one. The order parame-
ters and densities near the intralayer-interlayer transition
are shown in Fig. 3. It can be seen that the transition
between these two superfluid states is a sharp, first or-
der transition. The interlayer superfluid order parameter
∆⊥ is zero when the intralayer superfluid order param-
eter ∆l is nonzero and vice versa. The discontinuity in
the polarization and the interlayer order parameter grad-
ually decreases with increasing density, and the transition
turns into a second order one when the density is high
enough so that the intralayer superfluid is not present.
Fig. 3 can be compared to Fig. 2 of reference37, where
analogous behaviour is found in a single band attractive
Hubbard model as the spin polarization within the single
band is increased by a magnetic field. In their case the
transition is always a second order one, since the com-
petition between two superfluid phases as in our case is
absent.
The intralayer-interlayer superfluid transition is caused
by a competition between the different modes of pairing.
For instance, if we force the intralayer pairing fields to
be zero, the interlayer superfluid region is extended and
exhibits a second order transition to the normal state
along the whole phase boundary. Similarly, the intralayer
superfluid is also present at zero polarization if the in-
terlayer pairing is excluded. Nevertheless, we did not
find any hysteretic behaviour in the simulations near the
intralayer-interlayer transition, which supports the relia-
bility of the numerics.
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FIG. 2. a) The phase diagram from eigth-site CDMFT at V = −3 and 1/kBT = 15 as a function of total density ρ and
polarization P . b) and c) Comparison of the ǫ-µ phase diagrams including density order with cluster sizes L = 1 and L = 2.
d) The effect of a small intralayer repulsion on the phase diagram.
IV. EFFECT OF THE CLUSTER SIZE AND
COMPARISON TO MEAN FIELD RESULTS
The critical temperatures of the superfluids and the
density ordered phase at selected points in the (ǫ, µ) plane
are listed in Table I. There is only little variation be-
tween different cluster sizes, which is a sign that neglect-
ing nonlocal quantum fluctuations beyond two sites has
only a small quantitative effect on the results. This is
in contrast to the case of exotic superfluidity in quasi-
1D systems39 or d-wave superfluidity in 2D40 where non-
local correlations play a crucial role.
It is possible to allow translational symmetry breaking
also within the two-site CDMFT by treating the system
in a partial real space formalism41,42 by including two
inequivalent impurity problems representing the high-
density and low-density sublattices of the checkerboard
density order. A comparison of the phase diagrams ob-
tained within this approximation and using the L = 2
cluster is presented in Fig. 2b and 2c. We find that the
results are in good agreement, which further supports the
conclusion that the effect of the cluster size is not very
important.
The effects of different approximations on the transi-
tion from the normal phase to the density order as a func-
tion of the inverse temperature are illustrated in Fig. 4.
As expected, the critical temperature is slightly lower
for larger clusters, but the variation is small and the ef-
fect of the cluster size is insignificant when the system
is not very close to the critical point. In contrast, the
mean field approximation gives considerably higher criti-
cal temperatures, emphasizing the importance of more
accurate methods. For a weaker interaction strength
V = −1 the critical temperature from two-site DMFT
(L = 1) is Tc = 0.13 ± 0.01. In this case the system
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FIG. 3. The superfluid order parameters (left) and the den-
sity ρ and interlayer polarization P (right) from translation
invariant two-site DMFT as a function of the polarizing field ǫ
in the intralayer-interlayer transition region. The interaction
strength is V = −3, the chemical potential µ = 0.2 and the
inverse temperature 1/kBT = 15.
is well in the perturbative region, and while the mean
field treatment still gives considerable errors, including
second order corrections (see appendix C) already yields
a good approximation. For V = −3, however, even with
the second order corrections mean field theory is clearly
inadequate.
V. EFFECT OF ONSITE REPULSION AND
INTERLAYER HOPPING
The presence of a small repulsive onsite interaction U
does not destroy the intralayer superfluid. For example,
the superfluidity persists up to U ≈ 0.1 at the point
(ǫ = 1.1, µ = 0.4), when the other parameters are as in
5TABLE I. Critical temperatures Tc (in units of t/kB) at
selected points in the (ǫ, µ) plane for different cluster sizes
L× L× 2. The interaction strength is V = −3.
Type Intralayer SF Interlayer SF Density Order
(ǫ, µ) (1.1, 0.45) (0.0, 0.6) (0.0, 0.0)
Tc (L=1) 0.072 ± 0.003 0.118 ± 0.007 0.67± 0.05
Tc (L=2) 0.072 ± 0.003 0.112 ± 0.007 0.63± 0.08
Tc (L=4) 0.59± 0.04
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FIG. 4. The order parameter D of the density ordered phase
as a function of the inverse temperature β = 1/kBT from
mean field theory (MF), mean field including second order
corrections (MFC), and CDMFT with cluster size L×L× 2.
Here, the system is at half filling and zero polarization, µ =
ǫ = 0.
Fig. 2.
The µ − ǫ phase diagram for U = 0.1 is also shown
in Fig. 2c. The on-site interaction has only a small
effect on the density ordered and interlayer superfluid
phases, and the intralayer superfluid also remains present
in the phase diagram despite the suppression of intralayer
Cooper pairing. On the other hand we find that an at-
tractive onsite interaction (not shown) favours the in-
tralayer superfluid phase as expected.
Finally, we study the effect of a finite interlayer hop-
ping amplitude in the translation invariant case. A com-
parison of the density, polarization and the superfluid
order parameters for different values of t⊥ is shown in
Fig. 5. The possibility to tunnel between the layers turns
the sharp first order transition between the interlayer and
intralayer superfluid states into a smooth crossover. This
is expected, since in this case an intralayer Cooper pair
can turn into an interlayer one and vice versa thus mixing
the two types of superfluids. Note that the smoothening
is not very large for t⊥ = 0.1, and for t⊥ = 0.01 it is
negligible.
VI. CONCLUSIONS
In conclusion, we have studied the bilayer extended
Hubbard model for attractive interlayer interactions us-
ing a beyond mean field approach. We found density
order starting from half filling and, when the density is
increased, an interlayer superfluid that appears before
reaching the normal state. This superfluid, where the
Cooper pairs are formed by particles from different lay-
ers, is conceptually related to bilayer exciton condensates
where pairing happens between particles in one layer and
holes in the other. Notably, the freedom to polarize a
density difference between the layers revealed also a novel
type of superfluid with intralayer pairing that is induced
by density fluctuations in the opposite layer. The pre-
dicted phases could be experimentally realized, for in-
stance, with ultracold dipolar atoms or molecules. A
prospect for future research is to study if some other
type of density order than the checkerboard considered
here, possibly incommensurate, would be present near
the density order phase boundary. This would be partic-
ularly interesting as there is a possibility of simultaneous
superfluidity and breaking of translation symmetry, i.e.
a supersolid phase.
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Appendix A: Hopping parameters and energies in
the extended Hubbard model
In the Hubbard model the hopping parameter t de-
scribing hopping from site j to the nearest-neighbor site
j′ is given by
t = −
∫
d3rφ∗j (r)
[
−h¯2
2m
∇2 + Vlatt(r)
]
φj′ (r), (A1)
where Vlatt(r) is the lattice potential. To calculate the
interlayer hopping t⊥ in our model, j and j
′ are taken
on different layers, whereas for the intralayer hopping t
the sites j and j′ are in the same layer. The interaction
parameters are given by
U =
4πh¯2aS
m
∫
d3r|φj(r)|
4
+
∫ ∫
d3rd3r′|φj(r)|
2|φj(r
′)|2U(r− r′) (A2)
Vj,j′ =
∫ ∫
d3rd3r′|φj(r)|
2|φj′ (r
′)|2U(r− r′), (A3)
6ρ P ∆⊥ ∆1
t ⊥
=
0.
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FIG. 5. A comparison of the superfluid order parameters ∆l and ∆⊥, the density ρ and the polarization P for different values
of the interlayer hopping t⊥. These results were obtained within translation invariant two-site DMFT, which excludes the
density ordered phase. The parameters were t = 1, V = −3, U = 0 and the inverse temperature β = 15. Note that in the two
rightmost columns the axes µ, ǫ are rotated to better display the sharpness of the transition.
where aS is the s-wave scattering length and U(r) is the
dipole-dipole interaction9, which in the case of all dipoles
being aligned reads
U(r) =
Cdd
4π
1− 3 cos2 θ
r3
, (A4)
where θ is the angle between r and the direction of the
polarization. Here the Cdd the strength of the dipolar
interaction which in case of dysprosium is Cdd = µ0µ
2
with the magnetic dipole moment µ = 10µB. The on-
site interaction U results from the contact interaction
and the dipole-dipole interaction, whereas the intersite
interactions Vj,j′ result from the dipole-dipole interac-
tions only. To make an order of magnitude estimation
for the hoppings and interactions we use in this article,
we calculated the above coefficients using the tight bind-
ing approximation (The onsite wavefunctions φi(r) were
taken to be harmonic oscillator ground state wave func-
tions). We found that for 161Dy in a layer with lattice
spacing d = 225 nm20 and lattice height V0 = 3.5ER,
with ER the recoil energy, the onsite interaction can be
tuned to zero, U = 0, since there are several Feshbach
resonances available to control aS . An interlayer interac-
tion V = −1t can be reached when the spacing between
the layers is d⊥ = d/3 and the lattice height in the per-
pendicular direction is V 0,⊥ = 20V0. In that case the
interlayer hopping t⊥ and intralayer nearest-neighbor in-
teraction V‖ are small enough (less than 10%) in com-
parison to t and V respectively, to be taken to zero in
our model. A stronger interaction, compared to the hop-
ping, can be reached by taking larger lattice heights in
all directions. The stronger interaction we consider in
this article can be reached when the spacing between the
layers is d⊥ = d/3 and the lattice heights V0 = 7ER and
V 0,⊥ = 20V0 in the parallel and perpendicular directions,
respectively.
7Appendix B: Choice of the superfluid order
parameters
In this appendix we provide details for the choice of
the superfluid order parameters taking into account the
symmetries of the system. We first discuss the case t⊥ =
0 and comment on the general case in the end.
Within the L = 1 cluster, it is possible to have a six
component pairing order parameter which consists of the
intralayer order parameter ∆l = 〈c↑lic↓li〉 in each layer l
and of the four component matrix M defined by
ψil =
(
c↑li
c↓li
)
, M =
〈
ψi1ψ
T
i2
〉
. (B1)
As the interlayer hopping vanishes, and the interlayer
interaction only couples the total densities of the layers,
the Hamiltonian is invariant under rotations ψ′il = Ulψil
in both layers l where Ul is a unitary matrix. The SU(2)-
part of this symmetry corresponds to conservation of
spin, and the U(1)-part corresponds to conservation of
particle number, in both layers separately. Letting
Ul =
(
a b
c d
)
, (B2)
the transformation for ∆l is
∆′l =
〈
c′↑lic
′
↓li
〉
= 〈(ac↑li + bc↓li) (cc↑li + dc↓li)〉
= 〈(ad− bc)c↑lic↓li〉 = det(Ul)∆l. (B3)
Thus the ∆l are invariant in pure SU(2) spin rotations
and only gain a phase det(Ul) in general unitary trans-
formations.
The transformation for the interlayer order parameters
is given by
M ′ =
〈
ψ′i1 (ψ
′
i2)
T
〉
=
〈
U1ψi1 (U2ψi2)
T
〉
= U1
〈
ψi1 (ψi2)
T
〉
UT2 = U1MU
T
2 . (B4)
By the singular value decomposition it is always possible
to choose U1 and U2 so that M
′ is diagonal and only has
nonnegative real elements. Thus, without losing general-
ity, the order parameter reduces to two nonnegative real
valued fields and the two, in general complex valued, ∆l.
By doing a further transformation with the matrices
U1 =
(
0 1
1 0
)
, U2 = I, (B5)
∆1 gets a minus sign and the interlayer order parame-
ter matrix M ′ becomes purely off diagonal, the nonzero
components being 〈c↑1ic↓2i〉 and 〈c↓1ic↑2i〉.
This is the representation where we perform our nu-
merics. Because of technical limitations we also consider
the intralayer order parameters to be real valued. As
we have fixed the interlayer order parameters to be non-
negative, this still leaves the signs of the intralayer order
parameters as nontrivial factors that cannot be rotated
away by symmetry. However, from the simulations we
find that the interlayer order parameters (the matrixM ′)
are always zero, when the intralayer order parameters are
nonzero, and vice versa. Under this assumption it is al-
ways possible to find a transformation that flips the sign
of one of the nonzero components, leaving the other one
invariant. Thus all sign configurations are equivalent,
and we are free to choose the order parameters to be
positive, including the intralayer ∆l. Furthermore, we
find that the two nonzero components of M ′ are always
equal, and thus we just call this value the interlayer order
parameter ∆⊥ ≡ 〈c↑1ic↓2i〉 = 〈c↓1ic↑2i〉.
Also within larger clusters, our CDMFT implementa-
tion includes all anomalous Green’s functions between
opposite spin components within the cluster. The t⊥ = 0
case can be thougth of as a limiting case of a model
where the particles have a small probability to tunnel be-
tween the layers. This tunneling breaks the conservation
of particle number in both layers separately, thus leav-
ing only two exactly conserved spin components. Thus
it is expected that the superfluidity can be treated in
a picture where the Cooper pairs are only formed be-
tween particles of opposite spin, and not between par-
ticles of the same spin in different layers. In the case
of nonzero t⊥ the intralayer and interlayer order pa-
rameters take finite values simultaneously, and the rel-
ative signs of the order parameters become important.
We find that the preferred sign configuration is such
that ∆⊥ ≡ 〈c↑1ic↓2i〉 = −〈c↓1ic↑2i〉 = 〈c↑2ic↓1i〉 and
∆2∆1 < 0.
Appendix C: Mean field treatment of the density
ordered phase
To make comparisons with the CDMFT solution of the
model, we have also considered a mean field type approx-
imation for the density ordered phase. The lowest order
mean field approximation can be obtained by decompos-
ing the interlayer density-density interaction as(
nA −
1
2
) (
nB −
1
2
)
= nAnB −
1
2 (nA + nB) +
1
4
= (〈nA〉+ δA)(〈nB〉+ δB)−
1
2 (nA + nB) +
1
4
≈ 〈nA〉 δB + 〈nB〉 δA + 〈nA〉 〈nB〉 −
1
2 (nA + nB)
= 〈nA〉nB + 〈nB〉nA − 〈nA〉 〈nB〉 −
1
2 (nA + nB) ,
where A and B stand for spin, site and layer indices,
δA = nA−〈nA〉 and δB = nB−〈nB〉 are fluctuations from
the mean value and terms quadratic in the fluctuations
have been neglected as well as the constant 1/4. This
leads to the mean field Hamiltonian
H = Hh + V
∑
i,σ,σ′,l
(
〈nσli〉 −
1
2
)
nσ′l′i
− V
∑
i,σ,σ′ 〈nσ1i〉 〈nσ′2i〉 , (C1)
8+ +
1 2
FIG. 6. The two-particle irreducible diagrams contributing to
the self energy up to second order in the interaction strength
V . The solid lines stand for the full interacting propagator
G, and the dashed lines represent the interaction vertices.
The second order diagram depends on the imaginary time
difference τ1 − τ2 thus bringing frequency dependence to the
self energy. The layer indices must fulfill the condition l′ 6= l,
since there are no interactions within the layers, while the
spin index σ′ can freely be summed over.
where l′ = 1 when l = 2 and vice versa. The resulting
self energy is diagonal in spin, site and layer indices, and
is given in Matsubara frequency space by
Σ
(1)
σli(iωn) = −V
∑
σ′
(
〈nσ′l′i〉 −
1
2
)
. (C2)
Subsequently, the propagator Gσlij(τ) =〈
cσli(τ)c
†
σlj(0)
〉
can be calculated as
Gσl(τ) =
1
β
∑
ωn
exp (−iωnτ) (−iωn + T − Σσl(iωn))
−1
,
(C3)
where G, T and Σ are matrices in the site indices, T is
the hopping matrix of the square lattice including the
chemical potential contributions, and β is the unitless
inverse temperature. In practice the matrix inversion is
done in Fourier space with a unit cell that allows the
breaking of translation invariance. The self-consistency
condition is that the density 〈nσli〉 = 1 −Gσlii(τ = 0+)
agrees with the density in Eqn. C2.
It is possible to derive the mean field theory from the
Baym-Kadanoff (or Luttinger-Ward) functional formal-
ism, which can also be used to systematically include
higher order corrections to the approximation43–45. In
this formulation, the self energy is expressed as a dia-
grammatic series expansion in terms of the interaction
vertices and interacting propagator lines. As only the
two-particle irreducible diagrams enter this series, the
contributions up to second order in V consist of only two
diagrams, which are depicted in Fig. 6.
Including only the first order diagram gives the mean
field self energy C2. The second order diagram includes
contributions which are not diagonal in the site indices,
see Fig. 6. However, we neglect these contributions and
apply a local approximation where both vertices of the
diagram are on the same site i = j. Evaluating the sec-
ond order diagram gives the correction term
Σ
(2)
σli(τ1 − τ2) = −4V
2Gσlii(τ1 − τ2) ·
·
∑
σ′ Gσ′l′ii(τ1 − τ2)Gσ′l′ii(τ2 − τ1), (C4)
where again l′ 6= l. We calculate this term directly in
an imaginary time grid and then perform a numerical
Fourier transformation to Matsubara frequencies. This
yields a self-energy Σσli(iω) = Σ
(1)
σli(iω) +Σ
(2)
σli(iω) which
can be used to calculate the propagator according to Eqn.
C3. The then obtained propagator is used to calculate
the self energy again, and the process is iterated until a
converged, self-consistent solution is found.
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