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Abstract—The use of mmWave frequencies is one of the
key strategies to achieve the fascinating 1000x increase in the
capacity of future 5G wireless systems. While for traditional
sub-6 GHz cellular frequencies several well-developed statistical
channel models are available for system simulation, similar tools
are not available for mmWave frequencies, thus preventing a
fair comparison of independently developed transmission and
reception schemes. In this paper we provide a simple albeit
accurate statistical procedure for the generation of a clustered
MIMO channel model operating at mmWaves, for both the cases
of slowly and rapidly time-varying channels. Matlab scripts for
channel generation are also provided, along with an example of
their use.
Index Terms—5G, mmWave frequencies, channel generation,
Doppler frequency.
I. INTRODUCTION
The use of millimeter-wave (mmWave) frequencies for
cellular communications is one of the key technologies for
greatly improving the capacity of future wireless networks
[1]. While being unsuited for macro-cellular communications,
recent measurements have shown that mmWave frequencies
work fine for cellular communications over short distances (up
to 100-200 meters at most) [2]–[4].
A. Related work
Based on the evidence that propagation mechanisms at
mmWave frequencies are totally different from those at sub-
6 GHz bands, cellular channel modeling and validation for
mmWave frequencies has been an intense research track in
the last few years. The paper [5] is one of the first to propose
a clustered channel model for cellular systems operating at
mmWave frequencies; no multipath and, mostly important,
no path-loss model are considered, however, and the results
are presented in terms of received SNR, with no insight on
what performance to expect for given values of the transmit
power and of the link length. The paper [6] introduces a
clustered channel model including the path loss and multipath;
the multipath delay spread here arises from the chosen length
of the cyclic prefix (whereas in practical situations exactly
the opposite happens), and all the paths are assumed to have
the same average power. In [7], a narrowband clustered time-
varying channel model is proposed, with the number of clusters
modeled as a Poisson-distributed random variate and with a
fixed number of sub-paths for each cluster. The paper [8]
provides parameters for the wideband clustered millimeter
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wave channel, such as the number of clusters, the number of
cluster sub-paths, the delays of each cluster and the direction
of arrival and departures. Nevertheless, it is not explained how
these values can be assembled together to obtain a matrix-
valued discrete-time channel impulse response. Three path
loss models and several parameters (the fixed number of
clusters and the fixed number of sub-paths for each cluster, the
exponential distribution for the delays, the Gaussian distribution
for azimuth arrival and departures angles and the Laplacian
distribution for elevation arrival and departures angles) for
the mmWave channel are detailed in [9], but no procedure for
using these parameters in order to have a matrix-valued channel
impulse response is given, neither the effect of transmit and
receive pulse shapes is considered. Accurate clustered channel
models are proposed also in references [10]–[12], which are
deliverables of EU-funded research projects, but the channel
simulators, although accurately described, seemingly are not
publicly available. A geometry-based stochastic channel model
is then proposed in the framework of the COST 2100 Action
[13] for sub-6 GHz frequencies.
More recently, the papers [14], [15] have provided an elegant
continuous-time representation of the channel impulse response
at mmWave using time cluster-spatial lobes parameters; the
papers, however, do not take into account the time-variance of
the channel and do not provide a procedure for obtaining a
matrix-valued sequence describing the MIMO channel impulse
response, also as a function of the transmit and receive pulse
shapes.
B. Paper contribution
This letter builds upon previously considered models and
provides a clustered statistical MIMO channel model with all
the features that have been only partially considered in previous
references. In particular, the proposed model accounts for path
loss, angular diversity, random number of clusters, possible line-
of-sight (LOS) link, frequency-selectivity, contribution from the
transmit and receive shaping filters, and, finally, time-variance
of the channel. Matlab scripts for channel simulation are also
given [16], to enable reproducible research and fast verification
of transceiver processing algorithms.
The remainder of this paper is organized as follows. Next
Section provides the channel model for the case of static
channel, while the generation of a time-varying channel is
addressed in Section III. Section IV shows a simple application
of the proposed channel model, while, finally, concluding
remarks are given in Section V.
Notation: Uppercase boldface letters (i.e., A) denote a
matrix; lowercase boldface letters (i.e., a) denote a vector; (·)H
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2denotes conjugate transpose. ‖·‖F denotes the Frobenius norm;
statistical expectation is denoted by E[·], while CN (µ, σ2) is a
complex Gaussian random variable with mean µ and variance
σ2; U(a, b) is a random variable uniformly distributed in [a, b].
II. TIME-INVARIANT CHANNEL MODEL
We focus on a system with NT transmit antennas and
NR receive antennas, and start by considering the case of
slow fading, i.e. the channel coherence time exceeds the
observation time. According to the clustered model, we assume
that the propagation environment is made of Ncl scattering
clusters, each of which contributes with Nray,i propagation
paths i = 1, . . . , Ncl, plus a possibly present LOS component.
We denote by φri,l and φ
t
i,l the azimuth angles of arrival
and departure of the lth ray in the ith scattering cluster,
respectively; similarly, θri,l and θ
t
i,l are the elevation angles
of arrival and departure of the lth ray in the ith scattering
cluster, respectively. We also include in the model the heights
at which the transmit and receive antennas are located, so as
to take into account ground surface reflection. Denoting by
Figure 1. The input and output sections of the modeled system.
hTX(t) the baseband equivalent of the transmitted waveform,
by hRX(t) the baseband equivalent of the impulse response
of the receive filter, and by h(t) = hTX(t) ∗ hRX(t) their
convolution, the impulse-response of the linear time-invariant
system between section A and section B in Fig. 1 is a matrix-
valued (of dimension NR×NT ) time-continuous function that
can be written as follows:
H(τ) = γ
Ncl∑
i=1
Nray,i∑
l=1
αi,l
√
L(ri,l)ar(φ
r
i,l, θ
r
i,l)×
aHt (φ
t
i,l, θ
t
i,l)h(τ − τi,l) +HLOS(τ) . (1)
In the above equation, neglecting for the moment HLOS(·), to
be specified later, αi,l and L(ri,l) are the complex path gain
and the attenuation associated to the (i, l)-th propagation path
(whose length is denoted by ri,l), respectively; τi,l = ri,l/c,
with c the speed of light, is the propagation delay associated
with the (i, l)-th path. The complex gain αi,l ∼ CN (0, σ2α,i),
with σ2α,i = 1 [5]. The factors ar(φ
r
i,l, θ
r
i,l) and at(φ
t
i,l, θ
t
i,l)
represent the normalized receive and transmit array response
vectors evaluated at the corresponding angles of arrival and
departure; finally, γ =
√
NRNT∑Ncl
i=1Nray,i
is a normalization factor
ensuring that the received signal power scales linearly with
the product NRNT [5]. In order to randomly generate the
number and the positions of the clusters and of the scatterers,
the following assumptions are made. The number of clusters1,
according to [7], is Ncl ∼ max{Poisson(λ), 1}, with λ = 1.9
a suggested value at 73GHz, and the number of sub-paths for
the ith cluster is modeled as a uniform random integer in the
range [1, 30] [14]. For the generic i-th cluster2, the azimuth
departure angles φti,l, l = 1, . . . , Nray,i are generated according
to a Laplacian distribution3 whose mean4 φti ∼ U [−pi/2, pi/2],
and with standard deviation σφ = 5◦. A similar reasoning is
used for the generation of the elevation departure angles, θti,l
which are indeed assumed to be conditionally Laplacian with
a mean θti uniformly distributed in [−pi/2, pi/2] and standard
deviation σθ = 5◦. Because of the random orientation of the
receiver, also the azimuth and elevation angles of arrival are
assumed randomly distributed, again with conditional Laplacian
distribution. The arrival elevation angles, θri,l are assumed to be
Laplacian with mean θri uniformly distributed in [−pi/2, pi/2]
and standard deviation σθ = 5◦, while the azimuth arrival
angles, φri,l are assumed Laplacian with mean φ
r
i uniformly
distributed in [0, 2pi] and standard deviation σφ = 5◦ [5].
For the sake of simplicity, the distance between the transmit
antenna array and all the scatterers belonging to the same
cluster is constant (i.e. all the scatterers within a cluster are
at the same distance from the transmitter), and is generated
as a U(1m, 7/4d) random variate, with d the link length; we
denote by ri the distance from the transmitter of the scatterers
in the i-th cluster. For those clusters whose angle of departure
points toward the ground the maximum distance is reduced
according to geometrical considerations5. The total length ri,l
of the (i, l)-th propagation path is obtained through geometrical
considerations as a function of d, and of the heights hT and
hR of the transmit and receive antenna arrays, respectively6:
ri,l = ri+
√
(hT − hR+ risinθti,l)2+(d− ri cos θti,lcosφti,l)2,
for l = 1, . . . , Nray,i, and i = 1, . . . , Ncl. Regarding the
array response vectors ar(φri,l, θ
r
i,l) and at(φ
t
i,l, θ
t
i,l), a planar
antenna array configuration is used for the transmitter and
receiver, with Yr, Zr and Yt, Zt antennas respectively on
the horizontal and vertical axes for the receiver and for the
transmitter. Letting k = 2pi/λ, λ the considered wavelength,
and denoting by d˜ the inter-element spacing we have
ax(φ
x
i,l, θ
x
i,l) =
1√
YxZx
[1, . . . , e−jkd˜(m sinφ
x
i,l sin θ
x
i,l+n cos θ
x
i,l),
. . . , e−jkd˜((Yx−1) sinφ
x
i,l sin θ
x
i,l+(Zx−1) cos θxi,l)] ,
1Although not considered here, it might be reasonable to assume that
the number of clusters also depends somehow on the link length, since for
increasing distance between the transmit and receive antennas there is a wider
space where scatterers might happen to be.
2At mmWave frequencies the reduced wavelength makes antenna arrays
very compact in size, so we can assume that all the antennas in the array see
the same scatterers.
3The Laplacian distribution has been found to be a good fit for a variety
of propagation scenarios [5], [17], [18].
4Rigorously speaking, the azimuth departure angles φti,l are thus condi-
tionally Laplacian.
5Otherwise stated, we locate on the ground level clusters that would
happen to be located underground.
6We consider the single bounce scattering because, according to the
vast majority of the existing literature, it is largely predominant at mmWave
frequencies.
3Table I
PARAMETERS FOR PATH LOSS MODEL [18]
Scenario Model Parameters
UMi Street Canyon LOS n = 1.98 , σ = 3.1 dB , b = 0
UMi Street Canyon NLOS n = 3.19 , σ = 8.2 dB , b = 0
UMi Open Square LOS n = 1.85 , σ = 4.2 dB , b = 0
UMi Open Square NLOS n = 2.89 , σ = 7.1 dB , b = 0
InH Indoor Office LOS n = 1.73 , σ = 3.02 dB , b = 0
InH Indoor Office NLOS n = 3.19 , σ = 8.29 dB
b = 0.06 , f0 = 24.2 GHz
InH Shopping Mall LOS n = 1.73 , σ = 2.01 dB , b = 0
InH Shopping Mall NLOS n = 2.59 , σ = 7.40 dB
b = 0.01 , f0 = 39.5 GHz
where x may be either r or t. With regard to the attenuation
of the (i, l)-th path, we considered the results of [18] for four
different use-case scenarios: Urban Microcellular (UMi) Open-
Square, UMi Street-Canyon, Indoor Hotspot (InH) Office, and
InH Shopping Mall. Following [18], the attenuation of the
(i, l)-th path is written in logarithmic units as
L(ri,l)=−20 log10
(
4pi
λ
)
−10n
[
1− b+ bc
λf0
]
log10 (ri,l)−Xσ ,
(2)
with n the path loss exponent, Xσ the zero-mean, σ2-variance
Gaussian-distributed shadow fading term in logarithmic units,
b a system parameter, and f0 a fixed reference frequency, the
centroid of all the frequencies represented by the path loss
model. The values for all these parameters for each use-case
scenario are reported in Table I.
Let us now comment on the LOS component HLOS(τ) in
(1). Denoting by φrLOS, φ
t
LOS, θ
r
LOS, and θ
t
LOS the departure
angles corresponding to the LOS link, we assume that
HLOS(τ) = ILOS(d)
√
NRNT e
jη
√
L(d)ar(φ
r
LOS, θ
r
LOS)×
aHt (φ
t
LOS, θ
t
LOS)h(τ − τLOS) .
(3)
In the above equation, η ∼ U(0, 2pi), while ILOS(d) is
a random variate indicating if a LOS link exists between
transmitter and receiver. Denoting by p the probability that
ILOS(d) = 1, i.e., a LOS link exists, we use again the results
in [18], [19]; for the UMi scenarios, we have:
p = min
(
20
d
, 1
)(
1− e− d39
)
+ e−
d
39 , (4)
while for the InH scenarios we have:
p =

1 d ≤ 1.2,
e−(
d−1.2
4.7 ) 1.2 < d ≤ 6.5,
0.32e−(
d−6.5
32.6 ) d ≥ 6.5.
(5)
The Matlab script provided in [16] permits generating the time-
sampled version of the matrix-valued channel in (1), with both
a tunable sampling frequency and shaping filters hTX(t) and
hRX(t).
III. TIME-VARIANT CHANNEL MODEL
We now focus on the case in which the channel coherence
time is smaller than the observation window, so that the
channel cannot be considered as time-invariant. We assume
that variations in the channel impulse response are caused by a
Doppler frequency induced by the relative motion between
transmitter and receiver, and by changes in the scattering
coefficients αi,l. We assume that both the receiver and the
transmitter are moving, with speed vRX and vTX respectively,
along the horizontal axis7. The system between section A and
section B in Fig. 1 is now modeled as a linear time-variant
system whose matrix-valued impulse response is written as
H(t, τ) = γ
Ncl∑
i=1
Nray,i∑
l=1
αi,l(t)
√
L(ri,l)ar(φ
r
i,l, θ
r
i,l)×
aHt (φ
t
i,l, θ
t
i,l)h(τ − τi,l)e−j2piνi,lt +HLOS(t, τ)
(6)
Comparing the above equation with the time-invariant
channel model in (1), it is seen that we have in-
troduced Doppler shifts νi,l and time-variant scattering
gains8. The Doppler shifts are expressed as νi,l =
− fc
(
vRX cos θri,l cosφ
r
i,l + v
TX cos θti,l cosφ
t
i,l
)
, with f the
center frequency of the considered bandwidth. With regard
to the complex path gain, we assume that the discrete-time
sequence αi,l(nTs) that results from the sampling of the
received signals with period Ts has an exponential correlation,
i.e. E[αi,l(nTs)α∗i,l(mTs)] = ρ
|m−n| ,∀i, ∀l . The choice of
the coefficient ρ should be a function of both the receiver and
the transmitter speeds, vRX and vTX, and of the sampling time
Ts. The LOS component in (6) is then written as
HLOS(t, τ) = ILOS(d)
√
NRNT e
jη(t)
√
L(d)ar(φ
r
LOS, θ
r
LOS)×
aHt (φ
t
LOS, θ
t
LOS)h(τ − τLOS)e−j2piνLOSt ,
(7)
with νLOS=− f0c
(
vRXcos θrLOScosφ
r
LOS+v
TXcos θtLOScosφ
t
LOS
)
,
and the sampled version of the phase η(t) randomly evolves
with exponential correlation. Also for the time-variant channel
scenario, the channel generation Matlab script is in [16].
IV. SIMULATION RESULTS
In this section we show a simple application of the proposed
channel model by evaluating the achievable spectral efficiency
cumulative distribution function (CDF) for a UMi Street-
Canyon scenario, using time-invariant channel model. We
consider a single-carrier transmission of a packet of L data-
symbols, with transmit power PT = 0 dBW; we denote by M
the multiplexing order, i.e. the number of information symbols
that are simultaneously transmitted by the NT transmit antennas
in each symbol interval. The transmitter and the receiver are
fixed and the heights are hT = 7 m and hR = 1 m respectively.
The inter-element spacing d˜ of the array is assumed to be
half-wavelength, and the carrier frequency is 73GHz. Square-
root-raised-cosine pulses with roll-off factor 0.22 are adopted
as shaping filters both for the transmitter and the receiver. The
discrete-time baseband equivalent of the received signal at
sampling epoch n is written as the M -dimensional vector:
r(n) =
P−1∑
l=0
DHH(l)Qs(n− l) +DHw(n) (8)
7This situation may be representative of a device-to-device communication;
the extension to the case in which devices do not move along the horizontal
axis is neglected for the sake of simplicity.
8Since vRX  c, vTX  c it is easily shown that the arrival and
departure angles, the path lengths ri,l and the associated delays τi,l can be
still considered constant.
4Figure 2. (a) shows the CDFs of Spectral Efficiency with M = 4 , d = 30
m and varying NR × NT ; (b) shows the CDFs of Spectral Efficiency for
NR = 20 and NT = 30, for varying d and M .
Where P is the channel’s length, D is the combining matrix
with dimensions NR ×M , Q is the precoding matrix with di-
mensions NT×M , s(n) is the M -dimensional data-symbol vec-
tor transmitted at time n and w(n) is the NR-dimensional addi-
tive noise vector. Letting µ = argmax`=0,...,P˜−1 {‖H(`)‖F},
the matrix Q contains on its columns the right eigenvectors of
the matrix H(µ) corresponding to its M largest eigenvalues,
and the matrix D contains on its columns the correspond-
ing left eigenvectors. In order to have a soft estimate, say
sˆ(n), of the data vector s(n), we stack the data-vectors
r(n), . . . , r(n+P − 1) into the PM -dimensional vector r˜(n),
and process them through a linear minimum mean square error
estimator, represented by the (MP ×M)-dimensional matrix
E. It is easy to show that the LMMSE estimate sˆ(n) can be
written as sˆ(n) = EH (As(n) +AIsI(n) +Bw) , where A is
an (MP ×M)-dimensional matrix containing the "signatures"
of the useful data-symbols, sI(n) is a data vector containing
the interfering symbols falling in the processing window and
AI is the corresponding signatures’ matrix. Following [20], the
achievable rate in this case is written as:
R = log2 det
[
IM +R
−1
(
PT
M
EHAAHE
)]
, (9)
with R = EH
(
PT
M AIA
H
I + σ
2
NBCwB
H
)
E and Cw =
E[w(n)wH(n)]. The achievable spectral efficiency is obtained
by normalizing (9) with respect to the signaling interval and
available bandwidth.
Fig. 2 reports the spectral efficiency CDFs for several values
of the number of transmit and receive antennas, of the distance
between transmitted and receiver, and of the multiplexing order
M . It is shown that performance improves with decreasing
distance, as well as that increasing the multiplexing order is
more beneficial in the regime of large signal-to-noise ratio (i.e.,
at shorter distances).
V. CONCLUSIONS
The paper has provided a clustered channel model, useful for
design and analysis of mmWave MIMO wireless links, along
with Matlab scripts for enabling reproducible research.
REFERENCES
[1] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. K.
Soong, and J. Zhang, “What will 5G be?” IEEE Journal on Selected
Areas in Communications, vol. 32, no. 6, pp. 1065–1082, Jun. 2014.
[2] A. Ghosh, T. A. Thomas, M. C. Cudak, R. Ratasuk, P. Moorut, F. W.
Vook, T. S. Rappaport, G. R. MacCartney, S. Sun, and S. Nie, “Millimeter-
wave enhanced local area systems: A high-data-rate approach for future
wireless networks,” Selected Areas in Communications, IEEE Journal
on, vol. 32, no. 6, pp. 1152–1163, Jun. 2014.
[3] T. S. Rappaport, S. Sun, R. Mayzus, H. Zhao, Y. Azar, K. Wang, G. N.
Wong, J. K. Schulz, M. Samimi, and F. Gutierrez, “Millimeter wave
mobile communications for 5G cellular: It will work!” IEEE Access,
vol. 1, pp. 335–349, May 2013.
[4] R. Baldemair, T. Irnich, K. Balachandran, E. Dahlman, G. Mildh, Y. Selen,
S. Parkvall, M. Meyer, and A. Osseiran, “Ultra-dense networks in
millimeter-wave frequencies,” IEEE Communications Magazine, vol. 53,
no. 1, pp. 202–208, Jan. 2015.
[5] O. E. Ayach, S. Rajagopal, S. Abu-Surra, Z. Pi, and R. W. Heath,
“Spatially sparse precoding in millimeter wave MIMO systems,” IEEE
Transactions on Wireless Communications, vol. 13, no. 3, pp. 1499–1513,
Mar. 2014.
[6] A. Alkhateeb and R. W. Heath, “Frequency selective hybrid precoding
for limited feedback millimeter wave systems,” IEEE Transactions on
Communications, Apr. 2016.
[7] M. R. Akdeniz, Y. Liu, M. K. Samimi, S.Sun, S. Rangan, T. S. Rappaport,
and E. Erkip, “Millimeter Wave Channel Modeling and Cellular Capacity
Evaluation,” IEEE Journal on Selected Areas in Communications, vol. 32,
no. 6, pp. 1164–1179, Jun. 2014.
[8] M. K. Samimi and T. S. Rappaport, “Ultra-Wideband Statistical Channel
Model for Non line of sight Millimeter-Wave Urban Channels,” IEEE
Global Communications Conference, pp. 3483–3489, Dec. 2014.
[9] S. Hur, S. Baek, B. Kim, Y. Chang, A. F. Molisch, T. S. Rappaport,
K. Haneda, and J. Park, “Proposal on Millimeter-Wave Channel Modeling
for 5G Cellular System,” IEEE Journal on Selected Topics in Signal
Processing, vol. 10, no. 3, pp. 454–469, Apr. 2016.
[10] METIS, “Mobile and Wireless Communications Enablers for the Twenty-
Twenty Information Society, D1.4, METIS Channel Models,” http://
tinyurl.com/j93xdop, Feb. 2015.
[11] MiWEBA, “Millimeter-Wave Evolution for Backhaul and Access, D5.1,
Channel Modeling and Characterization,” http://tinyurl.com/zze92wx,
Jun. 2014.
[12] “COST IC1004 White Paper on Channel Measurements and Modeling
for 5G Networks in the Frequency Bands above 6 GHz,” http://tinyurl.
com/zxwmzap, Apr. 2016.
[13] L. Liu, J. Poutanen, F. Quitin, K. Haneda, F. Tufvesson, P. D. Doncker,
P. Vainikainen, and C. Oestges, “The COST 2100 MIMO channel model,”
IEEE Wireless Communications, vol. 19, no. 9, pp. 92–99, Dec. 2012.
[14] M. K. Samimi and T. S. Rappaport, “Statistical Channel Model with
Multi-Frequency and Arbitrary Antenna Beamwidth for Millimeter-Wave
Outdoor Communications,” IEEE Global Communications Conference
(GLOBECOM), pp. 1–7, Dec. 2015.
[15] M. K. Samimi, S. Sun, and T. S. Rappaport, “MIMO Channel Modeling
and Capacity Analysis for 5G Millimeter-Wave Wireless Systems,”
European Conference on Antennas and Propagation (EuCAP’ 2016),
Apr. 2016.
[16] https://github.com/CarmenDAndrea/mmWave_Channel_Model, May
2016.
[17] A. Forenza, D. Love, and R. W. Heath., “Simplified spatial correlation
models for clustered MIMO channels with different array configurations,”
IEEE Transactions on Vehicular Technology, vol. 56, no. 4, pp. 1924–
1934, Jul. 2007.
[18] “5G Channel Model for bands up to 100 GHz,” http://www.5gworkshops.
com/5GCM.html, 2015.
[19] K. et al., “5G 3GPP-like Channel Models for Outdoor Urban Micro-
cellular and Macrocellular Environments,” 2016 IEEE 83rd Vehicular
Technology Conference, May 2016.
[20] F. Negro, S. P. Shenoy, I. Ghauri, and D. T. Slock, “On the MIMO
interference channel,” Information Theory and Applications Workshop
2010, pp. 1–9, Feb. 2010.
