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COUNTING INVARIANTS FOR THE ADE MCKAY QUIVERS
AMIN GHOLAMPOUR AND YUNFENG JIANG
ABSTRACT. We consider the moduli space of the McKay quiver representations as-
sociated to the binary polyhedral groups G ⊂ SU(2) ⊂ SU(3). The derived category
of such representations is equivalent to the derived category of coherent sheaves on
the corresponding ADE resolution Y = G-Hilb(C3). Following the ideas of Na-
gao and Nakajima, by making particular choices of parameters in the space of sta-
bility conditions on the equivalent derived categories above, we recover Donaldson-
Thomas (DT), Pandharipande-Thomas (PT) and Szendroi (NCDT) moduli spaces. We
also compute the Gromov-Witten (GW) partition function of Y directly and express
the result in terms of the root system of the associated ADE Dynkin diagram. We
then verify the conjectural GW/DT/NCDT-correspondence by assuming the DT/PT-
correspondence. The Szendroi invariants are the same as the orbifold Donaldson-
Thomas invariants for C3/G defined by Bryan. This will allow us to verify the
Crepant Resolution Conjecture for the orbifold Donaldson-Thomas theory in this case.
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1. INTRODUCTION
1.1. Overview. For a smooth Calabi-Yau threefold Y , there are three types of invari-
ants that give rise to virtual count of curves in the given class β ∈ H2(Y,Z):
• Gromov-Witten invariantsNg,β: obtained by virtual integration overMg(Y, β),
the moduli space of degree β stable maps from curves of genus g to Y , (see
[1]),
• Donaldson-Thomas invariants In,β: obtained by virtual integration over In(Y, β),
the moduli space of ideal sheaves of one dimensional subschemes of Z ⊂ Y ,
of holomorphic Euler characteristic n and with [Z] = β (see [16, 25]),
• Pandharipande-Thomas invariants 1 Pn,β: obtained by virtual integration over
Pn(Y, β), the moduli space of stable pairs (F , s) consisting of a pure 1-dimensional
sheaf F on Y of holomorphic Euler characteristic n and with
[support(F)] = β,
and a section s : OY → F with zero dimensional cokernel (see [23]).
We assemble these invariants into the following partition functions:
ZYGW (λ; t) = exp
(
∞∑
g=0
∑
β 6=0
Ng,βλ
2g−2tβ
)
,
ZYDT (q; t) =
∑
n∈Z
∑
β
In,βq
ntβ,
ZYPT (q; t) =
∑
n∈Z
∑
β
Pn,βq
ntβ.
Note that in the GW partition function the degree zero maps are not being consid-
ered. The exponential function is used to take the contribution of stable maps with
disconnected domain curves into account.
1Also called stable pair invariants.
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These three types of invariants are conjecturally related to each other via simple but
highly nontrivial formulas:
Conjecture 1.1. [16, 17, 23]
ZYGW (λ; t) = M(−q)
−χ(Y )ZYDT (q; t) = Z
Y
PT (q; t)
after the change of variable q = −eiλ. Here M(q) is the McMahon generating function
for 3-dimensional partitions, and χ(−) is the topological Euler characteristic.
We refer to this conjecture as GW/DT/PT correspondence. The GW/DT correspon-
dence has been proven when Y is toric (see [19]). The DT/PT correspondence has
recently been proven by Bridgeland and Toda [3, 26] by using the works of Joyce
[11, 10] and Kontsevich and Soibelman [15], though some technical details yet to be
checked. In this paper we assume the DT/PT correspondence.
We also consider another type of invariants called noncommutative Donaldson-
Thomas invariants (NCDT). They were introduced by Szendroi via virtual integration
over the moduli space of cyclic representations of a quiver G with superpotential (see
[24, 12]). We denote the NCDT invariant corresponding to the dimension vector v by
D
v
. We assemble these invariants into the following partition function:
ZGNCDT (q) =
∑
v
D
v
qv.
In this paper we follow closely the remarkable ideas used by Nagao and Nakajima in
[21, 22]. In these articles they associate a natural quiver to Y in case Y is a small toric
Calabi-Yau threefold. By defining appropriate stability conditions on the moduli space
of the quiver representations and proving wall-crossing formulas for the corresponding
counting invariants, they are able to find a relation among DT/PT/NCDT invariants.
They use the equivalence of the abelian categories of perverse coherent sheaves and
quiver representations in order to relate DT and PT invariants to the counting invariants
of the quiver.
In the cases that we consider in this paper, Y is not necessarily toric. However, we
can define a natural C∗-action on Y that allows us to express the DT/PT invariants in
terms of the Euler characteristic of the moduli spaces. In contrast to the toric cases,
an extra care needs to be taken as the C∗-fixed loci on Y and on the moduli spaces
involved are not necessarily isolated.
1.2. The main results. We consider the case that Y = S×C, where S is the ADE res-
olution of a germ of double point singularity C2/G for a finite subgroup G ⊂ SU(2).
We associate to Y the McKay quiver arising naturally from the representation theory
of G. We are able to relate DT/PT/NCDT invariants by means of similar wall-crossing
formulas as in [21, 22]. The first application of the wall crossing formula is a closed
formula for the PT partition function of Y = S × C. To express the result suppose
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that R+ is the set of positive roots of the ADE root system attached to S. We use the
identification of the root lattice of the root system with H2(Y,Z). Let N be the number
of irreducible representation of G.
Theorem 1.2.
ZS×CPT (q; t) =
∏
β∈R+
∞∏
m=1
(1− tβ(−q)m)−m.
Assuming the DT/PT correspondence mentioned above, we get
Corollary ⋆ 1.3.
ZS×CDT (q; t) = M(−q)
N
∏
β∈R+
∞∏
m=1
(1− tβ(−q)m)−m.
We calculate the GW partition function of Y = S × C by using localization and
deformation techniques:
Theorem 1.4.
ZS×CGW (λ; t) =
∏
β∈R+
∞∏
m=1
(1− tβ(eiλ)m)−m.
Theorems 1.2 and 1.4 prove:
Corollary 1.5. The GW/PT correspondence given in Conjecture 1.1 holds for the
Calabi-Yau threefold Y = S × C.
The BPS invariants of the Calabi-Yau threefold Y denoted by ng,β are conjecturally
expressed in terms of GW invariants:
∞∑
g=0
∑
β 6=0
Ng,βq
βλ2g−2 =
∞∑
g=0
∑
β 6=0
ng,β
∑
d>0
1
d
(
2 sin
(
dλ
2
))2g−2
qdβ.
We have proven the following result
Corollary 1.6.
ng,β =
{
−1 if g = 0, β ∈ R+
0 otherwise.
As discussed in [12], the NCDT invariants arising from the McKay quiverQ are the
same as the orbifold DT invariants of C3/G defined by Bryan (see Appendix to [5])
by means of the counting the configurations of colored boxes. Here G can be either of
the finite subgroups
i) G ⊂ SU(2) ⊂ SU(3)
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ii) G ⊂ SO(3) ⊂ SU(3).
The colors of boxes are in bijection with the set of irreducible representations of G,
and hence the orbifold DT invariants depend on the variables q = (qρ) indexed by
irreducible representation ofG. Bryan has formulated a Crepant Resolution Conjecture
relating the orbifold DT invariants of C3/G and the invariants of its crepant resolution
given by Y = G-Hilb(C3). This conjecture has been proven by Bryan and Young
[5] when G is an abelian subgroup of SO(3). We verify this conjecture for all G in
case i above by proving a closed formula for the partition function of the orbifold DT
invariants (by assuming DT/PT correspondence):
Theorem ⋆ 1.7.
Z
C3/G
DT (q) = Z
Q
NCDT (q) =
M(−q)N
∏
β∈R+
∞∏
m=1
1−
− ∏
ρ∈Irr(G)
qdim ρρ
m ∏
ρ∈Irr∗(G)
qβρρ
−m
·
∏
β∈R+
∞∏
m=1
1−
− ∏
ρ∈Irr(G)
qdim ρρ
m ∏
ρ∈Irr∗(G)
q−βρρ
−m .
Here Irr(G) and Irr∗(G) are respectively the sets of irreducible and nontrivial irre-
ducible representations of G.
One of the crucial fact being used in this paper is that the the representation theory
of an ADE Dynkin graph is of finite type (see Section 4.1). The representation theory
of a McKay quiver arising from a subgroup in case i above is related directly to the
representation theory of the corresponding ADE Dynkin graph. For the case ii sub-
groups the situation is more involved as there is no such a direct relation to the finite
type graphs. We will study the case ii above in a future work.
1.3. Outline. In Section 2, we fix the notation and setup for the rest of the paper.
We review the construction of the ADE McKay quivers and their superpotentials, and
discuss the equivalence of the category of the quiver representations and a category of
perverse coherent sheaves on Y .
In Section 3, we define the space of stability conditions on the categories of framed
representation of the ADE McKay quivers, define the associated moduli space and the
counting invariants, and finally determine the chambers corresponding to the DT and
PT invariants.
In Section 4, we relate the walls corresponding to non-generic stability parameters
to the ADE root systems attached to the McKay quivers. We show that the non generic
walls are in correspondence with the set of positive roots of the affine root system.
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In this section we prove the wall crossing formula, Theorem 1.7, and the DT Crepant
Resolution Conjecture.
In Section 6, we prove Theorem 1.4, GW/PT correspondence for the case at hand,
and Theorem 1.2.
In Section 7, as an illustration, we consider the concrete example of G = D12, the
binary dihedral group in 12 elements.
2. MCKAY QUIVERS ASSOCIATED TO AN AFFINE ADE DYNKIN DIAGRAM
2.1. McKay quivers. Let G be a finite subgroup of SU(2). It is well-known that G
admits an ADE classification, and it falls into one of three classes of cyclic groups,
binary dihedral, and the binary versions of groups of symmetries of the platonic solids.
In this paper we consider the action of G on C3 via the natural embedding SU(2) ⊂
SU(3). Let
X = C3/G
and Y = G-Hilb(C3). Then the Hilbert-Chow morphism
π : Y → X
is the Calabi-Yau resolution of X . Note that the resolution π differs from the classical
minimal resolution S → C2/G by only a trivial factor of C. Hence by the McKay
correspondence (see [20]), the fiber of π over the origin gives rise to an ADE Dynkin
diagram:
 Non-trivialirreducible
G-representations
 ✛✲
 irreduciblecomponents of
π−1(0)
 ✛✲
 Simple rootsof an ADE
root system
 .
Denote the irreducible component of π−1(0) corresponding to ρ ∈ Irr∗(G) by Cρ.
Then {Cρ} represents a basis for H2(Y,Z).
To any G as above one associates a natural quiver with superpotential, called the
McKay quiver. Let Irr(G) be the set of irreducible representations of G and define
Irr∗(G) = Irr(G)− {ρ0}
where ρ0 is the trivial irreducible representation. We define N = | Irr(G)|. The McKay
quiver Q has a vertex for each irreducible representation ρ ∈ IrrG. We label the
vertex corresponding to ρ by the same letter. Two vertices ρ and ρ′ are joined by a
directed edge ρ → ρ′ if ρ′ appears in the decomposition of the representation ρ ⊗ V
into irreducibles. Here V is the natural 3-dimensional representation of
G ⊂ SU(2) ⊂ SU(3).
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See Figure 2.1 for the list of possible McKay quivers we consider in this paper. Let D
be a Dynkin quiver (an extended ADE diagram with an arbitrary orientation). Then Q
is obtained by adding a loop to each vertex of D (the double of D).
ρ
0 Dn
ρ
0
E6
ρ
0
E8
ρ
0
An
ρ
0
E7
FIGURE 1. ADE McKay quivers
We label the loop ρ→ ρ by lρ and the edge ρ→ ρ′ by rρρ′ . Let CQ be the associated
path algebra of Q. The superpotential
W ∈ CQ/[CQ,CQ]
of the McKay quiver is given by the sum of cubic monomials one for each directed
cycle
ρ→ ρ′ → ρ′′ → ρ
of Q. One can see that (see [28]).
W =
∑
ρ, ρ′ ∈ Irr(G),
rρρ′ is an edge of D
(rρ′ρrρρ′ lρ − lρ′rρρ′rρ′ρ). (1)
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Let I < CQ be the two-sided ideal generated by the partial derivatives of W with
respect to lρ’s and rρρ′’s, and define
A = CQ/I.
Denote by Π the preprojective algebra
Π =
CD ∑
rρρ′ is an edge of D
rρρ′rρ′ρ − rρ′ρrρρ′

associated to D. There is a natural surjection A → Π, obtained by setting lρ = 0 for
any ρ ∈ Irr(G).
We denote by mod(A) the abelian category of finitely generated (right) A-modules.
mod(A) is equivalent to the abelian category of finite dimensional (Q, I)-representations.
Let Db(mod(A)) be the associated bounded derived category.
2.2. Perverse coherent system. Let Dbc(Coh(Y )) be the bounded derived category of
coherent sheaves on Y , whose objects have compactly supported cohomologies, and
let
Perc(Y/X) ⊂ D
b
c(Coh(Y ))
be the full subcategory of perverse coherent sheaves of perversity -1, in the sense of
Bridgeland [4].
Following Van Den Bergh [27], for any ρ ∈ Irr∗(G) let Lρ ∈ Pic(Y ) be such that
Lρ|Cρ′ = δρρ′ for any ρ
′ ∈ Irr∗(G).
Define Mρ to be the middle term of the short exact sequence
0 −→ Odim ρ−1Y −→Mρ −→ Lρ −→ 0.
Let Mρ0 = OY for the trivial irreducible representation ρ0 and define the projective
generator
P =
⊕
ρ∈Irr(G)
Mρ.
We also consider the abelian category of perverse coherent systems, denoted by
Perc(Y/X). It has as objects the triples (F ,W, s) of an F ∈ Perc(Y/X), a vector
space W , and a morphism
s : W ⊗C OY → F .
Morphisms in Perc(Y/X) are defined in an obvious way (see [22]).
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Definition 2.1. We define a new quiver Q˜ by adding a vertex ∞ and an edge
∞→ ρ0
to the McKay quiverQ labeled by r∞. We denote by A˜ = CQ˜/I the path algebra of Q˜
with the same relations as for A. We denote by mod(A˜) the abelian category of finite
(right) A˜-modules.
The following theorem links the theory of quiver representations to the theory of the
perverse sheaves. The details of the proof can be found in [9, 27, 21, 22].
Theorem 2.2. We have an isomorphism of algebras
A ∼= EndY (P),
and equivalence of categories
mod(A) ∼= Perc(Y/X) and mod(A˜) ∼= Perc(Y/X).
For any F ∈ Perc(Y/X), let V = (Vρ)ρ∈Irr(G) be the corresponding A-module then
Vρ ∼= H
0(F ⊗M∨ρ ).
3. STABILITY CONDITIONS
3.1. θ-stability conditions. In this section we define a stability condition on mod(A˜).
Let
ζ = (ζρ)ρ∈Irr(G) ∈ R
N
be a sequence of real numbers, and take ζ∞ ∈ R. For a finite dimensional A-module
V = (Vρ)ρ∈Irr(G)
and a finite vector space V∞ define
θζ˜(V, V∞) =
ζ · dimV + ζ∞ dim V∞∑
ρ dim Vρ + dimV∞
where ζ˜ = (ζ, ζ∞).
Definition 3.1. i) An A˜-module V˜ = (V, V∞) is called θζ˜ -(semi)stable if for any
nonzero A˜-submodule V˜ ′ ⊂ V˜ ,
θζ˜(V˜
′)(≤) < θζ˜(V˜ ).
ii) For a given ζ ∈ RN , An A˜-module V˜ = (V, V∞) with V∞ 6= 0 is called ζ-
(semi)stable if it is θζ˜-(semi)stable for
ζ˜ = (ζ, ζ∞)
where ζ∞ is chosen so that θζ˜(V˜ ) = 0.
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iii) For a given ζ ∈ RN , an A-module V is called ζ-(semi)stable if the A˜-module
(V, 0) is ζ-(semi)stable.
3.2. The moduli space and the counting invariants. Let ζ ∈ RN be a stability pa-
rameter and let
v ∈ (Z≥0)
N .
We denote by Mζ(v) the moduli space of ζ-stable A˜-modules V˜ = (V,C) with
dim V = v.
Mζ(v) admits a symmetric perfect obstruction theory in the sense of [2] as it is the
critical locus of the trace of the superpotential function, w = tr(W ), defined on a
smooth variety
S =
 ∏
ρ→ρ′ is an edge in Q
Hom(Vρ, Vρ′)
× Vρ0 .
(see [24, 12]). Hence, there is a virtual fundamental class [Mζ(v)]vir of virtual dimen-
sion zero. The counting invariants are defined by
#virMζ(v) = deg([Mζ(v)]vir).
From [2], there exists an integer value constructible function
νMζ : Mζ(v) −→ Z
such that the counting invariants are given by the weighted Euler characteristic:
#virMζ(v) =
∑
n∈Z
n · χ(ν−1(n)) = χ(Mζ(v), νMζ).
Let q = (qρ)ρ∈Irr(G) and
qv =
∏
ρ
qvρρ .
Define the generating function for the counting invariants as:
Zζ(q) =
∑
v
#virMζ(v)q
v =
∑
v
χ(Mζ(v), νMζ)q
v. (2)
For each point P ∈ Mζ(v), the parity of the Zariski tangent space at P is the same
as the parity of vρ0 . This can be seen as follows: The point P ∈Mζ(v) corresponds to
an A˜-module V˜ , by [24, Corollary 2.5.3], we have
dimTPMζ(v) =
∑
ρ
v2ρ +
∑
[vρ→v′ρ]
2vρv
′
ρ + vρ0 −
∑
ρ
v2ρ ≡ vρ0(mod 2).
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The first three terms add up to the dimension of S, and the last term is the dimension
of the linear algebraic group acting on S. We can then express the Behrend function
as follows (see [2]):
νMζ (P ) = (−1)
vρ0 (1− χ(FP )), (3)
where FP is the Milnor fiber of w at P .
We consider the following C∗-action on A˜. We let the weight of the action on rρρ′ ,
lρ, and r∞ be 1, -2, and 0, respectively. Note that the C∗-action preserves the superpo-
tential W given in (1) and hence the induced action on S and Mζ(v) has this property
that the symmetric obstruction theory on Mζ(v) is C∗-equivariant [24, 2]. Denote by
MC
∗
ζ (v) the C∗-fixed locus of Mζ(v). It is not hard to see that if an A˜-module V˜ is
C∗-invariant then lρV˜ = 0 for any ρ ∈ Irr(G). We can furthermore prove:
Lemma 3.2. The C∗-fixed locus, MC∗ζ (v), is smooth.
Proof. Suppose V˜ ∈ MC∗ζ (v). Denote by Lρ and Rρρ′ the linear homomorphisms of
V˜ corresponding to lρ and rρρ′ . As we mentioned above Lρ = 0 for any ρ ∈ Irr(G).
Moreover, since the weight of the action on all Rρρ′ is 1, given any cycle
rρ1ρ2rρ2ρ3 . . . rρnρn+1
in Q (with ρn+1 = ρ1) the composition
Rρ1ρ2 ◦Rρ2ρ3 ◦ · · · ◦Rρnρn+1
is not C∗-invariant unless Rρiρi+1 = 0 for some i. In particular, at least one of Rρρ′ or
Rρ′ρ is zero. This shows that MC
∗
ζ (v) is possibly a disjoint union of the moduli spaces
of stable representations of hereditary algebras, and hence is smooth (see [14]). 
Using this lemma, the restriction of the Behrend function to the fixed locus is easily
evaluated:
Proposition 3.3. For any P ∈MC∗ζ (v),
νMζ (P ) = (−1)
vρ0 .
Proof. We know that the fixed locus of the Milnor fiber, FC∗P , is the Milnor fiber of
w|SC∗ . Moreover the fixed locus of the critical locus of w is the critical locus of w|SC∗ ,
which is MC∗ζ (v). By the smoothness of MC
∗
ζ (v) (Lemma 3.2), χ(FC
∗
P ) = 0, and
hence the claim follows from (3). 
We will use the following corollary in Section 4:
Corollary 3.4.
Zζ(q) =
∑
v
(−1)vρ0χ(Mζ(v))q
v.
Proof. The claim follows immediately from Proposition 3.3 and (2). 
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3.3. Chambers corresponding to DT/PT theories. Let
r =
∑
ρ∈Irr∗(G)
dim ρ,
and ǫ > 0 be a sufficiently small real number.
Define the stability parameters ζ im and ζ im,± by
ζ imρ =
{
−r ρ = ρ0,
1 otherwise,
and ζ im,±ρ =
{
−r ± ǫ ρ = ρ0,
1 otherwise.
ζ im lies on the hyperplane in RN identified by the vector
(−r, 1, 1, . . . , 1︸ ︷︷ ︸
N−1
).
ζ im,± lie on the two sides of this hyperplane.
Proposition 3.5. For any F ∈ Perc(Y/X),
χ(F) = dimH0(F),
and moreover, the coefficient of the degree one term of the Hilbert polynomial of F
with respect to the polarization
L =
⊗
ρ∈Irr∗(G)
Lρ
(Lρ’s were defined in Section 2.2) is given by
r dimH0(F)−
∑
ρ∈Irr∗(G)
dimH0(F ⊗M∨ρ ).
Proof. The first equality follows from the definition of Perc(Y/X). To prove the sec-
ond equality, note that the Hilbert polynomial of any F ∈ Perc(Y/X) with respect to
any polarization is linear, and hence the coefficient of the degree one term with respect
to Lρ is given by
χ(F)− χ(F ⊗ L−1ρ ) = (dim ρ)χ(F)− χ(F ⊗M
∨
ρ )
= (dim ρ) dimH0(F)− dimH0(F ⊗M∨ρ ).
Since the leading term of the Hilbert polynomial is linear with respect to the tensor
products of polarizations, this formula concludes the proposition. 
The following proposition together with Theorem 2.2 and Proposition 3.5 are used to
identify the moduli spaces of ζ im,±-stable A˜-modules with the certain moduli spaces of
stable pairs or ideal sheaves. The proof is given in [22, Section 2], and is not repeated
here.
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Proposition 3.6. Suppose that V˜ = (V,C) is the A˜-module corresponding to the per-
verse coherent system
(F , s,C) ∈ Perc(Y/X),
where V is as given in Theorem 2.2. If ǫ in the definition of ζ im,± is chosen to be less
than 1/ dimH0(F ) then
i) If V˜ is ζ im,−-stable, then F is a coherent sheaf and s is surjective. In other words
(F , s,C) is equivalent to an ideal sheaf I ∈ Coh(Y ) fitting into the following
exact sequence
0 ✲ I ✲ OY
s
✲ F ✲ 0.
On the other hand, if for (F , s), s is surjective, then (F , s) is ζ im,−-stable.
ii) If V˜ is ζ im,+-stable, then F is a pure sheaf of dimension one and the cokernel
coker(s) is 0-dimensional. In other words (F , s) is a stable pair defined in [23].
On the other hand, if (F , s) is a stable pair, then V˜ is ζ im,+-stable.
Corollary 3.7. We have the following isomorphisms of the moduli spaces:
Pn(Y, β) ∼= Mζim,+(v),
In(Y, β) ∼= Mζim,−(v),
where n = vρ0 , and
β =
∑
ρ∈Irr∗(G)
(vρ0 dim ρ− vρ)[Cρ].
(Cρ’s were defined in Section 2.1.)
4. ROOT SYSTEMS, STABILITY CHAMBERS, AND WALLS
4.1. Root systems. Following [13], in this section, we review some of the terminolo-
gies in the theory of root systems that we will use in the next sections. Let Γ be a
connected graph with K + 1 vertices {0, · · · , K}. Denote by bij the number of edges
connecting the vertices i and j, if i 6= j, and twice the number of loops at the vertex i
if i = j. Let {αi}i=0,1,...,K be the standard basis for ZK+1. Define a bilinear form on
ZK+1 by
(αi, αi) = δij −
1
2
bij .
Let Q(α) be the associated quadratic form. The element αi is called a fundamental
root if there is no loops at the vertex i. Let P be the set of fundamental roots. For a
fundamental root α, the fundamental reflection ςα ∈ Aut(ZK+1) is defined by
ςα(λ) = λ− 2(λ, α)α
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for λ ∈ ZK+1. The reflection ςα satisfies the relations
ςα(α) = −α
and
ςα(λ) = λ
if (λ, α) = 0. The Weyl group, W(Γ), associated to Γ is generated by all the funda-
mental reflections.
Definition 4.1. The set of real roots is defined by
Rre(Γ) =
⋃
ω∈W(Γ)
ω(P).
The subset of ZK+1 defined as
S = {α ∈ ZK+1≥0 \ {0}|(α, αi) ≤ 0 for all αi ∈ P}
is call the fundamental set.
Definition 4.2. The set of imaginary roots is defined by
Rim(Γ) =
⋃
ω∈W(Γ)
ω(S ∪ (−S)).
Remark 4.3. One can verify easily that (α, α) = 1 if α ∈ Rre(Γ) and (α, α) ≤ 0 if
α ∈ Rim(Γ).
Definition 4.4. The root system associated to Γ is defined as
R(Γ) = Rre(Γ) ∪Rim(Γ).
The set of positive roots is
R+(Γ) = R(Γ) ∩ ZK+1≥0 ,
and R+,re(Γ) and R+,im(Γ) are the corresponding positive real and imaginary roots,
respectively.
It is well known that an ADE Dynkin diagram has finitely many positive roots and
has no imaginary roots. The extended ADE Dynkin diagrams (or affine ADE diagrams)
are tame type graphs according to [13]. Any tame type graph has infinitely many
positive roots. In the case Γ is an ADE (respectively extended ADE) Dynkin diagram
we denote the corresponding root system by R (respectively R̂). Dropping Γ from the
notation will cause no confusion. The following theorem is well known to the experts.
The proofs of the statements can be found in [7, 8, 13, 14]:
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Theorem 4.5. Let D be a Dynkin quiver (see Section 2.1). There exists an indecom-
posable D-representation of dimension vector α̂ if and only if α̂ ∈ R̂+. For each
positive real root α̂ ∈ R̂+,re and a generic ζ ∈ RN with ζ · α̂ = 0, there is a unique,
up to isomorphism, ζ-stable D-representation U with dimension vector α̂. Moreover,
U gives rise to the unique ζ-stable Π-module of dimension vector α̂.
For a given ADE Dynkin diagram let β ∈ R, and suppose that α̂ ∈ R̂ be a root in
the extended version of the same diagram. Define α̂′ = α̂ + β to be given by
α̂′ρ =
{
α̂ρ + βρ if ρ ∈ Irr∗(G),
α̂ρ0 if ρ = ρ0.
.
The following proposition is proven in [13]:
Proposition 4.6. Let R and R̂ be the root systems of the ADE and extended ADE
Dynkin diagrams associated to G. Then
R̂im = {mα̂im|m ∈ Z},
where
α̂im = (dim ρ)ρ∈Irr(G).
Moreover,
R̂+,re = {α̂+ β|α̂ ∈ Rim, β ∈ R+}.
Example 4.7. In the Ê7 case, the imaginary root α̂im is
2
1 2 3 4 3 2 1
β =
2
2 3 4 3 2 1
is a positive root for E7. Then
mα̂im + β =
2m+ 2
m 2m+ 2 3m+ 3 4m+ 4 3m+ 3 2m+ 2 m+ 1
is a positive real root of Ê7.
4.2. Cutting lemma and non-generic walls. The following lemma is an analog of
[22, Lemma 3.4] and [21, Proposition 2.9]:
Lemma 4.8. Let U be a nonzero ζ-stable A-module with lρU = 0 for any ρ ∈ Irr(G),
then dimU ∈ R̂+. If α̂ ∈ R̂+,re, and ζ is a generic point in RN with ζ · α̂ = 0 then
there exists a unique, up to isomorphism, ζ-stable A-module U with dimU = α̂ and
lρU = 0 for any ρ ∈ Irr(G).
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Proof. This is a direct corollary of Theorem 4.5 by noting that an A-module with
lρU = 0 for any ρ ∈ Irr(G) can be regarded as a Π-module. 
A stability parameter
ζ = (ζρ)ρ∈Irr(G) ∈ R
N
is said to be generic if ζ-semistability is equivalent to ζ-stability. We are now ready to
classify the non-generic stability parameters for the C∗-invariant A˜-modules.
Definition 4.9. A hyperplane in RN corresponding to a non-generic stability parame-
ter is called a wall.
Proposition 4.10. The set of non-generic stability parameters for the C∗-invariant A˜-
modules is given by the union of the following walls:
Wbα = {ζ ∈ RN |ζ · α̂ = 0, α̂ ∈ R̂+}.
Proof. For a C∗-invariant strictly ζ-semistable A˜-module V˜ = (V,C) one has the
Jordan-Ho¨lder filtration
0 = V˜ n+1 ⊂ · · · ⊂ V˜ 1 ⊂ V˜ 0 = V˜
where V˜ i/V˜ i+1 is stable and
θζ˜(V˜
i/V˜ i+1) = 0
for all 0 < i < n + 1. ζ˜ is as defined in Definition 3.1 ii). By the C∗-invariance of
V˜ we have lρV˜ i = 0 for any 0 ≤ i ≤ n + 1 and ρ ∈ Irr(G). Note that n ≥ 1 since
V˜ is not ζ-stable. So at least one of (V˜ l/V˜ l+1)∞ is zero. Hence there exist a nonzero
θζ˜ -stable A˜-module V˜ ′ = (V ′, V ′∞) such that V ′∞ = 0, dimV ′ · ζ = 0, and lρV ′ = 0.
By Lemma 4.8, dimV ′ ∈ R̂+ and the proposition follows. 
Definition 4.11. The wall Wbαim is called the imaginary wall in RN .
Remark 4.12. Let ζ im be as in Section 3.3, then ζ im · α̂im = 0. From Proposition
3.6 one can see that the wall Wbαim is the wall separating the Donaldson-Thomas and
Pandharipande-Thomas theories. Our wall crossing formula in this section does not
include crossing the imaginary wall.
4.3. Wall-crossing formula. The non-generic stability parameters (for the C∗ invari-
ant A˜-modules) lie on a finite number of walls as in Proposition 4.10. Each component
of the set of generic stability parameters is called a chamber. Inside a chamber the
moduli spaces MC∗ζ (v) are isomorphic. In this section we relate the corresponding
invariants of two chambers separated by a non imaginary wall.
Fix an α ∈ R̂+,re and let ζα ∈ Wα be a generic point. For a 0 < ǫ ≪ 1, let
ζ±α = (ζα,ρ ± ǫ). Then ζ±α lie in two chambers on two sides of the wall Wα.
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Let U be the unique ζα-stable A-module of dimension vector α given by Lemma
4.8. Note that by definition ζα · dim(U) = 0.
We have the following identities:
Proposition 4.13. i) Ext1A(U, U) ∼= C.
ii) If V˜ = (V,C) is a ζα-stable A˜-module, then
dimExt1
A˜
(U, V˜ )− dimExt1
A˜
(V˜ , U) = dim(Uρ0).
Proof. i) As mentioned earlier, U can be regarded as a Π-module. By [6], and using
the fact that dimU ∈ R̂+,re, we get that Ext1Π(U, U) = 0. By using Serre duality
and the stability of U we have
Ext0Π(U, U)
∼= Ext2Π(U, U)
∼= C.
Moreover, ExtqΠ(U, U) = 0 for q > 2. The following identities can be easily
verified:
ExtqA(Π, U) =
{
U if q = 0, 1
0 otherwise.
Now the claim follows the spectral sequence
ExtpΠ(U,Ext
q
A(Π, U))⇒ Ext
p+q
A (U, U)
corresponding to the natural change of rings from A to Π obtained by setting all
lρ’s equal to zero.
ii) This part follows at once from [12, Theorem 7.5] by noting that the ζα-stability of
U and V˜ implies that
HomA˜(U, V˜ ) = HomA˜(V˜ , U) = 0.

For a positive integer m, let Um be the unique indecomposable A-module which is
obtained by m− 1 times successive extensions of U , i.e. there is an exact sequence
0 −→ Um−1 −→ Um −→ U −→ 0
for each m. This is possible by part i) in Proposition 4.13.
As in [22, 21], we consider the following stratifications for the C∗-fixed loci of
Mζα(v) and Mζ±α (v
′).
• For L ∈ Z≥0, let MC
∗
ζα
(v)+L be the subscheme of MC
∗
ζα
(v) consisting of the
points V˜ such that dimExt1(U, V˜ ) = L. Similarly, let MC∗ζα (v)
−
L be the sub-
scheme of MC∗ζα (v) consisting of the points V˜ such that dimExt
1(V˜ , U) = L.
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• For the sequence (d) = d1, d2, . . . of nonnegative integers with di 6= 0 for only
finitely many i’s, let Mζ+α (v
′)(d) (respectively Mζ−α (v′)(d)) be the subscheme of
Mζ+α (v
′) (respectivelyMζ−α (v′)) containing the points V˜ ′ for which there exists
a unique C∗-invariant stable A˜-module V˜ fitting into the short exact sequence
0 −→ V˜ −→ V˜ ′ −→ ⊕m′≥1(U
′
m)
⊕dm′ −→ 0,
(respectively
0 −→ ⊕m′≥1(U
′
m)
⊕dm′ −→ V˜ ′ −→ V˜ −→ 0).
Then one can define a canonical morphism
φ± : M
C∗
ζ±α
(v′)(d) −→M
C∗
ζα (v),
with φ±(V˜ ′) = V˜ . Note that v′ = v +
∑
mmdm · dim(U). Define
MC
∗
ζ±α
(v′)(d),L = φ
−1
±
(
MC
∗
ζα (v)
±
L
)
.
φ± has this nice property that its restriction of to MC
∗
ζ±α
(v′)(d),L is a fibration with fibers
equal to the C∗-fixed locus of the flag manifold
Flag
(
(D),CL
)
under the natural 2 induced C∗-action. Here (D) = D1, D2, . . . is a sequence of non-
negative integers defined by
Dj =
∑
i≥j
di.
We will denote the flag manifold above by Fl when (D) and L are clear from the
context. Conversely, given (d), a C∗-invariant V˜ ∈ MC∗ζα (v), and a C
∗
-fixed point of
the corresponding flag manifold, one can find a unique the C∗-invariant V˜ ′ ∈MC∗
ζ±α
(v′)
fitting into either of the short exact sequences above. The proof of all these claims can
be found in [22, 21].
The following corollary is resulted immediately from the discussion above and
Proposition 4.13, ii):
Corollary 4.14.
MC
∗
ζα (v)
+
L = M
C∗
ζα (v)
−
L+dimUρ0
.
We are now ready to express and prove the wall-crossing formula:
Theorem 4.15.
Zζ−α (q) =
(
1− (−1)dimUρ0qdimU
)− dimUρ0 Zζ+α (q).
2We have identified Ext1
A˜
(U, V˜ ) (or Ext1
A˜
(V˜ , U)) with CL.
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Proof. By Corollary 3.4 and using the property of the fibrations defined above (the
restrictions of φ±) we can write
Zζ±α (q) =
∑
v
′
(−1)v
′
ρ0χ(MC
∗
ζ±α
(v′))qv
′
=
∑
v
′,(d),L
(−1)v
′
ρ0χ(MC
∗
ζ±α
(v′)(d),L)q
v
′
=
∑
v,(d),L
(−1)vρ0+(
P
mdm) dimUρ0χ(Fl) · χ(MC
∗
ζα (v)
±
L)q
v+(
P
mdm) dimU
=
∑
v,(d),L
(−1)(
P
mdm) dimUρ0χ(Fl)q(
P
mdm) dimU · (−1)vρ0χ(MC
∗
ζα (v)
±
L)q
v
=
∑
v,L
(
1− (−1)dimUρ0qdim(U)
)−L
(−1)vρ0χ(MC
∗
ζα (v)
±
L)q
v.
Then by Corollary 4.14,
Zζ−α (q)
=
∑
v,L
(
1− (−1)dimUρ0qdimU
)−L
(−1)vρ0χ(MC
∗
ζα (v)
+
L−dimUρ0
)qv
=
∑
v,L
(
1− (−1)dimUρ0q)dimU
)−L−dimUρ0 (−1)vρ0χ(MC∗ζα (v)+L)qv
=
(
1− (−1)dimUρ0qdimU
)− dimUρ0 Zζ+α (q).

5. APPLICATIONS OF THE WALL CROSSING FORMULA
5.1. DT/PT/NCDT-correspondence. Let
νI : In(Y, β)→ Z and νP : Pn(Y, β)→ Z.
be the Behrend functions defined on In(Y, β) and Pn(Y, β). These two moduli spaces
admit symmetric obstruction theory (see [2]), and hence both DT and PT invariants
can be expressed as the Euler characteristics weighted by the Behrend function:
In,β = χ(In(Y, β), νI) and Pn,β = χ(Pn(Y, β), νP ).
20 AMIN GHOLAMPOUR AND YUNFENG JIANG
By Corollary 3.7 we have
ZYDT
 ∏
ρ∈Irr(G)
qdim ρ; (q−1ρ )ρ∈Irr∗(G)
 = Zζim,−(q), (4)
ZYPT
 ∏
ρ∈Irr(G)
qdim ρ; (q−1ρ )ρ∈Irr∗(G)
 = Zζim,+(q).
Recall that ζ im = (−r, 1, · · · , 1).
Definition 5.1. We define
R̂+,re− = {α ∈ R̂
+,re|α · ζ im < 0}
and
R̂+,re+ = {α ∈ R̂
+,re|α · ζ im > 0}.
Example 5.2. In the Example 4.7, r = 17 and
ζ im = (−17, 1, 1, 1, 1, 1, 1, 1).
Let α̂ = mα̂im + β. Then
α̂ · ζ im
= −17m+ (2m+ 2) + (3m+ 3) + (2m+ 2)
+ (4m+ 4) + (3m+ 3) + (2m+ 2) + (m+ 1)
= 17 > 0,
and hence
α̂ = mα̂im + β ∈ R̂+,re+ .
If we let
β ′ =
−2
−2 −3 −4 −3 −2 −1,
which is minus a positive root for E7. Then
α̂′ = mα̂im + β ′ =
2m− 2
m 2m− 2 3m− 3 4m− 4 3m− 3 2m− 2 m− 1
is a positive real root of Ê7 and
α̂′ · ζ im
= −17m+ (2m− 2) + (3m− 3) + (2m− 2)
+ (4m− 4) + (3m− 3) + (2m− 2) + (m− 1)
= −17 < 0,
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and hence α̂ = mα̂im + β ∈ R+,re− .
The wall crossing formula in Theorem 4.15 gives the following relations among
DT/PT/NCDT invariants:
Theorem 5.3.
ZQNCDT (q) =
∏
α∈ bR+,re
+
1− (−qρ0)αρ0 ∏
ρ∈Irr∗(G)
qαρρ
−αρ0
· ZYDT
 ∏
ρ∈Irr(G)
qdim ρ; (q−1ρ )ρ∈Irr∗(G)
 ,
and
ZYPT (q) =
∏
α∈ bR+,re
−
1− (−qρ0)αρ0 ∏
ρ∈Irr∗(G)
qαρρ
−αρ0 .
Proof. If ζ is a stability parameter such that each ζρ > 0 for all ρ ∈ Irr(G) then
Mssζ (v) = ∅ except when v = 0. On the other hand, if ζ is such that that ζρ < 0 for
all ρ ∈ Irr(G) then Msζ(v) is the same as the moduli space of cyclic representations
of Q defined by Szendroi in [24]. Now the theorem follows immediately from (4) and
Theorem 4.15. 
5.2. DT crepant resolution conjecture and the proof of Theorem 1.7. For the orb-
ifold X = C3/G, Bryan and Young [5] formulated a Donaldson-Thomas crepant res-
olution conjecture. We briefly review their formulation here.
Let Rep be the set of all representations of G up to isomorphism. For any η ∈ Rep
let Hilbη(X) be the Hilbert scheme of G-equivariant zero dimensional subschemes
Z ⊂ C3 such that H0(Z) ∼= η as a G-representation. The orbifold Donaldson-Thomas
partition function of X is defined by
ZXDT (q) =
∑
η∈Rep
Iηq
η, (5)
where Iη = χ(Hilbη(X), ν) is the weighted Euler characteristic in the sense of Behrend
[2], and ν is the Behrend function on Hilbη(X).
The crepant resolution conjecture for the orbifold Donaldson-Thomas invariants is
stated as follows (see [5]):
ZXDT
(
(qρ)ρ∈Irr(G)
)
= M(−q)−χ(Y )ZYDT
(
q; (vρ)ρ∈Irr∗(G)
)
ZYDT
(
q; (v−1ρ )ρ∈Irr∗(G)
)
, (6)
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under the following change of variables{
vρ = qρ, ρ ∈ Irr
∗(G);
q =
∏
ρ∈Irr(G) q
dim ρ
ρ ,
where M(q) is the MacMahon function.
Assuming the DT/PT-correspondence (see Conjecture 1.1), we get
ZYPT
 ∏
ρ∈Irr(G)
qdim ρρ ; (qρ)ρ∈Irr∗(G)
 = M(−q)−χ(Y )ZYDT (q; (vρ)ρ∈Irr∗(G)) . (7)
By Proposition 4.6, for any α ∈ R̂+,re± , there exists a positive root β ∈ R+ such that
α = mα̂im ± β. So
∏
α∈ bR+,re
±
1− (−qρ0)αρ0 ∏
ρ∈Irr∗(G)
qαρρ
−αρ0
=
∏
β∈R+
∞∏
m=1
1−
− ∏
ρ∈Irr(G)
qdim ρρ
m ∏
ρ∈Irr∗(G)
q±βρρ
−m .
Thus,
ZYPT
 ∏
ρ∈Irr(G)
qdim ρρ ; (q
±1
ρ )ρ∈Irr∗(G)
 (8)
=
∏
β∈R+
∞∏
m=1
1−
− ∏
ρ∈Irr(G)
qdim ρρ
m ∏
ρ∈Irr∗(G)
q±βρρ
−m .
On the other hand, from the discussion in [12, Section 7], the orbifold Donaldson-
Thomas invariants of the orbifold X are the same as the Szendroi invariants for the
ADE McKay quivers. In our case this translates into
ZDTX (q) = Z
Q
NCDT (q),
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and hence
ZXDT (q) = M(−q)
−χ(Y )ZYDT
 ∏
ρ∈Irr(G)
qdim ρρ ; (qρ)ρ∈Irr∗(G)

· ZYDT
 ∏
ρ∈Irr(G)
qdim ρρ ; (q
−1
ρ )ρ∈Irr∗(G)

= M(−q)−χ(Y )ZYDT
(
q; (vρ)ρ∈Irr∗(G)
)
· ZYDT
(
q; (v−1ρ )ρ∈Irr∗(G)
)
,
which is exactly the the DT Crepant Resolution formula (6).
Now by (7) and (8) we get
ZYDT
 ∏
ρ∈Irr(G)
qdim ρρ ; (q
±1
ρ )ρ∈Irr∗(G)
 (9)
= M(−q)χ(Y )
∏
β∈R+
∞∏
m=1
1−
− ∏
ρ∈Irr(G)
qdim ρρ
m ∏
ρ∈Irr∗(G)
q±βρρ
−m .
This finishes the proof of Theorem 1.7.
6. GW/PT CORRESPONDENCE
6.1. The GW-partition function of Y and the proof of Theorem 1.4. In this section
we compute the Gromov-Witten invariants of Y = S × C using deformation and
localization techniques. Recall that S is the minimal resolution of C2/G corresponding
to one of the ADE Dynkin diagrams. S is equipped with a natural C∗-action. The
weights of this action on the fibers of canonical bundle KS at the fixed points of S is
equal to -2. We introduce a C∗ with weight -2 on the trivial direction of Y . This way Y
is equipped with a C∗-action in such a way it acts trivially on the fibers of the canonical
bundle KY at the fixed points.
Let Ng,β be the genus g, C∗-equivariant Gromov-Witten invariant of Y in the class
β ∈ H2(Y,Z). Note that
H2(Y,Z) ∼= H2(S, β).
By using virtual localization, we first express Gromov-Witten invariants of Y in
terms of the reduced Gromov-Witten invariants of S with a single Hodge class (see
[18, Section 5]). The weight of the C∗-action on the normal bundle NS|Y is -2. Hence
we can write
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Ng,β =
∫
[Mg,0(S,β)]vir
e(−R•p∗f
∗NY/W )
where Mg,0(S, β) is the moduli space of stable maps,
p : C →Mg,0(S, β)
is the universal curve, f : C → S is the universal map, and e is the equivariant Euler
class.
Since the line bundle NS/Y is trivial up to the C∗ action, and p is a family of genus
g curves, we get
R•p∗f
∗NS/Y = R
0p∗f
∗NS/Y − R
1p∗f
∗NS/Y = O ⊗ C−2t − E
∨
g ⊗ C−2t
where C−2t is the C∗-representation of weight -2, and Eg is the Hodge bundle over
Mg,0(S, β). Consequently,
Ng,β =
∫
[Mg,0(S,β)]vir
−1
2t
(−1)gλg
= −〈(−1)gλg〉
S,red
g,β .
The last expression is the reduced Gromov-Witten invariant of S with a single Hodge
class. Note that to obtain reduced Gromov-Witten invariants of S one needs to remove
a trivial factor with C∗-weight 2 from the ordinary Gromov-Witten obstruction theory
of S (see [18]).
In order to evaluate
〈(−1)gλg〉
S,red
g,β
we reduce to the case that S = A1, i.e. S is the resolution of type A1. This can
be achieved by using deformation invariance property of Gromov-Witten invariants.
We consider the versal deformation space of the resolution S → C2/G of type ADE
constructed by Brieskorn. The versal deformation space is identified with the corre-
sponding complexified root space Res. An affine generic line passing through 0 ∈ Res
corresponds to a topologically trivial family of surfaces with affine generic fiber and
with the central fiber isomorphic to S. By deforming this line away from the origin
one gets another topologically trivial family of surface with affine generic fibers and
a number of special fibers each isomorphic to A1. These special fibers are in bijec-
tion with the set of positive roots. The curve class of the single rational curve in each
special fiber in the family is the same as the corresponding root class. Using some
comparison arguments on the virtual classes of these two families and the reduced vir-
tual classes of S and the special fibers above, and applying the deformation invariance
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of Gromov-Witten invariants (see [18]), one finds that
〈(−1)gλg〉
S,red
g,β =
{
〈(−1)gλg〉
A1,red
g,d if β is d times a positive root class,
0 otherwise.
Define the series
Fd(λ) =
∞∑
g=0
〈(−1)gλg〉
A1,red
g,d λ
2g−2.
Fd has been evaluated in [18, Section 5]:
Fd(λ) =
1
d
(
2 sin
dλ
2
)−2
.
Putting altogether, and using the identity(
2 sin
dλ
2
)−2
=
− eidλ
(1− eidλ)2
we get the evaluation for the partition function given in Theorem 1.4.
6.2. GW/PT-correspondence and the proof of Theorem 1.2. By Theorem 1.4 we
have
ZYGW (λ; t) =
∏
β∈R+
∞∏
m=1
(1− tβ(eiλ)m)−m.
Replacing eiλ = −q yields
ZYGW (q; t) =
∏
β∈R+
∞∏
m=1
(1− tβ(−q)m)−m.
By Proposition 4.6, after setting{
tρ = q
−1
ρ , ρ ∈ Irr
∗(G);
q =
∏
ρ∈Irr(G) q
dim ρ
ρ ,
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we get
∏
β∈R+
∞∏
m=1
(1− tβ(−q)m)−m
=
∏
β∈R+
∞∏
m=1
(1− tβ((−qρ0)
∏
ρ∈Irr∗(G)
qdim ρρ )
m)−m
=
∏
β∈R+
∞∏
m=1
(1− (−qρ0)
m
∏
ρ∈Irr∗(G)
qmdim ρ−dρρ )
−m
=
∏
α∈ bR+,re
−
(1− (−qρ0)
αρ0
∏
ρ∈Irr∗(G)
qαρρ )
−αρ0 ,
which is exactly the expression in Theorem 5.3. This establishes the GW/PT corre-
spondence and finishes the proof of Theorem 1.2.
7. AN EXAMPLE
In this section we consider the case G = D12, the binary dihedral group in 12
elements, corresponding to the root system of type D5. Let
{ρ0, ρ1, . . . ρ5}
be the set of irreducible representations of D12. As usual ρ0 stands for the trivial
representation, ρ1, ρ2, and ρ5 are 1-dimensional, and ρ3 and ρ4 are 2-dimensional. The
set of all edges in the corresponding quiver Q is as follows (see Figure 2.1):
{rρ0ρ3 , rρ3ρ0 , rρ1ρ4 , rρ4ρ1rρ2ρ3, rρ3ρ2 , rρ3ρ4 , rρ4ρ3 , rρ4ρ5 , rρ5ρ4} .
We denote the variable corresponding to ρi by qi, and as before
qv = qv00 q
v1
1 q
v2
2 q
v3
3 q
v4
4 q
v5
5
for any v = (vi) ∈ Z6≥0.
The subset R̂+,re− of the set of real positive roots for the extended Dynkin diagram
D̂5 (See Definition 5.1) is given by (m = 1, 2, 3, . . . ):
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m m-1
m 2m 2m m,
m m
m-1 2m 2m m,
m m
m 2m-1 2m m,
m m
m 2m 2m-1 m,
m m
m 2m 2m m-1,
m m
m-1 2m-1 2m m,
m m
m 2m-1 2m-1 m,
m m
m 2m 2m-1 m-1,
m m-1
m 2m 2m-1 m,
m m
m-1 2m-1 2m-1 m,
m m
m 2m-1 2m-1 m-1,
m m-1
m 2m 2m-1 m-1,
m m-1
m 2m-1 2m-1 m,
m m
m-1 2m-1 2m-1 m-1,
m m-1
m 2m-1 2m-1 m-1,
m m-1
m-1 2m-1 2m-1 m,
m m-1
m-1 2m-1 2m-1 m-1,
m m-1
m-1 2m-1 2m-2 m-1,
m m-1
m 2m-1 2m-2 m-1,
m m-1
m-1 2m-2 2m-2 m-1
}
.
Let ζ im,+ ∈ R6 be the corresponding PT stability parameter (see Section 3.3). Then
by the repeated use of the wall crossing formula (Theorem 4.15) we obtain the gener-
ating function:
Zζim,+(q) =
∞∏
m=1(
1− (−q0)
mqm−11 q
m
2 q
2m
3 q
2m
4 q
m
5
)−m (
1− (−q0)
mqm1 q
m−1
2 q
2m
3 q
2m
4 q
m
5
)−m(
1− (−q0)
mqm1 q
m
2 q
2m−1
3 q
2m
4 q
m
5
)−m (
1− (−q0)
mqm1 q
m
2 q
2m
3 q
2m−1
4 q
m
5
)−m(
1− (−q0)
mqm1 q
m
2 q
2m
3 q
2m
4 q
m−1
5
)−m (
1− (−q0)
mqm1 q
m−1
2 q
2m−1
3 q
2m
4 q
m
5
)−m(
1− (−q0)
mqm1 q
m
2 q
2m−1
3 q
2m−1
4 q
m
5
)−m (
1− (−q0)
mqm1 q
m
2 q
2m
3 q
2m−1
4 q
m−1
5
)−m(
1− (−q0)
mqm−11 q
m
2 q
2m
3 q
2m−1
4 q
m
5
)−m (
1− (−q0)
mqm1 q
m−1
2 q
2m−1
3 q
2m−1
4 q
m
5
)−m(
1− (−q0)
mqm1 q
m
2 q
2m−1
3 q
2m−1
4 q
m−1
5
)−m (
1− (−q0)
mqm−11 q
m
2 q
2m
3 q
2m−1
4 q
m−1
5
)−m(
1− (−q0)
mqm−11 q
m
2 q
2m−1
3 q
2m−1
4 q
m
5
)−m (
1− (−q0)
mqm1 q
m−1
2 q
2m−1
3 q
2m−1
4 q
m−1
5
)−m(
1− (−q0)
mqm−11 q
m
2 q
2m−1
3 q
2m−1
4 q
m−1
5
)−m (
1− (−q0)
mqm−11 q
m−1
2 q
2m−1
3 q
2m−1
4 q
m
5
)−m(
1− (−q0)
mqm−11 q
m−1
2 q
2m−1
3 q
2m−1
4 q
m−1
5
)−m (
1− (−q0)
mqm−11 q
m
2 q
2m−1
3 q
2m−2
4 q
m−1
5
)−m(
1− (−q0)
mqm−11 q
m−1
2 q
2m−1
3 q
2m−2
4 q
m−1
5
)−m (
1− (−q0)
mqm−11 q
m−1
2 q
2m−2
3 q
2m−2
4 q
m−1
5
)−m
.
The PT partition function of Y in this case is then obtained by the following change
of variables: q = q0q1q2q23q24q5 and ti = q−1i , for i = 1, 2, . . . , 5:
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ZYPT (q, t) =
∞∏
m=1
(1− t1(−q)
m)−m (1− t2(−q)
m)−m (1− t3(−q)
m)−m (1− t4(−q)
m)−m
(1− t5(−q)
m)−m (1− t2t3(−q)
m)−m (1− t3t4(−q)
m)−m (1− t4t5(−q)
m)−m
(1− t1t4(−q)
m)−m (1− t2t3t4(−q)
m)−m (1− t3t4t5(−q)
m)−m
(1− t1t4t5(−q)
m)−m (1− t1t3t4q
m)−m (1− t2t3t4t5(−q)
m)−m
(1− t1t3t4t5(−q)
m)−m (1− t1t2t3t4(−q)
m)−m (1− t1t2t3t4t5(−q)
m)−m(
1− t1t3t
2
4t5(−q)
m
)−m (
1− t1t2t3t
2
4t5(−q)
m
)−m (
1− t1t2t
2
3t
2
4t5(−q)
m
)−m
.
The set of all positive roots of D5 root system is as follows{
1
0000,
0
1000,
0
0100,
0
0010,
0
0001,
0
1100,
0
0110,
0
0011,
1
0010,
0
1110,
0
0111,
1
0011,
1
0110,
0
1111,
1
0111,
1
1110,
1
1111,
1
0121,
1
1121,
1
1221
}
.
One can then see easily the correspondence of the factors in ZPT (q, t) to the posi-
tive roots above in agreement with the expression in Theorem 1.2. The GW partition
function is obtained by replacing −q = eiλ in ZPT (q, t), in agreement with Theorem
1.4.
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