In many longitudinal studies, the response can be modeled as a (discretely sampled) curve over time for each subject. Often these curves have a common shape function and individual subjects differ from the common shape by a transformation of the time and response scales, which may be mediated by covariates. Self-modeling regression provides a convenient framework for analyzing such data in part because it provides automatic curve registration, and in part because tests of the effects of time-invariant covariates can readily be devised. Random effects are readily incorporated into the estimators and tests.
Introduction
In many longitudinal studies, the response to be modeled is a continuous curve measured over time.
Examples include EKG readings, growth curves, or serum glucose levels following a meal. The common factor in all of these examples is that the response curves share a similar shape e.g. the same number of extrema or inflection points located relatively near some common region. The data can be represented as Y ij for j=1, ... ,n i and i=1, ... ,m; a sample of m individuals, curves, or experimental units, with the i th individual measured at n i times, t ij . Interest often focuses on the effects of covariates on features of the response curves.
In this paper we will consider the Shape-Invariant Model (SI model) introduced by Lawton, Sylvestre and Maggio (1972) which is a special case of their Self-Modeling Regression method.
The model assumes a common underlying regression function µ 0 and transformations of both the time (t) and response (Y) axes. The SI model is:
Y ij = α 0i +A 1i µ 0 (β 0i + B 1i t ij ) + ε ij.
( 1) where Y ij is the observed response on subject i at time t ij , α 0i , Α 1i , β 0i , Β 1i are unknown parameters which may be functions of observed covariates, ε ij is an unobserved error which may be correlated within subject, and µ 0 is a shape function which is common to all subjects. (Often Α 1i and Β 1i are constrained to be positive, in which case we set Α 1i =exp(α 1i ) and Β 1i =exp(β 1i ). In this paper we generally parameterize this exponentiated form.). When µ 0 is modeled by a parametric function, this can be fitted as a nonlinear mixed or fixed effects model. However, when a parametric form is not known, when goodness-of-fit to a parametric form is an issue, or for other reasons, it may be convenient to fit a nonparametric function for µ 0 . In this paper, we consider only nonparametric fits for µ 0 . Extension to Self-Modeling Regression, which replaces the affine transformations by parametric monotone functions, is considered briefly in Section 5.
In this paper, α 0i and α 1i (or Α 1i ) will be referred to as the response scale parameters and β 0i and β 1i
(or Β 1i ) will be referred to as the time scale parameters, although in some contexts we will model them as random effects.
The SI model has several advantages over fitting a separate nonparametric curve to each subject:
1. Differences among the subjects due to time-invariant covariates are captured by the parameters. We will demonstrate that when the parameters can be modeled by a linear mixed model (such as an ANCOVA or regression model) inference about the parameters can proceed as if µ 0 were a known regression function.
2. Curve summaries such as time until maximum, maximum response, area under the curve, time to return to baseline, and most other common summaries can be expressed as a functional of µ 0 which does not depend on the covariates and a function of the parameters which depends on the covariates. Hence, covariate effects on these curve summaries are efficiently expressed by covariate effects on the parameters.
3. The assumption that all subjects have the same response profile allows pooling of information about the profile over subjects. This produces a much better fit (measured by mean squared error) for subjects and better interpolation.
4. When the response is multivariate, use of the SI model, with possibly a different shape function for each response, allows a common setting for comparing the effects of covariates across responses (whether the shape is fitted parametrically or nonparametrically). For example, in the nestling growth study described later in the paper, a dietary supplement (calcium) was given to some of the parent birds, and the effects of this supplement on several aspects of nestling growth are of interest. Using the SI model, we can meaningfully determine whether the effects of the supplement on e.g. bone growth were similar to the effects on body mass. This type of comparability across responses might be particularly interesting in very high dimensional problems such as time course studies in gene expression experiments.
We are interested in the case when there are time invariant covariates X and Z (possibly multivariate), which might have an effect on the parameters. In particular, letting
we consider a mixed model θ ik = g(X i , Z i ; φ k , ϕ ik ) + η ik where i refers to the subject, k refers to the parameter, g is a parametric function, φ k are fixed effects associated with X and ϕ ik are random effects associated with Z. For example, if the subjects are measured as part of a randomized complete block (RCB) design, we would fit the RCB model to each of the response and time parameters. Models (1) and (2) are extensions of the semi-parametric model of Zeger and Diggle (1994) which can be thought of as a SI model with α 1i = β 0i = β 1i = 0. Kneip and Gasser (1988) and Kneip and Engel (1995) explored the problem of fitting the parameters as fixed effects with no covariates (except subject). Kneip and Gasser (1988) also consider identifiability. Capra and Mueller (1997) demonstrated that nonparametric smooth functions of the parameters can also be fitted. Lindstrom (1995) tackled the problem of estimating the response and time scale parameters as random effects. Ke and Wang (2001) consider SelfModeling Regression as a specific case of semi-parametric regression with mixed effects.
In this paper we consider primarily linear mixed models for the response and time scale parameters, such as ANCOVA models.
There are a number of special cases of the model that we might consider. In many cases, t=0 has a special meaning, such as the onset of treatment or birth, and in those cases β 0i may be fixed at zero.
In gene expression data, we might expect some genes to be promoted while others are repressed, so we do not exponentiate. These changes and more general transformations of the response and time scales are readily incorporated in the estimation method presented here. The errors, ε ij can be modeled parametrically or nonparametrically and can be serially correlated or heteroskedastic, which is useful in the longitudinal setting.
Clearly a problem for shape-invariant (or more generally, self-modeling) regression, is overparametrization of the model. Constraining the shape function to lie in the range [0,1] is sufficient to identify the response scale parameters if the function is nonlinear and is the device used in this paper. The time scale parameters will not be identifiable even for parametric shape if the function is periodic. While nonidentifiability of the time scale parameters is potentially problematic for a nonparametric fit to the shape, we have not found constraints necessary for the analyses in this paper. The question of identifiability is discussed in more detail in Kneip and Gasser (1988) and Ke and Wang (2001) .
The main computational advance of this paper is the use of penalized regression splines to estimate the shape function µ 0 . This provides a sieve likelihood framework which can readily incorporate parametric models for the error covariance structure. As well, the equivalence of this model to a linear random effects model allows automatic selection of the smoothing parameter(s) by Wahba's GML (1985) . This provides considerable computational simplification over previous work fitting the SI model with kernel smoothers (e.g. Kneip and Gasser 1988; Kneip and Engel 1995) or regression splines (Lindstrom, 1995) , since the smoothing parameter for the nonparametric regression is chosen as part of the overall fitting algorithm.
The main methodological advances are automatic curve registration and the introduction of tests for the effects of time-invariant covariates. As well, by using profile likelihood conditional on the nonparametric shape, we obtain profile likelihood ratio tests (LRTs) which can be used for hypothesis testing (Murphy and van der Vaart, 2000) . We demonstrate by simulation that the null distribution of the resulting LRT is very similar to the LRT from the parametric nonlinear mixed model when the true shape function is known.
Section 2 of the paper describes the SI model in more detail, and the algorithm we use to fit it.
(Description of the penalized spline method for fitting nonparametric regression is in Appendix 1.)
Section 3 describes the results of 2 simulation studies which explore: a) the quality of the fit as a function of sample size and variance b) the distribution of two versions of the likelihood ratio test (LRT) conditional on the fitted shape. Section 4 applies the SI method to one of the response variables from a study of nestling growth -a controlled experiment with 1 treatment factor, a continuous nonlinear covariate, and nested observations. Section 5 discusses extension of the model to the full self-modeling regression situation, and also briefly discusses testing the effects of covariates on the shape of the curve. Section 6 is a brief summary.
Fitting the SI Model When the SI Parameters Come from a Linear Mixed Model
In this section we consider fitting the SI model (1) where the parameters are associated with the covariates by a linear mixed model. This gives us the two-stage model
where θ ik is defined by (2). X i and Z i are design (or covariate) matrices for respectively the fixed effects φ k , and random effects ϕ ik. If µ 0 is a known parametric function, φ k is an unknown parameter vector and we assume ϕ ik , η ik and ε ij are Normally distributed then (3) is a parametric nonlinear mixed model and the model can be fitted using maximum likelihood (or restricted maximum likelihood) using standard software (e.g. Lindstrom and Bates, 1990) .
In this work, we assume the normality of ϕ ik , η kj and ε ij, but we do not have a parametric form for µ 0 . We fit µ 0 using the penalized spline model of Ruppert and Carroll (1997) . Use of the penalized spline method with penalty chosen by GML (Wahba, 1985) is equivalent to fitting the
where U is a design matrix for a cubic polynomial in t ij *, V is a design matrix for cubics in t ij * which are left-truncated at the knots (see Appendix 1) and ζ ~ N(0,V ζ ).
We use penalized splines to fit the nonparametric part of the model for a number of reasons. Like smoothing splines, penalized splines can be computed in the framework of linear mixed models, which is a computational advantage, particularly in this setting in which the smoothing parameter should adapt both to the shape and the parametric portion of the model. However, unlike smoothing splines, the knot locations need not rely directly on the data, and there are many fewer basis functions used. On the other hand, there is considerable evidence (e.g. Eilers and Marx; 1996; Ruppert and Carroll, 1997; Villarreal, 2001 ) that the penalty greatly reduces dependence upon the knot set and that for fixed sample size and sufficiently large knot set, the fit does not depend on the number of knots. By allowing the size of the knot set to increase with the sample size, penalized splines fit into the context of sieve estimators and results for convergence of sieve estimators apply (e.g. Shen and Wong, 1994) . Ruppert (2002) 
Then we could estimate µ 0 by nonparametric regression of Y ij * on t ij * . If we use penalized splines for this step, the problem reduces to linear mixed model estimation (LME).
If µ 0 is known, then we have an "ordinary" nonlinear mixed model estimation (NLME) problem, and the time and response scale parameters can be estimated using maximum likelihood or related methods for NLME. Putting the two together, we have a Gauss-Seidel method for the maximum likelihood estimators.
This gives us the following SI model (SIM) algorithm:

SIM Algorithm
Step 0 Choose initial estimates φ k (0) =0 and random effects ϕ ik (0) = 0. Set κ=0.
Step
Transform data and time with
Step 2 Using LME, compute µ 0 (κ) by regressing Y* ij (κ) on t* ij (κ) using model (4). Normalize so that
Step 3 Using NLME, compute φ k (κ+1) , ϕ ik (κ+1) by fitting model (3) conditional on µ 0 (κ) .
Step 4. Check for convergence. If the algorithm has converged, then stop. Otherwise, set κ←κ+1
and return to Step 1.
There are several convergence criteria that can be used to terminate the algorithm. We terminate the fitting algorithm when mean squared error of the fit converges. Convergence of the algorithm is quite stable with respect to (at least small) deviations in the starting values. It is also stable with respect to the choice of knot set in a fairly large range, except that when the knot set is very large, the time transformation can lead to singular matrices U or V. This has not been problematic in read data examples, but in the simulation studies this situation has arisen in a small percentage of the samples, even when the algorithm appears to be converging to the "right" answer. (While this can be fixed by restarting the algorithm with a smaller number of knots, we do not do so in the simulation study.)
This method offers two computational advantages 1) We can exploit "off-the-shelf" software for fitting the nonlinear mixed model conditional on the shape. This provides a convenient interface for using the model to fit experiments with complex designs.
2) Following Murphy and van der Vaart (2000) inferences about the response and time parameters can be done conditionally on the fitted shape when the algorithm has converged,
i.e. we use the LRT from step 3 of the model.
Statistical Inference for the SI Parameters
In many situations, inference focuses on the parametric effects on one or more summary statistics.
Many of the commonly used summary statistics can be expressed as functions of the parameters and a functional of the shape. For example, if µ 0 (t) has a critical point at t 0 , then the i th curve has a critical point at (t 0 -β 0i )/ β 1i and the value of the i th curve at the critical point is α 0i +α 1i µ 0 (t o ).
Hence such summaries as time until optimum, the value at the optimum and return to baseline can be expressed as functions of the parameters. Similarly, if the µ 0 (t) returns to some baseline value with area under the curve effects. This is quite different from models in which each curve is fitted nonparametrically with its own shape.
Inference for the parameters conditional on the fitted shape is very straightforward, as the conditional model is an ordinary NLME model. Simulations in Section 3 investigate the small sample properties of the likelihood ratio test (LRT), and demonstrate that the sampling distributions of the test statistics are a good match to the distributions one would obtain if µ 0 (t) were known.
Simulation Results
Two sets of simulation studies were performed. In the first set, the efficacy of the estimation method is tested for the simplest SI model, with
In the second set of simulations, we look at the size and power of two conditional LRTs for the parameters.
Simulations for Computational Efficiency
To determine the efficacy of the computational method, we performed a simulation study, using 3 underlying curves for the common shape. These were selected to resemble shapes commonly found in growth and pharmacokinetic models.
The three functions are: The two sources of variation in the model are the between curve variation modeled by the random effects, and the within curve variation modeled by the error. We use two levels of variation: large and small. These are summarized in Table 1 . We also consider two levels of observations per curve (n=20, 30) and 3 levels of numbers of curves (m=20, 30, 50). Because of the computational intensity of the procedure, we were unable to consider all combinations of parameters. Table 2 displays the combinations used in the study, and the numbers of samples generated. In a small percentage of the simulations, the transformation to t*, Y* during the iterations leads to a singular matrix. Based on a small number of samples in which we adjusted the number of knots, we believe that restarting the estimation procedure with a smaller knot set and increasing nearer the optimum estimates would eliminate this problem. However, this procedure was not implemented in the simulation. Hence, we simply generated additional samples until the final sample size was adequate for the study.
Fitting was done using the lme and nlme procedures in Splus 6.0. Because the study was run on a Unix "cluster" in a multi-user setting with diverse hardware, exact run time is hard to assess.
However, on average, each set of the "small error" simulations took 5 hours; the "large error simulations are slower. As a result, sample sizes in this and other simulations in this paper are moderate. Increasing the number of knots can dramatically increase computing time, as well as increasing the likelihood that the transformation to t*, Y* leads to a singular matrix. As noted by Eilers and Marx (1996) and Ruppert and Carroll (1997) increasing the number of knots beyond a (This formula for the number of knots was based solely on the intuition of the first author to achieve the knot numbers that appeared to be needed for adequate fit in the context of the study.) In these simulations, increasing the number of knots beyond this point did not have much effect on the fits.
Figure 2 displays boxplots of the
under all conditions of sample size and variance components. Here the "hat" indicates parameter estimates. The MASE decreases as a function of both the number of data points per curve and the number of curves per set, but appears to be more influenced by the number of data points per curve. The simulation study suggests that for fitting the curves, the estimation algorithm performs very well. The fit is much better (by at least an order of magnitude) than fitting a separate nonparametric regression function for each individual, primarily due to the bias reduction that is possible from pooling information on shape.
Simulations for Null Distribution and Power of LRT Tests
The SI model also improves upon fitting a separate nonparametric model for each curve because of the data summary provided by the parametric part of the model. This study demonstrates that (as in most multiparameter models) the marginal sampling distributions of the parameter estimates are not readily interpreted. Thus, two-stage analyses in which the parameter estimates are computed, and then subjected to univariate test procedures are unlikely to be fully informative. Instead, we consider propose simultaneous likelihood ratio tests (LRT) which are conditional on the fitted shape function.
In this simulation study, we considered testing for a time-invariant treatment effect on the parameters. Two tests are considered: the conditional LRT (CLRT) fits the shape function under the null hypothesis. This is a profile LRT test in the spirit of Murphy and van der Vaart (2000) .
Once a shape function has been estimated, it is considered fixed, and the ordinary nonlinear mixed effects model is fitted to test whether or not there is a treatment effect. The unconditional LRT (ULRT) fits the MLE under the null and alternative hypotheses, but uses the change in loglikelihood from the final NLME iteration for each estimate. The fitted shape of the curve under the null and alternative hypotheses may therefore differ somewhat. In both cases, we consider the change in the likelihood ratio for the final NLME step. We also consider how well the null distribution of the LRT matches a chi-squared distribution on the appropriate degrees of freedom.
Since the chi-squared null distribution of the LRT is an asymptotic result, we also consider how well the distribution of the CLRT and ULRT matches the null distribution when the shape function is known.
We considered testing for a single fixed effect with two levels. In a linear model with 4 coefficients, this would lead to 4 degrees of freedom for the Null distribution of the LRT. In a nonlinear model, the asymptotic distribution of the LRT is chi-squared on 4 degrees of freedom.
We used Q-Q plots to determine the goodness of fit of the LRT to this distribution. We also A closer approximation to the null distribution can be estimated by generating bootstrap samples.
Since the CLRT and ULRT appear to have the same null distribution, parametric bootstrap samples could be generated by considering the estimated shape function to be fixed, and generating samples from the estimated distribution of the parameters and errors. Alternatively, a bootstrap distribution can be generated by sampling entire curves with replacement from the sample of curves. This latter method would be preferable if the within curve errors are assumed to be correlated. We have not illustrated the bootstrap methods here. We also generated samples from 9 alternative distributions, using curve 1 and sample sizes 20 curves with 20 points per curve, or 50 curves with 30 points per curve. The treatment effect was expressed as a fraction of the standard deviation of the random effect, i.e. the difference in parameter means was either 50%σ or 100% σ. We varied whether the α's, β's or all the parameters had a treatment effect. 
Bird Growth Data
For a study of nestling growth for tree swallows, some parent birds were exposed to a calcium supplement, while others were unsupplemented. Several physiological measurements including tarsus length, wing length, body mass and head size were taken during the first 14 days after hatching. All the nestlings in each nest were measured from 2 to 8 times during this period. All birds in the same nest were exposed to the same treatment, and are assumed to be correlated. As well, hatch date is known to be an important covariate -mid-season hatching is optimal for growth while early and late hatching are know to be detrimental. There were 297 hatchlings in the study.
This was one of several experiments of nestling growth in several species. The shape of the growth curves was expected to differ among the species, and also differ for the different physiological measurements. For this reason, the common parameterization provided by the SI model was appealing to the investigators.
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In this paper we consider only tarsus length. We start with an exploratory analysis that includes only the basic SI model to determine a parametric form for the covariate Hatch Date. We then fit the full model:
where: θ 0 is the fixed parameter mean τ i is the fixed effect of the calcium treatment f(HatchDate ijk ) is a parametric function capturing the Hatch Date effect n j(i) is a random effect for nest
Notice that we do not fit β 0ijk . This is due to our desire to fix the observed hatch time as t=0.
The objective of the analysis is to understand the effect of the calcium treatment. Modeling the Hatch Date effect is also of some interest.
The steps in the model were:
1. Fit the basic SI model (1).
Fit a nonparametric curve to the parameter estimates from the basic SI model as a function of
Hatch Date, to select a parametric model for the Hatch Date effect.
Fit the full model (6).
4. Fit the various submodels required to test the effects of Hatch Date and Calcium.
5. Since the variance component for α 1ijk is very small, fit a reduced model to determine the need for this parameter. Figure 5 displays the raw growth data (a) and the aligned data (b) for tarsus length following the preliminary analysis with no covariate effects. We can see the basic shape of the growth curve in the aligned data. Figure 5 (c) displays the fitted growth curve. Note that 26 knots were used to fit this curve, although the maximum number of time points on each individual curve is only 8. This is possible because we have an ensemble estimator of the smooth based on the data from all birds. 
Preliminary Analysis
Full model analysis
The full model (6') was then fitted.
Where θ ijk ' = (α 0ijk ,α 1ijk ,β 1ijk ) and θ ijkm is the m th component of θ ijk .
The CLRTs are summarized in Table 4 .
We can see that compared to the null model, a quadratic function of Hatch Date has a highly statistically significant effect, and treatment has a somewhat significant effect. Calcium supplemented nestlings, and mid-season hatching both increase the size of the nestlings. By Finally, since the variance of α 1 was tiny, we also tested whether or not a variance component for α 1 was required in the full model. The p-value for the CLRT was 0.25. Hence we concluded that there was little nestling to nestling variation in α 1 that was not accounted for by the fixed effects.
Other issues
Self-Modeling Regression
The SI model is a special case of Self-Modeling Regression (SEMOR) suggested by Lawton et al (1972) . Similarly, the use of the iterative algorithm allows us to generalize seamlessly to the general SEMOR model in which the affine transformation of the response and time axes are replaced by any monotone parametric function. In general, let both ϖ and κ be monotone parametric functions which depend on θ i , the vector of parameters where
The general set up is as follows:
(7) θ ik = X i φ k + Z i ϕ ik + η ik Estimation for this general SEMOR form can be carried out similarly to SIM, with suitable normalization to achieve identifiability. The random effects need not be mutually independent.
SEMOR Algorithm
Step 0 Choose initial estimates of φ k (0) and ϕ ik (0) . Set κ=0.
Step 1 Set θ ik
) and
Step 2 Using LME, estimate µ 0 (κ) by fitting regressing Y* (κ) on t i * (κ) using a penalized smoothing spline.
Step 3 Using NLME, estimate θ (κ+1) by fitting model (7).
Step 4. Check for convergence. If the procedure has not converged, set κ ←κ+1 and go to Step 1.
In principle, it is also possible to replace both ϖ and ψ by monotone splines, although identifying appropriate constraints for identifiability of the model then becomes problematic.
Covariate Effects on Shape
This paper has not considered formal tests of covariate effects on shape. A number of papers have considered testing a parametric shape versus a nonparametric alternative (e.g. Fan, Zhang and Zhang, 2001; Crainiceanu and Ruppert, 2003) or the equality of two or more nonparametric curves (King, Hart and Wehrley, 1991; Fan, Zhang and Zhang, 2001 ) and these methods may be adaptable to this setting. However, it is not clear what it means to "register" the curves, if the shapes differ.
Assuming that the curves can be registered, the use of P-splines to fit the shape does suggest a method for testing whether the covariates affect shape. Model 4 expressed the shape function as µ 0 (t ij *) = Uγ + Vζ where are γ the fixed effects and ζ are the random effects. A second stage model for γ and ζ as functions of the covariates is: This method of testing for the differences among curves was simultaneously suggested by Crainiceanu (2003) and Xu (2003) for the simpler problem of testing the equality of two regression curves. Crainiceanu explores the theoretical null distribution of the LRT and the power under certain alternatives. Xu uses simulations to compute the null distribution of the LRT, and compare its power to the method of King, Hart and Wehrly (1991) . Both investigators conclude that the LRT has low power. As well, as in Fan's generalized likelihood method, the null distribution of the LRT is approximately chi-squared, but the degrees of freedom are smaller than the number of parameters. Although the methodology for testing the "same shape" assumption is not yet mature, it seems reasonable for these data to believe that there is some lack of fit to the model. 
Discussion
The paper demonstrates the efficacy of using p-splines and random effects for fitting the SI model to a family of curves. The SI model has a number of advantages over fully parametric or fully nonparametric models. It allows very flexible modeling of the common shape function, while allowing differences among curves to be expressed parametrically. Commonly used summaries, such as the maximum, time to maximum and so on can be expressed as a function of the parameters and a functional of the shape function. This means that interpretation of the differences among curves can be handled parsimoniously. It also allows for parametric tests of time invariant covariates, such as treatments and other fixed effects.
The use of p-splines to model the common shape offers further advantages. P-splines are sieve estimators -that is, for a fixed set of knots a p-spline is a parametric function, and convergence to a nonparametric class of functions is achieved by increasing the number of knots as the sample size increases. For any fixed set of knots, the p-spline can be expressed as a linear mixed model. The SI (and more generally self-modeling regression) model provides a convenient framework for modeling and data analysis for families of curves in which there is a common shape function.
The SIM algorithm provides automatic curve registration on both the time and response scales. As a result, it is simple to use graphical methods to compare curves from different treatments. As well, when attention focuses on the parametric part of the model, simulation results indicate that the usual parametric tests can be used, conditional on the fitted shape function.
A particular advantage of the use of penalized regression splines in this context is that the smoothing parameter is estimated simultaneously with the response and time scaling parameters. This avoids problems of adaptation of the smoothing parameter to the curve registration.
The flexibility of SI (or SEMOR) models, along with advances in statistical methodology has made this semi-parametric method a useful tool for data analysis and model-building. This paper has summarized how SI modeling can be used for fitting and testing of time-invariant treatment effects.
We model the regression function µ 0 (t) by a penalized regression spline of Ruppert and Carroll, 1997 , implemented as a linear mixed effects model. One major gain is that the smoothing parameter can be interpreted as a ratio of variance components that can readily be estimated along with the other parameters of the model. This is equivalent to Wahba's (1985) GML method. The penalized regression spline model of order p ≥ 1 is: µ 0 (t; γ, ζ) = γ 0 + γ 1 t + γ 2 t 2 + ...+ γ p t p + ζ 1 (t -τ 1 ) + P +...+ ζ K (t -τ K ) + P (A.1)
where the parameter to be estimated is (γ, ζ) and {τ 1 , ..., τ K } are K fixed knots with a≤τ 1 < ...< τ K ≤b and (x) p + = x p I {x≥0} . The knots are pre-selected, typically with large K. To control smoothness, a roughness penalty function P is placed on the regression coefficients of the form P(ζ) ≤ C. The purpose of the penalty is to prevent the coefficients representing jumps in high order derivatives from becoming too large.
We use a relatively large number of knots with a quadratic penalty function (Ruppert and Carroll 1997) . The estimator (γ λ , ζ λ ) is defined as the minimizer of where λ is the smoothing parameter corresponding to the bound C.
For fixed λ, estimation can be done rapidly using ridge regression. However, good performance requires data adaptive choice of the smoothing parameter. While a number of methods are available, the GML method (Wahba, 1985) is very convenient in this context. This method treats (A.2) as a linear mixed model equation as follows:
Letting U and V be respectively the matrices with rows: consider the LME model:
where ε is distributed multivariate normal with mean equal to the zero vector and covariance matrix σ ε 2 I , γ is the fixed effect and ζ is the random effect, independent of ε, with ζ~ N(0, σ ζ 2 I ). The maximum likelihood estimators of γ, σ ε 2 and σ ζ 2 are the minimizers of Note: The use of the LME model to fit (γ, ζ) has led to some confusion over the interpretation of the coefficients ζ. In this paper, ζ is considered to be a fixed effect, with size constraints. The use of the LME is solely to provide an estimate of the smoothing parameter and no more effects the interpretation of ζ than would the use of cross-validation or other data-adaptive methods
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