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Abstract
We give a (possibly sharp) sufficient condition on the electric potential q :RN → [0,∞) in the
Schrödinger operator A = − + q(x)• on L2(RN) that guarantees that the Schrödinger heat semigroup
{e−At : t  0} on L2(RN) generated by −A is intrinsically ultracontractive. Moreover, if q(x) ≡ q(|x|) is
radially symmetric, we show that our condition on q is also necessary (i.e., truly sharp); it reads
∞∫
r0
q(r)−1/2 dr < ∞ for some r0 ∈ (0,∞).
Our proofs make essential use of techniques based on a logarithmic Sobolev inequality, Rosen’s inequality
(proved via a new Fenchel–Young inequality), and a very precise asymptotic formula due to HARTMAN
and WINTNER.
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The question of intrinsic ultracontractivity of the Schrödinger heat semigroup {e−At : t  0}
on L2(RN) generated by the self-adjoint linear operator −A = −q(x)• has been an interesting
open problem since the late 1970s. It has been studied or discussed in a number of articles,
including R. Bañuelos [8], E.B. Davies [10,11], E.B. Davies and B. Simon [12], L. Gross [17],
M. Murata [23], and M. Reed and B. Simon [26]. As usual,
A ≡ Aq def= −+ q(x) • on L2
(
R
N
) (1)
denotes the Schrödinger operator with a given (electric) potential q , where q :RN → R is as-
sumed to be a continuous function that satisfies the following standard hypothesis:
q0
def= inf
RN
q > 0 and q(x) → +∞ as |x| → ∞. (2)
It is well known ([11,14] or [27]) that, under this hypothesis, the Schrödinger operator A on
L2(RN), defined to be the Friedrichs extension of A|C2c (RN), is self-adjoint and positive definite,
and its inverse A−1 on L2(RN) is compact. The principal eigenvalue Λ ≡ Λq of the operator A
is simple with the associated eigenfunction ϕ ≡ ϕq normalized by ϕ > 0 throughout RN and
‖ϕ‖L2(RN) = 1. In the physics literature, Λ and ϕ, respectively, are called the ground state energy
and the ground state of the Schrödinger operator A.
Let {e−At : t  0} denote the strongly continuous semigroup on L2(RN) generated by −A.
This semigroup is called intrinsically ultracontractive if the linear operator T (t) = e−At is
bounded from L2(RN) to X for each t > 0, where
X ≡ Xq def=
{
f ∈ L2(RN ): f/ϕ ∈ L∞(RN )} (3)
is a linear space endowed with the natural norm
‖f ‖X def= ess sup
RN
(|f |/ϕ).
Hence, X is a Banach space continuously embedded into L2(RN).
The main goal of this article is to investigate a natural sufficient condition for the intrinsic
ultracontractivity of the semigroup {e−At : t  0} that looks like or is only slightly stronger than
∞∫
r0
max|x|=r q(x)1/2
min|x|r q(x)
dr < ∞ for some 0 < r0 < ∞, (4)
see Y. Pinchover [25, p. 587]. Indeed, our pair of hypotheses (12) and (25) is very close to (4). If
an additional hypothesis on the variation and the growth of q(x) as |x| → ∞ is imposed (which
is typically “strong” with respect to the angular variable x′ = x/|x| and “weak” with respect to
the radial variable r = |x|, cf. (13) below), then condition (4) becomes equivalent with
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r0
(
min|x|=r q(x)
)−1/2
dr < ∞ for some 0 < r0 < ∞, (5)
cf. M. Murata [23, Ineq. (6.5), p. 376] and Y. Pinchover [25, p. 587]. We are not able to verify
whether (5) alone implies the intrinsic ultracontractivity; we will replace it by a slightly stronger
sufficient condition — the pair of inequalities (12) and (25) below. This condition still covers
all standard cases treated in [10–12,17,23,26]. Closely related conditions on q are imposed in
B. Alziary, J. Fleckinger, and P. Takácˇ [2, Theorem 2.1, p. 128] (for N = 2), [3, Theorem 2.1,
p. 365] and [4, Eq. (19), p. 219] (for N  2), and in B. Alziary and P. Takácˇ [5, Theorem 2.1,
p. 284] and [6, Eq. (2.6), p. 39]. More precisely, we will show that if the potential q(x) is
“squeezed” between two radially symmetric potentials that are not too far apart from each other
(Hypothesis (Hq )), then indeed condition (5) implies that {e−At : t  0} is intrinsically ultracon-
tractive, see Theorem 3.1 below. However, to better understand intrinsic ultracontractivity, one
needs to address also the question of possible equivalence of the following four statements:
(i) The semigroup {e−At : t  0} is intrinsically ultracontractive on L2(RN).
(ii) The operator T (t) = e−At is compact from X into itself for each t > 0.
(iii) The resolvent
(A − λI)−1 =
∞∫
0
e−Ateλt dt (6)
of A = −+ q(x)• is compact from X into itself for each λ <Λ.
(iv) Every eigenfunction v ∈ L2(RN) of A belongs to X, that is, if Av = λv for some λ ∈ R and
0 	= v ∈ L2(RN) then v/ϕ ∈ L∞(RN).
In addition to our proof of (i), standard arguments from the general theory of semigroups of
positive operators on Banach lattices show that the following implications hold: (i) ⇒ (ii) ⇒
(iii) ⇒ (iv), by Proposition 3.3 (proved in Section 6.3). For an arbitrary potential q(x) satisfy-
ing only conditions (2), the validity of any of the reversed implications (iv) ⇒ (iii) ⇒ (ii) ⇒
(i) ⇒ (5) is still an open question. Only if q(x) is a bounded perturbation of a radially sym-
metric potential with a power growth near infinity, the implication (iv) ⇒ (5) has been obtained
in M. Murata [23, Corollary 6.4, p. 376]. We establish this implication in Proposition 4.7 for
q(x) ≡ q(|x|) radially symmetric without such a severe growth restriction on q(r) as r → ∞.
There are several other problems closely related to (5), (iii), and (iv), such as the ground-state
positivity of the resolvent (A − λI)−1 for each λ < Λ investigated in [4, Theorem 3.1, p. 221],
[5, Theorem 2.1, p. 284], and [6, Theorem 3.1, p. 41], and the anti-maximum principle (i.e., the
ground-state negativity) for the solution u of the Schrödinger equation
−u+ q(x)u = λu+ f (x) in L2(RN ), (7)
for Λ < λ < Λ + δ (δ > 0 — small enough, depending on f ∈ X \ {0}, f  0) established in
[2, Theorem 2.1, p. 128] for N = 2, and in [3, Theorem 2.1, p. 365], [4, Theorem 3.4, p. 222],
[6, Theorem 3.4, p. 42], and [25, Theorem 5.3, p. 575] for any N  2 (under various hypotheses
on q). The reader is referred to [4] for the corresponding definitions.
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where r = |x|  0, because they involve only the stationary Schrödinger operator A. For tech-
nical reasons, let us assume that q(r) does not oscillate “too fast” as r → ∞; cf. (13). We are
able to verify the implication (iv) ⇒ (5) under quite different hypotheses on q(r) than in [23,
Theorem 4.3, p. 352, Proposition 6.1, p. 376]. The implication (5) ⇒ (iii) has been verified in
[4, Theorem 3.2, Part (a), p. 221]. Hence, in this case all three statements (5), (iii), and (iv) are
equivalent. To interpret this result, first, consider the harmonic oscillator, that is, q(r) = r2 for
r  0. One finds immediately that, except for the ground state ϕ itself, no other eigenfunction v
of A (associated with an eigenvalue λ 	= Λ) can satisfy v ∈ X. We refer to E.B. Davies [11,
Section 4.3, pp. 113–117] for greater details when N = 1. On the other hand, if q(r) = r2+ε for
r  0 (ε > 0 — a constant), then v ∈ X holds for every eigenfunction v of A, again by results
from [11, Corollary 4.5.5, p. 122], combined with [11, Lemma 4.2.2, p. 110, Theorem 4.2.3,
p. 111].The reader is referred to E.B. Davies and B. Simon [12, Theorem 6.3, p. 359] and to
M. Hoffmann-Ostenhof [20, Theorem 1.4(i), p. 67] for the same result under much weaker re-
strictions on q(x). From these simple examples it is clear that, if (iv) is to be satisfied, then the
potential q(x) has to grow fast enough as |x| → ∞. We will see in this article that for q(x) ≡ q(r)
radially symmetric, precisely (5) is the necessary and sufficient condition for the validity of (iv);
see Proposition 3.4.
There are essentially two main directions in proving the intrinsic ultracontractivity (i) of the
Schrödinger heat semigroup {e−At : t  0}, or either of the results (iii) or (iv) implied by (i): Let
each qj :R+ → R (j = 1,2) be a continuous function, such that the auxiliary potential qj (x) ≡
qj (|x|) (x ∈ RN ) satisfies (2). Assume that q1(|x|)  q(x) q2(|x|) holds for all x ∈ RN . The
first main direction allows for a relatively large gap q2(r) − q1(r) as r → ∞, but (except for
our present work) it limits the growth of qj (r) to power growth as r → ∞; see [10–12]. The
logarithmic Sobolev and Rosen’s inequalities are important tools in this approach. The second
main direction allows only for a relatively small gap q2(r) − q1(r) as r → ∞, sometimes even
bounded or q(x) ≡ qj (|x|) radially symmetric, but it does not limit the growth of qj (r) to power
growth as r → ∞; see [2–6,20,25]. This approach takes advantage of comparison methods with
sub- and supersolutions and rather tight asymptotic estimates with radially symmetric potentials.
It has been used with success to establish directly (iii) (in [4,6]), (iv) (in [20]), the ground-state
positivity (in [4–6]), and the anti-maximum principle (in [2,3,25]). Last but not least, assuming
both restrictions, i.e., q2(r)−q1(r) uniformly bounded for all r  0 and power growth of qj (r) as
r → ∞, MURATA established the equivalence of (i) and (5) in [23, Theorem 6.3, Corollary 6.4,
p. 376].
We should also mention that intrinsic ultracontractivity for the corresponding Dirichlet prob-
lem in certain domains Ω ⊂ RN (in place of RN ) has been investigated in a number of articles,
[7,8,25] among them, by methods of potential and probability theories, which are much different
from our methods.
Similarly as in [4] also in our present work we treat potentials q(x) that are not necessarily
radially symmetric. We impose quite general hypotheses on the potential q that guarantee the
validity of statement (i); hence, that of (ii), (iii), and (iv), as well. As in [4], our method makes
use of rather precise estimates of the asymptotic behavior at infinity of the ground state ϕ for
the Schrödinger operator A (Lemma 4.4). The two main ingredients in our proof of statement (i)
(Theorem 3.1) are the logarithmic Sobolev and Rosen’s inequalities, (63) and (64), respectively.
The former is taken from DAVIES’ monograph [11, Ineq. (3.2.1), p. 83], whereas the latter is
proved in our Proposition 5.1. Our version of Rosen’s inequality is sharper and more concrete
than that used in the works of Davies and Simon [12, Theorem 5.2, p. 357, Theorem 6.1, p. 358]
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ultracontractivity; see Ineq. (66). We give a simple proof of this inequality which combines an
asymptotic formula (near infinity) for the ground state ϕ, due to Ph. Hartman and A. Wintner [19,
Eq. (xxv), p. 49 (or Eq. (158), p. 80)], stated in our Corollary 4.6, with the Fenchel–Young
inequality (Lemma 5.2).
This article is organized as follows. In the next section (Section 2) we describe the type of
potentials q(x) we are concerned with, together with some basic notations. Section 3 contains
our main new results, Theorem 3.1 and Proposition 3.4. These results are proved in Sections 4
through 6.
2. Hypotheses and notations
Let us consider the inhomogeneous stationary Schrödinger equation (7), i.e.,
−u+ q(x)u = λu+ f (x) in L2(RN ).
Here, f ∈ L2(RN) is a given function, λ ∈ C is a complex parameter, and the potential
q :RN → R is a continuous function; we always assume that q satisfies (2), i.e.,
q0
def= inf
RN
q > 0 and q(x) → +∞ as |x| → ∞.
We interpret Eq. (7) as the operator equation Au = λu + f in L2(RN), where the Schrödinger
operator (1),
A ≡ Aq def= −+ q(x) • on L2
(
R
N
)
,
is defined formally as follows: We first define the (Hermitian) quadratic form
Qq(v,w) def=
∫
RN
(∇v · ∇w¯ + q(x)vw¯)dx (8)
for every pair v,w ∈ Vq where
Vq def=
{
f ∈ L2(RN ): Qq(f,f ) < ∞}. (9)
Then A is defined to be the Friedrichs representation of the quadratic form Qq in L2(Ω);
L2(Ω) is endowed with the natural inner product
(v,w)L2(RN)
def=
∫
RN
vw¯ dx, v,w ∈ L2(Ω).
This means that A is a positive definite, self-adjoint linear operator on L2(Ω) with domain
dom(A) dense in Vq and
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∫
RN
(Av)w¯ dx = Qq(v,w) for all v,w ∈ dom(A);
see T. Kato [21, Theorem VI.2.1, p. 322]. Notice that Vq is a Hilbert space with the inner prod-
uct (v,w)q = Qq(v,w) and the norm ‖v‖Vq = ((v, v)q)1/2. The embedding Vq ↪→ L2(RN) is
compact, by (2).
The principal eigenvalue Λ ≡ Λq of the operator A ≡ Aq can be obtained from the Rayleigh
quotient
Λ ≡ Λq = inf
{Qq(f,f ): f ∈ Vq with ‖f ‖L2(RN) = 1}, Λ > 0. (10)
This eigenvalue is simple with the associated eigenfunction ϕ ≡ ϕq normalized by ϕ > 0
throughout RN and ‖ϕ‖L2(RN) = 1; ϕ is a minimizer for the Rayleigh quotient above. The reader
is referred to D.E. Edmunds and W.D. Evans [14] or M. Reed and B. Simon [27, Chapter XIII]
for these and other basic facts about Schrödinger operators.
We set r = |x| for x ∈ RN , so r ∈ R+, where R+ def= [0,∞). If q is a radially symmetric
potential, q(x) = q(r) for x ∈ RN , then also the eigenfunction ϕ must be radially symmetric.
This follows directly from Λ being a simple eigenvalue.
Our technique includes a comparison argument with radially symmetric potentials, which are
assumed to satisfy certain differentiability and growth conditions in the radial variable r = |x|,
r ∈ R+. More precisely, we bound the potential q :RN → R by such radially symmetric poten-
tials from below and above.
In order to formulate our hypotheses on the potential q(x), x ∈ RN , we first introduce the
following class (Q) of auxiliary functions Q(r) of r = |x| 0:
(Q) Q :R+ → (0,∞) is a locally absolutely continuous function that satisfies the following
conditions, for some 0 < r0 < ∞:
Q(r)
( r∫
r0
Q(t)1/2 dt
)
· P
[
log
( r∫
r0
Q(t)1/2 dt
)]
for all r > r0, (11)
where P :R → (0,∞) is a strictly monotone increasing, continuous function that satisfies
also P(R) = (0,∞) and
∞∫
0
P(ξ)−1 dξ < ∞, (12)
and there is a constant γ , 1 < γ  2, such that
∞∫
r0
∣∣∣∣ ddr (Q(r)−1/2)
∣∣∣∣γQ(r)1/2 dr < ∞. (13)
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Originally, it appeared in the work of Ph. Hartman and A. Wintner [19, Eq. (xxiv), p. 49,
Eq. (157), p. 80], in an equivalent form
∞∫
r0
∣∣Q′(r)/Q(r)∣∣γ (Q(r)1/2)1−γ dr < ∞
where we have corrected the exponent γ − 1 to 1 − γ .
Condition (13) replaces another condition,
d
dr
(
Q(r)−1/2
)→ 0 as r → ∞,
from [18, Exercise 17.5, Part (a), p. 320]. Also this condition appeared originally in [19], on
p. 49, as the last condition in Eq. (xxii), and on p. 79, Eq. (153).
Remark 2.1. We note that (11) combined with the properties of P force Q(r)/r → ∞ as r → ∞
(cf. [4, Remark 2.1, pp. 218–219]). Indeed, first we get
Q(r)Q1 def=
( r1∫
r0
Q(t)1/2 dt
)
· P
[
log
( r1∫
r0
Q(t)1/2 dt
)]
> 0
for all r  r1 = r0 + 1, which is then inserted into Ineq. (11) to get
Q(r)/r 
(
1 − r1
r
)
Q
1/2
1 · P
[
log
(
(r − r1)Q1/21
)]→ +∞ as r → ∞.
Furthermore, there is no potential Q(r) of class (Q) that would satisfy conditions (11) and (13)
with γ = 1 simultaneously, by [4, Remark 2.2, p. 219].
Several examples of radially symmetric potentials q(x) = q(r) that do or do not belong to
class (Q) have been given in Alziary, Fleckinger, and Takácˇ [4, Section 3.2, pp. 223–226]. These
examples illustrate how “large” class (Q) actually is. We remark that the class (Q) used in [4,
Section 2, p. 218] is somewhat larger than in our present article (see Proposition 2.2 below), but
the examples from [4] apply to the present class (Q), as well, without any change. In [4], the
pair of conditions (11) and (12) is replaced by the weaker condition (14). In our present work we
impose conditions (11) and (12) for technical reasons only; the following weaker condition,
∞∫
r0
Q(r)−1/2 dr < ∞ (14)
(cf. (5)), may still be sufficient, cf. Proposition 2.2, Parts (c) and (d).
Somewhat simpler (and, perhaps, also more useful) sufficient conditions for a function Q to
be in class (Q) are the following ones, where Ineq. (11) is replaced by a stronger, but simpler
inequality (15) below:
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[r0,∞), 0 < r0 < ∞, and satisfies the following conditions:
Q(r)1/2  r · P (logQ(r)) for all r > r0, (15)
instead of Ineq. (11), with the remaining conditions on P and Q unchanged, see (12)
and (13).
The following proposition clarifies the equivalence relation between conditions (12) for P
and (14) for Q. Its proof shows how to find the function P provided Q satisfies certain (simple)
growth and monotonicity conditions, in addition to (14). We remark that condition (13) on Q
enters only Part (b) of this proposition.
Proposition 2.2. Assume that Q :R+ → (0,∞) is a locally absolutely continuous function. Then
the following statements are valid:
(a) Ineqs. (11) and (12) imply (14). (Hence, Q is in class (Q) ⇒ Q verifies (14).)
(b) Q is in class (Q′) ⇒ Q is in class (Q). (Hence, Q is in class (Q′) ⇒ Q verifies (14).)
(c) If the function
r → Q(r)
( r∫
r0
Q(t)1/2 dt
)−1
: (r1,∞) → (0,∞)
is strictly monotone increasing, for some 0 < r0 < r1 < ∞, with the limit
lim
r→∞
[
Q(r)
( r∫
r0
Q(t)1/2 dt
)−1]
= ∞, (16)
then condition (14) is equivalent with (12) for P determined by
P
[
log
( r∫
r0
Q(t)1/2 dt
)]
= cQ(r)
( r∫
r0
Q(t)1/2 dt
)−1
for all r > r1, (17)
where c ∈ (0,1) is an arbitrary constant. In particular, P can be extended to a strictly mono-
tone increasing, continuous function P :R → (0,∞) that satisfies also P(R) = (0,∞).
(d) If the function
r → r−2Q(r) : (r0,∞) → (0,∞)
is strictly monotone increasing with the limit
lim
r→∞
(
r−2Q(r)
)= ∞, (18)
then condition (14) is equivalent with (12) for P determined by
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logQ(r)
)= cr−1Q(r)1/2 for all r > r0, (19)
where c ∈ (0,1) is an arbitrary constant. In particular, P can be extended to a strictly mono-
tone increasing, continuous function P :R → (0,∞) that satisfies also P(R) = (0,∞).
Proof. To prove Part (a), we make the substitution ξ = log(∫ r
r0
Q(t)1/2 dt) for all r  r1 > r0,
where r1 is sufficiently large so that
∫ r1
r0
Q(t)1/2 dt  1. Denote ξ1 = log(
∫ r1
r0
Q(t)1/2 dt) 0. We
compute, using (11),
∞∫
r1
Q(r)−1/2 dr 
∞∫
r1
Q(r)1/2 dr
(
∫ r
r0
Q(t)1/2 dt) · P [log(∫ r
r0
Q(t)1/2 dt)]
=
∞∫
r1
P
[
log
( r∫
r0
Q(t)1/2 dt
)]−1
· d
dr
log
( r∫
r0
Q(t)1/2 dt
)
=
∞∫
ξ1
P(ξ)−1 dξ.
Proof of Part (b). If the function Q belongs to class (Q′) then Q(r) is monotone increasing
for r  r0. Hence, we have
(r − r0) ·Q(r)1/2 
r∫
r0
Q(t)1/2 dt. (20)
Condition (11) in class (Q) is now readily obtained from condition (15) in class (Q′), with a
possibly different function P .
Proof of Part (c). Let P be determined by Eq. (17) and set ξ1 = log(
∫ r1
r0
Q(t)1/2 dt). We
continue P from the interval (ξ1,∞) to its complement (−∞, ξ1] = R \ (ξ1,∞) simply by
setting P(ξ) = P(ξ1) exp(ξ − ξ1) for all ξ  ξ1. Hence, P is strictly monotone increasing and
continuous on R and satisfies also P(R) = (0,∞) together with (11) (where r0 needs to be
replaced by r1). Finally, an analogous calculation as in the proof of Part (a) shows that conditions
(12) and (14) are indeed equivalent.
Proof of Part (d). Now let P be determined by Eq. (19) and set ξ0 = logQ(r0). We continue P
from the interval (ξ0,∞) to its complement (−∞, ξ0] = R \ (ξ0,∞) again by setting P(ξ) =
P(ξ0) exp(ξ − ξ0) for all ξ  ξ0. Hence, P is strictly monotone increasing and continuous on R
and satisfies also P(R) = (0,∞) together with (15). In analogy with the proof of Part (a), we
first substitute ξ = logQ(r) for all r  r0 and then, using (19), we calculate
∞∫
P(ξ)−1 dξ =
∞∫
r
P
(
logQ(r)
)−1 d(logQ(r))
ξ0 0
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c
∞∫
r0
(
r/Q(r)1/2
)(
Q′(r)/Q(r)
)
dr = 1
c
∞∫
r0
Q(r)−3/2Q′(r)r dr
= −2
c
∞∫
r0
(
d
dr
(
Q(r)−1/2
))
r dr = 2
c
(
r1Q(r1)
−1/2 +
∞∫
r0
Q(r)−1/2 dr
)
,
by integration by parts combined with (18). Thus, conditions (12) and (14) are equivalent.
The proposition is proved. 
Remark 2.3. In what follows we will define the function P always only on a half-line [ξ0,∞)
for some ξ0 ∈ R. The continuation of P to the whole of R described above (proof of Proposi-
tion 2.2) is then used without further explicit notice. The definition of P on the whole of R is
needed for some technical reasons which will become apparent later in Proposition 5.1 (Rosen’s
inequality (47)).
Finally, in order to have simple auxiliary functions Q(r) of r  0, let us introduce the follow-
ing class of such functions:
(Q′′) Q :R+ → (0,∞) is locally absolutely continuous, such that the function
r → r−2Q(r) : (r0,∞) → (0,∞)
is strictly monotone increasing, for some 0 < r0 < ∞, and unbounded at infinity, i.e.,
limr→∞(r−2Q(r)) = ∞ as in (18), and both conditions (13) and (14) hold.
Clearly, Parts (b) and (d) of Proposition 2.2 guarantee: Q is in class (Q′′) ⇒ Q is in
class (Q′) ⇒ Q is in class (Q).
Remark 2.4. In order that the function r → r−2Q(r) is strictly monotone increasing on some
interval (r1,∞), 0 < r0 < r1 < ∞, and unbounded at infinity, it suffices to assume that (cf.
Part (c) of Proposition 2.2)
r → Q(r)
( r∫
r0
Q(t)1/2 dt
)−1
: (r0,∞) → (0,∞)
is monotone increasing (not necessarily strictly), for some 0 < r0 < ∞, and unbounded at infin-
ity, i.e.,
lim
r→∞
[
Q(r)
( r∫
r0
Q(t)1/2 dt
)−1]
= ∞
as in (16).
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(r)
def=
( r∫
r0
Q(t)1/2 dt
)1/2
of r ∈ (r0,∞)
is given by
′(r) = 1
2
Q(r)1/2
( r∫
r0
Q(t)1/2 dt
)−1/2
, r0 < r < ∞.
Consequently, r → Q(r)(∫ r
r0
Q(t)1/2 dt)−1 is monotone increasing if and only if  is convex on
(r0,∞). Furthermore, by l’Hôspital’s rule combined with (16), we have
lim
r→∞
(
(r)/r
)= lim
r→∞
′(r) = ∞.
Next, let r and s be arbitrary numbers, such that r0 < r < s < ∞, and find θ ∈ (0,1) such that
r = θr0 + (1 − θ)s. The following inequality is a special case of the definition of convexity of
the function  on (r0,∞):
θr0
r
(
(s)
s
− (r0)
r0
)
 (s)
s
− (r)
r
.
Now take r1 ∈ (r0,∞) sufficiently large, such that (s)s−1 − (r0)r−10 > 0 holds for all s  r1.
We observe that the function r → (r)/r is strictly monotone increasing for r  r1. Finally,
taking advantage of the factorization Q(r)1/2/r = 2′(r)((r)/r), we conclude that also the
function r → r−2Q(r) must be strictly monotone increasing on (r1,∞) and unbounded at infin-
ity, as claimed.
Another sufficient condition for r → r−2Q(r) to be strictly monotone increasing on some
interval (r0,∞), 0 < r0 < ∞, is the inequality
rQ′(r) > 2Q(r) for all r > r0, (21)
owing to ddr (r
−2Q(r)) = r−3(rQ′(r)− 2Q(r)).
Example 2.5. Typical examples of (positive) auxiliary functions Q(r) (r  0) belonging to
class (Q′′) and, hence, to classes (Q) and (Q′) as well, are given by
Q(r)1/2 = r1+δ, r(log r)1+δ, r log r(log log r)1+δ, . . . for r  r0, (22)
with r0 > 0 large enough, where δ > 0 is a constant. Thus, we can write them as Q(r)1/2 = r1+δ
or
Q(r)1/2 = r · log r · log log r · · · · · (log)m(r) · [(log)m+1(r)]1+δ (23)
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(log)m(r) = log log · · · log︸ ︷︷ ︸
m times
(r),
where m 0 is an integer. We have defined (log)0(r) def= r for r  0. These auxiliary functions
obey all three conditions, (13) with any choice of γ > 1, (14), and (21).
To see this, first, we employ (23) to calculate
1
2
(
Q′(r)/Q(r)
)= d
dr
log
(
Q(r)1/2
)
= d
dr
(
log r + log log r + · · · + (log)m+1(r)+ (1 + δ)(log)m+2(r))
= r−1 + (r · log r)−1 + · · · + (r · log r · log log r · · · · · (log)m(r))−1
+ (1 + δ)(r · log r · log log r · · · · · (log)m+1(r))−1.
Consequently, we get 12 r(Q
′(r)/Q(r)) > 1 for every r  r0, i.e. (21), provided r0 > 0 has been
chosen large enough. Moreover, either r · ddr log(Q(r)1/2) = 1 + δ (for Q(r)1/2 = r1+δ) or else
r · ddr log(Q(r)1/2) → 1 as r → ∞ (for m 0). Applying the last fact to the following formula,
d
dr
(
Q(r)−1/2
)= −Q(r)−1/2 · d
dr
log
(
Q(r)1/2
)
, (24)
we arrive at (13) for any choice of γ > 1. Ineq. (14) is verified directly by a chain of logarithmic
substitutions.
Last but not least, we remark that the cases Q(r)1/2 = r1+δ and Q(r)1/2 = r · (log r)1+δ
(m = 0), respectively, with δ > 0, have been treated in [12, Theorem 6.1, Parts (a) and (b), p. 358].
It is mentioned there [12, Remarks, p. 359] that also the case Q(r)1/2 = r · log r · (log log r)1+δ
(m = 1) can be treated by the same methods. In the present article we are able to treat Q given
by formula (23) for any integer m 0.
Denoting by r = |x| the radial variable (x ∈ RN ), we impose the following restrictions on the
variation and the growth of q(x):
Hypothesis. We assume that q :RN → (0,∞) is a continuous function satisfying (2) together
with
(Hq ) there exists a function Q :R+ → (0,∞) of class (Q) and a constant r0 > 0 such that the
inequalities
( r∫
r0
Q(t)1/2 dt
)
· P
[
log
( r∫
r0
Q(t)1/2 dt
)]
 q(x)Q(r) (25)
hold for all x ∈ RN with r = |x| > r0.
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220], due to the strict monotonicity hypothesis on P here.
The following hypothesis is stronger (but simpler) than Hypothesis (Hq ) above:
Hypothesis. q :RN → (0,∞) is a continuous function satisfying (2) together with
(H′q ) there exists a function Q :R+ → (0,∞) of class (Q′) and a constant r0 > 0 such that the
inequalities
r ·Q(r)1/2 · P (logQ(r)) q(x)Q(r) (26)
hold for all x ∈ RN with r = |x| > r0.
Finally, recalling the choice of function P in Eq. (19) with a constant c ∈ (0,1), we observe
that (H′′q ) ⇒ (H′q ) ⇒ (Hq ), where (H′′q ) reads as follows:
Hypothesis. q :RN → (0,∞) is a continuous function satisfying (2) together with
(H′′q ) there exists a function Q :R+ → (0,∞) of class (Q′′) and constants 0 < c < 1 and r0 > 0
such that the following inequalities hold,
cQ(r) q(x)Q(r) for all x ∈ RN , r = |x| > r0. (27)
Remark 2.6. We remark that for auxiliary functions Q considered in Example 2.5, Eq. (22),
condition (27) is more restrictive than condition (26). Hence, it is better to impose the latter,
condition (26), by making a better choice of function P than that from Eq. (19). Indeed, we can
choose P as follows:
If Q(r)1/2 = r1+δ , we take P to be
P(ξ) = cξ1+δ′ for all ξ  ξ0,
where c > 0 and δ′ > 0 are arbitrary constants and ξ0 = log r0 > 0 is large enough.
If Q is given by formula (23), we set
P(ξ) = cξ · log ξ · · · · · (log)m−1(ξ) · [(log)m(ξ)]1+δ′ for all ξ  ξ0,
where c ∈ (0,∞) and δ′ ∈ (0, δ) are arbitrary constants and ξ0 = log r0 > 0 is large enough. The
function P is strictly monotone increasing on the interval [ξ0,∞) where it is also continuous. It
satisfies hypothesis (12) provided it is properly extended to the entire real line R; cf. Remark 2.3
above.
To verify also (15), we first notice that the case Q(r)1/2 = r1+δ is trivial. So let Q be given
by formula (23). Then, if r0 > 0 is sufficiently large, we have for all r  r0,
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 (r/c)P
(
1
4
logQ(r)
)
· [(log)m+1(r)]δ−δ′
 (8c)−1r · P (logQ(r)) · [(log)m+1(r)]δ−δ′  r · P (logQ(r)).
3. Main results
We consider the strongly continuous semigroup T (t) = e−At , for t  0, generated by the
self-adjoint linear operator −A = − q(x)• on L2(RN).
The following theorem is our main result. (Recall (H′′q ) ⇒ (H′q ) ⇒ (Hq ).)
Theorem 3.1. Let Hypothesis (Hq ) be satisfied. Then the Schrödinger heat semigroup
{e−At : t  0} on L2(RN) is intrinsically ultracontractive, that is, the linear operator e−At
is bounded from L2(RN) to X for each t > 0.
There are several related versions of this theorem in the literature: E.B. Davies and B. Simon
[12, Theorem 6.1, Parts (a) and (b), p. 358], respectively, have proved this result for a special
case of the potentials q(x) = |x|2(1+δ) and q(x) = |x|2(log |x|)2(1+δ) in one space dimension
(N = 1), where δ > 0 and |x|  r0 > 0. They mention [12, Remarks, p. 359] that also the case
q(x) = |x|2(log |x|)2(log log |x|)2(1+δ) can be treated by the same methods. Another important
result also covered by our Theorem 3.1 has been obtained in [12, Theorem 6.3, p. 359] and
later generalized in E.B. Davies [10, Lemma 2, p. 183, Lemma 4, p. 185], and [11, Section 4.5,
pp. 119–125], especially Theorem 4.5.4 on p. 121. There it is assumed that
c1|x|a  q(x) c2|x|b holds for all |x| r0 > 0, (28)
where a, b, c1, c2, and r0 are some positive constants, such that
2 < a  b < 2(a − 1).
In the previous articles [2–6], electric potentials with such a large variation were not allowed;
cf. [4, condition (20), p. 220]. Unfortunately, our Theorem 3.1 does not cover potentials of the
kind considered in [10, Lemma 3, p. 183]; a different approach to Rosen’s inequality is required
for such potentials.
Remark 3.2. Indeed, Ineqs. (28) guarantee the validity of Hypothesis (H′q ) and, hence, (Hq ) as
well. To see this, take Q(r) = c2rb for all r  r0 > 0 and let
P(ξ) = c1c−1/22 exp
(
a − 1 − (b/2)
b + 1 ξ
)
for all ξ ∈ R.
Only Ineq. (15) remains to be verified; it holds if, for instance, r0 > 0 is chosen large enough,
such that
P
(
(b + 1) · log r) c1/2r(b/2)−1 for all r > r0.2
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c−13 P(ξ) = ξ1+δ, ξ(log ξ)1+δ, ξ log ξ(log log ξ)1+δ, . . . for ξ  ξ0,
with ξ0 > 0 large enough, we can obtain Ineqs. (26) which are strictly weaker than (28), thanks
to (b/2)+ 1 < a  b.
Our strategy for the proof of Theorem 3.1 follows familiar steps from the aforementioned
work in [10–12,23]. A crucial difference in our approach is a better, more general version
of Rosen’s inequality (see Section 1) than the one used in [10, Lemma 2, p. 183, Lemma 4,
p. 185], [11, Section 4.5, pp. 119–125], [12, Theorem 5.1, p. 355, Theorem 6.3, p. 359], and [23,
Ineq. (6.17), p. 378].
We have already mentioned in the Introduction (Section 1) that statements (ii), (iii), and (iv)
formulated there contain important consequences of Theorem 3.1 (which claims statement (i) —
intrinsic ultracontractivity). A rigorous formulation of these statements needs the following pre-
liminaries. Recall our hypothesis that q :RN → R is a continuous function that satisfies (2).
By the weak maximum principle for parabolic Cauchy problems, the operator e−At is positive
for each t  0, that is, for f ∈ L2(RN) and u(t) = e−At f we have
f  0 a.e. in RN ⇒ u(t) 0 a.e. in RN. (29)
Consequently, given any constant C > 0, we have also
|f | Cϕ in RN ⇒ ∣∣u(t)∣∣ Ce−Λtϕ in RN, (30)
by linearity. Hence, the operator e−At maps X into itself with the operator norm e−Λt , by (30).
For any complex number λ ∈ C that is not an eigenvalue of the operator A = − + q(x)•
on L2(RN), we denote by
(A − λI)−1 = (−+ q(x) • −λI)−1
the resolvent of A on L2(RN) given by
u(x) = [(A − λI)−1f ](x), x ∈ RN.
Given any λ < Λ, we combine formula (6) (where the integral on the right-hand side converges
in the strong operator topology on L2(RN)) with (29) and (30) to conclude that
f  0 a.e. in RN ⇒ u 0 a.e. in RN
and
|f | Cϕ in RN ⇒ |u| C(Λ− λ)−1ϕ in RN.
Furthermore, the following implications are well known; cf. [11, Section 2.1, pp. 59–63] or
[12, Section 3, pp. 343–349]:
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λ < Λ. Then the following implications hold for the semigroup {e−At : t  0} and the resolvent
(A − λI)−1:
(i) ⇒ (ii) ⇒ (iii) ⇒ (iv).
For reader’s convenience, we verify this proposition in Section 6.3.
Finally, for q(x) ≡ q(|x|) radially symmetric, we show the equivalence of statements (5), (iii),
and (iv). Notice that in this case (5) reads
∞∫
0
q(r)−1/2 dr < ∞. (31)
More precisely, we have
Proposition 3.4. Assume that q :R+ → (0,∞) is a locally absolutely continuous function that
satisfies (2) and (13) with q(r) in place of Q(r), for some 0 < r0 < ∞ and 1 < γ  2. Then we
have the equivalence relations (31) ⇔ (iii) ⇔ (iv).
The implication (31) ⇒ (iii) has been obtained in [4, Theorem 3.2, Part (a), p. 221], even
for q somewhat more general (within the class of radially symmetric potentials) than that allowed
here, and also for q not necessarily radially symmetric. Furthermore, also (iii) ⇒ (iv) has been
established in [4, Theorem 3.2], the proof of Part (a) ⇒ Part (b) on p. 247. Only the implication
(iv) ⇒ (31) is new under our hypotheses on q(r); it follows immediately from Proposition 4.7 in
our present work. Its proof is based on an asymptotic formula due to Ph. Hartman and A. Wintner
[19, Eq. (xxv), p. 49] which we state in Lemma 4.4, Eq. (38).
4. Preliminary results
In this section we first prove a ramification of B. SIMON’s comparison result [29, Theorem 8,
p. 324], for the ground states corresponding to two different electric potentials (see Lemma 4.1
and Corollary 4.2 below). Then we state an asymptotic formula (Lemma 4.4) for the ground state
ϕ ≡ ϕQ associated with a potential Q(r) of class (Q).
4.1. Simon’s comparison result
The following comparison lemma is an important tool in our approach. In a closely related
form it has already appeared in B. Simon [29, Theorem 8, p. 324].
Lemma 4.1. Let q1, q2 :RN → R be two continuous functions, such that q1(x) q2(x) holds for
all x ∈ RN satisfying |x|R, with some R  0, and q2(x) → +∞ as |x| → ∞. Assume that the
ground state energy Λq2 of the Schrödinger operator Aq2 = −+ q2(x)• on L2(RN) vanishes,
Λq2 = 0, that is, the corresponding ground state ϕq2 of Aq2 satisfies the equation Aq2ϕq2 = 0
in L2(RN). Furthermore, let uj :ΩR → (0,∞); j = 1,2, be two positive continuous functions
on ΩR = {x ∈ RN : |x|R}, such that uj ∈ W 1,2(RN), qju2 ∈ L1(RN), and both inequalitiesj
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−u2 + q2(x)u2  0 in ΩR (33)
hold in the sense of distributions supported in the exterior domain ΩR = {x ∈ RN : |x| > R}.
Then we have
sup
|x|R
u2(x)
u1(x)
= sup
|x|=R
u2(x)
u1(x)
< ∞.
A simple standard proof is given below. We will apply this lemma in the following special
form due to [12, Lemma 6.2, p. 359].
Corollary 4.2. Assume that q1, q2 :RN → R are two strictly positive, continuous functions,
qj (x) q0 > 0 for every x ∈ RN ; j = 1,2, such that q1(x) → +∞ and q2(x) − q1(x) → +∞
as |x| → ∞. Then the ground states ϕq1 and ϕq2 corresponding to the potentials q1, and q2,
respectively, satisfy ϕq2  γ ϕq1 in RN , with some constant 0 < γ < ∞.
The conclusion of this corollary follows from Lemma 4.1 by setting uj = ϕqj ; j = 1,2, and
taking R  0 sufficiently large, such that
(
q2(x)−Λq2
)− (q1(x)−Λq1)= (q2(x)− q1(x))− (Λq2 −Λq1) 0
holds for all |x|R. The ground states ϕq1 and ϕq2 are continuous, by the following remark.
Remark 4.3. Let u ∈ dom(A) be a solution of Eq. (7). Standard local Lp-regularity theory ap-
plied to this equation with f ∈ Lploc(RN) for some p with 2 p < ∞ guarantees u ∈ W 2,ploc (RN);
see Gilbarg and Trudinger [16, Theorem 9.15, p. 241]. In particular, if p >N then u ∈ C1(RN),
by the Sobolev imbedding theorem [16, Theorem 7.10, p. 155]. Now it follows that the ground
state ϕ ≡ ϕq satisfies ϕ ∈ C1(RN). Finally, we apply the strong maximum and boundary point
principles, which are due to J.-M. Bony [9] for weak solutions (see also P.-L. Lions [22]), in
order to conclude that ϕ > 0 everywhere in RN .
Proof of Lemma 4.1. Take γ = sup|x|=R(u2(x)/u1(x)); hence, 0 < γ < ∞, by the positivity
and continuity of u1 and u2 on the sphere ∂ΩR = {x ∈ RN : |x| = R}. Consequently, the function
v = γ u1 − u2 defined in ΩR satisfies v  0 on the sphere ∂ΩR . Moreover, in the sense of
distributions supported in the exterior domain ΩR we have
−v + q2(x)v = γ
(−u1 + q2(x)u1)− (−u2 + q2(x)u2)
 γ
(−u1 + q1(x)u1)− (−u2 + q2(x)u2) 0, (34)
by q1  q2 in ΩR followed by Ineqs. (32) and (33). Next, notice that the negative part v− of v,
the function v− def= max{−v,0}, vanishes identically on the sphere ∂ΩR ; we extend it from ΩR
to the entire space RN by setting v− = 0 in
BR(0) =
{
x ∈ RN : |x|R}= RN \ΩR.
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ticular, we have v− ∈ Vq2 . (Recall that the Friedrichs energy space Vq has been introduced in (9)
with the help of the quadratic form Qq defined in (8).) Now we take advantage of Ineq. (34) to
find
0Qq2
(
v, v−
)= −Qq2(v−, v−) 0
which forces Qq2(v−, v−) = 0. The ground state ϕq2 is the unique minimizer, up to a scalar
multiple, of the quadratic form Qq2 . But the ground state energy Λq2 = 0, by our hypothesis, and
therefore we must have v− = cϕq2 in RN , where c  0 is a constant. From v− = 0 in BR(0) we
deduce c = 0. We have verified v = γ u1 − u2  0 in ΩR as claimed. 
4.2. The Hartman–Wintner formula
To state the Hartman–Wintner asymptotic formula [19], let us consider a more general setting
for the eigenvalue problem Aϕ = Λϕ for the ground state ϕ corresponding to a potential q(x) =
Q(|x|) (x ∈ RN ) of class (Q), namely,
−u+Q(|x|)u = λu in ΩR = {x ∈ RN : |x| >R} (35)
for some 0 < R < ∞. Here, λ ∈ R is arbitrary and a weak solution u is any function u ∈
W
1,2
loc (R
N) satisfying Eq. (35) in the sense of distributions on ΩR . If u(x) ≡ ψ(|x|) is radially
symmetric, then ψ : (R,∞) → R satisfies the radial Schrödinger equation
−ψ ′′(r)− N − 1
r
ψ ′(r)+Q(r)ψ(r) = λψ(r), r > R. (36)
Consequently, ψ is a C2 function on (R,∞).
The following asymptotic formula for a positive solution ψ of (36), with ψ(r) → 0 as r → ∞,
plays an essential role in our present work.
Lemma 4.4. Let Q(r) be of class (Q) and λ ∈ R. Assume that, for some 0 < R < ∞,
ψ : (R,∞) → (0,∞) is a C2 function that satisfies Eq. (36), such that ψ(r) → 0 as r → ∞.
Denote
V (r)
def= Q(r)− λ+ (N − 1)(N − 3)
4r2
for r > r0, (37)
with r0 R large enough, so that V (r) > 0 for all r > r0. Then we have
r(N−1)/2ψ(r) = cV (r)−1/4 exp
(
η(r)−
r∫
r0
V (t)1/2 dt
)
, r > r0, (38)
where c > 0 is a constant and η(r) → 0 as r → ∞.
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tion v(r) = r(N−1)/2ψ(r) > 0 satisfying the equation
−v′′(r)+ V (r)v(r) = 0, r > R,
and the “boundary condition” r−(N−1)/2v(r) = ψ(r) → 0 as r → ∞. It suffices to realize that
this equation is equivalent with the radial Schrödinger equation (36) for ψ above. Formula (38)
above corresponds to Eq. (xxv) on p. 49 and to Eq. (158) on p. 80 in [19].
Remark 4.5. Notice that also the potential V (r) defined in (37) belongs to class (Q) provided
r0 > 0 is chosen large enough, so that V (r) > 0, by Q(r) → ∞ as r → ∞. Formula (38) still
remains valid if the potential V is replaced by Q. Here, the term −λ + (N−1)(N−3)4r2 has been
added for convenience only (easy comparison with the setting in [19]); it may be left out by
taking r0 > 0 large enough.
Corollary 4.6. Under the hypotheses of Lemma 4.4 above, there exist constants c1, c2 > 0 such
that
−logψ(r) c1
r∫
r0
Q(t)1/2 dt + c2, r > r0. (39)
Proof. First, we prove the estimate
−logψ(r) c1
r∫
r0
V (t)1/2 dt + c′2, r > r0, (40)
where c1, c′2  0 are some constants independent from r (r > r0). We rewrite (38) as
−logψ(r) = N − 1
2
log r − log c + 1
4
logV (r)− η(r)+
r∫
r0
V (t)1/2 dt, r > r0. (41)
Owing to Remark 2.1 about potentials of class (Q), we have V (r)/r → ∞ as r → ∞. Hence, it
suffices to verify
logV (r) c′1
r∫
r0
V (t)1/2 dt + c′′2, r > r0, (42)
where c′1, c′′2 > 0 are some constants. Owing to 1 < γ  2, the conjugate exponent γ ′ =
γ /(γ − 1) satisfies 2 γ ′ < ∞. Hence, for r0 < r  s < ∞ we have
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r∫
r0
V ′(t)V (t)−1 dt
= −2
r∫
r0
d
dt
(
V (t)−1/2
)(
V (t)1/2
)1/γ (
V (t)1/2
)1/γ ′ dt.
We apply Hölder’s inequality to estimate
∣∣logV (r)− logV (r0)∣∣ 2
( r∫
r0
∣∣∣∣ ddt (V (t)−1/2)
∣∣∣∣γ V (t)1/2 dt
)1/γ( r∫
r0
V (t)1/2 dt
)1/γ ′
 c′
( r∫
r0
V (t)1/2 dt
)1/γ ′
,
where
c′ = 2
( ∞∫
r0
∣∣∣∣ ddt (V (t)−1/2)
∣∣∣∣γ V (t)1/2 dt
)1/γ
< ∞,
by condition (13). These inequalities yield (42), as claimed. Thus, (40) follows by applying (42)
to (41).
Now we derive (39) from (40). The following inequalities hold for all t  r0, provided r0 > 0
is large enough:
V (t)1/2 −Q(t)1/2 = V (t)−Q(t)
V (t)1/2 +Q(t)1/2
= −λ+
(N−1)(N−3)
4t2
V (t)1/2 +Q(t)1/2 
(
|λ| + |(N − 1)(N − 3)|
4t2
)
Q(t)−1/2.
The last inequality implies
r∫
r0
V (t)1/2 dt 
r∫
r0
Q(t)1/2 dt + c′′, r > r0, (43)
where
c′′ =
(
|λ| + |(N − 1)(N − 3)|
4r20
) ∞∫
r0
Q(t)−1/2 dt < ∞,
by (14), provided r0 > 0 is large enough, such that V (r) > 0 for all r > r0. Finally, we apply (43)
to the estimate (40) to conclude that (39) holds with c2 = c1c′′ + c′ . 2
B. Alziary, P. Takácˇ / Journal of Functional Analysis 256 (2009) 4095–4127 4115If the Schrödinger heat semigroup {e−tAq : t  0} on L2(RN) happens to be intrinsically ul-
tracontractive, then every eigenfunction v ∈ L2(RN) of Aq , that is, Aqv = λv for some λ ∈ R,
v 	= 0, must satisfy v ∈ Xq or, equivalently, supRN (|v|/ϕq) < ∞, by Proposition 3.3. As a conse-
quence, we obtain the following necessary condition for the intrinsic ultracontractivity, provided
q(x) = Q(|x|) is a radially symmetric potential of class (Q). We verify the necessity of this
condition below.
Proposition 4.7. Let Q(r) be of class (Q) and −∞ < λ1 < λ2 < ∞. Assume that, for some 0 <
R < ∞ and each j = 1,2, ψj : (R,∞) → R is a C2 function that satisfies the radial Schrödinger
equation (36) with λ = λj , such that ψj(r) → 0 as r → ∞. Furthermore, assume that there are
constants C  0 and r0 R large enough, such that
0 <
∣∣ψ2(r)∣∣ Cψ1(r) holds for all r > r0. (44)
Then condition (14) must hold, i.e., ∫∞
r0
Q(t)−1/2 dt < ∞.
This result is proved in Murata [23, Corollary 6.4, p. 376], for a special subclass of our
class (Q′′); he assumes that Q(r) satisfies the growth hypotheses (21) and
rQ′(r) kQ(r) for all r > r0, (45)
where k ∈ (2,∞) is a constant; see [23, (6.3), p. 376, (1.7), p. 345], respectively. (Notice that
Ineqs. (21) and (45) combined entail (13) for any γ > 1.) We do not need such a severe restriction
on the growth of Q(r) as in (45) which is equivalent to r → r−kQ(r) being monotone decreasing
for r > r0. It is noteworthy that Murata [23] proves this result also for the nonradial Schrödinger
equation with a potential q(x) in place of Q(|x|) in Eq. (36), such that |q(x) − Q(|x|)|  C ≡
const < ∞ for all x ∈ RN .
Proof of Proposition 4.7. We employ the asymptotic formula (38) from Lemma 4.4 above, with
λ = λj and
V (r) = Vj (r) = Q(r)− λj + (N − 1)(N − 3)4r2 for r > r0,
so that Vj (r) > 0 for all r > r0 (j = 1,2), to compute the expression
log
|ψ2(r)|
ψ1(r)
= c − 1
4
· log V2(r)
V1(r)
+ η(r)+
r∫
r0
(
V1(t)
1/2 − V2(t)1/2
)
dt, (46)
r > r0, where c ∈ R is a constant, r0  R is large enough, and η(r) → 0 as r → ∞. From (37)
and Q(r) → +∞ as r → ∞ we deduce also V2(r)/V1(r) → 1 as r → ∞. Consequently, we
may apply (44) to (46) to conclude that the integral above converges,
∞∫ (
V1(t)
1/2 − V2(t)1/2
)
dt < ∞.
r0
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these facts combined with the identity
∞∫
r0
(
V1(t)
1/2 − V2(t)1/2
)
dt = (λ2 − λ1)
∞∫
r0
dt
(Q(t)− λ1)1/2 + (Q(t)− λ2)1/2 . 
5. Rosen’s inequality
J. ROSEN’s inequality [28, Eq. (5), p. 369], if valid, is an important “sufficient” tool for
proving intrinsic ultracontractivity; cf. [10–12,23]. Below we give a version of this inequality,
(47), that improves some earlier versions from [10, Lemma 2, p. 183, Lemma 4, p. 185], [11,
Section 4.5, pp. 119–125], [12, Theorem 5.1, p. 355, Theorem 6.3, p. 359], and [23, Ineq. (6.17),
p. 378].
Proposition 5.1. Let Hypothesis (Hq ) be satisfied. Recall that, in Ineq. (25), P :R → (0,∞) is
a strictly monotone increasing, continuous function that satisfies also P(R) = (0,∞) together
with (12). We denote by P˜ the inverse of the composition P ◦ log, that is, P˜ : (0,∞) → (0,∞)
is the strictly monotone increasing, continuous function that satisfies P˜ ◦ P = exp on R, where
exp stands for the (natural) exponential function. Then there exist some constants C1 > 0 and
C2 > 0 (both large enough), such that the inequality
−logϕq(x) εq(x)+C1 · P˜ (C1/ε)+C2 (47)
holds for all x ∈ RN and for all ε > 0.
We prove Proposition 5.1 (Rosen’s inequality) in several steps. We begin with the follow-
ing direct consequence of the classical Fenchel–Young inequality (see, e.g., R.A. Adams and
J.J.F. Fournier [1, Ineq. (2), p. 264]):
Lemma 5.2. Assume that f :R → (0,∞) and f˜ : (0,∞) → (0,∞) are two strictly monotone in-
creasing, continuous functions, such that f (R) = (0,∞), f˜ ((0,∞)) = (0,∞), and f˜ ◦f = exp.
Then we have
ab a · f (loga)+ b · f˜ (b) for all a, b ∈ (0,∞). (48)
Proof. The functions f ◦ log and f˜ map (0,∞) onto itself and are inverse to one another, by
f˜ ◦ f = exp . Moreover, both of them tend to 0 (+∞, respectively) as their arguments go to 0
(+∞). Consequently, we may apply the classical Fenchel–Young inequality to conclude that
ab
a∫
0
f (log s)ds +
b∫
0
f˜ (t)dt for all a, b ∈ R+.
Since both integrands f ◦ log and f˜ on the right-hand side are monotone increasing functions,
Ineq. (48) follows. 
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take the functions f = P and f˜ = P˜ as defined in the statement of this proposition. Then we
substitute a = ∫ r
r0
Q(t)1/2 dt for r > r0, and replace b by b/ε for b > 0 and ε > 0, thus obtaining
b
r∫
r0
Q(t)1/2 dt  ε
( r∫
r0
Q(t)1/2 dt
)
· P
[
log
( r∫
r0
Q(t)1/2 dt
)]
+ b · P˜ (b/ε)
for all r > r0, b > 0, and ε > 0, by (48) multiplied by ε. Consequently, applying the lower bound
on q(x) from (25) to the right-hand side, we arrive at
b
|x|∫
r0
Q(t)1/2 dt  εq(x)+ b · P˜ (b/ε) (49)
for all x ∈ RN with |x| > r0, b > 0, and ε > 0, provided r0 > 0 is large enough.
Next, we apply (49) to the right-hand side of (39) in Corollary 4.6, used with the potential 2Q
in place of Q, to get
−logϕ2Q
(|x|) c1
|x|∫
r0
(
2Q(t)
)1/2 dt + c2  c1√2( ε
b
q(x)+ P˜ (b/ε)
)
+ c2 (50)
for all x ∈ RN with |x| > r0, b > 0, and ε > 0, where c1, c2 > 0 are some constants independent
from x, b, and ε. Now we make the special choice b = C1 def= c1
√
2 in (50) which then becomes
−logϕ2Q
(|x|) εq(x)+C1 · P˜ (C1/ε)+ c2 (51)
for all x ∈ RN with |x| > r0, and for all ε > 0.
Finally, we employ Corollary 4.2 (Simon’s comparison result) with q1 = q and q2 = 2Q,
hence, q2(x) − q1(x)  Q(|x|) for |x|  r0 (r0 > 0 — large enough), to conclude that there
exists a constant γ > 0 such that ϕ2Q  γ ϕq in RN . We apply this inequality to the left-hand
side of (51) to conclude that
−log(γ ϕq(x))−logϕ2Q(|x|) εq(x)+C1 · P˜ (C1/ε)+ c2 (52)
for all x ∈ RN with |x| > r0, and for all ε > 0. Consequently, choosing a constant C2 > 0 suffi-
ciently large, such that
C2  max|x|r0
(−logϕq(x)) and C2  c2 + logγ,
we derive the desired inequality (47) from (52). 
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In this section we give the proofs of our main theorem, Theorem 3.1, and Proposition 3.3
stated in Section 3. We follow similar procedures as in [11, Section 2.2, pp. 63–71], [12, Sec-
tion 4, pp. 349–355], or [23, Section 6, pp. 375–385].
Let u ∈ C(R+ → L2(RN)) be a mild solution of the following heat equation:
∂u
∂t
= −Au+Λu in L2(RN ), for t > 0;
u(·,0) = u0 in L2
(
R
N
)
, (53)
where the Schrödinger operator A = − + q(x)• on L2(RN), together with its ground state
energy Λ ∈ R and its ground state ϕ ∈ L2(RN), have been specified in Section 2. Recall
that Λ is a simple eigenvalue of A with the associated eigenfunction ϕ normalized by ϕ > 0
throughout RN and ‖ϕ‖L2(RN) = 1. The initial values at t = 0 satisfy u0 ∈ L2(RN). Hence,
u(·, t) = e−At u0 in L2(RN) for t  0, which implies u(·, t) ∈ dom(A) for every t > 0, as
the semigroup {e−At : t  0} on L2(RN) is holomorphic. We want to show that the function
v(x, t) = u(x, t)/ϕ(x) of x ∈ RN is (essentially) bounded for every t > 0.
6.1. Preliminary calculations for ∫ |u/ϕ|p(t)ϕ2
Given any monotone increasing C1-function p : [0, T ) → [2,∞), 0 < T ∞, we compute
for t ∈ (0, T ),
d
dt
∫
RN
∣∣v(x, t)∣∣p(t)ϕ(x)2 dx
= d
dt
∫
RN
∣∣∣∣u(x, t)ϕ(x)
∣∣∣∣p(t)ϕ(x)2 dx
= p
∫
RN
∣∣∣∣uϕ
∣∣∣∣p−2 uϕ ∂u∂t ϕ dx + dpdt
∫
RN
∣∣∣∣uϕ
∣∣∣∣p log
∣∣∣∣uϕ
∣∣∣∣ϕ2 dx
= −p
∫
RN
∣∣∣∣uϕ
∣∣∣∣p−2u(−u+ q(x)u−Λu)dx + dpdt
∫
RN
∣∣∣∣uϕ
∣∣∣∣p log
∣∣∣∣uϕ
∣∣∣∣ϕ2 dx
= −p
∫
RN
|v|p−2vϕ(−+ q(x)−Λ)(vϕ)dx + dp
dt
∫
RN
|v|p log |v|ϕ2 dx, (54)
by (53). We apply integration by parts to calculate the first integral above:
∫
N
|v|p−2vϕ(−)(vϕ)dx =
∫
N
∇(|v|p−2vϕ) · ∇(vϕ)dx
R R
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∫
RN
(
(p − 1)|v|p−2ϕ∇v + |v|p−2v∇ϕ) · (ϕ∇v + v∇ϕ)dx
= (p − 1)
∫
RN
|v|p−2|∇v|2ϕ2 dx
+ p
∫
RN
|v|p−2vϕ(∇v · ∇ϕ)dx +
∫
RN
|v|p|∇ϕ|2 dx
= (p − 1)
∫
RN
|v|p−2|∇v|2ϕ2 dx +
∫
RN
∇(|v|pϕ) · ∇ϕ dx
= (p − 1)
∫
RN
|v|p−2|∇v|2ϕ2 dx +
∫
RN
|v|pϕ(−ϕ)dx,
which renders
∫
RN
|v|p−2vϕ(−+ q(x)−Λ)(vϕ)dx
= (p − 1)
∫
RN
|v|p−2|∇v|2ϕ2 dx +
∫
RN
|v|pϕ(−+ q(x)−Λ)ϕ dx.
We insert this integral into the time derivative (54) to get
d
dt
∫
RN
∣∣v(x, t)∣∣p(t)ϕ(x)2 dx
= −p(p − 1)
∫
RN
|v|p−2|∇v|2ϕ2 dx − p
∫
RN
|v|pϕ(−+ q(x)−Λ)ϕ dx
+ dp
dt
∫
RN
|v|p log |v|ϕ2 dx
= −p(p − 1)
(
2
p
)2 ∫
RN
|∇g|2ϕ2 dx − p
∫
RN
|v|pϕ(−+ q(x)−Λ)ϕ dx
+ 2
p
· dp
dt
∫
RN
|g|2 log |g|ϕ2 dx, (55)
where we have substituted g = |v|(p/2)−1v; hence ∇g = p2 |v|(p/2)−1∇v. (Recall that p =
p(t) 2 for 0 t < T .)
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First, let us note that in our definition of class (Q) of “auxiliary” potentials Q(r) introduced
in Section 2 we may assume that, in addition to the pair of inequalities (11) and (12), the func-
tion P(ξ) satisfies also the following limited growth condition,
P(ξ) P(0) exp
(
eξ − 1) for all ξ ∈ R. (56)
Indeed, we may simply replace P(ξ) by
Pˆ (ξ) = min{P(ξ),P (0) exp(eξ − 1)} for every ξ ∈ R.
Clearly, if Ineqs. (11) and (12) are satisfied with a function P then so they are with Pˆ . Analogous
arguments apply to the smaller class (Q′) with the pair of inequalities (15) and (12) (in place of
(11) and (12), respectively). As for (12), it follows from
Pˆ (ξ)−1  P(ξ)−1 + P(0)−1 exp(1 − eξ ) for all ξ ∈ R.
Second, recall that C1 > 0 is one of the two constants from Rosen’s inequality (47) (see
Proposition 5.1). Set
T1 = 2C1
∞∫
1
2 log 2
P(ξ)−1 dξ ; (57)
hence 0 < T1 < ∞, thanks to (12). Let T ∈ (0, T1] be arbitrary, but fixed, and let the number
ξ0 ≡ ξ0(T ) ∈ R be determined by
∞∫
1
2 log 2+ξ0
P(ξ)−1 dξ = T/(2C1); (58)
hence ξ0  0. Notice that ξ0(T ) ↗ ∞ as T ↘ 0, owing to T1 < ∞. Next, we define an auxiliary
function  : [2,∞) → (0,∞) by
(p) = C1
/
P
(
1
2
logp + ξ0
)
for every p  2. (59)
It satisfies (p) ↘ 0 as p ↗ ∞ and, by (58), also
∞∫
2
(p)
p
dp = 2C1
∞∫
1
2 log 2+ξ0
P(ξ)−1 dξ = T . (60)
Now we are ready to specify the function p : [0, T ) → [2,∞) used in Section 6.1 above. It is
determined by the differential equation
B. Alziary, P. Takácˇ / Journal of Functional Analysis 256 (2009) 4095–4127 4121(p)
p
· dp
dt
= 1 at all times t ∈ [0, T ), (61)
subject to the initial condition p(0) = 2. (This initial value problem has a unique solution, by the
separation of variables combined with (p) > 0 and dp/dt > 0.) Moreover, we have p(t) ↗ ∞
as t ↗ T , thanks to (60).
Third, p is a monotone increasing C1-function which satisfies also the following differential
inequality, owing to 2(p − 1) p for p  2,
d
dt
log(p − 1) 2
(p)
for all t ∈ [0, T ).
Since also 2(p − 1) p2/2 for p  2, this differential inequality entails also
d
dt
logp  p
2(p)
for all t ∈ [0, T ).
We will take advantage of the following equivalent forms of these two inequalities later,
−2(p − 1)+  dp
dt
 0 and −p +  2
p
· dp
dt
 0 for all t ∈ [0, T ), (62)
respectively.
The main difficulty in the remaining part of this proof is to find a suitable upper bound for the
time-dependent integral
∫
RN
|g|2 log |g|ϕ2 dx in (55) above. To do this, we employ the expres-
sions
∫
RN
|∇f |2 dx and ∫
RN
|f |2(−logϕ)dx, where we have set f = gϕ. Ineqs. (62) will play
an important role here.
We begin with the well-known logarithmic Sobolev inequality∫
RN
|f |2 log |f |dx  ‖f ‖2
L2(RN) log‖f ‖L2(RN)
+ ε‖∇f ‖2
L2(RN) +
N
4
log
γN
ε
‖f ‖2
L2(RN) (63)
which holds for every ε > 0, where γN > 0 is some constant depending only on the dimension N .
This version of the logarithmic Sobolev inequality can be found in Davies [11, Ineq. (3.2.1),
p. 83]; it follows from Theorem 2.2.3 (p. 64) combined with Theorem 2.3.6 (p. 73) in [11]. We
substitute f = gϕ in Ineq. (63) above to get∫
RN
|g|2 log |g|ϕ2 dx =
∫
RN
|f |2 log |f |dx +
∫
RN
|g|2(−logϕ)ϕ2 dx
 ‖f ‖2
L2(RN) log‖f ‖L2(RN) + ε‖∇f ‖2L2(RN) +
N
4
log
γN
ε
‖f ‖2
L2(RN)
+
∫
N
|f |2(−logϕ)dx.
R
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tion 5.1)
−logϕ(x) ε(q(x)−Λ)+Θ(ε), x ∈ RN, (64)
which holds for every ε > 0, where we have abbreviated
Θ(ε)
def= C1 · P˜ (C1/ε)+C2 + εΛ, ε > 0. (65)
Recall that C1 > 0 and C2 > 0 are some constants. Thus, we arrive at∫
RN
|g|2 log |g|ϕ2 dx
 ‖f ‖2
L2(RN) log‖f ‖L2(RN) + ε‖∇f ‖2L2(RN) +
N
4
log
γN
ε
‖f ‖2
L2(RN)
+ ε
∫
RN
(
q(x)−Λ)|f |2 dx +Θ‖f ‖2
L2(RN)
= ‖f ‖2
L2(RN) log‖f ‖L2(RN) + ε
∫
RN
(|∇f |2 + (q(x)−Λ)|f |2)dx
+
(
N
4
log
γN
ε
+Θ
)
‖f ‖2
L2(RN)
= ‖f ‖2
L2(RN) log‖f ‖L2(RN)
+ ε
( ∫
RN
|∇g|2ϕ2 dx +
∫
RN
|g|2ϕ(−+ q(x)−Λ)ϕ dx)
+
(
N
4
log
γN
ε
+Θ
)
‖f ‖2
L2(RN) (66)
where we have used |∇f |2 = |∇g|2ϕ2 + ∇(g2ϕ) · ∇ϕ. We apply the last inequality to estimate
the last integral in (55):
d
dt
∥∥f (·, t)∥∥2
L2(RN) =
d
dt
∫
RN
∣∣∣∣u(x, t)ϕ(x)
∣∣∣∣p(t)ϕ(x)2 dx
= d
dt
∫
RN
∣∣g(x, t)∣∣2ϕ(x)2 dx
−p(p − 1)
(
2
p
)2 ∫
N
|∇g|2ϕ2 dx − p
∫
N
|v|pϕ(−+ q(x)−Λ)ϕ dx
R R
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p
· dp
dt
‖f ‖2
L2(RN) log‖f ‖L2(RN)
+ 2
p
· dp
dt
ε
( ∫
RN
|∇g|2ϕ2 dx +
∫
RN
|g|2ϕ(−+ q(x)−Λ)ϕ dx)
+ 2
p
· dp
dt
(
N
4
log
γN
ε
+Θ
)
‖f ‖2
L2(RN)
= 2
p
(
−2(p − 1)+ dp
dt
ε
) ∫
RN
|∇g|2ϕ2 dx
+
(
−p + 2
p
· dp
dt
ε
) ∫
RN
|g|2ϕ(−+ q(x)−Λ)ϕ dx
+ 2
p
· dp
dt
‖f ‖2
L2(RN) log‖f ‖L2(RN)
+ 2
p
· dp
dt
(
N
4
log
γN
ε
+Θ
)
‖f ‖2
L2(RN). (67)
At this point we take advantage of our special choice of the function p(t) for 0 t < T (by
Eq. (61) with p(0) = 2) and, in addition, set ε = (p(t)) defined in (59). We apply Ineqs. (62)
together with (cf. (10))
ϕ
(−+ q(x)−Λ)ϕ  0 in RN (68)
to (67) to estimate the time derivative (for 0 < t < T )
d
dt
∥∥f (·, t)∥∥2
L2(RN) 
2
p
· dp
dt
‖f ‖2
L2(RN) log‖f ‖L2(RN)
+ 2
p
· dp
dt
(
N
4
log
γN
(p)
+Θ((p)))‖f ‖2
L2(RN). (69)
Next, we make use of the identity
d
dt
‖f ‖2/p
L2(RN)
= 1
p
‖f ‖−2(p−1)/p
L2(RN)
· d
dt
‖f ‖2
L2(RN) −
2
p2
· dp
dt
‖f ‖2/p
L2(RN)
log‖f ‖L2(RN)
to get
d
dt
∥∥f (·, t)∥∥2/p
L2(RN)
 2
p2
· dp
dt
‖f ‖2/p
L2(RN)
log‖f ‖L2(RN)
+ 22 ·
dp
(
N
log
γN +Θ((p)))‖f ‖2/p
L2(RN)p dt 4 (p)
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p2
· dp
dt
‖f ‖2/p
L2(RN)
log‖f ‖L2(RN)
= 2
p2
· dp
dt
(
N
4
log
γN
(p)
+Θ((p)))‖f ‖2/p
L2(RN)
.
Finally, this implies (for 0 < t < T )
d
dt
log
( ∫
RN
∣∣∣∣u(x, t)ϕ(x)
∣∣∣∣p(t)ϕ(x)2 dx
)1/p(t)
= d
dt
log
∥∥f (·, t)∥∥2/p
L2(RN)
 2
p2
· dp
dt
(
N
4
log
γN
(p)
+Θ((p))). (70)
In order to guarantee that the Lp(t)(RN)-norm of u(·, t)/ϕ remains uniformly bounded for all
times t ∈ [0, T ), we will verify that
1
p2
· dp
dt
(
N
4
log
γN
(p)
+Θ((p))) ∈ L1(0, T ) as a function of t ∈ (0, T ).
This condition is equivalent with
1
p2
(
N
4
log
γN
(p)
+Θ((p))) ∈ L1(2,∞) as a function of p ∈ (2,∞), (71)
which is verified as follows.
Making use of (56) and (59) we obtain
log
(
1/(2)
)
 log
(
1/(p)
)= −logC1 + logP(12 logp + ξ0
)
 log
(
P(0)/C1
)+ exp(1
2
logp + ξ0
)
− 1 = eξ0p1/2 +K
for all p  2, where K = log(P (0)/C1)− 1 is a constant. This estimate guarantees
p−2 log
(
1/(p)
) ∈ L1(2,∞) as a function of p ∈ (2,∞). (72)
Next, recall that Θ = Θ((p)) has been defined in (65). Using (59) again we get also
∞∫
2
P˜
(
C1/(p)
)
p−2 dp =
∞∫
2
P˜
(
P
(
1
2
logp + ξ0
))
dp
p2
=
∞∫
2
exp
(
1
2
logp + ξ0
)
dp
p2
= eξ0
∞∫
2
p−3/2 dp = eξ0√2 < ∞. (73)
Finally, we combine (72) and (73) to get condition (71).
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help from
∫
RN
ϕ(x)2 dx = 1, integrating Ineq. (70) with respect to time t ∈ (0, T ) we derive
∥∥u(·, T )∥∥
X
= ∥∥u(·, T )/ϕ∥∥
L∞(RN)
 lim inf
t↗T
( ∫
RN
∣∣∣∣u(x, t)ϕ(x)
∣∣∣∣p(t)ϕ(x)2 dx
)1/p(t)
 C‖u0‖L2(RN),
where C ≡ C(T ) ∈ (0,∞) is a constant depending only on the L1(2,∞)-norm of the function
in (71). Since T ∈ (0, T1] is arbitrary, where T1 is independent from the initial data u0 ∈ L2(RN),
by (57), we conclude that u(·, t)/ϕ ∈ L∞(RN) for every t > 0 and e−At (t > 0) is a bounded
linear operator from L2(RN) to X, as desired.
6.3. Proof of Proposition 3.3
To obtain the first implication, (i) ⇒ (ii), we follow [4, Section 8, pp. 243–245] and [11,
Section 2.1, pp. 59–63]. Let X = L1(RN ;ϕ dx) denote the weighted Lebesgue space of all
(equivalence classes of) Lebesgue-measurable functions f :RN → C with the norm
‖f ‖X def=
∫
RN
|f |ϕ dx < ∞.
Clearly, the Banach space X defined in (3) is the dual space of X with respect to the duality
induced by the natural inner product on L2(RN). The embeddings
X ↪→ L2(RN ) ↪→ X
are dense and continuous. Now let us fix any real number t > 0 and consider the operator
T (t) = e−At on L2(RN). We denote by e−At |X the restriction of e−At to X. Hence, e−At |X
is a bounded linear operator on X with the operator norm  e−Λt , by (30). Furthermore, e−At
possesses a unique extension e−At |X to a bounded linear operator on X (by interpolation,
see e.g. [4, Lemma 4.3, p. 227] for details on extensions of symmetric operators). Finally, it is
obvious that e−At |X :X → X is the adjoint of e−At |X :X → X.
By the definition of intrinsic ultracontractivity, the linear operator T (t) = e−At is bounded
from L2(RN) to X for each t > 0. Hence, its extension e−At |X is a bounded linear operator
from X to L2(RN). This implies that also the product e−2At = e−Ate−At is a bounded linear
operator from X to X. It follows that e−2At is a weakly compact operator from X to X,
by the Dunford–Pettis criterion for weak compactness in the Lebesgue space X (see Dunford
and Schwartz [13, Theorem IV.8.9, p. 292] or Edwards [15, Theorem 4.21.2, p. 274]). Finally,
a corollary of the Dunford–Pettis theorem [13, Theorem VI.8.12, p. 508, Corollary VI.8.13,
p. 510] guarantees that the square e−4At = e−2Ate−2At of e−2At is a (strongly) compact operator
from X to X. As t > 0 is arbitrary, each operator e−At on X is compact. The compactness
of e−At on X now follows by Schauder’s theorem ([13, Theorem VI.5.2, p. 485] or [15, Corol-
lary 9.2.3, p. 621]).
4126 B. Alziary, P. Takácˇ / Journal of Functional Analysis 256 (2009) 4095–4127The implication (ii) ⇒ (iii) is obtained directly from the proofs of Theorems 3.2 and 3.3 in
A. Pazy [24, Section 2.3, pp. 48–49]. One calculates the resolvent using the Laplace transform (6)
of the semigroup, i.e.,
(A − λI)−1f =
∞∫
0
(
e−At f
)
eλt dt for all f ∈ L2(RN ) and λ <Λ, (74)
where the Bochner integral converges absolutely in L2(RN). By implication (30) we know that
for each t > 0 the operator T (t) = e−At maps the Banach space X into itself. Moreover, as-
suming (ii) we know also that the restriction T (t)|X of T (t) to X is compact from X into itself.
We combine the compactness with implication (30) to conclude that the Laplace transform (74)
exists as a Bochner integral that converges absolutely in X for all f ∈ X and λ < Λ. The com-
pactness of the restriction (A − λI)−1|X of (A − λI)−1 to X now follows from that of each
T (t)|X (t > 0) exactly as in the proofs of Theorems 3.2 and 3.3 in [24, Section 2.3, pp. 48–49].
Here, one has to employ the fact that the set of all compact linear operators on X is a closed linear
subspace in the Banach space of all bounded linear operators on X endowed with the uniform
operator norm.
The remaining implication (iii) ⇒ (iv) has been established in [4, Theorem 3.2], the proof of
Part (a) ⇒ Part (b) on p. 247.
The proposition is proved.
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