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Abstract
Let (X,‖ · ‖) be a reflexive Banach space with Kadec–Klee norm. Let f : X → (−∞,+∞] be a function which is either Lip-
schitzian or is proper, bounded below, and lower semi-continuous. Then f is supported from below by residually many parabolas
opening downward, that is, the infimal convolution of ‖ · ‖2 and f is attained at residually many points of X.
© 2007 Elsevier Inc. All rights reserved.
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Infimal convolution is one of important constructions in functional analysis. Given an extended real-valued function
f defined on a Banach space (X,‖ · ‖), an objective of this note is to study the infimal convolution ‖ · ‖2  f of ‖ · ‖2
and f defined by
(‖ · ‖2  f )(x) = inf{‖x − z‖2 + f (z); z ∈ X}, x ∈ X. (1)
In particular, we focus here on those points x ∈ X where the above infimum is attained. According to Russian termi-
nology, a Banach space (X,‖ · ‖) is called Efimov–Stecˇkin if it is reflexive and its norm is Kadec–Klee, which means
that limn→∞ ‖xn − x0‖ = 0 whenever a sequence x0, x1, x2, . . . ∈ X satisfies ‖xn‖ → ‖x0‖ and xn → x0 weakly.
Ka-Sing Lau, in his paper [6], proved that, in a Efimov–Stecˇkin space X, the distance function to a closed set
K ⊂ X is attained at residually many points of X \ K . In this note we extend this result as follows:
Theorem. A Banach space (X,‖·‖) is a Efimov–Stecˇkin space (if and) only if for every function f : X → (−∞,+∞],
which is either Lipschitzian, or is proper, bounded below, and lower semi-continuous, there exists a residual set Ω ⊂ X
such that for every x ∈ Ω there is z ∈ X so that (‖ · ‖2  f )(x) = ‖x − z‖2 + f (z).
Proof. Sufficiency. Let K be a non-empty closed set in X. Considering for f the indicatrix function of K , we are in
the situation of S.V. Konjagin [5], and hence, the space must be Efimov–Stecˇkin. See also [1] and [4].
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points will be the definition of a function β in Step 4, and a suitable form for the set Aε in Step 6.
Step 1. Put for simplicity r(x) = (‖ · ‖2  f )(x), x ∈ X. Since r is the infimum of continuous functions, it is upper
semi-continuous. Hence for every x ∈ X there is δ(x) ∈ (0,1) so that
r(x′) < r(x) + 1 whenever x′ ∈ X and ‖x − x′‖ < δ(x).
Step 2. For every x ∈ X there is a constant Cx > 0 so big that
‖x − z‖ Cx whenever x′, z ∈ X, ‖x − x′‖ < δ(x), and ‖x′ − z‖2 + f (z) < r(x′) + 1.
To prove this, take x′, z ∈ X as in the claim. Assume first that f is bounded below. Then
‖x′ − z‖2 + inff < r(x) + 1 + 1, ‖x′ − z‖ <√r(x) + 2 − inff ,
and
‖x − z‖√r(x) + 2 − inff + 1 (=: Cx).
Second, assume that f is Lipschitzian, with constant, L, say. Then
(‖x − z‖ − ‖x − x′‖)2 + f (x) − L‖x − z‖ ‖x′ − z‖2 + f (z) < r(x′) + 1 < r(x) + 2,
‖x − z‖2 − 2‖x − x′‖‖x − z‖ + f (x) − L‖x − z‖ < r(x) + 2,
‖x − z‖2 − (2 + L)‖x − z‖ + f (x) − r(x) − 2 < 0.
Hence, solving a suitable quadratic inequality, we find that
‖x − z‖ 1 + L
2
+
√
3 + L + L2/4 − f (x) + r(x) (=: Cx).
Step 3. The function r is continuous. To show this, take any x ∈ X and any ε ∈ (0,1). Find Δ > 0 so small that
Δ(2Cx + Δ) < ε2 . Take now any x′ ∈ X satisfying ‖x′ − x‖ < min{Δ,δ(x)}. Find z ∈ X so that r(x′) + ε2 >
‖x′ − z‖2 + f (z). Then we can estimate
r(x) − r(x′) < ‖x − z‖2 + f (z) + ε
2
− ‖x′ − z‖2 − f (z)
= (‖x − z‖ − ‖x′ − z‖)(‖x − z‖ + ‖x′ − z‖)+ ε
2
 ‖x − x′‖(2‖x − z‖ + ‖x − x′‖)+ ε
2
< Δ(2Cx + Δ) + ε2 < ε,
that is, r(x) − ε < r(x′). We thus proved that r is lower semi-continuous at x. And putting this together with Step 1,
we conclude that r is continuous at x.
Step 4. In the course of the proof we shall need the following function.
β(x) = inf
{
lim inf
n→∞ ‖x − zn‖; z1, z2, . . . ∈ X and limn→∞
(‖x − zn‖2 + f (zn))= r(x)
}
, x ∈ X.
This is a substitute for the distance function considered in Lau’s paper [6]. We claim that β is a lower semi-continuous
function. Indeed, let (xi) be a sequence in X norm-converging to x ∈ X and denote K = lim infi→∞ β(xi). We have
to show that β(x)K . Going to a subsequence, and relabeling, we may and do assume that limi→∞ β(xi) = K . For
i ∈ N we find zi1, zi2, . . . ∈ X so that lim infn→∞ ‖xi − zin‖ < β(xi) + 1i and limn→∞(‖xi − zin‖2 + f (zin)) = r(xi).
When going again to subsequences, and relabeling, we may and do assume that
∥∥xi − zin∥∥< β(xi) + 1i and
∥∥xi − zin∥∥2 + f (zin)< r(xi) + 1i
for all i, n ∈ N. Then
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i→∞
(∥∥x − zii∥∥2 + f (zii))
 lim sup
i→∞
(∥∥xi − zii∥∥2 + f (zii)+ 2‖x − xi‖∥∥xi − zii∥∥+ ‖x − xi‖2)
 lim sup
i→∞
r(xi) r(x);
here we used the boundedness of the sequence (zii ) guaranteed by Step 1. Hence limi→∞(‖x − zii‖2 + f (zii )) = r(x).
Thus
β(x) lim inf
i→∞
∥∥x − zii∥∥ lim
i→∞‖x − xi‖ + lim infi→∞
∥∥xi − zii∥∥ lim
i→∞β(xi) = K.
Step 5. For x ∈ X and ε  0 we define the ε-Fréchet subdifferential of r at x ∈ X by
∂εr(x) =
{
x∗ ∈ X∗; r(x + h) − r(x) − 〈x∗, h〉−ε‖h‖ + o(‖h‖) for every h ∈ X}.
Let ε > 0, x ∈ X, and x∗ ∈ ∂εr(x). Then ‖x∗‖ 2β(x) + ε. To prove this, let (zn) be any minimizing sequence in X
for r(x), that is, ‖x − zn‖2 + f (zn) → r(x) as n → ∞. Putting tn = [‖x − zn‖2 + f (zn) − r(x) + 1n ]1/2, n ∈ N (the
summand 1
n
guarantees that tn > 0), we have for every h ∈ X
−ε‖h‖ + 〈x∗, h〉 lim inf
n→∞
1
tn
[
r(x + tnh) − r(x)
]
 lim inf
n→∞
1
tn
[
‖x + tnh − zn‖2 + f (zn) − ‖x − zn‖2 − f (zn) + tn2 − 1
n
]
 lim inf
n→∞
1
tn
[
2tn‖h‖‖x − zn‖ + tn2‖h‖2 + tn2
]= 2‖h‖ lim inf
n→∞ ‖x − zn‖
since limn→∞ tn = 0. Hence ‖x∗‖ 2 lim infn→∞ ‖x − zn‖ + ε. And, as (zn) was an arbitrary minimizing sequence,
the definition of β(x) yields that ‖x∗‖ 2β(x) + ε.
Step 6. For ε > 0 we define
Aε =
{
x ∈ X; ∃δ ∈ (0,1) ∃γ ∈ (0, ε) ∃x∗ ∈ X∗, with ‖x∗‖ < 2β(x) + ε,
∀z ∈ X [‖x − z‖2 + f (z) < r(x) + δ ⇒ 〈x∗, z − x〉 < −2‖z − x‖2 + γ ]}.
Fix any x ∈ X and put ax = Cx + 3 where Cx is the constant from Step 2. We claim that for every ε > 0, whenever
x′ ∈ X satisfies ‖x − x′‖ < δ(x) and ∂εr(x′) = ∅, then x′ ∈ Aaxε . Indeed, let ε and x′ be such and take x∗ ∈ ∂εr(x′).
From Step 4, we know that ‖x∗‖  2β(x′) + ε (< 2β(x′) + axε). We shall show that for a suitably small δ > 0 we
have 〈x∗, z − x′〉 < −2‖z − x′‖2 + (Cx + 2)ε whenever z ∈ X and ‖x′ − z‖2 + f (z) < r(x′) + δ, which will imply
that x′ ∈ Aaxε . Assume this is not true. Then for every n ∈ N there is zn ∈ X so that ‖x′ − zn‖2 + f (zn) < r(x′) + 1n
and 〈x∗, zn − x′〉  −2‖zn − x′‖2 + (Cx + 2)ε. From this we deduce that ‖zn − x′‖ > 0 for all n ∈ N. Put tn =
[‖x′ − zn‖2 + f (zn) − r(x′) + 1n ]1/2, n ∈ N. When going to a suitable subsequence, and relabeling, we may and
do assume that the limits limn→∞ ‖x′ − zn‖ and limn→∞〈x∗, zn − x′〉 exist. Since the sequence (zn) is bounded by
Step 2, limn→∞ tn‖x′ − zn‖ = 0.
We then can estimate
−ε lim
n→∞‖x
′ − zn‖
 lim
n→∞‖x
′ − zn‖ lim inf
n→∞
1
tn‖x′ − zn‖
[
r
(
x′ + tn(zn − x′)
)− r(x′) − 〈x∗, tn(zn − x′)〉]
 lim inf
n→∞
1
tn
[
r
(
x′ + tn(zn − x′)
)− r(x′) − 〈x∗, tn(zn − x′)〉]
 lim inf
n→∞
1
[∥∥x′ + tn(zn − x′) − zn∥∥2 + f (zn) − ‖x′ − zn‖2 − f (zn) + tn2 − 1 − 〈x∗, tn(zn − x′)〉
]
tn n
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n→∞
[−2‖x′ − zn‖2 + tn‖x′ − zn‖2 + tn − 〈x∗, zn − x′〉]
= − lim
n→∞
[
2‖x′ − zn‖2 + 〈x∗, zn − x′〉
]
.
Hence for n ∈ N big enough we have
〈x∗, zn − x′〉 < −2‖x′ − zn‖2 + ε‖x′ − zn‖ + ε < −2‖x′ − zn‖2 + ε(Cx + 1) + ε,
a contradiction. Therefore, γ := (Cx + 2)ε witnesses that x ∈ Aaxε .
Step 7. Aε is an open set for every ε > 0. Indeed, fix any ε > 0 and any x ∈ Aε . Let δ ∈ (0,1), γ ∈ (0, ε), and x∗ ∈ X∗
witness for that. Pick γ ′ ∈ (γ, ε) and find Δ ∈ (0,1) so small that
2ΔCx + 3Δ2 < δ3 , γ + ‖x
∗‖Δ + 2Δ(2Cx + Δ) < γ ′, (2)
and that(
r(x′) < r(x) + δ
3
and 2β(x′) + ε > ‖x∗‖
)
whenever x′ ∈ X and ‖x′ − x‖ < Δ. (3)
We shall show that the open ball centered at x and with radius Δ is all included in Aε and thus the openness of Aε
will be proved. So fix any x′ ∈ X, with ‖x′ − x‖ < Δ. Pick then an arbitrary z ∈ X which satisfies ‖x′ − z‖2 + f (z) <
r(x′) + δ3 . By Step 2, we have that ‖x − z‖ < Cx . Now, using (2) and (3), we are ready to estimate
‖x − z‖2 + f (z) ‖x′ − z‖2 + 2‖x′ − x‖‖x′ − z‖ + ‖x′ − x‖2 + f (z)
< r(x′) + δ
3
+ 2Δ(Cx + Δ) + Δ2 < r(x) + δ.
Hence, by the definition of Aε , we have 〈x∗, z − x〉 < −2‖z − x‖2 + γ . Thus
〈x∗, z − x′〉 〈x∗, z − x〉 + ‖x∗‖Δ < −2‖z − x‖2 + γ + ‖x∗‖Δ
= −2‖z − x′‖2 + γ + ‖x∗‖Δ + 2‖z − x′‖2 − 2‖z − x‖2
−2‖z − x′‖2 + γ + ‖x∗‖Δ + 2‖x − x′‖(‖z − x′‖ + ‖z − x‖)
−2‖z − x′‖2 + γ + ‖x∗‖Δ + 2Δ(2Cx + Δ) < −2‖z − x′‖2 + γ ′
by (2). And recalling that (3) says that 2β(x′) + ε > ‖x∗‖, we can conclude that x′ ∈ Aε (where δ := δ3 , γ := γ ′, and
x∗ := x∗ witness for that). We thus proved that x is the interior point of Aε , and we are so done.
Step 8. For every ε > 0 the set Aε is dense in X. To prove this, fix any ε > 0 and take any x ∈ X and any Δ > 0.
Put ε′ = ε/ax , where ax is the constant from Step 6. It is well known that a lower semi-continuous function on an
Asplund space is ε′-Fréchet subdifferentiable at the points of a dense set. Thus for our X, being even reflexive, and
for our function r there exists a point x′ ∈ X, with ‖x′ − x‖ < min{Δ,δ(x)}, such that ∂ε′r(x′) = ∅. By Step 6, we
then get that x′ ∈ Aaxε′ (= Aε).
Step 9. Put Ω =⋂∞n=1 A 1
n
. According to Steps 7 and 8, this is a residual set. Pick any x ∈ Ω . It remains to prove that
there is z ∈ X so that r(x) = ‖x − z‖2 + f (z). To do so, for n ∈ N find δn, γn, and x∗n ∈ X∗, with ‖x∗n‖ < 2β(x)+ 1n ,
witnessing that x ∈ A 1
n
. We may and do assume that δ1 > δ2 > · · · and δn ↓ 0 as n → ∞. Further for n ∈ N find zn ∈ X
so that ‖x − zn‖2 + f (zn) < r(x) + δn. Then for all m,n ∈ N, with nm, we have〈
x∗m, zn − x
〉
< −2‖zn − x‖2 + γm.
By Step 1, the sequence (zn) is bounded. From the reflexivity of X we find a subsequence (zni ) of (zn) and z0 ∈ X
such that zni → z0 weakly as i → ∞. Then for every fixed m ∈ N we can estimate
2 lim sup
i→∞
‖zni − x‖2  lim
i→∞
〈
x∗m,x − zni
〉+ γm = 〈x∗m,x − z0〉+ γm

∥∥x∗m∥∥‖x − z0‖ + γm 
(
2β(x) + 1
m
)
‖x − z0‖ + γm

(
2 lim inf‖zni − x‖ +
1
)
‖x − z0‖ + γm.i→∞ m
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lim sup
i→∞
‖zni − x‖2  lim inf
i→∞ ‖zni − x‖‖z0 − x‖ lim infi→∞ ‖zni − x‖
2,
and so limi→∞ ‖zni − x‖ = ‖z0 − x‖. Now, the Kadec–Klee property of ‖ · ‖ yields that limi→∞ ‖zni − z0‖ = 0.
Finally,
r(x) ‖x − z0‖2 + f (z0) lim inf
i→∞
(‖x − zni‖2 + f (zni )) lim
i→∞
(
r(x) + δni
)= r(x). 
Remarks.
1. Ka-Sing Lau’s result on nearest points to a closed set [6] immediately follows from our theorem. Indeed, it is
enough to take for f the indicatrix function of this set.
2. In a forthcoming paper [4], the following statement can be found: Given a Lipschitzian function f on a Efimov–
Stecˇkin space (X,‖ · ‖), there exists a residual set Ω ⊂ X such that for every x ∈ Ω there is a residual set
Rx ⊂ (0,+∞) such that for every c ∈ Rx there is z ∈ X so that (c‖ · ‖2  f )(x) = c‖x − z‖2 + f (z). However,
there is no guarantee that Rx would contain the number 1; this is actually provided by our theorem. The argument
used in [4] is rather indirect and geometrical. It applies Ka-Sing Lau’s result [6] on distance functions to the
epigraph of f in X ×R and then goes back to the very space X via a topological Fubini-like theorem.
3. The fact that (‖ · ‖2  f )(x) = ‖x − z‖2 + f (z) for some z ∈ X can be understood as a variational principle in
the sense that the perturbed function f + ‖x − ·‖2 attains its infimum at the point z, see [4]. There, an interested
reader may find a comparison of this principle with those of Borwein–Preiss and of Stegall.
4. The formula (1) can be replaced by a more general one, see [2, Theorem 11].
5. A simplification of the argument above gives that inf(‖x − ·‖2 + f ) is attained whenever the Fréchet subd-
ifferential ∂0(‖ · ‖2  f )(x) is non-empty. Thus, for instance, [3, Theorem 3.1.4] yields that the set {x ∈ X;
(‖ · ‖2  f )(x) = ‖x − z‖2 + f (z) for some z ∈ X} is dense in X. This approach can be found in the proof of
[2, Theorem 11]. However it seems that it does not show that the above set is actually residual.
6. Let (X,‖ · ‖) be a Hilbert space. Then ‖ · ‖2  f is a difference of ‖ · ‖2 and of another convex function, and
hence, is Fréchet differentiable at points of a residual set. Then Remark 5 yields that (‖ · ‖2  f )(x) is attained at
residually many points x ∈ X.
7. The above proof yields even a stronger formulation in our theorem: For every x ∈ Ω every minimizing se-
quence (zn) for (‖ · ‖2  f )(x) has a norm-cluster point and each such a point z ∈ X satisfies (‖ · ‖2  f )(x) =
‖x − z‖2 + f (z).
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