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Abstract 
The most widely used methods for heliostat field optimization assume a particular pattern and then optimize the parameters that 
define the pattern to obtain a specified objective such as optimum optical efficiency or maximum power output. It has been 
demonstrated that these optimized patterns are not necessarily optimal; improvements are possible. Allowing heliostat field 
placement independent of an a priori pattern may therefore result in improved performance. While initial placement of heliostats 
in a fixed pattern may reduce computational burden, this paper demonstrates that an optimal field can be designed using a 
gradient-based optimization method starting from a random initial field and resulting in a field performing better than optimized 
patterns. The greatest challenge is computational expense. However, a simplified field analysis tool used as an objective function 
in a suitable optimization procedure sufficiently reduces the computational expense. An algorithm for very large scale optimal 
design, denoted SAOi, is applied. The algorithm is based on sequential approximate optimization and exploits some of the 
advantages of quadratic approximations while minimizing storage requirements. This algorithm proves attractive for the present 
problem where the design variables are large and the constraints outnumber the design variables. The procedure is applied to 
redesign the PS10 field with an improvement of 1.2% in annual intercepted energy. The research presented herein shows how 
heliostat placement can be done with each heliostat location as a separate design variable resulting in wholly optimal field 
placements. 
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1. Introduction 
The design of central receiver-type concentrating solar power plants requires a design of the heliostat field. Since 
the heliostat field contributes significantly to the overall cost of the plant it is highly beneficial to ensure that the 
field layout is the most optimal at collecting energy from the sun. For this reason, among others, heliostat field 
optimization remains an active research field.  
Heliostat field optimization is generally performed by using one of two methods. The first method is the growth 
method, applied by Sánchez and Romero [1], whereby heliostats are added one by one to the best positions of the 
field until the field reaches a size that is able to meet the system requirements. The field is analyzed after each 
addition to the field using an analysis tool to determine the next best position to place a heliostat. 
The second method is the pattern method. In this method the heliostat field layout is described by a small number 
of parameters that define a particular pattern. These parameters are optimized to give the best adaptation of the 
pattern to the system requirements. While this optimization method does ensure that the pattern parameters are 
optimal, Buck [2] has shown that the field is not necessarily optimal. Buck achieved improvements of 0.4% in 
intercepted power at design point and 0.7% in annual intercepted energy on the PS10 field.  
For this reason, a third, less common method, the free variable method, seems attractive to explore. This method 
follows a more classical optimization approach. Each heliostat in the field is assigned a location. An analysis tool is 
used to evaluate the performance of the field. Then, through successive iterations of sensitivity computations and 
field analyses, heliostats are allowed to gravitate freely to points which produce an optimal overall field 
performance. Since the number of variables and constraints that this method requires is relatively large, a 
constrained gradient-based optimization algorithm is applied. This is the method will be explored herein. 
The paper is organized as follows. A description of the optimization problem is presented. The optimization 
method is then described highlighting the advantages and disadvantages of the method. A description of the 
optimization algorithm used is presented. Thereafter examples of the application of this method are described, 
including a redesign of the PS10 field. Finally conclusions regarding the method are presented. 
 
Nomenclature 
Latin letters 
A heliostat area 
a length of heliostat diagonal 
E direct normal irradiation 
I intercepted energy 
m number of heliostats 
n number of design variables 
x heliostat field co-ordinates vector 
x, y field co-ordinates 
T transpose 
 
Greek letters 
ηa atmospheric attenuation efficiency 
ηb blocking efficiency 
ηc  cosine efficiency 
ηsp  spillage efficiency 
ηs  shading efficiency 
 
Subscripts 
i, j heliostat or variable number 
h hour 
T tower 
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2. The optimization problem 
For optimization, an expression of a function of the design variables is required along with the objective to be 
attained by the optimal values of the variables [3]. In heliostat field optimization, the function may be, among other 
things, an expression of the total intercepted energy at the receiver aperture and the objective may be to maximize 
this energy. The intercepted energy at the receiver is equal to the direct normal irradiation (DNI) energy available at 
each hour multiplied by the effective area of the heliostats [4]. Thus, at each hour, the intercepted energy may be 
expressed as follows: 
 
(1) 
 
The effective area of each heliostat is reduced by its optical losses. The effective area of each heliostat can therefore 
be expressed as follows: 
 
(2) 
 
The effective area in equation (1) then is the sum-total of the effective area of each heliostat. 
Optical losses experienced by heliostats include cosine, atmospheric attenuation, spillage, blocking and shading. 
Since the orientation of each heliostat changes throughout every hour the year each of these losses differs from hour 
to hour as the year progresses. The available DNI at each hour of the year also differs from hour to hour. Thus, the 
total intercepted energy that can be collected by a field over the course of a year can be expressed as follows: 
 
 
  (3)  
 
 
The optical losses of the heliostats may be expressed as efficiency terms [5]. The efficiency term indicates the 
ratio of effective heliostat area as a result of the optical loss to total heliostat area. Thus, the effective area of a 
heliostat in equation (3) may be expressed as the area of the heliostat multiplied by the product of each of the optical 
efficiencies. Equation (2) then becomes: 
 
(4) 
 
Cosine, blocking and shading losses are dependent on both the location of the heliostat within the field and the 
hour of the year. Assuming that atmospheric attenuation and spillage are dependent only on the location of the 
heliostat within the field [1] and that all heliostats in the field have the same area, the annual intercepted efficiency 
can be stated as follows by substituting equation (4) into equation (3): 
 
 
      (5) 
 
 
Since each of these efficiencies is dependent on the location of each heliostat within the field relative to the 
tower, the annual intercepted energy is a function of the co-ordinates of the heliostats. Expressions for these 
efficiencies in terms of their co-ordinates in relation to the tower can be obtained from the literature such as [4] and 
[5], as well as by geometric analysis of the field. The expressions vary depending on other plant characteristics such 
as the receiver type and heliostat shape. Stated as a function of the design variables, the annual intercepted energy 
may be expressed as follows: 
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(6) 
 
 
The reason for the negatives will be clarified in a subsequent section. To evaluate the annual intercepted energy 
of a field the function requires as input the vector x. This vector contains the x and y values of the heliostats’ 
positions within the field. Thus, for a field with m heliostats, x has n = 2m dimensions. Other plant characteristics 
such as tower height, receiver size or aperture area, receiver inclination etc. may also be added to the input vector as 
design variables. Each added plant characteristic will increase the variable count by 1. Thus, with say 3 more design 
variables, x will have 2m+3 dimensions. In the present model, these other plant characteristics have not been 
included; only the heliostat locations have been used as design variables.   
For a pattern method of optimization the vector x is itself a function of the parameters that define the pattern [2] 
and is, therefore, dependent on them. During optimization, from iteration to iteration, only the pattern variables are 
altered. Altered pattern parameters produce different x and y values in the vector x. Intercepted energy then, in 
effect, becomes a function of the pattern parameters. The objective then of the optimization is to determine the 
optimum values for these pattern parameters. Optimum pattern parameters define an optimum input vector x which 
then is the optimal adaptation of the pattern for the problem. The resulting vector x delivers the best value for the 
function that can be obtained by that pattern. As Buck [2] has pointed out and as will be shown here, this resulting 
field may not necessarily be optimal in terms of individual heliostat locations.  
For the optimization method used herein, a free or non-restricted method similar to what is presented by Buck [2] 
is applied. That is, the vector x is completely independent. This is done so that optimal values for individual 
heliostat locations may be obtained. Each of the x and y values contained in the vector are considered design 
variables and, thus, may be varied independently from iteration to iteration to determine the optimal location of each 
heliostat within the field for maximum annual intercepted energy. This means that the number of design variables in 
the optimization is extremely large compared to, say, the pattern method. 
Evaluation of the function in equation (6) from iteration to iteration can be done by constructing a computer 
script which evaluates each of the efficiencies given the vector x. Such a script was constructed in FORTRAN for 
the present problem. Evaluations can also be done using a ray tracer [6]. However, due to the computational expense 
of ray tracing, this is discouraged in field optimization [5]. 
2.1. Constraints 
Essentially, there are two constraints that need to be considered in the optimization. Stated in plain terms, the two 
constraints are as follows:  
x Each heliostat must be a certain minimum distance from the next heliostat to prevent collision between the 
heliostat surfaces during operation 
x Each heliostat must be a certain minimum distance from the central receiver tower to prevent collision between 
the heliostats and the receiver tower 
  
Though these constraints are two in essence, both need to be applied to every heliostat. Thus, for m heliostats, the 
actual number of constraints is, for the first constraint: 
 
      (7) 
 
and for the second: 
 
(8) 
 
giving a total of: 
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The subtraction by m in equation (7) is to exclude the heliostat being evaluated. That is, a heliostat must be a 
certain minimum distance from every other heliostat, itself excluded. The division by 2 is due to the fact that only 
one permutation of this constraint is needed. In other words, the distance from heliostat 1 to heliostat 2 is the same 
as the distance from heliostat 2 to heliostat 1. 
The minimum distance that each heliostat must be from every other heliostat as well as from the tower can be 
taken as the length of the diagonal of the heliostat surface. This will ensure that heliostats do not interfere with each 
other during operation. Thus the constraints can be expressed as follows. For the first constraint: 
 
  
 
or 
 
(10) 
 
and for the second constraint: 
 
  
 
or 
 
(11) 
 
It has been found necessary to include all the constraints represented by equation (10). If some of these 
constraints are not applied, for example, to heliostats on opposite ends of the starting field, it has been found that 
these heliostats may gravitate towards each other during optimization resulting in an infeasible field layout.  
This is a large number of constraints. Pattern methods have these constraints implicit in their definition. Thus, in 
the optimization of a pattern, these constraints are redundant. Other constraints may also be added to these, for 
example, to make provision for roads. Each additional requirement will raise the constraint count by m. 
Due to the large number of variables and constraints it is vital to select an appropriate optimization method for 
the problem. 
3. Optimization method 
3.1. A gradient-based method 
The problem model presented above is cast as an inequality constrained nonlinear optimization problem PNLP of 
the form: 
 
 
 
     (12) 
 
 
 
where f0(x) is a real valued scalar objective function and fj(x), j=1,2,…,w are w inequality constraint functions. f0(x) 
and fj(x) depend on the n real (design) variables x = {x1,x2,…,xn}T א Χ ؿ Rn, which define the xi,l and xi,u respectively 
as the lower and upper bounds on variable xi. Note that in the problem, x1,x2,…,xm are the x values of the positions of 
each of the heliostats and xm+1,xm+2,…,xn are the y values. Also, the objective is to minimize the function, hence the 
negative in equation (6). We seek to minimize the function f(x) in the optimization, thus maximizing the annual 
intercepted energy. The constraint functions fj(x) j=1,2,…,w are known to be differentiable using either finite 
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differences, or preferably, automatic differentiation. Second order information is not required, since we use 
approximate diagonal Hessian information. 
We also know that f0 and fj require a fairly expensive computational simulation. In addition, we know that the 
number of design variables and constraints are fairly high. This effectively disqualifies zeroth-order methods such as 
the random search or grid methods [3], which would be more suited to the pattern optimization method.  
 Recently, Groenwold et al. [7] have proposed to use diagonal quadratic approximations to approximations based 
on arbitrary (albeit separable) intervening variables, rather than an approximation based on a specific intermediate 
variable. These formulations have the advantage that a single dual statement may be used to capture the essence of 
the arbitrary intermediate variables considered. Only diagonal Hessian information is required. In addition, since the 
approximations are (diagonal) quadratic, they may easily be transformed into quadratic programs (QPs) which are 
then amenable to treatment by high-quality existing solvers [8,9].   
3.2. The SAOi Algorithm 
Algorithm SAOi implements a sequential approximate optimization as a solution strategy for the problem stated 
in equation (12). Departing from diagonal quadratic function approximations, SAOi constructs successive 
approximate sub-problems P[k], k = 1,2,3,… at successive iteration points x{k}, that are inexpensive to evaluate. The 
solution of sub-problem P[k] is denoted x{k*} א Rn, to be obtained using a suitable continuous programming method. 
The minimizer of sub-problem P[k] is x{k*}, candidate to become the starting point x{k+1} for the subsequent 
approximate sub-problem P[k+1]. The approximations and sub-problems considered in algorithm SAOi are 
summarized in the following subsections.  
3.2.1. Diagonal quadratic approximations 
 
SAOi constructs diagonal approximations f(x) to the objective function f0(x) and all the constraint functions fj(x) 
as 
 
 
(13)  
 
 
 
with fj{k} = fj(x{k}) and c2i,j{k} the approximate second order diagonal Hessian terms or curvatures. To ensure strict 
convexity of each and every sub-problem P[k] to be considered, we will invariably enforce 
 
 
 
 
 
with the ò j, j = 1,2,…,w prescribed and ‘small’ (or zero). In other words, the approximate objective function f0 is 
strictly convex, while the approximate constraint functions fj(x), j = 1,2,…,w are convex or strictly convex. Non-
convex problems are approximated using a sequence of convex sub-problems, since non-convex sub-problems have 
no unique solution. This is quite common; the algorithm resides in the so-called class of sequential convex 
programming (SCP) algorithms. 
3.2.2. Estimating the higher order curvatures 
 
Key to algorithm SAOi is to obtain approximate higher order curvatures c2i,j{k} without the user providing, or the 
algorithm storing, explicit second order information. There are many possibilities for doing this, including the use of 
finite differences for estimating the diagonal Hessian terms only, and quazi-Cauchy-updates updates [10], etc. 
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The simplest possible strategy arguably is to construct a spherical quadratic approximation by selecting  
c2i,j{k} į c2,j{k}׊ i. This requires the determination of the single unknown c2,j{k}, easily obtained by (for example) 
enforcing the condition 
 
 
 
See [7] for details. 
3.2.3. Algorithm 
 
Let k represent an outer iteration counter. Then, using either a dual sub-problems or a QP sub-problem based on 
equation (13), SAOi proceeds as follows. For the sake of brevity and ease, the presentation is superficial; interested 
readers are referred to the cited literature for details. 
 
1. Initialization: Set k = 0. 
2. Simulation and sensitivity analysis: Compute fj(x{0}), ׏fj(x{0}), j = 0,1,2,…,w. 
3. Construct the approximations: Reinitialize inner-loop specific parameters, and then construct the approximate 
functions fj(x) at x{k} j = 0,1,2,…,w. 
4. Approximate optimization: Construct a local approximate sub-problem based on equation (13). Solve the sub-
problem to arrive at (x{k*}, λ{k*}), where λ{k*} are the Lagrangian multipliers. 
5. Simulation analysis: Compute fj(x{k*}), j = 0,1,2,…,w. 
6. Test if x{k*} is acceptable: If satisfied, GOTO Step 8; else CONTINUE. 
7. Effect an inner loop: Adjust sub-problem [k] such that the likeliness of arriving at an acceptable solution x{k*} 
increases. GOTO Step 4.  
8. Move to the new iterate: Set x{k+1} := x{k*}. 
9. Test for convergence: If satisfied, STOP; else CONTINUE. 
10. Simulation sensitivity analysis: Compute ׏fj(x{k+1}), j = 0,1,2,…,w. 
11. Initiate a new outer loop: Set k := k+1 and GOTO Step 3. 
 
It is more precise to use the notation x{k,l}, with l an inner iteration counter, rather than x{k}. The latter however is 
retained for the sake of brevity, and the meaning, at least, is clear.  
Step 6 provides the mechanism for global convergence. That is, the solution x{k*} to sub-problem [k] is only 
accepted to become the new iterate x{k+1} if sufficient improvement is realized. Typically this improvement is 
expressed in terms of a merit function, or in terms of a filter Pareto front, balancing the contribution of objective 
function and constraint violation. If the candidate iterate happens to be unacceptable, sub-problem [k] is adjusted 
and re-solved. The adjustment of the sub-problem should be such that it becomes more likely that the solution to the 
adjusted sub-problem will pass the acceptability test. A well-known approach to effect this, is to include trust region 
constraints in the sub-problem, and to subsequently reduce the trust region in case of failure of the acceptability test. 
In the optimization of the present problem we provide for a filter-based trust-region strategy (see [11] for details) 
and other mechanisms for effecting global convergence of the sequential approximate optimization loop. 
4. Hypothetical test case 
The optimization method presented was applied in a small hypothetical test case of 400 heliostats in a 1600m2 
field. To reduce computational effort, the number days of the year evaluated by the computer script of equation (6) 
was reduced to 12 typical days as recommended by Duffie and Beckman [12]. Also, only the daylight hours were 
used—further reducing the computational effort—resulting in a total of 192 hours. Table 1 gives the specifications 
of the case. 
 
{ 1} { 1}( ) ( )k kjjf f
  x x
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Table 1. Test case specifications. 
Location  Heliostats  Receiver  
Latitude 28°26'S Count 400 Tower height 15m 
Longitude 21°15'E Height 1m Receiver type Cylindrical 
Site length 40m Width 1m Diameter 3m 
Site width 40m Geometry Flat Height 3m 
    Co-ordinates (20,0) 
 
Table 2 gives a summary of the results obtained. The results show improvements from the random field. For this 
case, the initial field was already fairly dense, with a land to aperture ratio of 4:1, thus the improvements are not 
phenomenal, though they are pleasing. The optimization converged after 100 iterations and 39 hours. A large 
proportion, nearly 70%, of this time was spent in gradient evaluations. This is because the analysis tool used was not 
automatically differentiable and required finite difference calculations for gradient evaluations. 
Table 2. Hypothetical test case results. 
Field Annual Intercepted Energy [MWh] 
Random Field 727 
Optimized Field 866 
 
Figure 1 shows the heliostat locations before and after optimization. It is interesting to note the pattern produced 
by the optimization. The pattern resembles the arrangement of the petals of a sunflower. Due to the site size 
limitations, heliostats at the base of the tower are rather close to the tower, yet are not close enough for collision 
during operation. 
 
 
Fig. 1. (a) random field; (b) optimized field. 
5. PS10 redesign 
The PS10 field layout was redesigned using the above optimization method. The optimization was performed in 
two ways. In each case the starting point of the optimization was different. In the one case, the original PS10 field 
was used as the starting point. In the other, a random field was used.  
Optimization was not completed at the time of the present evaluation, but had reached 120 iterations. Iterations 
required, on average, 1 hour each.  
 The input values for the PS10 optimization (based upon information from Noone et al. [13] and reasonable 
assumptions) are summarized in Table 3. 
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 Table 3. PS10 heliostat field data. 
Location  Heliostats  Receiver  
Latitude 37°26'N Count 624 Tower height 115m 
Longitude 6°15'W Height 10m Aperture width 14m 
Site length 800m Width 12m Type Cavity 
Site width 800m Geometry Curved Tilt 18° 
 
The results of the optimization are summarized in Table 4. The Kuhn-Tucker residuals [3] at 120 iterations were 
still fairly large—8.3 for the PS10 original field start and 1.7 for the random start—indicating that substantial 
improvements are still possible. The results indicate an improvement of 1.2% on the original PS10 field in annual 
intercepted energy as well as a field improved from a random start performing 0.2% better than the original PS10 
field.  
Table 4. PS10 redesign results. 
Field Annual Intercepted 
Energy  
Intercepted Power at 
Design Point  
Mean Optical 
Efficiency 
 [GWh] [MW]  
Random Field 92.3 38.7 52.6% 
Improved Random Field 
Original PS10 Field 
Improved PS10 Field 
111.2 
111.0 
112.3 
47.0 
47.6 
48.4 
63.4% 
63.3% 
64.0% 
 
Figure 2 shows the PS10 field before and after the 120 iterations of the optimization process. Figure 3 shows the 
random field with the same specifications as PS10 and the improved random field after 120 iterations of the 
optimization process. Note that these are not converged results. However, with additional iterations further 
improvements are to be expected. The improvements in the intercepted energy would result in higher revenues for 
the plant with little or no change in the operation and maintenance costs of the plant. 
 
 
Fig. 2. (a) original PS10 field; (b) improved field. 
1438   S.L. Lutchman et al. /  Energy Procedia  49 ( 2014 )  1429 – 1438 
 
Fig. 3. (a) random field; (b) improved field. 
6. Conclusion 
It has been demonstrated that heliostat field placement independent of a pattern can produce fields with 
performance levels comparable to pattern designs. It has also been demonstrated that this method of optimization, 
the free variable method, can improve on existing optimized patterns. This is of significant value owing to the 
substantial impact of the heliostat field to the overall cost of the central receiver plant. The free variable method 
requires a large number of design variables and constraints. These are adequately dealt with the algorithm SAOi.  
Acknowledgements 
The authors are grateful to the Eskom Power Plant Engineering Institute (EPPEI) for financial and organizational 
support in this research. 
References 
[1] Sánchez M, Romero M. Methodology for generation of heliostat field layout in central receiver systems based on yearly normalized energy 
surfaces. Solar Energy, vol. 80, no. 7, p. 861-874; July 2006. 
[2] Buck R. Heliostat field layout using non-restricted optimization. SolarPACES 2012, 11-14 Sept. 2012, Marrakech, Morocco; 2012. 
[3] Rao SS. Engineering Optimization: Theory and Practice. 4th ed. New Jersey: John Wiley & Sons, Inc.; 2009. 
[4] Leonardi E. D’Aguanno B. CRS2-4: A numerical code for the calculation of the solar power collected in a central receiver system. Energy, 
vol. 36, no. 8. 2011. p. 4828-4837 
[5] Noone CJ, Torrilhon M, Mitsos A. Heliostat field optimization: A new computationally efficient model and biomimetic layout. Solar Energy, 
vol. 86, no. 2. February 2012. p. 792-803 
[6] Bode S, Gauché P. Review of optical software for use in concentrating solar power systems. SASEC, 21-23 May 2012, South Africa; 2012. 
[7] Groenwold AA, Etman LFP, Wood D. Approximate approximations for SAO. Structural and Multidisciplinary Optimization, no. 41. 2010. p. 
39-56 
[8] Etman LFP, Groenwold AA, Rooda J. On diagonal QP subproblems for sequential approximate optimization. In: Proc. Eighth World 
Congress on Structural and Multidisciplinary Optimization, paper 1065. Lisboa, Portugal; 2009. 
[9] Etman LFP, Groenwold AA, Rooda J. First-order sequential convex programming using approximate diagonal QP subproblems. Structural 
and Multidisciplinary Optimization, no. 45. 2012. p. 479-488 
[10] Duysinx P, Zhang W, Fleury C, Nguyen V, Haubruge S. A new separable approximation scheme for topological problems and optimization 
problems characterized by a large number of design variables. In: Ollhoff N, Rozvany G (eds) Proc. First World Congress on Structural 
Multidisciplinary Optimization. Goslar, Germany; 1995. p. 1-8 
[11] Groenwold AA, Etman LFP. On the conditional acceptance of iterates in SAO algorithms based on convex separable approximations. 
Structural and Multidisciplinary Optimization, no. 38. 2010. p. 415-421 
[12] Duffie JA, Beckman WA. Solar Engineering of Thermal Processes. 3rd ed. New Jersey: John Wiley & Sons, Inc.; 2006. 
[13] SolarPACES. PS10. www.solarpaces.org/Tasks/Task1/ps10.htm. Accessed 27 June 2012. 
