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The ﬁeld of computer supported cooperative work aims at providing information technolo-
gy models, methods, and tools that assist individuals to cooperate. The presented paper is
based on three main observations from literature. First, one of the problems in utilizing
information technology for cooperation is to identify the relevance of information, called
awareness. Second, research in computer supported cooperative work proposes the use of
agent technologies to aid individuals to maintain their awareness. Third, literature lacks the
formalized methods on how software agents can identify awareness. This paper addresses
the problem of awareness identiﬁcation. The main contribution of this paper is to propose
and evaluate a formalized structure, called Policy-based Awareness Management (PAM).
PAM extends the logic of general awareness in order to identify relevance of information.
PAM formalizes existing policies into Directory Enabled Networks-next generation structure
and uses them as a source for awareness identiﬁcation. The formalism is demonstrated by
applying PAM to the space shuttle Columbia disaster occurred in 2003. The paper also
argues that eﬃcacy and cost-eﬃciency of the logic of general awareness will be increased
by PAM. This is evaluated by simulation of hypothetical scenarios as well as a case study.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In a time when information technologies (IT) are increasingly involving in the people’s lives, cooperative environments
need to adapt themselves to the new approaches in cooperation. The evolution of cooperative environments has been
marked by the emphasis given to methods on how to utilize intelligent IT tools to enhance cooperation among participants.
In order to enhance cooperation, computer supported cooperative work (CSCW) proposes the use of awareness, while it
is deﬁned as the understanding of information relevant to one’s goals [1–4]. Daneshgar and Wang [1] state that there is
currently no deﬁnitive method to identify such awareness.
CSCW has, recently, evolved to embrace complexity-based paradigm [5]. This paradigm replaces deterministic perspec-
tives of the internal and external views of systems by agency principles [6]. The agency principles emphasize on the role
of individuals in a system. Zacarias et al. [5] deﬁne agency relationship as interactions between individuals and software
agents to perform tasks on individuals’ behalf. Much research proposes use of agents to aid individuals maintaining their
awareness [7,8]. In this paper, we employ intelligent agents to assist individuals in awareness identiﬁcation.
The motivation of this research is explained by the space shuttle Columbia disaster, US, 2003, which also goes through
the paper and demonstrates the proof of concepts. The paper aims at two main contributions. First, it proposes a formalized
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Comparison of awareness deﬁnitions.
Awareness type Deﬁnition About
artifact
About
people
About
activity
About
context
Workspace awareness [21] Up-to-the-minutes information about the
existence of entities in a shared workspace
× ×
Common-sense awareness [3] General sense of who is around and what does
belong to them
× ×
Group awareness [3] Understanding of people in the group, their
responsibilities, and their status
× ×
Social awareness [22] Information about presence of people and
their activities
× × ×
Context awareness [23] Non-ignorance of an internal or external entity
that causes change in a situation
× × × ×
structure, called Policy-based Awareness Management (PAM), which enables software agents to identify relevance of
information. In order to do so, this paper extends the logic of general awareness [9–11] and uses a given set of policies
as a source of awareness. PAM formalizes policies in Directory Enabled Networks-next generation (DEN-ng) structure [12].
Second, the paper evaluates cost-eﬃciency and eﬃcacy of PAM in a triangulation [13] of two simulation studies: (I) sim-
ulations with hypothetical example scenarios, and (II) simulations with a scenarios found in the case study of wireless
communication systems at St. Olavs Hospital, Trondheim University Hospital, Norway.
The paper is organized in the following way: Section 2 describes analyzing the space shuttle Columbia disaster in the US
in 2003. Section 3 presents a background and related work. Section 4 presents the PAM framework for modeling awareness
in policy-based agent systems. Section 5 presents a three-step process to create awareness of agents based on policies.
Section 6 presents the evaluation of PAM in both lab-base simulations and case study. Section 8 discusses the implications
and limitations of PAM. Section 8 concludes the paper.
2. Demonstrative case
The following scenario took place during the re-entry of space shuttle Columbia to the earth atmosphere over Texas, USA
on February 1, 2003. The disaster was disintegration of the shuttle that claimed the lives of all seven of its crew.
In the space shuttle Columbia ﬂight in 2003, very soon after launch, a part of temporal protection system broke and
shuttle began to shake [14]. In the time, the NASA engineering team had only very low resolution pictures of the shuttle’s
situation. Therefore, they recognized two possible causes for the shakes in the shuttle. The shakes could be caused by the
shuttle turning around for the re-entry to the atmosphere or it could be caused by damage to the temporal protection
system (TPS). Therefore, the NASA engineering team requested high-resolution imaging [15]. Unfortunately, all of the sud-
den, the NASA management declared the shakes as a turnaround issue and ignored the request of the engineering team.
Therefore, the relation between the possible damage to the TPS and the shakes was not considered [15].
Had NASA recognized the relevance of the damage in the TPS, they would have requested high-resolution imaging from
DoD to ﬁnd out whether there is damage or not. There would also have been a procedure by spacewalk for repairing the
damage [15]. At the time, there were policy guidelines [16] in NASA stating that when an aircraft experiences unusual
shakes, if there is any TPS damage, the spacewalk procedure must be granted. Although the capability and the guidelines
were available, the NASA management team did not recognize the relevance of information, which led to deny the image
request and accordingly the disaster [14].
The concept of awareness in CSCW is deﬁned for such situations when we need to recognize the relevance of information.
One of the challenging questions is how to recognize awareness or in the other words, how the NASA management could
have recognized the relevance of the TPS damage to the shakes in the shuttle.
Prior research has proposed that agents can be used to assist individuals in obtaining awareness. In this paper, we employ
intelligent software agents and propose a step-wised process to identify awareness based on a given set of policies, called
Policy-based Awareness Management (PAM).
3. Background and related work
The comprehensive literature reviews on awareness in CSCW appear in [17–20]. In brief, literature discerns ﬁve types of
awareness as it explained in Table 1. As it is shown in the table the context awareness covers the other types of awareness
in terms of the type of information that it addresses. Such awareness is highly contextual and cannot be addressed by the
other types of awareness [18]. Ray et al. [4] deﬁne context awareness as an understanding of relevant information that is
required for an individual. In this deﬁnition, although, the notation of context awareness shows the relevance of information,
it does not refer to the knowledge about the information [18]. Our concept of awareness is most closely related to context
awareness.
There are bodies of work in application of information technology in cooperative environments that propose the agent
technology to aid roles maintaining their awareness [7,8]. Research in intelligent agents has been interested in the natural
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questing imaging from DoD, a3: understanding that DoD sent the images to the engineering team. a4: announcing no TPS damage. a5: granting spacewalk
rescue procedure.
semantics for awareness as a mental attitude. The classical approach is the possible-worlds model in which a situation can
be considered possible in addition to true or false [24]. In the following, we explain the problem of logical omniscience and
perfect reasoning in the possible-world model.
3.1. The problem of logical omniscience and perfect reasoning
The possible-worlds model provides an intuitive semantics for mental attitudes of agents [25], but it also commits us to
logical omniscience and perfect reasoning: (1) the agent is omniscient, i.e. it knows all the valid formulas; (2) the agent is
a perfect reasoner, i.e. if the agent knows p and knows that p implies q, it knows q. This is clearly an idealization. In real
life, we only know a certain sub-set of valid formulas, we only know the relevant formulas. In the following we ﬁrst show
these problems via the space shuttle Columbia disaster and then we address the approaches available in the literature for
these problems. Due to the space limitation, we only discuss the awareness approach as it is foundation of this research.
3.1.1. Logical omniscience and perfect reasoning in space shuttle Columbia disaster
As an example, Fig. 1 shows the world for the mental states of NASA management. The nodes represent the situations.
The arrows going into the nodes represent what event occurred in each of these situations. The lines between different
worlds represent actions that the NASA management could take to change the situation. The detailed speciﬁcation of this
diagram will be discussed in Section 4.
While being in the situation s1, although the TPS on the left wing of the space shuttle had damage, NASA management
did not know it, i.e. logical omniscience. In the same time, although the policy guideline was available to initiate a spacewalk
procedure, NASA management did not consider it relevant to the situation, i.e. perfect reasoning.
3.1.2. Dealing with logical omniscience and perfect reasoning
There are several approaches to represent logical omniscience and perfect reasoning, including the algorithmic approach,
syntactic approach, impossible worlds approach, and the awareness approach. Readers are advised to refer [26]. However,
Halpern and Pucella [26] claim that the above approaches are equi-expressive and in practice, there may be a natural
interpretation for each of these approaches, which makes the pragmatic approach as the selective criteria. Looking at the
deﬁnition of awareness and the nature of space shuttle Columbia disaster, our problem matches with awareness approach.
On the awareness approach, e.g. the logic of general awareness [9–11], the essential idea is relevance of knowledge.
Under the possible-worlds interpretation, a valid sentence and its consequences are true at every world that the agent
considers possible. However, a known sentence and its known consequences may or may not be relevant. Therefore, in
the logic of general awareness, an agent implicitly knows all the valid sentences, but it changes its implicit knowledge to
the explicit knowledge if and only if, the agent is aware of the sentence. Sillari [11] deﬁnes awareness of a propositional
sentence as the relevance of that sentence to a situation. Therefore, the notation of awareness does not refer to validity of
a sentence. Regardless that a sentence is valid or not, an agent becomes of aware of sentence if and only if it identiﬁes
the relevance of the sentence to the situation. Halpern and Pucella [26] argue that with the awareness approach we must
explain how awareness can be obtained. In the other words, how agents identify the relevance of information to a given
situation. Policy-based Awareness Management (PAM) is an extension to the logic of general awareness and uses policies as
a source for identifying and obtaining awareness.
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The objective of the PAM framework is to set a foundation consisting of different ideas borrowed from literature. The
framework is supported by different deﬁnitions given in [9,11,26–28].
4.1. Informal semantics: Intuitions
We consider a system involved with different agents. These agents are being run in the same system, although they
have their own model of the world. We model the world using a temporal tree [29] with a single pat and multiple futures.
This structure is called branching-time model of the world. An example of branching-time model is given in Fig. 1. A speciﬁc
time-point in a speciﬁc world is called situation. In Fig. 1, situations are presented by blue circles. Situations present the
different circumstances in the world. Once an agent perceives a change, it goes from a situation to the other and holds the
new situations.
Events are also ways by which we classify any change in the system. However, these changes do not necessarily change
the agent’s situation in its world. In fact, an agent might change its situation while another one might be apathetic about
the event. Therefore, the event itself is very cognitive in nature. That is, the agents involved in the system treat the events
in different ways depending on their mental attitude in the situation that they receive the event. The difference between
events and situations to express a change is clear when we say an event occurs or is received but we say a situation is hold.
That is, in events the agent seeks a way of reacting to the circumstances while situations are more informatics about the
different true or false propositions. In a world, there are a set of events that they have been received and an agent has also
a queue of received events.
Actions transform one situation into another. Actions here are primitive, meaning that they are performable directly by
the agent who does the action. A primitive event uniquely determines the next situation in the branching-time model.
Therefore, an action is deﬁned as a connection between two different situations. Having been transformed from a situation
to another one, the agent takes the action as a done action in the destination situation.
The branches in the world or in the other words actions emanating from a situation – can be viewed as representing the
choices available to the agent at each situation. For example, if there are two possible actions for an agent, then there are
two different situations for this agent to go. In fact, an action equals to another action if and only if it connects the same
situations.
The system consists of a set of variables and a deﬁned set of domain values that can be assigned to the variables.
Situations are expressed by different propositional sentences, which can be true or false in each situation. Each proposition
consists of a set of variables while in each situation there is a deﬁned assignment of values to the variables. The interpreter
calculates truth or falsity of a proposition in a situation considering the value of variables that the proposition has.
We use formalism similar to Computation Tree Logic (CTL) [30]. We evaluate a formula representing a proposition in two
different ways: (1) in a speciﬁc situation in the branching-time model, (2) in a path, in the branching-time model. We use
the model operators of CTL, inevitable and optional. The modal operator inevitable is to be true of a formula at a particular
situation if and only if the formula is true of all paths starting from that situation. The operator optional is true for a formula
at a particular situation in a branching-time model if it is true of at least in one path starting from that situation. We also
apply the standard temporal operators ◦ (next), ♦ (eventually) and Until. They are deﬁned respectively as the formula is
true in the next situation, or ﬁnally in a situation, or it is true until another formula becomes true. The modal and the
standard operators can be combined in various ways to describe the available choices to the agent.
An agent implicitly knows a proposition if and only if the truth or falsity of the proposition is available for the agent.
In the other word, being in the situation, the interpreter can calculate the value of the proposition based on the valued
variables that the propositions need to be identiﬁed as a valid formula or invalid one. The agent implicitly knows all the
valid propositions and accordingly, implicitly does not know all the invalid propositions. An agent is aware of a proposition
if and only if it takes it relevant. An agent explicitly knows a proposition, if and only if it is aware of the proposition and
it has implicit knowledge to that [9–11]. The question is still remained that how we calculate the awareness [26]. This is
addressed, in this paper, by using policy rules.
Policy has long been the topic of interest in network management. However the most of the work have been done in
security issues [31]. PAM has borrowed its policy structure from Directory Enabled Networks-next generation (DEN-ng) [12],
where a meta-model to implement awareness with policies is given. However DEN-ng does not address the use of policies
to identify and obtain awareness, this is proposed by PAM. DEN-ng advises that a policy is a composition of different policy
rules, where each rule is deﬁned as an inherence of a propositional sentence with “event-condition-action” semantics. The
semantics is such that a rule is triggered when an event occurs. When the condition clause is satisﬁed, then the modality of
action will be applied which may or may not result in executing the action. Twidle et al. [32] deﬁne modalities of actions
applied in policy rules such as permitting, forbidding, requiring and deterring. Therefore, policy rules can be deﬁned as any
of these four types. Deﬁning policy rules as an inherence of proposition gives the agent the opportunity to take a policy
rule applicable in a world, if and only if it the agent implicitly knows the policy rule is true. This means the policy rule in
that particular world is a true proposition. This idea has been borrowed from [33].
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In this section, we form a set of formal deﬁnitions building a logical framework for policy-based awareness in PAM. The
PAM framework is supported by different deﬁnitions in the literature. In the following, the basic deﬁnitions are given.
Deﬁnition 1. A model M of a system with agents 0,1, . . . ,n is a tuple M= (M0,M1, . . . ,Mn).
Deﬁnition 2. A model Mi of agent i from the system is deﬁned to be a tuple, Mi = (W , T , S, E, V , D,U ,π ≺, I, Ai,≺Donei ,
EReceivedi , P ). W is a set of the worlds. T is a set of time-points. Therefore, possible situations in a world w ∈ W at the
time t ∈ T are represented by wt ⊆ W × T which is wt = {st0 , st1 , . . .}. In fact, S = W × T . E is a set of events. V is the
set of variables, and D is the set of domain values that can be assigned to the variables. U is a set of formulas while
each of which represents a propositional sentence. U is closed under ∧ and ¬, ≺ is a binary relationship on situations
that represents a set of actions. As such, st′ describes the situation next after st , if and only if there exists an action
a = (st, st′ ) ∈ ≺. A sequence of actions, i.e. ((st , st+1), . . . , (st+ε−1, st+ε)) is called path with the length of ε, which we show
it as (st , st+ε). The assignment function π is a relation that maps a variable in a situation to a domain value. More formally,
π ∈ V × S × D . In a situation st , for ν ∈ V and d ∈ D , we write πνst = d. The interpreter I maps a formula from U to a set
of true-sets. A true-set for a formula is a set of valued variables that makes the formula true, regardless of the situation.
Therefore a formula can be written as ϕ(ν0, . . . , νr) ∈ U while Iϕ shows the true-set for ϕ . The relation awareness of agent
i maps the situation to a sub-set of U . More formally, Ai ∈ S × {ϕ: ϕ ∈ U }. The relation done-action of agent i maps the
situation to a sub-set of ≺. Therefore, ≺Donei ∈ W × T × {a ∈ ≺}. In a situation, the relation received-event of agent i maps
the situation to a sub-set of E . As such, EReceivedi ∈ S × {e ∈ E}. P is a set of policy rules.
Deﬁnition 3. A world w ∈ W is a tuple, w = (Tw , Sw ,≺w , Ew , Pw). In the world w , Tw ∈ T is a set of time-points, Sw ∈ S
is a set of situations, ≺w ∈ ≺ is a set of actions, Ew ∈ E is a set of events. Pw ∈ P is a set of policy rules.
Deﬁnition 4. Consider the model M; the satisﬁability relations are deﬁned as below:
(M, st)  ϕ(x1, . . . , xr) iff
(
π
νi
st , . . . ,π
νr
st
) ∈ Iϕ, (1)
(M, st) ¬ϕ iff (M, st)  ϕ, (2)
(M, st)  ϕ ∧ ψ iff (M, st)  ϕ and (M, st) ψ, (3)
(M, st)  Kiϕ iff (M, st)  ϕ. (4)
Therefore, from (4), we can say Kiϕ ↔ ϕ . Provided (3) and (4), we also can conclude Ki(ϕ ∧ ψ) ↔ Kiϕ ∧ Kiψ ,
(M, st)  Aiϕ iff ϕ ∈ Asti , (5)
(M, st)  Xiϕ iff (M, st)  Kiϕ ∧ Aiϕ, (6)
(M, st) ≺i a iff a ∈ ≺Done sti , (7)
(M, st)  Eie iff e ∈ EReceived sti , (8)
(M, st)  ◦ϕ iff there exists an st′ such that (st , st′ ) ∈ ≺ and (M, st′ )  ϕ, (9)
(M, st)  ♦ϕ iff there exists a path (st , . . . , st+m) while (M, st+m)  ϕ
and for each (st+ε, st+ε+1) of this path, (st+ε, st+ε+1) ∈ ≺, (10)
(M, st)  ♦mϕ(ν0, . . . , νr) iff there exists a path (st, . . . , st+m) associated with a set of actions ≺m
such that
∣∣≺m∣∣=m while (M, st+m)  ϕ(ν0, . . . , νr) and ≺d is the set of each (st+ε, st+ε+1)
of this path that (st+ε, st+ε+1) ∈ ≺, (11)
(M, st)  ϕ Untilψ iff there exists a path (st , . . . , st+m) with an action (st+ε, st+ε+1) such that
(M, st+ε)  ϕ and (M, st+ε+1) ¬ϕ ∧ ψ, (12)
(M, st)  ϕ Untilm ψ, iff there exists a path (st , . . . , st+m) associated with a set of actions ≺m such that∣∣≺m∣∣=m and also there exists an action (st+m−1, st+m) such that (M, st+m−1)  ϕ and (M, st+m) ¬ϕ ∧ ψ,
(13)
(M, st)  inevitableϕ iff for each path starting from wt like (st , . . . , st+m) there is an action such as
(st+m−1, st+m) ∈ ≺ where (M, st+m−1)  ϕ, (14)
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such that there is an action (st+m−1, st+m) ∈ ≺ where (M, st+m−1)  ϕ. (15)
Considering the awareness satisﬁability relation, some properties of the logic are given below:
Ai(¬ϕ) ↔ Aiϕ, (16)
Ai(ϕ ∧ ψ) ↔ Aiϕ ∧ Aiψ, (17)
Ai(ϕ → ψ) ↔ Aiϕ, (18)
Ai Kiϕ ↔ Aiϕ, (19)
Ai Aiϕ ↔ Aiϕ. (20)
Therefore, we can generate the (A5):
Ai Xiϕ ↔ Aiϕ. (21)
Deﬁnition 5. A policy rule ρ ∈ P is deﬁned as a formula that belongs to U while forbidding, permitting, deterring and
requiring policy rules are deﬁned in the following way:
Forbidding policy rule: A policy rule ρ ∈ P is forbidding, i.e., ρ ∈ PForbidding , if and only if there exist a formula ϕ ∈ U , an
action a ∈ ≺, and an event e ∈ E such that
ρ = (ϕ ∧ Eie → inevitable ◦ (¬ ≺i a)
)
.
Permitting policy rule: A policy rule ρ ∈ P is permitting, i.e., ρ ∈ PPermitting , if and only if there exist a formula ϕ ∈ U , an
action a ∈ ≺, and an event e ∈ E such that
ρ = (ϕ ∧ Eie → optional◦ ≺i a).
Deterring policy rule: A policy rule ρ ∈ P is deterring, i.e., ρ ∈ PDeterring , if and only if there exist a formula ϕ ∈ U , an
action a ∈ ≺, and an event e ∈ E such that
ρ = (ϕ ∧ Eie → optional ◦ (¬ ≺i a)
)
.
Requiring policy rule: A policy rule ρ ∈ P is requiring, i.e., ρ ∈ PRequiring , if and only if there exist a formula ϕ ∈ U , an
action a ∈ ≺, and an event e ∈ E such that
ρ = (ϕ ∧ Eie → inevitable◦ ≺i a).
Note that deﬁning a policy rule as a propositional sentence allows the agent to deﬁne a variable ensuring the validity
constraint for the policy, such as the period of policy applicability [34]. In fact, the agent implicitly knows a policy rule
if and only if it is valid. This is because of the deﬁnition of policy rule as a propositional sentence. Therefore, the agent’s
implicit knowledge can be inferred once the policy rule is valid.
4.2.1. Commitments: Implicit knowledge leading to actions
In this section, we show how implicit knowledge of an agent guides the agent to select an action. The following deﬁnition
of agent’s commitment to an action shows how an agent selects an action considering its current implicit knowledge.
Note that Ki(◦ inevitable ≺ a) provides us ◦inevitable ≺ a, which means that the agent is going to do the action a. There-
fore, Ki(◦ inevitable ≺ a) is deﬁned as commitment. In the following, Deﬁnition 6 shows how an agent updates its implicit
knowledge to commit an action.
Deﬁnition 6. An agent i commits to an action a = (wt ,wt′ ) ∈ ≺ by updating its implicit knowledge following the axiom
below:
Ki
(
inevitable♦ Kiϕ ∨ inevitable♦ (¬Kiϕ)
)∧ Ki
[
optional ◦ (≺i a ∧ Ki(inevitable♦ ϕ)
)]
∧ (¬Kiϕ) → Ki(◦ inevitable ≺i a).
Note that the problem with this deﬁnition is that there might be no action that takes the agent to Ki(inevitable ♦ ϕ) or
there might be several actions available. We address this problem later in Section 5.3.
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Value assignment in different situations – space shuttle Columbia disaster.
Situation Value assignment to variables Situation Value assignment to variables
S0 π
ν0
s0 = d3 S4 πν0s4 = d2, πν3s4 = d4 and πν4s4 = d4
S1 π
ν0
s1 = d2 S5 πν0s5 = d2, πν3s5 = d4, πν4s5 = d4, πν1s5 = d0, πν2s5 = d0, and πν5s2 = d2
S2 π
ν0
s2 = d2 and πν5s2 = d2 S6 πν0s5 = d2, πν3s5 = d4, πν4s5 = d4, πν1s5 = d0, πν2s5 = d1, and πν5s2 = d3
S3 π
ν0
s3 = d2, πν3s3 = d4 and πν4s3 = d5
4.3. PAM framework and space shuttle Columbia disaster
In this section, we show how PAM framework can model awareness in the space shuttle Columbia disaster (see Table 2).
Let us assume three agents in the system: (1) NASA management, (2) engineering team, and (3) DoD. In this system
we deﬁne a set of variables as {ν0, ν1, ν2, ν3, ν4, ν5} such that ν0: status of the shuttle, ν1: physical status for the TPS on
the right wing, ν2: physical status for the TPS on the left wing, ν3: image request, and ν4: image approval to engineering
team. ν5: turn-around effect. {d0,d1,d2,d3,d4,d5} presents the set of domain variables such that d0: no damage, d1: dam-
age, d2: shake, d3: ﬁne, d4: sent, and d5: pending. The formulas that represent the propositional sentences are given in
{ϕ0,ϕ1,ϕ2,ϕ3,ϕ4} while ϕ0: the shuttle is shaking, ϕ1: an imaging request has been sent to DoD, ϕ2: DoD has approved
the images to the engineering team, ϕ3: the shuttle is suffering of turn-around effect and ϕ4: the shuttle is suffering of
damage on its TPS. The interpreter is also deﬁned as I = {Iϕ0 , Iϕ1 , Iϕ2 , Iϕ3 , Iϕ4} where Iϕ0 = {((ν0,d2))}, Iϕ1 = {((ν3,d4))},
Iϕ2 = {((ν4,d4))}, Iϕ3 = {((ν5,d2))}, and Iϕ4 = {((ν1,d1)), ((ν2,d1))} show how values are assigned to the variables in this
scenario.
In situation S5, given π
ν5
s2 = d2 and provided Iϕ3 = {((ν5,d2))}, similar to S2, we can say KMngϕ3. Also, in situation S5,
given πν1s5 = d0, πν2s5 = d0, we have KMng(¬ϕ4). Therefore, NASA management, in this situation, implicitly knows that the
shake is because of turn-around effect and not because of TPS damage. The difference of this situation with S2 is that the
management implicitly knows the shake is not because of TPS damage. However, the NASA management does not know
that in S2.
In situation S6, given π
ν2
s5 = d1, and provided Iϕ4 = {((ν1,d1)), ((ν2,d1))} we have KMngϕ4. Also, from πν5s2 = d3, we
conclude KMng(¬ϕ3). Therefore, NASA management, in this situation, implicitly knows that the shake is because of TPS
damage and not because of turn-around effect.
If we come back to situation S1, looking at Fig. 1, in situation S1, the NASA management has two choices: (I) a1:
announcing the shake as a turn-around effect. (II) a2: requesting imaging from DoD.
In situation S1, we have Ki(inevitable ♦ Kiϕ3 ∨ inevitable ♦ (¬Kiϕ3)). While in this situation, KMng(¬ϕ3), we also have
KMng(optional ◦ (≺i a1 ∧ Ki inevitable ♦ ϕ3)). Taking the action commitment deﬁnition into account, we can conclude that
KMng(◦ inevitable ≺i a1), which means that the NASA management team commits to announce the shake as a turn-around
effect.
We also analyze the commitment of NASA management to request imaging from DoD in situation S1. Although ¬KMngϕ4,
the ﬁrst and the second promise of the action commitment are not satisﬁed for ϕ4. Therefore, the management agent does
not commit to a2 and does not request imaging from DoD.
According to the discussion above when the management agent is in situation S1 it announces the shake as a turn-
around effect. In the following, we introduce the process of awareness identiﬁcation and show how management agent
requests imaging, if becomes aware of ϕ4. The process uses policy rules to identify the relevance of information to a
situation.
5. Steps towards identifying and obtaining awareness in the PAM
PAM deﬁnes the notion of a policy-aware agent and proposes a three-step process to (1) recognize relevant policy rules,
(2) recognize the relevant information required for invoking the relevant policy rules, and (3) change behavior based on the
recognized relevant information. The contribution of PAM is using policy rules as a source to obtain awareness.
5.1. Step one: Recognize relevant policy rules
The objective of this step is to show how agents, given a situation, identify a policy rule as relevant. We deﬁne policy-
aware agent as an agent that identiﬁes awareness of a policy rule when it recognizes that there is a possibility in now or in
future that it may violate the rule.
Taken this point of view to policy-aware agent, when the agent is not going to violate a policy rule, the agent simply
follows its current implicit knowledge and updates it to the action commitment following Deﬁnition 6. However, we are
going to show violating a policy rule, changing the agent’s awareness updates its implicit knowledge. As such, this might
result in committing to a different action.
Note since permitting and deterring are not in force [32], violating the policy rules can only happen in forbidding and
requiring policy rules, which is also shown more formally in Theorem 1.
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(a) ∀ρ ∈ PForbidding: Ki(ρ) ∧ Ki(ϕ) ∧ Ki(Eie) ∧ Ki(optional◦ ≺i a) is not satisﬁable.
(b) ∀ρ ∈ PPermitting: Ki(ρ) ∧ Ki(ϕ) ∧ Ki(Eie) ∧ Ki(optional ◦ ¬(≺i a)) is satisﬁable.
(c) ∀ρ ∈ PDeterring: Ki(ρ) ∧ Ki(ϕ) ∧ Ki(Eie) ∧ Ki(optional◦ ≺i a) is satisﬁable.
(d) ∀ρ ∈ PRequiring: Ki(ρ) ∧ Ki(ϕ) ∧ Ki(Eie) ∧ Ki(optional ◦ ¬(≺i a)) is not satisﬁable.
Proof. (a) Provided Ki(ρ ∈ PForbidding), we can say, Ki(ϕ ∧ Eie → inevitable ◦ (¬ ≺i a)). Given Ki(ρ) ∧ Ki(ϕ) ∧ Ki(Eie), we
have Ki(inevitable ◦ (¬ ≺i a)), which has a clear contradiction with the Ki(optional◦ ≺i a). Therefore, the given phrase is not
satisﬁable.
(b), (c) and (d) can be proved in similar ways. 
Taking the fact that only forbidding and requiring policy rules are in force, we now provide the formal deﬁnition of
policy-aware agent based on these two types of policy rules.
Deﬁnition 7. A policy-aware agent is an agent who creates its awareness of a policy rule if and only if the agent recognizes
a possibility to violate the policy rule sometime now or in the future. There are two situations in which an agent violates a
policy rule and accordingly needs to become aware of the rule:
1. The agent becomes aware of a forbidding policy rule, upon which there is a possibility sometime now or in the future
that the agent will implicitly know that (a) the policy rule as a property is valid, (b) the event has been received, (c) the
policy’s condition is satisﬁed and (d) there will be an option to do the forbidden action given in the policy rule. In such
a situation, there is a possibility to violate the policy rule.
Therefore, ∀ρ ∈ PForbidding:
Aiρ Until
[¬optional♦ (Kiρ ∧ Kiϕ ∧ Ki Eie ∧ Ki(optional◦ ≺i a)
)]
.
2. The agent becomes aware of a requiring policy rule, upon which there is a possibility sometime now or in the future
that the agent will implicitly know that (a) the policy rule is valid, (b) the event has been received, (c) the policy’s
condition is satisﬁed, and (d) there will be an option to not do the required action given in the policy rule. In such a
situation, there is a possibility to violate the policy rule.
Therefore, ∀ρ ∈ PRequiring:
Aiρ Until
[¬optional♦ (Kiρ ∧ Kiϕ ∧ Ki Eie ∧ Ki
(
optional ◦ ¬(≺i a)
))]
.
In the deﬁnition above for policy-aware agent, we consider the commitment phrases, which Theorem 2 proved that they
are not satisﬁable. In fact, Ki(optional◦ ≺i a) is not satisﬁable for forbidding policy rules and so Ki(optional ◦ ¬(≺i a)) for
requiring policy rules.
5.1.1. Recognize relevant policy rules in the space shuttle Columbia disaster
In Section 2, we mentioned a policy available at the time of the disaster. The policy rule says when an aircraft experiences
unusual shakes, if there is any TPS damage, the spacewalk procedure must be granted. The formalization of this policy rule in
the PAM framework is ρ = (ϕ0 ∧ EMnge0 → inevitable◦ ≺Mng a5). Assume that the policy rule ρ is valid in all the situations,
so KMngρ is valid as well. By Deﬁnition 5, the policy rule is requiring, as such and by Theorem 1, it is eligible to maintain
the NASA management’s awareness. By Deﬁnition 7(2), the agent becomes aware of ρ , in both paths: (S1, S3, S4, S5) and
(S1, S3, S4, S6).
5.2. Step two: Recognize the relevant information in the relevant policy rules
The objective of this step is to show how agents become aware of relevant proposition that is required to invoke the
policy rule. A policy-aware agent identiﬁes information awareness about the conditions referenced in the rule until it is
aware of that policy rule. Theorem 2 shows how policy awareness in agents renders them aware of relevant information
that is required to invoke the policy rule.
Theorem 2 (Awareness to the policy rule’s condition). A policy-aware agent creates information awareness from the conditions refer-
enced in a forbidding or requiring rule, until it is aware of that policy rule:
∀ρ ∈ PForbidding ∪ PRequiring: Aiϕ Until¬Aiρ.
Proof. First, we prove the theorem for forbidding policy rules. Taking the deﬁnition of Until into account, we can say
Aiρ Until¬Aiρ . By replacing the policy rule ρ with its deﬁnition in the promise, we have Ai(ϕ ∧ Eie → inevitable ◦
(¬ ≺i a))Until¬Aiρ . For requiring policy rules, we can prove the theorem in the similar way. 
378 A. Talaei-Khoei et al. / Journal of Computer and System Sciences 78 (2012) 370–391According to the properties of the logic given in (A4), (A5) and (A6), if an agent is aware of other agents’ awareness,
or aware of implicit knowledge or explicit knowledge about a propositional sentence, then the agent will be aware of that
sentence. Therefore, if an agent is aware the fact that another agent, in the system, identiﬁes a policy rule as relevant rule,
i.e., awareness of awareness, then it will be aware of the condition of that particular policy rule. This awareness can be
useful when the system involves different agents. Theorem 3 formalizes this claim.
Theorem 3 (Awareness under the other’s awareness and knowledge). A policy-aware agent becomes aware of the condition for a policy
rule which it is aware of the other’s awareness, implicit or explicit knowledge to that rule.
(a) Aiϕ Until¬Ai A jρ .
(b) Aiϕ Until¬Ai K jρ .
(c) Aiϕ Until¬Ai X jρ .
Proof. (a) Replacing Ai A jρ with Aiρ in Theorem 3 results in (a).
Cases (b) and (c) can be proved in the similar way. 
This is actually an approach to ﬁnd out the awareness about the other individuals’ awareness or knowledge. In fact,
based on our previous deﬁnitions borrowed from the logic of general awareness, awareness about awareness or knowledge
of information can infer the awareness of that information.
5.2.1. Recognizing the relevance information in the relevant policy rules for the space shuttle Columbia disaster
As we discussed in Section 5.1.1, NASA management, applying Step 1, becomes aware of the policy rule ρ all the way in
both paths (S1, S3, S4, S5) and (S1, S3, S4, S6). By Theorem 2, we can conclude that management agent becomes aware of
ϕ0 in these situations. In the next step, we show how this awareness results in committing the management agent to a2.
5.3. Step three: Change behavior based on recognized relevant information
The logic, so far, treated policy-based awareness as a mental attitude of agents, which indicates the relevance of a propo-
sition to the situation. However, we have not formalized how awareness guides or determines the agent’s future knowledge.
In the other words, we have not discussed how the agent’s current awareness leads to its future implicit knowledge and
how it results in selecting an action.
An alternative is to look at the relationship between current awareness and future implicit knowledge as what we can
think of strategies for knowledge update. Different types of agents will have different types of strategies. In answer to the
aforementioned problem of agents’ commitments in Section 4.2.1, we propose three different strategies: Volitional Agent,
Cautious Volitional Agent and Hasty Volitional Agent. We will call the last two ones shortly as Cautious and Hasty.
Being aware of a propositional sentence, the volitional agent implicitly knows that eventually and inevitably, it will have
implicit knowledge that the proposition is true or false. There are two problems with this strategy:
1. There might be no path in the branching-time model that takes the agent to such implicit knowledge. Therefore, we
deﬁne Cautious Volitional Agent or in short Cautious Agent. In this strategy, being aware of a proposition, the cautious
agent checks the possibility of achieving implicit knowledge to the proposition or its negation and then updates its
implicit knowledge to eventually and inevitably have implicit knowledge to the proposition or its negation.
2. There might be several paths in the branching-time model that take the agent to such implicit knowledge. Therefore,
we deﬁne Hasty Volitional Agent or in short Hasty Agent. In this strategy, being aware of a proposition, the hasty agent
updates its implicit knowledge that it will eventually comes to the implicit knowledge of the proposition in the shortest
path possible.
Hence, in the following we give the formal deﬁnition of each of these proposed strategies:
Deﬁnition 8. Provided Aiϕ , we deﬁne three types of agents:
(1) Volitional Agent:
Aiϕ →
[
inevitable
(
Ki(inevitable♦ Kiϕ)Until Kiϕ
)]∨ [inevitable(Ki
(
inevitable♦ (¬Kiϕ)
)
Until(¬Kiϕ)
)]
.
(2) Cautious Agent:
Aiϕ →
[
inevitable
(
Ki(inevitable♦ Kiϕ)Until
(¬Ki(optional♦ Kiϕ)
)∨ Kiϕ
)]
∨ [inevitable(Ki
(
inevitable♦ (¬Kiϕ)
)
Until
(¬Ki
(
optional♦ Ki(¬ϕ)
))∨ (¬Kiϕ)
)]
.
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Aiϕ →
[
inevitable
(
Ki(inevitable♦ Kiϕ)Untildmin
(¬Ki(optional♦ Kiϕ)
)∨ Kiϕ
)]
∨ [inevitable(Ki
(
inevitable♦ (¬Kiϕ)
)
Untildmin
(¬Ki
(
optional♦ Ki(¬ϕ)
))∨ (¬Kiϕ)
)]
there exists no d < dmin such that
Aiϕ →
[
inevitable
(
Ki(inevitable♦ Kiϕ)Untild
(¬Ki(optional♦ Kiϕ)
)∨ Kiϕ
)]
∨ [inevitable(Ki
(
inevitable♦ (¬Kiϕ)
)
Untild
(¬Ki
(
optional♦ Ki(¬ϕ)
))∨ (¬Kiϕ)
)]
.
A volitional agent reaches an identical conclusion only if she continues to implicitly, until the time it has implicit knowl-
edge that it has realized what was relevant to its situation, i.e. awareness. As such, being aware of a proposition updates the
agent’s implicit knowledge that it will eventually and inevitably has implicit knowledge to the proposition or its negation.
Similarly, a cautious agent has the same knowledge if it is possible. A hasty agent also has this knowledge that it implicitly,
inevitably and in the shortest path knows the aware proposition sometime now or in future. This will knowledge update
solves the problem mentioned in action commitment. More formally, we have the following theorem for different types of
agents. The theorem shows how awareness leads to update the agent’s implicit knowledge.
Theorem 4 (Awareness leading to knowledge update).
(1) Volitional Agent:
Aiϕ → Ki
(
inevitable♦ Kiϕ ∨ inevitable♦ (¬Kiϕ)
)
.
(2) Cautious Agent:
Aiϕ ∧
[(
inevitable(Ki optional♦ Kiϕ Until Kiϕ)
)∨ (inevitable(Ki optional♦ Ki(¬ϕ)Until Ki(¬ϕ)
))]
→ Ki
(
inevitable♦ Kiϕ ∨ inevitable♦ (¬Kiϕ)
)
.
(3) Hasty Agent: ∀dmin ∈ N such that
Aiϕ ∧
[(
inevitable(Ki optional♦ Kiϕ Untildmin Kiϕ)
)∨ (inevitable(Ki optional♦ Ki(¬ϕ)Untildmin Ki(¬ϕ)
))]
→ Ki
(
inevitable♦dmin Kiϕ ∨ inevitable♦ (¬Kiϕ)
)
.
there exists no d < dmin such that
Aiϕ ∧
[(
inevitable(Ki optional♦ Kiϕ Untild Kiϕ)
)∨ (inevitable(Ki optional♦ Ki(¬ϕ)Untild Ki(¬ϕ)
))]
→ Ki
(
inevitable♦d Kiϕ ∨ inevitable♦ (¬Kiϕ)
)
.
Proof. (1) Assume the promise Aiϕ . By Deﬁnition 7(1), we can conclude to the following axiom:
[
inevitable
(
Ki(inevitable♦ Kiϕ)Until Kiϕ
)]∨ [inevitable(Ki
(
inevitable♦ (¬Kiϕ)
)
Until(¬Kiϕ)
)]
.
By the deﬁnition of Until, the axiom ϕ Untilψ interferes inevitable ♦ ψ [34]. Therefore, we can say inevitable ♦ Kiϕ ∨
inevitable♦ (¬Kiϕ). By (4), we conclude to Ki(inevitable♦ Kiϕ ∨ inevitable♦ (¬Kiϕ)).
Cases (2) and (3) follow the similar proof. 
So far, we have shown how an agent who is aware of a proposition updates its implicit knowledge. Here, in Theorem 5,
we take Deﬁnition 6 into consideration to see how the agent commits to an action by being aware of a proposition, which
is the purpose of this step.
Theorem 5 (Awareness leading to action commitment).
(1) Volitional Agent:
Aiϕ ∧ Ki
[
optional ◦ (≺i a ∧ Ki(inevitable♦ ϕ)
)]∧ (¬Kiϕ) → Ki(◦ inevitable ≺i a).
(2) Cautious Agent:
Aiϕ ∧
[(
inevitable(Ki optional♦ Kiϕ Until Kiϕ)
)∨ (inevitable(Ki optional♦ Ki(¬ϕ)Until Ki(¬ϕ)
))]
∧ Ki
[
optional ◦ (≺i a ∧ Ki(inevitable♦ ϕ)
)]∧ (¬Kiϕ) → Ki(◦ inevitable ≺i a).
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Aiϕ ∧
[(
inevitable(Ki optional♦ Kiϕ Untildmin Kiϕ)
)∨ (inevitable(Ki optional♦ Ki(¬ϕ)Untildmin Ki(¬ϕ)
))]
∧ Ki
[
optional ◦ (≺i a ∧ Ki(inevitable♦dmin ϕ)
)]∧ (¬Kiϕ) → Ki(◦ inevitable ≺i a)
there exists no d < dmin such that
Aiϕ ∧
[(
inevitable(Ki optional♦ Kiϕ Untild Kiϕ)
)∨ (inevitable(Ki optional♦ Ki(¬ϕ)Untild Ki(¬ϕ)
))]
∧ Ki
[
optional ◦ (≺i a ∧ Ki(inevitable♦d ϕ)
)]∧ (¬Kiϕ) → Ki(◦ inevitable ≺i a).
Proof. (1) Assume the promise Aiϕ . By Theorem 4, we can conclude to Ki(inevitable♦ Kiϕ ∨ inevitable♦ (¬Kiϕ)). Provided
the following promise Ki[optional ◦ (≺i a ∧ Ki(inevitable ♦ ϕ))] ∧ (¬Kiϕ) and according to Deﬁnition 6, we can conclude
Ki(◦ inevitable ≺i a).
Cases (2) and (3) follow the similar proof. 
5.3.1. Change of behavior based on awareness in the space shuttle Columbia disaster
In order to simplify the problem, we choose NASA management to be a volitional agent. Having had Aiϕ0 ∧ Ki[optional ◦
(≺i a2 ∧ Ki(inevitable♦ϕ0))]∧ (¬Kiϕ0), by Theorem 5, we can conclude to Ki(◦ inevitable ≺i a2). Therefore, the management
agent commits to a2 and requests imaging from DoD.
All in all, when the unusual shakes happened in the shuttle the TPS damage as the condition of the policy rule was
relevant information that NASA overlooked. This oversight resulted in the failure to ask the DoD for the high-resolution
images.
6. Evaluation
Our approach in evaluation of PAM is triangulation [35] of (I) lab simulations and (II) case study of wireless communi-
cation system at St. Olavs Hospital, Trondheim University Hospital, Norway.
6.1. Simulations: Hypothetical experiments
We opted to conduct a simulation study on PAM, since we intend to see the eﬃciency and eﬃcacy of this method by
large-scale change in different conﬁguration parameters, which will be introduced later on in this section. In this section,
we apply PAM in hypothetical worlds and see the behavior of a system that uses PAM.
6.1.1. Experimental settings
In our experiments, we used a java program to randomly generate 1000 different branching-time models including
randomized events and propositions. While generating the worlds, the random function used different random seeds. Having
generated the worlds, the program selected a situation for each model as success with a given initiative event. Therefore,
in a random basis some of these models needed recognizing the relevance of propositions, i.e. awareness and some did not.
Then, the program generated 200 policy rules based on the set of all propositions, event and actions. We ran the simulation
on a computer with 2.33 GHz Intel dual-core CPU, 2 GB of RAM, and professional Windows XP. Fig. 2 shows the overall
settings in the experiments.
6.1.2. Methodology
We deﬁned different conﬁguration parameters, which affect on the success rate of the system. By varying each of these
parameters, a number of the system conditions such as cost-eﬃciency and eﬃcacy can be simulated.
Success rate, i.e. S is deﬁned as the percentage that agents achieve a speciﬁc situation given as a pre-deﬁned input to
the experiments. We compare developing an agent system using PAM against ignoring awareness. In each experiment, we
measure attained success rate and spent cost in PAM approach compared to ignoring awareness. In fact, the more actions the
agents perform, the cost of the system will increase. This is how we measured the success. Table 3 shows the conﬁguration
factors. Based on these factors, we designed three different simulations. In each simulation, we categorized the worlds in
different groups. We ran the simulations by taking different worlds or policy rules randomly and we calculated the average
rate for the success factor and cost. According to the discussion made in the following, we also measured the cost-eﬃciency
and eﬃcacy of updating awareness ignorance to PAM.
Eﬃcacy is a comparative measure. The eﬃcacy of PAM characterizes the correspondence between the success rates
obtained by using PAM and by awareness ignorance. The eﬃcacy, i.e. ς is deﬁned as the ratio between attained success rate
in PAM and the success rate by ignoring awareness, i.e. see (22):
ςPAM = SPAM
S
. (22)
Awareness ignorance
A. Talaei-Khoei et al. / Journal of Computer and System Sciences 78 (2012) 370–391 381Fig. 2. Experiment settings.
Table 3
Conﬁguration parameters.
Name Description
Size The number of situations in the branching-time model of the world.
Complexity The arrangement of the situations meaning how ﬂat the branching-time model of the world looks like. We
measure the complexity by the maximum number of the horizontal situations, i.e. situations that have the
same distance (number of actions) from initial situation. Therefore, the more horizontal situations that the
branching-time model has, the more complex the world is.
Availability of policy rules The number of the policy rules that have been triggered by events and actions involved in the world.
Comparing PAM and awareness ignorance approach, the cost-eﬃciency, i.e. ε is deﬁned as the extra success rate that we
obtain by spending extra cost, i.e. see (23). Increasing the success rate and decreasing the cost increase the cost-eﬃciency
of the system. In each experiment, study the cost-eﬃciency of updating the standard approach to PAM by varying the
conﬁguration parameters:
ε = SPAM − SAwareness ignorance
CPAM − CAwareness ignorance . (23)
Readers wishing more details about eﬃcacy and cost-eﬃciency are recommended to [36] where we borrowed our deﬁni-
tions.
6.1.3. Results
In this section, we present the results of our experiments. In each experiment, we chose a conﬁguration parameter and
changed it to see its effect on success rate, cost, eﬃciency, and eﬃcacy of PAM. This gives us a picture on how and when
to use PAM. In the following, we present the results in terms of the aforementioned conﬁguration parameters.
Size. The objective of this experiment was to see how the size of worlds affects on PAM. We measured the size of the
worlds by the number of the situations involved in them. In our simulation, the size was in the range of 3 to 184 situations.
We categorized the branching-time model based on their size and put the worlds with the same size in the same group.
We repeated the experiment for each group 100 times. In each time, we randomly selected one of the worlds involved in
the related group. We ran the system once with PAM and once without awareness. The results are presented in Fig. 3.
Complexity. We deﬁne the complexity of a world as the number of different situations involved in its branching-time
model, which the agent can reach in an equal distance (i.e. number of actions) from the initial situation. Therefore, we mea-
sure the complexity of the world by the maximum number of the horizontal situation. Horizontal situations are situations
with the same distance from the initial situation. In this experiment, we categorized the branching-time models in regard to
their complexity. We could ﬁnd branching-time models that were ﬂat, while there were also models with 34 horizontal sit-
uations. We repeated the experiment, for each speciﬁc complexity, 100 times. We ran the system with awareness approach
and by ignoring awareness. The results are presented in Fig. 4.
Availability of the policy rules. Having had the situations, propositions, events, and worlds, the java program generated 200
policy rules. We ran the system developed by PAM with zero policy rules – which is equal to awareness ignorance, with one
policy rule, with two policy rules and so on to 200 policy rules. In each time, we ran 100 selected branching-time models
from the 1000 generated models and recorded the success of system and the number of navigated situations as cost. Then,
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we calculated the success rate and average cost. These experiments evaluate the effect of policy rules. We operated these
experiments only for PAM and we can consider PAM with zero policy rules to be the same as the awareness ignorance
approach. In this section, we discuss the change of success rate by increasing the number of policy rules. Since, PAM with
no policy rule is similar to awareness ignorance; the eﬃcacy of updating awareness ignorance method to PAM can be
calculated by running PAM with no policy rule as awareness ignorance approach. Therefore, the eﬃcacy curve, in terms of
growth by increasing the number of policy rules, has the same shape as success rate curve. In fact, at each point of interest
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Fig. 5. Number of policy rules: Comparing PAM with ignoring awareness.
in the curve, average success rate of PAM will be divided by a constant number as average success rate of PAM with no
policy rule (i.e. awareness ignorance). Therefore, updating awareness ignorance to PAM becomes more effective with more
policy rules. The results are presented in Fig. 5.
6.2. Case study: Experiments on the wireless communication system at St. Olavs Hospital
In this section, we present an interpretive case study [37] conducted at St. Olavs Hospital, Trondheim University Hospital,
Norway. We found physicians were being called by wireless devices when they should have not been interrupted. In this
section, we are going to apply PAM to develop a cooperative management application for wireless communication at the
hospital for experimental purposes.
The experiments were based on the different scenarios obtained from data collection in the hospital. The methodology
for the experiments and the conﬁguration parameters followed the methodology for the hypothetical experiments, explained
in Section 6.1.
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6.2.1. Data collection
In order to collect data for our experiments, one of the authors moderated an interpretive data collection [37] at St. Olavs
Hospital. This consisted of participatory observations, non-structured and mostly ad hoc interviews, and discussions. The
study was conducted among a selected group of physicians at various levels of hierarchy and roles, within two clinics at the
hospital. Regarding sensitive information gathered during the study, a non-discloser agreement had been signed before data
collection.
Observations. The moderator followed the independent work of 11 physicians at the clinics, for a total of 135 hours
between May and June 2009. In order to have a more realistic picture of the communication system at the hospital, the
moderator took the role of a ﬁrst year medical student, dressed and acted like a physician to blend in as much as possible
for a more realistic picture of the communication situation at the clinic. He followed each physician in their everyday work
for at least two workdays/nights/duties. The moderator contacted each physician to make an appointment in the morning
meeting at each clinic. The moderator recorded every call/page/message, type of device, reaction and physicians’ situation.
Interviews and discussions. During the observation at each clinic, the moderator had an open oﬃce with other assistant
physicians. This gave rise to opportunities for several discussions on communication scenarios. The moderator did not use
any pre-deﬁned interview guidelines. However, he asked questions related to what he had observed. The moderator asked
two types of questions from interviewees; (1) speciﬁc questions to the role of interviewees, (2) similar questions to every-
body and then compared the answers.
Here, our focus is on wireless communication among health professionals. The moderator, during the data collection,
mainly on his observations found 43 different time-branching models and 24 policy rules related to interruption via the
wireless communication in the clinics.
6.2.2. Deployment of PAM
PAM can be developed using intelligent communication systems such as the one installed in the hospital – Cisco
Call Manager. The objective of intelligent communication systems is to provide communications processing that includes
(a) a Service Logical Program (SLP) to receive users’ requests and (b) a Service Logical Interpreter (SLI) to execute the users’
requests and return the results to the users. The SLP and SLI can be implemented by software agents. This implementation
can beneﬁt from using PAM to recognize the relevance of information and request it from the users (see Fig. 6). At St. Olavs
Hospital, the SLI can be implemented on top of the Cisco Call Manager server, which stores information such as availability
of physicians in the hospital (see Fig. 6). The SLP can be implemented on the wireless phones. In the following section, we
explain a simple sample scenario to clarify the experimental settings.
Sample scenario. The following scenario occurred, during one of the observations of a physician while examining a patient.
The physician was in a sterile dress and gloves. When the physician received a call from a nurse, the moderator observed
that the physician stopped the examination, took off his gloves, and answered the phone. Then, after ﬁnishing the call, he
washed his hands and he treated them in antibacterial liquid again, took the new gloves on, and started the examination,
all over again. This scenario is presented in Fig. 7.
The moderator asked the physician for his opinion about the call. The call was about a patient’s medication and could
have answered by another physician. The physician believed that most of the phone calls that he receives during his exami-
nations can be answered by his available colleagues. As a matter of fact, the physician was not available and the call should
have been diverted to another physician. To do so, the nurse should have asked for the availability of the physician (w2)
from the communication center, before calling.
Looking at the system in S1, PAM proposes that the nurse agent should take the following three steps to obtain aware-
ness:
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1. Recognize relevant policy rules: The nurse agent implicitly knows that the physician is required. However, the agent does
not know whether the physician is available or not. Therefore, if it simply calls the physician, it goes to S8. Looking at
the branching-time model and the nurse, the agent ﬁnds out that there is a possibility at S4 that it implicitly knows
about the physician’s unavailability. Therefore, there is a possibility for the agent to do the forbidden action involved
in a mentioned policy rule. The policy rule says once an issue comes which requires a physician consultation, if the
physician is not available; the nurse must not call the physician. Therefore, calling to the physician when he/she is not
available is forbidden and breaks the policy rule. As such, the agent takes this policy rule as relevant and becomes
aware of that (see Fig. 7).
2. Recognize the relevant of information: Being aware of the policy rule, the nurse agent needs to implicitly know the con-
ditions for the rule, which makes the availability of the physician relevant. Therefore, the nurse agent needs to become
aware of the physician’s availability.
3. Change behavior based on recognized relevant information: While the nurse is aware that the physician is not available, the
nurse agent needs to implicitly know whether “the physician is not available” is a true or false sentence. Therefore, it
takes an action that eventually brings it to this knowledge. The nurse agent asks the communication center and goes
to S2. This is because that the truth or falsity of the sentence is given in S4 and S3 which are accessible from the path
begins from S2.
Fig. 8 shows the mentioned branching-time model as an example on how a PAM-supported system can be deployed
on the Cisco Call Manager at the hospital. Everyday, the physicians give their availability schedule to the communication
center via their wireless phones. Then, once a nurse dials the physician, the wireless phone checks the availability of the
system with the SLI agent sitting on the server at communication center. If the physician is available, the nurse SLP agent
will continue dialing. If the physician is not available, then the nurse agent based on the uploaded delegator list calls the
delegator.
6.2.3. Results
We ran 43 branching-time models with 24 policy rules obtained from data collection while SLP agents were implemented
using PAM and awareness ignorance approach. We studied the behavior of the system comparing these two approaches.
Tables 4, 5 and 6 present the average cost and success rate for each of the conﬁguration parameters. Figs. 9, 10 and 11 also
show the eﬃcacy and cost-eﬃciency of updating awareness ignorance to PAM in the wireless communication system at the
hospital.
Table 4 shows that following what we have found in our simulations, the success rate in both approaches decreased in
wireless communication system of the hospital, while size was increasing. However, the average cost increased by increas-
ing the size. Fig. 9 shows while increasing the size of branching-time models, the eﬃcacy and cost-eﬃcacy of updating
SLI agents to use PAM increased in wireless communication system at the hospital. Having plotted the trend chart using
Analysis of Variance (ANOVA) [38], Fig. 9 exhibits the similar trend in our hypothetical simulations and the case of wireless
communication system of the hospital.
Table 5 shows that increasing the complexity of the system in both approaches, PAM and awareness ignorance, has a
negative impact on success rate of the wireless communication of the hospital. However, Fig. 10 exhibits the higher rate of
dropping in PAM compared to awareness ignorance. This also conﬁrms by what we found in our hypothetical simulations.
Fig. 10 shows while updating SLI agents to use PAM, the eﬃcacy trend, plotted using ANOVA – improves. Comparing the
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Table 4
The results of the experiments in the hospital related to size.
Size Ignoring awareness PAM
Average cost Success rate (%) Average cost Success rate (%)
4 3.22 86.61 3.07 87.33
8 5.17 79.92 4.61 82.66
12 6.2 72.33 5.22 77.31
14 7.33 59.28 5.9 67.36
15 7.51 48.74 6 57.74
16 7.83 38.93 6.23 49.93
17 8.11 35.86 6.39 48.99
19 8.84 24.41 6.97 39.86
20 9.4 16.9 7.54 32.51
22 10.17 9.36 8.32 25.30
23 10.43 5.96 8.79 21.52
24 11.27 4.23 9.48 21.29
25 11.82 4.01 10.13 21.09
26 12.26 3.5 10.72 20.90
Table 5
The results of the experiments in the hospital related to complexity.
Complexity Ignoring awareness PAM
Success rate (%) Success rate (%)
1 100 100
2 69.92 82.66
3 60.56 77.31
4 41.12 64.32
5 22.92 50.34
6 10.96 38.2
7 4.45 23.45
impact of complexity on eﬃcacy in hypothetical simulations with experimenting wireless communication system at St. Olavs
Hospital, we can see the similar growth.
Table 6 shows the results of our experiment at St. Olavs Hospital. This table highlights the ﬁnding of our hypothetical
simulations stating that increasing the number of policy rules lifts up the success rate as well as the average cost. Plotting
the ANOVA trend for eﬃcacy and cost-eﬃciency in Fig. 11 shows the support of the ﬁnding in the hospital by the eﬃcacy
and cost-eﬃciency improvement in the hypothetical simulations.
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The results of the experiments in the hospital related to availability of policy rules.
Number
of policy
rules
PAM Number
of policy
rules
PAM Number
of policy
rules
PAM Number
of policy
rules
PAM
Success
rate (%)
Average
cost
Success
rate (%)
Average
cost
Success
rate (%)
Average
cost
Success
rate (%)
Average
cost
0 21.32 11.41 7 32.93 14.21 14 65.4 17.73 21 85.72 19.11
1 22.11 12 8 35.1 14.56 15 68.43 18.07 22 89.34 19.37
2 23.43 12.2 9 41.12 15.37 16 70.2 18.14 23 90.45 19.44
3 24.52 12.46 10 48.91 16.2 17 72.6 18.26 24 93.6 19.5
4 25.92 12.83 11 54.72 16.93 18 75.9 18.53
5 27.64 13.21 12 59.92 17.28 19 79.6 18.69
6 29.14 13.45 13 62.11 17.44 20 83.1 18.91
Fig. 9. Impact of size on eﬃcacy and cost-eﬃciency in the hospital: Comparing PAM with ignoring awareness.
Fig. 10. Impact of complexity on eﬃcacy and cost-eﬃciency in the hospital: Comparing PAM with ignoring awareness.
Fig. 11. Impact of number of policy rules on eﬃcacy and cost-eﬃciency in the hospital: Comparing PAM with ignoring awareness.
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In the experiments on the size, we found that bigger branching-time models with more worlds have less success rate
and more average cost, which are both undesirable but also expected. In fact, increasing the size brings more opportunities
for the agents to select among different possible actions, which decreases the success rate, if the relevant policy rule is not
provided. The bigger branching-time models clearly require more actions to be taken, which increases the average cost. The
data analysis of the experiments on the size shows that updating the system to a PAM-supported system is more effective
and cost-eﬃcient in more number of words. In fact, if the cost in the system is a critical issue, then the PAM is not a proper
choice. This is because by increasing the size of the branching-time model the average cost of using PAM increases more
than the cost while using awareness ignorance. However, our study shows in bigger number of worlds, PAM becomes both
more effective and cost-eﬃcient. This means if in a system such as the interruptions in the wireless communication system
at St. Olavs Hospital, success is the main issue, then PAM is a good choice especially in bigger size. PAM is also a good
method, if in a system we are concerned about cost and success together. Since our study shows that by increasing the size,
the cost-eﬃciency increases, PAM is also a proper choice especially in bigger branching-time model when we consider both
the success rate and cost.
In the experiments on the complexity, we found that as more complicated scenarios are involved more action selections
are needed, which decreases the success of the system. Comparing the success rate in PAM with the awareness ignorance,
we argue that when the complexity of the scenarios increases, PAM becomes more effective.
In the experiments on number of policy rules, we examined the idea of using policy rules as a source of awareness to
have a higher success rate. The results show that by increasing the policy rules, PAM becomes a more expensive but also
more effective and cost-eﬃcient method. In the other words, if the cost is an issue in a system, then using PAM with a large
number of policy rules is not a wise choice. However, when the success comes to the picture and becomes an important
factor for the system such as interruptions in wireless communication system at the hospital, then using PAM with a large
number of policy rules is effective and cost-eﬃcient.
6.3.1. Signiﬁcance and generalizability of the experiments
The experiments presented in this paper have so far shown that PAM increases the success factor. However, we have
not explained whether the ﬁnding is signiﬁcant enough to call it contribution. We should also provide how limited these
experiments are in terms of generalizablity. In order to do so, we use a statistical method called t-test. This method assesses
whether the data collected from two groups are statistically different from each other. This analysis is appropriated when
we want to compare the two groups and claim a group of data is signiﬁcantly different from the other. Readers wishing
more details about t-test are recommended to refer [39].
In t-test, we ﬁrst set our statistical hypothesis such as a set of data μPAM is greater than the other set of data
μAwareness ignorance . We look to show that this statement is true and, if so in which degree of probability we can general-
ize our ﬁnding. We calculate the population means by (24) for each of these sets of data where SPAM is the population
means for μPAM, SPAM, j is the jth success rate for μPAM and nPAM is the size of data set μPAM . Similar deﬁnitions are given
for μAwareness ignorance:
SPAM =
∑nPAM
j=1 SPAM, j
nPAM
. (24)
Then, (25) estimates the variance for μPAM:
θ2PAM =
∑nPAM
j=1 SPAM, j − SPAM
nPAM − 1 . (25)
The formula (26) pools the individual sample variances while the degree of freedom for the sampling is calculated by
nPAM + nAwareness ignorance − 2:
θ2p =
(nPAM − 1)θ2PAM + (nAwareness ignorance − 1)θ2Awareness ignorance
nPAM + nAwareness ignorance − 2 . (26)
Once we calculate the t-value from (27) we look at the table of t-values. Considering the degree of freedom, if we can
ﬁnd the minimum probability in which the calculated t-value is still greater than provided number by the table, then the
hypothesis is signiﬁcant:
t0 = SPAM − SAwareness ignorance
θp
√
1
nPAM
+ 1nAwareness ignorance
. (27)
We name this probability as α and deﬁne conﬁdence interval as 100 × (1 − α), which shows the generalizability of the
ﬁndings.
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Signiﬁcance and generalizability of the hypothetical experiments.
Experiment Signiﬁcant Conﬁdence interval
Size Yes 73.8%
Complexity Yes 82.4%
Availability of policy rules Yes 70%
Table 7 shows the results for the hypothetical experiments with regard to their signiﬁcance and generalizability. Despite
the fact that the experiments are limited to conﬁdence interval, the rates for generalizability of these experiments are
acceptable.
6.3.2. Randomized inputs to avoid biasing in the experiments
It is essential to avoid biasing input data, which can harm the results. Two major reasons for biasing are (1) selection
bias and (2) observation bias. In this study, we use random inputs to avoid selection biases as recommended by [40]. In
order to avoid observation biases, we study PAM in wireless communication system at St. Olavs Hospital. Due to possibility
of observation biasing in the case study, during the conducted discussion, the moderator double-checked what had been
found in the observations and discussed them with interviewees.
7. Discussion
In this section, we explain the contributions of this research as well as the limitations. The contributions are discussed in
terms of contributions for academia and contributions in practice. The limitations are given based on the few assumptions
in PAM, which can open directions for future research.
7.1. Contributions
Our contributions to the academia are in the three ﬁelds; CSCW, awareness of intelligent agents and policy in agent
systems:
• We borrowed the concept of awareness from CSCW. However, there is currently no deﬁnitive method for recognizing
the required awareness. Given policy-aware agents, participants in cooperative endeavors can recognize the relevance of
policy rules and the information that they require to enhance cooperation.
• PAM is an extension of the logic of general awareness. While the literature on this logic emphasizes the importance of
a method to identify awareness of agents, PAM proposes policies as a source to identify and obtain awareness, resulting
in favorable behaviors.
• Although Directory Enabled Networks-next generation (DEN-ng) are being used to implement awareness in agents, the
use of policies as a guideline to ﬁnd the required information for awareness has been ignored. This gap is addressed by
PAM.
Our contributions to the practice can be summarized as providing an experimental study on a method with the following
practical applications:
• In intelligent communication systems, PAM, as shown in the paper, can implement SLP agents to recognize the relevance
of information which are required to be requested from the SLI agent.
• Practice in developing software agents typically addresses awareness in terms of programming intelligent agents. Such
software agents should reason and make suggestions to assist cooperative roles. The communication system at the
hospital shows that programming software agents have two weaknesses which can be solved by considering policies
of agent–base systems: First, the suggestions made by software agents are dependent on their understanding of the
situation and limited by their implementation. As such, agents are not able to recognize the relevance of information
to a situation. Second, standard approaches to software agents are technology dependent, but involved cooperative
roles often use different technologies simultaneously. Therefore, integrated cooperation can be diﬃcult to achieve while
ignoring policies as a source of awareness.
7.2. Limitations
The research presented in this paper has got some limitations that we would like to point out here.
7.2.1. Relying on the quality of policies
PAM is not a process to design policies; rather, it assumes a given set of policies. Therefore, PAM relies on the quality of
the policies, which indicates the following limitations:
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conﬂict with existing previous rules.
• Reﬁning high-level policies to computational policy rules: high-level policies in ordinary English need to be translated
into machine-readable form before applying PAM.
7.2.2. Primitive actions
PAM only faces with primitive actions. Primitive actions as we deﬁned in Section 4.1 are those actions that they are
directly performable by the agents, and they can be assigned to nodes, i.e. situations in the branching-time model of the
world. This can be one of the future research directions to explore a method which can take non-primitive actions. Such
method must map the non-primitive actions to composition of situations in branching-time model. Another approach could
be decomposition of the non-primitive actions to primitive actions. The initiative for this decomposition would be the
structure of the branching-time model.
7.2.3. Lack of practical production evaluation
Although PAM is untried in mass production environments for application in the different domains, an initial experimen-
tal proof of concept as an exemplar is made in the wireless communication system at St. Olavs Hospital. We also showed the
applicability of PAM in space shuttle Columbia disaster in 2003. While exemplars are a common way to provide initial val-
idation to a new method in software engineering [41], further analysis, productions, and more real-world experimentation
are needed.
We admit to the following limitations of the illustrative examples, which can be methodologically handled by the trian-
gulation:
• Simplicity: The objective of taking an example from the space shuttle Columbia disaster was to illustrate the motivation
of the research as a proof of concept. This example also illustrates the PAM framework and process.
• Hindsight biasing1: Hindsight bias tends to occur when we believe (after an incident) that the onset of the incident
was predictable. However, this is an overestimation since we beneﬁt from the feedbacks given about the outcome of
the incident [42]. Le Coze [43] acknowledges this issue in incident investigation research and advises to triangulate
evaluation methods. However, we admit that the space shuttle Columbia disaster suffers from hindsight biasing; we use
triangulation in our evaluation to handle this issue.
8. Conclusion
Awareness in the ﬁeld of computer supported cooperative work and in the area of intelligent agents lacks a deﬁnitive
method to identify relevant information. We also indicate that although currently several policy frameworks such as Di-
rectory Enabled Networks-next generation (DEN-ng) are being used to implement awareness in agent systems, the use of
policies as a guideline to ﬁnd the awareness has not been forthcoming. In this paper, we have shown that policies can be a
source of awareness, which changes the behavior of roles without the need for direct orders. We proposed a method called
Policy-based Aware Management (PAM) that reﬁnes policies to awareness. We demonstrated PAM by applying the method
to the space shuttle Columbia disaster in US in 2003.
The PAM framework is based on a tree-like structure with a single past and multiple futures, called branching-time model
of worlds. At any change of environment, i.e. event, PAM deﬁnes a possible world represented by a branching-time model.
In each model, an arrangement of situations identiﬁes the actions that change one situation to another. PAM framework
follows the logic of general awareness, where implicit knowledge about a proposition can be inferred in a situation where
the proposition is valid. Awareness is deﬁned as a relevant proposition to a situation. PAM framework also deﬁnes explicit
knowledge where both of implicit knowledge and awareness are gained.
The PAM process uses policy rules as a source to identify awareness in three steps. The ﬁrst step is to identify the
relevant policy rules. In this step, the agent becomes aware of a policy rule if and only if in the branching-time model of
the world, there is a possibility, sometimes now or in future, that the agent violates the rule. The second step is to identify
the relevance of information. When an agent becomes aware of a policy rule, it takes the condition of the rule relevant and
becomes aware of that. In third step, the agent changes its behaviors to gain implicit knowledge to what it is aware of.
In this paper, we triangulated series of hypothetical simulations with our experiments on the application of PAM to the
wireless communication system at St. Olavs Hospital.
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