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1. Introduction
For q a power of the prime p let Fq denote the ﬁnite ﬁeld of order q. A monic polynomial f ∈ Fq[x]
of degree n is said to be primitive if any (and so each) of its roots is a primitive element of the
extension Fqn of degree n over Fq , i.e., is a generator of the multiplicative cyclic group F∗qn of order
qn −1. A primitive polynomial is necessarily irreducible. Write a monic polynomial f of degree n over
Fq as xn −σ1xn−1+σ2xn−2−σ3xn−3+· · ·+ (−1)nσn . Then its trace and norm are deﬁned to be σ1 ∈ Fq
and σn ∈ Fq , respectively. When f is irreducible in Fq then these correspond to the trace and norm
of any of its roots in Fqn over Fq . If f is a primitive polynomial necessarily its norm is a primitive
element of Fq . Altogether there are φ(qn − 1)/n primitive polynomials of degree n. A natural question
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one guarantee the existence of a primitive polynomial of degree n with trace and norm the speciﬁed
values? Here, to be sensible, it is to be assumed that n 3. The purpose of this paper is to complete
the proof of the following theorem.
Theorem 1.1. Let a,b ∈ Fq with b a primitive element of Fq. Then, generally, for any integer n 3, there exists
a primitive polynomial of degree n over Fq with trace a and norm b. The only exceptions occur when n = 3,
a = 0, and q = 4 or 7.
If it is assumed in the statement of Theorem 1.1 that a is a non-zero element of Fq , a stronger
version of Theorem 1.1 is already available, in that one may infer the existence of a primitive poly-
nomial with trace a and norm b which is normal or free over Fq , meaning that for a root α of f ,
{α,αq, . . . ,αqn−1} is a basis of the extension Fqn/Fq . See Cohen [2] and Cohen and Huczynska [3,7].
(Indeed, since a normal polynomial must have non-zero trace, that theorem is already complete in-
sofar as the existence of primitive normal polynomials with prescribed trace and norm is concerned.)
Summarising, Theorem 1.1 holds whenever the speciﬁed trace is non-zero. Moreover, whenever n 5,
Fan and Wang [6] have proved the existence of a primitive normal polynomial f of degree n with the
last two coeﬃcients σn−1 and σn prescribed, where σn−1 is speciﬁed arbitrarily (possibly zero) and
σn must be a primitive element of Fq . (Here the cases n = 3,4 remain open.) Now, if f is primitive,
the monic reciprocal polynomial f ∗(x) = ( f (0))−1xn f (1/x) is also primitive and, in terms of the trace
and norm of f , f ∗ has trace σn−1/σn and norm 1/σn , respectively. Hence, whenever n 5 then, even
if a = 0, Theorem 1.1 follows from this result with σn−1 speciﬁed as a/b and σn speciﬁed as 1/b. In
particular, Theorem 1.1 is valid when a = 0, provided n 5. To complete the proof of Theorem 1.1 in
this paper we establish the following subcase.
Theorem 1.2. Let b be a primitive element of Fq. Then, for n = 3 (except when q = 4 or 7) and for n = 4, there
exists a primitive polynomial of degree n over Fq with zero trace and norm b.
Our aim in the proof Theorem 1.2 is to show a measure of reﬁnement. It is achieved en-
tirely theoretically (i.e., without ﬁnding explicit primitive polynomials) except when (n,q) = (3,37),
(3,49), (4,5), (4,13) and (4,17). In the latter cases appropriate primitive polynomials are exhib-
ited. They are also given for the pairs (3,16) and (3,25) as an alternative to an appeal to a
theoretical result of [4], whose proof is not repeated here. (By way of contrast, because of the strin-
gent normality condition, a proof of an extension of the Fan–Wang theorem in [6] to the cases
n = 3,4, can be expected to require direct veriﬁcation in further cases with possibly some excep-
tions.)
2. General theory
The basis of the method is drawn from the investigation of primitive normal polynomials in [2]
which delivered an existence theorem for degrees n 5. But now we ignore the normality constraint
and take speciﬁed trace a = 0. For the cases n = 3,4 of the primitive normal problem deep estimates
of Katz [8] were invoked in [3] and [7]. When a = 0, however, elementary arguments based on [2] are
as successful as we demonstrate below.
A non-zero element α ∈ Fqn has order a divisor of qn − 1. In particular, it is a primitive element
of Fqn (i.e., the root of a primitive polynomial of degree n over Fq) if and only it has order qn − 1.
For any divisor t of qn − 1, call α ∈ Fqn t-free if, for any d|t , α = βd , β ∈ Fqn , implies d = 1, and deﬁne
N(t) (= Nb(t)) to be the number of non-zero elements of Fqn that are t-free, have zero Fq-trace,
and Fq-norm equal to a given primitive element b. We endeavour to show that N(qn − 1) is positive.
Indeed, deﬁne m =m(q,n) to be greatest divisor of qn − 1 that is relatively prime to q − 1. Thus m is
a divisor (possibly proper) of q
n−1
(q−1)gcd(n,q−1) . It is easy to see (as noted in [7], and earlier in [2]) that
α ∈ Fqn is primitive if and only if its norm is primitive in Fq and α is m-free. Hence N(qn −1) = N(m).
In fact, as we shall see, it is useful to consider N(t) for general divisors t of m.
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θ(t)
∫
d|t
ηd(α), (2.1)
where θ(t) = φ(t)/t (φ is Euler’s function) and the integral notation is shorthand for the weighted
sum
∫
d|t
ηd(α) =
∑
d|t
μ(d)
φ(d)
∑
(d)
ηd(α),
with
∑
(d) ηd (for d|t) denoting a sum over all φ(d) multiplicative characters ηd of order d over Fqn .
(Here the only non-zero contributions to the sum can arise from square-free values of d and we can
assume in what follows that every value of d considered is square-free.)
Let Tr denote the trace function from Fqn to Fq . The characteristic function for the subset of Fqn
comprising elements that have zero trace is
1
q
∑
c∈Fq
λ
(
c Tr(α)
)
, α ∈ Fqn ,
where λ is the canonical additive character of Fq . This can be re-expressed in terms of the canonical
additive character χ of Fqn (equivalent to the lift of λ) as
1
q
∑
c∈Fq
χ(cα), α ∈ Fqn . (2.2)
Let Nm denote the norm from Fqn to Fq . The characteristic function for the subset of non-zero
elements of Fqn that have norm b over Fq is
1
q − 1
∑
ν∈F̂∗q
ν
(
Nm(α)b−1
)
, α ∈ F∗qn ,
where the sum is over the group F̂∗q  F∗q comprising all q − 1 multiplicative characters ν of Fq . This
can be expressed in terms of the characters ν˜ , where ν˜ represents the lift of the character ν to a
multiplicative character of Fqn and ν¯ denotes the complex conjugate of ν , as
1
q − 1
∑
ν∈F̂∗q
ν¯(b)ν˜(α), α ∈ F∗qn . (2.3)
This leads to an explicit expression for N(t) for any divisor t of m involving Gauss sums Gr(η),
r = 1 or n, where Gr(η) =∑α∈F r η(α)χ(α) with η a multiplicative character of Fqr .q
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N(t) = θ(t)
{
qn−1 − 1
q − 1 +
1
q
∫
d|t,
d>1
∑
ordν|u
ν¯(b)Gn(ηdν˜)
+ (−1)
n−1
q
∑
ord(ν)|u
ν =ν1
ν¯(b)
(
G1(ν)
)n}
, (2.4)
where
∑
ord(ν)|u signiﬁes a sum over the multiplicative characters ν ∈ F̂∗q of order dividing u.
Proof. From (2.1), (2.2) and (2.3),
q(q − 1)N(t) = θ(t)
∫
d|t
∑
ν∈F̂∗q
∑
c∈Fq
ν¯(b)
∑
α∈F∗
qn
(ηdν˜)(α)χ(cα). (2.5)
Observe that the contribution to the left side of (2.5) of the terms on the right side with c = 0 is
θ(t)(qn − 1) since ∑α∈F∗
qn
(ηdν˜)(α) = 0, unless d = 1 and ν = ν1, the principal (trivial) multiplicative
character over Fq . For c = 0,
∑
c∈F∗q
∑
α∈F∗
qn
(ηdν˜)(α)χ(cα) =
∑
c∈F∗q
¯˜ν(c)Gn(ηdν˜),
since ηd acts trivially on Fq whenever d|m. Further ∑c∈F∗q ¯˜ν(c) = 0 unless ν˜ is the trivial charac-
ter on Fq , which occurs if and only if ν(cn) = 1 for all c ∈ F∗q , i.e., ord(ν)|u. Here, in the par-
ticular case when d = 1 and ν = ν1, we obtain ∑c∈F∗q ¯˜ν1(c)Gn(ν˜1) = −(q − 1). More generally,
when d = 1 and ord(ν)|u, use the Hasse–Davenport theorem (see [9, Theorem 5.14]), namely that
Gn(ν˜) = (−1)n−1(G1(ν))n . 
When q is odd, n is even and ν = ν2, the quadratic character, (−1)n−1q ν¯2(b)(G1(ν2))n in (2.4) has
the explicit value ±q n2−1, since ν2(b) = −1 because b is a primitive element of Fq . Here the plus sign
is to be selected precisely when 4|n or q ≡ 1 (mod 4), see [9, Theorem 5.15].
In general, |Gn(η)| = q n2 unless η is the principal character. Thus, from Lemma 2.1 with t = 1, we
obtain the following result contained in [10] (see also [11]).
Lemma 2.2. In the notation of Lemma 2.1,
∣∣∣∣N(1) − qn−1 − 1q − 1
∣∣∣∣ (u − 1)q n2−1.
Lemma 2.3. Suppose q is odd and n is even (so that u is also even). Then
N(1) q
n−1 − 1
q − 1 − (u − 3)q
n
2−1.
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G1(ν) = ±√q. Moreover, ν(b) = −1, since b is a primitive element of Fq . Hence the value of
(−1)n−1ν(b)(G1(ν)n) is precisely qn/2. The result follows as in Lemma 2.2 using this explicit eval-
uation of the relevant term in (2.4). 
For any positive integer r let W (r) be the number of square-free divisors of r: thus W (r) = 2ω(r) ,
where ω(r) is the number of distinct prime factors of r.
Lemma 2.4. In the notation of Lemma 2.1, suppose t (> 1) is a divisor of m. Then
∣∣N(t) − θ(t)N(1)∣∣ θ(t)u(W (t) − 1)q n2−1.
Proof. From Lemma 2.1
N(t) − θ(t)N(1) = θ(t)
q
∫
d|t,
d>1
∑
ordν|u
ν¯(b)Gn(ηdν˜).
Here, for each square-free divisor d > 1 of t there corresponds φ(d)u Gauss sums Gn(ηdν˜) (as ν
ranges over all u multiplicative characters of order dividing u). Each Gauss sum has absolute value q
n
2
and weight 1/φ(d). The result follows. 
Combine Lemmas 2.2 (or 2.3) and 2.4 to yield a lower bound for N(t).
Theorem 2.5. Suppose t is a divisor of m (for example take t =m). Then
N(t) θ(t)
(
qn−1 − 1
q − 1 −
(
uW (t) − h)q n2−1),
where h = 3 if q is odd and n is even, and otherwise h = 1.
Corollary 2.6. If
q
n
2−1
1− 1q
>
(
uW (m) − h)+ 1
q
n
2−1(q − 1) , (2.6)
then N(m) is positive. Hence, certainly N(m) is positive whenever
q
n
2−1  uW (m)
(
1− 1
q
)
. (2.7)
The next lemma leads to a modiﬁed criterion for N(m) to be positive by “sieving” with respect to
the prime divisors of m.
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N(m)
s∑
i=1
N(pi) − (s − 1)N(1) (2.8)
=
s∑
i=1
(
N(pi) −
(
1− 1
pi
)
N(1)
)
+ δN(1), (2.9)
where δ = 1−∑si=1 1pi .
Proof. Inequality (2.8) is a special case of Theorem 3.1 of [2] and (2.9) follows by rearrangement. 
Theorem 2.8.With notation as in Lemma 2.7,
N(m) δ
(
qn−1 − 1
q − 1 −
(
u
(
s − 1
δ
+ 2
)
− h
)
q
n
2−1
)
,
where h is as in Theorem 2.5.
Proof. From Lemmas 2.2, 2.3 and 2.4, Lemma 2.7 yields
N(m) δ
(
qn−1 − 1
q − 1 − (u − h)q
n
2−1
)
−
s∑
i=1
(
1− 1
pi
)
u
(
W (pi) − 1
)
q
n
2−1.
Since, for each i, W (pi)−1 = 1 and ∑si=1(1−1/pi) = s−1+δ, the result follows after rearranging. 
In applying the sieve it is critical that the quantity δ is positive; in particular, m cannot have too
many prime factors.
Corollary 2.9. Suppose δ > 0. If
q
n
2−1
1− 1q
>
(
u
(
s − 1
δ
+ 2
)
− h
)
+ 1
q
n
2−1(q − 1) , (2.10)
then N(m) is positive. Hence, certainly N(m) is positive whenever
q
n
2−1  u
(
s − 1
δ
+ 2
)
− h. (2.11)
To conclude this section we analyse from Lemma 2.1 how the value of Nb(m) (= N(m)) depends
on the particular primitive element b ∈ Fq .
Lemma 2.10. Assume the notation of Lemma 2.1.
Suppose u  2. Then Nb(m) has the same value irrespective of the choice of primitive element b ∈ Fq.
More generally, ﬁx a primitive element b0 of Fq. Then the value of Nb(m) where b = b j0 , gcd( j,q − 1) = 1,
depends only on the value of j mod u, where necessarily gcd( j,u) = 1. Hence, Nb(m) is positive for ev-
ery primitive root b if N
b j0
(m) is positive for each j in a set covering all φ(u) members of a reduced set of
residues mod u.
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ν0(b0) = e2π i/u . Then, from (2.4), the value of Nb(m) depends only on j mod u.
Alternatively, the conclusion can be seen directly. For example, if u = 1, then every element of Fq
is an nth power. So, if b is any primitive element of Fq , then b = cnb0 for some c ∈ Fq . Therefore
f (x) ∈ Fq[x] is a primitive polynomial with trace 0 and norm b0 if and only if cn f (x/c) is a primitive
polynomial with trace 0 and norm b. Similarly, if q is even and u = 2, then b = cnb0, since both b and
b0 are both non-squares in Fq . 
3. Primitive cubics
In this section take n = 3 so that, in Lemma 2.1, u = u(3,q), where u = 3 if q ≡ 1 (mod 3) and,
otherwise, u = 1. Let Q = q2+q+1. Then m = Q /u, because Q ≡ 3 (mod 9) whenever u = 3. Observe
that gcd(m,6) = 1 and every prime divisor l of m satisﬁes l ≡ 1 (mod 6).
We can apply results of Section 2 with n = 3. For instance, Theorem 2.8 asserts that
N(m) δ
(
q −
(
u
(
s − 1
δ
+ 2
)
− 1− 1
q
1
2
)
q
1
2
)
.
In place of Corollary 2.9, a suﬃcient condition (2.11) for N(m) to be positive is
q >
(
3(s − 1)
δ
+ 5− 1
q
1
2
)2
. (3.1)
In fact, it is generally convenient (to avoid explicit dependence on q in its right side) to replace (3.1)
by
q
(
3(s − 1)
δ
+ 5
)2
. (3.2)
Nevertheless, when q ≡ 1 (mod 3) (i.e., when u = 3) it is useful to incorporate a further slight im-
provement in this criterion.
Theorem 3.1. Assume the situation and notation of Theorem 2.8 with n = u = 3. If
q
(
3(s − 1)
δ
(
1− 1
q
1
2
)
+ 5− 1
q
1
2
)2
=: Rq,
then N(m) is positive.
Proof. When q ≡ 1 (mod 3), since b is a primitive element (and so a non-cube) in Fq , then x3 − b is
an irreducible cubic over Fq whose three roots in Fq3 have trace 0 and norm b in Fq . These roots are
therefore included in the count for N(1), yet, having order 3(q−1), none is pi-free for any i = 1, . . . , s.
Hence, in place of (2.8), we have
N(m)
s∑
i=1
N(pi) − (s − 1)
(
N(1) − 3)
and the proof is completed by taking account of this improvement. 
There is a further improvement to Theorem 3.1 that can be made when the prime power q is a
square. It arises because the cubic Gauss sums may be evaluated explicitly.
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is a square and that, for the prime p, either p = 2 or p ≡ 5 (mod 6) (so that u = 3). Then
N(1) = q + 1− (−1)eq 12 . (3.3)
Moreover,
N(m) δ
{
q + 1−
[
3
(
s − 1
δ
(
1− 1
q
1
2
)
+ 1
)
− (−1)e
]
q
1
2
}
; (3.4)
thus N(m) is positive whenever
q
{
3
(
s − 1
δ
(
1− 1
q
1
2
)
+ 1
)
− (−1)e − 1
q
1
2
}2
=: R∗q . (3.5)
Proof. In Lemma 2.1 take n = 3 and let ν in (2.4) be one of the two characters of order 3. By the
evaluation of the relevant cubic Gauss sum (see [5] and [12] for an elementary derivation) G1(ν) =
−(−1)eq 12 so that (G1(ν))3 = −(−1)eq 32 . Moreover, since b is a primitive element of Fq (and so a
non-cube), then ν(b) takes the value 12 (−1+
√−3 ) at one cubic character and 12 (−1−
√−3 ) at the
other. Thus the contribution of the second sum to the right side of (2.4) is θ(t)(−1)e√q. With t = 1
this yields (3.3), leading in turn to (3.4) and (3.5) as in Theorem 3.1. 
Example 3.3. Take q = 121 = 112 so that e = 1, s = 3, Q = 4921 = 7 × 19 × 37 and δ = 0.77748 . . . .
Then, in (3.5), R∗121 < 119.4 < q and N(m) is positive (for any primitive element b of Fq).
As an alternative to the use of Theorem 3.2, we can strengthen Lemma 2.10 when n = u = 3.
Observe that Lemma 2.10 already indicates that here, for Theorem 1.2 to hold, it suﬃces to show that,
for some primitive element b ∈ Fq and some j with gcd( j,q − 1) = 1 and j ≡ 2 mod 3 both Nb(m)
and Nb j (m) are positive.
Lemma 3.4. As in Lemma 3.2, assume the situation and notation of Theorem 2.8 with n = u = 3. Suppose
further that q = p2e is a square and that, for the prime p, either p = 2 or p ≡ 5 (mod 6). Then Nb(m) has the
same value for all primitive elements b ∈ Fq. In particular, if n = u = 3, then Theorem 1.2 holds provided there
exists a primitive cubic with trace 0 over Fq[x].
Proof. Suppose f (x) = x3 + ax − b ∈ Fq[x] is a primitive cubic (with norm b). Then its conjugate
x3 + apx − bp over the prime ﬁeld Fp is also primitive (with norm bp) and gcd(p,q − 1) = 1 with
j = p ≡ 2 (mod 3). The result then follows from Lemma 2.10. 
Theorem 3.5. (See [1,4].) Suppose n  3 and q is a prime power (with q = 4 if n = 3). Then there exists a
primitive polynomial over Fq of degree n and trace 0.
With some effort, in [4] Theorem 3.5 was established theoretically without direct construction of
any primitive polynomial. To keep this paper self-contained (as far as is feasible) we proceed without
essential use of this theorem.
Next we deal with the possibility that m is prime (whether u = 3 or 1). In this case one can
quickly reduce the possibilities that N(m) = 0 to two values of q.
Lemma 3.6. Suppose n = 3 and m is prime. If N(m) = 0, then q = 4 or 7.
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Lemma 2.2, N(1)  q + 1 − 2√q. On the other hand the only elements α ∈ Fq3 that are not m-free,
yet have zero trace and non-zero norm, must have order 3(q − 1) and so must be one of the three
roots of x3 − b. Hence
N(m) q − 2− 2√q > 0
provided q 4+ 2√3 = 7.464 . . . .
Now, suppose u = 1. Then, by Lemma 2.2, N(1) = q+1. Moreover, the only non-primitive elements
α ∈ Fq3 counted by N(1) must in fact be elements α ∈ Fq with zero trace and norm b. Such an
element can (and does) exist only if q is a power of 3 and α = b0, where b30 = b, a unique possibility.
Hence, in this case N(m) q > 0. 
Example 3.7. Suppose q = 7. Then x3 − 2x + 2 is primitive. On the other hand, there is no primitive
cubic of the form x3 + ax− 3 (although 3 is a primitive element of Fq).
In the proof of Theorem 1.2 for n = 3 which follows, we shall make a single application of (2.7)
(a criterion for N(m) to be positive).
Lemma 3.8. Let r be a positive integer and S0 the set of all prime factors of r that are less than 64. Then
W (r) cS0r
1
6 ,
where cS0 =
∏
l∈S0
2
l1/6
.
In particular, if all prime factors of r are ≡ 1 (mod 6), then S0 ⊆ S = {7,13,19,31,37,43,61} (the set of
primes ≡ 1 (mod 6) that do not exceed 64), and cS0  cS = 3.0750 . . . < 3.0751.
Proof. W is multiplicative. Also, for a prime l ≡ 1 (mod 6), use the trivial fact that W (l) < l1/6 if
l > 64, whereas, if l ∈ S , then W (l) = 2. 
Lemma 3.9. Let n = 3. Suppose q > c6Su5 . Then N(m) is positive.
Proof. Set c = cS . By Lemma 3.8
uW (m)
(
1− 1
q
)
 cu
(
Q
u
)1/6(
1− 1
q
)
 cu5/6q1/3
(
1+ 1
q
+ 1
q2
)1/6(
1− 1
q
)
< cu5/6q1/3
[(
1+ 2
q
+ 1
q2
)(
1− 1
q
)6]1/6
< cu5/6q1/3
[(
1+ 1
q
)(
1− 1
q
)]1/3
< q1/2,
by assumption. The conclusion follows using (2.7). 
Proof of Theorem 1.2 for cubics.
Case 1. q ≡ 1 (mod 3). Here u = 3. As before s = ω(m).
From now we assume N(m) = 0 (and seek a contradiction). Then, by Lemma 3.9, q < 243c6S <
205476.3 and Q < 4.2221 × 1010. On the other hand, if s  8. Then Q  3 × 67 ×∏l∈S l > 1.0455 ×
1012 (with S as in Lemma 3.8).
S.D. Cohen / Finite Fields and Their Applications 18 (2012) 1156–1168 1165Hence we can assume that s  7 and apply the sieve. Then δ  1 −∑l∈S 1l > 0.62865. By (3.2) it
follows that q 1131, whence Q  1280293 and s 5.
If s = 5, then Q  3 × 7 × 13 × 19 × 31 × 37 = 5949489, δ > 0.66830 and, by (3.2), q  526 and
Q < 277203, a contradiction.
Hence s  4 and δ > 0.69533. By (3.2) this implies q  321 (indeed q  313). Actually, a check
(using MAPLE, for example) shows there are no prime powers q 313 for which s = 4.
Suppose s = 3 (thus δ > 0.72758). By (3.1), if N(m) = 0, then q  175. This leaves two possible
prime powers q, namely 163 (for which Q = 7× 19× 67) and 121, dealt with in Example 3.3.
For q = 163, δ = 0.78958 . . . and the right side of (3.2) is less than 159 < q so that N(m) > 0.
Similarly, if s = 2 (δ > 0.78021), then q 78. The following is a list of the pairs (q,m) that remain
(displaying m = Q /3 in factorised form):
(16,7× 13); (25,7× 31); (37,7× 67); (49,19× 43);
(61,13× 97); (64,19× 73); (67,72 × 31).
For q = 61, δ = 0.91276 . . . , and in Theorem 3.1, R61 < 59.9; for q = 64, δ = 0.93366 . . . and R64 <
59.1; for q = 67, δ = 0.82488 . . . and R67 < 65.2. Thus N(m) > 0 in these cases.
Take q = 37. Then, using Lemma 2.10, this case of Theorem 1.2 follows from the primitive cubics
x3 + 6x− 2 and x3 + 2x− 32 = x3 + 2x+ 5.
When q = 16 or 25 Theorem 1.2 follows from Lemma 3.4 and Theorem 3.5. To avoid Theorem 3.5,
we alternatively simply provide a speciﬁc primitive cubic in each case.
Take F16 = F2(b), where b4 + b + 1 = 0. Then x3 + bx+ b is a primitive cubic.
Take F25 = F5(b), where b2 − b + 2 = 0. Then x3 + b4x− b is a primitive cubic.
For q = 49, Lemma 3.4 does not apply and two primitive cubics are required to be exhibited. Take
F49 = F7(b), where b2 − b + 3 = 0. Then x3 + b2x − b and x3 + b4x − b5 are primitive cubics. (Here
as it happens Nb(m) = Nb5(m) = 36. This is not always the case; for example, when q = 169, Nb(m)
takes values 126 and 180.)
This completes the discussion of Case 1.
Case 2. q ≡ 1 (mod 3): thus u = 1. Since u = 1, this follows from Lemma 2.10 and Theorem 3.5.
Nevertheless, we offer an alternative derivation below using the estimates of this paper.
Suppose N(m) = 0. By Lemma 3.9, q < 845.6, whence Q  714871 < 7× 13× 19× 31× 37. Hence
we assume s 4, so that, in (2.10) with n = 3, u = 1, δ  1− 17 − 113 − 119 − 131 > 0.69533 and (2.10)
implies that q < 28.3, whence Q  831 and s  2. Hence s = 2 (by Lemma 3.6) and δ > 0.78021. By
(2.10) it follows that q < 5.3, i.e., q = 2,3 or 5. But then s = 1, a contradiction. 
4. Primitive quartics
In this section take n = 4 so that, in Lemma 2.1, u = u(4,q), where u = 4 if q ≡ 1 (mod 4), u = 2
if q ≡ 3 (mod 4), and u = 1 if q is even. Let Q = Q 1Q 2, where Q 1 = q + 1 and Q 2 = q2 + 1. In fact,
m is odd. Indeed, m = Q /4 if u = 4 (because Q ≡ 4 (mod 8)), m Q /8 if u = 2 and m = Q if u = 1.
Further, every prime divisor l of Q 2 satisﬁes l ≡ 1 (mod 4).
Suppose in the ﬁrst place that q ≡ 2 (mod 3). Then 3|Q 1 = q+ 1 and, for the sieving part, a lower
bound for N(3) instead of Lemma 2.2 or 2.3 is required as well as a modiﬁed sieve. These now follow.
(By contrast, when q ≡ 2 (mod 3), then we can use the work of Section 2.)
Lemma 4.1. Suppose n = 4 and q ≡ 2 (mod 3). Then
N(3)
{
2
3 (q + 1)2 if u = 1 or 2,
2
3 (q − 1)2 if u = 4.
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[9, Theorem 5.16] and the Hasse–Davenport theorem μ(3)ν¯(b)G4(η3ν˜) is q2 if ν is trivial and (when
u = 2 or 4) is −q2, if ν is the quadratic character. Also, for u  2 use the argument of Lemma 2.3 for
the quadratic character in the second sum (when q is odd). 
When q ≡ 2 (mod 3) the problem with applying Lemma 2.7 is the necessity of having δ > 0. The
next lemma is an obvious modiﬁcation that allows greater scope.
Lemma 4.2. Assume q ≡ 2 (mod 3) (so that m is divisible by 3). Let ω(m) = s+1with p1, . . . , ps the distinct
primes exceeding 3 dividing m. Then
N(m)
s∑
i=1
(
N(3pi) −
(
1− 1
pi
)
N(3)
)
+ δ3N(3),
where δ3 = 1−∑si=1 1pi .
The “prime” case of Lemma 2.4 is modiﬁed thus (again from [2, Theorem 3.1]).
Lemma 4.3. Assume q ≡ 2 (mod 3) and l is a prime divisor of m exceeding 3. Then∣∣∣∣N(3l) −(1− 1l
)
N(3)
∣∣∣∣ 23
(
1− 1
l
)
· 2uq.
When the prime l in Lemma 4.3 divides q + 1 then the bound can be improved (as in Lemma 4.1)
using Stickelberger’s theorem, etc.
Lemma 4.4. Assume q ≡ 2 (mod 3) and l is a prime divisor of q + 1 exceeding 3. Set S3(l) = N(3) −
(1− 1l )N(3). Then S3(l) = 0 when u = 1 or 2, whereas
S3(l)
2
3
(
1− 1
l
)
· 4q if u = 4.
Proof. Observe that, in (2.4), μ(l)ν(b)G4(ηlν) and μ(3l)ν(b)G4(η3lν) cancel out exactly, both when ν
is trivial and when ν is the quadratic character. 
The next theorem now follows from Lemma 4.2 using Lemmas 4.1 and 4.3.
Theorem 4.5. Assume q ≡ 2 (mod 3) (so that 3|m). Then, in the notation of Lemma 4.2
N(m) 2
3
δ3
{
q2 + 1−
[
2u
(
s − 1
δ3
+ 1
)
+ h
]
q
}
,
where h = −2 if u = 1,2 and h = 2 if u = 4.
Corollary 4.6. Assume q ≡ 2 (mod 3) and, in the notation of Lemma 4.2, δ3 is positive. Then N(m) is positive
whenever
q 2u
(
s − 1
δ3
+ 1
)
+ h =: R.
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Lemma 4.4 to the appropriate primes but, for simplicity in the ensuing discussion, we omit such.
The criterion (2.10) of Corollary 2.9 when n = 4 asserts that, if δ > 0, then N(m) is positive when-
ever
q u
(
s − 1
δ
+ 2
)
− h, (4.1)
where h = 1 or 3 according as q is even or odd, respectively. Despite the foregoing, even if q ≡
2 (mod 3), (2.10) can be useful (see later). Thus, as for Lemma 4.4 for primes l dividing q + 1, we
have the following improvement of Lemma 4.3.
Lemma 4.7. Assume l is a prime divisor of m. Let S1(l) = N(l)− (1− 1l ). Then S1(l) = 0 if u = 1 or 2 whereas
S1(l)
(
1− 1
l
)
· 2q if u = 4.
This gives a slight improvement to (4.1) useful when q + 1 has a single odd prime factor (such as
3 or 5).
Theorem 4.8. Suppose δ > 0 and q + 1 has an odd prime factor l. Then N(m) is positive whenever
q u
(
s − 1
δ
+ 2
)
− ε
δ
(
1− 1
l
)
− h,
where h = 1 or 3 and ε = 1 or 2, according as q is even or odd, respectively.
Proof of Theorem 1.2 for quartics. We suppose that N(m) = 0 and use a theoretical argument to
eliminate most possibilities.
Because the criteria for N(m) positive grow more stringent as u grows from 1 to 2 to 4 we con-
centrate on the last of these (when q is odd). (Recall that when q is even then u = 1.)
First, by (2.7), it can be supposed that q  uW (m)  4W (Q ). In Lemma 3.8, cS0 < 21.0284 as
this allows for all odd primes  64 to be factors of m. Then q  84.1136Q 1/6 (or 21.084Q 1/6 when
q is even). For q odd, if q > 7075 then Q > 3.5419 × 1011 and 84.1136Q 1/6 > 7075.2 > q, a con-
tradiction. Hence q < 7075 and Q < 3.5419 × 1011. (For q even carry out a similar, though easier,
argument with q  512 to deduce that q  256.) This means at most three primes congruent to
3 (mod 4) divide q + 1 (since 2 × 3 × 7 × 11 × 19 = 8778). Hence the only odd primes < 64 that
divide Q are contained in the set {3,5,7,11,17,29,37,37,41} which implies that, in Lemma 3.8,
cS0 < 10.8196. For q odd, if q > 1873, then Q > 6.5742 × 109, leading to a contradiction as be-
fore. Hence q  1873 and Q < 6.5743 × 109 with s(Q ) 9 (including the prime factor 2). (Similarly,
q 128 if q is even.)
Now apply Corollary 4.6 (alternatively, Corollary 2.9, if q ≡ 2 (mod 3)).
For q odd, we have s 7 and
δ3  1− 1
5
− 1
7
− 1
11
− 1
13
− 1
17
− 1
29
− 1
37
> 0.36897
whence q  R < 141 (indeed q  R < 69.1, unless u = 4). Thus, q  137, Q  2500260 and at
most two primes ≡ 3 (mod 4) divide Q . It follows that s(Q )  6 and, in Corollary 4.6, s  4 and
δ3  1− 15 − 17 − 113 − 117 > 0.52139. Hence q  R < 56.1 (with q  27 if u = 2 and q  8 if u = 1).
So certainly, q  49 and, for all relevant prime powers  49, Q has at most 4 odd prime factors.
Equality occurs only when q = 47, when Q = 22 × 3× 5× 13× 17. In this case δ3 > 0.66425 and the
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that q + 1 has no prime factor ≡ 3 (mod 4) other than 3). Hence δ3 > 0.70909 and q R < 21.3.
We therefore consider prime powers q 19 individually.
q = 19. Then u = 2 and m = 5× 181. In (4.1), δ > 0.79447 and hence q < 3.6, a contradiction.
q = 17. Then u = 4 and m = 32 × 5 × 29. Here Corollary 2.9 (and other alternative criteria) are in-
effective. In this case to establish Theorem 1.2 directly, by Lemma 2.10, it suﬃces to exhibit
primitive polynomials with zero trace for two polynomials, the quotient of whose norms b is
not a fourth power. The primitive quartics x4 + 2x+ 6 and x4 + x2 + 6x+ 3 attain this.
q = 16. Then u = 1 and m = 17× 257. Here (4.1) easily yields a contradiction.
q = 13. Then u = 4 and m = 7 × 5 × 17. Here not even Theorem 4.8 is effective but the primitive
quartics x4 + +x2 + x+ 2 and x4 + x2 + 2x− 2 establish Theorem 1.2 in this case (since −1 is
not a fourth power).
q = 11. Then u = 2 and m = 3× 61. In (4.1), δ > 0.65027 and hence q < 4.1, a contradiction.
q = 9. Then u = 4 and m = 5 × 41. In Theorem 4.8, δ > 0.7756, l = 5 and we conclude q < 8.1,
a contradiction.
q = 8. Then u = 1 and m = 32 × 5× 13. In (4.1), δ > 0.38974 and the contradiction q < 6.2 follows.
q = 7. Then u = 2 and m = 5 and (2.7) implies that q 4.
q = 5. Then u = 4, m = 3×13 and none of the theoretical criteria is effective. Here the two primitive
quartics x4 + x2 + 2x± 2 suﬃce.
q = 4. Then u = 1, m = 5× 17 and (2.7) yields q < 3.
q = 3. Then u = 2, m = 5 and (2.7) yields q < 8/3.
q = 2. Then u = 1, m = 5 and (2.7) yields q < 2. 
Postscript. With the proof of Theorem 1.2, Theorem 1.1 is established. This ﬁnal part has been com-
pleted with an appeal to essential direct veriﬁcation in the ﬁeld solely for ﬁve pairs (q,n). Similarly,
[2], from which Theorem 1.1 was drawn for polynomials of degree n  5 and non-zero trace, was
proved entirely theoretically. For n = 3,4 (particularly the former) the corresponding results in [3]
and [7] required direct computation in several cases, and, in [6], for polynomials of degree n 5 with
zero trace, in a larger number. There would be some aesthetic merit in eliminating all inessential
computation in the proof of Theorem 1.1. For polynomials of zero trace it should be evident that the
theoretical work in this paper could be extended to degrees n 5, probably without exception. Again,
based on the estimates of [10], the theory should yield Theorem 1.1 for cubics and quartics with
non-zero trace with minimal number of exceptions.
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