Analytical Method for Computation of Phase-Detector Characteristic by Kuznetsov, N. V. et al.
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: EXPRESS BRIEFS, VOL. 59, NO. 10, OCTOBER 2012 633
Analytical Method for Computation of
Phase-Detector Characteristic
G. A. Leonov, N. V. Kuznetsov, M. V. Yuldashev, and R. V. Yuldashev
Abstract—Discovery of undesirable hidden oscillations, which
cannot be found by simulation, in models of phase-locked loop
(PLL) showed the importance of development and application of
analytical methods for the analysis of such models. Approaches
to a rigorous nonlinear analysis of analog PLL with multiplier
phase detector (classical PLL) and linear filter are discussed. An
effective analytical method for computation of multiplier/mixer
phase-detector characteristics is proposed. For various waveforms
of high-frequency signals, new classes of phase-detector character-
istics are obtained, and dynamical model of PLL is constructed.
Index Terms—Analog integrated circuits, nonlinear analysis,
phase-detector characteristic, phase-locked loop (PLL).
I. INTRODUCTION
D ISCOVERY OF undesirable hidden oscillations [1],which cannot be found by simulation, in phase-locked
loop (PLL) models [2] showed the importance of development
and application of analytical methods for the analysis of such
models. To carry out the nonlinear analysis of PLL, it is nec-
essary to consider PLL models in signal and phase–frequency
spaces [3]–[6]. For constructing an adequate nonlinear mathe-
matical model of PLL in phase–frequency space, it is neces-
sary to find the characteristic of phase detector (PD) (PD is
a nonlinear element used in PLL to match tunable signals).
The PD inputs are high-frequency signals of reference and
tunable oscillators, and the output contains a low-frequency
error correction signal, corresponding to a phase difference of
input signals. For the suppression of high-frequency component
at PD output (if such component exists), a low-pass filter is
applied. The characteristic of PD is a function defining a de-
pendence of signal at the output of PD (in the phase–frequency
space) on the phase difference of signals at the input of PD. PD
characteristic depends on the realization of PD and waveforms
of input signals.
The characteristics of classical PD—multiplier for typical
sinusoidal signal waveforms are well known to engineers [3],
[7]–[10].
Furthermore, following [11], on the examples of PD in the
form of multiplier, the general principles of computing the PD
characteristics for various types of signals, based on a rigorous
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Fig. 1. Block diagram of PLL on the level of electronic realization.
mathematical analysis of high-frequency oscillations [12], [13],
will be considered.
II. DESCRIPTION OF CLASSICAL PLL IN SIGNAL SPACE
Consider classical PLL on the level of electronic realization
(Fig. 1).
Here, OSCmaster is a master oscillator, and OSCslave is
a slave oscillator [tunable voltage-control oscillator (VCO)],
which generate oscillations fp(t) = fp(θp(t)), p = 1, 2 with
θp(t) as phases, correspondingly.
The block
⊗
is a multiplier (used as PD) of oscillations
f1(t) and f2(t), and the signal f1(t)f2(t) is its output. The
relation between the input ξ(t) and the output σ(t) of linear
filter is as follows:
σ(t) = α0(t) +
t∫
0
γ(t− τ)ξ(τ)dτ (1)
where γ(t) is an impulse response function of filter and α0(t)
is an exponentially damped function depending on the initial
data of filter at moment t = 0. By assumption, γ(t) is a differ-
entiable function with bounded derivative (this is true for the
most considered filters [9]).
A. High-Frequency Property of Signals
Suppose that the waveforms f1,2(θ) are bounded 2π-periodic
piecewise differentiable functions1 (this is true for the most
considered waveforms). Consider Fourier series representation
of such functions
fp(θ)=
∞∑
i=1
(api sin(iθ) + b
p
i cos(iθ)) , p=1, 2
api =
1
π
π∫
−π
fp(θ) sin(iθ)dθ bpi =
1
π
π∫
−π
fp(θ) cos(iθ)dθ.
A high-frequency property of signals can be reformulated
in the following way. By assumption, the phases θp(t) are
smooth functions (this means that frequencies are changing
continuously, which is corresponding to classical PLL analysis
1The functions with a finite number of jump discontinuity points differen-
tiable on their continuity intervals.
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Fig. 2. Multiplier and filter; PD and filter.
[9], [10]). Suppose also that there exists a sufficiently large
number ωmin such that the following conditions are satisfied
on the fixed time interval [0, T ]:
θ˙p(τ) ≥ ωmin > 0, p = 1, 2 (2)
where T is independent of ωmin and θ˙p(t) denotes frequencies
of signals. The frequencies difference is assumed to be uni-
formly bounded∣∣∣θ˙1(τ)− θ˙2(τ)∣∣∣ ≤ Δω, ∀τ ∈ [0, T ]. (3)
Requirements (2) and (3) are obviously satisfied for the tuning
of two high-frequency oscillators with close frequencies [9],
[10]. Let us introduce δ = ω−(1/2)min . Consider the relations∣∣∣θ˙p(τ)− θ˙p(t)∣∣∣ ≤ΔΩ, p = 1, 2
|t− τ | ≤ δ, ∀τ, t ∈ [0, T ] (4)
where ΔΩ is independent of δ and t. Conditions (2)–(4) mean
that the functions θ˙p(τ) are almost constant and the functions
fp(θp(τ)) are rapidly oscillating on small intervals [t, t+ δ].
The boundedness of derivative of γ(t) implies
|γ(τ)− γ(t)| = O(δ) |t− τ | ≤ δ, ∀τ, t ∈ [0, T ]. (5)
III. PHASE-DETECTOR CHARACTERISTIC COMPUTATION
Consider the two block diagrams shown in Fig. 2. Here, PD is
a nonlinear block with characteristic ϕ(θ). The phases θp(t) are
PD block inputs, and the output is a function ϕ(θ1(t)− θ2(t)).
The PD characteristic ϕ(θ) depends on the waveforms of input
signals fp(θ).
The signal f1(θ1(t))f2(θ2(t)) and the function ϕ(θ1(t)−
θ2(t)) are the inputs of the same filters with the same impulse
response function γ(t) and with the same initial state. The
outputs of filters are functions g(t) and G(t), respectively. By
(1), one can obtain g(t) and G(t)
g(t) =α0(t) +
t∫
0
γ(t− τ)f1 (θ1(τ)) f2 (θ2(τ)) dτ
G(t) =α0(t) +
t∫
0
γ(t− τ)ϕ (θ1(τ)− θ2(τ)) dτ. (6)
Then, using the approaches outlined in [11] and [14]–[16],
the following result can be proved.
Theorem 1: Let conditions (2)–(5) be satisfied and
ϕ(θ)=
1
2
∞∑
l=1
((
a1l a
2
l +b
1
l b
2
l
)
cos(lθ)+
(
a1l b
2
l −b1l a2l
)
sin(lθ)
)
.
(7)
Then, the following relation:
|g(t)−G(t)| = O(δ), ∀t ∈ [0, T ]
is valid.
Proof: Suppose that t ∈ [0, T ]. Consider the difference
g(t)−G(t) =
t∫
0
γ(t− s) [f1 (θ1(s)) f2 (θ2(s))
−ϕ (θ1(s)− θ2(s))] ds. (8)
Suppose that there exists m ∈ N ∪ {0} such that t ∈ [mδ, (m+
1)δ]. By definition of δ, we have m < (T/δ) + 1. The continu-
ity condition implies that γ(t) is bounded on [0, T ] and f1(θ)
and f2(θ) are bounded on R. Since f1,2(θ) are piecewise-
differentiable, one can obtain
a1,2i = O
(
1
i
)
b1,2i = O
(
1
i
)
. (9)
Hence, ϕ(θ) converges uniformly, and ϕ(θ) is continuous,
piecewise differentiable, and bounded. Then, the following
estimates:
(m+1)δ∫
t
γ(t− s)f1 (θ1(s)) f2 (θ2(s)) ds =O(δ)
(m+1)δ∫
t
γ(t− s)ϕ (θ1(s)− θ2(s)) ds = O(δ).
are satisfied. It follows that (8) can be represented as
g(t)−G(t)=
m∑
k=0
∫
[kδ,(k+1)δ]
γ(t−s)
×[f1(θ1(s))f2(θ2(s))−ϕ (θ1(s)−θ2(s))] ds+O(δ). (10)
Prove now that, on each interval [kδ, (k + 1)δ], the corre-
sponding integrals are equal to O(δ2).
Condition (5) implies that, on each interval [kδ, (k + 1)δ],
the following relation:
γ(t− s) = γ(t− kδ) +O(δ), t > s; s, t ∈ [kδ, (k+1)δ] .
(11)
is valid. Here, O(δ) is independent of k, and the relation is
satisfied uniformly with respect to t. By (10), (11), and the
boundedness of f1(θ), f2(θ), and ϕ(θ), it can be obtained that
g(t)−G(t)=
m∑
k=0
γ(t−kδ)
∫
[kδ,(k+1)δ]
×[f1 (θ1(s)) f2 (θ2(s))−ϕ (θ1(s)−θ2(s))] ds+O(δ). (12)
Denote
θpk(s) = θ
p(kδ) + θ˙p(kδ)(s− kδ), p = 1, 2.
Then, for s ∈ [kδ, (k + 1)δ], condition (4) yields
θp(s) = θpk(s) +O(δ).
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From (3) and the boundedness of derivative ϕ(θ) on R, it
follows that∫
[kδ,(k+1)δ]
∣∣ϕ (θ1(s)−θ2(s))−ϕ (θ1k(s)−θ2k(s))∣∣ ds=O(δ2).
(13)
If f1(θ) and f2(θ) are continuous on R, then, for
f1(θ1(s))f2(θ2(s)), one obtains the following relation:∫
[kδ,(k+1)δ]
f1
(
θ1(s)
)
f2
(
θ2(s)
)
ds
=
∫
[kδ,(k+1)δ]
f1
(
θ1k(s)
)
f2
(
θ2k(s)
)
ds+O
(
1
δ2
)
. (14)
Let us consider why this estimate is valid for the consid-
ered class of piecewise differentiable waveforms. Since the
conditions (2) and (4) are satisfied and the functions θ1,2(s)
are differentiable and satisfy (3), for all k = 0, . . . ,m, there
exist sets Ek [the union of sufficiently small neighborhoods of
discontinuity points of f1,2(t)] such that the following relation
takes place:
∫
Ek
ds = O(δ2), in which case the relation is
satisfied uniformly with respect to k. Then, from the piecewise
differentiability and the boundedness of f1,2(θ), it can be
proved (14).
By (14) and (13), relation (12) can be rewritten as
g(t)−G(t)=
m∑
k=0
γ(t−kδ)
∫
[kδ,(k+1)δ][
f1
(
θ1k(s)
)
f2
(
θ2k(s)
)−ϕ(θ1k(s)−θ2k(s))]ds+O(δ)
=
m∑
k=0
γ(t−kδ)
∫
[kδ,(k+1)δ][( ∞∑
i=1
a1i cos
(
iθ1k(s)
)
+b1i sin
(
iθ1k(s)
))
×
⎛
⎝ ∞∑
j=1
a2j cos
(
jθ2k(s)
)
+b2j sin
(
jθ2k(s)
)⎞⎠
−ϕ (θ1k(s)−θ2k(s))
]
ds+O(δ). (15)
Since the conditions (2)–(4) are satisfied, it is possible to choose
O(1/δ) of sufficiently small time intervals of length O(δ3),
outside of which the functions fp(θp(t)) and fp(θpk(t)) are con-
tinuous. It is known that, on each interval, which has no discon-
tinuity points, Fourier series of the functions f1(θ) and f2(θ)
converge uniformly. Then, there exists a number M = M(δ) >
0 such that, outside sufficiently small neighborhoods of discon-
tinuity points of fp(θp(t)) and fp(θpk(t)), the sum of the first M
series terms approximates the original function with accuracy
to O(δ). In this case, by relation (15) and the boundedness of
f1(θ) and f2(θ) on R, it can be obtained
g(t)−G(t) =
m∑
k=0
γ(t− kδ)
∫
[kδ,(k+1)δ]
M∑
i=1
M∑
j=1
× [μi,j(s)− ϕ (θ1k(s)− θ2k(s))] ds+O(δ) (16)
where
μi,j(s) =
1
2
((
a1i a
2
j + b
1
i b
2
j
)
cos(iθ1 − jθ2)
+
(−a1i b2j + b1i a2j) sin(iθ1 − jθ2)
+
(−b1i b2j + a1i a2j) cos(iθ1 + jθ2)
+
(
a1i b
2
j + b
1
i a
2
j
)
sin(iθ1 + jθ2)
)
.
From definition of δ and (9), it follows that, ∀i ∈ N, j ∈ N∫
[kδ,(k+1)δ]
1
i
cos (j(ωmins+ c0)) ds =
O(δ2)
ij
(17)
is valid. Taking into account (17) and (2), one obtains the
estimate ∫
[kδ,(k+1)δ]
bpj cos (jθ
p
k(s)) ds =
O(δ2)
j2
.
Similar estimate is also valid for the addends with sin.
Consider the addend involving cos(iθ1k(s) + jθ2k(s)) in
μi,j(s). By (2), it can be obtained iθ˙1(kδ) + jθ˙2(kδ) ≥ (i+
j)ωmin. Then, (17) yields the following relation:∫
[kδ,(k+1)δ]
cos
(
i
(
θ1(kδ) + θ˙1(kδ)(s− kδ)
)
+ j
(
θ2(kδ) + θ˙2(kδ)(s− kδ)
))
ds
=
∫
[kδ,(k+1)δ]
cos
((
iθ˙1(kδ)+jθ˙2(kδ)
)
s+iθ1(kδ)+jθ2(kδ)
− i
(
iθ˙1(kδ) + jθ˙2(kδ)
)
kδ
)
ds
= O
(
δ2
i+ j
)
. (18)
Then
M∑
i=1
M∑
j=1
∫
[kδ,(k+1)δ]
−b1i b2j+a1i a2j
2
cos
(
i
(
θ1k(s)
)
+j
(
θ2k(s)
))
ds
=
M∑
i=1
M∑
j=1
O(δ2)
ij(I+j)
.
The convergence of series
∑∞
i=1
∑∞
j=1(1/ij(i+ j)) implies
that the above expression is O(δ2). Obviously, a similar relation
occurs for the addend sin(iθ1k(s) + jθ2k(s)).
Thus, by (16)
g(t)−G(t)
=
m∑
k=0
γ(t− kδ)
∫
[kδ,(k+1)δ][
M∑
i=1
M∑
j=1
(
a1i a
2
j + b
1
i b
2
j
2
cos
(
iθ1k(s)− jθ2k(s)
)
+
a1i b
2
j − b1i a2j
2
sin
(
iθ1k(s)− jθ2k(s)
))
− ϕ (θ1k(s)− θ2k(s))
]
ds+O(δ).
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Note that, here, the addends with indices i = j give, in
sum, ϕ(θ1k(s)− θ2k(s)) with accuracy to O(δ). Consider the
addends with indices i < j, involving cos (for the addends
with indices i > j, involving sin, similar relations are satisfied).
By (3), similar to (18), the following relation:
M∑
i=2
i−1∑
j=1
a1i a
2
j+b
1
i b
2
j
2
∫
[kδ,(k+1)δ]
cos
(
i
(
θ1k(s)
)−j (θ2k(s))) ds
=
M∑
i=2
i−1∑
j=1
O(δ2)O
(
1
ij|i− j|
)
=O(δ2).
is valid. The proof of theorem is completed. 
Roughly speaking, this theorem separates low-frequency
error-correcting signal from parasite high-frequency oscilla-
tions. This result was known to engineers [9] for sinusoidal
signals only.
This theorem, for example, allows one to compute a PD char-
acteristic for the following typical signals [9] shown in the table
hereinafter. The waveforms f1,2(θ) of input signals are shown
in the left diagram, and the corresponding PD characteristic
ϕ(θ) is plotted in the right one.
IV. DESCRIPTION OF CLASSICAL PLL IN
PHASE–FREQUENCY SPACE
From the mathematical point of view, a linear filter can be
described [9] by a system of linear differential equations
x˙ = Ax+ bξ(t) σ = c∗x (19)
a solution of which takes the form (1). Here, A is a constant
matrix, x(t) is a state vector of filter, and b and c are constant
vectors.
The model of tunable generator is usually assumed to be
linear [9], [10]
θ˙2(t) = ω2free + LG(t), t ∈ [0, T ] (20)
where ω2free is a free-running frequency of tunable generator and
L is an oscillator gain. Here, it is also possible to use nonlinear
models of VCO; see, e.g., [17] and [18].
Suppose that the frequency of master generator is constant
θ˙1(t) ≡ ω1. Equation of tunable generator (20) and equation of
filter (19), yield
x˙=Ax+bf1
(
θ1(t)
)
f2
(
θ2(t)
)
θ˙2=ω2free+Lc
∗x. (21)
The system (21) is nonautonomous and rather difficult for
investigation [4]. Here, Theorem 1 allows one to study more
simple autonomous system of differential equations [in place
of nonautonomous (21)]
x˙ =Ax+ bϕ(Δθ) Δθ˙ = ω2free − ω1 + Lc∗x
Δθ = θ2 − θ1. (22)
Well-known averaging method [19]–[21] allows one to show
that solutions of (21) and (22) are close under some as-
sumptions. Thus, by Theorem 1, the block scheme of PLL
in signal space (Fig. 1) can be asymptotically changed [for
high-frequency generators, see conditions (2)–(4)] to the block
scheme on the level of phase–frequency relations (Fig. 3).
In Fig. 3, PD has the corresponding characteristics. Thus,
using asymptotic analysis of high-frequency oscillations, the
characteristics of PD can be computed. Methods of nonlinear
analysis for this model are well developed [4].
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Fig. 3. Block scheme of PLL in phase–frequency space.
Fig. 4. ω2free = 99 Hz, ω
1 = 100 Hz, L = 10, filter transfer functions
1/(s+ 1), and triangle waveforms.
The simulation approach for PLL analysis and design, based
on the obtained analytical results, is discussed in [22].
It should be noted that, instead of conditions (3) and (5) for
simulations of real system, one has to consider the following
conditions:
|Δω| 
 ωmin |λA| 
 ωmin
where λA is the largest (in modulus) eigenvalue of the matix
A. Also, for the correctness of transition from relation (8) to
relation (12), one has to consider T 
 ωmin. Theoretical results
are justified by simulation of PLL model in phase–frequency
space and signal space (Fig. 4). Unlike the filter output for the
phase–frequency model, the output of the filter for signal space
PLL model contains additional high-frequcy oscillations. These
high-frequency oscillations interfere with efficient qualitative
analysis and simulation of PLL.
The passage to analysis of autonomous dynamical model of
PLL (in place of the nonautonomous one) allows one to over-
come the aforementioned difficulties, related with modeling
PLL in time domain, which were noted in a survey lecture of
well-known American specialist D. Abramovitch at American
Control Conference, 2008: One has to simultaneously observe
“very fast time scale of the input signals” and “slow time scale
of signal’s phase.”
V. CONCLUSION
The approach, proposed in this brief, allows one (mathemati-
cally rigorously) to compute multiplier PD characteristics in the
general case of signal waveforms and to proceed from analysis
of classical PLL in time space to analysis and simulation in
phase–frequency space. This allows one to effectively simulate
classical PLL.
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