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Abst rac t - -A  numerical method of finding implicit W-solutions of partial differential equations is 
presented. 
1. INTRODUCTION 
The concept of r/-equivalent solutions [1] (not to be confused with approximations to the exact 
solution) allows us to apply global optimization methods for determining an ~solution of a 
nonlinear partial differential equation on the basis of certain appropriate expansions. 
In [1, pp. 44-74], such a method has been developed for solution and control of PDEs using the 
multiquadric representation proposed by R. L. Hardy [2] and extensively studied by E. J. Kansa, 
in [3], for PDE applications. 
In many cases, however, an ~solution of a nonlinear PDE can be conjectured on the basis of a 
known solution of its linear counterpart, with subsequent identification by a global optimization 
method. Here, we outline this approach, and the following examples demonstrate how to apply 
the method. 
For global optimization, we shall use a simple integral scheme which is briefly reproduced from 
[1, pp. 18-19]. 
Suppose that a continuous function f : X ---* ]R I is given over an inf-compact inf-robust set 
X C RR '~ and we want to find the global min imum value 
p°--~i~f(z), (1) 
and the set of all global minimizers: 
X ° = {x eX  If(z) =p°}. (2) 
The integral procedure works as follows. Take any point Zo E X and let Po = f(z0). Denote 
the level set 
H0 = {~ e X I f (z)  < po}. (3) 
Clearly, H0 ~ 0. If the (Lebesgue) measure p(Ho) = 0, then p0 = P0, X ° = H0, and the problem 
is solved, see [1, Lemma 3.2, p. 89]. Otherwise, p(Ho) > 0 and we can compute the mean value 
= M(f, po)= ~ f_ f(x) d.. (4) Pl 
p~- -u!  JH  o 
Obviously, Po >__ Pl ~_ p0. If Pl = Po, then pO = pl, X ° = H0, and the problem is solved, 
see [1, Theorem 3.2, p. 101]. Otherwise, Pl <: P0, and we introduce PR into (3) and (4) in place of 
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P0, this yielding H1 = {x E X I f (z)  < Pt} and P2 = M(f ,  pI). Repeating the iterations (3)-(4), 
one comes to two monotonic sequences: 
P0 >P l  > " ">Pk  >Pk+l  >" ' _>P° ,  (5) 
H0 D H1 D . . .  D Ht D Hk+l . ' . _~ X °. (6) 
If an equality sign appears in (5), say, Pl,+t = Pk or for certain k, we get p(Hk) = 0, k > 0, then 
the problem is solved: p0 = pk,X 0 = Hk. Otherwise, see [1, Theorem 3.1, pp. 95-98], we have: 
lim Pk : pO _ min f(z), (7) 
k---*vo zEX 
co 
lim Hk = ~ Hi = X 0 = {z e X [ .f(z) = pot. (8) 
k.-.*co 
k--0 
This procedure can be implemented using Monte Carlo techniques, and employed to obtain an 
rt-solution of a nonlinear PDE by identification of undetermined parameters. 
2. CONSTRUCTION OF AN IMPL IC IT  EQUATION 
FOR AN q-SOLUTION OF PDE 
Consider the nonlinear equation 
0u a2(u 5) 
ax2 
Its linear counterpart ( he one-dimensional heat equation) 
(9) 
u,=u.= (10) 
has exact solutions 
ul = a + be -#2t sin/~z, 
us = a + be c~2t-~:c+'y, 
(11) 
(12) 
where a, b, a,/3, and 7 are arbitrary constants that are chosen to satisfy certain initial and/or 
boundary conditions. Solutions ul or us as well as their linear combinations, or, maybe, some 
other functions (e.g., us = a + b (t + {z2), u4 = a + b (tz + {zS), etc.) can be used to obtain the 
solution of a particular problem described by (10) with certain initial and boundary conditions. 
Same solutions can be used to construct an ~solution for the nonlinear equation (9). 
Take, for example, u2(t, z) of (12) and convert it to the form: 
log(u2 - a) = a 2 t - a z + 7 + log b = a (a t - z + z0), z0 = 1(7  + log b). (13) 
O~ 
To look for a solution of (9), we can consider the implicit equation for u(t, z): 
(14) 
where a, a, and zo, are still supposed to be arbitrary constants (to be verified) and A, B, and C 
are undetermined coefficients. Here, the first term in (14) is suggested by the power five in (9), 
the linear term may account for the variable b - e B(u-a) in (13) and a factor C is included for a 
better fit in (9). 
To determine A, B, C, and to verify the constancy of a, a, and z0, we have to formulate a cost 
function and to solve a proper global minimization problem. Differentiating (14) implicitly with 
respect o t and solving for ut, we get 
(gu 
u, = W =  o(u, A, B, C , . ,  (15) 
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Differentiating (14) with respect o z and solving for u=, u==, we obtain 
0u 
u= = ~'z = tul(u, A,  B,  C, a, o,), (16) 
02u 
u== = ~ = w2(u, u=, A, B, C, a). (17) 
Now, from (9), we have 
us-  at - Oz 5u4 =20u su2=+5u 4u==. (18) 
From (15)-(18), we see that z0 is, indeed, an arbitrary constant, so for further study we can 
fix it, say, z0 = 0. The cost function has the form: 
.f(t, z, u, z) = f (t ,z,u,A,B,C,a,(*)  
= 120 "s + 5 - , .o(.)  I 
-I" /~ I A (u - a) 4 + B (u - a) + C log(u - a )  - o r (a t  - x )  Iv rain. 
z6g 
(19) 
To solve the minimization problem (19) for z = (A,B,C,a,(~),  we need the values t, z, u. If 
for z = z0 and all t, z, u in certain region D, we have f ( t , z ,u ,  zo) - 0, V(t,z,u) E D, then we 
have an ezact solution u = u(t,z,  zo) of (9) in D. If we have f ( t , z ,u ,  zo) _< T/, ~/ > 0, for all 
(t, z, u) E D, then we have an r/-solution of (9) in D. 
There are two possibilities: 
. Set/~ = 0, take a grid {t, z} and for each z = (A, B, C, a, or) E g in the minimization 
process olve first (14) for u and then calculate f(.) as the first term in (19). This yields an 
r/-solution of (9) with as precise fit in (14) as provided by its solution via available methods 
(e.g., Newton-Raphson, etc.). 
2. Set/~ > 0 sufficiently large, take a grid {t, z} and minimize (19) with respect o (z, u) e 
Z x D. In this case, one does not have to solve (14) and obtains an rksolution which fits 
(9) and (14) in certain proportion implied by the choice of/~ > 0. 
Taking the first approach, we consider (t,=) E [0,0.001] x [0, 1] with discretization At = 5. 
10 -4, Az = 0.05 and a = v = 1500, where we change the notation ~ for v as representing the 
velocity of wave propagation. In this rectangle, we obtain, by the global minimization method, 
an r/-solution in the following implicit form: 
3.5 (~ - 1) 4 + 33.02 (t~ - 1) + 3.4 log(d - 1) : v (v t - z + z0). 
In comparison with the solution given in [4, p. 202]: 
(20) 
5.  
~(u -1)4+ (u* - l )S+lS(u* -1 )2+20(u* - l )+51og(u* - l )=v(vt -z+xo) ,  (21) 
discrepancies are of the magnitude max[Au[ = [u -- u'[ < 0.3 on the same grid {t,z).  This 
means that solutions (14) and (21) are U = 0.3 equivalent vis-a-vis (9) on the grid taken for 
minimization. 
The nonlinear equation (9) has been solved in [4, pp. 201-206], by the following finite diference 
scheme: 
- "7  _ + (1  - 
- (22) 
At 
with 0 = 0.4, v At /Az  = 0.0?5,5At/(Az) 2 = 0.05 and At = 2.5. 10 -6, where 62(u 5) is the 
second order difference of u 5. For small t's the finite difference solutions fit the exact solution 
well. However, for periods of time greater than t = 300 At, the finite difference solution becomes 
unstable. 
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Figure 1. Runrdng wave solution of the nonli-ear equation (9) for different moments t .  = n • 
At, n = 200, 300, 400. The curv~ oora~pcmd to the ~_x_,~cA solution, the dots to the solution by 
fudte diffm'~mces (22) and the line-dot curves to the ~eolution obtained by global z-lnlmlaugion. 
On Figure 1, the exact solution, the finite difference solution and the rt-solution, are compared 
(no finite difference solution is available for n - 400). The rt-solutions are always stable, but 
they are less accurate than the finite difference solutions for small t's (n - 200 or less). If more 
terms and parameters are added in the expression (14) of the solution form, then more accurate 
solutions are obtained. 
3. DETERMINING THE FRONT FOR A SHOCK WAVE 
GOVERNED BY A SCALAR CONSERVATION LAW 
Consider a PDE representing a scalar conservation law [5]: 
au 0g(u) 
~-  = o--~' g(o) = o, 
with the initial condition 
.(~, 0) = h(~). 
Under the condition 
g"(h(x)). V(x) _< O, 
there is a family of characteristic lines 
(23) 
(24) 
(25) 
= = -o - g'(h(=0)) t, t >_ 0 (26) 
on which u(t ,z)  = p(z0) - const, and is represented in the form: 
u(t, =) = P(=o) = h[z + g'(h(=o)) t], (=, t) E (26). (27) 
For example, such is the case for g(u) = au" ,  a > 0, n = 1,2,. . . ,  and 
J" o, z _< O, h(=) 
e-=, X > O. 
(28) 
Having a family of characteristics (26) with the relation (27), it remains to determine the front 
of wave for (23), i.e., such curve 
/ (z ,  t) = 0 (29) 
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in the (z, t)-plane on one side of which u(t, z) _= 0. On this curve, equation (23) no longer holds 
but we can consider the quantity 
(30) 
i r 1 I = - - u = - - h (xo)  = _ 1 e_ o 
2 tf0,z=~o.(37) 2 (24),(~s) ,~o=~ 
1 =--~e -~, j=1 ,2  . . . .  ,N, (40) 
where D is a small region along a piece AB of the front of wave. 
With p(D)  --* 0, we have by Green's Theorem 
lim Q-  lim q~udz+g(u)dt=O.  (31) 
~(D)-.o OD--~AB j
Denoting ~ = )~(z, t), we have, from (31), 
q~(~ u dt + g(u) dt) = (~ ur + g(ur)) dt - (Auz + g(ut ) )  dt = 0, (32) lira 
aD- -*2AB J 
where ur, uz are values of u(t,z) on the right and left side of the front. By definition of the front 
of wave, we have uz = 0, which implies 
dz g(Ur) 
- -  - ~  (33) 
~ = dt - ur ' 
so that the slope A(z, t) of the front of wave can be computed given u(z, t), (27), on the intersection 
of a characteristic line (26) with the front of wave (29). 
This allows us to determine the front of wave as follows. Differentiating (29), we get 
0 f  dz 0 f  0 f .  
A(z,t) + ~ = 0, (34) 
which implies 
4°--_~/0f -A (z , t ) -  g(ur) known by (33). (35) 
_. Ur ' 
Now, take f (z ,  t) as an expansion in z, t, for example, 
f (z ,  t) = al z + a2 z 2 + a3 z s + a4 z 4 -- t = 0. (36) 
Take certain g(u), say, g(u) = ½u ~, yielding the characteristic line (26) in the form 
z = zo - h(z0)t. (37) 
With h(z) = e -z,  z > 0, (28), and taking a different z0 = zj E (0, 2], j = 1,2, . . .  ,N,  we obtain 
at the intersection of (36), (37) the requirement: 
z = z~ -e -~J t ,  
(38) t - -a lx - l -a2z  2-}-a3x 3+a4x 4~_0. 
Thus, the front of wave intersects with each characteristic line at the solution ~j of the following 
equation, where ~j corresponds to a choice of zj in (38): 
- e zj zj + (al + e =j) z + a2 z 2 + a3 z 3 + a4 z 4 = 0. (39) 
Equation (39) does not determine the front of wave (29), (36), since for any choice of {zj } and 
ai, i = 1,2,3, a4 = 0, there is at least one corresponding real ~, satisfying (39) exactly. 
To determine the front of wave (29), (36), such coefficients ai should be chosen so that the 
known slope (33) of the front of wave be well approximated, uniformly in z, by the expansion 
(36). This implies another equirement, cf. (34)-(37), (24), (28), at points ~j: 
Of /Of  _ 1 = _ gCUr) 1 
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yielding the following objective: 
f(al,...a4)-- l<j<Nmaxf 1 zy j 1 _=.[ ' _ _  al+2a2~j+Sas"+4a4£q+2e ' ~a,...,,,,rnin. (41) 
Since for the values ai, i = 1,2,3,4, £j, j = 1 , . . . ,N  for which the minimum in (41) is 
attained, equation (39) should also be satisfied, we have, in fact, a two criteria optimintion 
problem with respect o the variables a l , . . . ,  a4, z l , . . . ,  ZN considered together. To circumvent 
this difficulty and to decrease the dimension, different numerical procedures can be applied. The 
optimization should be global, providing approximate solution to (39), (40) with t _> 0 in (38). 
In our computations, we considered N = 40 with zj = 2j/N, j = 1,... ,N. The solution for 
(al,  a2, a3, a4) was 
(-1.959327, 1.218242, -0.5961196, -8.827442.10-3). 
The minimum value in (41) was 9.928.10 -4  , so the slopes of the front of wave were well approx- 
imated. 
4. CONCLUSION 
In this work, we propose a new approach to solving nonlinear partial differential equations via 
r/-solutions. Examples demonstrate hat this approach works well. The process of the solution is 
very simple and flexible. The method can be easily applied to the solution of more complicated 
nonlinear problems. 
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