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Abstract This study combines a one-dimensional (1D) model with micro-CT
imaging and hemodynamic data to quantify uncertainty of flow and pressure
predictions in the pulmonary arteries in a control and hypoxia induced hyper-
tensive mouse. We use local and global sensitivity and correlation analysis to
determine parameters that can be inferred from the model and available data.
Least squares optimization is used to estimate mouse specific parameters, and
Bayesian as well as asymptotic uncertainty quantification techniques are em-
ployed to determine confidence, credible, and prediction intervals for the model
parameters and response. These techniques are used to examine the effects of
network size and to understand how parameters change with disease (hyperten-
sion). Results showed that the peripheral vascular resistance is the most sensi-
tive, and as the network size increases the parameter behavior changes. Corre-
lation analysis revealed that in hypertension large vessel stiffness is correlated
with proximal resistance in the boundary. We were able to estimate identifiable
parameters using both deterministic and Bayesian techniques (the maxima of
the parameter distributions determined using Bayesian analysis aligned with lo-
cal optima). From these estimates we determined confidence and prediction in-
tervals, which all were within physiological expectation. Analysis of estimated
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parameter values for the representative mice studied here showed that the hyper-
tensive mouse has stiffer (but larger) vessels and that compliance is decreased
both in the proximal and peripheral vasculature.
Keywords Cardiovascular modeling · Network models · Uncertainty quantifi-
cation · Sensitivity analysis · Fluid dynamics
1 Introduction
One-dimensional cardiovascular models [40,50,58] have been used to predict
dynamics in both systemic [35,45], pulmonary [41], and whole body networks
[33]. This model type includes three components: geometric specification of the
vascular network, 1D approximation of the Navier-Stokes equations, and a con-
stitutive equation relating pressure and cross-sectional area. Numerous studies
have examined the effect on network size (the number vessels and junctions
in the network) [14,49], boundary conditions (how to model the part of the
network not represented explicitly) [1,17,35,41], and the constitutive equation
(how to model wall distensibility) [44,51,56]. Most of these have focussed on
devising a framework to fit computed flow [35,45] and pressure [7] to measure-
ments. More recently, these models have been expanded to determine uncer-
tainty of model predictions [4,11,31]. However, to our knowledge only a few
studies [9,11,18,25] have systematically examined the sensitivity of the model
output to its parameters, essential to understanding how the system is modulated
by disease.
Sensitivity analysis is commonly conducted in ODE models, computing sen-
sitivities/importance of the model parameters to the model output (a function of
the model states) [10,12,27,39,59]. This is more challenging in PDE models
since A) they are more difficult to solve and B) the sensitivities are functions of
both time and space. For the 1D fluid dynamics models studied here, sensitivi-
ties are computed at locations where data are available (in the main pulmonary
artery) reducing the computational efforts needed to predict sensitivities.
In this study, we demonstrate how to compute sensitivities using both local
[12,27] and global methods [2,18,61] for a control and a hypoxia induced hy-
pertensive mouse (hereafter referred to as hypoxic). The advantage of the former
is that they are easy to compute, yet results are only valid in a region close to
the parameter values at which they are evaluated. In comparison, global sensitiv-
ity methods determine how the model output varies over a specified parameter
range and if parameters interact. However, they are more difficult to compute,
and for non-linear models it is likely that given combinations of parameters
cause the model to fail as they represent an unphysical domain.
We use correlation analysis to determine an identifiable parameter set (a sub-
set) that can be estimated uniquely given a model and available data [30,37].
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Most complex non-linear models have a large number of parameters and lim-
ited data. As a result, it is likely that some parameters cannot inform the model
predictions (insensitive parameters), while others may be correlated. Similar
to sensitivity analysis, subset selection can be performed using both local and
global methods.
Subsequently, we use Sequential Quadratic Programming [38] to minimize
the least squares error between measured and predicted pulmonary arterial pres-
sure. To examine these results we compute uncertainty of model predictions
using both a local asymptotic and a global sampling type method [8,27] . These
techniques will be used to analyze networks with 1, 3, and 21 vessels.
Optimization results show that the model is able to fit data for both the con-
trol and hypertensive mice, independent of the network size. As expected, the
hypertensive mouse has increased resistance and decreased compliance com-
pared to the control mouse. Sensitivity analysis reveals that the peripheral vas-
cular resistance is the most sensitive parameter, which decrease with network
size shifting the importance of determining total resistance from the periph-
ery to the proximal vessels. The remaining parameters are less sensitive. An
interesting observation is that as the networks grow the sensitivity to wall stiff-
ness increases, while the sensitivity to peripheral compliance decreases, in other
words as the network grow it becomes easier to estimate wall stiffness compared
to the peripheral compliance.
2 Methods
2.1 Data
This study uses existing hemodynamic and micro computed tomography (micro-
CT) imaging data from a control and a hypoxia induced hypertensive mouse.
Detailed experimental protocols describing this data can be found in [55,57].
All experimental procedures are approved by the University of Wisconsin In-
stitutional Animal Care and Use Committee. The hemodynamics data include
cycle averaged main pulmonary artery pressure and flow waveforms gated to
the ECG fiducial point (see Fig. 1) [55] . We examine data from one control
and one hypoxic male C57BL6/J mouse (12-13 weeks, weight 24 g) selected
from groups of 7 control and 5 hypoxic mice. From each group we selected the
mouse with flow and pressure waveforms closets to the group average.
The imaging data include stacked planar X-ray micro-CT images of pul-
monary arterial trees from two male C57BL6/J mice, selected from groups of
8 control and 5 hypertensive mice (10-12 weeks, weight 24 g). The pulmonary
arterial trees are imaged under a static filling pressure of 6.3 mmHg, while ro-
tating the lungs in an X-ray beam at 1◦ increments to obtain 360 planar images.
The Feldkamp cone-beam algorithm [15] was used to render the isometric 3D
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Fig. 1 Mouse pulmonary networks constructed from micro-CT images from a control mouse. The three
models considered are (a) a single vessel model (SV), (b) a single bifurcation model (SB), and (c) a 21 vessel
model (FN). The 1D model (d) was constructed by extracting centerlines from the 3D segmented network.
The network is represented by a connectivity matrix with nodes and edges along with information on vessel
radius and length. At the network inlet an inflow waveform is given and a three element Windkessel model,
relating flow and pressure is assigned for each terminal vessel.
volumetric dataset (497×497×497 pixels) by reconstructing and converting the
360 planer images into Dicom 3.0. See Vanderpool et al. [57] for more details
on animal preparation, handling and experimental setup, and Karau et. al. [21]
for details on the micro-CT image acquisition.
2.1.1 Network Geometry
We developed a segmentation protocol, inspired by Ellewin et. al. [13], to ex-
tract vascular dimensions and network connectivity from the Dicom 3.0 files.
This protocol uses ITK-SNAP [62] and Paraview (Kitware; Clifton Park, NY)
to extract full 3D structure and the Vascular Modeling ToolKit (VMTK) [3] to
obtain centerline coordinates and vessel radii.
As described in detail by Qureshi et al. [43], for each vessel, the unstressed
radius r0 is computed as a mean over slices ri away from the junction, and the
vessel length L is calculated as the sum of the shortest distances li between
successive points on the vessel, i.e.
r0 =
1
Nv
∑
i
ri, L =∑
i
li, where li = ‖xi+1−xi‖, i = 0, . . . ,Nv−1 (1)
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Table 1 Vessel dimensions and connectivities for SV, SB, and FN networks for the control and hypoxic mice.
Control Hypoxia
Vessel Connectivity r0×10−1 L×10−1 r0×10−1 L×10−1
Index (Daughters) (cm) (cm) (cm) (cm)
1∗† (2,3) 0.47 4.10 0.51 3.58
2† (4,5) 0.26 4.45 0.26 4.03
3† (6,7) 0.37 3.72 0.37 3.08
4 (8,9) 0.24 2.41 0.25 2.92
5 – 0.13 0.52 0.17 0.65
6 (14,15) 0.32 2.02 0.28 1.60
7 – 0.17 2.12 0.19 0.93
8 (10,11) 0.23 3.11 0.24 2.06
9 – 0.17 1.77 0.17 0.51
10 (12,13) 0.20 2.62 0.22 2.37
11 – 0.16 0.69 0.17 0.88
12 – 0.15 1.40 0.19 1.27
13 – 0.14 0.62 0.15 0.51
14 (16,17) 0.26 0.81 0.27 1.20
15 – 0.19 1.84 0.19 1.55
16 (18,19) 0.25 0.83 0.26 0.71
17 – 0.15 3.02 0.18 1.68
18 (20,21) 0.24 4.69 0.24 3.55
19 – 0.15 1.77 0.18 1.86
20 – 0.22 1.78 0.23 2.24
21 – 0.18 0.55 0.19 1.07
∗ Dimensions for the single vessel (SV) model, † the single bifurcation (SB) model, and the 21 vessel full
network model (10 bifurcations) (FN) model. For each connectivity pair (i, j), i refer to the left and j to the
right daughter. Vessels marked with – are terminal.
where Nv is the total number of points along the centerline for vessel v. The
coordinates of the shared junction between vessels is used to generate a connec-
tivity map of the 3D structure.
For each mouse (control and hypoxic), we analyze three models: I a single
vessel (SV - zero bifurcation) model, II a three vessel (SB - single bifurcation)
model, and III a 21 vessel (FN - full network- ten bifurcations) model. For both
mice the models use the same connectivity map but the individual vessel radius
and length vary as shown in Table 1. Figure 1 shows the three models for the
control mouse. We included 21 vessels in the full network model as it was the
most expansive network that can be identified with a one-to-one vessel map for
both the control and hypoxic mice.
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2.2 Fluid Dynamics Model
Similar to previous studies of the pulmonary circulation [36,41], the 1D fluid
dynamics model is derived from the Navier-Stokes equations combined with a
constitutive equation relating pressure and vessel area. The model predicts the
pulmonary arterial pressure and flow by enforcing conservation of volumetric
flow and axial momentum. Geometric and material properties as well as the in-
and out-flow boundary conditions are extracted from imaging and hemodynamic
data.
2.2.1 The 1D Navier-Stokes equations
Assuming that the vessels are cylindrical, that blood is incompressible, flow
is Newtonian, laminar, and axisymmetric (with no swirl), and that the arterial
walls are impermeable, conservation of mass and momentum [35] gives
∂A
∂ t
+
∂q
∂x
= 0,
∂q
∂ t
+
∂
∂x
(
q2
A
)
+
A
ρ
∂ p
∂x
=−2piνr
δ
q
A
, (2)
where x and t are the axial and temporal coordinates, p(x, t) (mmHg) denotes
the transmural blood pressure, q(x, t) (ml/s) the volumetric flow rate, A(x, t) =
pir(x, t)2 (cm2) the cross-sectional area, and r(x, t) (cm) the vessel radius. The
blood density ρ (g/ml) and the kinematic viscosity ν (cm2/s) are assumed con-
stant. The momentum equation is derived under the no-slip condition, satisfied
by imposing a flat velocity profile over the lumen area [35] with a thin boundary
layer that decreases linearly in the vicinity of the walls, where the transition to
no-slip takes place.
2.2.2 The constitutive equation
The system of equations is closed by a constitutive equation (a wall model)
relating pressure and cross-sectional area. This study uses a linear elastic wall
model derived from balancing circumferential stress and strain [49]. The wall
model is derived under the assumptions that the vessels are cylindrical and that
the walls are thin (h/r0 1), incompressible, homogeneous, and purely elastic.
We assume that the loading and deformation is axisymmetric and that the vessels
are tethered in the longitudinal direction. Under these conditions, the external
forces reduce to stresses in the circumferential direction, yielding a linear stress-
strain relation
p = β
(√
A
A0
−1
)
, where β =
Eh
(1−κ2)r0 (3)
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denotes the vessel stiffness. E is the circumferential Young’s modulus, κ = 0.5
is the Poisson ratio, h is the wall thickness, and A0 = pir20 (cm2) refer to the
undeformed cross sectional area [35,49] at p = p0 = 0.
2.2.3 Boundary conditions
The 1D Navier-Stokes equations (2) are hyperbolic with opposite characteris-
tics, i.e. to be well-posed each vessel needs an inlet and an outlet boundary
condition (see Fig. 1). We enforce this by specifying the flow at the network
inlet (Fig. 1), conservation of flow and continuity of pressure at each junction,
pp(L, t) = pdi(0, t) and qp(L, t) =∑
i
qi(0, t), (4)
where the subscripts p and di (i = 1,2) refer to the parent and daughter vessels,
and by attaching a three-element Windkessel model relating flow and pressure
at each terminal vessel. The Windkessel model can be represented by a RCR
circuit relating pressure and flow as
d p
dt
−R1 dqdt = q
(
R1+R2
R2Cp
)
− p
R2Cp
, (5)
where RT = R1+R2 (mmHg s/ml) is the total resistance, R1 is the proximal, R2
the distal resistance, and Cp is the total peripheral compliance of the vascular
region in question (see Fig. 1).
This system of equations is solved numerically, using a C++ implementation
of the Lax-Wendroff two step method described in detail in [35].
2.2.4 Nominal parameter values
The 1D model has three types of parameters specifying: network geometry, con-
stants needed to specify the fluid and vasculature, in- and outflow boundary con-
ditions. Some of these can be measured or found in literature, while others must
be estimated.
Network geometry (vessel length, radius, and connectivity) is extracted from imag-
ing data as described in Sec. 2.1. While these quantities carry uncertainty, in this
study, we assume that all geometric properties are constant and known.
Fluid and vascular properties: The blood density ρ = 1.057 g/ml [46], the kine-
matic viscosity ν = 0.0462 cm2/s, measured at a shear rate of 94 s−1 [60], and
the boundary layer thickness δ =
√
2piν/T [58] are assumed constant.The wall
stiffness β , approximated as
β =
2(A0Zc)2
ρ
, (6)
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where the characteristic impedance Zc is estimated from the slope of the pressure-
flow loop including 95% of the flow during ejection phase [42], is allowed to
vary.
Inflow condition: We specify flow into the network using the measured flow wave-
form along with the length of the cardiac cycle T = 1/HR (s). Both are kept
constant for all simulations.
Outflow condition: A Windkessel model (5) relating pressure p and flow q as a
function of vascular resistance and compliance is attached to each terminal ves-
sel. This model is formulated using 3 parameters relating vessel compliance,
and resistance θwk = {R1,R2,Cp}. These parameters are functions of the total
peripheral resistance RT = p/q, the flow distribution in the network, and the
global time constant τ = RTCp.
For the SV model RT = p/q=R1+R2. Similar to previous studies [7,28] we
assume R1 = 0.2RT , i.e. and R2 = RT −R1. As suggested by Stergiopulos et al.
[53], peripheral compliance Cp = τ/RT , where the time-constant τ is estimated
by fitting the diastolic pressure decay pd(t) to an exponential function
pd(t) = p(td)exp(−(t− td)/τ), (7)
where td denotes the onset of diastole.
For models with more than one vessel (SB and FN), θwk are estimated by
distributing RT to each of the terminal vessels j as
RT j =
p
q j
, and Cp j =
τ
RT j
, (8)
where q j is the mean flow to vessel j, determined by applying Poiseuille’s law
recursively at each junction, giving
qdi =
Gdi
∑i Gdi
qp, where Gdi =
(
pir40
8µL
)
di
for i = 1,2. (9)
Here qdi denotes the mean flow to daughter vessel i. Similar to the SV model,
the total resistance is distributed as R1 j = 0.2RT j and R2 j = RT j−R1 j.
In summary, each outlet j requires specification of 3 parameters (R1 j,R2 j,Cp j),
i.e. the SV model has 3 outflow parameters, the SB model has 6 outflow param-
eters, and the FN model has 33 outflow parameters.
Summary: The model parameters can be grouped into two categories: parameters
needed to set up the conservation equations θh = {T,ν ,ρ,δ ,βi} for i = 1..N,
where N is the number of vessels, and parameters needed to specify the out-
flow boundary condition θwk = {R1 j,R2 j,Cp j} for j = 1..M, where M is the
number of terminal vessels, i.e. the SV, SB, and FN models have 8, 21, and
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138 parameters, respectively. To reduce the number of parameters, we assume
that the length of cardiac cycle, viscosity, density, and boundary layer thick-
ness are constant, while parameters representing vessel stiffness β , and outflow
boundary conditions θwk = {R1,R2,CT} vary. This still leaves 54 parameters to
estimate in the FN model. To reduce the parameter set, similar to [38,43], we
assume that vessel stiffness β is constant throughout the network [22] and intro-
duce global scaling factors r1,r2 and c1 for the Windkessel model, i.e. for any
terminal vessel j
R̂1 j = r̂1R1 j, R̂2 j = r̂2R2 j, Ĉp j = ĉ1Cp j,
where .̂ indicates the optimized quantities, i.e., the final parameter set analyzed
is θ˜ = {β ,r1,r2,c1}.
2.3 Parameter Estimation
Estimated parameters θˆ are predicted by minimizing the least squares error
min
θˆ
J = min
θˆ
(
rT r
N−P
)
, (10)
r = (pm(0, t1)− pdata(t1), pm(0, t2)− pdata(t2), ..., pm(0, tN)− pdata(tN)) ,
where N is the number of data points and P is the number of estimated param-
eters. pdata(ti) is the main pulmonary artery pressure data measured at t = ti,
pm(0, ti) denotes the model prediction of the pressure at the root of the main
pulmonary artery for a given value of θ .
3 Model Analysis
To determine how the identifiable parameters θˆ influence fluid dynamics pre-
dictions we conduct sensitivity and correlation analysis, parameter estimation,
and uncertainty quantification.
3.1 Sensitivity Analysis
Local sensitivity analysis analysis [12] is done using a derivative based method,
while global analysis is done using Morris screening [54].
3.1.1 Local sensitivity analysis
Derivative based sensitivity analysis is one of the most common methods for
computing local sensitivities of the model output to its parameters in a small
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neighborhood of given parameter values [34,39]. For a given quantity of interest
y = f (t;θ), the sensitivity Si of y to the parameter θi at time t is defined as
Si(t;θ) =
∂y
∂θi
=
∂ f (t;θ)
∂θi
, (11)
where the index i ∈ {1,2,3,4} refers to the parameter of interest.
In this study, the wall stiffness parameter β is of order 104 and 105 for the
control and hypoxic models, respectively, while the scaling parameters r1,r2,c1
are of order 100. To obtain parameters of the same order of magnitude, we ap-
ply log-based scaling introducing a scaled parameter vector θ˜ = log(θ). The
advantage of this scaling is that sensitivities become relative to the parameters,
S˜i(t;θ) =
∂y(t;θ)
∂ θ˜i
=
∂y(t;θ)
∂θi
θi, i = 1...N. (12)
There are several ways to compute the sensitivity matrix (12). If the model out-
put y is an analytical function of θ , sensitivities can be determined directly by
differentiation. If not, and the number of parameters is small, explicit sensitivity
equations can be derived [12]. More commonly, sensitivities are approximated
using finite differences (FD) (e.g. using backward Euler or a centered difference
scheme), Automatic Differentiation [12,16], or complex step methods [6,52].
The advantage of FD methods is that they are easy to compute, yet the step size
for the parameter perturbation is limited by the accuracy of the numerical solver
[20]. The other methods are more accurate, but require tedious computations.
In this study, we compute local sensitivities using the centered difference FD
scheme
∂y
∂θi
≈ f (t;θ + eih)− f (t;θ − eih)
2h
, (13)
where h is the step size and ei is a unit vector with 0’s everywhere except the
i-th entry.
The length of the cardiac cycle T = 0.11s and the number of time steps
per period is 8192, giving h =
√
∆ t ≈ 10−3 for the second-order accurate Lax-
Wendroff scheme.
Local sensitivities are functions of time. Given the periodic model output, it
is suitable to compute ranked sensitivities Si by averaging over time using the
2-norm
Si = ||S˜i||2. (14)
3.1.2 Global sensitivity analysis
Global sensitivity methods can be categorized in two classes: variance based
methods and screening. Variance based methods, including Sobol’ indices, quan-
tify parameter importance and interaction by imposing a break down of the total
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variance in an Analysis of Variance manner [59]. However, Sobol’ indices are
computationally expensive, they require N · (P+ 2) model evaluations, where
P is the number of parameters in the model and N is the number of samples
[47]. Screening methods, such as Morris’ screening, require substantially less
function evaluations, but compute sensitivities on a coarser scale. While Mor-
ris’ screening provides less information about parameter sensitivities compared
to Sobol methods, Campolongo et. al. [10] have shown that screening based
methods agree well with the total sensitivity measure ST obtained from Sobol’
indices. Thus the Morris’ indices are a valid tool for measuring global parameter
sensitivity.
Given the complexity of the fluid dynamics model, we pursue Morris’ screen-
ing methods [32], which involves the computation of so called “elementary ef-
fects”, determining the relative change in model output to a relative change in
parameter values. The main difference between local and screening methods is
that the latter samples parameters throughout the parameter space computing the
local sensitivities at these points. The screening method quantifies the effects of
a parameter θi on the output quantity as a) negligible overall, b) linear and addi-
tive, or c) having nonlinear effects or involved in higher order interaction with
other parameters.
To perform global sensitivity analysis, parameters are mapped from their
bounded parameter spaceΘ to the unit hypercube [0,1]P where P is the number
of parameters of interest. For the fluid dynamics model, we assume that parame-
ter bounds are known but that little information about the shape of the parameter
distribution is available. For such systems it is reasonable to assume that the a
priori parameter distribution is uniform within given upper and lower bounds.
The elementary effects are computed as
di(θ) =
f (θ + ei∆)− f (θ)
∆
, (15)
where ei is the unit vector in the i-th direction, i = 1,2, . . . ,P. The step size ∆
is chosen from the set ∆ ∈ {1/(L−1),2/(L−1) . . . ,(L−2)/(L−1)}, where L
denotes the number of levels at which parameters are perturbed. To compute the
elementary effects we sample K parameter values from the uniform distribution
for the parameter θ ji , giving
d ji (θi) =
f (θ j + ei∆ , t)− f (θ j)
∆
, j = 1,2, . . . ,K. (16)
As has been noted in multiple studies [10,32,52], symmetry of parameter
distributions can be preserved by choosing L as an even number. We use the
algorithm by [59] to compute each parameters elementary effect using the model
output ym(t;θ) and the step size ∆ scaled by the magnitude of each parameter.
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The average response and variance is obtained by integrating outcomes from
multiple iterations. To obtain scalar valued quantities for the global analysis, we
take the two norm of the absolute value of the elementary effects. The modified
Morris’ indices are
µ∗i =
1
K
K
∑
j=1
|d ji |, µi =
1
K
K
∑
j=1
d ji , σ
2
i =
1
K−1
K
∑
j=1
(
d ji −µ
)2
. (17)
Here µ∗ quantifies the individual effect of the input on the output, i.e. the
sensitivity of the model with respect to the parameter selection. The variance
estimate describes the variability in the model response due to parameter inter-
actions, e.g. parameters with a large µ∗ and σ2 have large effects on the model
output and are highly nonlinear in the model. Similar inference can be made
for other combinations of µ∗ and σ2. The use of µ∗ rather than µ is discussed
at length in [10], and has been shown to be a better indicator of sensitivities.
However, since we take the two norm of our elementary effects, the values of
µ∗ and µ are the same in this study. The quantities µ∗ and σ2 can be used in
combination to determine which parameters are the most sensitive in the system
and develop a parameter ranking.
For the randomized Morris’ algorithm, the number of samples r is set to
50, the number of levels of the parameter space L = 20, and the step size ∆ =
L
2(L−1) ≈ 0.526.
3.2 Correlation Analysis
To identify parameter correlations, we analyze the covariance matrix C, which
for constant model variance σ2, can be approximated asymptotically from the
sensitivity matrix S˜ [5] as
C = σ2
(
S˜(t;θ)T S˜(t;θ)
)−1
, σ2 = J, (18)
where J is the least squares cost (10). We calculate correlations as
ci j =
Ci j√
CiiC j j
, (19)
where ci j is an upper triangular symmetric matrix with diagonal elements cii = 1
and |ci j| ≤ 1. We use the structural correlation method [37], which remove least
sensitive parameters for which |ci j|> γ = 0.9.
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3.3 Optimization
Identifiable model parameters are estimated using the the Sequential Quadratic
programming (SQP) algorithm, minimizing (10) within specified parameter bounds.
The function fmincon.mwas used in MATLAB, with parameter boundsΘcontrol =
[104,105]× [0.05,3]9 andΘhypoxic = [105,106]× [0.05,3]9 for the control and hy-
poxic mice, respectively. These bounds were chosen within physiological limits
to ensure that the model will successfully compute without crashing.
Optimization was run on an iMac (3.4 GHz Intel Core i7, 16GB RAM, OS
10.13.4). For each optimization, eight initial values are sampled from a uniform
distribution with fixed upper and lower bounds. The algorithm is iterated until
the convergence criterion was satisfied with a tolerance ε < 10−8.
3.4 Uncertainty Quantification
Uncertainty quantification includes a broad class of techniques that analyze the
predictive nature of a mathematical model. There are two main types of un-
certainty: aleatoric uncertainty (or statistical uncertainty), which refer to the
inherent noise in the experimental observations, and epistemic uncertainty (or
scientific uncertainty), which refer to the uncertainty of the model, including
modeling assumptions and/or lack of knowledge of the physical process [52]. In
this study, we focus on epistemic uncertainty by analyzing the effects of model
parameters on the model predictions of pulmonary arterial pressure.
Both frequentist and Bayesian techniques can be used to determine inter-
vals on which parameters are most likely to lie, and use these to determine the
range of the expected model output. In this study, we use both the frequentist
and Bayesian framework to construct intervals around the model prediction and
around the parameter values and distributions.
3.4.1 Frequentist analysis
In the frequentist framework, confidence and prediction intervals are constructed
for both the parameters and model prediction. To compute the confidence inter-
vals for a given parameter, we consider the estimated parameters θˆ minimizing
the residual vector r(t;θ) defined in (10) and the associated local sensitivity
matrix Sˆ = S˜(t; θˆ). Using this framework and the variance σˆ2 = Jˆ (10), the pa-
rameter confidence interval can be determined as
θCIi ≡
[
θˆi− t1−α/2n−p σˆ
√(
SˆT Sˆ
)−1
, θˆi+ t
1−α/2
n−p σˆ
√(
SˆT Sˆ
)−1 ]
, (20)
where α = 0.05 for the t-statistic with N−P degrees of freedom.
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The confidence interval for the model response (Gi) can be computed as
yCI(ti)≡
[
y(ti; θˆ)− t1−α/2n−p σˆ
√
Γi, y(ti; θˆ)+ t
1−α/2
n−p σˆ
√
Γi
]
, (21)
where Γi = GTi
(
SˆT Sˆ
)−1
Gi and
GTi =
(
∂y(ti; θˆ)
∂θ1
, . . . ,
∂y(ti; θˆ)
∂θk
)
.
The prediction intervals for the model response are calculated as
yPI(ti)≡
[
y(ti; θˆ)+ t
1−α/2
n−p σˆ
√
1+Γi, y(ti; θˆ)− t1−α/2n−p σˆ
√
1+Γi
]
. (22)
3.4.2 Bayesian analysis
In contrast to the frequentist perspective, Bayesian intervals (credible and pre-
diction) are computed from the posterior distributions of the parameters in ques-
tion. In this study, we employ the Delayed Rejection Adaptive Metropolis (DRAM)
algorithm [19,23] to determine posterior parameter distributions, credible and
prediction intervals. Results from DRAM simulations are also used to study if
estimated parameters are pairwise correlated. The latter can be done via pair-
wise plots of the distributions. The advantage of DRAM is that if used with
enough samples, clear global trends can be extracted. However, this method is
computationally intensive making it difficult to carry out on multiple datasets.
Hence we focus on comparing the sampling results with asymptotic estimates,
which can be easily computed.
In this framework, the posterior parameter densities are computed as
pi
(
θ
∣∣y)= pi (y∣∣θ)pi0(θ)
pi(y)
=
pi
(
y
∣∣θ)pi0(θ)∫
RP pi
(
y
∣∣θ)pi0(θ)dθ (23)
given the data y. We assume that the prior distribution pi0(θ) is non-informative
(i.e. flat), that the likelihood function pi
(
y
∣∣θ) in (23) can be specified, and that it
displays statistically properties of the data. We assume that the model error is in-
dependent and identically distributed (iid) with mean zero and constant variance
σ2ε , εi ∼N (0,σ2ε ). Under these assumptions the likelihood function is
pi
(
y
∣∣θ)= L(θ ,σ2ε ∣∣y)= 1
(2piσ2ε )
N/2 e
−SSE/2σ2ε . (24)
Subsequently, credible and prediction intervals for the model response are es-
tablished by taking M samples from the posterior distributions [19,52].
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4 Results
We use sensitivity and covariance analysis to determine a parameter subset that
can minimize the least squares error between model predictions and data. Esti-
mated parameters are interpreted to discuss effects of network size and disease.
4.1 Sensitivity Analysis
Both local and global sensitivity analysis of the model output with respect to
the nominal parameter values θ = {β ,r1,r2,c1} show that all parameters impact
model predictions independent of the network size and/or disease. Sensitivities,
depicted in Figs. 2, 3, and 4, are mapped onto [0,1] by dividing by the maxi-
mum sensitivity for each network. The analysis shows that for all networks and
both mice r2 is the most sensitive parameter. Analysis of the remaining param-
eters show that as more branches are added, vessel stiffness β becomes more
sensitive, while the proximal resistance r1 and compliance c1 scaling factors
become less sensitive, indicating that the sensitivity to proximal resistances R1
and peripheral compliances Cp is reduced. The sensitivity to c1 separates the two
groups. For the hypoxic mouse c1 is more sensitive than β , which is opposite in
the control group.
Analysis of the time-varying sensitivities show that r1 and β are more sen-
sitive during systole, while r2 is more sensitive during diastole. Sensitivities for
r2 and c1 do not vary significantly over the cardiac cycle.
Plots of the average elementary effects compared to the standard deviation
are shown in Fig. 3. Overall, results agree with the local analysis. In addition
to ranking, the global analysis provides a measure of nonlinearity and/or pa-
rameter interaction via σ . Results show that r2 has the largest interaction effect,
while r1 has the smallest σ , regardless of the mouse or model. While nonlin-
ear/interaction effects from β increase with network size.
In summary, the global analysis shows that the stiffness parameter β (for
both control and hypoxic mice) becomes more sensitive as more vessels are
added. Moreover, the compliance scaling factor c1 has a high σ across all three
model types. These results show that the sensitivity of the compliance is highly
dependent on magnitudes of the other parameters in the system.
4.2 Correlation Analysis
The local parameter sensitivities were used to compute the covariance matrix,
given in (18) for each model. The control models did not produce any corre-
lations that were larger than the threshold γ = 0.90. All three networks in the
hypoxic model label β and r1 as correlated. To explore this correlation over a
larger parameter space, we conducted a DRAM simulation on each sub-model.
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Fig. 2 Normalized local sensitivities in the root of the main pulmonary artery pressure at each time point in
the cardiac cycle. r2 exhibited sensitivities that were largest in magnitude, while the other parameters were of
smaller magnitude.
Results, shown in Fig. 4.2a for the hypoxic FN, support the covariance based
analysis that β and r1 are correlated. In fact, this figure suggests that all param-
eter pairs are correlated. Fixing β at its nominal value removes all correlations
as shown on Fig. 4.2b. While correlations were the strongest for the hypoxic FN
model, the effects of correlation persisted for all networks.
4.3 Optimization Results
Results of subset selection showed that for some datasets, β is correlated with
r1. However, the correlation was not strong for all sets. Assuming that wall
stiffness does not change as branches are added, we estimated one value of β
over all three networks, i.e. we estimated a total of 10 parameters
θ0 = {β ,rSV1 ,rSV2 ,cSV1 ,rSB1 ,rSB2 ,cSB1 ,rFN1 ,rFN2 ,cFN1 }= {β ,θ SV ,θ SB,θFN} (25)
minimizing
J∗ =
1
3N−10r
∗T r∗, where r∗ =
 ySV (t;θ SV )−ydata(t)ySB(t;θ SB)−ydata(t)
yFN(t;θFN)−ydata(t)
 , (26)
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Fig. 3 Global sensitivity results: normalized Morris’ indices µ∗ and σ for the three models in the control
and hypoxic mice. For both mice, r2 has the largest value of µ∗ and σ . The global sensitivities show that the
parameter β increases in sensitivity as more vessels are added to the network.
where ydata(t) denotes the output data.
Eight initial values are sampled from a uniform distribution on the parame-
ter space given in Sec. 3.3 to ensure convergence. Optimal model solutions are
depicted in Fig. 5 and the optimal parameter values are given in Table 2. Subse-
quently, DRAM simulations were conducted with β fixed using the optimized
values to determine a priori parameter distributions.
Results depicted in Fig. 5 show that all models fit the data well. Overall, the
hypoxic model gives a lower cost than the control model, which is on the order
of 10−2 vs.10−1, respectively. The cost across different models does not change
in order of magnitude, indicating that similar predictions are obtainable with
different sized networks. One key difference between the control and hypoxic
predictions is that the hypoxic model accurately predicts the systolic rise and
diastolic decay of the pressure curve. In contrast, the control predictions are
unable to capture the exact shape of the pressure wave.
Table 2 shows results for the optimized values of the ratio R1/RT , the total
peripheral resistance and compliance RT and CP. The R1/RT ratio decreases
as the number of vessels in the network is increased for both the control and
hypoxic mouse. The total resistance RT was consistently higher in the hypoxic
mouse, whereas the compliance CP was higher for the control mouse. For both
the control and hypoxic mice the total resistance RT decrease as more vessels
were added to the network.
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Fig. 4 Ranking of parameters based on their local and global sensitivity results. All ranking metrics were
scaled to the rank value of r2, which was largest in magnitude.
caption(a) Pairwise plots from 10,000 iterations in DRAM for the FN model; (b) Pairwise
plots from DRAM when β was fixed at its nominal value. (a) shows that the parameters β
and r1 are highly correlated, as was indicated by the structured correlation results. By fixing
β (panel (b)), the parameters become less correlated.
4.4 Uncertainty Quantification
DRAM simulations were initialized using the estimated values from the SQP
optimization. The stiffness parameter β was fixed, while the scaling parameters
θ = {r1,r2,c1} parameters were allowed to vary. Each simulation used a 2,000
iteration burn in period to initialize a 10,000 iteration chain. The bounds for
the prior distributions were set to ±50% of the optimized values. Plots of the
Sensitivity analysis and UQ in 1D models 19
Fig. 5 The main pulmonary artery pressure data against model predictions using nominal parameter esti-
mates. The control (left column) and hypoxic (right column) models are plotted against the data using the
nominal parameters (top row), optimized parameter (middle row), and maximum density parameters obtained
from posterior densities (bottom row).
densities for all three models are shown in Fig. 6, with initial estimates (the
optimized values form the SQP optimization (θˆ )) marked with asterisks on the
density curve.
The maximum density parameter values were used to predict pulmonary ar-
terial pressure (Fig. 5). The variance of the parameters, shown qualitatively by
the width of the posterior densities, agree with the local sensitivity results. The
width of c1 is largest, indicating less impact on the model predictions within
the parameter space it is sampled from. r1 and r2 are more sensitive, and hence
have narrower distributions. The variance estimates for each of the parameters
are given in Table 3.
Confidence intervals for the parameters were calculated around the opti-
mized values θˆ obtained from the SQP algorithms. The parameter confidence
intervals are given in Table 4. The intervals for the control model parameters
were larger than that found for the hypoxic parameters, which is due to the
larger residual obtained from the control models.
Frequentist prediction intervals were calculated using the optimized values
and the optimized parameter sensitivity matrix. The posterior densities from
DRAM were used to construct Bayesian credible and prediction intervals for
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Table 2 Nominal and optimized parameter values and the relative change to the nominal estimates after
optimization. The wall parameter β was the same for all three models in each mouse.
Control Hypoxic
Model Parameter Nominal Optimized Relative Nominal Optimized Relative
Estimate Value Change (%) Estimate Value Change (%)
- β 26.0 42.9 65 150.9 136.6 -10
SV r1 1 8.84×10−1 -12 1 8.86×10−1 -12
SV r2 1 1.02 2 1 1.02 2
SV c1 1 1.44 44 1 1.21 21
SV R1/RT 0.2 0.18 −11 0.2 0.18 −11
SV RWKT 78.4 77.6 −1 147 146 −0.7
SV CWKP 1.7×10−3 2.5×10−3 44 5.9×10−4 7.1×10−4 21
SB r1 1 8.00×10−1 -20 1 8.21×10−1 -18
SB r2 1 9.95×10−1 -0.5 1 1.00 0.3
SB c1 1 1.34 34 1 1.14 14
SB R1/RT 0.2 0.17 −17 0.2 0.17 −15
SB RWKT 78.4 74.9 −4 147 142 −3
SB CWKP 1.7×10−3 2.3×10−3 34 5.9×10−4 6.7×10−4 14
FN r1 1 1.34×10−1 87 1 5.40×10−1 46
FN r2 1 8.82×10−1 12 1 9.70×10−1 3
FN c1 1 1.62 62 1 1.07 7
FN R1/RT 0.2 0.04 −82 0.2 0.12 −39
FN RWKT 78.4 57.4 −27 147 130 −12
FN CWKP 1.7×10−3 2.8×10−3 62 5.9×10−4 6.3×10−4 7
Units: β (mmHg), RWKT (mmHg s/ml), C
WK
P (ml/mmHg), and r1,r2,c1,R1/RT (dimensionless)
Table 3 Posterior parameter density variance values for the SV, SB, and FN models for both the control and
hypoxic mice.
Control Hypoxic
Model Parameter Posterior σ2θ Posterior σ
2
θ
SV r1 7.93×10−5 1.56×10−5
SV r2 1.25×10−5 2.54×10−6
SV c1 9.20×10−4 3.98×10−5
SB r1 1.06×10−4 1.53×10−5
SB r2 1.45×10−5 1.57×10−6
SB c1 1.15×10−3 4.05×10−5
FN r1 2.76×10−4 3.04×10−4
FN r2 9.93×10−6 1.04×10−5
FN c1 1.85×10−4 1.16×10−4
the model response. 1,000 samples from the parameter densities were take to
create the intervals. The confidence, prediction, and credible intervals are shown
in Fig. 5. The control mouse intervals are larger than the hypoxic, indicating a
greater amount of uncertainty in the control model.
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Fig. 6 Posterior densities obtained from 10,000 chain iterations of DRAM of all three models for the con-
trol and hypoxic mice after a 2,000 iteration burn in period. The parameter values obtained from the SQP
optimization are plotted in asterisks on the density curves.
Table 4 Frequentist confidence intervals for the optimized Windkessel parameters θˆWK = {r1,r2,c1} for the
control and hypoxic models.
Control Hypoxic
Model Parameter Optimized Confidence Optimized Confidence
Value Interval Value Interval
SV r1 8.84×10−1 [8.76,8.93]×10−1 8.85×10−1 [8.81,8.88]×10−1
SV r2 1.02 [1.01,1.02] 1.02 [1.02,1.02]
SV c1 1.44 [1.42,1.46] 1.21 [1.21,1.22]
SB r1 7.96×10−1 [7.85,8.08]×10−1 8.21×10−1 [8.17,8.24]×10−1
SB r2 9.95×10−1 [9.92,9.98]×10−1 1.00 [1.00,1.00]
SB c1 1.34 [1.32,1.36] 1.14 [1.14,1.15]
FN r1 1.35×10−1 [0.75,1.95]×10−1 5.40×10−1 [5.31,5.49]×10−1
FN r2 8.82×10−1 [8.79,8.86]×10−1 9.70×10−1 [9.68,9.71]×10−1
FN c1 1.62 [1.60,1.64] 1.07 [1.07,1.08]
4.5 Network Predictions
The pressure and flow data are only measured in the main pulmonary artery,
which limits the ability to compare model predictions to data in the distal vas-
culature. However, the model can still predict the pressure and flow in each
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Fig. 7 Frequentist confidence and prediction intervals for the model response plotted against bayesian credi-
ble and prediction intervals for the model response obtained from DRAM simulations.
vessel in the pulmonary tree. Figure 8 shows model predictions for seven of the
vessels in the FN model for both the control and hypoxic mice.
Model predictions in close proximity to the main pulmonary artery retain
the systolic pressure and pulse pressure, in contrast the distal vessel predictions
show a decrease in these values. The flow predictions decrease in magnitude
downstream as well. The pulse pressure, the difference between the maximum
and minimum pressure, decreased by 68% in the control vs. 28% in the hy-
poxic mouse, indicating that the pulse pressure in the hypoxic mouse does not
dissipate as much as in the control mouse.
5 Discussion
Using flow and pressure measurements from the main pulmonary artery of
a control and hypoxic mouse, this study investigated how model parameters
change with network size and physiological conditions. We used local and global
sensitivity analysis to determine parameter importance and interaction followed
by correlation and sampling (DRAM) analysis to identify parameter correla-
tions. Subsequently, we used optimization and uncertainty quantification to de-
termine how well the model fits data. Overall, our results show that the periph-
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Fig. 8 Model predictions of pressure and flow in the downstream vasculature using the optimized and max-
imum density parameter values. Predictions in the left column for each location identifies the control mouse
while the right column shows the prediction in the hypoxic mousel.
eral vascular resistance R2 is the most sensitive parameter, that the large vessel
stiffness β increases in sensitivity with network size, while the peripheral vas-
cular compliance Cp and the resistance R1 decrease in sensitivity with network
size.
The pulmonary circulation consists of an expansive network of blood ves-
sels, which branch in rapid succession from the main pulmonary artery to the
capillaries encapsulating the alveoli. It is known that the pulmonary vasculature
is modulated by disease, both structurally by changing the network morphom-
etry and materially by changing vessel stiffness. Current classification of pul-
monary hypertension and its progression is based on assessing if the pathophys-
iology is located in the proximal (the large vessels) or peripheral vasculature.
To build tools to distinguish the disease sub-classifications and progression, we
analyzed how parameter estimates vary with network size. Giving more insight
into how to develop a multi scale model that can distinguish the two network
components. Given the change in vessel size is gradual, it is not obvious how
to distinguish “large” and “small” peripheral vessels. Two previous studies have
addressed this question analyzing systemic arterial dynamics [14,29], but to our
knowledge no previous studies have analyzed the pulmonary circulation.
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To study how the sensitivity of parameters change with network size and
disease we contructed three representative networks (SV, SB, FN) with differ-
ent 1D to 0D ratios. Here the 1D model represents the “large” vessels while
the 0D model represents the “small” peripheral vessels. Results showed that
the vessel stiffness β becomes more sensitive/important as vessels are added
to the network, while the scaling factors r1 and c1 become less sensitive, i.e. it
becomes easier to infer β and harder to infer r1 and c1. The r1 scales the prox-
imal resistance R1, representing the characteristic peripheral impedance, and c1
scales the peripheral compliance Cp. These results indicate that if the number of
proximal vessels are large enough it may be possible to apply a simpler bound-
ary condition at the outlets, e.g. a two element Windkessel or a pure resistance
model.
Both the structured correlation analysis (local) and DRAM (global) showed
that for the hypoxic mouse β and r1 are highly correlated (|ci j| > 0.95) and
somewhat correlated for the control mouse (|ci j| > 0.75). Initial optimization
results allowing β to vary with network size reflected the correlation, i.e. for
some networks β was large, while r1 was small, but for others the result was
opposite. Yet for a given hemodynamic condition, the vascular model should
have constant material properties irrespective of the model complexity. To im-
prove the nominal estimate for β we set up optimization scheme over all three
networks for each mouse, where we estimated a common value of β along with
estimates of r1,r2,c1 for each network size.
For the sampling based method (DRAM) we kept β constant at optimized
value. Ideally, DRAM should have been run for all networks, but this simulation
was too computational intensive. Results of the combined approach allowed us
to obtain better fits than by (a) keeping β fixed at its nominal value and (b) es-
timating all parameters. As expected, our results show that the hypoxic mouse
has a lower peripheral compliance than the control mouase, and that peripheral
compliance and large vessel stiffness do not change significantly with network
size. This indicates that the assumption of constant stiffness in the largest arter-
ies for modeling purposes is reasonable.
The DRAM results and uncertainty quantification supported the results from
the least squares parameter estimation. The overlap between the maximum den-
sity posterior estimates and the optimization indicates that no other local minima
exist within the parameter bounds sampled. Likewise, the prediction intervals
indicate that both the control and hypoxic models are accurate, as the 95% pre-
diction intervals shows only a±1 mmHg band around the data. Further analysis
of the parameter distributions showed that the control mouse has wider bands
around pressure prediction, indicating a more complex physiology. Only a few
studies have been carried out to determine the effects of aleatoric uncertainty,
which includes uncertainty in measured geometry from imaging modalities [48,
29], which should be investigated further.
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Fig. 9 Residuals from the model predictions with the optimized parameters. The residual curves indicate that
errors are not independent, violating the simplifying assumptions often made about physical models.
Results discussed here illustrate how to incorporate sensitivity analysis, sub-
set selection, optimization, and uncertainty quantification to study dynamics,
yet results clearly depend on the model analyzed and data available for model
validation. Major limitations of the model analyzed here include the assumption
that the same constitutive law can be applied to analyze data from the control
and hypoxic mice. Our results show that the assumption is valid for the hypoxic
model where wall remodeling has likely resulted in stiffer walls, but that the
model could be improved for the control mouse. This agrees with previous find-
ings that arterial vessel deformation is nonlinear and viscoelastic [51,56,24].
Another limitation is that the assumption of iid errors is violated due to the
numerous parameter interactions in the model. This assumption was made for
simplicity in the optimization and MCMC routines, a plot of the residuals in Fig.
9 shows that the residuals are in fact not independent. To tackle this violation,
one could instead employ the log-likelihood log(L ), defined as
log(L ) =−1
2
log(det(2piΣ))− 1
2
rTΣ−1r,z1 (27)
where Σ is the covariance matrix between parameters.
Finally, we only investigated impact on vessel stiffness and outflow bound-
ary condition parameters fixing dimensions extracted from imaging studies.
Clearly, variation in unstressed vessel radius impacts model predictions, as does
the assumption of constant viscosity, which for the large network could likely
vary due to Fahraeus Lindqvist effect [26]. Moreover, results presented here are
limited by the fact that data was only available in the main pulmonary artery.
The methods proposed here can easily be expanded to study any of these fac-
tors.
26 Colebank, Qureshi, Olufsen
6 Conclusion
The goal of this study was to analyze a coupled 1D-0D model of pulse wave
propagation in the pulmonary circulation. We analyzed parameter sensitivity
and correlation, estimated identifiable model parameters, determined uncertainty
intervals, and studied the parameter effect on changing network complexity. To
fit the model to data we estimated vessel stiffness and global scaling parame-
ters adjusting Windkessel parameters for two mice (control and hypoxic) and
three networks of varying complexity. Results showed that the hypoxic mouse
has stiffer proximal β and peripheral R2 vessels. Moreover we showed that sen-
sitivity of the proximal vessel stiffness increase with vessel size relative to R1
(the proximal resistance in the Windkessel model) and Cp (the peripheral com-
pliance). The observation, that the parameters effect on the model output (pul-
monary arterial pressure) vary with network complexity is essential to account
for when developing models that delineate proximal vs. peripheral vessels to
study disease classification and progression.
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