Given a group of images, co-saliency detection aims at highlighting the common and salient foreground regions. To optimally explore the complementary information among images, we propose an effective propagation mechanism for RGBD images. First, we design a depth optimization map guided by image global saliency, which generates a superpixel-level saliency propagation label to express the primary saliency propagation confidence. Then, we further get the superior saliency propagation confidence based on the corresponding probabilities of the external contrast between images and the image internal regions. Finally, the primary and superior saliency propagation confidence are integrated to optimize the saliency propagation and get the final co-saliency value. The proposed method enables the complementary information among images to be reasonably propagated in a group of images. The relevance of depth information is enhanced and the co-salient objects are closer to the truth values. Experiments on two RGBD co-saliency datasets demonstrate the effectiveness of the proposed model.
I. INTRODUCTION
Human visual system can detect significant and interesting contents quickly from the scenes that contain a lot of information. Saliency detection [1] - [3] , originating from the study of human visual system, aims at extracting salient objects from the image automatically. Saliency detection plays an important role in many other computer vision tasks, such as image coding [4] , object segmentation [5] and depth-aware object detection [6] - [8] . As one important branch of traditional single saliency detection model, co-saliency detection models [9] - [11] focus on detecting the common salient objects from two or more related images. The detected regions should be salient over each image in a group of images; besides, they are consistent in object categories and appearance characteristics. It is these unique features that makes co-saliency detection widely used in many computer vision tasks, such as image matching 12], foreground discovery in video sequences [13] and multi-camera surveillance [14] .
Recently, many saliency detection models integrate external clues to optimize the quality of saliency maps.
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Ye et al. [15] believe that the combination of saliency and objectness can contribute to segment salient objects. Depth information is constantly being used as external clues in saliency detection. In [16] , saliency fusion and progressive region classification are used to optimize depth-aware saliency models for RGBD images. Effective utilization of depth information generally can highlight salient regions and suppress background regions. But research on co-saliency detection for RGBD images is not enough.
For co-saliency detection, it is obvious that the accurate use of the complementary characteristic information among multiple images has a critical effect, and the corresponding propagation determines the final quality of the co-salient maps. Ge et al. [17] calculate the similarity between all superpixels by the same discriminant method in the inter-saliency propagation stage. Song et al. [18] calculate co-saliency for RGBD images by using depth information simply as an additional feature. When calculating the salient value, the inappropriate saliency propagation method and the incoherence of depth information among different RGBD images may lead to the co-salient maps errors. Mainly for the problems of two respects, we propose a novel co-saliency model for RGBD images, which proposes an effective propagation mechanism VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to detect the co-salient objects. The major contributions of the proposed method are as follows. 1) An effective propagation mechanism for RGBD images co-saliency framework is proposed, which integrates the primary and superior saliency propagation confidence to achieve the co-saliency detection. 2) A novel depth optimization map guided by global saliency is generated to strengthen the relevance of depth information among multiple images. The primary saliency propagation confidence is defined as the superpixel-level saliency propagation label, which integrates depth information, color information and the depth optimization map value. 3) We consider the specific scene of each image within the group and the different characteristics of image regions to get the superior saliency propagation confidence among multiple images. The specific scene of each image is reflected by calculating the corresponding probabilities of external contrast, and the different characteristics of image regions are reflected by calculating the corresponding probabilities of the image internal regions. The rest of this paper is organized as follows. Section II introduces the related works of co-saliency detection. Section III describes the proposed method in detail. The experimental results are presented in Section IV, and the conclusion is given in Section V.
II. RELATED WORKS
In this section, we review the related works of the co-saliency detection model from three main categories: bottom-up methods, fusion-based methods, and learningbased methods.
For the bottom-up method, the salient values of image pixels/regions are calculated by artificially designed co-saliency features. This type of model mainly includes three stages: pre-processing, single image feature extraction, and inter-saliency clue combination. Liu et al. [19] propose a co-saliency model based on hierarchical segmentation. They denote the characteristics of the each image region by the local similarity and the object prior, and they detect co-salient objects by combining the local/global similarity and the object prior. Fu et al. [24] introduce a cluster-based algorithm with contrast, spatial, and corresponding cues. Li et al. [25] obtain the guided saliency maps of the image set through a ranking scheme. But all of them focus on RGB images and ignore the effectiveness of depth information.
The fusion-based methods generate the final co-saliency maps by fusing saliency clues from some proposed saliency or co-saliency algorithms. So this type of model can make further improvement based on these obtained results.
Huang et al. [20] introduce a co-saliency prior based on GMM. Then they use low-rank analysis to fuse the obtained saliency maps. Cao et al. [26] exploit the relationship of multiple saliency cues and obtain the self-adaptive weight to generate the final saliency map. But because of its heavy dependence on other algorithms, the fusion-based method may not work well when getting imprecise information.
The third category is the learning-based methods, which directly learn the co-saliency patterns among a group of images and infer the co-salient object regions automatically. Zhang et al. [21] propose a self-paced multiple-instance learning (SP-MIL) framework. The disadvantage of the learning-based methods is the execution time of the iterative training process.
Recently, some RGBD co-saliency detection models show the good performance from the changing natural scene databases [28] , [29] . Cong et al. [28] introduce the depth information and multi-constraint feature matching to improve the performance, and they propose a RGBD co-saliency detection method based on hierarchical sparsity reconstruction and energy function refinement [29] . But the complementary characteristic information among multiple images is not used efficiently. They can't detect the entire interior object regions and highlight the salient objects uniformly when the foreground regions are complex. In our work, we focus on solving two main issues: 1) How to design an appropriate saliency propagation method, and 2) exploit the relevance of depth information among different RGBD images. So we propose an effective propagation mechanism, which integrates the primary and superior saliency propagation confidence to solve the issues.
III. RROPOSED METHOD
In this section, we propose a co-saliency detection model based on effective propagation mechanism. Fig.1 shows the framework of the proposed method for RGBD images. First we generate a superpixel-level saliency propagation label to get the primary saliency propagation confidence. Then, the corresponding probabilities of the image internal regions and external contrast are calculated separately to get the superior saliency propagation confidence. Finally, all the primary and superior saliency clues are integrated to generate the final co-saliency result.
In detail, the primary saliency propagation confidence value is calculated by the superpixel-level saliency propagation label based on the depth optimization map value, which uses the depth information and the initial saliency map value. The superior saliency propagation confidence value is determined by the corresponding probabilities of external contrast between RGB images and the corresponding probabilities of the image internal regions using the depth optimization map value.
Given N input RGB images I i N i=1 , and each one I i is abstracted into superpixels sp i 1 , s p i 2 , · · · , s p i M i using SLIC algorithm [22] , where M i is the number of superpixels for image I i . Then we denote the corresponding depth maps as D i N i=1 and generate the initial saliency map for each RGBD image using [23] . In our propagation mechanism, the initial saliency value of the i th superpixel in the guided image m is expressed as S O sp i m , which is calculated as the mean value of all pixels in superpixel sp i m . In co-saliency detection model, the reasonable propagation mechanism determines the final quality of the co-salient maps. In our model, we first propose a superpixel-level saliency propagation label to get primary saliency propagation confidence. Then we improve the corresponding probabilities of external contrast and the image internal regions into superior saliency propagation confidence.
A. PRIMARY SALIENCY PROPAGATION CONFIDENCE
In the proposed method, we design a superpixel-level saliency propagation label to express the primary saliency propagation confidence from two aspects. The first one is the similarity constraint between superpixels, which considers color and depth clues. The second is the depth optimization map, which is guided by global saliency.
1) SIMILARITY CONSTRAINT
Calculating depth difference between superpixels simply as color information may highlight the wrong regions as co-salient objects for RGBD images. We use initial saliency value difference between superpixels as depth constraint coefficient.
The color and texture information are used to represent the RGB feature on the superpixel level. And the depth cue is introduced. The similarity constraint between the i th superpixel in the guided image m and the j th superpixel in the guide image n(n = 1, · · · , N , n = m) is defined as:
where f i m is the color and texture feature vector of superpixel sp i m . To constrain the depth information, we introduce the initial saliency value difference a between the superpixels, which is defined as
S O sp i m denotes the initial saliency value of superpixel sp i m , d i m denotes the mean depth value of superpixel sp i m , σ 2 is fixed to 0.2.
2) DEPTH OPTIMIZATION MAP
To exploit the relevance of depth information among different RGBD images, we generate the depth optimization map. The initial saliency map value is introduced as advanced prior information to restrain the depth information.
In our propagation mechanism, the initial saliency map of the guide image n(n = 1, · · · , N , n = m) is expressed as SM n o . To reasonably apply depth information to saliency propagation, the initial saliency map SM n o is abstracted to constrain depth information matching. We generate the depth optimization map as:
where d(p) is the pixel depth value, F n S is obtained when the initial saliency map SM n o is segmented using Otsu's adaptive thresholding method, I (·) is indicator function which represents if the pixel belongs to F n S . The consistency between depth information and initial saliency is integrated by the depth optimization map in the saliency propagation. For RGBD co-saliency detection, most methods believe that depth information may complement to RGB co-saliency models. But due to the introduction of depth information, the co-salient objects could be further falsely highlighted. The blue cartoon is the correct co-salient object, but the depth map displays it incorrectly as background. Fig.2 shows the effectiveness of the depth optimization map.
The superpixel-level saliency propagation label which represents the primary saliency propagation confidence is defined as follows: 
B. SUPERIOR SALIENCY PROPAGATION CONFIDENCE
To effectively use the complementary characteristic information among multiple images, we calculate the superior saliency propagation confidence from two perspectives: 1) The external perspective: The other N-1 guide images with different image scenes may contribute to the saliency propagation confidence of the guided image in varying degrees.
2) The internal perspective: The agreement of the superpixels is different in a guided image.
1) THE CORRESPONDING PROBABILITIES OF EXTERNAL CONTRAST
The Hu moments, which are rotation, scale and translation invariant, are extracted as feature vector. So the Hu moments vector can express the correlation between the two RGB images.
The co-salient objects are common and salient among multiple images. Considering the invariance of HU moments of image, we calculate the corresponding probabilities of inter-image contrast as follows:
where n is the Hu moment feature vector of the guide image n, m o is the Hu moment feature vector of the guided image m, σ 2 is fixed to 0.2.
2) THE CORRESPONDING PROBABILITIES OF THE IMAGE INTERNAL REGIONS
In the single saliency detection method, the right selection of background seeds is a key step. We combine the boundary connectivity and the depth optimization value to calculate the corresponding probability of image internal region, which is defined as follows:
where D sp j n is the depth optimization value of the superpixel sp j n , k indicates that the image boundary is divided into k clusters using K-means algorithm, w k,j represents the special distance between superpixel sp j n and all background seeds in the k-th cluster.
Based on above discussion, the contribution of the superpixel sp j n on the superpixel sp i m can be defined as ξ mn · ζ j n . Thus, the relationship between the superior saliency propagation confidence θ j n and the contribution can be defined as:
The primary and superior saliency propagation confidence explore the complementary characteristic information and improves the robustness.
C. OPTIMIZATION AND INTEGRATION
To optimize and improve the saliency result furtherly, the primary and superior saliency propagation confidence are integrated in our propagation mechanism. And the final co-saliency value is obtained by the combination of all the clues.
Finally, with the primary saliency propagation confidence l j n , the superior saliency propagation confidence θ j n , the corresponding probabilities of inter-image contrast ξ mn and the similarity constraint S sp i m , s p j n , the saliency propagation value of the superpixel sp i m is defined as:
l j n · θ j n ·S sp i m , s p j n ·S o sp j n (7) where N j is the number of superpixels in the guided image n, N is the number of images in the group. After getting the saliency propagation value among multiple images, we further explore the image internal clues to optimize the co-salient map. The final saliency value of the superpixel sp i m is defined as:
where S O sp i m is the initial saliency value of superpixel sp i m , S E sp i m is the inter saliency propagation value of the superpixel sp i m , ζ i m is the corresponding probability of the superpixel sp i m , λ is a parameter to control strength of the image internal clues, which is fixed to 0.4. The final co-saliency result is significantly improved after optimization and integration.
IV. EXPERIMENTS
In this section, we introduce the experimental settings and the qualitative and quantitative comparisons.
A. EXPERIMENTAL SETUP 1) DATASETS
We perform the proposed RGBD co-saliency model on two datasets. The RGBD Cosal150 dataset contains 150 images, which are distributed in 21 image groups. The depth maps and pixel-level ground truth are provided. 1 Taken from indoor scenes, the RGBD Coseg183 dataset contains 183 images from 16 image groups. Pixel-level ground-truth and depth information are also provided. 2 Both of the datasets are challenging, because there are multiple objects in each image.
In our method, each image is divided into two hundred superpixels using the SLIC method. The image boundary is divided into 3 clusters using K-means algorithm. The proposed method is implemented in MATLAB 2017a on a Quad Core 2.4-GHz workstation with 8-GB RAM.
2) EVALUATION METRICS
We adopt three criteria to evaluate the performance of the proposed method including the Precision-Recall (PR) curve, F-measure, and Mean Absolute Error (MAE). PR curves are generated by separating the pixels in a saliency map into salience or non-salience by varying the quantization threshold within the range [0, 1].
As a weighted average of precision and recall, the F-measure is expressed as:
where the value of β 2 is 0.3. To measure the difference between the saliency map S and ground truth G, the MAE is expressed as: 
B. COMPARISON WITH OTHER METHODS
We compare the proposed method with some typical co-saliency detection methods including CCS [24] , SCS [25] , SACS [26] , HS [19] , ACSD [23] , DF [27] , MFMC [28] and ICF [29] . ACSD and DF are single saliency methods for RGBD image. The others are state-of-the-art co-saliency detection models. Figs. 3 and 4 show the visual examples on two datasets. Fig. 3 consists of two image groups: soda can and red cap on RGBD Coseg183 dataset. Fig. 4 consists of two image groups: butterfly and cartoon on RGBD Cosal150 dataset. From Fig. 3 , we can see that the soda can and red cap vary largely in location and direction, and the backgrounds are also complex. For the soda can, the other saliency detection methods (CCS, SCS, SACS, HS, ICF, MFMC DF and ACSD) fail to discover the co-salient objects accurately, and they can't detect the co-salient objects from the image group. The performance of the proposed method is more accurate. From Fig. 4 , the co-salient objects on RGBD Cosal150 dataset are larger in size and more distinguishable than RGBD Coseg183 dataset. We can see that the most methods (MFMC, DF and ACSD) can highlight the co-salient objects, but our results are more uniform than other methods.
The quantitative comparison results in terms of the PR curves are reported in Fig. 5 , and precision and recall scores, F-measure are reported in Fig. 6 , and MAE scores are reported in Fig. 7 . Comparing with other methods, the proposed method achieves the highest precisions both on the RGBD Cosal150 dataset and the RGBD Coseg183 dataset. It also demonstrates that the proposed propagation mechanism achieves the goal of using the complementary characteristic information among multiple images accurately.
Our effective propagation mechanism achieves excellent performance on the two datasets. From Fig. 5 , we can see that our model achieves the highest precisions of the whole PR curves comparing with other methods. According to the comprehensive measures from Fig. 6 and Fig. 7 , the highest F-measure and the smallest MAE score show the best performance of the proposed co-saliency model on both the RGBD Coal150 and Coseg183 datasets. For example, F-measure is 0.641 and MAE is 0.102 on the RGBD Coseg183 dataset, and F-measure is 0.839 and MAE is 0.132 on the RGBD Cosal150 dataset. For the F-measure, the proposed method achieves 5% percentage gain at least on the RGBD Coseg183 dataset and 7% percentage gain at least on the RGBD Cosal150 dataset comparing with other models. For the MAE score, the proposed method also obtains obvious performance gains on the two datasets.
C. MODULE ANALYSIS
In this section, we evaluate each module of the proposed framework including the primary saliency propagation confidence and the superior saliency propagation confidence. The quantitative evaluations with each stage saliency propagation confidence on the RGBD Coseg183 dataset and the RGBD Cosal150 dataset are shown in Fig. 8 . When we evaluate the primary(superior) saliency propagation confidence of the proposed framework, the value of the superior(primary) saliency propagation confidence is set to 1. From Fig. 8 , the PR curves illustrate the effectiveness of the saliency propagation mechanism proposed in our framework. The performance is improved using the primary and superior saliency propagation confidence, in which the magenta line represents the final co-saliency result with two-stage saliency propagation confidence.
In the proposed method, we generate the depth optimization map to reasonably apply depth information to saliency propagation. We evaluate the performance of the depth optimization map on the RGBD Coseg183 dataset in Table 1 and the RGBD Cosal150 dataset in Table 2 . From Table 1 and 2, with the depth optimization map value, the performance of F-measure and the MAE score is improved. Because of our effective propagation mechanism for RGBD images, the proposed model achieves a satisfying performance. The visual comparisons and the qualitative and VOLUME 7, 2019 quantitative comparisons demonstrate the effectiveness of the proposed model.
V. CONCLUSION
In this paper, an effective propagation mechanism for RGBD images is proposed. The superpixel-level saliency propagation label expresses the primary saliency propagation confidence. The corresponding probabilities from the internal and external perspectives are calculated to optimize the from the first stage results. Two-stage results are optimized and integrated to generate the final co-saliency value. The comparisons on two RGBD co-saliency detection datasets have demonstrated the effectiveness of the proposed model.
