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2 THE CHERN CHARACTER OF SEMIFINITE SPECTRAL TRIPLES
Abstract
In previous work we generalised both the odd and even local index formula of Connes and
Moscovici to the case of spectral triples for a ∗-subalgebra A of a general semifinite von Neu-
mann algebra. Our proofs are novel even in the setting of the original theorem and rely on
the introduction of a function valued cocycle (called the resolvent cocycle) which is ‘almost’ a
(b, B)-cocycle in the cyclic cohomology of A. In this paper we show that this resolvent cocycle
‘almost’ represents the Chern character, and assuming analytic continuation properties for zeta
functions, we show that the associated residue cocycle, which appears in our statement of the
local index theorem does represent the Chern character. 2
2AMS Subject classification: Primary: 19K56, 46L80; secondary: 58B30, 46L87. Keywords and Phrases: von
Neumann algebra, Fredholm module, cyclic cohomology, chern character, spectral flow.
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1. Introduction
The local index theorem in noncommutative geometry is due to Connes and Moscovici [CoM].
The main consequence of the theorem is a formula for the Chern character of an unbounded
Fredholm module (or spectral triple) in terms of a ‘residue cocycle’ in the (b, B) bicomplex. This
residue cocycle is a sum of residues of certain zeta functions. There have been two new proofs of
this formula discovered recently, by Higson [H] and by the present authors [CPRS2, CPRS3]. The
main new feature of these proofs is that the starting point for the Connes-Moscovici argument (the
JLO cocycle [JLO], [Co1]) is replaced by a different cocycle derived from the resolvent expansion
in perturbation theory. These new proofs have some conceptual and technical advantages over
the earlier proof. In particular [CPRS2, CPRS3] enable the local index theorem to be extended
to the case where one has a spectral triple ‘inside’ a general semifinite von Neumann algebra.
This extension enabled us to encompass examples of differential operators that are not Fredholm
in the ordinary sense but are Breuer-Fredholm, some examples being described in [BeF, CP1,
Sh, L, M, BCPRSW].
On of the novel features of our proof of the semifinite version of the local index formula is the
introduction of a new cocycle (in the (b, B) bicomplex) which provides a substitute for the JLO
cocycle [Co1], [JLO] for finitely summable spectral triples. This new cocycle is holomorphic
function valued. Similarly Higson introduces an ‘improper cocycle’ [H] which is function valued
but has very different holomorphy properties to our resolvent cocycle. In the last Section of this
paper we clarify the relationship of our approach to that of Higson.
What is currently absent from earlier work is a detailed exposition of the properties of our
resolvent cocycle which would put it on the same footing as the JLO coycle. The object of this
paper is to remedy this situation. To that end we provide a uniform exposition of both the
odd and even forms of the cocycle that was introduced separately in each of [CPRS2] (for the
odd case) and [CPRS3] (for the even case). Then we give a proof that our resolvent cocycle
represents (in a suitable sense) the Chern character in cyclic cohomology. From this we derive
some important consequences which we will summarise later in the introduction.
The hypotheses for our proof of the local index formula are weaker than those of [CoM]. We
assume that we have a finitely summable spectral triple (A,H,D) with spectral dimension q (that
is (1+D2)−n/2 is trace class for all n > q and q is the least positive real number for which this is
true). This suffices to verify that the individual functionals that make up the resolvent cocycle are
continuous in an appropriate sense with values in functions defined and holomorphic in a certain
half-plane. We obtain a cocycle in the finite (b, B) complex by considering the resolvent cocycle
modulo those functions holomorphic in a half-plane containing the critical point r = (1 − q)/2
(where a priori the terms in the resolvent cocycle may have a singularity and where we take
residues to obtain our version of the Connes-Moscovici residue cocycle). We remark, but do not
prove here, that the resolvent cocycle is not entire but at no point do we need infinitely many
terms in our expression for this cocycle. We use the notation (φrm), m = 0, 1, 2, · · · to denote the
components of the resolvent cocycle in the (b, B) complex (m odd in the odd case, even in the
even case).
4 THE CHERN CHARACTER OF SEMIFINITE SPECTRAL TRIPLES
In our proof of the local index formula in [CPRS2, CPRS3] we showed that if the spectral triple
has a property we termed ‘isolated spectral dimension’, which is weaker than the assumption of
‘discrete dimension spectrum’ used in [CoM], then we can evaluate the resolvent cocycle term-by-
term by taking residues at the critical point r = (1− q)/2. The resulting formula gives an index
of a Breuer-Fredholm operator expressed in terms of the residues of zeta functions at the critical
point and these residue functionals assemble to give a version of the Connes-Moscovici residue
cocycle. We note that our formula is not identical with that of [CoM] because we need to deal,
in the von Neumann context, with the problem that zero may be in the continuous spectrum of
D.
In this paper there are two main theorems. The first proves that the resolvent cocycle ‘almost’
represents (r − (1 − q)/2)−1 times the Chern character Ch of our semifinite spectral triples in
the sense that they are cohomologous modulo functions which are holomorphic at r = (1− q)/2.
We use the notation
(φrm)
M
m=0 ∼
(
1
r − (1− q)/2Ch
)
to represent this fact.
One consequence of our results is to provide an alternative proof of the semifinite local index
formula in the case of odd spectral triples. This is because in [CPRS2], in order to show that the
residue cocycle we obtain from the resolvent cocycle calculates the appropriate Breuer-Fredholm
index we had to start with the spectral flow formula of [CP2]. This spectral flow formula is quite
difficult to prove in the case of general semifinite spectral triples and it is desirable to find a
more direct argument. Our second major theorem does this by proving that the residue cocycle
represents the Chern character so we may use the known fact [Co1] that the Chern character
is an index cocycle to bypass the formula of [CP2]. (We note that, although the argument in
[Co1] that shows that the Chern character calculates a Fredholm index, is formulated only in
the standard case of spectral triples with N being all bounded operators on a separable Hilbert
space, the results of [CPRS3] enable one to see that the arguments of [Co1] go through without
essential change for semifinite spectral triples.)
There are several benefits from the detailed treatment we give the proofs of our main results.
• We fill in many technical details for the transgression to the Chern character that are absent
from [H].
• In a semifinite spectral triple we have a semifinite von Neumann algebra N with A ⊂ N and
(1 +D2)−1/2 compact in N satisfying some summability hypothesis. To cope with the resulting
‘zero in the spectrum problem’ for D, the form of the residue cocycle and the proof that it
represents the Chern character are significantly modified from the standard type I situation.
• As noted above, we demonstrate the relationship between the resolvent cocycle and Higson’s
‘improper cocycle’. In the process we obtain a renormalised version of this ‘improper cocycle’
(which we call the reduced resolvent cocycle) clarifying the connection between our point of view
and that of Higson.
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• We obtain analytic continuation results for the resolvent cocycle evaluated on Hochschild
cycles (of top degree) and on (b, B) cycles. These results do not require assumptions on analytic
continuation properties of individual zeta functions.
The exposition is organised as follows. We put preliminary material, notation and definitions
needed for the main results in Section 2 including a brief outline of the pseudodifferential calculus.
Those parts of cyclic theory we need are introduced in Section 3. Those expert in these matters
can move straight to Section 4 where we introduce the various cocycles which arose in our new
proof of the local index theorem. Then we state our main theorem on the residue cocycle. The
proof is in Section 5 where we first prove that in both the even and odd cases, the resolvent
cocycle ‘almost’ represents the Chern character and we show that this implies that the residue
cocycle is in the class of the Chern character. Section 6 derives some corollaries including the
relationship to Higson’s point of view.
2. Definitions and Background
2.1. Semifinite Spectral Triples. We begin with some semifinite versions of standard defi-
nitions and results. Let KN be the τ -compact operators in N (that is the norm closed ideal
generated by the projections E ∈ N with τ(E) < ∞). Here τ is a fixed faithful, normal,
semifinite trace on the von Neumann algebra N .
Definition 2.1. A semifinite spectral triple (A,H,D) is given by a Hilbert space H, a ∗-
algebra A ⊂ N where (N , τ) is a semifinite von Neumann algebra with trace τ acting on H, and
a densely defined unbounded self-adjoint operator D affiliated to N such that
1) [D, a] is densely defined and extends to a bounded operator in N for all a ∈ A
2) (λ−D)−1 ∈ KN for all λ 6∈ R
3) The triple is said to be even if there is γ ∈ N such that γ∗ = γ, γ2 = 1, aγ = γa for all
a ∈ A and Dγ + γD = 0. Otherwise it is odd.
2.2. Notes and Remarks. . Henceforth we omit the term semifinite as it is implied by the
use of a faithful normal semifinite trace τ on N in all of the subsequent text. In this paper, for
simplicity of exposition, we will deal only with unital algebras A ⊂ N where the identity of A is
that of N .
Definition 2.2. A semifinite spectral triple (A,H,D) is QCk for k ≥ 1 (Q for quantum) if for
all a ∈ A the operators a and [D, a] are in the domain of δk, where δ(T ) = [|D|, T ] is the partial
derivation on N defined by |D|. We say that (A,H,D) is QC∞ if it is QCk for all k ≥ 1.
Note. The notation is meant to be analogous to the classical case, but we introduce the Q so that
there is no confusion between quantum differentiability of a ∈ A and classical differentiability of
functions. We will sometimes use the notation da := [D, a] for the derivation [D, ·].
Remarks concerning derivations and commutators. By partial derivation we mean that
δ is defined on some subalgebra of N which need not be (weakly) dense in N . More precisely,
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domδ = {T ∈ N : δ(T ) is bounded}. We also note that if T ∈ N , one can show that [|D|, T ] is
bounded if and only if [(1 +D2)1/2, T ] is bounded, by using the functional calculus to show that
|D| − (1 + D2)1/2 extends to a bounded operator in N . In fact, writing |D|1 = (1 + D2)1/2 and
δ1(T ) = [|D|1, T ] we have domδn = domδn1 ∀n.
Thus the condition defining QC∞ can be replaced by
a, [D, a] ∈
⋂
n≥0
domδn1 ∀a ∈ A.
This is important in situations where we cannot assume |D| is invertible.
We also observe that if T ∈ N and [D, T ] is bounded, then [D, T ] ∈ N . Similar comments apply
to [|D|, T ], [(1 +D2)1/2, T ] and the more exotic combinations such as [D2, T ](1 + D2)−1/2 which
we will encounter later. The proofs of these statements can be found in [CPRS2].
Recall from [FK] that if S ∈ N , the t-th generalized singular value of S for each real t > 0
is given by
µt(S) = inf{||SE|| | E is a projection in N with τ(1− E) ≤ t}.
The ideal L1(N ) consists of those operators T ∈ N such that ‖T‖1 := τ(|T |) < ∞ where
|T | = √T ∗T . In the Type I setting this is the usual trace class ideal. We will simply write L1 for
this ideal in order to simplify the notation, and denote the norm on L1 by ‖ · ‖1. An alternative
definition in terms of singular values is that T ∈ L1 if ‖T‖1 :=
∫∞
0
µt(T )dt <∞.
Note that in the case where N 6= B(H), L1 need not be complete in this norm but it is complete
in the norm ‖.‖1 + ‖.‖∞. (where ‖.‖∞ is the uniform norm).
2.3. The Pseudodifferential Calculus. We refer to [CPRS2, Section 6] and [CoM, Co5] for
a full discussion of the pseudodifferential calculus, but present a brief review of the central ideas
here. Given a densely-defined self-adjoint unbounded operator D on a Hilbert space H, we set
H∞ = ∩n≥0domDn. We denote by δ1 the derivation given by T 7→ [(1+D2)1/2, T ]. As in [CPRS2,
Section 6] we let |D|1 = (1 + D2)1/2, so that δ1(T ) = [|D|1, T ]. We then define linear spaces of
operators for r ∈ R
OP 0 = ∩n≥0domδn1 , OP r = (1 +D2)r/2OP 0.
We observe that δ1 clearly leaves OP
0 invariant. If (A,H,D) is a QC∞ spectral triple and we
define H∞ and the spaces OP r using D, then A, [D,A] ⊂ OP 0. Defining ∇(T ) = [D2, T ], and
setting T (n) = ∇n(T ), we find that a(n) and [D, a](n) are in OP n for all a ∈ A.
We recall Lemma 6.2 of [CPRS2].
Lemma 2.3 (compare Lemma 1.1 of [Co5]). Let b ∈ OP 0. With σ1(b) = |D|1b|D|−11 and
ε1(b) = δ1(b)|D|−11 we have
1) σ1 = Id+ ε1,
2) εn1(b) = δ
n
1 (b)|D|−n1 ∈ OP 0 ∀n,
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3) σn1 (b) = (Id+ ε1)
n(b) =
∑n
k=0
(
n
k
)
δk1 (b)|D|−k1 ∈ OP 0 ∀n.
In a similar manner we can also prove the following.
Lemma 2.4. Let b ∈ OP 0. With γ1(b) = 2δ1(b)|D|1, we have:
1) ∇ = δ21 + γ1,
2) γk1 (b) = 2
kδk1 (b)|D|k1 ∈ OP k ∀k,
3) b(n) := ∇n(b) = (∑nk=0 2k(nk)δ2n−k1 (b)|D|−n+k1 ) |D|n1 ∈ OP n ∀n.
Proof. Item 1) is a straightforward calculation noting that ∇(b) = [|D|21, b]. Item 2) follows from
the definition of γ1 by induction. Item 3) follows from applying the binomial theorem to 1) and
then using 2). 
Definition 2.5. We define an increasing sequence of norms ‖·‖k on OP 0 via ‖b‖k =
∑k
j=0 ‖δj1(b)‖
for k ≥ 0. This is closely related to the δ-topology on QC∞ algebras, A, given by the family of
seminorms:
a→ ‖δk(a)‖ a→ ‖δk([D, a])‖, k = 0, 1, 2, . . .
Remark. For b ∈ OP 0, we let b(n) =
∑n
k=0 2
k
(
n
k
)
δ2n−k1 (b)|D|−n+k1 so that b(n) = b(n)|D|n1 where
b(n) ∈ OP 0, and ||b(n)|| ≤ Cn||b||2n where the constant Cn depends only on n.
Lemma 2.6. Let a ∈ OP 0, and n, p ≥ 0. Then
1) σp1(a(n)) =
∑n
k=0
∑p
j=0 2
k
(
n
k
)(
p
j
)
δ2n−k+j1 (a)|D|−n+k−j1 is in OP 0, and
2) there is a positive constant Cp,n depending only on p and n so that ‖σp1(a(n))‖ ≤ Cp,n‖a‖2n+p.
Proof. Item 1) is just a calculation combining the previous two lemmas and noting that σ1 and
δ1 not only commute but are both |D|−11 -linear. Item 2) follows from item 1) and the fact that
‖|D|−11 ‖ ≤ 1. 
Corollary 2.7. If b0, b1, ..., bm are in OP
0 and n0, n1, ..., nm are nonegative integers with
|n| := n0 + n1 + · · ·+ nm, then there is a C > 0 depending only on m and |n| so that
b
(n0)
0 b
(n1)
1 · · · b(nm)m = B|D||n|1 where B ∈ OP 0 and ‖B‖ ≤ C‖b0‖2|n|‖b1‖2|n| · · · ‖bm‖2|n|.
Proof. In the notation of the previous remark
b
(n0)
0 b
(n1)
1 · · · b(nm)m = (b0)(n0)|D|n01 (b1)(n1)|D|n11 · · · (bm)(nm)|D|nm1
= (b0)(n0)σ
n0
1 ((b1)(n1))σ
n0+n1
1 ((b2)(n2)) · · ·σ|n|1 ((bm)(nm))|D||n|1 .
The result now follows from the previous lemma with
B = (b0)(n0)σ
n0
1 ((b1)(n1))σ
n0+n1
1 ((b2)(n2)) · · ·σ|n|1 ((bm)(nm)),
since ‖ · ‖2k ≤ ‖ · ‖2|n| for each k ≤ |n|. 
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A slight variation on the previous corollary is the following.
Corollary 2.8. If b0, b1, ..., bm are in OP
0 and n0, n1, ..., nm are nonegative integers with
|n| := n0 + n1 + · · ·+ nm, then there is a C > 0 depending only on m and |n| so that
b
(n0)
0 b
(n1)
1 · · · b(nk)k Db(nk+1)k+1 · · · b(nm)m = B|D||n|+1
where B ∈ OP 0 and
‖B‖ ≤ C‖b0‖2|n|+1‖b1‖2|n|+1 · · · ‖bm‖2|n|+1.
Proof. Write D = F0|D|1 where F0 := D|D|−11 ∈ OP 0 and proceed as in the previous proof. 
If D is n-summable, so (λ−D)−1 ∈ Ln(N ) for all λ 6∈ R, then any T ∈ OP r is n/r-summable.
3. Cyclic Cohomology and Chern Characters
A major feature of [Co4] is the association to a suitable representative of a K-theory class,
respectively a K-homology class, a class in periodic cyclic homology, respectively a class in
periodic cyclic cohomology, called a Chern character in both cases. The principal result is
then
(1) 〈[x], [(A,H,D)]〉 = 〈[Ch∗(x)], [Ch∗(A,H,D)]〉,
where [x] ∈ K∗(A) is a K-theory class with representative x and [(A,H,D)] is the K-homology
class of the spectral triple (A,H,D). (The exact normalisations for these pairings depends on
what kind of cochains one uses to represent cyclic cohomology.)
On the right hand side, Ch∗(x) is the Chern character of x, and [Ch∗(x)] its periodic cyclic
homology class. Similarly [Ch∗(A,H,D)] is the periodic cyclic cohomology class of the Chern
character of (A,H,D).
We will describe the complexes defining cyclic cohomology that we use below. These are the
cyclic complex and the (b, B) bicomplex. We also describe the Chern character.
To define the (normalised) (b, B) bicomplex, we introduce the following linear spaces, [Lo]. Let
Cm = A ⊗ A¯⊗m where A¯ is the quotient A/C ·I with I being the identity element of A and,
assuming with no loss of generality that A is complete in the δ-topology, [R], we employ the
projective tensor product. Let Cm = Hom(Cm,C) be the linear space of continuous linear
functionals ¿¡DEFANGED.834 on Cm. We may define the (b, B) bicomplex using these spaces
(as opposed to Cm = A⊗m+1 et cetera) and the resulting cohomology will be the same. This
follows because the bicomplex defined using A⊗ A¯⊗m is quasi-isomorphic to that defined using
A⊗A⊗m [Lo]. Similar comments apply to the cyclic complex.
We first define cyclic cohomology using the cyclic complex. A normalised cyclic cochain on
A is a functional ψ ∈ Cm such that
ψ(a0, ..., am) = (−1)mψ(am, a0, ..., am−1).
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The set of all normalised cyclic cochains in Cm is denote Cmλ . We say that ψ is a cyclic cocycle
if for all a0, ..., am+1 ∈ A we have (bψ)(a0, ..., am+1) = 0 where
(bψ)(a0, a1, . . . , am+1) =
m∑
j=0
(−1)jψ(a0, a1, . . . , ajaj+1, . . . , am+1) + (−1)m+1φ(am+1a0, a1, . . . , am).
Then Hmλ (A), the m-th cohomology group of (Cmλ , b) is defined to be the m-th cyclic coho-
mology group of A.
The cup product with the generator σ ∈ H2λ(C) of the cyclic cohomology of C defines a map
S : Hmλ (A)→ Hm+2λ (A) for any (locally convex) algebra A. This periodicity operator allows
us to define the periodic cyclic cohomology of A as the direct limit of the cyclic cohomology
groups:
H∗per(A) = lim→ (H
m
λ (A), S),
where ∗ on the left hand side takes only the values even or odd, and on the right hand side we
consider only those m with the same parity as ∗.
A normalised (b, B)-cochain, φ is a finite collection of multilinear functionals,
φ = {φm}m=0,1,...,M with φm ∈ Cm.
An odd cochain has φm = 0 for even m, while an even cochain has φm = 0 for odd m.
It is a (normalised) (b, B)-cocycle if, for all m, bφm + Bφm+2 = 0 where b : C
m → Cm+1,
B : Cm → Cm−1 are the coboundary operators. The operator b is described above and B is
given by
(Bφm)(a0, a1, . . . , am−1) =
m−1∑
j=0
(−1)(m−1)jφm(1, aj, aj+1, . . . , am−1, a0, . . . , aj−1)
We write (b + B)φ = 0 for brevity. Thought of as functionals on A⊗m+1 a normalised cocycle
will satisfy φ(a0, a1, . . . , an) = 0 whenever any aj = 1 for j ≥ 1.
Similarly, a (bT , BT )-chain c is a (possibly infinite) collection c = {cm}m=0,1,... with cm ∈ Cm.
The (b, B)-chain {cm} is a (bT , BT )-cycle if bT cm+2+BT cm = 0 for all m. More briefly, we write
(bT + BT )c = 0. Here bT , BT are the boundary operators of cyclic homology, and are the
transpose of the coboundary operators b, B in the following sense.
The pairing between a (b, B)-cochain φ = {φm}Mm=0 and a (bT , BT )-chain c = {cm} is given by
〈φ, c〉 =
M∑
m=0
φm(cm).
This pairing satisfies
〈(b+B)φ, c〉 = 〈φ, (bT +BT )c〉.
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All of the cocycles we consider in this paper are in fact defined as functionals on ⊕mA⊗ A¯⊗m.
Henceforth we will drop the superscript on bT , BT and just write b, B for both boundary and
coboundary operators as the meaning will be clear from the context.
Our next aim is to define the Chern character of a finitely summable Fredholm module. First
we need a definition.
Definition 3.1. A pre-Fredholm module for a unital ∗-algebra A is a pair (H, F ) where A
is represented in N (a semifinite von Neumann algebra acting on H with fixed trace τ) and F is
a self-adjoint Breuer-Fredholm operator in N satisfying:
1. 1− F 2 ∈ KN , and
2. [F, a] ∈ KN for a ∈ A.
We say that (H, F ) is even if there is a grading operator ¿¡DEFANGED.835 γ ∈ N such that
γ∗ = γ, γ2 = 1, [γ, a] = 0 for all a ∈ A and γF + Fγ = 0; otherwise, (H, F ) is odd. Our
formulas will often include a factor of γ in the odd case as well as the even case: in the odd case
we interpret γ to be 1. If 1− F 2 = 0 we drop the prefix ”pre-”. If [F, a] ∈ Lp(N ) for all a ∈ A,
we say that (H, F ) is p-summable.
Pertinent Example. Semifinite spectral triples give rise to pre-Fredholm modules via
(A,H,D) 7→ (H, F = D(1 +D2)−1/2).
One views spectral triples as geometric representatives of K-homology classes, in much the same
way that one views differential forms as geometric representatives of cohomology classes.
If the semifinite spectral triple (A,H,D) is QC∞ and finitely summable with (1 +D2)−s/2 trace
class for all s > q, and has D invertible, then
(H, F = D|D|−1)
is a [q] + 1-summable Fredholm module where [·] denotes the integer part.
Definition 3.2. We define the ‘conditional trace’ τ ′ by
τ ′(T ) =
1
2
τ(F (FT + TF )),
provided FT + TF ∈ L1(N ) (as it will be in our case, see [Co4, p293]). Note that if T ∈ L1(N )
we have (using the trace property and F 2 = 1)
(2) τ ′(T ) = τ(T ).
The Chern character [ChF ] of an n + 1-summable Fredholm module (H, F ) (n an integer) is
the class in periodic cyclic cohomology of the cyclic cocycles
λmτ
′(γa0[F, a1] · · · [F, am]), a0, ..., am ∈ A, m ≥ n, m even if (H, F ) even, and odd otherwise.
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Here λm are constants ensuring that this collection of cocycles yields a well-defined periodic class,
and they are given by
λm =
{
(−1)m(m−1)/2Γ(m
2
+ 1) m even√
2i(−1)m(m−1)/2Γ(m
2
+ 1) m odd
.
The class of the Chern character of an n + 1-summable Fredholm module is represented by
the cyclic cocycle in bottom dimension n, ChF ∈ Cnλ (A) :
ChF (a0, ..., an) = λnτ
′(γa0[F, a1] · · · [F, an]), a0, ..., an ∈ A.
We will always take the cyclic cochain ChF (or its (b, B) analogue; see below) as representative
of [ChF ], and will often refer to ChF as the Chern character.
Since the Chern character is a cyclic cochain, it lies in the image of the operatorB, [Co4, Corollary
20, III.1.β], and so BChF = 0 since B
2 = 0. Since bChF = 0, we may regard the Chern character
as a one term element of the (b, B) bicomplex. However, the correct normalisation is (taking the
Chern character to be in degree n)
Cnλ ∋ ChF 7→
(−1)[n/2]
n!
ChF ∈ Cn.
Thus instead of λn defined above, we use µn
µn =
(−1)[n/2]
n!
λn =


Γ(n
2
+1)
n!
n even
√
2i
Γ(n
2
+1)
n!
n odd
.
The difference in normalisation between periodic and (b, B) is due to the way the index pairing
is defined in the two cases, [Co4], and compatibility with the periodicity operator.
Our next task is to show that if our spectral triple (A,H,D) is such that D is not invertible, we
can replace it by a new spectral triple in the same K-homology class in which the unbounded
operator is invertible. This is not a precise statement in the general semifinite case, as our spectral
triples will not define K-homology classes in the usual sense. When we say that two spectral
triples are in the same K-homology class, we shall take this to mean that the associated pre-
Fredholm modules are operator homotopic up to the addition of degenerate Fredholm modules
(see [K] for these notions, which make sense in our context).
Definition 3.3. Let (A,H,D) be a spectral triple. For any µ ∈ R \ {0}, define the ‘double’ of
(A,H,D) to be the spectral triple (A,H2,Dµ) with H2 = H ⊕ H, and the action of A and Dµ
given by
Dµ =
( D µ
µ −D
)
, a 7→
(
a 0
0 0
)
, ∀a ∈ A.
Remark Whether D is invertible or not, Dµ always is invertible, and Fµ = Dµ|Dµ|−1 has square
1. This is the chief reason for introducing this construction.
Lemma 3.4. The K-homology classes of (A,H,D) and (A,H2,Dµ) are the same. A represen-
tative of this class is (H2, Fµ) with Fµ = Dµ|Dµ|−1.
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The most basic consequence of Lemma 3.4, whose proof may be found in [CPRS1], comes from
the following (see [Co1, pp65-68] for the proof).
Proposition 3.5. The periodic cyclic cohomology class of the Chern character of a finitely
summable Fredholm module depends only on its K-homology class.
In particular, therefore, the Chern characters of (A,H,D) and (A,H2,Dµ) have the same class
in periodic cyclic cohomology, and this can be computed (indeed is defined!) using the Fredholm
module (H2, Fµ), and this class is independent of µ.
4. The theorem on the residue cocycle
4.1. The odd semifinite local index formula. Our main results in this paper are motivated
by, and have consequences for, the semifinite local index formula in the odd case [CPRS2].
To state it we need some notation, beginning with multi-indices (k1, ..., km), ki = 0, 1, 2, ..., whose
length m will always be clear from the context. Next we write |k| = k1 + · · · + km, and define
α(k) by
α(k) =
1
k1!k2! · · · km!(k1 + 1)(k1 + k2 + 2) · · · (|k|+m) .
The numbers σn,j are defined by the equality
n−1∏
j=0
(z + j + 1/2) =
n∑
j=0
zjσn,j.
If (A,H,D) is a QC∞ spectral triple and T ∈ N , we write T (n) to denote the iterated commutator
[D2, [D2, [· · · , [D2, T ] · · · ]]] where we have n commutators with D2. It follows from the remarks
after Definition 2.2 that operators of the form T
(n1)
1 · · ·T (nk)k (1 + D2)−(n1+···+nk)/2 are in N for
Ti = [D, ai], ai ∈ A.
Definition 4.1. If (A,H,D) is a QC∞ spectral triple, we call
q = inf{k ∈ R : τ((1 +D2)−k/2) <∞}
the spectral dimension of (A,H,D). We say that (A,H,D) has isolated spectral dimen-
sion if for b of the form
b = a0[D, a1](k1) · · · [D, am](km)(1 +D2)−m/2−|k|
the zeta functions
ζb(z − (1− q)/2) = τ(b(1 +D2)−z+(1−q)/2)
have analytic continuations to a deleted neighbourhood of z = (1− q)/2.
Remark. Observe that we allow the possibility that the analytic continuations of these zeta
functions may have an essential singularity at z = (1− q)/2. All that is necessary for us is that
the residues at this point exist. Note that discrete dimension spectrum implies isolated spectral
dimension.
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Definition 4.2. Now we define, for (A,H,D) having isolated spectral dimension and
b = a0[D, a1](k1) · · · [D, am](km)(1 +D2)−m/2−|k|,
the numbers, τj(b) by:
τj(b) = resz=(1−q)/2(z − (1− q)/2)jζb(z − (1− q)/2).
The hypothesis of isolated spectral dimension is clearly necessary here in order to define the
residues. Let Q be the spectral projection of D corresponding to the interval [0,∞).
In [CPRS2] we proved the following result:
Theorem 4.3 (Odd semifinite local index formula). Let (A,H,D) be an odd finitely summable
QC∞ spectral triple with spectral dimension q ≥ 1. Let N = [q/2]+1 where [·] denotes the integer
part, and let u ∈ A be unitary. Then
1) index(QuQ) = 1√
2πi
resr=(1−q)/2
(∑2N−1
m=1,odd φ
r
m(Chm(u))
)
where for a0, ..., am ∈ A, l = {a+ iv : v ∈ R}, 0 < a < 1/2, Rs(λ) = (λ− (1 + s2 + D2))−1 and
r > 0 we define φrm(a0, a1, ..., am) to be
−2√2πi
Γ((m+ 1)/2)
∫ ∞
0
smτ
(
1
2πi
∫
l
λ−q/2−ra0Rs(λ)[D, a1]Rs(λ) · · · [D, am]Rs(λ)dλ
)
ds.
In particular the sum on the right hand side of 1) analytically continues to a deleted neighbourhood
of r = (1 − q)/2 with at worst a simple pole at r = (1 − q)/2. Moreover, the complex function-
valued cochain (φrm)
2N−1
m=1,odd is a (b, B) cocycle for A modulo functions holomorphic in a half-plane
containing r = (1− q)/2.
2) The index is also the residue of a sum of zeta functions:
1√
2πi
resr=(1−q)/2

 2N−1∑
m=1,odd
2N−1−m∑
|k|=0
|k|+(m−1)/2∑
j=0
(−1)|k|+mα(k)Γ((m+ 1)/2)σ|k|+(m−1)/2,j
(r − (1− q)/2)jτ (u∗[D, u](k1)[D, u∗](k2) · · · [D, u](km)(1 +D2)−m/2−|k|−r+(1−q)/2)
)
.
In particular the sum of zeta functions on the right hand side analytically continues to a deleted
neighbourhood of r = (1− q)/2 and has at worst a simple pole at r = (1− q)/2.
3) If (A,H,D) also has isolated spectral dimension then
index(QuQ) =
1√
2πi
∑
m
φm(Chm(u))
where for a0, ..., am ∈ A
φm(a0, ..., am) = resr=(1−q)/2φrm(a0, ..., am) =
√
2πi
2N−1−m∑
|k|=0
(−1)|k|α(k)×
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×
|k|+(m−1)/2∑
j=0
σ(|k|+(m−1)/2),jτj
(
a0[D, a1](k1) · · · [D, am](km)(1 +D2)−|k|−m/2
)
,
and (φm)
2N−1
m=1,odd is a (b, B) cocycle for A. When q < 2N − 1, the term with m = 2N − 1 is zero,
and for m = 1, 3, ..., 2N − 3, all the top terms with |k| = 2N − 1−m are zero.
In [CPRS3] we established the even version of this theorem however we will have no need to
state the full result here.
4.2. The resolvent cocycle in the general case. The following definition establishes some
notation needed to treat the even and odd cases on the same footing (this was not done in our
earlier work).
Our philosophy on the resolvent cocycle is that it provides a substitute for the JLO cocycle
(the foundation of the original Connes-Moscovici local index theorem). The stronger version of
the local index theorem that we obtain arises from the more detailed information inherent in a
cocycle that is sensitive to the spectral dimension which the JLO cocycle is not. The form of our
resolvent cocycle was deduced from the spectral flow formula of [CP2] in the odd case and from
a generalised McKean-Singer formula in the even case [CPRS3].
Definition 4.4. Let (A,H,D) be a spectral triple with spectral dimension q ≥ 1. Let P denote
the parity of the triple, so P = 0 for even triples and P = 1 for odd triples. Let A denote
(P − 1), the anti-parity so A = 1 for even triples and A = 0 for odd triples. We adopt the
convention that |D| and elements of A have grading degree zero, while D has grading degree
one. In the even case this is of course the actual grading degree of the spectral triple. We denote
the grading degree of T ∈ OP ∗ by deg(T ). Finally, let N = [(q + 1 + P )/2] where [·] denotes the
integer part. So, M = 2N − P is the greatest integer of parity P in q + 1. In particular, if q is
an integer of parity P then M = 2N − P = q.
The grading degree is used to define the graded commutator:
[T,R]± := TR− (−1)deg(T )deg(R)RT.
In particular, we have [D, a]± = [D, a] for all a ∈ A. Similarly, since deg(D2) = 0, we have
[D2, T ]± = [D2, T ] for all T. The following definition generalises the expectations introduced in
[CPRS2, CPRS3] to deal with both the even and odd cases in a uniform fashion.
Definition 4.5. Let 0 < a < 1/2 and let l be the vertical line l = {a+ iv : v ∈ R}. For m ≥ 0,
s ∈ [0,∞) and operators A0, ..., Am, Ai ∈ OP ki, with k0 + · · ·+ km − 2m < 2Re(r) define
〈A0, ..., Am〉m,s,r = τ
(
1
2πi
γ
∫
l
λ−q/2−rA0Rs(λ)A1 · · ·AmRs(λ)dλ
)
.
Here γ is the Z2-grading in the even case and the identity operator in the odd case, and Rs(λ) =
(λ− (1 + s2 +D2))−1.
We now state the definition of the resolvent cocycle in terms of the expectations 〈· · ·〉m,s,r.
THE CHERN CHARACTER OF SEMIFINITE SPECTRAL TRIPLES 15
Definition 4.6. (Compare Definition 7.9 [CPRS2]) Let (A,H,D) be a spectral triple with spectral
dimension q ≥ 1 and parity P. Introduce constants ηm, m = 0, 1, 2, . . . with P ≡ m(mod 2) by
ηm =
(
−
√
2i
)P
2m+1
Γ(m/2 + 1)
Γ(m+ 1)
.
Then for Re(r) > 1
2
(1−m), the m-th component of the resolvent cocycle φrm : A⊗m+1 → C is
defined by:
φrm(a0, ..., am) = ηm
∫ ∞
0
sm〈a0, da1, .., dam〉m,s,rds.
Where recall that da := [D, a] for a ∈ A.
A basic result which is implicit in [CPRS2, CPRS3] is that φrm is a continuous map from A⊗m+1
with the δ-topology (see Definition 2.5) to the space of functions Fm defined and holomorphic in
the half-plane Re(r) > (1−m)/2 (with the topology of uniform convergence on compacta). This
turns out to be surprisingly subtle so we include the proof with a slight generalisation which we
will require a little later. Let
Rs,t(λ) := (λ− (t+ s2 +D2))−1
where if D2 ≥ δ > 0 (and so invertible) we allow t ∈ [0, 1] and if D is not invertible we allow only
t = 1. Define φrm,t just as φ
r
m, but using Rs,t(λ) in place of Rs(λ), and similarly for 〈. . .〉m,s,r,t.
Lemma 4.7. Let OP 0 have the δ-topology. (see Definition 2.5) Then with t ∈ [0, 1] as above,
the map
(OP 0)⊗m+1 ∋ (A0, . . . , Am) 7→
∫ ∞
0
sm〈A0, . . . , Am〉m,s,r,tds ∈ Fm
is a continuous multilinear functional. In particular for each r ∈ C with Re(r) > (1−m)/2,
φrm,t restricts to a continuous multilinear functional on A with the δ-topology. Moreover,
(a0, a1, . . . , am) 7→ (r 7→ φrm,t(a0, . . . , am)) is an element of Hom(A⊗m+1, Fm).
Proof. Since A, [D,A] ⊂ OP 0, the penultimate statement of the Lemma follows easily from the
first. To prove the first statement we begin by rewriting the expectations 〈. . .〉m,s,r,t using both
the s-trick (see Lemma 5.6 below), and the λ-trick (see Lemma 5.7 below). The s-trick says that
for all A0, . . . , Am ∈ OP 0 we have∫ ∞
0
sm〈A0, . . . , Am〉m,s,r,tds = −2
m+ 1
m∑
j=0
∫ ∞
0
sm+2〈A0, . . . , Aj, 1, Aj+1, . . . , Am〉m+1,s,r,t,
where both sides exist for Re(r) > (1 −m)/2. On the other hand, the λ-trick says that for all
A0, . . . , Am ∈ OP 0 we have∫ ∞
0
sm〈A0, . . . , Am〉m,s,r,tds = −1
q/2 + r − 1
m∑
j=0
∫ ∞
0
sm〈A0, . . . , Aj, 1, Aj+1, . . . , Am〉m+1,s,r−1,t,
where both sides exist for Re(r) > (1 − m)/2 provided the first factor on the right does not
introduce a pole in this region.
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Some simple observations:
(1) The s-trick and the λ-trick commute.
(2) Both tricks leave the region of convergence unaffected, with the proviso that we don’t intro-
duce a pole with the λ-trick.
(3) After X combined applications of the two tricks, the term with any one particular pattern
of 1′s dispersed among the A′is will appear with frequency exactly X !.
LetM = 2N−P so that m also has parity P . IfM = m we do nothing to the expression for φrm,t.
Assuming m < M we will apply the s-trick exactly (M −m)/2 times (which will raise the power
of sm to sM and no more) and then the λ-trick also exactly (M −m)/2 times, which will raise
our m+ 1-tuple to an M + 1-tuple without introducing a pole in the region Re(r) > (1−m)/2.
Thus, we get by summing over all k = (k0, . . . , km) where each 0 ≤ ki ≤ (M − m) and |k| =
(M −m):
∫ ∞
0
sm〈A0, . . . , Am〉m,s,r,tds
= (2)
M−m
2 (M −m)!
M−m
2∏
b=1
1
q/2 + r − b
M−m
2∏
j=1
1
m+ j
×
×
∑
k
∫ ∞
0
sM〈A0, 1k0, A1, 1k1, . . . , Am, 1km〉M,s,r−(M−m)/2,tds
Where, of course, we mean 1ki = 1, 1, . . . , 1 with ki one’s. We observe that both sides converge
for Re(r) > (1 − m)/2. Now the poles occur when r = b − q/2 and since b ≤ (M − m)/2 and
M ≤ q + 1 we have for such poles, r ≤ (M −m)/2− q/2 ≤ (q + 1−m)/2− q/2 = (1−m)/2 so
that the pole is not in the region, Re(r) > (1−m)/2. That is, both sides exist in this region.
Now ignoring the prefactors, we have a sum of integrals where we write R for Rs,t(λ) and each
ni = ki + 1 so that n = (n0, . . . , nm) where 1 ≤ ni ≤ (M −m) + 1 and |n| =M + 1:
∑
n
∫ ∞
0
sMτ
(
1
2πi
γ
∫
l
λ−q/2−r+(M−m)/2A0Rn0A1Rn1 · · ·AmRnmdλ
)
ds
By Lemma 2.2 of [CP1] we can estimate the trace of the λ-integral by integrating the trace norm
of the integrand.
For n fixed let pni = (M + 1)/ni so that
∑
i pni = 1 and using Ho¨lder’s inequality we estimate:∑
n
‖A0Rn1A1Rn2 · · ·RnmAmRnm+1‖1 ≤
∑
n
‖A0Rn1‖pni · · · ‖AmRnm+1‖pnm+1
≤
∑
n
‖A0‖ · · · ‖Am‖ · ‖Rn1‖pn1 · · · ‖Rnm+1‖pnm+1 =
∑
n
‖A0‖ · · · ‖Am‖ · ‖RM+1‖1.
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Thus the iterated integral will be absolutely convergent if we show the boundedness of∫ ∞
0
sM
∫ ∞
−∞
√
a2 + v2
−q/2−Re(r)+(M−m)/2‖RM+1‖1dvds
≤
∫ ∞
0
sM
∫ ∞
−∞
√
a2 + v2
−q/2−Re(r)+(M−m)/2√
(s2 + a)2 + v2
−M−1+q/2+ǫ/2
dvds,
the last inequality coming from Lemma 5.11 below, and ǫ > 0 is arbitrarily small. By Lemma
5.12 below, this integral is finite provided
M−2(M+1−q/2−ǫ/2) < −1, andM−2(M+1−q/2−ǫ/2)+1−2(q/2+Re(r)−(M−m)/2) < −2.
These conditions reduce to
q + ǫ < M + 1, (1−m)/2 < Re(r)− ǫ/2.
As ǫ > 0 is arbitrary, we see that the integral is finite for Re(r) > (1−m)/2.
With a little more effort using the above estimate and the ideas in the proof of Lemma 5.4
in [CPRS2] one can show that the double integral is uniformly bounded in any closed right
half-plane in the region Re(r) > (1−m)/2 and is O(1/Re(r)) as Re(r)→∞. That is,
|φrm,t(a0, a1, . . . , am)| ≤ C(r0)‖a0‖ · ‖da1‖ · · · ‖dam‖
uniformly in r with Re(r) ≥ r0 > (1−m)/2. Moreover, C(r0) is O(1/r0) ar r0 →∞.
The fact that the map r 7→ φrm,t(a0, . . . , am)) is holomorphic in the half-plane Re(r) > (1−m)/2
is similar to the proof of Lemma 7.4 of [CPRS2]. 
4.3. The residue cocycle. The semifinite local index formula in the form described above
entails the introduction of the residue cocycle, which we now describe.
Definition 4.8. Let (A,H,D) be a QC∞ finitely summable spectral triple with isolated spectral
dimension q ≥ 1. Let M = 2N − P . For m = P, P + 2, . . . ,M , and using the notation of
Definition 4.2 define functionals φm by
φm(a0, ..., am) =
√
2πi
M−m∑
|k|=0
(−1)|k|α(k)
h∑
j=A
σh,jτj−A
(
γa0[D, a1](k1) · · · [D, am](km)(1 +D2)−|k|−m/2
)
,
where h = |k| + (m − P )/2. Here γ denotes the Z2-grading in the even case and the identity
operator in the odd case. Note that M is the greatest odd (respectively, even) integer in (q + 1)
when the spectral triple is odd (respectively, even).
It follows from the results of [CPRS2, CPRS3] that φ = (φm)
M
m=P is a (b, B)-cocycle, called the
residue cocycle.
The relationship between the resolvent cocycle and the residue cocycle is captured by the follow-
ing result proved in [CPRS2, CPRS3].
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Theorem 4.9. Let (A,H,D) be a QC∞ finitely summable spectral triple with isolated spectral
dimension q ≥ 1. When evaluated on any a0, ..., am ∈ A, with m ≡ P (mod 2) the components
φrm of the resolvent cocycle (φ
r) analytically continue to a deleted neighbourhood of r = (1−q)/2.
Moreover, if we denote this continuation by ϕrm(a0, ..., am) then
resr=(1−q)/2ϕrm(a0, ..., am) = φm(a0, ..., am).
It is the proof this last result that shows that the resolvent cocycle is indeed playing the same
role as JLO does for the original proof of the local index theorem.
4.4. Statement of the theorem. Our main result on the residue cocycle establishes the fol-
lowing equality in cyclic cohomology.
Theorem 4.10. Let (A,H,D) be a QC∞ spectral triple (even or odd) with spectral dimension
q ≥ 1 and isolated spectral dimension. Then the residue cocycle represents the Chern character
of the K-homology class of (A,H,D).
5. The residue and resolvent cocycles represent the Chern character
5.1. Preamble. Our methods are inspired by Higson, [H], and we follow his approach quite
closely. We present our arguments in full because numerous algebraic identities are, while very
similar to Higson’s, different in small details. Moreover D may have zero in its continuous
spectrum and this forces us to modify the standard approach. Finally because we are building
on a proof of a version of the Connes-Moscovici theorem valid under weaker hypotheses and of
much greater generality we must work very hard to establish some essential subtle estimates.
The estimates of [CPRS2] show that the resolvent cocycle is a cocycle with values in the functions
defined and holomorphic on the right half plane Re(r) > 0 (odd case) or Re(r) > 1/2 (even
case). In fact, for the individual functionals in the expression for the resolvent cocycle of degree
m, the half-plane of holomorphy increases as m increases. We will find that our transgression
arguments require refinements of the estimates of [CPRS2] whose proofs force us into a rather
lengthy treatment.
Our immediate aim is to prove the following two statements and from these we will deduce our
theorem on the residue cocycle.
Theorem 5.1. Let (A,H,D) be a QC∞ finitely summable spectral triple with dimension q ≥ 1
and D invertible. Let M = 2N − P where N = [(q + 1 + P )/2], and note that in the odd
(even) case, M is the greatest odd (even) integer in q + 1. Then in the (b, B) bicomplex for A
with coefficients in functions holomorphic for Re(r) > 1/2, the resolvent cocycle (φrm)
M
m=P is
cohomologous to
1
(r − (1− q)/2)Ch
M
F
modulo cochains with values in the functions holomorphic in a half-plane containing r = (1−q)/2.
Here F = D|D|−1, and ChMF denotes the representative of the Chern character in dimension M .
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Theorem 5.2. If (A,H,D) is a QC∞ spectral triple with isolated spectral dimension q ≥ 1 and
D invertible, then the cyclic cohomology class of the residue cocycle coincides with the class of
the Chern character of (H, F = D|D|−1).
There are two main steps involved in proving these statements. First in subsections 5.3 and 5.4
we need to define a ‘transgression’ cochain which provides a cohomology (modulo cochains with
values in the functions holomorphic in a half-plane containing (1 − q)/2) between the resolvent
cocycle and a single term cyclic cochain which is ‘almost’ a cocycle. Second in subsection 5.5
we deform the resulting single term cyclic cochain to the Chern character. In this process we
introduce error terms that are holomorphic at r = (1 − q)/2. Theorem 5.2 follows on taking
residues and this requires the isolated spectral dimension hypothesis.
Both these steps require invertibility of D. However, once we have proved Theorems 5.1 and 5.2
in subsection 5.6, we replace (in the last subsection 5.7) (A,H,D) by its double to remove this
hypothesis.
The standing assumption for the rest of this Section is that (A,H,D) is a QC∞ finitely summable
spectral triple with dimension q ≥ 1. We will at times assume isolated spectral dimension, but
shall always be explicit in those results that need this hypothesis. Until we reach subsection
5.7 we shall also assume that D is boundedly invertible.
5.2. Preliminary identities. We begin by recalling some basic identities for the expectations
〈· · ·〉m,r,s.
Lemma 5.3. For m ≥ 0 and operators A0, ..., Am, Ai ∈ OP ki, with k0 + · · · + km − 2m − 1 <
2Re(r), we have for 1 ≤ j < m:
−〈A0, ..., [D2, Aj ], ..., Am〉m,s,r
= 〈A0, ..., Aj−1Aj , ..., Am〉m−1,s,r − 〈A0, ..., AjAj+1, ..., Am〉m−1,s,r;
while for j = m we have:
−〈A0, ..., Am−1, [D2, Am]〉m,s,r
= 〈A0, ..., Am−1Am〉m−1,s,r − (−1)Adeg(Am)〈AmA0, ..., Am−1〉m−1,s,r;
We also have for k ≥ 1:
(3)
∫ ∞
0
sk〈DA0, A1, ..., Am〉m,s,rds = (−1)A
∫ ∞
0
sk〈A0, A1, ..., AmD〉m,s,rds.
Moreover these s-integrals have a cyclic property:∫ ∞
0
sk〈A0, ..., Am〉m,s,rds = (−1)Adeg(Am)
∫ ∞
0
sk〈Am, A0, ..., Am−1〉m,s,rds.
Furthermore if
∑m
i=0 deg(Ai) ≡ A(mod 2), and we define
deg−1 = 0 and degk = deg(A0) + deg(A1) + · · ·+ deg(Ak)
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then:
(4) 0 =
m∑
j=0
(−1)degj−1
∫ ∞
0
sk〈A0, ..., [D, Aj]±, ..., Am〉m,s,rds.
Proof. The first half of the first statement is just the first statement of Lemma 7.8 of [CPRS2] in
the odd case: the proof in the even case is the same. The second part of the first statement has
a similar proof to the first part, but requires the factor (−1)Adeg(Am) since Am may anticommute
with γ in the even case. The second statement is also the second statement of Lemma 7.8 of
[CPRS2] in the odd case where A = 0. The even case is the same argument but needs the factor
(−1)A since D and γ anticommute. Similar comments apply to the cyclic property, noting that
Rs(λ) has grading degree 0 in either case. The cyclic property in the odd case is Lemma 7.7 of
[CPRS2].
The sum in (4) telescopes since [D, Aj]± = DAj−(−1)deg(Aj )AjD and degj = degj−1+deg(Aj).
After telescoping the sum, one is left with equation (3) since
∑m
i=0 deg(Ai) ≡ A(mod 2). 
To introduce the ‘transgression cochain’ we need a new expectation, and some basic properties.
Definition 5.4. For m ≥ 0 and operators A0, ..., Am, Ai ∈ OP ki, with k0 + · · ·+ km− 2m− 1 <
2Re(r) define
〈〈A0, ..., Am〉〉m,s,r
=
m∑
j=0
(−1)degj〈A0, ..., Aj,D, Aj+1, ..., Am〉m+1,s,r
=
m∑
j=0
(−1)degjτ
(
1
2πi
γ
∫
l
λ−q/2−rA0Rs(λ)A1 · · ·AjRs(λ)DRs(λ) · · ·AmRs(λ)dλ
)
.
We note that except for a factor of 2 and the possible ±1 factors this is just formal differentiation
with respect to the “variable” D.
Lemma 5.5. Form ≥ 0 and operators A0, ..., Am, Ai ∈ OP ki, with k0+· · ·+km−2m−2 < 2Re(r)
we have for 1 ≤ j < m, the identity:
−〈〈A0, ..., [D2, Aj], ..., Am〉〉m,s,r
= 〈〈A0, ..., Aj−1Aj , ..., Am〉〉m−1,s,r − 〈〈A0, ..., AjAj+1, ..., Am〉〉m−1,s,r
+ (−1)degj−1〈A0, ..., [D, Aj]±, ..., Am〉m,s,r,(5)
where we have a graded commutator in the last term. For j = m we have the identity:
−〈〈A0, ..., Am−1, [D2, Am]〉〉m,s,r
= 〈〈A0, ..., Am−1Am〉〉m−1,s,r − (−1)Pdeg(Am)〈〈AmA0, ..., Am−1〉〉m−1,s,r
+ (−1)degm−1〈A0, ..., [D, Am]±〉m,s,r.
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If
∑m
i=0 deg(Ai) ≡ P (mod 2) and α ≥ 1 we also have the identity:
(6)
m∑
k=0
(−1)degk−1
∫ ∞
0
sα〈〈A0, .., [D, Ak]±, .., Am〉〉m,s,rds =
m∑
i=0
2
∫ ∞
0
sα〈A0, .., Ai,D2, .., Am〉m+1,s,rds.
On the other hand, if
∑m
i=0 deg(Ai) ≡ A(mod 2) and α ≥ 1 then we have the following cyclic
property for 〈〈· · ·〉〉:∫ ∞
0
sα〈〈A0, ..., Am〉〉m,s,rds = (−1)Pdeg(Am)
∫ ∞
0
sα〈〈Am, A0, ..., Am−1〉〉m,s,rds.
¿¡DEFANGED.836
Proof. All statements are computations. The first two are careful applications of Lemma 5.3 and
are easily checked by the reader for say, m = 2. The third is as follows (we suppress the integrals∫∞
0
sα...ds in order to lighten the notation):
m∑
k=0
(−1)degk−1〈〈A0, ..., [D, Ak]±, ..., Am〉〉m,s,r
=
m∑
k=0
(−1)degk−1
m∑
i=0
{
(−1)degi〈A0, ..., Ai,D, ..., [D, Ak]±, ..., Am〉m+1,s,r i < k
(−1)degi+1〈A0, ..., [D, Ak]±, ..., Ai,D, ..., Am〉m+1,s,r i ≥ k
=
m∑
i=0
(−1)degi+1
m∑
k=0
{
(−1)degk−1+1〈A0, ..., Ai,D, ..., [D, Ak]±, ..., Am〉m+1,s,r i < k
(−1)degk−1〈A0, ..., [D, Ak]±, ..., Ai,D, ..., Am〉m+1,s,r i ≥ k
+
m∑
i=0
(−1)degi+1 ((−1)degi〈A0, ..., Ai, 2D2, ..., Am〉m+1,s,r
− (−1)degi〈A0, ..., Ai, 2D2, ..., Am〉m+1,s,r
)
=
m∑
i=0
2〈A0, ..., Ai,D2, ..., Am〉m+1,s,r.
The last line follows by applying Equation (4) above once for each i = 0, ..., m and noting that
the graded commutator of D with itself is 2D2 and also that
m∑
j=0
deg(Aj) + deg(D) ≡ A(mod 2) ⇐⇒
m∑
j=0
deg(Aj) ≡ P (mod 2).
The fourth identity is a calculation using the cyclic property for 〈· · ·〉 in Lemma 5.3. 
The next identity we refer to as the s-trick.
Lemma 5.6. For any integers m ≥ 0, α ≥ 1 and operators A0, ..., Am with Aj ∈ OP kj , 1 + α +∑
kj − 2m < 2Re(r),
α
∫ ∞
0
sα−1〈A0, ..., Am〉m,s,rds = −2
m∑
j=0
∫ ∞
0
sα+1〈A0, ..., Aj, 1, Aj+1, ..., Am〉m+1,s,rds.
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Remark. Provided 2Re(r) > α +
∑
kj − 2m, the s-trick works exactly the same for the
expectation 〈〈· · ·〉〉.
Proof. The derivative of sα〈A0, ..., Am〉m,s,r is
αsα−1〈A0, ..., Am〉m,s,r + 2sα+1
m∑
i=0
〈A0, ..., Ai, 1, Ai+1, ..., Am〉m+1,s,r.
Integrating this total derivative in s from 0 to ∞ gives the result. 
Similarly, we may employ our other variable of integration to obtain a λ-trick. The proof is
virtually identical to the s-trick.
Lemma 5.7. For any integer m ≥ 0, operators A0, ..., Am with Aj ∈ OP kj , and r such that∑
kj − 2m < 2Re(r), we have
−(q/2 + r)〈A0, ..., Am〉m,s,r+1 =
m∑
j=0
〈A0, ..., Aj , 1, Aj+1, ..., Am〉m+1,s,r.
Proof. We compute:
d
dλ
(
λ−(q/2+r)A0Rs(λ) · · ·AmRs(λ)
)
= −(q/2 + r)λ−(q/2+r+1)A0Rs(λ) · · ·AmRs(λ)
−λ−(q/2+r)
m∑
j=0
A0Rs(λ) · · ·AjRs(λ)2Aj+1 · · ·AmRs(λ).
Integrating this equation along the line l, multiplying by γ
2πi
and taking the trace τ gives the
result. 
Lemma 5.8. For m,α ≥ 0, operators Ai ∈ OP ki and r such that 2Re(r) > 1 + α− 2m+
∑
kj
we have
m∑
j=0
∫ ∞
0
sα〈A0, ..., Aj ,D2, Aj+1, ..., Am〉m+1,s,rds
= −(m+ 1)
∫ ∞
0
sα〈A0, ..., Am〉m,s,rds+ (1− q/2− r)
∫ ∞
0
sα〈A0, ..., Am〉m,s,rds
+
(α + 1)
2
∫ ∞
0
sα〈A0, ..., Am〉m,s,rds
−
m∑
j=0
∫ ∞
0
sα〈A0, ..., Aj , 1, Aj+1, ..., Am〉m+1,s,rds
Proof. This uses D2Rs(λ) = −1 + (λ− (1 + s2))Rs(λ). So
〈A0, ..., Aj ,D2, Aj+1, ..., Am〉m+1,s,r
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= −〈A0, ..., Am〉m,s,r + 〈A0, ..., Aj, 1, Aj+1, ..., Am〉m+1,s,r−1
−(1 + s2)〈A0, ..., Aj, 1, Aj+1, ..., Am〉m+1,s,r.
Summing gives us
m∑
j=0
〈A0, ..., Aj,D2, Aj+1, ..., Am〉m+1,s,r
= −(m+ 1)〈A0, ..., Am〉m,r,s + (1− q/2− r)〈A0, ..., Am〉m,s,r
−
m∑
j=0
(1 + s2)〈A0, ..., Aj , 1, Aj+1, ..., Am〉m+1,s,r.
here we used the λ-trick, Lemma 5.7. Now integrate over s and use the s-trick (Lemma 5.6) on
the s2 part of the last term to obtain the result. 
5.3. The first homotopy. We introduce a homotopy parameter into our resolvent cocycle and
prove a transgression type formula.
Definition 5.9. Assume that D is invertible. For t ∈ [0, 1] let
Rs,t(λ) = (λ− (t + s2 +D2))−1
and
〈· · ·〉m,r,s,t, 〈〈· · ·〉〉m,r,s,t
be the expectations of Definitions 4.5 and 5.4 using Rs,t(λ) instead of Rs(λ).
To see that this is well-defined for t ∈ [0, 1], we must check that the trace estimates we require
are still satisfied. These estimates all rest on the scalar inequality (see the proof of [CPRS2,
Lemma 5.2]
(X + Y )−a−b ≤ X−aY −b
for positive real numbers X, Y, a, b. For invertible D, there exists a δ > 0 such that D2 − δ ≥ 0.
ThereforeD−2, (D2−δ/2)−1, and (1+D2)−1 all have the same summability (say, for anyK > q/2).
So by the functional calculus if K ≥ q/2 + ǫ we have for all t ∈ [0, 1]:
(D2 + t+ s2)−K = (D2 − δ/2 + δ/2 + t + s2)−K ≤ (D2 − δ/2)−q/2−ǫ(δ/2 + t+ s2)−K+q/2+ǫ
≤ (D2 − δ/2)−q/2−ǫ(δ/2 + s2)−K+q/2+ǫ.
This is enough to prove part (b) of the following lemma. Part (a) is just the functional calculus.
It is important to note that these lemmas imply that all the trace estimates will continue to
hold uniformly for t ∈ [0, 1] provided that D is invertible. For our λ-integral we choose our line l
given by λ = a+ iv so that 0 < a < δ/4 to simply certain estimates, although this is not always
needed.
In particular, we will need the following modifications of the results in [CPRS2].
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Lemma 5.10. (Cf [CPRS2, Lemma 5.1]) Let D be an unbounded self-adjoint operator with
D2 ≥ δ .
(a) For λ = a + iv ∈ C, 0 < a < δ/4, and t, s ≥ 0 we have the estimate
‖(λ− (t +D2 + s2))−1‖ ≤ (v2 + (s2 + t+ δ − a)2)−1/2 ≤ 1
δ − a.
(b) For t, s ≥ 0 we have the estimate
(D2 + t+ s2)−K ≤ (D2 − δ/2)−q/2−ǫ(δ/2 + s2)−K+q/2+ǫ.
Lemma 5.11. (Cf [CPRS2, Lemma 5.3]) Let D2 ≥ δ. Let λ = a + iv ∈ C, 0 < a < δ/4, and
t, s ≥ 0. For q ≥ 1 let (1 + D2)−1/2 be (q + ǫ)-summable for every ǫ > 0. Then for each ǫ > 0
and N > (q + ǫ)/2 , we have the trace-norm estimate:
‖(λ− (t+D2 + s2))−N‖1 ≤ C ′q+ǫ((δ/2 + s2 − a)2 + v2)−N/2+(q+ǫ)/4
≤ C ′q+ǫ((s2 + a)2 + v2)−N/2+(q+ǫ)/4.
where C ′q+ǫ = ‖(D2 − δ/2)−(q+ǫ)/2‖1.
Lemma 5.12. (Cf [CPRS2, Lemma 5.4] Let 0 < a < δ/4, t ∈ [0, 1] and let J,K,B ≥ 0. Then∫ ∞
0
∫ ∞
−∞
sJ
√
a2 + v2
−B√
(t + s2 + δ/2− a)2 + v2−Kdvds
≤
∫ ∞
0
∫ ∞
−∞
sJ
√
a2 + v2
−B√
(s2 + a)2 + v2
−K
dvds
converges provided J − 2K < −1 and J − 2K + 1 − 2B < −2. Moreover, if K and J are fixed
with J − 2K < −1, then the integral as a function of B goes to 0 as B → ∞. In particular,
with J,K fixed and B0 some value for which the integral is finite, then the integrals are uniformly
bounded for all B ≥ B0.
Definition 5.13. Define, for Re(r) > (1−m)/2, the components of the ‘transgression’ cochain
Φrm,t(a0, ..., am) =
ηm+1
2
∫ ∞
0
sm+1〈〈a0, da1, ..., dam〉〉m,s,r,tds.
Similarly, we define φrm,t using Rs,t(λ) in place of Rs(λ) in the definition of φ
r.
Remarks. Lemmas 5.3 to 5.7 inclusive work equally well for the expectations 〈· · ·〉m,s,r,t and
〈〈· · ·〉〉m,s,r,t, however Lemma 5.8 has an extra factor of t on the last term as we will make
explicit at the end of the proof of the following proposition.
Proposition 5.14. We have the (b, B) bicomplex formula (with coefficients in the functions
holomorphic for Re(r) > 1/2) for m ≡ P (mod 2)
(BΦrm+1,t + bΦ
r
m−1,t)(a0, ..., am) =
(
q − 1
2
+ r
)
φrm,t(a0, ..., am)− t
q + 2r
2
φr+1m,t (a0, ..., am).
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Proof. We begin the proof by computing with Φrm := Φ
r
m,1. First, using the cyclic property of
〈〈· · ·〉〉 of Lemma 5.5 and the fact that m ≡ P (mod 2), we have writing da = [D, a]:
BΦrm+1(a0, ..., am) =
ηm+2
2
m∑
j=0
∫ ∞
0
sm+2(−1)mj〈〈1, daj, ..., daj−1〉〉m+1,s,rds
=
ηm+2
2
m∑
j=0
∫ ∞
0
sm+2〈〈da0, ..., daj−1, 1, daj, ..., dam〉〉m+1,s,rds
= −ηm+2(m+ 1)
4
∫ ∞
0
sm〈〈da0, ..., dam〉〉m,s,rds
= −ηm
2
∫ ∞
0
sm〈〈da0, ..., dam〉〉m,s,rds(7)
using the s-trick (Lemma 5.6) in the last line, which is the same for 〈〈· · ·〉〉 as for 〈· · ·〉.
The computation for bΦrm−1 is the same as for bφ
r
m−1, [CPRS2], except we need to take account
of Equation (5). This gives
bΦrm−1(a0, ..., am) =
ηm
2
m∑
j=1
(−1)j
∫ ∞
0
sm〈〈a0, da1, ..., [D2, aj], ..., dam〉〉m,s,rds
−ηm
2
m∑
j=1
∫ ∞
0
sm〈a0, da1, ..., daj, ..., dam〉m,s,rds
=
ηm
2
m∑
j=1
(−1)j
∫ ∞
0
sm〈〈a0, da1..., [D2, aj], ..., dam〉〉m,s,rds
−ηmm
2
∫ ∞
0
sm〈a0, da1, ..., dam〉m,s,rds.
Now put them together. First, using ηm+2(m+ 1)/2 = ηm we get
(BΦrm+1 + bΦ
r
m−1)(a0, ..., am)
= −ηm
2
∫ ∞
0
sm〈〈da0, ..., dam〉〉m,s,rds
+
ηm
2
m∑
j=1
(−1)j
∫ ∞
0
sm〈〈a0, da1, ..., [D2, aj], ..., dam〉〉m,s,rds
−ηmm
2
∫ ∞
0
sm〈a0, da1, ..., dam〉m,s,rds
then using the fact that [D2, aj ] = [D, [D, aj]]± we get:
= −ηm
2
(−1)deg(a0)
∫ ∞
0
sm〈〈[D, a0]±, da1, ..., dam〉〉m,s,rds
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+
−ηm
2
m∑
j=1
(−1)deg(a0)+deg(da1)+···+deg(daj−1)
∫ ∞
0
sm〈〈a0, da1..., [D, daj]±, ..., dam〉〉m,s,rds
−ηmm
2
∫ ∞
0
sm〈a0, da1, ..., dam〉m,s,rds
now, by identity (6) of Lemma 5.5, this gives:
=
−2ηm
2
m∑
j=0
∫ ∞
0
sm〈a0, ..., daj,D2, daj+1, ..., dam〉m+1,s,rds
−ηmm
2
∫ ∞
0
sm〈a0, da1, ..., dam〉m,s,rds
then, applying Lemma 5.8 we get:
= −ηm
(
(−(m+ 1)
∫ ∞
0
sm〈a0, da1, ..., dam〉m,s,rds+
+ (1− q/2− r)
∫ ∞
0
sm〈a0, da1, ..., da〉m,s,rds
+
(m+ 1)
2
∫ ∞
0
sm〈a0, da1, ..., dam〉m,s,rds
−
m∑
j=0
∫ ∞
0
sm〈a0, ..., daj, 1, daj+1, ..., dam〉m+1,s,rds
)
−ηmm
2
∫ ∞
0
sm〈a0, da1, ..., dam〉m,s,rds
= ηm
q + 2r − 1
2
∫ ∞
0
sm〈a0, da1, ..., dam〉m,s,rds
+ηm
m∑
j=0
∫ ∞
0
sm〈a0, ..., daj, 1, daj+1, ..., dam〉m+1,s,rds
=
q + 2r − 1
2
φrm(a0, ..., am)−
q + 2r
2
φr+1m (a0, ..., am).(8)
We used the λ-trick (Lemma 5.7) in the last line.
We now do the general case of t ∈ [0, 1] and observe that for α ≥ 1, a slight variation on Lemma
5.8 gives
m∑
j=0
∫ ∞
0
sα〈A0, ..., Aj ,D2, Aj+1, ..., Am〉m+1,r,s,tds
= −(m+ 1)
∫ ∞
0
sα〈A0, ..., Am〉m,r,s,tds+ (1− q/2− r)
∫ ∞
0
sα〈A0, ..., Am〉m,r,s,tds
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+
(α + 1)
2
∫ ∞
0
sα〈A0, ..., Am〉m,r,s,tds
−t
m∑
j=0
∫ ∞
0
sα〈A0, ..., Aj, 1, Aj+1, ..., Am〉m+1,r,s,tds.
As mentioned in the remark, the use of Lemmas 5.3 to 5.7 in the proof for t = 1 work equally
well for t 6= 1 and now Lemma 5.8 is modifed as above. Putting these results together with the
computation in the case t = 1 gives us:
(BΦrm+1,t + bΦ
r
m−1,t)(a0, ..., am) =
(
q + 2r − 1
2
)
φrm,t(a0, ..., am)
+ tηm
m∑
j=0
∫ ∞
0
sm〈a0, ..., daj, 1, daj+1, ..., dam〉m+1,r,s,tds
=
(
q + 2r − 1
2
)
φrm,t(a0, ..., am)− t
q + 2r
2
φr+1m,t (a0, ..., am).

Corollary 5.15. For D invertible and m ≡ P (mod 2) (setting t = 0) we have
(BΦrm+1,0 + bΦ
r
m−1,0)(a0, ..., am) =
(
q − 1
2
+ r
)
φrm,0(a0, ..., am)
Proposition 5.16. For D invertible, the cochain (φrm,0)∞m=P is cohomologous to the cochain,
(9)
1
(r − (1− q)/2)BΦ
r
M+1,0.
This cochain (9) is a cyclic cocycle modulo cochains with values in the functions holomorphic at
r = (1− q)/2.
Proof. Let M = 2N − P . By Proposition 5.15 the cochain given by the infinite tuple(
1
(r + (q − 1)/2)Φ
r
P−1,0, . . . ,
1
(r + (q − 1)/2)Φ
r
M−1,0, 0, 0, . . .
)
(B, b)-cobounds the following difference. That is, applying (B, b) to the above cochain yields:(
φrP,0, φ
r
P+2,0, . . . , φ
r
M,0 −
BΦrM+1,0
(r + (1− q)/2) , 0, 0, . . .
)
=
(
(φrm,0)
M
m=P −
BΦrM+1,0
(r + (q − 1)/2)
)
.
That is, (φrm,0) is cohomologous to
1
(r+(q−1)/2)BΦ
r
M+1,0. Observe that because it is in the image of
B, (r − (1 − q)/2)−1BΦrM+1,0 is cyclic. It is also a b-cyclic cocycle modulo cochains with values
in the functions holomorphic at r = (1− q)/2. This follows from
bΦrM−1,0 +BΦ
r
M+1,0 = (r + (q − 1)/2)φrM,0
by applying b and recalling that bφrM,0 is holomorphic at r = (1− q)/2, [CPRS2]. 
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Corollary 5.17. For D invertible and assuming that (A,H,D) has isolated spectral dimension,
the residue cocycle is cohomologous to BΦ
(1−q)/2
M+1,0 . Moreover BΦ
(1−q)/2
M+1,0 is a cyclic cocycle.
Proof. By Proposition 5.15 we have(
resr=(1−q)/2
1
(r + (q − 1)/2)Φ
r
P−1,0, . . . , resr=(1−q)/2
1
(r + (q − 1)/2)Φ
r
M−1,0, 0, 0, . . .
)
(B, b)-cobounds the difference
resr=(1−q)/2
(
φrP,0, φ
r
P+2,0, . . . , φ
r
M,0 −
BΦrM+1,0
(r + (1− q)/2) , 0, 0, . . .
)
=
(
φP,0, φP+2,0, . . . , φM,0 −BΦ(1−q)/2M+1,0 , 0, 0, . . .
)
.
This statement requires that bΦrM−1,0(a0, ..., aM) is holomorphic at r = (1 − q)/2, and that
BΦrM+1,0 is finite (and so holomorphic) at r = (1 − q)/2. This is easy to prove using [CPRS2,
Lemmas 7.1, 7.2]. Finally, to see that BΦ
(1−q)/2
M+1,0 is a cyclic cocycle, we simply take residues of
the corresponding result in Proposition 5.16. 
5.4. The homotopy to t = 0. In what follows we suppose that t, t + ǫ ∈ [0, 1], and we write
Rs,t(λ) = (λ− (t+ s2 +D2))−1.
By the resolvent equation: Rs,t+ǫ(λ) − Rs,t(λ) = ǫRs,t+ǫ(λ)Rs,t(λ) and the fact that |Rs,t(λ)| ≤
|Rs,0(λ)| we see that
‖Rs,t+ǫ(λ)−Rs,t(λ)‖M+1 ≤ ǫ
δ − a‖Rs,0(λ)‖M+1.
Similar considerations show that:
‖1
ǫ
(Rs,t+ǫ(λ)− Rs,t(λ))− Rs,t(λ)2‖M+1 ≤ ǫ
(δ − a)2‖Rs,0(λ)‖M+1.
At this point we lighten the notation temporarily by dropping the dependence on λ. More gener-
ally if n ≥ 1, we can use the identity Xn−Y n =∑n−1k=0 Xk(X−Y )Y n−k−1 and Ho¨lder’s inequality
to show that:
‖Rns,t+ǫ −Rns,t‖M+1
n
≤ ǫ · n
δ − a‖Rs,0‖
n
M+1 and
‖1
ǫ
(Rns,t+ǫ −Rns,t)− nRn+1s,t ‖M+1
n
≤ ǫ
(δ − a)2 ·
n(n+ 1)
2
‖Rs,0‖nM+1.
Let Fm be the space of functions defined and holomorphic in the right half plane {z ∈ C :
Re(z) > (1−m)/2}, and give Fm the topology of uniform convergence on compacta.
Proposition 5.18. For each m = P, P + 2, . . . , the map
[0, 1] ∋ t 7→ φ•m,t ∈ H(A⊗m+1, Fm)
is C1 and
d
dt
φ•m,t = −(q/2 + •)φ•+1m,t .
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Proof. We do the case m < M where we must use some initial trickery to get to a computable
situation. For m ≥ M such tricks are not needed. We recall from the proof of Lemma 4.7 that
if we apply the s-trick (M −m)/2 times and the λ-trick (M −m)/2 times we get by summing
over all k = (k0, . . . , km) where each 0 ≤ ki ≤ (M −m) and |k| = (M −m):∫ ∞
0
sm〈a0, da1, . . . , dam〉m,s,r,tds = (2)M−m2 (M −m)!
M−m
2∏
l=1
1
q/2 + r − l
M−m
2∏
j=1
1
m+ j
×
×
∑
k
∫ ∞
0
sM〈a0, 1k0, da1, 1k1, . . . , dam, 1km〉M,s,r−(M−m)/2,tds
Where, we mean 1ki = 1, 1, . . . , 1 with ki one’s. Ignoring the prefactors on the right hand side,
this becomes:∑
n
∫ ∞
0
sMτ
(
1
2πi
γ
∫
l
λ−q/2−r+(M−m)/2a0R
n0
s,tda1R
n1
s,t · · · damRnms,t dλ
)
ds
where we sum over n = (n0, . . . , nm) with each ni = ki + 1 so that 1 ≤ ni ≤ (M − m) + 1
and |n| = M + 1. Now each integrand is not only trace-class, but by the estimates immediately
preceding the statement of this proposition they are t-differentiable in trace-norm using the usual
product rule argument and Ho¨lder’s inequality. In particular we have:
‖1
ǫ
(
a0R
n0
s,t+ǫda1 · · · damRnms,t+ǫ − a0Rn0s,tda1 · · ·damRnms,t
)− m∑
i=0
nia0R
n0
s,t · · · daiRni+1s,t · · · damRnms,t ‖1
≤ Cǫ‖a0‖ · ‖da1‖ · · · ‖dam‖ · ‖Rs,0‖M+1.
Where the constant C is independent of s, λ and r. Since∫ ∞
0
sM
∫
l
|λ−q/2−r+(M−m)/2| · ‖Rs,0(λ)‖M+1dλds = O(Re(r)−1) <∞
by Lemma 5.12, we can invoke the Lebesgue Convergence Theorem to conclude that:
d/dt(φrm,t(a0, ..., am)) exists and equals
ηm2
M−m
2 (M −m)!
M−m)
2∏
b=1
1
q/2 + r − b
M−m)
2∏
j=1
1
m+ j
×
×
∑
k
m∑
i=0
∫ ∞
0
sM(ki + 1)〈a0, 1k0, . . . , dai, 1ki+1, . . . , dam, 1km〉M+1,s,r−(M−m)/2,tds.
Now undoing our applications of the s-trick and the λ-trick we get:
d
dt
φrm,t(a0, . . . , am) = ηm
m∑
j=0
∫ ∞
0
sm〈a0, . . . , daj, 1, daj+1, . . . , dam〉m+1,s,r,tds
and a final application of the λ-trick yields:
d
dt
φrm,t(a0, . . . , am) = −(q/2 + r)φr+1m,t (a0, . . . , am).
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We note that by our estimates the convergence is uniform in r for r in a compact set. 
In the discussion below k = 0, 1, 2, . . . , m = P, P + 2, . . . ,M , t ∈ [0, 1].
Lemma 5.19. We have
φr+km,t =
1
r + k + (q − 1)/2[BΦ
r+k
m+1,t + bΦ
r+k
m−1,t + (
q
2
+ r + k)tφr+k+1m,t ]
Proof. This is just Proposition 5.14 with r + k in place of r. 
Proposition 5.20. For all R, T ∈ [0, 1], the cocycles (φrm,T )Mm=P and (φrm,R)Mm=P are equal
modulo coboundaries and modulo cochains yielding functions holomorphic at r = (1− q)/2.
Proof. Recall from Proposition 5.18 that for D invertible, φrm,t is defined and holomorphic for
Re(r) > (1−m)/2 for all t ∈ [0, 1]. As [0, 1] is compact, the integral∫ 1
0
φrm,t(a0, . . . , am)dt
is holomorphic for Re(r) > (1−m)/2 and any a0, . . . , am ∈ A.
Now we make some simple observations, omitting the variables a0, . . . , am to lighten the notation.
For T,R ∈ [0, 1] we have
(10) φrm,T − φrm,R =
∫ T
R
d
dt
φrm,tdt = −(q/2 + r)
∫ T
R
φr+1m,t dt.
Now apply the formula of Lemma 5.19 iteratively. First we get
φrm,T − φrm,R =
−(q/2 + r)
r + 1 + (q − 1)/2
∫ T
R
(
BΦr+1m+1,t + bΦ
r+1
m−1,t + (
q
2
+ r + 1)tφr+2m,t
)
dt.
Observe that the numerical factors are holomorphic at r = (1− q)/2.
Iterating this procedure L times gives us
φrm,T − φrm,R =
−(q/2 + r) · · · (q/2 + r + L)
(r + 1 + (q − 1)/2) · · · (r + L+ (q − 1)/2)
∫ T
R
tLφr+L+1m,t dt
+
L∑
j=1
−(q/2 + r) · · · (q/2 + r + j − 1)
(r + 1 + (q − 1)/2) · · · (r + j + (q − 1)/2)
∫ T
R
(
BΦr+jm+1,t + bΦ
r+j
m−1,t
)
tj−1dt.
We would like to know (for completeness) what is the smallest integer L that guarantees that
φr+L+1m,t is holomorphic at r = (1− q)/2 for all m. We know that we require
Re(r) + L+ 1 > (1−m)/2
for each m. Rearranging gives Re(r) > −1 − L + (1 −m)/2, and we would like the right hand
side to be strictly less than (1 − q)/2 for each m. In the even case the worst situation is when
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m = 0, and for this case we require L > −1 + q/2. Since in the even case N = [(q + 1)/2] >
(q − 1)/2 > −1 + q/2, we may choose L = N . In the odd case the worst case is m = 1, and we
require L > −1 + (q− 1)/2. In this case N = [(q + 2)/2] > q/2 > (q− 1)/2, and so we may take
L = N − 1. (If N − 1 = 0, then we need do no iterations, because Equation (10) shows that
modulo cochains yielding holomorphic functions, φr1,T = φ
r
1,R, and these are the only functionals
in the resolvent cocycle).
With this choice of L = N − P , we have modulo cochains yielding functions holomorphic in a
half plane containing (1− q)/2,
φrm,T − φrm,R =
L∑
j=1
−(q/2 + r) · · · (q/2 + r + j − 1)
(r + 1 + (q − 1)/2 · · · (r + j + (q − 1)/2)
∫ T
R
(
BΦr+jm+1,t + bΦ
r+j
m−1,t
)
tj−1dt.
Thus a simple rearrangement yields the cohomology, valid for Re(r) > (1− P )/2,
(φrm,T − φrm,R)Mm=P − B
L∑
j=1
−(q/2 + r) · · · (q/2 + r + j − 1)
(r + 1 + (q − 1)/2 · · · (r + j + (q − 1)/2)
∫ T
R
Φr+jM+1,tt
j−1dt
= (B + b)
(
L∑
j=1
−(q/2 + r) · · · (q/2 + r + j − 1)
(r + 1 + (q − 1)/2 · · · (r + j + (q − 1)/2)
∫ T
R
Φr+jm,t t
j−1dt
)M−1
m=P
.
Hence modulo coboundaries and cochains yielding functions holomorphic at r = (1 − q)/2, we
have the equality
(φrm,T − φrm,R)Mm=P = B
L∑
j=1
−(q/2 + r) · · · (q/2 + r + j − 1)
(r + 1 + (q − 1)/2 · · · (r + j + (q − 1)/2)
∫ T
R
Φr+jM+1,tt
j−1dt.
However, an application of [CPRS2, Lemma 7.2] now shows that the right hand side is holomor-
phic at r = (1−q)/2, since j ≥ 1 in all cases. Hence, modulo coboundaries and cochains yielding
functions holomorphic at r = (1− q)/2, we have the equality
(φrm,T )
M
m=P = (φ
r
m,R)
M
m=P .

Corollary 5.21. Modulo coboundaries and cochains yielding functions holomorphic in a half
plane containing r = (1− q)/2, we have the equality
(φrm)
M
m=P =: (φ
r
m,1)
M
m=P = BΦ
r
M+1,0.
5.5. Homotopy to the Chern character for invertible D. We now drop the 0 subscript
from ΦrM+1,0 as we will leave t = 0 from now on, and consider a different homotopy. We now
want to deform BΦrM+1 using the homotopy u −→ Du := D|D|−u, following the strategy of
Higson. Unfortunately we discovered that this homotopy is quite subtle if one wants to check
all of the estimates needed to show it is well defined. Hence the somewhat lengthy discussion in
this subsection. Of course it is clear that this homotopy only makes sense in the invertible case.
We handle the transition to the non-invertible case later.
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We write Φru,M+1 for Φ
r
M+1 defined using Du instead of D = D0. We would also like to write
D˙ = −Du log |D|, but this is purely formal and we will only take the limit of the corresponding
difference quotients when they are multiplied by a factor of |D|−ρ to ensure that the limit exists.
In fact this derivative only appears via the derivative of BΦru,M+1, which in turn appears in
the coboundary computation of yet another auxiliary cochain Ψru,M in Lemma 5.22 below. The
necessary estimates for taking the derivative of BΦru,M+1 are proved in Lemma 5.23.
Lemma 5.22. For r > (1−M)/2 define a functional by
Ψru,M(a0, ..., aM) = −
ηM
2
∫ ∞
0
sM〈〈a0D˙u, [Du, a1], ..., [Du, aM ]〉〉M,s,rds
Then we have
(bBΨru,M)(a0, ..., aM)
= −ηM(r + (q − 1)/2)
M∑
i=0
(−1)i
∫ ∞
0
sM〈[Du, a0], ..., [Du, ai], D˙u, ..., [Du, aM ]〉M+1,s,rds
+
d
du
(BΦru,M+1)(a0, ..., aM).
Remarks. (i) A judicious use of Ho¨lder’s inequality shows directly that Ψru,M is finite for
Re(r) > (1 −M)/2. However we choose a slightly different argument and obtain this fact as a
corollary of the computations below .
(ii) The derivative of BΦru,M+1 must be shown to exist for Re(r) > (1 −M)/2. The functional
BΦru,M+1 is finite in this region, and so a similar argument to that which shows φ
r
m is holomorphic
when finite will show that BΦru,M+1 is holomorphic when finite. In fact BΦ
r
u,M+1 is finite for
Re(r) > −M/2 by [CPRS2, Lemma 7.2]. The problem is the existence of the derivative in u,
and for this we require a careful argument which we give in the next Lemma.
We will return to the proof of 5.22 after we handle the technical issues which are summarised in
the next result.
Lemma 5.23. Write Ru for the resolvent Ru = (λ − (s2 + D2u))−1 defined using Du. For
a0, . . . , aM ∈ A, the product
Tu,j := [Du, a0]Ru[Du, a1]Ru · · · [Du, aj]RuDuRu[Du, aj+1] · · ·Ru[Du, aM ]Ru
is trace class for all u ∈ [0, 1] and is C1 in u. Moreover, with D˙u = −Dulog(|D|) we get as
expected:
d
du
(Tu,j) =
M∑
k=0
[Du, a0]Ru · · ·Ru[Du, ak](Ru2DuD˙uRu)[Du, ak+1]Ru · · · [Du, aM ]Ru
+ [Du, a0]Ru · · ·Ru[Du, aj]RuDu(Ru2DuD˙uRu)[Du, aj+1] · · ·Ru[Du, aM ]Ru
+
M∑
k=0
[Du, a0]Ru[Du, a1]Ru · · ·Ru[D˙u, ak]Ru · · ·Ru[Du, aM ]Ru
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+ [Du, a0]Ru[Du, a1]Ru · · ·Ru[Du, aj ]RuD˙uRu[Du, aj+1] · · ·Ru[Du, aM ]Ru.
Proof. First we employ the estimate for a∗ = −a, which is equation 10.58 in [GVF],
−‖[D, a]‖|D|−u ≤ [Du, a] ≤ ‖[D, a]‖|D|−u
to deduce that [Du, a] ∈ Lq+/u where we write q+ to indicate q + ǫ for all positive ǫ. Using
Du ∈ OP 1−u, we deduce that Ru ∈ OP−2+2u and so Ru ∈ Lq+/2(1−u). The operator Tu,j has
M + 2 factors of Ru, one factor of Du, and M + 1 factors [Du, aj], and so T ∈ Lr where
1
r
= (M + 1)
u
q+
+ (M + 3/2)
2(1− u)
q+
=
2M + 3− (M + 2)u
q+
.
The worst possible case is when u = 1 and we find 1/r ≥ (M + 1)/q+ > 1, and so T ∈ L1 for all
u ∈ [0, 1]. The strict inequality follows since M = 2N − P , and q − 1 < 2N − P ≤ q + 1.
The strict inequality also implies the following. There exists ρ > 0 such that for all u ∈ [0, 1],
Tu,j|D|ρ ∈ L1. We fix some such choice of ρ from now on. Now, [Du, aj ]|D|u is order zero for all
u and uniformly ≤ ‖[D, aj]‖, and Ru|D|−2u is of order −2 uniformly in u. We want to write Tu,j
as a product of terms of order 0 and −2 (and a single term of order 1). To do this, we insert in
the expression for Tu,j a factor of |D|−2u next to each individual Ru and a factor of |D|u to the
right of each commutator [D, a]: we are then forced to insert a factor of |D|u to the left of the
next commutator. In order to make the factors near the second commutator have total order 0
we are forced into adding a factor of |D|−u to the right of the second commutator which in turn
forces us to insert another factor of |D|u, etc. We make another adjustment when we get to the
term RuDuRu = RuD|D|−uRu, which force further adjustments after that term. Thus we get:
Tu,j = [Du, a0]|D|u Ru|D|−2u |D|u[Du, a1]|D|u|D|−u Ru|D|−2u |D|2u[Du, a2]|D|−u · · ·
· · · |D|ju[Du, aj]|D|−(j−1)u Ru|D|−2uD Ru|D|−2u |D|(j+2)u[Du, aj+1] |D|−(j+1)u · · ·
· · · |D|(M+1)u[Du, aM ]|D|−Mu Ru|D|−2u |D|(M+2)u
= [Du, a0]|D|u Ru|D|−2uR−10 R0 |D|u[Du, a1] Ru|D|−2uR−10 R0 |D|2u[Du, a2]|D|−u · · ·
· · · |D|ju[Du, aj]|D|−(j−1)u Ru|D|−2uR−10 R0D Ru|D|−2uR−10 R0 ·
·|D|(j+2)u[Du, aj+1] |D|−(j+1)u · · · |D|(M+1)u[Du, am]|D|−Mu |D|−2uRuR−10 R0 |D|(M+2)u.
In the first equality we have expressed Tu,j as a product of operators of order zero (the operators
|D|ku[Du, ak]|D|−(k−1)u and |D|(i−1)u[Du, ai]|D|−iu are order zero by the pseudo-differential calcu-
lus), operators of order −2, (Ru|D|−2u) and a final term |D|(M+2)u of order (M + 2)u ≤M + 2.
In the second equality we observe that (assuming λ = a + iv where a = δ/2) there is a uniform
estimate which is a consequence of the functional calculus: ||D|−2uRuR−10 | ≤ 2δ−u ≤ 2δ−1. Hence,
|D|−2uRuR−10 is order zero independent of the values of u, and so
Tu,j = A0R0A1R0 · · ·AjR0DR0 · · ·AmR0|D|(M+2)u,
where the order zero operators Aj are now u-dependent.
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Obviously
Tu,j = Tu,j |D|M+1−ρ|D|−M−1+ρ.
but by our choice of ρ, |D|−M−1+ρ ∈ L1, and Tu,j|D|M+1−ρ is uniformly bounded in λ, s, u and,
uniformly in these parameters, of order −ρ as a pseudo-differential operator.
We now want to consider the difference quotients,
1
ǫ
(
Tu+ǫ,j|D|M+1−ρ − Tu,j |D|M+1−ρ
)
.
Observe that these differences lie in OP−ρ, and so are bounded. In order to take the limit as
ǫ→ 0, we require some estimates. If t lies between x and 1, we have∫ t
1
s−1−ǫds ≤
∫ x
1
s−1−ǫds =
1
ǫ
(1− x−ǫ).
So let x ∈ [√δ,∞), where D2 ≥ δ, and observe that ∫ x
1
t−1−ǫdt = −(x−ǫ − 1)/ǫ. Then we have
the estimate ∫ x
1
(t−1 − t−1−ǫ)dt = −
∫ x
1
t−1(t−ǫ − 1)dt
= −
∫ x
1
t−1(−ǫ
∫ t
1
s−1−ǫds)dt
≤ ǫ
∫ x
1
t−1
∫ x
1
s−1−ǫdsdt
= (1− x−ǫ) log x.
Hence ∣∣∣∣1ǫ (x−ǫ − 1) + log x
∣∣∣∣ ≤ (1− x−ǫ) log x.
Since | log x| ≤ Cxρ for all x ≥ δ, for any ρ > 0, the functional calculus then gives us the
inequality
‖(1
ǫ
(|D|−ǫ − 1) + log |D|)|D|−ρ‖ ≤ C‖1− |D|−ǫ‖‖|D|−ρ log |D|‖ → 0 as ǫ→ 0.
Thus
lim
ǫ→0
1
ǫ
(|D|−ǫ − 1)|D|−ρ = −|D|−ρ log |D|
where the limit is taken in the norm topology. Since we are using the norm topology, and both
sides lie in OP 0, we may regard this as an equality in OP 0.
We will now show that the limit
lim
ǫ→0
1
ǫ
(T(u+ǫ),j − Tu,j)|D|M+1−ρ
also exists in OP 0 in the norm topology, and therefore. limǫ→0 1ǫ (T(u+ǫ),j − Tu,j) exists in the L1
norm. Our earlier computations show that we can write
Tu,j = B0(u)RuB1(u)Ru · · ·Bj(u)RuDRu · · ·RuBM(u)Ru,
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where Ru = Ru|D|−2u ∈ OP−2 and for each k = 0, . . . ,M
Bk(u) = |D|ku[Du, ak]|D|−(k−1)u or Bk(u) = |D|(k−1)u[Du, ak]|D|−ku,
depending on whether k ≤ j or k > j. and in each case Bk(u) ∈ OP 0. So now we can write
1
ǫ
(Tu+ǫ − Tu)|D|M+1−ρ
=
1
ǫ
(B0(u+ ǫ)− B0(u))|D|−ρ|D|ρRu+ǫB1(u+ ǫ) · · ·BM(u+ ǫ)Ru+ǫ|D|M+1−ρ
+
1
ǫ
B0(u)(Ru+ǫ −Ru)|D|−ρ|D|ρB1(u+ ǫ)Ru+ǫ · · ·BM(u+ ǫ)Ru+ǫ|D|M+1−ρ
+ . . .
+
1
ǫ
B0(u)RuB1(u) · · ·BM (u)(Ru+ǫ −Ru)|D|−ρ|D|ρ|D|M+1−ρ.
We have written each term as a product αβγ, where the sum of orders of α and γ is two or
zero, while β is a difference quotient times |D|−ρ, and so the order of β is always either −2 − ρ
or −ρ. Below we show that the two possiblities for β give norm convergent limits, in OP−2 or
OP 0, which will imply that Tu,j is differentiable, by a standard argument. The continuity of the
resulting derivative can be determined by similar, but simpler, arguments.
So we now examine the difference quotients. There are two kinds of terms which arise in this
computation (the factor of |D|−u arising from the extra Du is included in our other factors). First
we consider Ru+ǫ −Ru which equals:
Ru+ǫ|D|−2(u+ǫ) − Ru|D|−2u = Ru+ǫ|D|−2(u+ǫ) −Ru|D|−2(u+ǫ) +Ru|D|−2(u+ǫ) − Ru|D|−2u
= Ru+ǫ|D|−2(u+ǫ)(|D|−2ǫ − 1)D2uRu +Ru|D|−2u(|D|−2ǫ − 1).
Observe we have chosen to add and subtract a term which lies in OP−2. Since the factor
Ru|D|−2u = Ru|D|−2uR−10 R0 is uniformly in OP−2, the same method of proof as before shows
that
lim
ǫ→0
1
ǫ
(Ru+ǫ|D|−2(u+ǫ) −Ru|D|−2u)|D|−ρ = Ru|D|−2u2 log |D|(D2uRu − 1)|D|−ρ
where the limit exists in norm, and the limit lies in OP−2.
The second kind of difference quotient is (one of the two forms of) Bn(u + ǫ) − Bn(u), and we
will present the proof for the case
Bn(u) = |D|nu[Du, an]|D|−(n−1)u,
the other possibility being entirely similar. By adding and subtracting terms of order strictly
less than zero, we can rewrite this difference as
|D|n(u+ǫ)[Du+ǫ, a]|D|−(n−1)(u+ǫ) − |D|nu[Du, a]|D|−(n−1)u
= |D|n(u+ǫ)[Du+ǫ, a]|D|−(n−1)(u+ǫ) − |D|n(u+ǫ)[Du+ǫ, a]|D|−(n−1)u
+|D|n(u+ǫ)[Du+ǫ, a]|D|−(n−1)u − |D|nu[Du+ǫ, a]|D|−(n−1)u
+|D|nu[Du+ǫ, a]|D|−(n−1)u − |D|nu[Du, a]|D|−(n−1)u
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= |D|n(u+ǫ)[Du+ǫ, a]|D|−(n−1)u(|D|−(n−1)ǫ − 1) + (1− |D|−nǫ)|D|n(u+ǫ)[Du+ǫ, a]|D|−(n−1)u
+|D|nu[Du+ǫ −Du, a]|D|−(n−1)u.
The first term can be handled using our estimates above, the second term can be handled similarly
by using the factor of |D|ρ|D|−ρ on the left so only the last term needs examination. We rewrite
this last term as
|D|nu[Du+ǫ −Du, a]|D|−(n−1)u
= |D|nuD[|D|−(u+ǫ) − |D|−u, a]|D|−(n−1)u + |D|nu[D, a]|D|−nu(|D|−ǫ − 1).
The second of these terms can also be dealt with using our previous methods, and so we are left
with examining
1
ǫ
|D|nuD[(|D|−(u+ǫ) − |D|−u), a]|D|−(n−1)u.
We proceed in stages. Recalling that this difference quotient is multiplied by |D|−ρ, we consider
the convergence of
1
ǫ
|D|nuD[(|D|−(u+ǫ) − |D|−u), a]|D|−ρ|D|−(n−1)u
in OP−ρ ⊂ OP 0.
Applying the Leibnitz rule we have
1
ǫ
|D|nuD[(|D|−(u+ǫ) − |D|−u), a]|D|−ρ|D|−(n−1)u = 1
ǫ
|D|(n−1)uD[(|D|−ǫ − 1), a]|D|−ρ|D|−(n−1)u
+
1
ǫ
|D|nuD[|D|−u, a](|D|−ǫ − 1)|D|−ρ|D|−(n−1)u.
As |D|uD[|D|−u, a] ∈ OP 0, and conjugation by |D|(n−1)u preserves OP 0, we see using our previous
methods that the second term has a limit in OP 0. For the first term we employ the Leibnitz rule
again. This gives us
1
ǫ
|D|(n−1)uD[(|D|−ǫ − 1), a]|D|−ρ|D|−(n−1)u
=
1
ǫ
|D|(n−1)uD[(|D|−ǫ − 1)|D|−ρ, a]|D|−(n−1)u
+
1
ǫ
|D|(n−1)u(|D|−ǫ − 1)|D|−ρD[|D|ρ, a]|D|−ρ|D|−(n−1)u.
As before conjugation by |D|(n−1)u does not affect matters. For the first term we observe that
D[1
ǫ
(|D|−ǫ − 1)|D|−ρ, a] is uniformly in OP 0 and has a limit as ǫ→ 0 by our previous methods.
The proof is completed by noting that the second term is handled similarly once we see that
D[|D|ρ, a]|D|−ρ = −D|D|ρ[|D|−ρ, a] ∈ OP 0.

Proof. (of Lemma 5.22). Lemma 5.23, and together with arguments of a similar nature, show
that Ψru,M and
d
du
Φru,M+1 are well-defined and are continuous. The proof of Lemma 5.23 also
shows that the formal differentiations given below are in fact justified.
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First of all, using the Du version of Equation 7 of Lemma 5.14 and the Ru version of Definition
5.4 to expand (BΦru,M+1)(a0, ..., aM), we see that it is the sum of the Tu,j and so its derivative is
the sum over j of the derivatives in Lemma 5.23. Using the Ru version of Definition 5.4 again to
rewrite this in terms of 〈〈· · ·〉〉 where possible we get:
d
du
(BΦru,M+1)(a0, ..., aM)
= −ηM
2
∫ ∞
0
sM
M∑
i=0
(
〈〈[Du, a0], ..., [Du, ai], 2DuD˙u, ..., [Du, aM ]〉〉M+1,s,r
+ 〈〈[Du, a0], ..., [D˙u, ai], ..., [Du, aM ]〉〉M,s,r
)
ds
−ηM
2
∫ ∞
0
sM
M∑
i=0
(−1)i〈[Du, a0], ..., [Du, ai], D˙u, ..., [Du, aM ]〉M+1,s,rds.
For the next step we compute BbΨru,M , and then use bB = −Bb. First we apply b
(bΨru,M)(a0, ..., aM+1)
= −ηM
2
M∑
j=1
(−1)j
∫ ∞
0
sM〈〈a0D˙u, ..., [Du, ajaj+1], ..., [Du, aM+1]〉〉M,s,rds
−ηM
2
∫ ∞
0
sM〈〈a0a1D˙u, [Du, a2], ..., [Du, aM+1]〉〉M,s,rds
−(−1)M+1 ηM
2
∫ ∞
0
sM〈〈aM+1a0D˙u, [Du, a1], ..., [Du, aM ]〉〉M,s,rds
= −ηM
2
M∑
j=1
(−1)j
∫ ∞
0
sM〈〈a0D˙u, ..., aj [Du, aj+1] + [Du, aj]aj+1, ..., [Du, aM+1]〉〉M,s,rds
−ηM
2
∫ ∞
0
sM〈〈a0D˙ua1, [Du, a2], ..., [Du, aM+1]〉〉M,s,rds
+
ηM
2
∫ ∞
0
sM〈〈a0[D˙u, a1], [Du, a2], ..., [Du, aM+1]〉〉M,s,rds
−(−1)M+1 ηM
2
∫ ∞
0
sM〈〈aM+1a0D˙u, [Du, a1], ..., [Du, aM ]〉〉M,s,rds
= −ηM
2
∫ ∞
0
sM
M+1∑
j=1
(−1)j〈〈a0D˙u, [Du, a1], ..., [D2u, aj], ..., [Du, aM+1]〉〉M+1,s,rds
−ηM
2
∫ ∞
0
sM
M+1∑
j=1
(−1)j(−1)deg(a0D˙u)+···+deg([Du,aj−1])〈a0D˙u, [Du, a1], ..., [Du, aM+1]〉M+1,s,rds
+
ηM
2
∫ ∞
0
sM〈〈a0[D˙u, a1], ..., [Du, aM+1]〉〉M,s,rds
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The last equality follows from the Ru version of Lemma 5.5. In the above we note that
deg(a0D˙u) = 1 = deg([Du, ak]) for all k so that deg(a0D˙u) + · · · + deg([Du, aj−1]) = j and
deg(a0D˙u) + · · ·+ deg([Du, aM+1]) = M + 2 ≡ P (mod 2). We also note the commutator identity
[D2u, aj] = {Du, [Du, aj]} = [Du, [Du, aj]]± so in order to apply the Du version of Equation (6) of
Lemma 5.5 we first add and subtract:
−ηM
2
∫ ∞
0
sM〈〈{Du, a0D˙u}, [Du, a1], ..., [Du, aM+1]〉〉M+1,s,rds
and then apply Equation (6) to get:
−2ηM
2
∫ ∞
0
sM
M+1∑
j=0
〈a0D˙u, ..., [Du, aj],D2u, ..., [Du, aM+1]〉M+2,s,rds
+
ηM
2
∫ ∞
0
sM〈〈a0{Du, D˙u}+ [Du, a0]D˙u, [Du, a1], ..., [Du, aM+1]〉〉M+1,s,rds
−ηM
2
(M + 1)
∫ ∞
0
sM〈a0D˙u, [Du, a1], ..., [Du, aM+1]〉M+1,s,rds
+
ηM
2
∫ ∞
0
sM〈〈a0[D˙u, a1], ..., [Du, aM+1]〉〉M,s,rds
Then we apply the Du version of Lemma 5.8 as modified in the proof of Proposition 5.14 with
t = 0 to the first term above to get
=
ηM
2
(q + 2r)
∫ ∞
0
sM〈a0D˙u, [Du, a1], ..., [Du, aM+1]〉M+1,s,rds
+
ηM
2
∫ ∞
0
sM〈〈a0{Du, D˙u}+ [Du, a0]D˙u, [Du, a1], ..., [Du, aM+1]〉〉M+1,s,rds
+
ηM
2
∫ ∞
0
sM〈〈a0[D˙u, a1], ..., [Du, aM+1]〉〉M,s,rds
The next step is to apply B to these three terms:
(BbΨru,M)(a0, ..., aM)
= (q + 2r)
ηM
2
M∑
j=0
(−1)(M+1)j
∫ ∞
0
sM〈D˙u, [Du, aj ], ..., [Du, aj−1]〉M+1,s,rds
+
ηM
2
M∑
j=0
(−1)(M+1)j
∫ ∞
0
sM〈〈{Du, D˙u}, [Du, aj], ..., [Du, aj−1]〉〉M+1,s,rds
+
ηM
2
M∑
j=0
(−1)(M+1)j
∫ ∞
0
sM〈〈[D˙u, aj ], ..., [Du, aj−1]〉〉M,s,rds
=
(q + 2r)ηM
2
M∑
j=0
(−1)(M+1)j+Aj
∫ ∞
0
sM〈[Du, a0], ..., [Du, aj−1], D˙u, ..., [Du, aM ]〉M+1,s,rds
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+
ηM
2
M∑
j=0
(−1)(M+1)j+(1+A)j
∫ ∞
0
sM〈〈[Du, a0], ..., {Du, D˙u}, [Du, aj], ..., [Du, aM ]〉〉M+1,s,rds
+
ηM
2
M∑
j=0
(−1)(M+1)j+(1+A)j
∫ ∞
0
sM〈〈[Du, a0], ..., [Du, aj−1], [D˙u, aj], ..., [Du, aM ]〉〉M,s,rds
= (q + 2r)
ηM
2
M∑
j=0
(−1)j
∫ ∞
0
sM〈[Du, a0], ..., [Du, aj−1], D˙u, ..., [Du, aM ]〉M+1,s,rds
+
ηM
2
M∑
j=0
∫ ∞
0
sM〈〈[Du, a0], ..., 2DuD˙u, [Du, aj ], ..., [Du, aM ]〉〉M+1,s,rds
+
ηM
2
M∑
j=0
∫ ∞
0
sM〈〈[Du, a0], ..., [Du, aj−1], [D˙u, aj ], ..., [Du, aM ]〉〉M,s,rds
Using bB = −Bb, and our formula for d
du
(BΦru,M+1)(a0, ..., aM) we get:
(bBΨru,M)(a0, ..., aM)
= −(q + 2r)ηM
2
M∑
j=0
(−1)j
∫ ∞
0
sM〈[Du, a0], ..., [Du, aj−1], D˙u, ..., [Du, aM ]〉M+1,s,rds
+
ηM
2
M∑
i=0
(−1)i
∫ ∞
0
sM〈[Du, a0], ..., [Du, ai], D˙u, ..., [Du, aM ]〉M+1,s,rds
+
d
du
(BΦru,M+1)(a0, ..., aM).
This proves the result. 
Corollary 5.24. For D invertible we have
(11)
1
(r + (q − 1)/2)(bBΨ
r
u,M)(a0, ..., aM) =
1
(r + (q − 1)/2)
d
du
(BΦru,M+1)(a0, ..., aM) + h(r)
where h(r) is analytic for Re(r) > −M/2.
Proof. This follows from [CPRS2, Lemma 7.2] applied to the function∫ ∞
0
sM〈[Du, a0], ..., [Du, ai], D˙u, ..., [Du, aM ]〉M+1,s,rds,
which shows that this function is holomorphic for Re(r) > −M/2, and in both the even and odd
cases, −M/2 < (1− q)/2. 
Corollary 5.25. For D invertible we have
(bBΨ
(1−q)/2
u,M )(a0, ..., aM) =
d
du
(BΦ
(1−q)/2
u,M+1 )(a0, ..., aM).
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Proof. We have already observed that BΦru,M+1 is holomorphic at r = (1 − q)/2, and so by
Corollary 5.24, we can take the residues of both sides of Equation (11) to obtain the result.
Observe that taking these residues did not require isolated spectral dimension. 
5.6. Proofs of the Theorems 5.1 and 5.2.
Proof. (Theorem 5.1) The image of the cyclic cochain
1
(r − (1− q)/2)
∫ 1
0
BΨru,M(a0, ..., aM)du
under the operator b is given by
(12)
1
(r − (1− q)/2)
∫ 1
0
d
du
BΦru,M+1(a0, ..., aM)du+ holo.
Here holo is the integral over u of the holomorphic remainder from Corollary 5.24. Integrating
this remainder in u does not affect the estimates proving holomorphicity at r = (1− q)/2, since
the integral is absolutely convergent. By the fundamental theorem of calculus, Equation (12)
is (modulo functions holomorphic at r = (1 − q)/2) the difference of 1
(r−(1−q)/2)BΦ
r
M+1 defined
using F = D|D|−1 and 1
(r−(1−q)/2)BΦ
r
M+1 defined using D. Hence the two are cohomologous in
cyclic cohomology. Recalling that F 2 = 1 and using our previous formula for BΦru,m (the Du
version of Proposition 5.14 with u = 1) we have
(BΦrM+1)(a0, ..., aM)|u=1
= −ηM
2
M∑
j=0
(−1)j+1
∫ ∞
0
sM〈[F, a0], ..., [F, aj], F, [F, aj+1], ..., [F, aM ]〉M+1,s,rds
= −ηM
2
M∑
j=0
∫ ∞
0
sM
1
2πi
τ
(
γ
∫
l
λ−q/2−rF [F, a0] · · · [F, aM ](λ− (s2 + 1))−M−2dλ
)
ds
=
ηM
2
(−1)M
M !
Γ(M + 1 + q/2 + r)
Γ(q/2 + r)
∫ ∞
0
sMτ(γF [F, a0] · · · [F, aM ](s2 + 1)−M−1−q/2−r)ds
In the second equality we anticommuted F past the commutators, and pulled all the resolvents
to the right (they commute with everything, since they involve only scalars.) In the last equality
we used the Cauchy integral formula to do the contour integral, and performed the sum.
Now we pull out (s2 + 1)−M−1−p/2−r from the trace, leaving the identity behind. The s integral
is as follows. ∫ ∞
0
sM(s2 + 1)−M−1−p/2−rds
=
1
Γ(M + 1 + q/2 + r)
∫ ∞
0
∫ ∞
0
sMuM+q/2+re−u(s
2+1)duds
=
1
Γ(M + 1 + q/2 + r)
∫ ∞
0
∫ ∞
0
sMuM+q/2+re−u(s
2+1)dsdu
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=
Γ((M + 1)/2)
2Γ(M + 1 + q/2 + r)
∫ ∞
0
uq/2+r+M/2−1/2e−udu
=
Γ((M + 1)/2)Γ(q/2 + r +M/2 + 1/2)
2Γ(M + 1 + 1/2)
Putting the pieces together gives
(BΦrM+1)(a0, ..., aM)|u=1
=
ηM
2
(−1)M Γ((M + 1)/2)
Γ(q/2 + r)
Γ(((q − 1)/2 + r) +M/2 + 1)
2M !
τ(γF [F, a0] · · · [F, aM ])
Now ηM =
√
2i
P
(−1)M2M+1Γ(M/2 + 1)/Γ(M + 1), and the duplication formula for the Gamma
function tells us that
Γ((M + 1)/2)Γ(M/2 + 1)2M =
√
πΓ(M + 1).
Hence
(BΦrM+1)(a0, ..., aM)|u=1 =
√
π
√
2i
P
Γ(((q − 1)/2 + r) +M/2 + 1)
Γ(q/2 + r)2 ·M ! τ(γF [F, a0][F, a1] · · · [F, aM ]).
Now we use the functional equation for the Gamma function
Γ(((q − 1)/2 + r) +M/2 + 1)
= Γ((q − 1)/2 + r)× ((q − 1)/2 + r +M/2)× ((q − 1)/2 + r +M/2− 1) · · · ((q − 1)/2 + r)
to write this as
(BΦrM+1)(a0, ..., aM)|u=1 =
Cq/2+r
√
2i
P
2 ·M !
M/2∑
j=1
((r + (q − 1)/2)jσM/2,jτ(γF [F, a0][F, a1] · · · [F, aM ]),
where the σM/2,j are elementary symmetric functions of the integers 1, 2, ...,M/2 (even case) or of
the half integers 1/2, 3/2, . . . ,M/2 (odd case). Recalling that the ‘constant’ Cq/2+r has a simple
pole at r = (1 − q)/2 with residue equal to 1, and σM/2,1 = Γ(M/2 + 1) in both even and odd
cases, and recalling Definition 3.2 of τ ′ we see that
1
(r − (1− q)/2)(BΦ
r
M+1)(a0, ..., aM)|u=1
=
√
2i
P
Γ(M/2 + 1)
(r − (1− q)/2)2 ·M !τ(γF [F, a0] · · · [F, aM ]) + holo
=
√
2i
P
Γ(M/2 + 1)
M !(r − (1− q)/2)τ
′(γa0[F, a1] · · · [F, aM ]) + holo
=
1
(r − (1− q)/2)ChF (a0, a1, . . . , aM) + holo,
where holo is a function holomorphic at r = (1 − q)/2, and on the right hand side the Chern
character appears with its (b, B) normalisation. 
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Proof. (Theorem 5.2). If we assume isolated spectral dimension we can take residues of the resol-
vent cocycle to obtain the residue cocycle. By Corollary 5.17, the residue cocycle is cohomologous
to BΦ
(1−q)/2
M+1 . Observe that it is only in Corollary 5.17 that we need to assume isolated spectral
dimension. This is because by Corollary 5.25 we always have
(bBΨ
(1−q)/2
u,M )(a0, ..., aM) =
d
du
(BΦ
(1−q)/2
u,M+1 )(a0, ..., aM).
Then by the computations above in the proof of Theorem 5.1, we have
(BΦ
(1−q)/2
u=1,M+1)(a0, ..., aM) is cohomologous to (BΦ
(1−q)/2
u=0,M+1)(a0, ..., aM)
which again by the proof of Theorem 5.1 completes the proof of the Theorem. 
5.7. Removing the Invertibility Hypothesis. Theorem 4.10 will have been proved once we
show how to remove the invertibility hypothesis. We shall employ the ‘double’ of the spectral
triple (A,H,D) from Section 3.
In the double up procedure we will start with 0 ≤ µ < 1. We are interested in the relationship
between 1 +D2 (implicitly tensored by Id2 here and below) and 1 +D2µ, given by
1 +D2µ =
(
1 + µ2 +D2 0
0 1 + µ2 +D2
)
.
If we scale Dµ by (1− µ2)−1/2 then we get
(1 +D2µ)−s −→ (1− µ2)s(1 +D2)−s.
Let ωm,k = a0[D, a1](k1) · · · [D, am](km). Then if we scale D by ǫ, ωm,k → ǫ2|k|+mωm,k. If we write
ωµ,m,k for ωm,k defined using Dµ, then
ωµ,m,k = ωm,k +O(µ),
where the O(µ) term is an operator of order |k|. In terms of the matrix representation we have
ωµ,m,k =
(
ωm,k + µω
′
m,k µω
′′
m,k
0 0
)
.
Now take ωµ,m,k(1 +D2µ)−r/2−|k|−m/2+1/2−p/2 and scale Dµ by (1− µ2)−1/2. We obtain
(1− µ2)(q−1)/2+rωm,k(1 +D2)−r−|k|−m/2−(q−1)/2 +O(µ)(1 +D2)−r−|k|−m/2−(q−1)/2,
where again the O(µ) term is an order |k| operator.
Let us write ζrm,µ for the sum of zeta functions we get by performing the pseudodifferential calculus
on the resolvent cocycle and discarding the holomorphic remainder. Then, modulo coboundaries
and functions holomorphic at r = (1− q)/2,
1
(r − (1− q)/2)ChFµ = (φ
r
m,µ)
M
m=P
= (ζrm,µ)
M
m=P
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= (1− µ2)r−(1−q)/2(ζrm,0)Mm=P +O(µ)
= (1− µ2)r−(1−q)/2(φrm)Mm=P +O(µ)
= (φrm)
M
m=P +O(µ)
where each O(µ) is a cocycle with the same regularity properties as the resolvent cocycle, and
which is zero at µ = 0.
Evaluating both sides of this equation on a b, B-cycle yields functions defined and holomorphic
in some half plane, and the two sides differ by functions holomorphic in a half-plane containing
r = (1 − q)/2. The left hand side yields a function independent of µ by Proposition 3.5, and
so either the O(µ) contributions are coboundaries (and so vanish when evaluated on a cycle),
or they are holomorphic at r = (1 − q)/2. In either case we find that modulo cochains yielding
functions holomorphic at r = (1− q)/2,
(φrm)
M
m=P is cohomologous to
1
(r − (1− q)/2)ChFµ.
Taking residues, in the case that (A,H,D) has isolated spectral dimension, leads to the analogous
result for the residue cocycle:
(φm)
M
m=P is cohomologous to ChFµ .
Since Ch(A,H,D) is ChFµ which is Ch(A,H2,Dµ) for any positive µ, we are done.
Theorem 5.26. If (A,H,D) is a QC∞ finitely summable spectral triple with spectral dimension
q ≥ 1, then the resolvent cocycle is cohomologous to
1
(r − (1− q)/2)ChFµ
modulo cochains with values in the functions holomorphic at r = (1− q)/2. If (A,H,D) also has
isolated spectral dimension, then the cyclic cohomology class of the residue cocycle coincides with
the class of the Chern character of (H, F = D(1 +D2)−1/2).
6. Some corollaries and the connection with Higson’s cocycle
The transgression cocycle of the previous Section allows us to prove a couple of interesting
corollaries.
Corollary 6.1. For any (b, B) cycle (cm)
K
m=P of the same parity as (A,H,D), the function
M∑
m=P
φrm(cm)
has an analytic continuation to a deleted neighbourhood of r = (1 − q)/2 with at worst a simple
pole at r = (1− q)/2.
Proof. The cocycle (φrm) differs from (1/(r − (1 − q)/2))ChF by coboundaries and functions
holomorphic at r = (1− q)/2. 
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Corollary 6.2. For any Hochschild M-cycle cM the function
φrM(cM)
has an analytic continuation to a deleted neighbourhood of r = (1 − q)/2 with at worst a simple
pole at r = (1 − q)/2. If M is even (resp. odd) and [q] is odd (resp. even) the residue at
r = (1− q)/2 vanishes.
Proof. We have the formula
bΦrM−1 +BΦ
r
M+1 = (r − (1− q)/2)φrM .
If cM =
∑
i a
i
0 ⊗ ai1 ⊗ · · · ⊗ aiM is a Hochschild cycle, we have bΦrM−1(cM) = 0, so
1
r − (1− q)/2BΦ
r
M+1(cM) = φ
r
M(cM).
Since there exists δ > 0 such that BΦrM+1(cM) is holomorphic for Re(r) > (1− q)/2− δ, we see
that φrM(cM) meromorphically continues to this region with only a simple pole at r = (1− q)/2.
The region Re(r) > (1 − M)/2 where φrM(a0, ..., aM) is holomorphic is Re(r) > −[q/2]. For
[q] = 2n, q = 2n+ κ, 0 ≤ κ < 1 and
1− q
2
= −n + 1− κ
2
> −[q/2] = −n.
Similar comments apply when M is even and [q] is odd. 
Higson has a cocycle which is evidently similar to our resolvent cocycle. An essential difference
is that from Higson’s cocycle, one derives the unrenormalised local index theorem. We show here
that our resolvent cocycle naturally gives rise to a ‘renormalised’ version of Higson’s cocycle.
We take our resolvent cocycle, perform the pseudodifferential expansion, the Cauchy integral and
the s-integral. This gives (modulo functions holomorphic at r = (1− q)/2)
φrm(a0, ..., am) =
2N−m−P∑
|k|=0
C(k)(−1)m+|k|√π(−1)P
√
2i
P Γ(|k|+ (m− 1)/2 + q/2 + r)
Γ(1 + |k|+m)Γ(q/2 + r) ×
τ(γa0[D, a1](k1) · · · [D, am](km)(1 +D2)−q/2−r−|k|−(m−1)/2)
We then put back the Cauchy integral using
τ(γa0[D, a1](k1) · · · [D, am](km)(1 +D2)−q/2−r−|k|−(m−1)/2)
(−1)|k|+mΓ(1 + |k|+m)Γ(q/2 + r − (m+ 1)/2)
Γ(q/2 + r + |k|+ (m− 1)/2) ×
τ
(
1
2πi
∫
l
λ−q/2−r+(m+1)/2a0[D, a1](k1) · · · [D, am](km)(λ− (1 +D2))−|k|−m−1dλ
)
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and undo the pseudodifferential expansion. By our previous estimates, these operations affect
our function-valued cocycle only by functions holomorphic at the critical point r = (1 − q)/2.
We obtain the following equality modulo functions holomorphic at r = (1− q)/2:
φrm(a0, ..., am) = (−1)P
√
2i
P
√
πΓ(q/2 + r − (m+ 1)/2)
Γ(q/2 + r)
×
τ
(
1
2πi
∫
l
λ−q/2−r+(m+1)/2a0R0(λ)[D, a1]R0(λ) · · · [D, am]R0(λ)dλ
)
.
We call this new cocycle the reduced resolvent cocycle, and denote its components by ψrm so that
the above equality becomes
φrm(a0, ..., am) = ψ
r
m(a0, ..., am)
modulo functions holomorphic at r = (1 − q)/2. The integral defining ψrm exists for Re(r) >
(1−m)/2 by our previous estimates. The argument of the coefficent
Γ(q/2 + r − (m+ 1)/2)
has positive real part when Re(r) > m/2 + (1− q)/2, and can be meromorphically continued.
To compare the reduced resolvent cocycle with Higson’s improper cocycle, we write z = r− (1−
q)/2. Then, writing ηzm for the components of Higson’s improper cocycle we have
ψrm(a0, ..., am) =
√
π
Γ(z + 1/2)
ηzm.
This gives a ‘renormalised’ version of Higson’s cocycle in the sense that starting with the reduced
resolvent cocycle, one arrives at the renormalised local index theorem, whereas Higson’s original
cocycle leads to the unrenormalised theorem.
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