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Abstract 
Faunal vocalisations are vital indicators for detecting environmental change. Traditional 
manual analysis suffers from severe limitations in spatiotemporal scales. Alternatively, 
automated sensor networks can collect acoustic recordings so that large volumes of real-
world environmental acoustic data can be accumulated. The effective processing and 
analysis of this data requires the use of automated analysis tools. Automated species 
recognition in environmental recordings has become a critical research branch in faunal 
vocalisation analysis, since species recognition provides information for answers to 
ecological questions on species presence/absence and animal behaviour, and for the 
identification of different acoustic environments (man-made/natural, city/country and 
urban/suburban).  
Realistically, most pre-existing recognition algorithms are designed to detect specific targets 
in accordance with a project’s requirements. These algorithms are often hard to generalise or 
repurpose for the detection of other species. There are some software systems, such as 
Raven and Song Scope, which are designed for general faunal vocalisation analysis. 
However, the features they extract are designed to represent all types of animal calls 
regardless of the variation demonstrated within a call. The result of this generalisation is 
lower detection accuracy. Thus, the development of a generalisable and extendable 
automated species recognition system and the improvement of the detection accuracy are 
significant steps in the building of species recognisers. In this thesis, an automated species 
recognition system which provides a robust scheme generalised for species recognition in 
acoustic data, named the Timed and Probabilistic Automata system, is proposed.  
iv 
 
The proposed system treats the components of a call structure as a sentence by applying 
timed automata and probabilistic automata. The major contribution of this system is the 
ability to analyse animal calls like human language using a regular grammar of finite state 
automata. To realise this system, a lexicon needs to be defined, corresponding detectors for 
each word (component) need to be developed, and the timed and probabilistic automaton for 
the sentence (animal call structure) needs to be built. This research realises a generic species 
recognition system because of the achievement of the three aforementioned aspects. Finally, 
to evaluate the performance of the Timed and Probabilistic Automata system, we compare 
its detection performance with Raven and Song Scope. The result demonstrates that the 
Timed and Probabilistic Automata system outperforms Raven and Song Scope in three 
aspects: the separation of overlapped acoustic components, acoustic component detection, 
and call structure recognition.  
The outcomes of this research include the definition of a small lexicon for describing animal 
calls, a toolbox of acoustic component detectors, and a system for generic species 
recognition based on the Timed and Probabilistic Automata system. 
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Chapter 1 Introduction 
1.1 Motivation 
Animal bioacoustics, often called simply bioacoustics, is the study of sound in non-human 
animals (Klinck & Mellinger, 2010). It includes acoustic communication, sound production 
mechanisms, auditory anatomy and function, sonar, acoustic tracking, and the effects of 
human-made and environmental noise on animals. Human activities have had a largely 
negative impact on the ecosystem due to the clearing of native habitat and pollution. 
Environmental monitoring has become an important research area to assess environment 
health (Walther et al., 2002). Sound can also be used for measuring general environmental 
features such as precipitation intensity and atmospheric turbulence (Porter et al., 2005). 
Bioacoustic monitoring has enormous potential to help ecologists scale fauna surveys. 
Through sound analysis, ecologists can determine: 
• Species richness/diversity and abundance (Celis-Murillo, Deppe & Allen, 2009; 
Haselmayer & Quinn, 2000; Penman, Lemckert & Mahony, 2005) 
• Behavioural studies (Catchpole & Slater, 1995) 
• Habitat disturbance (Walther et al., 2002) 
• Environmental health measurement (Sueur et al., 2008). 
Due to the spatiotemporal limitations of manual survey methods, ecologists are increasingly 
using sensors to collect and analyse acoustic data using assistant tools (Nagy et al., 2009). 
Acoustic sensors have been employed in this capacity for some time, both in marine and 
terrestrial environments (Butler et al., 2007; Gage, Napoletano & Cooper, 2001; Hu et al., 
2009; Mellinger, Stafford, Moore, Dziak & Matsumoto, 2007; Moore, Stafford, Mellinger & 
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Hildebrand, 2006; Taylor, Watson, Grigg, & Mc Callum, 2006). Due to the ability to 
collect data across large areas for extended periods of time, it then becomes necessary to 
process large amounts of acoustic data. Recordings captured in the field exhibit high levels 
of noise including the effects of wind and rain, sounds of human origin such as traffic and 
aircraft, or calls originating from sources not belonging to the target species. This low 
signal-to-noise ratio makes the automated detection and recognition of individual species 
and vocalisations complex and challenging.  
Manual analysis is effective for single species identification, behavioural analysis and 
species census where highly variable vocalisations are observed. Manual analysis by skilled 
users provides an accurate and comprehensive audit of acoustic data. However, the time 
required to analyse a large number of long recordings manually is prohibitive (Lau et al., 
2008a). Additionally, these audit tasks require experienced users to identify the calls of 
many species.   
To address these problems, automated species analysis is needed. There are many 
advantages of automated analysis, such as: providing the ability to cover a wide range; 
making analysis easier for ecologists; adapting significant research in human speech 
recognition; indicating species identification, location and behaviour; discovering other 
sounds of interest (e.g., weather, human disturbance), and reducing the equipment cost. 
However, it is far more difficult for automated tools to analyse species relationships and 
diversity. Critical barriers include: noise; imprecision; significant pre-processing before 
analysis; the limited research into acoustics for terrestrial ecological monitoring; large 
volumes of data and intensive processing; and variations in time, species, regions, distances, 
environments and equipment.  
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To date, some work has been carried out to build automated acoustic event analysis 
systems. The aim of these systems is to obtain sound recordings autonomously over large 
spatial and temporal scales. Acoustic data is analysed using automated tools which are 
developed according to ecologists’ requirements. Significant research has focused on 
species recognition. Based on the identification results, ecological significance is 
demonstrated by ecologists using their professional knowledge and experience. For example, 
they can pinpoint species presence/absence and animal behaviours, and identify different 
environments (man-made/natural, city/country and urban/suburban). Most recent research 
demonstrates that while trained observers provide accurate surveys, autonomous recorders 
offer a viable supplement. Spectrogram inspection can yield coverage that is comparable 
with field observers with considerably less effort, and fully automated methods offer robust 
methods suited to longer-term projects and those in remote areas. Autonomous methods can 
provide similar ecological inferences to field counts, but care must be taken to ensure 
sufficient temporal sampling to adjust for the different biases these are subject to (Digby, 
Towsey, Bell & Teal, 2013).   
The present research is conducted as part of the bio-acoustic monitoring group of 
Queensland University of Technology (QUT), which collects acoustic data for a range of 
projects including investigating rare birds, understanding koala behaviour, and monitoring 
the environment in multiple locations such as the Samford Valley and St Bees Island in 
Queensland. The project aims to provide ecologists with helpful tools to carry out all aspects 
of acoustic analysis. This project focuses on automated and semi-automated faunal acoustic 
event analysis. Sound is collected by two means: acoustic sensor networks and recorders. 
The website <http://sensor.mquter.qut.edu.au/> provides an interface for users to access the 
acoustic data, tag sounds of interest, and perform various types of analysis.        
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1.2 Ecological Assumptions 
The study site of this PhD research is the QUT Samford Ecological Research Facility (SERF) 
in the Samford Valley, a 25-minute drive northwest of the QUT Gardens Point Campus in 
Brisbane, Queensland. SERF is a 51ha patch of remnant vegetation and cleared pasture. 
Most of the property (70%) is covered with vegetation providing a refuge for native plants 
and animals that are under increasing pressure from urbanisation. The predominant 
vegetation on the SERF property is open-forest to woodland comprised primarily of 
Eucalyptus tereticornis, E. crebra (and sometimes E. siderophloia) and Melaleuca 
quinquenervia in moist drainage. There are also small areas of gallery rainforest with 
Waterhousea floribunda predominantly fringing the Samford Creek to the west of the 
property, and areas of open pasture along the southern border.  
The SERF site is suitable for investigation into a wide range of topics including: air and 
water quality, groundwater level measurement, soil mapping, microbiology, plant pathogens, 
vertebrate and invertebrate biology, plant biology, ecology, experimental design, population 
management, ecosystem ecology, long-term ecological research, geographic information 
system mapping, vegetation mapping, sustainable building techniques, and ecological 
building design and marketing materials. 
Regarding the present project, acoustic sensor surveys were conducted at four locations over 
five days. Sites were located in the eastern corner within open woodland, the northern corner 
within closed forest along Samford Creek, in the western corner within Melaleuca woodland, 
and in the southern corner where open forest borders cleared pasture (Figure 1.1). Each site 
was 100m x 200m and marked with flagging tape. In addition, a weather station was located 
in the northern section of the property. 
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Figure 1.1 Samford Ecological Research Facility with survey site positions marked with black 
squares and weather station position marked with a blue diamond 
1.3 Research Problem and Objectives 
Currently, the QUT bio-acoustic monitoring group has deployed many sensors to collect 
acoustic data. Multiple automatic species recognisers have been developed for the ground 
parrot, male koala, Asian house gecko, whipbird, and other animals (Towsey, Planitz, 
Nantes, Wimmer & Roe, 2011). However, a significant problem is that the developed 
algorithms are only designed for the targeted species. It is difficult to apply existing 
algorithms to other species. The present research aims to develop a generalisable and 
extendable automated species recognition system for the majority species in one research 
site.  
To solve the research problem, the key objectives of this research are:  
Chapter 1 Introduction  
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• To define a library of generic acoustic components with discriminations.   
• To develop algorithms for generic call component detection. 
• To develop algorithms for call structure representation and recognition. 
• To evaluate the proposed automated species recognition system.  
• To provide ecologists with a tool for the identification of species.  
1.4 Research Questions 
The research questions are developed in relation to the tasks of acoustic component 
definition, acoustic component detection, call structure representation and recognition, and 
evaluation: 
• Acoustic component definition 
1) What are the useful acoustic components (features of interest in sound 
recordings) for animal call recognition? 
2) How can acoustic components be represented? 
• Acoustic component detection 
1) If waveforms can be used for processing, what techniques associated with signal 
processing in the time-frequency domain can be adapted? In particular, how can 
the features for different acoustic components be segmented, extracted, selected 
and clustered? 
2) If spectrograms can be used for processing, what techniques associated with 
image processing in the time-frequency domain can be adapted? In particular, 
how can the features for different acoustic components be extracted, selected 
and clustered? 
Chapter 1 Introduction  
7 
 
 
• Call structure representation and recognition  
1) How can acoustic components be combined into representations of call 
structures? 
2) How can the recognition work be conducted? 
• Evaluation  
1) How can the built automated species recognition system be evaluated? 
2) Which existing tools can be used as the benchmark? 
1.5 Significance and Contributions 
Research on automated species recognition is vital for bioacoustics analysis. Based on the 
recognition results, ecological research significance is demonstrated by ecologists bringing 
their professional knowledge and experience to bear on questions such as species 
presence/absence and animal behaviours.  
Existing species recognition algorithms are designed for specific targets and are difficult to 
generalise for other species. A generalisable and extendable automated species recognition 
system is significant for building species recognisers. To solve this problem, the present 
research develops an automated species recognition system which makes the following four 
contributions: 
• Generic acoustic component definition – The syntax of animal calls cannot be 
compared with human speech, primarily because animal calls have no lexicon or 
semantics. With the generic acoustic component definition, extracted components 
can be viewed as the lexicon of animal calls. This lexicon is extendable through 
continuous research. It is a critical contribution to the syntax analysis of animal calls.  
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• Acoustic component detection – The ability to detect components by algorithms 
contributes to the preparation for the automated call structure recognition.  
• Call structure representation and recognition – A significant step for automated 
species recognition is to build call structure templates. The proposed methodology 
contributes to explaining how a call structure can be modelled by defined acoustic 
components.  
• Evaluation – The examination of existing well-known tools contributes to the 
evaluation of the developed automated species recognition system.  
1.6 Dissertation Structure 
This thesis consists of seven chapters. Chapter 1 described the background, motivation and 
contributions of the thesis. Chapter 2 reviews the literature related to automated species 
recognition. Chapter 3 defines the acoustic components of animal call structures. Chapter 4 
designs the acoustic component detection algorithms. Chapter 5 discusses the theory of 
timed and probabilistic automata and builds recognisers for multiple call structures. Chapter 
6 evaluates the performance of the proposed automated species recognition system by 
comparing the proposed system with existing tools. Chapter 7 concludes this research and 
recommends possible directions in future work. 
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Chapter 2 Literature Review 
This chapter reviews the extant literature on sound analysis techniques in environmental 
sound processing. The aim is to identify the research gaps in bioacoustics.. 
2.1 Environmental Sound                    
Humans are surrounded by various sounds, including the sound of speech, music, animal 
calls, aircraft, traffic, and even the sounds emitted when typing on a keyboard or clicking a 
mouse. Sounds can be roughly grouped into three clusters, namely, the human voice, 
artificial sound, and non-artificial/natural sound. The human voice cluster refers to sounds 
that are physically created by people such as speaking, coughing or singing. The artificial 
sound cluster refers to sounds created by human activities such as traffic, aircraft and music. 
The non-artificial sound cluster includes sounds created by nature such as wind, rain, land 
animals, insects and marine life. These sounds make the world exclamatory and colourful.  
The environmental sound which this thesis focuses on is non-artificial sound, more 
specifically, bioacoustics. The property of animal calls is hard to define: the main feature is 
probably diversity which exists in many aspects. Animal calls vary according to time and 
season changes. Different species have different call structures. Some species have 
mimicking behaviours. Some calls can be identified while some unknown calls also exist 
(Towsey, Planitz, Nantes, Wimmer & Roe, 2012).                                                                                                                                                                               
2.2 Sound Tagging  
The act of tagging refers to the action of adding text-based metadata and annotations to 
specific non-textual information and data. Panagakis and Kotropoulos (2011) explained that 
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tags are “text-based labels that encode semantic information related to sound”. A tag is a 
keyword generated by a user in relation to some resources (Bertin-Mahieux et al., 2010). 
Automatic tagging involves a systematic approach to match tags to audio. Tagging is used in 
the management and analysis of audio data in the fields of music, speech and environmental 
sounds. Music analysis focuses on the “identification of music genre, artist, instruments and 
structure” (Mitrovic, Zeppelzauer & Breiteneder, 2006). Many songs in large music 
databases are not tagged with semantic tags that could help users pick out the songs they 
want to listen to from those they do not. Auto-tagging music could help users to identify 
“what qualities characterize a song at a glance” and to allow users to search for the songs 
“most strongly identified by a particular word” (Hoffman, Blei & Cook, 2009). Speech 
tagging focuses on the “recognition of the spoken word on a syntactical level” (Mitrovic, 
Zeppelzauer & Eidenberger, 2009). Automatic speech recognition is the process of 
converting a speech signal to a sequence of words, by means of an algorithm within a 
computer program (Anusuya & Katti, 2010). Environmental sound tagging is developed to 
analyse the environment in which people are living, particularly the animals and birds in the 
surrounding environment in order to “study their behaviour and the way of their 
communication” (Franzen & Gu, 2003). Environmental sound recognition is more complex 
than music and speech analysis because environmental sounds include a considerable 
amount of ambient noises (Arora & Lutfi, 2009). The aim of automatic auditory scene 
analysis is to generate computer systems that can learn to “recognize the sound sources in a 
complex auditory environment” (Gunasekaran & Revathy, 2010).    
Mitrovic et al. (2006) stated that animal sounds are an area of environmental sounds that has 
not been investigated in detail. Recognising sources in the environment from the sounds 
they create is one of the most important functions of the auditory system (Gunasekaran & 
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Revathy, 2010). Recognising sounds in the environment is a fundamental problem in 
audio processing. It has significant applications in navigation and “assistive robotics and 
other mobile device-based services” (Chu, Narayanan & Kuo, 2008). Weninger and Schuller 
(2011) stated that in the field of bioacoustics, there is a multiplicity of approaches to 
classifying animal sounds: approaches tend to examine “populations of certain species” (e.g., 
whales or birds) and thus algorithms that are appropriate for “the special characteristics of 
animal vocalizations” are involved. According to Arora and Lutfi (2009), many works have 
been generated in recent years with the aim of developing an automated sound recognition 
system that can correctly and efficiently categorise a wide variety of common environmental 
sounds according to their source. 
Unlike human speech recordings and room sound recordings, which have strict constraints, 
real-world sound recordings are collected by multi-media sensors deployed in the 
environment (Cowling & Sitte, 2003), where noise is tightly constrained. Environmental 
recordings are collected under unconstrained conditions. Noise and variability are two 
significant issues for the recording of real-world sound (Towsey et al., 2012). 
Environmental acoustic recordings can obtain a wide variety of non-biological sounds as 
well as a variety of animal sounds. These non-biological noises have a great range of 
intensities and the animal sounds are affected by the physical environment (vegetation, 
geography etc.). Therefore, it is far more difficult to recognise environmental sound than 
human speech and room sound.  
Although environmental tagging has not been researched to the same extent as other areas of 
sound tagging, such as in music or speech, the fundamental principles and techniques used 
in systems designed for speech recognition and tagging can be used and applied to 
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environmental sound tagging. While speech systems are designed to isolate and identify 
the vocalisation within the audio data, and isolate it from any background noise, the aim of 
environmental recognition and annotation is the complete opposite. The detection of this 
background noise and sound is the main feature of the system, while isolating the speech 
and other unwanted noise (Uribe, Meana & Miyatake, 2005).    
2.3 Manual Analysis 
Manual analysis provides the ability to manually inspect, play and visualise acoustic 
recordings and associated spectrograms. It provides tools to assist in identifying 
vocalisations and annotating spectrograms with special tags. Manual analysis by skilled 
users provides an accurate and comprehensive audit of acoustic data. The manual approach 
may also be necessary to use in an acoustically complex environment, where automated 
tools fail to discriminate between simultaneous vocalisations. Given the volume of data 
associated with acoustic sensing, the time and cost required to manually analyse large 
recordings may be prohibitive (Lau et al., 2008b). In addition, these audit tasks require 
highly trained users who are experienced in identifying variations in the calls of many 
species. To address this issue, automatic tagging is urgently required. However, given the 
complexity of acoustic sensor data, fully automated analysis for a wide range of species is a 
significant challenge. Help from species identification experts who can collect and analyse 
the data is required. This type of collaboration is known as citizen science (Truskinger et al., 
2011).  
In many citizen science projects, participants contribute by collecting and contributing data 
as demonstrated in the eBird project (http://www.ebird.org) and by analysing data as 
demonstrated in the Galaxy Zoo project (http://www.galaxyzoo.org). By using citizen 
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science, millions of tags can be identified, but the main drawback of this method is the 
noise in the data (Bertin-Mahieux et al., 2010). How to deal with noisy social tags due to the 
different knowledge levels of citizens remains an important research problem.  
Another challenge in the use of citizen science is establishing the skill level or reputation of 
the participants performing the collection or identifying the species in the recordings. To 
achieve this, many citizen science projects utilise reputation management to classify 
participants and to establish the credibility of their contributions (Truskinger et al., 2011; 
Yang, Zhang & Roe, 2011). Even so, accuracy and reliability remain challenges in this area.  
2.4 Semi-automated Analysis 
Semi-automated tagging is a hybrid approach which addresses the respective strengths and 
weaknesses of the manual and automated techniques. Manual analysis utilises the 
sophisticated recognition capabilities of an expert user, but does not scale effectively for 
large volumes of data. Automated techniques are effective for identifying targeted species in 
large volumes of data; however, these methods require a high degree of skill to develop and 
are not able to cope with the variability that animal calls present. Wimmer et al. (2010) 
presented a semi-automatic tagging approach called the “human-in-the-loop” approach 
which recognises that:  
• Many species (particularly avian species) have a broad range of vocalisations and 
these vocalisations may have significant regional variation;  
• Environmental factors such as wind, rain, vegetation and topography can attenuate, 
muffle and distort vocalisations considerably.   
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2.5 Automated Analysis 
Automated acoustic analysis uses pattern recognition techniques. Pattern recognition 
requires three steps to recognise the target: pre-processing, feature extraction, and 
classification.  
2.5.1 Pattern Recognition 
Pattern recognition is studied in many fields, including psychology, ethology, cognitive 
science and computer science. In machine learning, pattern recognition is the assignment of 
some sort of output value (or label) to a given input value (or instance), according to some 
specific algorithms (Bishop, 2006). Broadly speaking, pattern recognition is the science 
concerned with the description or classification (recognition) of measurements (Schalkoff, 
1992). The pattern-matching approach involves pattern training and pattern comparison. The 
essential feature of this approach is that it uses a well-formulated mathematical framework 
and establishes pattern representations for reliable pattern comparisons, from a set of 
labelled training samples via a formal training algorithm. A pattern representation can be in 
the form of a sound template or a statistical model and can be applied to a sound clip. In the 
pattern-comparison stage of the approach, a direct comparison is made between the 
unknown sound clips (the sound to be recognised) with each possible pattern learned in the 
training stage in order to determine the identity of the unknown sound according to the 
goodness of match of the patterns. Usually, pattern recognition approaches are model-based, 
such as the hidden Markov model, artificial neural networks (ANNs), support vector 
machine (SVM), vector quantisation and dynamic time warping.  
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The three major approaches to pattern recognition are the statistical (or decision theoretic), 
the syntactic (or structural) and neural network approaches (Pal, 2001):  
• Statistical pattern recognition attempts to classify patterns based on a set of 
extracted features and an underlying statistical model for the generation of these 
patterns. However, many patterns contain structural or, more generally, relational 
information, that is difficult or impossible to quantify in feature vector form. 
• Syntactic pattern recognition is used for both classification and description. The 
premise is that the structure of an entity is paramount and that it may be used for 
classification and description. This could be accomplished, for example, by defining 
suitable and distinct grammars that reflect the structure of each pattern class. 
• Neural pattern recognition involves large interconnected networks of relatively 
simple and typically nonlinear units (so-called neural nets). Many of these structures 
have common topological properties, unit characteristics and training approaches. 
Pattern recognition is generally categorised according to the type of learning procedure used 
to generate the output value. Supervised learning is typically represented by classification 
and assumes that a set of training data (the training set) has been provided, consisting of a 
set of instances that have been properly labelled by hand with the correct output. A learning 
procedure then generates a model that attempts to meet two sometimes conflicting 
objectives: perform as well as possible on the training data, and generalise as well as 
possible to new data. On the other hand, unsupervised learning is typically represented by 
clustering, assumes that the training data has not been hand-labelled, and attempts to find 
inherent patterns in the data that can then be used to determine the correct output value for 
new data instances.  
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The record of input data, for which an output value is generated, is formally termed an 
instance. The instance is formally described by a vector of features, which together 
constitute a description of all the known characteristics of the instance. These feature vectors 
can be seen as points in an appropriate multi-dimensional space, and methods for 
manipulating vectors in vector spaces can be correspondingly applied to them, such as 
computing the dot product or the angle between two vectors.  
Techniques to transform the raw feature vectors are sometimes used prior to the application 
of the pattern-matching algorithm. For example, feature extraction algorithms attempt to 
reduce a large-dimensionality feature vector into a smaller-dimensionality vector that is 
easier to work with and encodes less redundancy, using mathematical techniques such as 
principal component analysis. Feature selection algorithms attempt to directly prune 
redundant or irrelevant features. The distinction between the two is that the resulting 
features after principal component analysis are of a different sort than the original features 
and may not be easily interpretable, while the features left after feature selection are simply 
a subset of the original features (Brunelli, 2009). 
In species recognition, the task of pattern recognition focuses on classification with feature 
selection. The call structure of different animal calls dictates the feature selection, which can 
in turn dictate the classification algorithm (Towsey et al., 2011).  
2.5.2 Pre-Processing  
The aim of pre-processing is to expose the acoustic events out of background noise, 
providing clear signals for feature extraction. The main tasks involved in pre-processing are 
noise reduction and acoustic event isolation (AEI) in spectrograms.   
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Noise Reduction  
Signal processing techniques for noise reduction have been developed according to specific 
applications. Hu et al. (2005) conducted noise reduction in the time-frequency domain for 
cane toad monitoring (Hu et al., 2005). They divided the whole recording period into a 
number of time slices and then calculated the amplitude level of each time slice. A threshold 
was set to determine whether this time slice was silent\noise-only. The advantage of this 
approach is the reduction of transmission size. However, the disadvantage of this approach 
is that some characteristics of the original signal are lost after noise reduction. Selin, 
Turunen and Tanttu (2007) used a long moving average filter to conduct the segmentation 
by adapting a long-term energy value during the segmentation. Kwan et al. (2004) 
calculated the ceptral coefficients of bird calls to segment call signals and un-voiced periods.  
The spectrogram is a colour-scale or grey-scale rendition of the magnitude of the short-time 
Fourier transform, on a two-dimensional plane where time and frequency are the orthogonal 
axes. As the spectrogram is a good visualisation for sound recordings, the spectrograms are 
often dealt with as static images. Noise reduction is performed on the 2D sonogram but not 
on the audio recording (Planitz & Towsey, 2010). Brandes, Naskrecki and Figueroa (2006) 
used techniques associated with image processing to detect and classify narrow-band cricket 
and frog calls after transforming sound recordings to spectrograms. This method adopts two 
filters to process the spectrogram: a blur filter and a threshold filter. For the sake of 
exposing calls hidden in background noise, the blur filter is used first to blur in time, but not 
in frequency. Then, the result is passed through the threshold filter where a threshold level is 
applied independently. Agranat (2009) automatically identified animal species from 
vocalisations through more accurate noise reduction. In this method, the raw data is first 
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filtered by the Wiener filter to reduce the stationary background noise. Then, a band-pass 
filter is applied so that only the range of frequencies that a target species produces is 
determined. The third step is to calculate the log frequency transformation. Finally, power 
normalisation has to be conducted. Towsey and Planitz (2010) estimated the modal noise 
power in each of the 256 frequency bins for each recording, using a modified version of the 
adaptive level equalisation algorithm proposed by Lamel et al. in 1981 which was originally 
used for end-point detection in speech recognition. 
Acoustic Event Isolation in Spectrograms  
After noise reduction in spectrograms, AEI is sometimes processed. The concept of AEI is 
the same as acoustic event detection (AED) in Planitz and Towsey (2010), but different 
from acoustic event detection (AED) in Temko and Nadeu (2009) and Temko et al. (2006). 
AED is used to isolate acoustic events by putting marquees on them in the literature (Planitz 
& Towsey, 2010) and there is no prior knowledge. In Temko and Nadeu (2009) and Temko 
et al. (2006), AED is used not only to isolate acoustic events but also to identify them; 
however, this AED algorithm needs a great deal of prior knowledge. In order to distinguish 
between these two concepts, we define AED in Planitz and Towsey (2010) as AEI, which is 
more accurate. 
Planitz and Towsey (2010) isolated the acoustic event by application of a single intensity 
threshold to the entire noise reduced spectrogram. Black pixels represent events and white 
pixels represent no activity. The intensity threshold is a user-defined parameter and typically 
ranges from 7-9 dB, which is consistent with the values quoted in Brandes 2008). Agranat 
(2009) used a simple signal detection algorithm in the Song Scope software to detect the 
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beginning and end of candidate vocalisations by monitoring the total energy passing 
through the band-pass filter. Brandes et al. (2006) adopted a block detection algorithm to 
find events within the spectrogram that might be cricket calls. This algorithm processes the 
filtered image keeping track of blocks of nonblank pixels that meet specific structural 
requirements based on several parameters. The disadvantage of this algorithm is that it needs 
prior knowledge about the specific animal.    
2.5.3 Feature Extraction  
Types 
As the development of human speech recognition techniques has matured, many features 
extracted for human speech have been adopted in both bioacoustic and non-speech event 
recognition. Acoustic features can be classified into two classes: statistical and non-
statistical features (Cheng, Sun & Ji, 2010). Statistical features include the mean 
fundamental frequency, maximum fundamental frequency, minimum fundamental 
frequency, fundamental range, syllable energy, syllable duration, zero-crossing rate and 
signal bandwidth (Sousa-Lima et al., 2002; Molnar et al., 2008). Non-statistical features 
include the linear prediction coefficients (Rabiner & Juang, 1993) and mel-frequency 
cepstral coefficients (Picone et al., 1993). Table 2.1 describes the common features used in 
different pattern recognition tasks. 
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Table 2.1 Common features in different pattern recognition tasks 
 
Extraction 
According to Cowling and Sitte (2003), feature extraction can be split into two broad types: 
stationary (frequency-based) feature extraction, and non-stationary (time frequency-based) 
extraction. Stationary feature extraction produces an overall result detailing the frequencies 
contained in the entire signal. With stationary feature extraction, no distinction is made 
regarding where these frequencies occurred in the signal. In contrast, non-stationary feature 
Feature type Description 
Fundamental frequency Lowest frequency of a periodic waveform 
Mean fundamental frequency  Average value of fundamental frequency 
Maximum fundamental frequency  Maximum value of fundamental frequency 
Minimum fundamental frequency Minimum value of fundamental frequency 
Fundamental range Frequency range of the periodic waveform 
Short-time energy function  
Root-mean square of raw time-frequency 
domain signal 
Zero-crossing rate 
Number of times where the time-frequency 
domain signal crosses the y-axis zero point for a 
given sample window 
Signal bandwidth Range of frequencies occupied by the signal  
Linear prediction coefficients 
Represent the spectral envelope of a digital 
signal of speech in compressed form, using the 
information of a linear predictive model 
Mel-frequency cepstral coefficients 
Representation of the short-term power 
spectrum of a sound, based on a linear cosine 
transform of a log power spectrum on a 
nonlinear mel scale of frequency 
Linear prediction cepstral coefficients  
Linear prediction coefficients (LPCs) 
represented in the cepstrum domain 
Mel-frequency linear prediction coefficients  
Modified LPCs based upon the mel scale of 
frequency 
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extraction splits the signal up into discrete time units. This allows the frequency to be 
identified as occurring in a particular area of the signal, aiding understanding of the signal 
(Cowling & Sitte, 2003). Non-stationary feature extraction includes short-time Fourier 
transform, fast (discrete) wavelet transform, continuous wavelet transform and Wigner-Ville 
distribution (Cohen, 1995; Hubbard, 1995). Stationary feature extraction contains linear 
prediction coefficients and mel-frequency cepstral coefficients. 
Selection 
Features are the fundamental and most important representation of acoustic events and, 
more specifically, of call structures. Suitable features combined with proper classifiers 
would provide accurate recognition results. Therefore, feature selection and extraction play 
critical roles in recognition algorithms. In machine learning and statistics, feature selection, 
also known as variable selection, feature reduction, attribute selection or variable subset 
selection, is the technique of selecting a subset of relevant features for building robust 
learning models (Peng, Long & Ding, 2005). Early research efforts mainly focused on 
feature selection for classification with labelled data (supervised feature selection) (Dash & 
Liu, 1997; Doak, 1992; Siedlecki & Sklansky, 1998) in which class information is available. 
Later developments, however, showed that this general procedure can be adopted in feature 
selection for clustering with unlabelled data (unsupervised feature selection) (Dash & Liu, 
1999; Dash, Liu & Yao, 1997; Dy & Brodley, 2000; Talavera, 1999) where the data is 
unlabelled. 
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2.5.4 Classification Techniques 
An algorithm that implements classification, especially in a concrete implementation, is 
known as a classifier. The term “classifier” sometimes also refers to the mathematical 
function implemented by a classification algorithm which maps input data to a category 
(Har-Peled, 2003). Since Fisher’s famous discriminate analyses (Fisher, 1936), a plethora of 
algorithms for classification have been developed (Duda & Hart, 1973; Ripley, 1996; 
Herbrich, 2003) for various applications as well as for their own sake (Zeng & Qiu, 2004).    
The most widely used classifiers include maximum entropy classifiers, Naive Bayes 
classifiers, support vector machines, decision trees, perceptrons, neural networks (multi-
layer perceptrons), k-nearest neighbour (kNN) classifiers, and radial basis function 
classifiers. According to a survey of classification learning algorithms (Zeng & Qiu, 2004), 
classification techniques are grouped in three categories: hypothesis-based classification, 
example-based classification, and kernel-based classification. Hypothesis-based 
classification algorithms include the perceptron algorithm, decision trees (Quintan, 1993) 
and neural networks (Bishop, 1995). The kNN classifier is the typical representation of the 
example-based classification. Hypothesis-based and example-based classification schemes 
have the following merits (Zeng & Qiu, 2004):  
• Hypothesis-based classification may be computationally complex during learning. 
Often the optimisation problems involved have local optima. In contrast, example-
based classification does not involve any optimisation.  
• Hypothesis-based classification is often faster at classifying new inputs as compared 
to example-based classification.  
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• Hypothesis-based classification requires the selection of a hypothesis space. In 
contrast, example-based classification does not require the specification of a 
hypothesis space. 
Kernel-based classification provides a bridge between hypothesis-based and example-based 
classification schemes and shares their merits (Zeng & Qiu, 2004). The typical kernel-based 
classifier is a support vector machine (Cortes et al., 1995), which is the result of combining 
two components: the maximum margin classifier and the Mercer kernel. Kernel-based 
classifiers also include the nearest mean classifier, the kernel nearest neighbour classifier 
and the kernel perceptron learning.  
2.6 Pattern Recognition for Animal Sounds 
In environmental sound analysis, acoustic event recognisers based on pattern recognition 
have been developed according to different application areas: individual animals, species, 
and call types. 
2.6.1 Individual Animals      
Cheng et al. (2010) chose mel-frequency cepstral coefficients (MFCCs) combined with the 
Gaussian mixture model (GMM) for the individual recognition of four passerines. The need 
to improve the GMM in order to optimise the recognition result and the presence of large 
levels of background noise are still significant problems for this algorithm. MFCCs have 
also been applied in combination with ANNs for discriminating 14 blue monkeys 
(Alexander & Klaus, 2013). The limitation is that the ANN requires a rather large 
representative training dataset in order to converge.                           
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2.6.2 Species 
Many scientists have focused on specific animal species, such as the frog and cane toad, as 
these animals are very sensitive to environmental changes. Huang, Yang, Yang and Chen 
(2009) chose three features for frog classification: the spectral centroid, signal bandwidth, 
and threshold-crossing rate. The first two features are well-known while the third one is a 
newly developed feature to reduce the impact of the noises in the sound samples. In Huang 
et al.’s study, these three features were then applied to two classifiers: kNN and SVM. The 
study’s experimental results showed that the average classification accuracy rate for the 
kNN and SVM classifiers could be up to 89.05% and 90.30%, respectively. However, this 
approach is only appropriate for several species of frogs; it has to extract new features for 
other species of frogs.  
Chen et al. (2012) developed an automatic frog call recognition system based on the 
combination of a pre-classification method of the syllable lengths and a multi-stage average 
spectrum (MSAS) method. The experimental results demonstrated that the proposed MSAS 
recognition method can provide the best recognition accuracies compared with other 
recognition methods based on dynamic time warping, spectral ensemble average voice prints, 
kNN and support vector machines. However, the background noise and the recognition of 
hybrid frog calls remained unsolved.  
Hu et al. (2005) concentrated on cane toad monitoring. They carried out the classification on 
the waveform of frog calls. The feature they extracted is the envelope of the frog call 
waveform, followed by the processing of matched filtering (Thanh, Bulusu & Wen, 2008). 
However, this algorithm is not an optimal algorithm for detection and classification in 
general. In addition, the match templates are built in very strict conditions with no noise. 
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Recently, Mporas et al. (2013) integrated temporal contextual information for the robust 
acoustic recognition of two bird species, Eurasian Chaffinch and the common kingfisher. 
The temporal contextual information joins the post-processing of the recognition results for 
a number of preceding and subsequent audio frames. It aims to eliminate the sporadic 
erroneous labelling of the current audio frame, due to factors such as momentary bursts of 
interference, and thus contributes to the overall classification accuracy.  
2.6.3 Call Types  
Animal calls include the features of periodic repetition (oscillation) and tonal signal 
(harmonic or inharmonic). Instead of recognising specific species, recognisers are defined 
for call types because animal calls always have similar call types. Bardeli et al. (2010) 
developed a customised algorithm for the periodic repetition of simple elements which are 
often encountered in animal vocalisations. Towsey et al. (2012) developed an oscillation 
detection algorithm to recognise calls that incorporate a repeating or oscillatory structure. 
They also developed an AED system to detect rectangle structures including the ground 
parrot call, wind and rain. 
Brandes et al. (2006) used techniques associated with image processing to detect and 
classify narrow-band cricket and frog calls. High true-positive accuracy was obtained; 
however, the accuracy largely depends on the known sonotypes and the extent of the overlap 
between the sonotype feature values. The potential for misclassification depends heavily on 
the extent of the libraries’ completeness and the known variations. Brandes (2008) extracted 
the peak frequency, short-time frequency and a newly developed feature called the contour 
feature vector to identify the calls of crickets, frogs and birds with frequency-modulated 
characteristics. This method makes effective progress in acoustic signal recognition and 
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achieves good results in identifying crickets, frogs and birds in a rich noise environment. 
Unfortunately, this method does not work well on calls with other noises from the wind or 
heavy rain and masking from large species choruses. The targets are only calls with the 
structure of a narrow short-time frequency bandwidth.  
Chen and Maher (2006) provided an algorithm for tonal bird vocalisation (harmonic or 
inharmonic) detection using spectral peak tracks. This method has two limitations. First, the 
method is inappropriate for use with bird vocalisations containing periodic or noise-like 
components because the assumption of connected peak tracks is violated in these cases. 
Second, the method is inappropriate if the underlying spectral components change too 
rapidly in frequency or fluctuate in amplitude such that the peak tracks cannot be determined 
reliably. Selin et al. (2007) adopted wavelets in recognition of inharmonic or transient bird 
sounds as wavelets have the ability to preserve both frequency and temporal information, 
and also to analyse signals which contain discontinuities and sharp spikes. The limitation 
with this approach is that the acoustic data was chosen manually, especially for bird calls 
with an inharmonic or transient character.  
Lee, Hsu, Shih and Chou (2013) proposed a new feature descriptor using image shape 
features to identify bird species based on the recognition of fixed-duration birdsong 
segments, particularly the harmonic bird sounds. The MPEG-7 angular radial transform 
descriptor, which can compactly and efficiently describe the grey-level variations within an 
image region in both angular and radial directions, is employed to extract the shape features 
from the spectrogram image. The results indicated that the proposed descriptor outperforms 
traditional descriptors such as MFCC and linear prediction cepstral coefficients. However, 
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due to the limited sets of training and testing data, the experimental results achieved in 
that study cannot be considered representative.  
2.6.4 Discussion 
Through the review of the research on pattern recognition for animal sounds, it is apparent 
that the analysis process of pattern recognition has three primary parts: syllable 
segmentation, call feature extraction, and call classification based on the features (Briggs et 
al., 2012). The choice of which features to measure depends largely on the characteristic 
structure of the target calls, whereas the choice of classifier depends on the way in which the 
feature measurements distinguish the various types of target calls (Brandes, 2008).  
Syllable Segmentation  
A syllable is a single short utterance by a bird, which may be a call, or part of a song. Most 
syllable segmentation algorithms for segmentation operate in the time-frequency domain, 
and are based on energy (Briggs et al., 2012). Energy-based, time-frequency domain 
segmentation is not well suited to audio with high-noise or multiple simultaneous bird calls. 
The time-overlapped syllables are segmented ineffectively since energy-based methods 
ignore the frequency information. Some prior work has been conducted on 2D time-
frequency segmentation which is better suited to audio with multiple simultaneous bird calls 
(Brandes, 2008; Mellinger & Bradbury, 2007). However, although the signal is transferred 
to the time-frequency domain, the segmentation method still focuses on the energy in the 
split frequency band. The shape information of the syllables in the spectrogram is 
overlooked.  
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Feature Extraction  
After running a segmentation algorithm to identify syllables, systems for bird species 
recognition extract the acoustic features in order to characterise the syllables in a way that 
can be used with machine learning algorithms for classification (Briggs et al., 2012). The 
feature vector can be selected from known statistical and non-statistical sets. The feature 
vector can also be customised according to specific targets.  
In many systems, one feature vector has been viewed to be omnipotent for representing all 
types of targets for the sake of generic recognition (Agranat, 2009; Alexander & Klaus, 
2013). The special case is MFCCs, which have been widely used in human speech and 
speaker recognition systems. Instead of focusing on certain spectral features, MFCCs map 
the entire spectrum by slicing it along the time and frequency axes and assigning values to 
the resulting cells based on the amplitude of the signal in that cell (Alexander & Klaus, 
2013). The extraction process of MFCCs is fully automated, repeatable and standardised, 
which makes it particularly attractive for field applications (Cheng et al., 2010). In addition, 
the low number of a priori assumptions about the features makes it possible to apply the 
same algorithm for different call types and species (Alexander & Klaus, 2013). The MFCCs 
capture the rich harmonic structure of the human voice well, and the sequences of changes 
in the voice throughout the course of speaking a word can be modelled accurately with the 
hidden Markov model. These methods have been successfully used to classify bird songs, 
particularly of birds that have a rich harmonic structure in their songs (Brandes, 2008). 
However, the filter banks used for MFCC computation approximate some important 
properties of the human auditory system. MFCCs have been shown to work well for 
structured sounds such as speech and music, but their performance degrades in the presence 
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of noise. MFCCs are also not effective in analysing noise-like signals that have a flat 
spectrum. Environmental audio recordings contain a large and diverse variety of sounds, 
including those with strong temporal domain signatures, such as the chirpings of insects and 
sounds of rain that are typically noise-like with a broad flat spectrum and may not be 
effectively modelled by MFCCs (Chu, Narayanan & Kuo, 2009). Hence, considering the 
endless variety of animal calls in nature, the MFCC is not suitable to be used for 
representing all types of animal calls.  
The review of the literature indicates that the classification of bird calls involves the 
classification of different types of syllables according to the characterised features. The 
relational or structural information of the syllables within a call structure is not considered. 
With this knowledge, it is not hard to understand that the objects of classification are usually 
calls with similar syllables. Consequently, one feature vector can be used to characterise all 
these similar syllables. However, this classification is limited to species or call structures 
containing similar syllables. It is ineffective for calls containing different types of syllables 
since different feature vectors need to be extracted for multiple types of syllables. 
Considering this, it is crucial to extract high-level features for the call structure 
representation based on low-level features of syllable representation with the aim of 
developing more complex classification algorithms.   
Classification  
The choice of classifier depends on the choice of features. The commonly used classifiers in 
animal call classification are the SVM, hidden Markov model, Gaussian mixture model and 
ANNs. These classifiers need to be highly trained based on a large amount of data. However, 
in reality, many birds are cryptic and, in most cases, there is not enough training and testing 
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data available compared with the data on human speech (Towsey et al., 2012). It is more 
practical to adopt methods that require just one or a few instances of a call type. This 
approach has been verified to work effectively for bird species whose calls vary little within 
and between populations, such as the Lewin’s Rail (Lau et al., 2008a). Research by Berwick, 
Okanoya, Beckers and Bolhuis (2011) examined the syntactic complexity between human 
speech and birdsongs. They found that birdsong cannot directly be compared with human 
speech, primarily because it possesses neither semantics nor lexicon. The birdsong sound 
structure seems to be characterised by a learnable, highly restricted subclass of the regular 
languages, which can be recognised by finite state machines. The call structures of many 
avian species can be modelled by low-order Markov chains. This implies that the full power 
of human speech recognition is probably not needed and therefore, for many instances, very 
simple recognisers may be suitable.  
2.7 Available Datasets  
Many of the works reviewed in this chapter used previously unpublished datasets that were 
collected by the authors. The provision of those datasets greatly facilitates research around 
the world on automated species recognition and allows more rapid technique development. 
Table 2.2 lists the datasets for environmental sound tagging identified in our review of the 
literature. As set out in the table, only a few datasets are publically shared. In addition, it is 
noted that these public datasets have been used for some years such as the datasets published 
by the Cornell Laboratory of Ornithology in the 1990s. The reasons for this mainly lie in the 
fact that the cost of data collection is very high and the creators have not fully explored the 
datasets. However, in order to better develop species recognition research, a greater number 
of  comprehensive datasets is required. 
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Table 2.2 Datasets for sound tagging 
 
2.8 Automated Detection Software 
In the spirit of information sharing, Hopp (2010) lists an extensive series of sound analysis 
software online <http://zeeman.ehc.edu/envs/Hopp/sound.html>. Multiple application areas 
are covered by these tools, such as speech recognition, marine life monitoring and terrestrial 
Name Contents & Features 
Public or 
Not 
HU-ASA database 
Weninger & Schuller (2011) studied bird song recordings 
kept in the Animal Sound Archive of the Humboldt-
University of Berlin (the ‘HU-ASA database’). The HU-
ASA database is a large archive of animal vocalisations 
annotated with the species and additional metadata, 
including 1418 audio files available in MP3 encoding. The 
total recording length of the files is 20423s (5h40min23s). 
The majority of the available recordings consists of birds, 
mammals and ‘others’ including Sauropsida, Hexapoda. 
Yes 
Cornell-Macaulay 
Library of Natural 
Sounds 
Bird Songs of California, Cornell Laboratory of 
Ornithology, Geoffrey A. Keller, 3-CD, 2003 (Stowell & 
Plumbley, 2011). 
Yes 
Peterson Field 
Guides: Bird Songs 
Western North America, A Field Guide to Western Bird 
Songs, Second Ed., Cornell Laboratory of Ornithology 
Interactive Audio, 1992. 
Eastern and Central North America, A Field Guide to Bird 
Songs, Third Ed., Cornell Laboratory of Ornithology 
Interactive Audio, 1990. 
Commercial   
Public 
Common Bird Songs 
(Audio CD) 
By Donald J. Borror, Dover Publications, 2003 Common 
Birds and Their Songs (Book and Audio CD), by Lang 
Elliott and Marie Read, Houghton Mifflin, 1998. 
Commercial   
Public 
Remote 
Environmental 
Assessment 
Laboratory 
Hosted by Michigan State University. This dataset has 
more than one million acoustic recordings available 
http://www.real.msu.edu.  
Publically 
available 
Mitrovic’s database 
This database was created by Mitrovic et al. (2006) from 
an internet search. This set includes 383 samples (99 birds, 
110 cats, 90 cows, 84 dogs). A sound sample contains one 
or more repeated sounds of an animal (such as repeated 
barks of a dog). Some samples include the background 
noise of other animals. 
Not Known 
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animal detection. The scope of the present study is restricted to tools for terrestrial animal 
acoustics, particularly automated sound monitoring and detection tools. Thus, Praat, 
WaveSurfer, Ishmeal, Pamguard and other speech or underwater life-oriented tools are 
excluded from this study.  
Some general tools can be applied across areas for basic acoustic analysis. They are mainly 
for average users who want to learn, teach and analyse bioacoustics at a basic level, to play 
acoustic recordings, and visualise associated spectrograms. Representative software includes 
Audacity, Adobe Audition and Sound Ruler. These general tools do not have the appropriate 
features for bio-acoustic analysis. More advanced tools that provide modules to assist in 
identifying vocalisations and annotating spectrograms are required.  
Target-oriented automated software tools are available to facilitate this task. State-of-the-art 
developments have been made by Wildlife Acoustics Inc, the Cornell Laboratory of 
Ornithology and the Avisoft Bioacoustic Company with their respective products, namely, 
Song Scope (Wildlife Acoustics, 2011), Raven (Cornell University’s Bioacoustics Research 
Program, 2011) and the Avisoft-SASLab Pro (Avisoft Bioacoustics, 2012). These tools 
facilitate ecologists’ work even though the automated recognition of animal calls has not yet 
reached a level of reliability that allows ecologists to use the methods without the careful 
verification of results. So far, these tools have been made public and are sold commercially. 
Although they have been used for some time by ecologists and automated tool developers 
(Colombelli-Négrel, Robertson & Kleindorfer, 2011; Crothers, Gering & Cummings, 2011; 
Depraetere et al., 2012; Vargas, Sánchez & Avalos, 2011; Venier, Holmes, Holborn, 
McIlwrick & Brown, 2012), no actual survey work has been done to compare the 
performance of these software packages on real data.  
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2.9 Summary  
This chapter first reviewed the literature on sound tagging techniques in environmental 
sound analysis. Manual analysis poses great challenges at a large spatiotemporal scale and 
highly trained experts are required to conduct it. To address these issues, automatic analysis 
has been widely explored in multiple areas in environmental sound research. Pattern 
recognition is one of the critical techniques in automated species recognition. The literature 
review in this chapter focused on the related methods in pattern recognition from the aspects 
of pre-processing, feature extraction and classification. The available datasets and existing 
automated analysis software tools for environmental sounds were listed. 
The review highlighted existing research in different application areas: individual animals, 
species, and call types. Through the exploration and discussion, critical gaps were identified. 
Existing automated analysis techniques in bioacoustics are designed for task-specific or 
species-specific projects. These techniques cannot be applied to other species or call 
structures. A generalisable and extendable automated species recognition system for 
majority species recognition is lacking. Another gap lies in the fact that although some 
automated animal call detection tools have been produced commercially and used for some 
time by ecologists and automated tool developers, no actual survey work has been done to 
compare the performance of these software products on real data.  
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Chapter 3 Acoustic Component Definition 
A common approach to animal call recognition adopts methods developed for human speech 
recognition (Agranat, 2009). Although some success has been demonstrated with these 
methods, there remain fundamental difficulties with the application of such systems in an 
ecological setting. Recordings captured in the field can exhibit high levels of undefined 
environmental noise. In contrast, speech recognition systems tend to be designed for and 
deployed in environments where noise is controlled or modelled accurately. Feature 
extraction methods based on cepstral coefficients degrade in the presence of additive noise, 
and may produce spurious effects when the signal is changing slowly as is the case for many 
bird calls. A final challenge lies in the scarcity of data available for the training of a 
classifier: many species of interest are cryptic and little reference data is available for them 
(Towsey et al., 2012). 
Traditional animal call classification relies on the syllable classification. The objects need to 
be limited to species with similar syllables where a feature vector can be extracted for 
representation. However, the structural information of these syllables within a call structure 
is ignored. The statistical and non-statistical features can be applied to characterise syllables, 
but they fail to model the relational structure of a call. Hence, high-level features must be 
extracted in order to describe a call structure. Consequently, the classification task can be 
extended to species with different types of syllables. In addition, as Berwick et al. (2011) 
pointed out, the call structures of many avian species can be modelled by low-order Markov 
chains. These observations indicate that if some common primitive patterns can be defined 
as high-level features to form complex calls, low-order Markov models can be built for 
recognition tasks by applying the syntactic pattern recognition approach. Having this idea in 
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mind, the present study explores the structures of animal calls to identify the common 
patterns.  
This chapter introduces the real-world sound as the first scenario to present the 
characteristics of real-world environmental recordings. The spectrogram is used to transform 
acoustic signals to visible graphs. To explore the call structure of the animal calls, especially 
for birds, it is necessary to learn the avian sound production mechanism. The shapes of the 
sound modulations present in the spectrogram lead to the knowledge of call structures and 
the definition of acoustic components for animal calls..  
3.1 Real World Sound 
Real-world sound here means sound recordings collected in the environment. Unlike human 
speech and room (classroom, meeting room etc.) sound recordings that are collected under 
quiet conditions (Cowling & Sitte, 2003) where noise is tightly constrained, real-world 
sound recordings are collected under unconstrained noisy conditions by multi-media sensors 
deployed in the environment. 
Noise and variability are two issues for real-world sound (Towsey & Planitz, 2010). 
Environmental acoustic recordings can obtain a wide variety of non-biological noises and a 
variety of animal sounds. These non-biological noises have a great range of intensities and 
the animal sounds are affected by the physical environment (vegetation, geography etc.). 
Furthermore, the distance between the calling source and microphone also has to be taken 
into account. Variability exists in many aspects: the call structure between species, 
populations of one specific species, and individuals of one specific population; multiple 
calls; and the mimicking behaviours of many species. Animal calls are also variable 
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according to time and seasonal changes. For example, particular choruses during dawn 
and dusk are common. Some calls can be identified as belonging to particular species while 
some calls are unknown. Therefore, it is far more challenging to identify real-world sound 
than human speech and room sounds. 
3.2 Sound Visualization - Spectrogram 
In the research area of animal call analysis, the spectrogram is an extremely important tool 
to observe and analyse the animal calls. The spectrogram is a colour-scale or grey-scale 
rendition of the magnitude of the short-time Fourier transform, on a 2D plane where time 
and frequency are the orthogonal axes. One drawback of the colour spectrogram is that 
colour has the potential to influence the user’s perception and interpretation of the data 
compared with the grey-scale alternative (Rogowitz, Treinish & Bryson, 1996).   
The spectrogram transforms the audible sound to a visual image. Animal calls present 
various structures when looking at the appearance of the structures in spectrograms. 
Spectrograms provide a significant aid to research and analysis presumably due to the fact 
that human’s visual ability is more sensitive than the auditory ability. In particular, 
spectrograms help birders to: name different kinds of sounds for clearer communication 
(Pieplow, 2007); increase the “ear-birding” skill by engaging the visual memory in building 
a library of known sounds; and objectively evaluate recordings (McCallum, 2010).  
An acoustic event means timestamps in an audio stream (Zhuang, Zhou, Hasegawa-Johnson 
& Huang, 2010). As shown in Figure 3.1, there can be many events in one spectrogram. 
Some events are calls of interest while some are not. More specifically, calls of interest are 
referred to as acoustic events in environmental acoustic studies. Those events that are not of 
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interest are background noise. Consequently, the definition of background noise is 
ambiguous (Planitz & Towsey, 2010
Figure 3.
In some applications, background noise can also be signals. For example, in one audio 
recording, the aim of the bird call classification is to find calls belonging to a specific 
species, which will include other species calls as background noise, such as 
However, biodiversity studies
example, the koala bellow is also a signal. Therefore, the definition of noise is dependent on 
the application area.  
3.3 Avian Sound Production Mechanism
The main parts of the sound production mechanism in birds are the lungs, bronchi, syrinx, 
trachea, larynx, mouth and beak. Airflow from the lungs propagates through the bronchi to 
the syrinx, which is the main source of sound. 
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by the vocal tract, which consists of the trachea, larynx, mouth and beak. Figure 3.2 
presents a schematic view of the sound production mechanism. The dimensions of these 
mechanisms vary considerably among different species, but the structure is rather consistent 
(Fagerlund, 2004).  
 
   Figure 3.2 Parts and organization of the avian sound producing mechanism (Fagerlund, 2004) . 
The syrinx is the most important and extensively studied organ in the bird sound production 
mechanism. It has also provided valuable information about the taxonomy of birds because 
of differences in the anatomy of this organ in different species. The trachea in the birds is a 
tube between the syrinx and the larynx which acts as a resonator of the sound produced by 
the syrinx. The mouth operates in birds as a cavity resonator similar to humans, but it is less 
flexible. Birds can control the cross-sectional area of the mouth with the tongue, but only a 
few species, mainly parrots, can use the tongue for sound production like humans. This is 
because, in most of the birds, the tongue is quite stiff. The opening and closing of the beak 
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changes the effective length of the vocal tract, but the effect on the vocal tract resonances 
is nonlinear (Fagerlund, 2004
3.4 Call Structures 
Many animal calls, particularly bird calls, have a hierarchical structure
complex bird call may be divided into phrases, the phrases into syllables
into elements (Somervuo et al., 2006
from research by Towsey and Planitz (2010). These images are extracted from spectrograms. 
The x-axis represents time, the y
acoustic intensity. 
Figure 3.3 Descriptive hierarchy of bird vocalization 
Call structures can be divided into two categories: single syllable, and multi
example, the call structure of a currawong 
whistle is a single syllable, while the call structure of a female koala 
Cinereus) with stacked harmonics
call structures belong to the multi
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 also belongs to the single syllable category. Other animal 
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-syllable. For 
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 same syllable repeated (e.g.
varying in pitch (e.g., the 
whipbird (Psophodes O
(e.g., the curlew (Numenius Americanus
addition to single and multi
and rain) (Towsey & Planitz, 2010)
(a) Currawong 
(d) Asian House Gecko
(g) Whipbird 
Figure 
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ground parrot (Pezoporus Wallicus)) and modulation (
livaceus)). Other multi-syllable calls can have a complex 
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3.4  Animal vocalisations and other sounds (Towsey & Planitz, 2010)
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3.5 Acoustic Components 
Although animal calls vary across region, season, time and other factors, their call structures 
have some common patterns. Perhaps due to the importance of these common patterns for 
the syntax analysis of bird calls, there have been several attempts to define the common 
patterns. McCallum (2010) listed several types of bird calls according to the phonetics of a 
sound: carrier frequencies (whistle, click and slur), frequency modulation (periodic 
frequency modulation), harmonics, and “chords”. Brandes (2008) listed five broad 
categories of discrete sound unit shapes in the spectrogram that comprise bird sounds for the 
purposes of species-level automated sound analysis. These sound units include: segments 
with constant frequency, frequency modulated whistles, broadband pulses, broadband with 
varying frequency components, and segments with strong harmonics. An examination of 
these two classification methods reveals that they both focus on the shape of an acoustic 
signal in the spectrogram. McCallum explained these shapes from the aspect of phonetics 
while Brandes focused more on the automated sound analysis. Although different terms are 
used in the two definitions, their shapes in the spectrogram are identical. For example, the 
whistle in McCallum’s work is the same as the segments with constant frequency in the 
work by Brandes. In fact, these two definitions of common patterns overlap to some extent. 
To clarify and include more common patterns for automated species recognition, the present 
study defines acoustic components according to the appearance in the spectrogram based on 
a combination of the works by McCallum and Brandes. The terms used for these 
components follow McCallum’s definitions.   
Acoustic components are the basic elements of audible events that are attributable to a 
particular source. The majority of call structures can be comprised of these components. 
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Primitive components include the whistle, click, slur, warble and blocks. Composite 
components include stacked harmonics and oscillations. In fact, primitive components as 
well as stacked harmonics are similar to the common definition of syllables. They are 
inseparable in time and can be used to construct call structures. Oscillation is a compound 
component which is a common call structure among animal calls. It consists of repeated 
primitive components, typically clicks or stacked harmonics. In this study, harmonics is 
categorised as a component because the detection of this pattern is also fundamental in 
animal call recognition. Table 3.1 summarises the acoustic component definitions, 
appearance and corresponding representative species. The species listed here are all from 
Queensland, Australia, where the sensors in the present study were deployed. 
A whistle, also called “pitch”, is horizontal in a sonogram, which means it does not change 
frequency. Many bird sounds add information to the simple pitch trend of the carrier 
frequency. The process of frequency modulation, by the vocal tract of the bird, gives derived 
spectrographic shapes such as warbles, clicks and slurs. It is accomplished by changing the 
shape of the syrinx or changing the pressure in the air sacs that surround the syrinx 
(McCallum, 2010). The click rotates the flat trace of the whistle by almost 90 degrees. The 
trace of a click cannot be exactly vertical because that would indicate instantaneous pitch 
change, which is physically impossible. The membranes in a bird’s syrinx can change their 
oscillation rates several kHz in ten milliseconds, which is very close to instantaneous. 
Simple sounds between the extremes of the whistle and click are slurs. Slurs can be upslurs, 
downslurs, overslurs or underslurs (Pieplow, 2007), depending upon the frequency trend. 
“Warble” is a useful generic term used for a simple sound that changes pitch trend more 
than once along with time. 
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Table 3.1 Acoustic components’ definition, appearance, and representative species 
Components Definition Appearance Species 
Whistle 
A whistle is a continuous tone 
that appears as a horizontal line 
in a spectrogram. 
 
Eastern Whipbird, 
Little Bronza-
Cuckoo, Gray 
Fantail, etc. 
Click 
A click is a vertical line in a 
spectrogram. 
 
Eastern Yellow 
Robin, Eastern 
Whipbird, Mistletoe 
bird, etc. 
Slurs 
A slur covers all frequency 
modulated tones from the whip 
to a slow chirp. 
 
Little Friarbird, 
White-browed Scrub 
wren, etc. 
Warble 
A warble is a particular case of 
a spectral line, a tone modulated 
in one direction and then back 
again. 
 
Indian Peafowl, 
Eastern Koel, 
Australian Owlet-
Nightjar, etc. 
Block 
Blocks represent concentrations 
of acoustic energy that occupy a 
rectangular, triangular or some 
other shaped portion of a 
spectrogram. 
 
Rainbow lorikeet, 
Masked Owl, etc. 
Stacked 
Harmonic 
Stacked harmonics appear as a 
vertical stack of lines or 
warbles, often equally spaced. 
The lowest member of a stack is 
the fundamental frequency. 
 
Australian Owlet-
Nightjar, Corella, 
Crow, etc. 
Oscillation 
Oscillations consist of a 
repeated acoustic component, 
typically a repeated click or 
stacked harmonic. 
 
Lewin’s 
HoneyEater, 
Rufous Whistler, 
White-browed Scrub 
wren, Little 
Friarbird, etc. 
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Harmonics are the natural result of the way mammals, birds and frogs produce voiced 
sounds, which involves modulating a stream of air with a vibrating membrane. The 
membrane vibrates at a frequency called the fundamental frequency, but the resulting sound 
contains additional, concurrent tones at frequencies equal to the integral multiple of the 
fundamental frequency. 
Wobbles in the harmonics are more pronounced because frequency change in the second 
harmonic is twice that of the fundamental frequency. As a result, unless the fundamental 
frequency is flat, the harmonics are not going to be parallel to it (McCallum, 2010).. 
3.6 Summary 
The syntax of animal calls cannot be compared with human speech, primarily because 
animal calls have no lexicon or semantics. With the generic acoustic component definition, 
extracted components can be viewed as the lexicon of animal calls. This lexicon is 
extendable along with continuous research. In addition, the defined acoustic components 
cover bird species not only in Australia but also in other regions since the definitions are 
based on multiple existing works around the world. It is a critical contribution to the syntax 
analysis of animal calls. The next step, as explored in the next chapter, is to build acoustic 
component detectors for each component in order to apply the syntactic pattern recognition 
approach to automated species recognition. 
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Chapter 4 Acoustic Component Detection  
This chapter introduces the acoustic component detection in spectrograms based on the 
definitions of the acoustic components for animal calls presented in Chapter 3. The detection 
of components by algorithms contributes to the preparation of the automated call structure 
recognition system. 
4.1 Objective 
The objective of the work reported in this chapter is to locate acoustic components in 
spectrograms regardless of their context, that is, regardless of whether they are components 
of a more complex animal call or originate from a non-biological source. An acoustic 
component detection toolbox (ACDT) is developed for six broad types of acoustic 
components: the whistle, click/slur, block, warble, stacked harmonic, and oscillation. The 
whistle, click/slur and block detections are approached from the aspect of signal processing, 
while the warble, stacked harmonic and oscillation detections are approached from the 
aspect of image processing. The features for the whistle, click/slur and block are extracted 
from the signal’s waveform, while the features for the warble, harmonic and oscillation are 
extracted from the signal’s spectrogram.  
4.2 Signal Acquisition 
Signals are acquired using an acoustic data logger configured for continuous recording over 
24 hours (Wimmer et al., 2010). All recordings are sampled at  (22,050 Hz) and a bit rate 
of 16. Long recordings are subsequently split into one-minute segments. The signal is 
framed using a window of 2  (n ≥ 8) samples which offers a reasonable compromise 
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between time and frequency resolution. A Hamming window function is applied to each 
frame prior to performing a fast Fourier transform, which yields amplitude values for 2 
frequency bins, each spanning /2
Hz. A spectrogram is formed after the fast Fourier 
transform. Each pixel represents one frame covering 2  samples and one frequency bin 
spanning /2
Hz. 
4.3 Whistle, Click/Slur and Block Detections in Signal Processing 
The definitions of the whistle, click/slur and block were introduced in Chapter 3 (Section 
3.5). A whistle is a continuous tone that appears as a horizontal line in a spectrogram. A 
click is a vertical line in a spectrogram. A slur covers all frequency modulated tones from 
the whip to a slow chirp. Blocks represent concentrations of acoustic energy that occupy a 
rectangular, triangular or some other shaped portion of a spectrogram. 
4.3.1 Feature Extraction 
Chebyshev Filter 
The pre-processing of feature extraction involves the application of a band-pass filter to 
remove signals in irrelevant frequency bands. For the purposes of this study, the filter design 
and analysis tool in the Matlab software package was implemented in order to choose the 
proper filter. A band-pass Chebyshev type I filter was selected after comparison with the 
Butterworth and Chebyshev type II filters.  
Chebyshev filters are analog or digital filters having a steeper roll-off and more pass-band 
ripples (type I) or stop-band ripples (type II) than Butterworth filters (Proakis & Manolakis, 
2007). Chebyshev filters have a property that minimises the error between the idealised and 
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actual filter characteristics over the range of the filter, but with ripples in the pass-band. 
The Chebyshev type II filter is less common as it does not roll-off as fast as the type I filter, 
and it requires more components. Figure 4.1(a) illustrates the meanings of the parameters 
applied to a band-pass Chebyshev type I filter. Figure 4.1(b) presents a band-pass filter with 
the response at order = 10 and 	
 (ripple) = 0.1 dB.  
 
(a) Chebyshev type I filter 
                   Figure 
Features  
Three features are extracted from 
the zero-crossing numbers of each frame (
number between the zero
The Zc reflects the frequency. 
The average amplitude value 
                    
where win = the window size and 
Note that the dB values at this stage are 
having a unit amplitude in each frequency bin.
The  value implies an ‘average’ frequency (
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(b) Band-pass filters (200 Hz~2500 Hz) 
4.1 Chebyshev type I filter and its magnitude response
each frame of the sound waveform: the 
), and the standard deviation of the sample 
-crossings (SDz). The dB value reflects the ene
The SDz reflects the fluctuation level of the 
is calculated using: 
        20  ∑ log /	                     
i takes values from 0 to win-1. 
calculated with respect to a hypothetical signal 
 
	) for the frame given by:
  
 
decibel value (dB), 
rgy of the signal. 
signal. 
                    (4.1) 
 
Chapter 4 Acoustic Component Detection   
49 
 
 
                                       /2                                               (4.2) 
where  denotes the signal sampling rate,  denotes the zero-crossing count for the frame 
and win represents the window size.  
Characterization of Features 
To better explain the characterisation of the extracted features, a one-minute recording 
containing birdsongs (sample rate  is 22050 Hz) is chosen to illustrate. Figure 4.2 shows 
the waveform and spectrogram of this recording. There are at least four kinds of birdsongs 
existing in this recording. They present various shapes in the spectrogram. There are 
whistles along 1.3 kHz, clicks spanning from 1.5 kHz to 3.5 kHz, and oscillations occupying 
2 kHz to 4 kHz. Some weak clicks are located at the high frequency band as well. As most 
events of interest happen at the low frequency range (200 Hz ~ 4 kHz), we apply a band-
pass Chebyshev type I filter of order = 10 and 	
 (ripple) = 0.1 dB to filter out the high 
frequency signals above 4 kHz.     
 
Figure 4.2 BAC1_20071008-084607.wav (the small portion of red box will be used in section 4.3.2) 
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The signal is framed with a non-overlapping window of 256 samples. Three features are 
extracted from each frame: the average amplitude value (dB) in the frame, the number of 
zero-crossings (), and the standard deviation of the sample number between the zero-
crossings (SDz). Figure 4.3 displays the feature extraction results. These figures indicate that 
dB,	 and SDz are quite convincing features to reflect the original signal. Take signals in 
the black and red rectangles as examples. Suppose the average number of zero crossings 
(  is 60 for black and 110 for red as indicated by the two red lines in Figure 4.3. 
Consequently, the approximate frequency band for the black rectangle is around 1.3 kHz 
and for the red rectangle it is around 2.7 kHz according to equation (4.2). According to the 
dB value which reflects the energy of an acoustic event, there are around five separate calls 
in the black rectangle, while there might be just one kind of call in the red rectangle as the 
dB values are at a similar level. In addition, the SDz values are varied for the black rectangle 
from the lowest value 2 to the highest value 10. The low SDz value indicates there is less 
fluctuation in the frequency band for the acoustic signals. Therefore, the three or four low 
SDz values in the black rectangle indicate these three or four acoustic signals in the 
frequency band of 1.3 kHz are quite stable, near horizontal lines, and are identified as 
whistles. The SDz values fluctuate in the red rectangle, mainly around 7. This signal should 
be an oscillation. This relatively higher SDz value indicates that the acoustic signal has a 
broad frequency band around 2.7 kHz. Based on this prediction, the spectrogram is 
examined further in order to discover the exact locations of these acoustic signals (Figure 
4.4).  
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Figure 4.3 Feature extraction result 
         
(a) Signal in black rectangle of Figure 4.3       (b) Signal in red rectangle of Figure 4.3 
Figure 4.4 Original signal in Figure 4.2 
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(a) Relationship between dB and                             (b)  Relationship between SDz and  
Figure 4.5 Relationship between features 
To further explore the relationship between the extracted features and the acoustic events in 
the spectrogram, graphs between dB, SDz and  are drawn as shown in Figure 4.5. Figure 
4.5(a) indicates the baseline of dB, mainly around -54 dB. Those signals, less than -54 dB, 
can simply be viewed as noise. Figure 4.5(b) illustrates the typical relationship between the 
SDz and . The scatter plot shows a trend line with descending outliers. The trend line is 
derived from the background noise in the original recording and the outliers are due to bird 
calls. Both graphs indicate acoustic events concentrating in three frequency bands with zero-
crossing numbers between (50, 60), (60, 80), and (100,120). 
Through the analysis of the feature characterisation, it is concluded that the dB, 	 and SDz 
are convincing features that reflect the acoustic events, particularly for the pure tone 
(whistle).  
4.3.2 Significant Frame Selection 
The significant frame selection is conducted using a modified version of the adaptive level 
equalisation algorithm originally used for end-point detection in speech recordings (Lamel, 
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Rabiner, Rosenberg & Wilpon, 1981). The frame selection is applied to two branches 
according to two features, namely, the acoustic energy dB and the standard deviation of the 
sample number between zero-crossings SDz. The first method is to extract frames containing 
the required acoustic energy based on the dB value, but the source of it is not known. The 
source of this acoustic energy may be birds or background noise. The second method is to 
extract frames containing pure tones (whistles) which belong to birds based on SDz. This 
method is applied to select frames that have dB values or SDz values that are significantly 
different from the background noise.  
Significant Frame Selection Based on dB Values  
Figure 4.6 is derived from Figure 4.5(a). This figure graphs the relation between the dB and 
frequency. Frequency (	) is calculated according to the zero-crossing number   using 
equation (4.2). To remove background noise, the dB baseline of noise needs to be calculated. 
The contribution of noise to recordings of the environment typically declines with increasing 
frequency. This noise type is pink noise (Towsey & Planitz, 2010), which obeys normal 
distribution. Figure 4.7 illustrates the features of normal distribution. The noise removal 
algorithm is implemented as follows: 
                     
            Figure 4.6 dB vs. frequency                                            Figure 4.7 Normal distribution 
Noise Level 
oneStd 
2.58*oneStd 
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Step 1: Compute a histogram of the decibel intensity values. Set the histogram bin number 
to 100. The histogram bin width equals: 
!"# 
$%&'($)*'(
+	,-+./
                                           (4.3) 
Step 2: Calculate the frame number falling into each bin. 
Step 3: Draw a histogram and smooth the histogram (window length = 7 samples); see 
Figure 4.8(a). The formula of the smooth filter is: 
0 
12314313131331343132
5
                      (4.4) 
     
    
 (a)  Smoothed histogram of dB                             (b)    dB values based on 2.58*oneStd 
                                            Figure 4.8 Significant frame selection based on dB 
Step 4: Calculate the noise level. Find the bin number which contains the most frames 
(peakID). The noise level is obtained by using the following formula: 
 
6789:9;9:  min ? @9ABCD ? 1 ∗ !"#                        (4.5) 
In this case, the noise level is -55.3464 dB where the peakID in Figure 4.8(a) is 23. The 
noise levels are labelled in both Figure 4.8(a) and Figure 4.6.  
Noise Level 
oneStd 
2.58*oneStd 
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Step 5: Subtract the modal noise intensity from all dB values in the frequency bin.  
Step 6: Calculate one standard deviation. As shown in Figure 4.8(a), acoustic energy exists 
in bins from approximately 50~95, as the background noise obeys normal distribution. The 
confidence interval of the normal distribution is shown in Figure 4.7, from which it can be 
determined that the probability reaches 99% when the signal falls in the confidence interval 
(-2.58σ, +2.58σ), where σ represents one standard deviation. Since the pink noise 
(background noise) obeys a normal distribution, one standard deviation can be computed 
based on the noise element which is removed at step 5. The following variance formula is 
adopted: 
84 
∑1GHI
J

                                                              (4.6) 
where KI equals the noise level. After calculation, the one standard deviation (oneStd) is 
achieved at 1.9183 (see the labels in Figure 4.8(a) and Figure 4.6).  
Step 7: Extract the dB frames based on 2.58*oneStd. The frames that satisfy this condition 
are said to contain dB hits (see Figure 4.8(b)).  
Significant Frame Selection Based on SDz Values 
The selection of frames that contain significantly low SDz values (implying the detection of 
a whistle or pure tone) is more complicated because of the dependence of SDz on	 . 
Background environmental noise is typically ‘pink’, and its power declines with increasing 
frequency. It is necessary to detrend the data displayed in Figure 4.9(a) where the frequency 
is derived from Figure 4.5(b) by using equation (4.2). A MATLAB function (the 
exponential 	fx  a  exp	b  x) is used to detrend and plot the residuals against 	 
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(Figure 4.9(b)). It is now possible to calculate a single threshold (using the histogram 
method outlined in the previous section) to select the frames having significantly low SDz 
values. Low SDz values reflect that the signal is stable in a frequency band and this stability 
is the typical characteristic of a whistle. Once again, the confidence level is set at 99% (≥ 
2.58*oneStd). The frames that satisfy this condition are said to contain whistle hits. The 
related graphs are shown in Figure 4.10. The noise level, oneStd, and 2.58*oneStd are all 
marked in Figure 4.9(b) and Figure 4.10(a) with the values of 0.5, 0.93, and 2.4, respectively.  
 
     
(a) SDz vs. Frequency                                      (b)  Residuals vs. Frequency  
Figure 4.9 Relationship between SDz and frequency 
       
             (a) Smoothed Histogram of Residuals           (b) Residuals values based on 2.58*oneStd 
Figure 4.10 Significant frame selection based on SDz 
oneStd 
2.58*oneStd 
Noise Level 
Noise Level oneStd 
2.58*oneStd 
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A collection of dB hits and 
obtained. These hits are pooled and subsequently displayed on a 
Figure 4.11(a) illustrates a small (approximately two second
Figure 4.2, which has been marked by a red box. Figure 4.11
of the spectrogram where each cross represents a 
frequency fz) and Figure 4.11
from Figure 4.11, the whistle hits 
dB hits are more accurate at picking out other acoustic components. The next step 
develop algorithms to detect three acoustic components, 
blocks, by recognising clusters of hits having the appropriate distribution
(a) Part of a recording
Figure 4.11 Spectrogram display
4.3.3 Whistle Detection 
A whistle clustering algorithm is developed 
whistles typically persist over a number of frames in the same frequency bin. High 
amplitude whistles will occupy adjacent frequency bins. Furthermore
within a bird whistle exceed the thresholds set for 
is necessary to cluster the whistle hits. The algorithm is 
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whistle hits derived from the original recording
noise-removed 
s) portion of the recording in 
(b) illustrates the same portion 
dB hit (the cross is placed at the ‘implied’ 
(c) illustrates the whistle hits. Although it is not easily apparent 
are more accurate at picking out bird whistles while the 
namely, whistles, clicks/slurs and 
. 
    
             (b) dB hits                        (c) Whistle
 (x-axis represents time (s), y-axis represents frequency (Hz))
based on the whistle hits in spectrograms. 
, not all the fr
the detection of whistle hits. Therefore, it 
achieved in two steps: 
 
 is now 
spectrogram. 
is to 
 
 hits 
 
Bird 
ames 
1) link the 
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whistle hits that satisfy whistle conditions in the time domain, and 2) link the hits that 
satisfy whistle conditions in the frequency domain. All the parameters set out in Table 4.1 
need to be tuned for different whistles.  
Step 1:    Whistle detection (the temporal clustering of consecutive whistle hits): 
a. For each frequency bin, join any group of consecutive whistle hits whose 
length is greater than the minimum whistle width threshold and where the 
gap between adjacent hits does not exceed the minimum time between 
consecutive whistle hits.  
b. Remove all whistle hits that are not included in a group. 
c. Output the start and end frames of the remaining temporal groups. 
Step 2: Whistle clustering (group whistles across frequency bins): There are eight possible 
cases of adjacent whistle hits (Figure 4.12). S1 and E1 represent the start point and end point 
of the assumed whistle in the current frequency bin, while S2 and E2 represent the assumed 
whistle in the adjacent frequency bin. For each frequency bin b, join a whistle in bin b to a 
whistle in bin b+1 if they overlap temporally (cases 1, 2, 3, 4) or if their adjacent ends are 
separated by less than the minimum frame distance between two temporal overlapping 
whistles (cases 5, 6). 
 
Figure 4.12 Different positions of whistles in adjacent frequency bins 
Chapter 4 Acoustic Component Detection   
59 
 
 
Table 4.1 Parameter set for whistle detection 
 
 
4.3.4 Click and Slur Detection 
For click and slur detection, the spectrograms are searched for clusters of dB hits. The 
algorithm consists of two steps: 1) find clusters of dB hits in the temporal domain; and 2) 
determine which of those clusters satisfy the frequency conditions for a click or slur. All the 
parameters set out in Table 4.2 need to be tuned for different clicks and slurs.  
Step 1: Click/slur detection (the temporal clustering of consecutive dB hits) 
a. Stepping through frames, join any group of consecutive dB hits whose 
density exceeds the click density threshold within the click width threshold.   
b. Impose click latency; consecutive clicks may not be closer than t seconds. 
c.  Remove all dB hits that are not included in a group. 
d.  Output the start and end frames of the remaining temporal groups. 
Step 2: Click/slur clustering: The object here is to confirm that the dB hits grouped in the 
previous step span a sufficient frequency band to constitute a click. 
a. For each of the hits in a potential group from step 1, join any group of 
consecutive hits covering the minimum frequency bins covered by a 
potential click. The frequency bin gap between adjacent hits never exceeds 
the maximum frequency bin gap of a potential click.  
b. Output the start frame and frequency and the end frame and frequency of 
each confirmed click/slur. 
Parameter 
Window size  
Minimum time between consecutive whistle hits   
Minimum whistle width threshold  
Minimum frame distance between two temporal overlapping whistle  
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Table 4.2 Parameter set for click detection 
 
 
 
4.3.5 Block Detection 
Block detection is a modification of click detection and begins with the spectrogram of dB 
hits. All the parameters set out in Table 4.3 need to be tuned for different blocks.   
Step 1: Assumed block detection (group adjacent frames that have dB hits) 
a. Stepping through frequency bins, join any group of consecutive dB hits 
whose number exceeds the minimum hits in a potential block frequency bin 
and where the gap between adjacent hits does not exceed the block width 
threshold.  
b.  Remove all dB hits not included in a group. 
c.  Output the start and end point of each group. 
Step 2: Trim blocks – For each bin within a group output by step 1, remove hits where the 
total hits in the bin are less than the minimum hits in a potential block frequency bin. 
Step 3: Confirmed block detection 
a. For each group identified in step 2, join any consecutive frequency bins 
containing the minimum frequency bin number of a potential block with hits 
and containing not more than the minimum frequency bin gap of a potential 
block. 
b.  Remove all dB hits not included in a group remaining after step 2a. 
Parameter 
Window size  
Click width threshold  
Click density threshold 
Minimum frequency bins covered by a potential click 
Maximum frequency bin gap of a potential click 
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c. Output the start frame and frequency and the end frame and frequency of 
each confirmed block.
                                                 Table 
 
 
 
4.3.6 Result 
Figure 4.13(a) illustrates the schematic graph of Figure 
(s), and the y-axis represents frequency (Hz).
each other at around 2000~3000 Hz. 
whistle hits after noise removal. The 
red lines and a red box.  
 
 
 
 
 
 
 
 
 
 
Figure 4.13 Performance of whistle, click and block detection algorithms
Window size 
Block 
Minimum hits in a potential block frequency bin
Minimum frequency bin number of a potential block
Minimum frequency bin gap of a potential block
(a). Schematic graph of components
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4.3 Parameter set for block detection 
4.11(a). The x-axis represents time 
 The click, whistle and block are masked 
The black crosses on Figure 4.13(b) ar
overlapping components are separated accurately
 (x-axis represents time (s) 
and y-axis represents frequency (Hz)) 
 
Parameter 
 
width threshold  
 
 
 
          
 
(b). Results on the noise 
removed spectrogram
 
by 
e dB hits and 
 by 
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4.4 Warble, Stacked Harmonics, and Oscillation Detection in Image 
Processing 
A warble is a particular case of a spectral line; it is a tone modulated in one direction and 
then back again. Stacked harmonics appear as a vertical stack of lines or warbles, often 
equally spaced. The lowest member of a stack is the fundamental frequency. Oscillations 
consist of a repeated acoustic component, typically a repeated click or stacked harmonic. In 
order to better illustrate the detection algorithms, a female koala call is taken as an example 
and all the detection algorithms are applied. Figure 4.14(a) shows the spectrogram of a 
female koala call. The call structure consists of three components. The primitive component 
is a warble. Stacked warbles then form a harmonic in frequency. In the time series, these 
stacked harmonics form an oscillation. 
 
 (a) Original                                                   (b) After Noise Reduction 
Figure 4.14 The spectrogram of a female koala call (the small portion of red box will be used in 
section 4.4.2 for illustration) 
4.4.1 Noise Removal and Binary Spectrogram  
The noise removal algorithm (Section 4.3.2) is based on the extracted features of the signal 
waveform from the aspect of signal processing. Since the spectrogram is an image, the noise 
reduction algorithm is adapted from Agranat (2009).   
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Step 1: Apply the wiener2 function in Matlab to the spectrogram in order to reduce the 
stationary background noise and achieve the spectrogram matrix X. The wiener2 low-pass 
filter creates a grey-scale image that has been degraded by constant power additive noise. 
The wiener2 filter uses a pixel-wise adaptive Wiener method based on statistics estimated 
from the local neighbourhood of each pixel. 
Step 2: Convert the matrix X into a log scale spectrogram L by: 
R  log||                                                          (4.7) 
Step 3: Normalise the log scale matrix L to N by:  
6  	
TG
$%&	T
                                                              (4.8) 
Step 4: Convert the spectrogram to a binary spectrogram. If the pixel value is greater than a 
threshold, set the pixels to ‘0’ as black. Otherwise, set pixels to ‘255’ as white.  
Figure 4.14(b) shows the result of the noise reduction. This spectrogram is binary after 
processing.                                                                 
4.4.2 Warble Detection  
The appearance of a warble in a spectrogram is sinusoidal. The variation is reflected in the 
amount of crest and trough. It may contain only one crest/trough, one crest and one trough, 
or multiple crests and troughs. Since animal calls usually have a dominating 
crest/trough/crest and trough, we ignore the ripples that appear in conjunction with this 
dominant peak in order to reduce the complexity. The flowchart of the designed warble 
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detection algorithm is shown in Figure 4.15. All the parameters set out in Table 4.4 need 
to be tuned for different warbles. 
Step 1: Restrict the signal into specific frequency bands (minimum frequency, maximum 
frequency) based on the prior knowledge of the target species’ call structure. This helps to 
reduce the interference from other sounds that may occur at higher or lower frequencies, 
especially wind noise and traffic noise which tend to be intense at lower frequencies.  
Step 2: Skeleton extraction. In the spectrogram, a group of pixels belongs to one warble 
since the single warble has height in frequency and width in time. Part of these pixels can be 
discarded as long as the abstract information is kept. The middle nonzero pixel of the 
continuous nonzero pixels in time and in frequency is extracted. The skeleton of a potential 
warble is extracted afterwards. Figure 4.16 extracts a small portion from the Figure 4.14(b) 
spectrogram which has been marked by a red box to illustrate the skeleton extraction 
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Spectrogram matrix
Bandpass filter
Skeleton extraction
Potential warble area segmentation
Marquee warbles
Judge the warble direction by comparing 
the maxima and minima 
Pick up the extreme values including maxima and 
minima in a series of warble -related pixels
Find related pixels for each 
potential warble
Remove redundant warble -related pixels
In a potential warble 
area, track warbles in 
time and frequency
 
Figure 4.15  Flow chart of warble detection 
 
                        
                                                Before                                             After 
Figure 4.16 Skeleton extraction (a small portion of Figure 4.14(b)) 
Step 3: Potential warble area segmentation. Frames are cleared if the distance between 
these frames and potential warbles exceeds the maximum gap. Potential warble areas are 
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segmented in time according to the maximum gap. The start and end frames for potential 
warble areas are recorded. Segmented potential warble areas whose time length exceeds the 
range of minimum potential warble length and maximum potential warble length are 
removed. 
Step 4: Track warbles in a potential warble area.   
a. Find all nonzero pixels in each frame and store the frequency locations.  
b. Starting from the first nonzero pixel in the first frame, scan through the rest 
of the frames to find the warble-related pixels. The frequency gap between 
adjacent pixels must be smaller than the threshold of frequency break in a 
warble. 
c. Remove the redundant warble-related pixels. Sometimes there are two 
related pixels in an adjacent frame for a pixel in a current frame. As the 
trend is either up or down, the redundant pixel needs to be removed. The 
frequency distance between both pixels with the average location value of 
the remaining related pixels is measured. The pixel with a shorter distance is 
kept and the other one is removed. 
d. Extract the extreme values including the maxima and minima in a series of 
warble-related pixel frequency locations and judge whether these extreme 
values are in the middle of this series of numbers. The frame distance 
between two extreme values should be less than the threshold of the frame 
distance between a crest and trough and the frequency distance between 
two extreme values should be less than the threshold of the frequency 
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distance between a crest and trough. If there is more than one maxima, 
keep the maximum one. The same rule is applied to the minima value. 
e. Judge the values of the maxima and minima to determine the direction of 
this potential warble. This step determines whether there is both a crest and 
trough or only one peak point in this warble. Record the start and end frame 
and frequency location accordingly. Repeat steps c), d) and e) for each 
series of warble-related pixels. 
f. Check the empty space in a potential warble obtained in step e by the non-
empty space threshold. The shape of the warble requires an empty space 
under the sine wave. This step is carried out to distinguish the block and 
warble.  
Step 5: Marquee warbles using boxes.  
Table 4.4 Parameter set for warble detection 
 
 
 
 
4.4.3 Stacked Harmonic Detection 
The stacked harmonic is comprised of repeated formants in a frequency. The formant can be 
a line, warble or other primitive acoustic component. The critical features of stacked 
harmonics are the formants and the gaps between the formants. The shape of a formant is 
Parameter 
Window size  
Noise threshold  
Maximum frequency 
Minimum frequency 
Warble break in frequency 
Warble maximum gap 
Minimum potential warble length 
Maximum potential warble length 
Frame distance between crest and trough 
Frequency distance between crest and trough 
Non-empty space threshold 
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not checked as long as these formants repeat in time or frequency at least three times. This 
is permitted based on the characteristics of real-world sound. The formant shape of the 
harmonic and oscillation is not clear in most cases, even after the noise reduction. Adding 
formant shape tracking will greatly lower the positives, while in real-world environmental 
monitoring, ecologists are more concerned with high positives than with high precision. The 
flowchart of the algorithm is illustrated in Figure 4.17. All the parameters set out in Table 
4.5 need to be tuned for different harmonics.                               
Potential Harmonic Area Segmentation in Time  
The signal is restricted into specific frequency bands (minimum frequency, maximum 
frequency) based on the prior knowledge of the target species’ call structure. In the filtered 
spectrogram, the number of signal pixels in each frame is counted. If the number is greater 
than the signal number threshold in each frame, the number of adjacent frames which this 
single harmonic may cover is counted. If the number of adjacent frames is greater than the 
harmonic frame number threshold, the start frame and end frame for this potential single 
harmonic are recorded. Note that it is not required to set up the threshold for the maximum 
time length of a single harmonic. This algorithm detects the boundary automatically, even if 
the time length of the harmonic varies. 
Track Harmonic in Corresponding Potential Areas 
Step 1: Extract formants in a potential harmonic area. Start from the first frame and the first 
nonzero frequency bin; count the number of adjacent nonzero bins till a zero bin is 
encountered. 
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Figure 4.17 Flow chart of harmonic detection  
Record the start and end frequency bin number for a potential formant if the number of 
adjacent nonzero bins is equal to or greater than the formant height threshold.  
Step 2: Pick up the gaps between formants. Count the number of adjacent zero frequency 
bins followed by a potential formant until a nonzero bin is encountered. Record the start and 
end frequency bin number for a potential gap if this number is equal to or greater than the 
threshold of the frequency bin gap between formants. Continue to search and count until the 
end of this frame. Repeat step 1 and step 2 for each frame.  
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Step 3: Pick up the periodic gaps in this potential harmonic. Stepping through the frames, 
find frames with more than two gaps; the frame difference between these frames should be 
less than two. 
Step 4: Pick up the start and end frequency bin for this potential harmonic. Within the start 
and end frame, pick up the highest and lowest frequency bin numbers according to the 
recorded start and end frequency bin numbers for the formants in step 1.  
Step 5: Marquee harmonics using boxes. 
Table 4.5 Parameter set for harmonic detection 
 
 
 
 
4.4.4 Oscillation Detection  
The shape of the oscillation has features that are similar to those of the harmonic. The 
critical features are formants and the gaps in between. Instead of being stacked in frequency, 
the formants oscillate in time. Thus, the algorithm design follows the harmonic detection. 
The flowchart of the algorithm is illustrated in Figure 4.18. All the parameters set out in 
Table 4.6 need to be tuned for different oscillations. 
Parameter 
Window size  
Noise threshold  
Maximum frequency  
Minimum frequency  
Signal number in each frame 
Formant height 
Frequency bin gap between formants 
Harmonic frame number 
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Figure 4.18 Flow chart of oscillation detection 
Potential Oscillation Area Segmentation in Time 
The signal is restricted into specific frequency bands (minimum frequency, maximum 
frequency) based on the prior knowledge of the target species’ call structure.  
Step 1: Enhance the gap between the formants. In the filtered spectrogram, some noisy 
frames still exist even after noise reduction. These frames mess up the structure of the 
oscillation, especially in the situation where there are overlapping calls. Count the number 
of nonzero pixels in a frame. If the number is smaller than the threshold of minimum signal 
numbers in a frame, clear this frame to form a gap.   
Step 2: Segment the potential oscillation areas. Extract the non-empty frames and calculate 
the distance between adjacent non-empty frames. If the distance is greater than the threshold 
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of the impossible gap between formants, record the start and end frames for this current 
potential oscillation.  
Track Oscillation in Corresponding Potential Areas 
Step 1: Extract formants in a potential oscillation area. Starting from the lowest frequency 
bin and the first nonzero frame, count the number of adjacent nonzero frames until a zero 
frame is encountered. Record the start and end frame numbers for a potential formant if the 
number of adjacent nonzero frames is equal to or greater than the formant width threshold.  
Step 2: Extract the gaps between formants. Count the number of adjacent zero frames 
followed by a potential formant until a nonzero frame is encountered. Record the start and 
end frames for a potential gap if this number is equal to or greater than the threshold of the 
frame gap between formants. Continue to search and count until the end of this frequency 
bin. Repeat steps 1 and 2 for each frequency bin.  
Step 3: Extract the periodic gaps in this potential oscillation. Stepping through the frequency 
bins, find the frequency bins with more than two gaps; the frequency difference between 
these bins should be less than two.  
Step 4: Extract the start and end frames for this potential oscillation. Within the low and 
high frequency bins recorded in step 3, pick up the smallest and largest frames according to 
the recorded start and end frames for the formants in step 1.  
Step 5: Marquee the oscillations using boxes.  
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Table 4.6 Parameter set for oscillation detection 
 
 
 
 
4.4.5 Result 
Figure 4.19 presents the performance of the warble, harmonic and oscillation detection 
algorithms. The detection results are all marked using red boxes. In the warble detection, the 
clear independent warbles are tracked by the red boxes. However, the unseparated warbles 
in frequency cannot be extracted. The harmonic detector locates almost all the harmonics in 
the spectrogram and the oscillation detector restricts the precise boundary of the oscillation.   
 
(a)  Warble detection result 
    
(b) The harmonic detection result         (c) The oscillation detection result 
Figure 4.19 Performance of warble, harmonic and oscillation detection algorithms 
Parameter 
Window size  
Noise threshold  
Maximum frequency  
Minimum frequency  
Minimum signal number in a frame 
Formant width                                                                                                               
Frame gap between formants 
Impossible gap between formants 
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4.5 Distinguishing the Overlapping Components 
In the environment, animal calls are sometimes overlapping both in time and frequency, and 
therefore mask each other in a spectrogram. A good example demonstrating this masking 
property can be seen in Figure 4.20(a) where the click, whistle and oscillation overlap. After 
checking through the dataset used in the present study, it was discovered that most of the 
overlapping structures are oscillations masked by other components (click, warble, harmonic 
and whistle). Perhaps due to the great challenge of separating overlapping calls, researchers 
in this area have not yet addressed the detection of target calls in the masked situation. The 
acoustic component toolbox proposed in the present study shows the promising ability to 
solve this problem, as shown in Figures 4.13(b) and 4.20(b, c).  
More exploration is extended to five types of overlapping components, namely, the click 
with block, click with oscillation, warble with oscillation, harmonic with oscillation, and 
whistle with oscillation. These five types appeared to be common cases in the examination 
of the dataset. One sample for each type was chosen to test the acoustic component detection 
toolbox because training the detector for each component is very time consuming. Figure 
4.21 presents the graphic results of these five overlapping components. 
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 Figure 4.21 Overlapped acoustic component separation
  
(b) Detection results 
displayed on  the 
binary spectrogram 
(c) Detection results 
displayed 
original spectrogram
4.20 Separation of overlapped components  
  
  
  
(b) Click masks 
with oscillation 
(c) Warble 
masks with 
oscillation 
(d) Harmonic 
masks with 
oscillation 
 
 
 
 on the 
 
  
 
 
  
(e) Whistle 
masks with 
oscillation 
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As can be observed, the acoustic component detection toolbox separates the overlapping 
components for most cases except the sloped clicks in Figures 4.21(a) and (b). A click is not 
a simple vertical line in the spectrogram but has a time component. If the terminal of a click 
is masked by an oscillation but within the allowed time duration, it has a horizontal slope.  
Overall, the acoustic component toolbox demonstrates the ability to separate overlapping 
calls. These algorithms are shown to be robust in a noisy environment. With this ability to 
separate overlapping calls, the animal call recognition work is improved as target calls can 
be detected even if they are masked by non-target calls.  
4.6 Experiment, Result and Discussion 
The objective of the acoustic component detection toolbox is to detect an acoustic 
component in a spectrogram regardless of whether or not it originated from an animal. 
Ideally, this toolbox should be tested through the use of recording files in which the acoustic 
components are fully tagged; however, the review of the literature indicates that a tagged 
file for acoustic components does not exist at the time of this study. Nevertheless, the lack of 
a component tag file does not negatively affect the testing of the toolbox. This is because the 
call structures of some known species exhibit the characteristics of a whistle, click, block, 
warble, stacked harmonic and oscillation by themselves. These representative species can be 
used to test the ability of the toolbox to track acoustic components as long as the species tag 
files are available to provide ground truth. 
It should be noted that ground truth files are used for components instead of species. The 
output of component detection is the targeted component, not a call structure. In other words, 
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species are not identified, only components of the soundscape. To confirm whether target 
species can be recognised is the next step after the component detection.      
4.6.1 Ground Truth File 
The QUT bio-acoustic monitoring group monitors acoustics at multiple sites around 
Queensland, Australia, including Brisbane Airport, Samford Valley and St Bees Island. 
Sensor networks have been deployed in these areas to continuously collect sound recordings. 
Some of these recordings are manually checked by ecologists in order to label species in 
corresponding spectrograms. In most cases, birds can call more than once in a minute. To 
determine species presence and reduce repetition, ecologists label the same species once 
each minute. For each species in a recording, the label indicates the species name, frequency 
band and time duration for one of the multiple repeated calls. The rest of the repeated calls 
are ignored as long as this species presents in this minute. The label file can be used as the 
ground truth for the verification of automated detection tools if it is applied properly. The 
production of ground truth files requires experienced ecologists and the cost is very high 
because of the time required to identify the species present in each minute in a continuous 
recording. Therefore, the availability of ground truth files is limited to date. 
4.6.2 Dataset Description 
The present study uses the tagged recording data collected at the Samford Ecological 
Research Faculty located in the Samford Valley which is 20 kilometres north-west of 
Brisbane, Queensland, Australia. The data include a total of 30 days’ sound recordings 
tagged by a team of bird species identification specialists. This provides a training and 
testing dataset for automated analysis. The dawn chorus (4.00am to 9.00am) on 14 October 
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2010 is chosen as the testing dataset. Twenty-five training samples for each component 
are selected from 13-15 October 2010. During these three days, there was no rain or strong 
wind to affect the bio-acoustic signals. The recognition of species during the dawn chorus is 
very difficult, even for ecologists. The experiments are set up on this dawn chorus dataset in 
order to check the robustness of the toolbox in noisy conditions.  
Figure 4.22 shows the signal-to-noise ratio (SNR) distribution for the five hours of the dawn 
chorus. The x-axis is the time range in 10 minute intervals from the 240th minute (4.00am) 
to the 540th minute (9.00am). The y-axis is the SNR (in dB). The average SNR is 13 dB, 
while the maximum is 33 dB and the minimum is 3.7 dB. As shown in Figure 4.22, there are 
three peaks located at periods (290, 310), (390,420) and (450, 470). The minimum value for 
the peak time is about 23 dB. This reflects that there were many species calling at the same 
time, and may potentially cause inaccurate detection results. In fact, the precise detection of 
targets during the dawn chorus is a challenging task for automated tools and remains an 
unsolved research problem in the automated species detection area.   
 
Figure 4.22 Noise distribution over dawn chorus (4.00am–9.00am), 14th October 2010 
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In this dataset, about 46 species are vocalised. Among these species, six representative 
samples are selected to characterise six types of components, namely, the Lewin’s 
Honeyeater (Meliphaga lewinii) is used for oscillations, the Eastern Yellow Robin 
(Eopsaltria australis) is used for clicks, the Eastern Whipbird (Psophodes olivaceus) is used 
for whistles, the Eastern Koel (Eudynamys orientalis) is used for warbles, the Torresian 
Crow (Corvus orru) is used for stacked harmonics, and the Fairy-wren (Malurus cyaneus) is 
used for blocks (see Table 4.7). The ground truth files are for species, and the tag is once a 
minute for each species. As stated previously, these ground truth files are used for 
components instead of species. According to the label files of these components, within 300 
minutes (five hours) of recordings, the Honeyeater oscillation occurred in 131 minutes, the 
Robin click occurred in 9 minutes, the Whipbird whistle occurred in 56 minutes, the Koel 
warble occurred in 52 minutes, the Crow harmonic occurred in 67 minutes, and the Fairy-
wren block occurred in 14 minutes.  
Table 4.7 Selected representative species for acoustic components 
 
4.6.3 Training Process 
The acoustic component detectors require a number of parameters to be tuned using the 
training data. Each component detector is run through the 25 training samples by tuning the 
required parameters manually until the training recall is satisfied. The training recall is 
calculated by:  
Honeyeater 
Oscillation 
Robin  
Click 
Whipbird 
Whistle 
Koel 
Warble 
Crow 
Harmonic 
Fairy-wren 
Block 
      
131minutes 9 minutes 56 minutes 52 minutes 67 minutes 14 minutes 
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 100%                                   (4.9) 
where 6'.f.f.'	denotes the number of detected components, and 6g/h,'	f/,fi denotes the 
actual ground truth components. Table B.2 in Appendix B lists the tuned parameters with 
the optimal values and the training recall for each component detector. The average training 
recall for these six component detectors is 0.89.  
4.6.4 Testing Process 
In the testing phase for each type of component, the component detector runs on minutes 
where targeted components of the representative species are located. Irrelevant minutes are 
not checked due to the objective of this experiment which is to detect an acoustic component, 
not to recognise a species. The targeted components of non-representative species would 
probably be picked up if the component detection was run over all 300 minutes. This would 
mislead the statistical results when the true positive, false positive and false negative are 
counted in comparison with the ground truth file. Thus, only the minutes containing the 
targeted representative species are tested for each type of acoustic component. 
4.6.5 Evaluation Criteria 
The test criteria follow Gordon’s definition (Gordon, Chervonenkis, Gammerman, 
Shahmuradov & Solovyev, 2003): 
• True positive (TP): correctly recognised positives 
• False negative (FN): positives recognised as negatives 
• False positive (FP): negatives recognised as positives. 
Precision, recall and accuracy are defined as (Olson & Delen, 2008): 
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                                                                 (4.10) 
Recall  	
no
no3pr
                                                                    (4.11) 
Accuracy 
vwx%yy3ozwx){)|*
4
                                                        (4.12)  
The judgement of TP, FP and FN depends on the ground truth files. As described previously, 
the label marked by ecologists for each species in a one-minute recording is once for one of 
the multiple repeated calls. The remainder of the repeated calls are ignored. To maximise the 
utilisation of the existing ground truth files, the property of the metadata therefore has to be 
manually explored in order to analyse the results. The confirmation of TP, FP and FN is by:  
• True positive – in a minute, count once when the detector correctly recognises any 
one of the targeted components of a representative species. 
• False positive – in a minute, count once when negatives recognised as positives by 
the detector are from the same source; otherwise, count the number of different 
sources. 
• False negative – in a minute, count once when all of the targeted components of the 
representative species (positives) are recognised as negatives by the detector.  
4.6.6 Result and Discussion 
Table 4.8 presents the results of running the six component detectors over the relevant 
minutes among 300 minutes (five hours) of the dawn chorus. The average accuracy is 0.71, 
which is calculated based upon the precision and recall. Although the average precision is 
0.56, the average recall is 0.87. This result is reasonable considering the real-world sound 
analysis constraints, particularly for distinguishing components in a complicated dawn 
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chorus. High recall is more useful to ecologists than high precision. Among the six 
detectors, two special cases are the Robin click and Koel warble detections. The click 
detector achieves 100% recall of the Robin clicks, but the precision is low at 0.43. The 
warble detector picks up 76% of the Koel warbles, but the precision is low at 0.38. Further 
exploration needs to be undertaken for these two detectors.  
Table 4.8 Average precision, recall and accuracy for tools 
 
An issue with the click detector is the terminal detection. Although the definition of a click 
is a vertical line in a spectrogram, the click lasts for milliseconds in time. To track the click, 
we allow a certain time width. As long as the time gap between signal hits is within the 
defined threshold, this group of signal hits is considered to belong to a potential click. The 
detector tracks unmasked clicks efficiently but it encounters a problem when dealing with 
masked clicks. Figure 4.23(a) gives an example of the unmasked click detection results. The 
yellow dots are signal hits that are kept after noise removal. The green lines track the clicks. 
These terminals are perfectly located. Figure 4.23(b) shows an example of the masked click 
detection. This click, tracked by a blue line, is masked by a whistle (located with a white 
box after applying the whistle detector) and an oscillation (located with a green box after 
applying the oscillation detector). As explained previously, the terminal of this masked click 
is affected by the whistle and is sloped to the left side according to that whistle. Regarding 
the Robin click detection in this experiment, the test was conducted on the dawn chorus 
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dataset. The clicks are easily masked by ot
precision is affected.     
                                  
                                       (a) Unmasked clicks              (b) Click masked by whistle and oscillation 
                                                   
A warble is a particular case of a spectral line, 
then back again. In the spectrogram, the shape of 
detector is designed based on the shape structure after noise reduction in the spectrogram. 
The Koel warbles are quite weak in spectrograms.
dB. It is difficult to identify 
noise threshold for the warble detector
In most cases, the shape of the warble after noise reduction is always lost. 
signal from the background noise
needed. 
4.7 Summary 
Acoustic components are the defined wor
can be formed by acoustic components (words). In order to recognise call structures, 
acoustic component detection is the fundamental task. 
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her acoustic components. Th
                                  
Figure 4.23 Examples of click detection 
as it is a tone modulated in one direction and 
a warble is a sine wave. 
 In most recordings, the SNR is less than 5 
even by the human eye. Therefore, it is difficult to set up the 
 as the feature of the warble detector is signal energy. 
To distinguish the 
, a relatively high SNR (usually greater than 8dB)
ds for animal calls. The call structures (sentences) 
 
 
erefore the 
 
 
The warble 
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This chapter described the development of six acoustic component detectors for the 
whistle, click/slur, block, warble, stacked harmonic and oscillation. The algorithms were 
developed using signal and image processing techniques taking into consideration the sound 
signal and its spectrogram. All the algorithms were demonstrated through sample recordings 
and the component detection results were presented graphically. Through the examination of 
the detection results, a critical advantage of these component detectors was identified, 
namely, that the detectors can effectively distinguish overlapping components in a 
spectrogram. Driven by curiosity regarding the ability of these detectors to distinguish 
components, additional possibilities were explored using five common types of overlapping 
components. The results showed that these component detectors have the ability to separate 
overlapping calls although the click detector showed shortcomings when many species were 
calling simultaneously. With the development of this ability to separate overlapping calls, 
the animal call recognition work will be improved as target calls can be detected even when 
they are masked by non-target calls. 
With the aim of testing the performance of the acoustic component detectors in a noisy 
environment, the dawn chorus (4.00-9.00am) was selected as the testing dataset. Six 
representative species were used to track the target components, in the absence of existing 
component tag files. The experimental results were reasonable considering the real-world 
sound analysis constraints. However, the click and warble detectors encountered low 
precision when the signals were heavily masked or the SNR was lower than 8 dB.  
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Chapter 5 Timed and Probabilistic Automata 
Statistical pattern recognition attempts to classify patterns (or entities) based on a set of 
extracted features with an underlying statistical model for the generation of these patterns. It 
would be optimal if all pattern recognition problems could be approached using a single 
straightforward procedure, namely: (1) determine the feature vectors, (2) train the system 
and, (3) classify patterns. Unfortunately, for many realistic situations, this is not the case. 
Many patterns contain structural or, more generally, relational information that is difficult or 
impossible to quantify in feature vectors (Schalkoff, 1992). Animal calls exhibit various 
structures in the spectrogram (see examples in Chapter 3, Figure 3.4). According to the 
definition of acoustic components discussed in Chapter 3, the relational structures are 
composed of primitive and composite components. It is possible to extract statistical models 
for acoustic components based on extracted feature vectors as was done for the acoustic 
component detection presented in Chapter 4. However, the relational information of a call 
structure is not easily modelled statistically in a feature vector. The premise of syntactic 
pattern recognition is that the structure of an entity is paramount, and the structure may be 
used for classification and description. This could be accomplished, for example, by 
defining suitable and distinct grammars that reflect the structure of each pattern class 
(Schalkoff, 1992). The timed and probabilistic automata presented in this chapter take 
advantage of the syntactic pattern recognition approach to describe the call structures in the 
form of a simplified Markov model. 
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5.1 Birdsong, Human Language Syntax and the Chomsky Hierarchy 
Human speech and birdsong both consist of complex, patterned vocalisations. Such 
sequential structures can be analysed and compared via formal syntactic methods. All sets of  
strings, or languages, can be rank ordered via strict set-inclusion according to their 
computational power. The resulting ‘rings’ are called the ‘Chomsky hierarchy’. Figure 5.1 
illustrates the Chomsky hierarchy of languages along with the hypothesised locations of 
both human language and birdsong (Berwick et al., 2011). The nested rings in the figure 
correspond to the increasingly larger sets, or languages, generated or recognised by more 
powerful grammars or automata. For birdsong and human syntax comparisons, the most 
important point is the small overlap between the possible languages generated by human 
syntax (the irregular-shaded grey set), as opposed to the birdsong syntax (the stippled grey 
set). From Figure 5.1, it is found that, in terms of syntactic complexity, birdsong cannot 
directly be compared with human speech, primarily because it possesses neither semantics 
nor lexicon. The birdsong sound structure seems to be characterised by a learnable, highly 
restricted subclass of the regular languages, which can be recognised by finite state 
machines (Berwick et al., 2011). It is found that the call structures of many avian species 
can be modelled by low-order Markov chains. This implies that the full power of human 
speech recognition is not needed for many instances and that very simple recognisers may 
be suitable.   
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Figure 5.1 The Chomsky hierarchy of languages, and the hypothesised locations of human language 
and birdsong (Berwick et al., 2011). 
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These observations inform the design of the timed and probabilistic automata, which 
breaks with current practice in several ways. First, the algorithm locates specific acoustic 
components based on shapes in the spectrogram. From the shapes identified in the 
spectrogram, a sequence of acoustic components is derived, each of which is characterised 
by a tuple (shape category, start time, duration, minimal frequency, maximal frequency). 
Components are mapped to symbols in the alphabet of a call-specific language described by 
a probabilistic timed finite automaton. A recogniser for the call-specific language, tuned 
with parameter values obtained from the components obtained from a training set of positive 
examples, is used for the classification of previously unlabelled input.  
5.2 Syntactic Analysis in Syntactic Pattern Recognition 
Structure-based pattern recognition assumes that pattern ‘structure’ is quantifiable. This 
structure quantification is shown using two approaches, namely, formal grammars and 
relational descriptions (principally graphs). A class of procedures for syntactic recognition is 
then developed including parsing (for formal grammars) and graph matching (for relational 
descriptions). These tools facilitate structurally quantitative pattern representation, which 
facilitates recognition, classification or description.  
5.2.1 Formal Grammars 
A formal grammar }  ~, ~Z , ,  consists of: 
• A finite set of terminal symbols, VT 
• A finite set of non-terminal symbols, VN 
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• A finite set of production rules with a left-hand side and a right-hand side 
consisting of a sequence of these symbols, P 
• A start symbol, S.  
In 1956, Noam Chomsky described the classes of formal grammars using the Chomsky 
hierarchy (Chomsky, 1956). The Chomsky hierarchy consists of the following levels: 
• Type 0 grammars (corresponding to the recursively enumerable languages in Figure 
5.1), recognised by a Turing machine 
α⟶β 
              where α, β are all terminals. 
• Type 1 grammars (corresponding to the context-sensitive languages and mildly 
context-sensitive languages in Figure 5.1), recognised by a linear bounded 
automaton 
αAβ⟶αγβ 
             where α, β are non-empty terminals, γ is the empty terminal, A is from VN.  
• Type 2 grammars (corresponding to the context-free languages in Figure 5.1), 
recognised by a non-deterministic pushdown automaton 
A⟶γ 
             where A is from VN, and γ is the empty terminal from VT. 
• Type 3 grammars (corresponding to the regular languages in Figure 5.1), recognised 
by a finite state automaton 
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A⟶	αB 
A⟶ α 
              where A, B are from VN, and α is from VT. 
5.2.2 Recognition of Syntactic Description 
Given the description of a pattern as a string produced by a class-specific grammar, the 
object of syntactic description recognition is to determine the language to which the string 
belongs. Note that in syntactic pattern recognition, the similarity measures used must 
account for the similarity of the primitives as well as the similarity of the structure. The 
recognition is performed by two methods: 
• Recognition by string matching. Suppose the patterns are represented as ordered 
sequences or strings of discrete items, as in a sequence of letters in a word or in 
DNA bases in a gene sequence. The most fundamental and useful operation in string 
matching is testing whether a candidate string x exists within a text.  
• Recognition by parsing. Parsing is a fundamental concept related to the syntactic or 
structural approach, whose objective is to determine if the input pattern (string) is 
syntactically well formed in the context of one or more pre-specified grammars. 
5.2.3 Finite State Machine 
A finite state machine, also referred to as a finite state automaton, is used to parse languages 
generated by regular grammars. A finite state machine is conceived as an abstract machine 
that can be in one of a finite number of states. The machine is in only one state at a time. It 
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can change from one state to another when initiated by a triggering event or condition, 
which is called a transition (James & Thomas, 2008).  
There are several ways to represent the finite state machine, such as a state diagram and 
state/event table. Among these representations, actions are always associated with a state. 
The entry action is performed when entering the state, while the exit action is performed 
when exiting the state. A transition is a set of actions to be executed when a condition is 
fulfilled or when an event is received.  
Finite state machines are categorised as deterministic or non-deterministic automata. In 
deterministic automata, every state has exactly one transition for each possible input. In non-
deterministic automata, an input can lead to one, more than one or no transition for a given 
state. For each pair of state and input symbols there may be several possible next states. The 
non-deterministic automaton is generalised by probabilistic automata, which assign a 
probability to each state transition.   
Probabilistic automata include the probability of each state transition, turning it into a 
transition matrix or stochastic matrix. Thus, the probabilistic automaton generalises the 
concept of a Markov chain. The languages recognised by probabilistic automata are called 
stochastic languages (Stoelinga, 2002). The Markov model abstracts simple concepts into a 
relatively easily computable form. The Markov model has many applications, from data 
compression to sound recognition.   
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5.2.4 Timed Finite Automata 
Timed finite automata have been applied to the modelling, analysis and optimisation of 
numerous real-time applications. The timed automata formalism is applied to the modelling 
and analysis of real-time control programs, including a wide class of programming logic 
control programs, timing analysis and code generation of vehicle control software. The 
timed automaton approach has also demonstrated its viability for the timing analysis of 
certain classes of asynchronous circuits (Bouyer et al., 2011).    
Timed automata are powerful models for representing and reasoning about systems where 
the notion of time is essential. They are an extension of classical finite-state automata with 
real variables called clocks. These clocks all increase at the same rate and their values can be 
used to restrict the availability of a transition and how long an event can stay in a location 
(or state). Clocks can also be reset to zero when a transition is made. To this end, each 
transition has associated with it a guard (which must be satisfied for the transition to be 
enabled) and a set of clocks to be reset, and each location carries an invariant that must be 
continuously satisfied when the system is in the location.  
5.3 Timed and Probabilistic Automata 
Timed and probabilistic automata (TPA) are derived from the timed finite automata and 
probabilistic automata. TPA uses the time clock to monitor how long a transition can stay in 
a state by applying the acoustic component detection. It simplifies the probabilistic automata 
by setting the transition probability to ‘1’ according to the prior knowledge of the target. 
Details regarding TPA are introduced in the following sections through a representative call 
structure, the Eastern Yellow Robin1.  
Chapter 5 Timed and Probabi
 
5.3.1 Regular grammar in Call Structure Representation 
The animal call structure is constructed by a finite number of acoustic 
temporal sequence. By viewing the acoustic component as the terminal, a call structure can 
be described by regular grammar which can be recognised by a finite state automaton. For 
example, the Eastern Yellow Robin1 call, depicted in Figure 
namely, click1 and click2. The first component is click1, followed by a short period of 
silence, and then click2 occurs. R
• The terminal set VT = (
• The sole non-terminal, is the call structure, V
• The production rule P = 
The start symbol S = Rc1. 
 
 
 
 
 
5.3.2 State Transition Diagram 
The state transition diagram is used to 
call has a sufficiently simple structure it is possible to 
states in the Robin1 call structure, 
Figure 
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components in a 
5.2, contains two terminals, 
c1 and Rc2 are used to represent the Robin1 clicks. So, 
Rc1, Rc2) 
N = Robin1 
Robin1⟶ Rc1 Rc2 
 
represent the finite state machine. Where the target 
apply a Markov model.
click1 (Rc1) and click2 (Rc2). Starting from the initial state, 
 
5.2 Call of Eastern Yellow Robin1 
 
 
 There are two 
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the system is waiting for the first click Rc1. When Rc1 happens, the system stays for a short 
time of silence, and then transfers to the second state Rc2. To facilitate the Markov model, a 
pseudo state ‘gap’ is used to represent the silence between two states Rc1 and Rc2. Figure 5.3 
illustrates the state transition diagram for the Eastern Yellow Robin1 call structure.  
Rc1 Gap ENDRc2START
 
Figure 5.3 State transition diagram for Eastern Yellow Robin1 call structure 
5.3.3 Timed Finite Automata 
Timed automata provide a model with sufficient power to represent many bird calls. 
Considering the time information of the Robin1 call structure, there are three timing clocks 
to monitor how long a state can stay. Clock1 guards the staying time of state Rc1, and clock3 
guards the staying time of state Rc2. Clock2 guards the staying time of the short silence (gap) 
between state Rc1 and state Rc2. Figure 5.4 shows the timed automata for the Eastern Yellow 
Robin1 call structure.   
Rc1 Gap ENDRc2START
Clock1 Clock3Clock2
 
Figure 5.4 Timed automata for Eastern Yellow Robin1 call structure 
5.3.4 Probabilistic Automata 
There are two kinds of probability involved in the state transition diagram, namely, the self-
probability of each state and the state transition probability. Unlike the common 
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understanding of probabilistic automata, which assign the probability to each state 
transition, the probability here especially represents the self-probability of each state by 
manually setting the state transition probability to ‘1’ according to the prior knowledge of 
the call pattern. The simplified probabilistic automaton for Robin1 is described in Figure 5.5. 
The self-probability of the real states (Rc1 and Rc2) involves both the time and frequency 
information of the acoustic components. The self-probability of the pseudo state ‘gap’ is 
only constructed by the time clock since there is no frequency feature for the silence.   
Rc1 1 Gap 1 ENDRc2START 1 1
Self-probability Self-probability Self-probability 
 
Figure 5.5 Simplified probabilistic automata for Eastern Yellow Robin1 call structure 
5.4 Algorithm Design 
The overall structure of the call recognition system is shown in Figure 5.6. The system 
consists of two processes, namely, training and recognition. Training is a semi-automatic 
process which configures a recogniser for the target call via the following high-level steps: 
• A spectrogram containing images of the target call is processed by the acoustic 
component detector to produce a set of acoustic components known to be relevant to 
the call.  
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• The components are grouped, and within each group the mean and standard 
deviation of each of the component parameters are calculated.                                                                                                                             
• The gap between the components is modelled by a timed automaton with the 
component statistics obtained from the previous step. 
• A simplified probabilistic finite automaton is defined. This is ultimately used to 
determine the probability that a sequence of observed components matches the 
target call. 
Once training is complete, recognition is a fully automatic process: 
• A spectrogram is processed in order to identify all the acoustic components 
(described in Section 5.4).  
Training Recognition 
Spectrogram 
Component 
detection 
Component 
parameterization 
Gap modelling by 
timed automata 
 Probabilistic 
automaton 
Spectrogram 
Component 
detection 
Component 
filtering 
 Classification 
Labeled calls 
Figure 5.6 System overview 
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• Any components which do not belong to the target component clusters identified 
during the training are discarded
• The probabilistic automaton is applied to those components that remain 
recognise the calls (described in Sections 5.6 and 5.7)
5.5 Acoustic Component 
A call consists of one or more acoustic components attributable to a common bio
occurring within a finite period of 
in Chapter 3 suffices to characterise the majority of animal call 
the click, slur, whistle, block, warble, stacked harmonic and oscillation
components identified in this
is represented by two clicks
primitive components of the Robin call, namely, the clicks
 
 
 
 
5.6 Component Parameterization and 
During the training of a target call, only the rele
according to the component types within the call structure. Irrelevant detectors are not used. 
The component detection produces a set of training components
Figure 5.7 (a) Call
listic Automata 
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 step are shown in Figure 5.7. The Eastern Yellow Robin1 call 
 separated by a short interval. The green track lines locate the 
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 ( ){ }, , , , 1
i i i i i i
C s t d l h i N= = K                                                              (5.1) 
Here, 
i
C represents a component, ( ), , , ,
i i i i i
s t d l h  are the component shape category, start 
time, duration, minimal frequency and maximal frequency of component i. N denotes the 
number of generated components involved in the training dataset.  
Because a call may contain more than one type of acoustic component, the 
members of each component type may differ in time duration and frequency 
band (see Figure 5.8). Hence, all the generated components from the training 
dataset need to be manually assigned to k groups according to the training 
template. Each group represents a discriminative component of the target 
call. By using the grouped components, a set of group templates is obtained, 
each of which represents:: 
                                      ( ){ }, , 1
k k k k
T s k Mµ σ= =r r K                  (5.2) 
In equation (5.2), sk is the shape of the component, 
( ), ,
k dk lk hk
µ µ µ µ=r  is a vector made up of the expected values of 
( ), ,
i i i
d l h  in group k, and ( ), ,
k dk lk hk
σ σ σ σ=
r
 is the 
corresponding vector of the standard deviations. M is the 
number of the discriminative components of the target call. 
The grouped templates are used in two ways. First, the average and standard deviation of the 
component duration are used to establish the timing constraints in the timed finite automata. 
Second, the templates provide a probability-based similarity measure which is used to assess 
group membership for components.   
Figure 5.8 A call structure 
with two types of 
components, click and 
whistle. The click contains 
four discriminative ones 
with different time duration 
and frequency bands. The 
whistle has only one 
member. 
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Given a component with parameters ( ), ,d l hθ =r then the standardised distance from the 
component to group k is 
 ( )1 2 3 , ,, , dk lk hk
dk lk hk
d l h
z z z z
µ µ µ
σ σ σ
− − −
=
 
 
 
r
                                         (5.3) 
The likelihood that the component belongs to group k is then estimated by 
 ( )
2
3
1
1
exp
22
i
z
P kθ
pi
=
= −
 
 
 
∏r                                                        (5.4) 
These probabilities are used by the recogniser in two ways. As each component is processed, 
it is compared with each target group by computing P according to equation (5.4). If the 
result falls out of a preset probability range, the component is discarded. The P-values of 
those components which are not discarded are used by the probabilistic finite automaton.   
5.7 Gap Modelling by Timed automata 
Clock variables are introduced to model the duration of the acoustic components and the 
gaps between them. The time duration of the acoustic components is achieved in the 
acoustic component detection, where d is used in the component parameterisation. In this 
part, a timed automaton is used to model the time duration of the gap between the acoustic 
components. A procedure similar to that outlined in Section 5.5 is used to derive the group 
templates for the gaps.  
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Figure 5.9 Timed automaton for the gap modelling of Eastern Yellow Robin1 call structure (S1 and S2 
represent state 1and state 2, d is the time duration of a click, g
min and gmax are the time duration range 
of the silence (gap) between clicks in a Robin call, t is the clock) 
Figure 5.9 shows a timed state transition diagram for the gap modelling of the Eastern 
Yellow Robin1 call. The machine starts in state S1, waiting for a click. On the detection of a 
click, a transition is made to S2 and the clock t is set to 0. The machine transitions from S2 
back to S1 and signal recognition of the call if and only if a click is then received while the 
guard condition min max
d g t d g+ < < +
is true. Here, d is the duration of the first click while 
gmin and gmax bound the elapsed time between the clicks in a Robin call. Note that any clicks 
which do not match the profile of a Robin click (as determined in Section 5.5) are removed 
from the input stream.  
5.8 Simplified Probabilistic Automata 
The probability that an observed sequence of components represents an instance of the 
target call is the product of the probability that each observed component is an instance of its 
corresponding structural element and the probability of each transition between the 
components. To illustrate, consider the case of an Eastern Yellow Robin, and suppose that a 
sequence of components 1 2Robin click gapclick= consisting of two clicks separated by a 
gap has been observed. Then, the probability that this is a Robin call is given by: 
S
1
   S
2
Click, t := 0 
Click, d+g
min
< t < d+gmax ?  
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( ) ( ) ( )
( ) ( )
( ) ( )
( )
1
2
Robi
.
n
ga
P P start click P click
P click P gap
P click P click
p
gap
P click end
→
× →
× →
× →
=
                                               (5.5) 
As the target call structure is already known, the probability of each state transition can be 
viewed as ‘1’ so that the probability of a valid call is simply the product of the probabilities 
that each observed component is an instance of the corresponding structural element. Thus, 
the probability that a Robin call has been observed reduces to: 
( ) ( ) ( ) ( )1 2RobinP P click P gap clickP=                                      (5.6) 
The probabilities of click1, gap, and click2 are achieved in Section 5.5. Once the procedure 
is completed, the simplified probabilistic automata can be modelled as shown in Figure 
5.10.  
 
Figure 5.10 Simplified probabilistic automaton for Eastern Yellow Robin1 call structure 
5.9 Experiment, Results and Discussion 
The objective of the experiment was to develop the call structure recognisers based on the 
theory of TPA and to test the robustness of these recognisers. The confusion matrix was 
applied to measure the confusion output among different recognisers because, in the field of 
machine learning, a confusion matrix is a specific table layout that allows the visualisation 
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of the performance of an algorithm, typically a supervised learning one. Each column of 
the matrix represents the instances in a predicted class, while each row represents the 
instances in an actual class. The name of the matrix stems from the fact that it makes it easy 
to see if the system is confusing two classes (i.e., commonly mislabelling one as another). 
5.9.1 Dataset and Selected Call Structures 
The study site is located at the Samford Ecological Research Facility in the Samford Valley, 
20 kilometres north-west of Brisbane. It is difficult even for experts to identify species 
during the dawn chorus, and automatic species recognition could help them find targets of 
interest with high efficiency and acceptable accuracy. This experiment therefore chose the 
dawn chorus (4.00-9.00am) as the testing period to provide enough training and testing 
samples.  
The dataset for this experiment was sound recording data from the 13-15 October 2010. 
These data have been tagged by birders and can be used as the ground truth for the output 
verification of TPA. The ground truth file was at one minute resolution as explained in 
Chapter 4 (Section 4.6.1). Each species making multiple repeated calls in a minute was only 
labelled once. According to the tag file, there were 46 species that called during the dawn 
chorus from 4.00am to 9.00am on 14 October 2010. These species made up to 94 types of 
call structures (see Appendix A). In fact, only part of these call structures was suitable for 
the TPA due to three critical rules: 
• The call structure contains the predefined acoustic components (whistle, click, slur, 
block, warble, stacked harmonic and oscillation). 
• The call structure contains more than one component and the primitive components 
must be in temporal sequence. 
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• The call structure has enough training and testing samples.  
Out of 94 structures, 27 were selected according to the above selection rules. These 27 call 
structures were categorised into seven groups, with each cluster having similar acoustic 
components. The following reference tags were extracted from the MQTER sensor network 
website (http://sensor.mquter.qut.edu.au):    
• G roup 1: Whistle (Figure 5.11) 
• Group 2: Click (Figure 5.12) 
• Group 3: Slur (Figure 5.13) 
   
Figure 5.11  Group 1 – call structures containing whistle(s)  
     
Figure 5.12  Group 2 – call structures containing click(s)  
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• Group 4: Stacked harmonic (Figure 5.14)  
Figure 5.14 Group 4 – call structures containing stacked harmonic(s) 
• Group 5: Warble (Figure 5.15)   
• Group 6: Block (Figure 5.16) 
   
Figure 5.13  Group 3 – call structures containing slur(s)  
        
     
Figure 5.15  Group 5 – call structures containing warble(s) 
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• Group 7: Oscillation (Figure 5.17)  
Figure 5.17 Group 7 – call structures containing oscillation(s) 
5.9.2 Call Structure Recognisers 
Through the exploration of the call structures, it was found that there were three types of call 
structures according to the component type and the organisation of these components:  
• Type 1 – call structures containing a single type of component. Representative call 
structures are the Eastern Yellow Robin1, Eastern Yellow Robin2 and Brown 
Cuckoo Dove1. The Robin1 call is constructed by repeated clicks. The Robin2 call 
is composed of repeated short whistles. The Brown Cuckoo Dove1 call contains 
repeated slurs.  
    
Figure 5.16  Group 6 – call structures containing block(s) 
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• Type 2 – call structures containing two or more types of components. 
Representative call structures are the Eastern Whipbird1 and Scarlet Honeyeater1 
which are both composed of a whistle and a click.  
• Type 3 – call structures containing a single type of component which cannot be 
detected by the algorithms described in Chapter 4. A representative call structure is 
the Lewin’s Honeyeater1 call which is composed of tightly repeated undetectable 
clicks.  
Type 1 and type 2 call structures can be detected by the TPA since the primitive component 
is detectable in time. However, type 3 is not suitable for TPA detection because it contains 
undetectable primitive components that cannot be detected by the component detectors 
proposed in Chapter 4. The special case is the Lewin’s Honeyeater1 call structure, which is 
comprised of tightly repeated undetectable clicks. In this case, the oscillation detector from 
the acoustic component detection toolbox was applied to locate this type of call structure 
since the type and shape of the primitive component is not checked by the oscillation 
detector as long as the formant repeats in time with evenly distributed gaps.   
The recogniser process building for the type 1 call structure was introduced above in the 
explanation of the theory (Section 5.3 to Section 5.8), using the Eastern Yellow Robin1 call 
structure as an example. Here, the recogniser process building for the type 2 call structure is 
illustrated, using the Eastern Whipbird1 call structure as an example.   
The Eastern Whipbird1 call contains both a whistle and a click. It is a good example to 
illustrate the combination of different acoustic components for adapting the TPA into a 
recognition system. The state transition diagram is shown in Figure 5.18.  
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( ) ( ) ( ) ( )P P P gap clickWhipbird whistle P=                                 (5.7) 
 
Figure 5.18 Timed probabilistic automaton for Eastern Whipbird1. 
First, the whistle and click detectors are invoked from the acoustic component toolbox to 
detect the whistles and clicks. This generates the component tuple of ( ), , , ,s t d l h
representing the shape, start time, duration, minimal frequency and maximal frequency of 
each component. The whistle, click and gaps are modelled using the frequency and time 
information that has already been collected in the tuple of the component detection. The 
TPA is applied as follows: 
Step 1 – Whistle filtering. Calculate the probability of each testing whistle based on the 
standardised distance Z-score. The Z-score is computed between the testing sample value 
with the obtained training mean and standard deviation. This probability is compared with 
the probability values of the training samples. If the testing probability value is between the 
maximum and minimum training probability values, a confirmed Whipbird whistle is made. 
All the irrelevant whistles are removed. 
Step 2 – Click filtering. The same process as in step 1 is applied. 
Step 3 – Gap filtering. Calculate the probability of each gap between the Whipbird whistles 
and the clicks based on the standardised distance Z-score. Compare this probability with the 
gap probability values of the training samples. If the testing probability value is between the 
maximum and minimum training probability values, a Whipbird gap is confirmed. 
Chapter 5 Timed and Probabilistic Automata 
108 
 
  
According to this confirmed gap value, the pairs of whistles and clicks which have the 
confirmed gap are retained. All the irrelevant whistles and clicks are removed. 
Step 4 – Marquee the remaining pairs of whistles and clicks as the Eastern Whipbird call.   
Figure 5.19 presents the experimental results of the Eastern Whipbird1 recognition. Red 
boxes are used to track the whistle, a red line is used to track the click, and a red box is used 
to marquee the Whipbird1 call structure. The results are shown on the spectrograms after 
noise removal.  
                                                             
(a) Whistle detection          (b) Click detection            (c) Whipbird1 call structure 
  Figure 5.19  Eastern Whipbird1 recognition by TPA 
5.9.3 Selected Call Structures for Confusion Matrix Output 
As described previously, the type 1 call structure contains a single type of component, while 
the type 2 call structure contains two or more types of components. Seven representative call 
structures containing a single type of component from the seven groups listed in Section 
5.9.1, and two call structures containing two types of components, were selected to check 
the confusion matrix of the TPA (see Table 5.1). 
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Table 5.1 Selected call structures for confusion output 
 
As noted earlier, the dataset consists of sound recordings from 13-15 October 2010 and 
these data had been tagged by birders at one minute resolution. To determine how to split 
the dataset into the training and testing parts, the distribution of the selected call structures 
was explored. The sampled figures shown in Figure 5.20 reflect that some birds, like the 
Scarlet Honeyeater1, called actively on 13 October
 
and 15 October, but did not call on 14 
October. The Eastern Whipbird1 call was regular on 14
 
October and 13 October, but was 
only present at 4.00am and 8.00am on 15 October. The Eastern Yellow Robin1 call was 
consistent over the three days, usually appearing at 4.00am. The apparent calling activities 
of the birds may have been affected by the weather or the distance between the birds and the 
deployed sensors.  
Due to the uneven distribution of the selected call structures over these three days, it was 
unsuitable to split the dataset into 30 minute or even five minute intervals for the training 
and testing. However, it was suitable to choose one day for testing and the other days for 
training. This method allowed for training data from two days and testing data from one day. 
In this experiment, the 14 October sound recording was chosen as the testing dataset and the 
13 October
 
and 15 October recordings were used as the training dataset.   
Call 
Primitive 
Component 
Structure Group 
Eastern Yellow Robin1 Click Two or more repeated clicks 1 
Eastern Yellow Robin2 Whistle Three or more repeated whistles 2 
Brown Cuckoo-dove1 Slur Three or more repeated slurs 3 
Torresian Crow1 Harmonic Two or more repeated harmonics 4 
Indian Peafowl1 Warble Two or more repeated warbles 5 
Brush Cuckoo1 Block Two or three blocks ascending 6 
Lewin’s Honeyeater1 Click Three or more repeated clicks 7 
Eastern Whipbird1 Whistle, click Whistle followed by a click 1, 2 
Scarlet Honeyeater1 Whistle, click Click followed by a whistle 1, 2 
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(a) Distribution of Scarlet Honeyeater1 call over 13, 14 and 15 October 2010 
 
(b) Distribution of Eastern Whipbird1 call over 13, 14 and 15 October 2010 
 
(c) Distribution of Eastern Yellow Robin1 call over 13, 14 and 15 October 2010 
Figure 5.20 Distribution of Scarlet Honeyeater1, Eastern Whipbird1 and Eastern Yellow 
Robin1 calls over 13, 14 and 15 October 2010. 
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5.9.4 Training and Testing Process 
The training process for the TPA is semi-automated. In the algorithm design of acoustic 
component filtering, a threshold of probability distribution is set up from the training dataset. 
This requires only positive training samples and excludes negatives since the positive 
training samples restrict the probability distribution range for the testing data. Taking 
advantage of the acoustic component detection toolbox, the training samples are manually 
selected after the step of acoustic component detection to ensure the 100% accuracy of the 
training samples. The average training recall of the recognisers based on the TPA can 
achieve 99%. Table 5.2 lists the number of selected training samples from 13 October and 
15 October for each call structure and the corresponding training recall. The related 
parameters for the acoustic component detection are provided in Appendix C (Table C.2).  
In the testing process, each recogniser was applied to the full 300 minute dataset (five hours, 
4.00-9.00am on 14 October). The related true positives, false positives and false negatives 
were recorded in order to calculate the statistical indices. 
Table 5.2 Number of selected training samples and corresponding training recall 
 
 
 
 
 Number of selected training samples Training recall 
Eastern Yellow Robin1 30 1.00 
Eastern Yellow Robin2 17 1.00 
Brush Cuckoo2 4 1.00 
Torresian Crow1 49 1.00 
Lewin’s Honeyeater1 10 1.00 
Brown Cuckoo-dove1 27 1.00 
Indian Peafowl1 7 1.00 
Scarlet Honeyeater1 25 0.96 
Eastern Whipbird1 27 0.92 
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5.9.5 Ground Truth File and Evaluation Criteria  
As stated in Chapter 4 (Section 4.6.1), with the aim of checking species presence and 
reducing the repetition work, ecologists label the same species once a minute. The 
judgement of true positive, false positive and false negative depends on the ground truth 
files. In this experiment, the same evaluation criteria as stated in Chapter 4 (Section 4.6.5) 
were used.   
5.9.6 Results and Discussion  
Table 5.3 presents the results of the recognisers based on the TPA. The average precision, 
recall and accuracy were 0.39, 0.79 and 0.59, respectively. Although the recall of these 
recognisers was acceptable, the precision was quite low due to the high false positives. The 
dataset was taken from the dawn chorus. Many birds called simultaneously, which led to the 
high false positives. Meanwhile, the SNR was low, especially when the bird called far away 
from the sensor.  
Table 5.3 Statistical results of recognisers based on TPA 
 
Table 5.4 presents the confusion matrix. The number in the brackets indicates the ground 
truth. Although these call structures were constructed by different acoustic components, the  
Recogniser Ground truth TP FP FN Precision Recall Accuracy 
Brown Cuckoo Dove1  14 14 2 0 0.88 1.00 0.94 
Brush Cuckoo2  8 6 5 2 0.55 0.75 0.65 
Eastern Yellow Robin1  19 19 101 0 0.16 1.00 0.58 
Eastern Yellow Robin2  14 7 31 7 0.18 0.50 0.34 
Indian Peafowl1  7 6 22 1 0.21 0.86 0.54 
Lewin's HoneyEater1  112 92 24 20 0.79 0.82 0.81 
Torresian Crow1  36 34 36 2 0.49 0.94 0.72 
Scarlet HoneyEater1  7 4 145 3 0.03 0.57 0.30 
Eastern Whipbird1  51 33 98 18 0.25 0.65 0.45 
Average     0.39 0.79 0.59 
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recognisers based on the TPA system distinguished them well. However, the Eastern 
Yellow Robin1 call was confused with the Eastern Whipbird1 call to some extent. These 
two call structures both contain clicks and occupy overlapping frequency bands. Other 
exceptions were the Eastern Yellow Robin2 recogniser and the Eastern Whipbird1 
recogniser. These calls were often confused with the Lewin’s Honeyeater1 call. The Robin2 
call structure is repeated short whistles in time, and the Eastern Whipbird1 call structure 
contains a short whistle before a click. The Lewin’s Honeyeater1 call structure is composed 
of tightly repeated clicks in time. The central parts of these tight clicks were misrecognised 
as short whistles, which caused the confusion with the Robin2 and Eastern Whipbird1 calls. 
The false positive caused by the confusion output of these recognisers was not high, since 
the majority of the high false positives came from other untargeted call structures. To reduce 
the high false positives, more recognisers need to be developed.  
5.10 Summary 
This chapter described an original algorithm for automatic bird call recognition which uses 
geometric techniques to identify acoustic components from a spectrogram. These 
components are treated as symbols in a call-specific language which can be recognised by 
timed finite automata and in certain cases by simple probabilistic automata. 
The scheme offers several benefits over systems which use methods borrowed from human 
speech recognition. The component detection algorithm is able to identify and distinguish 
overlapping components, which may be expected to confer some level of noise resistance 
and the ability to disambiguate multiple concurrent signals from distinct callers. Because the 
automaton used to recognise calls is amenable to manual construction, this algorithm may be 
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applied even where training data are scarce. In addition, since only positive examples 
were required for tuning, the need to generate negative examples for training was avoided. 
The experiment tested the robustness of the call structure recognisers based on the TPA. It 
was verified that the recognisers worked robustly to distinguish the call structures with 
different acoustic components. The high false positives from the confusion output of the 
untargeted call structures caused the low precision. More recognisers need to be built to 
reduce the high false positives.  
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Chapter 6 Comparison of TPA with Raven and Song 
Scope 
Automated species recognition tools greatly facilitate animal call recognition especially over 
large datasets by reducing processing time. Several state-of-the-art applications, such as 
Raven (Bioacoustics Research Program, 2011), Song Scope (Wildlife Acoustics, 2011), and 
Avisoft-SASLab Pro (Avisoft Bioacoustics, 2012) have been developed to assist ecologists 
to identify species in acoustic recordings, even though the automated recognition of animal 
calls has not yet reached a level of reliability that allows ecologists to use the methods 
without careful verification of the results. To date, these tools have been public and 
commercially available. Although they have been sold to ecologists by automated tool 
developers (Colombelli-Négrel et al., 2011; Crothers et al., 2011; Depraetere et al., 2012; 
Vargas et al., 2011; Venier et al., 2012), no actual survey work has been done to compare 
the performance of these software packages based on verified field recordings.   
Chapters 4 and 5 described a proposed generic algorithm for automated species recognition 
named the timed and probabilistic automata. The TPA algorithm splits the recognition task 
into two parts, namely, acoustic component detection and species recognition. Experiments 
were conducted to measure the robustness of this two-part system, as reported in Chapter 4 
and Chapter 5, respectively.  
This chapter focuses on the comparison of species identification performance when using 
the TPA, Raven and Song Scope. Raven and Song Scope were selected for the comparison 
because the licence files for these applications were available to the researcher. The licence 
file of Avisoft was not available and the application’s free trial does not release the major 
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auto-analysis modules; therefore, its evaluation could not be conducted in this study. Since 
the TPA was the major object of comparison, the evaluation followed the design of TPA in 
two aspects, namely, the acoustic component detection and species recognition. Because the 
component detection algorithm is able to identify and distinguish overlapping components, 
the performance of Raven and Song Scope in this aspect was also evaluated.   
6.1 Raven 
Raven is produced by the Cornell Lab of 
Ornithology, and is a software program for the 
acquisition, visualisation, measurement and 
analysis of sounds (Charif et al., 2010). Raven 
can render audio files as waveforms and 
spectrograms, and allows users to apply a set of analysis tools. Historically, it has been 
designed for birdsong analysis, and provides tools to perform band-pass filters and manual 
or semi-automatic syllable segmentation (Stowell & Plumbley, 2011). Raven has an 
intuitive user interface and is relatively easy to learn. It also has very powerful play and cut 
modules so users can focus on the specific fraction of a sound clip that they need to analyse. 
In terms of target detection, Raven has two detectors: a band-limited energy detector and an 
amplitude detector:  
• The band-limited energy detector estimates the background noise of a signal and 
uses this to find sections of the signal that exceed a user-specified SNR threshold in 
a specific frequency band, during a specific time.  
• The amplitude detector detects the regions of a signal where the magnitude of the 
waveform’s envelope exceeds a threshold value.  
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These detectors are relatively simple to configure, and clear instructions are provided in 
the Raven manual. The band-limited energy detector is based on the spectrogram, while the 
amplitude detector works on the waveform. Figure 6.1 shows an example of the interface of 
the Raven band-limited energy detector for the Eastern Whipbird1 call.  
 
Figure 6.1 Interface of the Raven band-limited energy detector for Eastern Whipbird1 call  
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Raven can perform batch processing which allows users to run the detector over large 
datasets. This is a considerable advantage when performing analyses on large volumes of 
data.   
Primarily, Raven aims to detect syllables, not call structures. The call structures are 
constructed from single or multiple syllables (Somervuo et al., 2006). Multiple detectors can 
be run over one spectrogram (waveform). This means Raven allows users to build separate 
detectors for different syllables. However, even if different syllables are picked out, they do 
not form a call structure. In fact, the band-limited energy detector is concerned with the 
SNR. Sections of the signal that exceed a user-specified SNR threshold in a specific 
frequency band, during a specific time, will be picked up. From this point of view, Raven 
can be applied to detect not only syllables but also call structures. However, the accuracy of 
the call structure detection can be low since Raven ignores the shape of the syllables and the 
related structural information.  
6.2 Song Scope 
Song Scope, produced by Wildlife 
Acoustics (Song Scope 4.0 User's 
Manual, 2011), is a sophisticated 
digital signal processing application 
designed to quickly and easily scan 
audio recordings made in the field, and automatically locate vocalisations made by specific 
bird species and other wildlife.  
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Compared with Raven, Song Scope does not have general purpose recording or play back 
controls. Furthermore, it does not allow users to replay particular sections without 
annotating these sections and saving them as new files. Song Scope also centres on audio 
files viewed as waveforms and spectrograms. The user interface is simple and spectrograms 
are rendered in colour. One potential drawback of the colour spectrogram is the potential to 
influence the user’s perception and interpretation of the data compared with a grey-scale 
alternative (Rogowitz et al., 1996). Figure 6.2 gives an example of the interface of the 
recogniser for the Eastern Whipbird1 call using Song Scope. 
Unlike Raven, Song Scope aims at detecting call structures. The Song Scope classification 
algorithms are based on hidden Markov models using spectral feature vectors similar to the 
mel-frequency cepstral coefficients. These methods have been proven to work effectively in 
robust speech recognition applications (Agranat, 2009).  
In this study it was observed that Song Scope segments the syllables first and then clusters 
the related segments to form call structures. However, this approach is very sensitive to the 
purity of syllables. If syllables are polluted by non-target species or background noise, the 
model is very sensitive, thereby affecting the recognition accuracy.  
Using Song Scope effectively requires some background knowledge of signal processing in 
order to understand and set up the parameters. Song Scope also supports batch processing to 
deal with large datasets. 
Regarding the annotation work, both Raven and Song Scope cannot accept existing call tags. 
This makes it inconvenient for work among different research groups to be shared. In the 
case of the present study, a library of tags that were labelled by bird identification specialists 
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had already been collected. A quick and convenient way to use the software would have 
been to directly import these tags into the software so that they did not need to be labelled 
twice. 
 
Figure 6.2 Interface of the Song Scope recogniser for Eastern Whipbird1 call 
6.3 Timed and Probabilistic Automata: a Bridge between Raven and Song 
Scope  
The band-limited energy detector in Raven can be applied for both syllable detection and 
call structure recognition, but the major use is for syllable detection since the detector is 
based on the SNR of signal sections. For a call structure, the shapes of the syllables and the 
relational information of these syllables are not tracked at all.  
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Since most classification, particularly birdsong classification, matches the patterns of 
syllables of vocalisations across a narrow range of species, the relational information 
between the syllables within a vocalisation is overlooked. This leads to misclassification, 
especially when two species have similar temporal and spectral characteristics. Hence, the 
relational information between syllables is critical to precisely model a call structure. Song 
Scope addresses this point and uses HMM to model the call structures. It segments the 
syllables based on the energy in a specified frequency band first, and then clusters these 
syllables based on the extracted feature MFCCs. However, the MFCCs are used to represent 
all types of syllables, which potentially lowers the clustering accuracy considering the 
variability of the syllables. The HMM is typically a collection of states. Each state 
represents spectral properties in the form of Gaussian mixtures of spectral feature vectors, 
while temporal properties are represented by state transition probabilities (Agranat, 2009). 
The process is fully automated; however, training the HMM requires a large amount of data 
and the generated model is susceptible to the state transition probabilities. Overall, Song 
Scope addresses the structural information of a call structure, but it only relies on the sole 
feature (MFCCs) to track all the syllables.  
The TPA algorithm splits the recognition algorithm into two parts, namely, acoustic 
component detection and species recognition. It tracks the shape of the syllables by 
extracting different features and models the relational structure by probabilistic automata. 
The TPA breaks the ‘one-feature-fits-all’ situation. It applies multiple statistical features to 
the acoustic components (syllables) and then uses these components as high-level features to 
build the TPA model. The simplified probabilistic automata assign the state transition 
probabilities to ‘1’ in combination with the prior knowledge of the training pattern. 
Compared with the automated generated model of HMM, TPA simplifies the HMM with 
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confirmed state transition probabilities and only a small set of training data is required to 
satisfy the pattern representation. This design can be expected to increase the recognition 
accuracy. However, the limitation of the TPA algorithm is that it works only for call 
structures with predefined acoustic components. From this perspective, the application area 
of TPA is limited to a smaller range compared to Song Scope.  
6.4 Comparison of Acoustic Component Detection 
6.4.1 Method 
Seven types of acoustic components were defined in Chapter 3 (Section 3.5), namely, the 
whistle, click, slur, block, warble, stacked harmonic and oscillation. These components are 
considered the basic elements of complex call structure formation. Six corresponding 
detectors were developed (the click and slur share one detector), as described in Chapter 4. 
The acoustic component detectors were tested by using a dataset from the dawn chorus as 
described in Chapter 4 (Section 4.6). Six representative species were used to track the target 
components since no existing component tag files were available (see Chapter 4, Table 4.7). 
In the evaluation reported in this section, the same dataset was applied to test Raven and 
Song Scope using the same training and testing process. The software versions used here 
were Song Scope 4.1.1 and Raven Pro 1.4. The related parameters are listed in Appendix B 
(Table B.1). Due to the special property of the ground truth file (see Chapter 4, Section 
4.6.1), the same evaluation criteria specified in Chapter 4 (Section 4.6.5) were used.  
6.4.2 Results and Discussion 
The statistical results for Raven and Song Scope are presented in Tables 6.1 and 6.2. The 
average training recall of Raven and Song Scope was 0.64 and 0.69, respectively. It is noted 
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that, for Raven, some of the training recall results were lower than the testing recall results. 
This was reasonable considering the real-world data and features of Raven. The feature 
extracted by Raven is the SNR in a specified frequency band. In the training samples, some 
of them are very weak, making it difficult to achieve high training recall. In the testing 
process, there can be multiple repeating calls in a minute; therefore just one true positive for 
such a minute is labelled. This potentially avoids weak signals and in turn increases the 
testing recall.  
Table 6.1 Statistical results of Raven acoustic component detection 
 
Table 6.2 Statistic results of Song Scope acoustic component detection 
 
Figure 6.3 illustrates the comparison of Raven, Song Scope and the acoustic component 
detection toolbox (ACDT). The average precision, recall and accuracy results are set out in 
Table 6.3. The ACDT outperformed Raven and Song Scope with an approximate 0.12 and 
0.27 increase in average accuracy. Among these three tools, Raven performed in the middle 
while Song Scope performed in the last position. To explain this, it was necessary to dig 
deeply into the algorithm design of these tools.  
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Figure 6.3 Statistical Results    
Table 6.3 Average Performance of Rave, Song Scope and ACDT 
Tool 
Average 
Precision 
Average 
Recall 
Average 
Accuracy 
Raven 0.48 0.70 0.59 
Song Scope 0.32 0.56 0.44 
ACDT 0.56 0.87 0.71 
Song Scope aims to detect complex call structures which are comprised of primitives. It 
segments the primitives first and then clusters the related ones to form call structures based 
on the HMM. This explains the low precision and recall at around 0.10 for the Whipbird 
whistle detection. Since the whistle is a continuous tone in a frequency band, it is difficult 
for Song Scope to segment it as a primitive. Thus, the pattern built by the HMM is 
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inaccurate. A different situation occurs with the Fairy-wren block. Blocks represent 
concentrations of acoustic energy in a rectangular, triangular or some other shaped portion 
of a spectrogram. The block should be an undivided primitive component. However, it is not 
an ideal situation in the real world. Observing the Fairy-wren block in Chapter 4 (Table 4.7), 
it was found that there were some high energy syllables in it. This unclear structure had no 
effect on the block detector in ACDT and Raven, but it affected Song Scope. Song Scope 
was likely to separate these vague syllables and then build a model for this block. This is the 
reason why it had relatively high recall but very low precision.  
Another issue with Song Scope is that its approach is very sensitive to the purity of 
primitives. If the primitives are polluted by non-target species or background noise, the 
model is very sensitive, thereby affecting the detection accuracy. The results for the 
detection of the Crow harmonics showed this shortcoming. The testing dataset was collected 
during the dawn chorus. The noise was very high because many species were calling at the 
same time. Unexpected primitives were involved in the training pattern. These unexpected 
primitives were clustered with the targeted ones to form a model.  
The Raven band-limited energy detector estimates the background noise of a signal and uses 
this result to determine the sections of the signal that exceed a user-specified SNR threshold 
in a specific frequency band during a specific time. This algorithm obtains relatively high 
false positives because any section that satisfies the user-specified SNR is picked up. Raven 
ignores the structure of the target but only considers the energy. This causes Raven to have 
the highest recall but lower precision compared with the oscillation detector in ACDT. For 
example, the Honeyeater’s oscillation is comprised of repeated clicks in time and this 
oscillation exhibits highly concentrated energy in a certain area. Although the recall of the 
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oscillation detector is slightly lower than the recall of Raven, there is approximately 10% 
increase in precision. The reason for this is that the oscillation detector tracked the shape in 
the spectrogram and extracted the number of gaps between the formants as a feature.       
6.4.3 Conclusion 
The ACDT is designed to track the shapes of predefined acoustic components in 
spectrograms. Multiple features have been applied to represent different components. In a 
comparison between ACDT and the Raven and Song Scope applications which select one 
feature to fit every component, the proposed system showed promising advantages in 
detecting acoustic components. Compared with Raven, which ignores the component 
structures, and Song Scope, which targets complex call structures, the ACDT exhibited high 
resolution for the detection of both primitive components (like the Eastern Whipbird 
whistles, Fairy-wren blocks and Eastern Yellow Robin clicks) and complex components 
(like the Honeyeater oscillations and Torresian Crow harmonics).  
6.5 Comparison of Distinguishing of Overlapped Components 
Through the exploration and experimental work described in Chapter 4 (Section 4.5), it was 
found that the ACDT has the outstanding ability to separate overlapping calls. These 
algorithms are robust in a noisy environment.  
Driven by curiosity regarding the separation ability of Raven and Song Scope, further 
examination was carried out on these tools. In Raven, multiple detectors can be run over one 
spectrogram (waveform). This means Raven allows users to build separate detectors for 
different targets. The outputs of different detectors are shown in the same spectrogram by 
boxes of different colours. In Song Scope, multiple recognisers can also be built. However, 
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the outputs of the detectors are recorded in separate table files instead of being shown on 
the spectrogram. A white rectangle box is used to shift over the whole spectrogram to 
indicate where a target event is hit. This is inconvenient and unintuitive when users want to 
check two or more recognisers’ results. 
6.5.1 Method 
First, Raven and Song Scope were run using the sample recording section shown in Chapter 
4 (Figure 4.20(a)), which was used to demonstrate the separation ability of ACDT. After the 
exploration, the experiment was extended to five types of overlapping components, namely, 
the click with block, click with oscillation, warble with oscillation, harmonic with 
oscillation, and whistle with oscillation. The dataset was the same dataset as the one used to 
test the ACDT in Chapter 4 (Section 4.5).  
6.5.2 Results and Discussion 
 The ACDT successfully disentangled these overlapping components, as shown in Figure 
6.4(a). As shown in Figure 6.4(b), the purple box marqueed the whistle in Raven, but both 
the oscillation and click detectors failed to detect the overlapping oscillation and click. Since 
Song Scope records the outputs in separate table files, the tables were manually examined in 
order to determine whether it had distinguished the overlapping components. The results, as 
presented in Figure 6.4(c), showed that Song Scope was able to pick up the syllable of 
oscillation (located by a light white rectangle box (indicated by a red box) but failed to 
obtain the overlapping whistle and click.  
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6.5.3 Conclusion 
Overall, the ACDT outperformed Raven and Song Scope in distinguishing the overlapping 
components. With this separation ability, the animal call recognition work will be improved 
as target calls can be detected even when they are masked by non-target calls. 
6.6 Comparison of Call Structure Recognition 
In Chapter 5, the TPA for species recognition was introduced. As this study has discovered, 
one species could have more than one type of call structure. These call structures are distinct 
from each other in most cases. Consequently, one recogniser cannot be applied to all cases. 
Thus, this study builds call structure recognisers for species recognition instead of species 
recognisers. 
Out of 94 call structures from species existing at the study site at the Samford Ecological 
Research Facility in the Samford Valley, 27 call structures were selected and grouped in 
seven categories according to the type of primitive component. The confusion matrix for 
representative call structure recognisers based on TPA was then examined. 
6.6.1 Method 
The same training and testing dataset described in Chapter 5 (Section 5.9.4) was applied to 
check the performance of Raven and Song Scope. The training and testing processes were 
the same as the testing for the call structure recognisers based on TPA. All the related 
parameters for the Raven and Song Scope evaluation are provided in Appendix C (Table 
C.1). The evaluation criteria were also the same ones described in Chapter 4 (Section 4.6.5) 
due to the same features existing in the ground truth file.  
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6.6.2 Results and Discussion 
Results of Raven  
Table 6.5 presents the statistical results of the recognisers in Raven. The average accuracy 
was low (0.24), while the average precision was 0.11. Recall was also low (0.38). A special 
case occurred regarding the Indian Peafowl1 call detection with zero true positives obtained. 
The number of false positive was very high due to the features of the band-limited energy 
detector (SNR) in Raven.   
Table 6.5 Statistical results for Raven recognisers 
Recogniser 
Ground 
truth 
TP FP FN Precision Recall Accuracy 
Brown Cuckoo Dove1 14 5 52 9 0.09 0.36 0.22 
Brush Cuckoo2 8 6 219 2 0.03 0.75 0.39 
Eastern Yellow Robin1 19 17 334 2 0.05 0.89 0.47 
Eastern Yellow Robin2 14 2 77 12 0.03 0.14 0.08 
Indian Peafowl1 7 0 233 7 0.00 0.00 0.00 
Lewin's Honeyeater1 112 70 32 42 0.69 0.63 0.66 
Torresian Crow1 36 12 288 24 0.04 0.33 0.19 
Scarlet Honeyeater1 7 1 233 6 0.00 0.14 0.07 
Eastern Whipbird1 51 10 234 41 0.04 0.20 0.12 
Average     0.11 0.38 0.24 
            
When considering the confusion matrix based on the output from Raven in Table 6.6, the 
Lewin’s Honeyeater1 call structure had a significant effect on the recognition of the Brush 
Cuckoo2, Eastern Yellow Robin2, Indian Peafowl1 and Torresian Crow1. This is because 
the call structure of the Lewin’s Honeyeater is an oscillation of tightly repeated clicks in 
time. It has highly concentrated energy which can satisfy most SNR threshold settings for 
the band-limited energy detector in Raven. The same issue provides an explanation for the 
confusion output caused by the Torresian Crow1 call for recognisers of the Brush Cuckoo2,  
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Eastern Yellow Robin2 and Indian Peafowl1 calls. The Eastern Yellow Robin1 recogniser 
was heavily confused with the Eastern Whipbird1 recogniser since the calls occupied 
overlapping frequency bands. The Scarlet Honeyeater1 recogniser wrongly picked up the 
Whipbird1 and failed to detect itself. Besides the false positives caused by the selected call 
structures, the number of false positives from untargeted objects was enormous. All these 
false positives pulled down the precision and recall of the detectors. 
Results of Song Scope 
Compared to Raven, Song Scope performed slightly better in average precision and 
accuracy. The average recall was about 0.20 higher than Raven. The total number of false 
positives was smaller than in Raven but was still at a very high level compared with the 
TPA system (see Chapter 5, Table 5.3). The statistical results for the Song Scope 
recognisers are presented in Table 6.7.  
Table 6.7 Statistical results for Song Scope recognisers  
Recogniser Ground truth TP FP FN Precision Recall Accuracy 
Brown Cuckoo Dove1 14 12 28 2 0.30 0.86 0.58 
Brush Cuckoo2  8 7 185 1 0.04 0.88 0.46 
Eastern Yellow Robin1  19 12 138 7 0.08 0.63 0.36 
Eastern Yellow Robin2  14 10 205 4 0.05 0.71 0.38 
Indian Peafowl1  7 1 111 6 0.01 0.14 0.08 
Lewin's HoneyEater1  112 66 93 46 0.42 0.59 0.50 
Torresian Crow1 36 17 95 19 0.15 0.47 0.31 
Scarlet HoneyEater1  7 2 170 5 0.01 0.29 0.15 
Eastern Whipbird1 51 33 221 18 0.13 0.65 0.39 
Average     0.13 0.58 0.36 
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Unlike the band-limited energy detector in Raven which ignores the structural information 
of a call, Song Scope actually considers the relational information between components. 
This benefits the recognition work and certainly reduces the confusion output. The 
confusion matrix in Table 6.8 illustrates this aspect. Although confusion still existed 
between the Lewin’s Honeyeater1, Brush Cuckoo2, Eastern Yellow Robin1 and Torresian 
Crow1 calls, the number of false positives was much lower than in Raven. Besides the false 
positives caused by the selected call structures, the number of false positives from 
untargeted objects was lower than in Raven but still higher than in the TPA system. 
6.6.3 Conclusion 
The overall detection performance of Raven, Song Scope and the TPA is shown in Figure 
6.5. The average precision, recall and accuracy all increased by approximately 0.20. Raven 
performed in the last position, while Song Scope was in the middle. 
 
Figure 6.5 Overall performances of Raven, Song Scope and TPA 
Due to the fact that the band-limited energy detector in Raven only considers the SNR in the 
signal recording sections, the shape and the relational information are overlooked. Song 
Scope considers the structural information between the components but only extracts 
MFCCs to track the shape of the components. This leads to higher false positives compared 
Precision Recall Accuracy
Raven 0.11 0.38 0.24
Song Scope 0.13 0.58 0.36
TPA 0.39 0.79 0.59
0
0.2
0.4
0.6
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to the TPA system. The TPA system not only tracks the shape of the component by 
different features, but also builds the syntactic model to reflect the relationships between the 
components. 
6.7 Summary 
Raven and Song Scope are state-of-the-art tools which have been used to conduct animal 
call analysis. Since this study proposes a new recognition system based on the TPA, the 
detection performance among these tools was compared from the perspective of acoustic 
component detection and call structure recognition.  
Overall, the TPA outperformed Raven and Song Scope primarily because the TPA considers 
the shape of components and their relational information in a call structure. Most 
importantly, the TPA extracts multiple features to represent acoustic components while 
Raven and Song Scope use one feature to fit all cases.   
  
138 
 
Chapter 7 Conclusion and Future Work  
Automated species recognition in environmental recordings has risen to be an important 
research area in environmental monitoring, primarily because it scales manual analysis over 
spatiotemporal range and demonstrates knowledge of certain ecological significance such as 
species presence/absence and species richness.  
Although multiple tasks have been attempted in automated species recognition, in most 
cases the existing recognition algorithms are designed for specific targets according to 
various project requirements. These algorithms are not generalised for detecting other 
species. Developing a generalisable and extendable automated species recognition system is 
a significant step in building species recognisers. The present research designed an 
automated species recognition system named the timed and probabilistic automata (TPA) 
which provides a scheme for generic species recognition.  
7.1 Summary of Contributions 
Four contributions have been made by this research: 
• Generic acoustic component definition. Although animal calls have no semantics or 
lexicon, they present various call structures in spectrograms. These call structures 
are constructed by common primitives. Chapter 3 defined seven types of acoustic 
components based on their shapes in spectrograms, namely, the whistle, click, slur, 
block, warble, stacked harmonic, and oscillation. These components can be used as 
a small lexicon for animal calls. It was found that the majority of the animal call 
structures can be formed by these defined components. The definition of generic 
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acoustic components enables the syntactic analysis of bird calls and this lexicon is 
extendable along with continuous research. In addition, the definition of acoustic 
components is generic to cover species around the world, not only for Queensland 
since the definition is based on the worldwide existing work.  
• New techniques for acoustic component detection. Acoustic components are the 
defined words for constructing animal call structures. The call structures (sentences) 
can be formed by acoustic components (words). In order to recognise call structures, 
acoustic component detection is the fundamental task. Chapter 4 presented the 
design of six acoustic component detectors for whistle, click/slur, block, warble, 
stacked harmonic, and oscillation. These detectors eventually formed a toolbox. A 
critical advantage of these component detectors is that they can effectively 
distinguish overlapping components in spectrograms. With this separation ability, 
the recognition work potentially will be improved as target calls can be detected 
even if they are masked by non-target calls. 
• New techniques for animal call structure representation and recognition. In Chapter 
5, taking advantage of the acoustic component definition and detection techniques 
described in Chapter 4, an original algorithm using the TPA was developed for 
automatic bird call recognition by treating the components as symbols in an animal 
call-specific language. The TPA system shows benefits in several aspects. The 
component detection algorithm is able to identify and distinguish overlapping 
components, which may be expected to confer some level of noise resistance and the 
ability to disambiguate multiple concurrent signals from distinct callers. Because the 
automaton used to recognise calls is amenable to manual construction, this 
algorithm may be applied even where training data is scarce. In addition, since only 
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positive examples are required for tuning, the need to generate negative examples 
for training is avoided.  
• Comparative evaluation. In the field of automated species recognition area, many 
tools have been developed commercially. However, there is no existing survey work 
on evaluating these tools using a real-world dataset. To fill this gap and also 
evaluate the proposed TPA system, Raven and Song Scope were selected to conduct 
the experiments. Raven and Song Scope are the state-of-the-art tools which have 
been used to conduct animal call analysis for some years. The comparison work was 
conducted in three sections: overlapping component detection, acoustic component 
detection, and call structure recognition. The experimental work demonstrated that 
the TPA outperformed Raven and Song Scope in call structure recognition by 
approximately 20% increase in average precision, recall and accuracy. This is 
primarily because the TPA considers the shape of the components and their 
relational information in a call structure. One more important reason is that the TPA 
extracts multiple features to represent acoustic components, while Raven and Song 
Scope use only one feature to fit all cases.  
7.2 Limitations  
Although the TPA system shows promising detection ability in automated species 
recognition, there are some limitations:  
• Acoustic component definition. This study broadly defined seven components based 
on the shapes of animal calls in spectrograms. These components can be used to 
form the majority of animal calls. However, in the real-world dataset, the shape of 
the same type of component varies from case to case. In addition, other potential 
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common components might have not been discovered and defined. The advantage 
of this acoustic component definition is that it is open and extendable along with 
continuous research. The limitation is that the consequent component detection and 
TPA model only can work for call structures containing predefined acoustic 
components.  
• Acoustic component detection. The present study designed six component detectors 
for seven acoustic components (the click and slur share one detector). Although the 
experiments showed that these detectors work more robustly than Raven and Song 
Scope (since each detector extracts different features to represent the component, 
while Raven and Song Scope extract one feature to fit all cases), these acoustic 
component detectors still express weak ability to pick up targets under noisy 
conditions. This limits the detection accuracy and can potentially be improved by 
applying more robust noise removal algorithms or extracting better features.  
• TPA modelling. To apply the TPA, the call structure must contain more than one 
component and the primitive components must be in temporal sequence. This 
property limits the applicable objects of the TPA, although most bird calls have a 
temporal pattern and contain more than one component.  
7.3 Future Work 
This research can be extended to overcome the identified limitations. Several interesting 
directions seem promising for improving the current TPA system. First, future research can 
discover and define more primitive acoustic components and build the corresponding 
detectors for them. Second, future research can develop robust noise removal algorithms to 
improve the accuracy of acoustic component detection. Furthermore, since the TPA has 
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been tested and proved to be a promising automated species recognition system, it is 
possible to transfer it to a commercial software package in future.  
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Appendix A: Species in Samford Valley during 4~9am, 
14
th
 Oct, 2010 
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Appendix B: Parameters for Acoustic Component 
Detection 
 
Table B.1 Parameters for Raven and Song Scope 
Tools Parameters 
Honeyeater 
Oscillation 
Robin 
Click 
Whipbird 
Whistle 
Koel 
Warble 
Crow 
Harmonic 
Fairy-wren 
Block 
Raven 
Min Frequency (Hz) 1000 1500 500 765 443 3100 
Maximum Frequency 
(Hz) 
3100 4600 3500 1800 3216 10500 
Minimum Duration 
(s) 
2.57 0.15 0.30 0.25 0.19 0.60 
Maximum Duration 
(s) 
10.82 0.45 2.00 1.00 0.33 3.27 
Minimum Separation 
(s) 
0.38 0.15 0.05 0.15 0.06 0.17 
Minimum 
Occupancy (%) 
15 70 30 20 20 50 
SNR threshold (dB) 5 5 5 5 5 10 
Block size (s) 33 1.35 5.49 3.50 1.00 9.00 
Hop size (s) 11 0.62 2.50 2.50 0.70 7.00 
Percentile 10 10 20 20 30 20 
 Training Recall  0.92(23/25) 0.68(17/25) 0.36(9/25) 0.80(20/25) 0.64(16/25) 0.44(11/25) 
Song 
Scope 
FFT size 256 256 256 1024 512 256 
FFT overlap ½ ½ ½ ½ ½ ½ 
Frequency Minimum 11 14 8 60 12 46 
Frequency Range 24 42 57 37 104 61 
Amplitude Gain (dB) 0 0 0 0 0 0 
Background Filter (s) 1 1 1 1 1 1 
Max Syllable (ms) 23 209 1808 736 448 1997 
Max Syllable Gap 
(ms) 
12 12 104 10 32 104 
Max Song (ms) 2601 1730 1840 800 448 2995 
Dynamic Range (dB) 15 13 33 20 18 32 
Maximum 
Complexity 
48 32 32 48 32 32 
Maximum 
Resolution 
6 6 6 6 6 6 
 Training Recall  0.96(24/25) 0.52(13/25) 0.40(10/25) 0.80(20/25) 0.60(15/25) 0.84(21/25) 
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Table B.2 Parameters for different component detection tools 
Tool Parameters 
Honeyeater 
Oscillation 
Oscillation 
Detector 
Window size  1024 
Noise threshold  0.835 
Maximum frequency  3000 
Minimum frequency  1500 
Minimum signal number in a frame 10 
Formant width                                                                                                               1
Frame gap between formants 2 
Impossible gap between formants 4 
 Training recall (23/25) 0.92 
Tool Parameters Robin Click 
 Window size 256 
Click 
Detector 
Click width threshold 0.05 
Click density threshold 8 
Minimum frequency bins covered by a potential click 4 
Maximum frequency bin gap of a potential click 8 
 Training recall (21/25) 0.84 
Tool Parameters Whipbird Whistle 
 Window size 256 
Whistle Detector 
Minimum time between consecutive whistle hits 0.1 
Minimum whistle width threshold 3 
Minimum frame distance between two temporal overlapped whistle 3 
 Training recall (24/25) 0.96 
Tool Parameters Crow Harmonic 
 Window size 1024 
Stacked 
Harmonic 
Detector 
Noise threshold 0.838 
Maximum frequency (Hz) 2500 
Minimum frequency (Hz) 1000 
Signal number in each frame 3 
Formant height 5 
Frequency bin gap between formants 1 
Harmonic frame number 1 
 Training recall (21/25) 0.84 
Tool Parameters Koel Warble 
 Window size 1024 
Warble Detector 
Noise threshold 0.865 
Maximum frequency (Hz) 1800 
Minimum frequency (Hz) 1000 
Warble break in frequency 3 
Warble break gap 5 
Minimum potential warble length 3 
Maximum potential warble length 30 
Frame distance between crest and trough 1 
Frequency distance between crest and trough 1 
Non empty space threshold 10 
 Training recall (21/25) 0.84 
Tool Parameters Fairy-wren Block 
 Window size  256 
Block 
Detector 
Minimum time between consecutive block hits 0.05 
Minimum hits in a potential block frequency bin  10 
Minimum frequency bin number of a potential block 6 
Minimum frequency bin gap of a potential block 1 
Minimum frame gap in a frequency bin for a potential block  3 
 Training recall (23/25) 0.92 
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Appendix C: Parameters for Call Structure 
Recognition 
 
Table C.1 Parameters for Raven and Song Scope 
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Table C.2 Parameters of Timed Probabilistic Automata for Call Structure Recognition 
Call Structure 
Component 
Detector 
Parameters Values 
Lewin’s 
Honeyeater1 
Oscillation 
Detector 
Window size  1024 
Noise threshold  0.835 
Maximum frequency  3000 
Minimum frequency  1500 
Minimum signal number in a frame 10 
Formant width                                                                                                               1
Frame gap between formants 2 
Impossible gap between formants 4 
Eastern Yellow 
Robin1 
Click 
Detector 
Window size 256 
Click width threshold 0.05 
Click density threshold 8 
Minimum frequency bins covered by a potential click 4 
Maximum frequency bin gap of a potential click 8 
Eastern Yellow 
Robin2 
Whistle 
Detector 
Window size 256 
Minimum time between consecutive whistle hits 0.1 
Minimum whistle width threshold 3 
Minimum frame distance between two temporal overlapped 
whistle 
3 
Torresian 
Crow1 
Stacked 
Harmonic 
Detector 
Window size 1024 
Noise threshold 0.83 
Maximum frequency (Hz) 2500 
Minimum frequency (Hz) 1000 
Signal number in each frame 5 
Formant height 1 
Frequency bin gap between formants 1 
Harmonic frame number 5 
Indian 
Peafowl1 
Warble 
Detector 
Window size 1024 
Noise threshold 0.83 
Maximum frequency (Hz) 1700 
Minimum frequency (Hz) 1200 
Warble break in frequency 1 
Warble break gap 2 
Minimum potential warble length 3 
Maximum potential warble length 15 
Frame distance between crest and trough 20 
Frequency distance between crest and trough 20 
Non empty space threshold 10 
Brush Cuckoo2 
Block 
Detector 
Window size  256 
Minimum time between consecutive block hits 0.1 
Minimum hits in a potential block frequency bin  20 
Minimum frequency bin number of a potential block 3 
Minimum frequency bin gap of a potential block 1 
Minimum frame gap in a frequency bin for a potential 
block  
3 
Brown Cuckoo 
Dove1 
Click 
Detector 
Window size 
Click width threshold 
Click density threshold 
Minimum frequency bins covered by a potential click 
Maximum frequency bin gap of a potential click 
 
256 
0.1 
1 
1 
1 
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Continued from previous page 
 
 
 
 
 
 
 
 
 
 
 
Eastern 
Whipbird1 
Whistle 
Detector 
Window size 
Minimum time between consecutive whistle hits 
Minimum whistle width threshold 
Minimum frame distance between two temporal overlapped whistle 
 
256 
0.2 
3 
3 
Click 
Detector 
Window size 
Click width threshold 
Click density threshold 
Minimum frequency bins covered by a potential click 
Maximum frequency bin gap of a potential click 
 
256 
0.05 
10 
6 
15 
Scarlet 
Honeyeater1 
Whistle 
Detector 
Window size 
Minimum time between consecutive whistle hits 
Minimum whistle width threshold 
Minimum frame distance between two temporal overlapped whistle 
 
256 
0.1 
3 
3 
Click 
Detector 
Window size 
Click width threshold 
Click density threshold 
Minimum frequency bins covered by a potential click 
Maximum frequency bin gap of a potential click 
 
256 
0.025 
8 
4 
8 
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